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Resumen
El presente artículo expone el fundamento lógico de la estática comparativa, muestra
las relaciones que se establecen entre conceptos importantes, como proceso abstracto, las
hipótesis causa- efecto, el equilibrio económico estático y la estática comparativa. A su vez,
presenta estas categorías desde la perspectiva de la metodología alfa-beta, concluyendo con
la identidad de la matriz de proposiciones beta y la matriz de tasas de cambio. Por ultimo,
presenta el alcance o límite de la estática comparativa.
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1. Introducción
Los problemas que la teoría económica pretende explicar; como la variación de los precios o de la tasa
de desempleo, se pueden entender como si fueran resultados de un proceso. Por tanto, tales proble-
mas pueden ser concebidos como objetos investigables y en consecuencia pueden ser abordados por la
ciencia. Al respecto se señala: No todo aspecto de la realidad social puede ser sujeto de conocimiento
cientíﬁco, sino únicamente aquéllos fenómenos que pueden ser representados en la forma de un pro-
ceso. Para ser comprendidas, las realidades complejas deben ser reducidas a un proceso abstracto.1
Entonces, ya que solo un proceso presenta regularidades, es posible a través de la teorización y de la
modelización, establecer relaciones de causalidad entre las variables exógenas y endógenas del proceso
que está bajo estudio.
Así, de la construcción del modelo teórico que permite simpliﬁcar la realidad compleja en un proce-
so abstracto, luego podríamos deducir las proposiciones hipotéticas de causalidad que nos permitirán
explicar la complejidad de la realidad: actividades aparentemente desordenadas pero que pueden tener
un carácter secuencial, simultáneo o concomitante. Luego, el modelo no es más que el conjunto de
supuestos fundamentales y auxiliares acerca del mecanismo que subyace en el conjunto de actividades
donde se vinculan las variables exógenas y endógenas. En tanto que, la relación hipotética de causali-
dad que se deduce de él es pues una relación causaefecto, entre el cambio de una variable exógena y
el consecuente cambio de una variable endógena del modelo. En este sentido: ... La causalidad es una
cuestión de explicación ... [ ]... En una aseveración causal, se está aplicando una teoría.2 Sin teoría no
existe explicación alguna.
La relación hipotética de causalidad es obtenida deductivamente en el modelo y es denominada
en la literatura económica como proposición beta, β.3 Esto implica que la economía, en tanto ciencia
teórica o cuasi-teórica, debe ordenar sus proposiciones lógicamente estableciendo claramente cuáles
proposiciones son fundamentales y cuáles auxiliares para luego mediante una inferencia deductiva ob-
tener las hipótesis de causalidad.
Así, la teoría económica, será entendida como un sistema lógico, donde la única forma de obtener
las hipótesis de causalidad es mediante el uso correcto de las reglas de la inferencia. Al respecto, en el
campo de la epistemología se señala: Dar una explicación causal de un acontecimiento quiere deducir
un enunciado que lo describe a partir de las siguientes premisas deductivas: una o varias leyes univer-
sales y ciertos enunciados singulares las condiciones iniciales.4 Y su aplicación en la economía
sostiene lo mismo: De acuerdo con una clasiﬁcación lógica todas las proposiciones, P1, P2, . . . , Pn,
ya establecidas en un campo determinado de conocimiento pueden separarse en dos clases (α) y (β),
tal que
(1) Toda proposición β se derive lógicamente de algunas proposiciones α, y
(2) Ninguna proposición α se derive de otra proposición α.5
Por lo tanto, la estructura lógica de un sistema teórico axiomatizado, cuyo conjunto de premisas o
postulados son establecidos arbitrariamente y constituyen la clase alfa:
Pα = {pi} ; i = 1, 2, . . . , n (1)
Y si q es la proposición que representa una relación de causalidad deducida de la clase alfa, a la
que denominaremos proposición beta; entonces, aplicando la ley conmutativa a la implicación modus
ponendo ponens, el sistema teórico se expresará como:
[{pi} ∧ ({pi} ⇒ q)]⇒ q (2)
Lo que por nuestra notación convencional, siguiendo a Georgescu-Roegen, en términos de las clases
1Ver [4, p. 31].
2Véase [7, p. 30 y 31].
3Al respecto; [6, p. 73], [11, p. 6] y [2, p. 20].
4Ver [8, p. 57].
5Ver [6, p. 73].
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alfa y beta, será expresado como:
[Pα ∧ (Pα ⇒ βj)]⇒ βj ; j = 1, 2, . . . ,m (3)
Al respecto, Popper señala: Un sistema teórico axiomatizado consiste en la formulación de un
conjunto de enunciados los axiomas que satisface los cuatro siguientes requisitos:
1. Está exento de contradicción. No es deductible del sistema un enunciado arbitrario cualquiera.
2. Es independiente. Se llamará axioma a un enunciado si no es posible deducirle del resto del
sistema.
3. Los axiomas han de ser suﬁcientes.
4. Los axiomas han de ser necesarios.6
En conclusión, tenemos en el modelo teórico la conexión entre axiomas e hipótesis de causa-efecto,
donde el uso correcto de las reglas de inferencia lógica garantizan la coherencia de tal conexión.
2. El equilibrio económico estático
2.1. Tiempo y equilibrio en la teoría económica
La concepción de los fenómenos económicos como si fueran resultado de un proceso abstracto debe
contemplar la dimensión temporal de éste. En consecuencia, el papel del tiempo en la teorización debe
ser tomado en cuenta. En teoría económica, el tratamiento que se le da es como el de una variable
más, como la numeración de una magnitud.
Luego, el concepto de causalidad debe de considerar este aspecto. Léase: Podemos decir que A es
algún acontecimiento que ocurrió en algún momento del pasado, y que B es algún acontecimiento que
por ahora diremos que debe haber ocurrido en algún tiempo posterior.7
Así, el tratamiento que se le da al tiempo implica la necesidad de determinar la dimensión temporal
del proceso abstracto. O este es instantáneo o tiene una dimensión positiva. Según el tratamiento que
se le dé al tiempo, el análisis económico puede ser un análisis estático o un análisis dinámico. El
estudio de un fenómeno con la aplicación de uno o del otro análisis requiere previamente del concepto
de equilibrio económico, pues todo proceso abstracto, dado que tiene una frontera temporal, debe de
culminar con un conjunto de valores de las variables endógenas. Es decir, la teorización de una realidad
sólo será productiva en tanto se puedan establecer proposiciones beta y ello requiere suponer que tal
realidad actúa como si generara resultados tal que en ausencia de cambios de las variables exógenas
no se producirá cambio alguno en los resultados endógenos (valores solución). En consecuencia, el
equilibrio es inherente a un proceso económico.
En tal sentido, recogemos el concepto de equilibrio dado por Paul Samuelson: En todo problema
de la teoría económica, ciertas variables se llaman incógnitas, cuya determinación nos interesa. Sus
valores resultan como solución de un conjunto especíﬁco de relaciones impuestas a dichas incógnitas
mediante supuestos o hipótesis.8
En conclusión, en tanto todo proceso comprenda el equilibrio garantiza la obtención de valores
solución de las variables que deseamos explicar. Y el correcto tratamiento del tiempo, permitirá precisar
la temporalidad entre estos resultados y la dimensión del mecanismo subyacente del proceso, generador
de los valores solución.
2.2. Equilibrio económico estático
De acuerdo a lo mencionado anteriormente, sólo es posible el equilibrio económico estático en tanto
el sistema teórico sea estático. Pero, ¾qué es un sistema teórico estático? Es aquel sistema donde las
relaciones que se establecen entre las variables endógenas son contemporáneas. La solución de este
6[8, p. 69].
7Véase [7, p. 31].
8[9, p. 7].
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sistema es el equilibrio económico estático.9 Simpliﬁcando, en este equilibrio el valor de solución de la
variable endógena (y∗1) se repetirá periodo tras periodo en tanto y en cuanto los valores de las variables
exógenas (x01, x
0
2) permanecen sin cambio alguno. En este sentido, el equilibrio económcio estático es
un estado, donde no se distingue entre pasado, presente y futuro.10 Veamos la ﬁgura 1.
Figura 1: Equilibrio económico estático.
2.3. Estabilidad dinámica del equilibrio estático
La aplicación del análisis estático requiere la suposición de que el equilibrio económico estático es
estable. Según Figueroa: Dado un conjunto de valores de las variables endógenas distinto al del
equilibrio, éste se restaurará automáticamente.11 A este mecanismo de restauración del equilibrio
estático Samuelson le denominó estabilidad dinámica del sistema estático, deﬁniéndolo formalmente
como:
l´ım
t→∞ y1(t) = y
e
1 (4)
Lo que se lee: ... a partir de condiciones iniciales cualesquiera, todas las variables se acercan en el
límite a sus valores de equilibrio, cuando el tiempo se torna inﬁnito.12
9Ver [3, p. 10].
10Esta característica es lo que conduce equivocadamente a que algunos sostengan que en un sistema estático no existe
tiempo.
11Ver [3, p. 11].
12Ver [9, pp. 266 y 270].
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Este principio es importante porque de él depende que podamos derivar del modelo las hipótesis de
causalidad (proposiciones beta), caso contrario los valores de las variables endógenas tomarían valores
explosivos. La expresión formal de este principio quedará representada en la ﬁgura 2.
Sin embargo, en esta deﬁnición existe un error lógico. Si los valores de las variables exógenas x01 y x
0
2
están dados, no es admisible que el valor de la variable endógena se diferencie de su valor de equilibrio
y∗1 en (y
∗
1 − y′1) a la vez que el tiempo tienda al inﬁnito. Es más, si por deﬁnición el equilibrio estático
implica contemporaneidad entre las variables endógenas, el proceso tiene un mecanismo instantáneo
en la determinación de los valores solución, por lo que no puede existir una trayectoria temporal de la
variable endógena.
Figura 2: Equilibrio económico estático estable según Paul Samuelson.
Entonces, la restauración del equilibrio estático es instantánea. Formalmente:
l´ım
t→t0, t0<t
y1(t) = y
∗
1 (5)
Es decir, no es posible que en t0 + 1 el valor de la variable endógena sea otro sino su valor de
equilibrio. Claramente se observa en la ﬁgura 3 que existe coherencia entre el valor y∗1 y el par (x
0
1 ,
x02). Por otro lado, si una deﬁnición considera que la restauración del equilibrio estático se realiza en
pocos periodos, expresada formalmente como l´ım
t→t1, t1>t
y1(t) = y
∗
1 , ésta tampoco se libra de la misma
contradicción lógica; ya que, si el periodo de ajuste es ﬁnito como (t1 − t0), existiría contradicción
entre el valor y∗1 y el par (x
0
1, x
0
2), en ese intervalo de ajuste. Esta tercera deﬁnición tendría el mismo
problema que la primera deﬁnición dada por Samuelson.
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2.4. Estática comparativa
Una vez establecido el supuesto de estabilidad instantánea del equilibrio estático estaremos en con-
diciones de comparar diferentes estados de equilibrio estático que se originan por la modiﬁcación del
valor de una de las variables exógenas.
Para efecto de la comparación de dos estados de equilibrio utilizaremos la técnica de la estática
comparativa. A propuesta de Samuelson esta técnica consiste en: ... la investigación de los despla-
zamientos, en un sistema, de una posición de equilibrio a otra, sin reparar en el proceso transitorio
involucrado en el ajuste.13 O como sostiene Figueroa: [El método de la estática comparativa] nos
permite comparar dos estados de equilibrio de un sistema económico estático.14
Figura 3: Equilibrio económico estático estable según Adolfo Figueroa.
La aplicación de este método no es ajena a la lógica deductiva. Justamente, a través de él preten-
demos obtener las relaciones hipotéticas de causalidad. Al respecto Samuelson sostiene: Este método
de estática comparativa no constituye sino una aplicación particular de uno más general: la de la de-
ducción cientíﬁca, en el cual se deﬁne el comportamiento de un sistema (probablemente a través del
tiempo) en términos de un conjunto dado de ecuaciones funcionales y de condiciones necesarias.15
La estática comparativa permite hallar la variación del valor de equilibrio de la variable endógena
ante una modiﬁcación del valor de una de las variables exógenas manteniendo el resto de variables
13Ver [9, p. 8].
14Véase [3, p. 12].
15Al respecto [9, p. 8].
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constantes. La estática comparativa requiere necesariamente el supuesto auxiliar del ceteris paribus.16
La modiﬁcación inicial de la variable exógena es posible en tanto éstas se expresan como función
del tiempo continua por la derecha. Es decir:
l´ım
t→t0, t0<t
xi(t) = x
1
i (6)
Considerando que,
xi(t) =
{
x0i , t < t0
x1i , t ≥ t0 (7)
Sólo así es posible suponer que la variable exógena xi da un salto en t0, ya que es discontinua en
dicho punto.17 Entonces, ahora estamos en condiciones de establecer las proposiciones beta del sistema
estático, ya que la estática comparativa da el sentido (y la magnitud) en que varía la variable endógena
cuando cambia en cierto sentido (y magnitud) una variable exógena, ceteris paribus. Véase la ﬁgura 4.
Figura 4: Estática comparativa.
Observamos, que el cambio del valor de una variable exógena (por ejemplo x1) de x
0
1 a x
1
1, mante-
niéndose constante la otra variable exógena en x2(t) = x
0
2 (ceteris paribus), ha generado un cambio en
el valor de equilibrio de la variable endógena, tomando ésta un nuevo valor de equilibrio y∗1 , y
∗
1 > y
∗∗
1 .
16Por supuesto, es posible encontrar con este método, el efecto sobre una variable endógena ante el cambio simultáneo
en más de una variable exógena.
17Ver [10, pp. 2 y 3].
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Es claro, que esta técnica sólo es aplicable en tanto el equilibrio económico es estable. Es decir, las
proposiciones beta se establecen bajo el supuesto del principio de correspondencia.18 También es noto-
rio, que este método no puede decirnos nada acerca de la trayectoria que tendría la variable endógena
en el ajuste de un valor de equilibrio a otro, ya que como hemos discutido, en el sistema estático se
supone que el ajuste es instantáneo.
Con este método, del modelo que trata de un proceso abstracto, podemos obtener una matriz de
causalidades, que comprenderá todas las posibles hipótesis de causalidad que se puedan derivar de él.
Así, dado un número M de variables exógenas y N variables endógenas, tendremos el cuadro 1. En
él, cada proposición β es una proposición lógica derivada según la estructura de la implicación modus
ponendo ponens, mencionada líneas arriba.
Hipótesis de Variables endógenas
Causa-Efecto y1 y2 . . . yn . . . yN
va
ri
ab
le
s
ex
ó
g
en
a
s x1 β11 β12 . . . β1n . . . β1N
...
...
...
...
...
...
...
...
...
...
...
xm βm1 βm2 . . . βmn . . . βmN
...
...
...
...
...
...
...
...
...
...
...
xM βM1 βM2 . . . βMn . . . βMN
Cuadro 1: La matriz de hipótesis de causa-efecto
3. Análisis formal
Si bien es cierto, . . . la existencia de tales sistemas no depende en manera alguna del empleo de
métodos simbólicos o matemáticos,19 la teoría del análisis estático se puede expresar mediante el uso
del instrumental matemático.20
Desde el punto de vista formal, un sistema teórico estático comprende:
Un conjunto de M variables exógenas, que denotaremos por el vector:
x = (x1, x2, . . . , xm, . . . , xM ) (8)
Un conjunto de N variables endógenas, que denotaremos por el vector:
y = (y1, y2, . . . , xn, . . . , yN ) (9)
Un conjunto de N ecuaciones, donde cada una de ellas es una función de todas las variables
endógenas y exógenas:
(F 1, F 2, . . . , Fn, . . . , FN ) (10)
y donde este conjunto de ecuaciones debe tener una solución única.
18Este principio se reﬁere a que la estabilidad dinámica del sistema estático es una condición necesaria para el ejercicio
de la estática comparativa y que a su vez, la estática comparativa puede ser utilizada para estudiar las propiedades de
la estabilidad dinámica del equilibrio económico estático.
19Ver [9, p. 9].
20Ver [1, pp. 29-218].
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Luego, de acuerdo los supuestos del modelo teórico, los cuales se expresan como relaciones de
comportamiento, racionalidades de agentes económicos, condiciones de equilibrio o identidades conta-
bles (deﬁniciones); podemos derivar relaciones causales entre las variables exógenas y endógenas. Así,
podemos formular el sistema de ecuaciones estructurales del modelo:
F 1[x1(t), . . . , xm(t), . . . , xM (t); y1(t), . . . , yn(t), . . . , yN (t)] = 0
F 2[x1(t), . . . , xm(t), . . . , xM (t); y1(t), . . . , yn(t), . . . , yN (t)] = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fn[x1(t), . . . , xm(t), . . . , xM (t); y1(t), . . . , yn(t), . . . , yN (t)] = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
FN [x1(t), . . . , xm(t), . . . , xM (t); y1(t), . . . , yn(t), . . . , yN (t)] = 0
(11)
De estas ecuaciones se puede derivar la forma reducida del modelo. La forma reducida del modelo
es el conjunto de funciones donde las variables endógenas sólo están en función de las variables exó-
genas y de otros parámetros que están determinados por fuera del modelo. Para esto, utilizaremos el
teorema de la función implícita. Con este teorema despejaremos las variables endógenas en términos
de las variables exógenas. La aplicación del teorema de la función implícita exige que se veriﬁquen las
siguientes condiciones:21
La función Fn(x,y) tiene derivadas parciales de primer orden continuas con respecto a x1, . . . , xM ,
y1, . . . , yN , para todo n = 1, 2, . . . , N .
Existe un (x0,y∗) interior, tal que Fn(x0,y∗) = 0, para todo n = 1, 2, . . . , N . Es decir, el sistema
de ecuaciones estructurales tiene solución única en torno a su equilibrio.
El determinante ∆ evaluado en (x0,y∗) es distinto de cero. Es decir, el sistema de ecuaciones
cumple con que el determinante jacobiano sea diferente de cero: |J| = ∆ 6= 0, lo que asegura que
las ecuaciones sean linealmente independientes. El determinante ∆ está dado por:
∆ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
F 1y1 F
1
y2 . . . F
1
yn . . . F
1
yN
F 2y1 F
2
y2 . . . F
2
yn . . . F
2
yN
. . . . . . . . . . . . . . . . . .
Fny1 F
n
y2 . . . F
n
yn . . . F
n
yN
. . . . . . . . . . . . . . . . . .
FNy1 F
N
y2 . . . F
N
yn . . . F
N
yN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0 (12)
donde Fnyn =
∂Fn(x0,y∗)
∂yn
, ∀n = 1, . . . , N.
Luego, de estas condiciones planteadas en el modelo, se deduce que existe un número de N funciones
f1, f2, . . . , fn, . . . , fN ; tales que en un entorno de x0 se cumple:
y1 = f
1(x), y2 = f
2(x), . . . , yn = f
n(x), . . . , yN = f
N (x). Es decir, se pueden obtener funcio-
nes implícitas, donde las variables endógenas están en función sólo de las variables exógenas y
parámetros predeterminados.
Luego, ∀n = 1, . . . , N ;Fn = [x, f1(x), . . . , fn(x), . . . , fN (x)] = 0. Es decir, las ecuaciones estruc-
turales se satisfacen en el equilibrio.
∀n = 1, 2, . . . , N ; fn es diferenciable. Lo que nos permite establecer rigurosamente el sentido de
las relaciones de comportamiento obtenidas en el modelo.
21Ver [1, pp. 199-202].
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Las derivadas parciales de la función fn en un entorno de x0 vienen dadas por fnm =
∂yn
∂xm
= ∆nm∆ ,
las que además constituyen las tasas de cambio de una variable endógena ante el cambio de una
de las variables exógenas.
Según estas deducciones, el sistema de ecuaciones 11 puede reescribirse como:
F 1[x1, . . . , xN ; f
1(x1, . . . , xN ), . . . , f
N (x1, . . . , xN )] = 0
F 2[x1, . . . , xN ; f
1(x1, . . . , xN ), . . . , f
N (x1, . . . , xN )] = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fn[x1, . . . , xN ; f
1(x1, . . . , xN ), . . . , f
N (x1, . . . , xN )] = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
FN [x1, . . . , xN ; f
1(x1, . . . , xN ), . . . , f
N (x1, . . . , xN )] = 0
(13)
Luego, si suponemos que varía la variable exógena x1, mientras el resto de las variables exógenas
permanecen constantes, aplicándole la diferenciación a todas las ecuaciones con respecto a x1, luego
dividiendo entre el diferencial de x1 para así transformarlo en una diferenciación parcial y ﬁnalmen-
te despejar la diferenciación respecto a la variable exógena x1 al segundo miembro de la igualdad,
obtendremos el sistema siguiente,
F 1y1
∂y1
∂x1
+ . . .+ F 1ym
∂ym
∂x1
+ . . .+ F 1yM
∂yM
∂x1
= −F 1x1
F 2y1
∂y1
∂x1
+ . . .+ F 2ym
∂ym
∂x1
+ . . .+ F 2yM
∂yM
∂x1
= −F 2x1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fny1
∂y1
∂x1
+ . . .+ Fnym
∂ym
∂x1
+ . . .+ FnyM
∂yM
∂x1
= −Fnx1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
FNy1
∂y1
∂x1
+ . . .+ FNym
∂ym
∂x1
+ . . .+ FNyM
∂yM
∂x1
= −FNx1
(14)
El sistema 14 constituye un sistema lineal, pudiéndose expresar matricialmente de la siguiente
forma: 
F 1y1 . . . F
1
yn . . . F
1
yN
F 2y1 . . . F
2
yn . . . F
2
yN
. . . . . . . . . . . . . . .
Fny1 . . . F
n
yn . . . F
n
yN
. . . . . . . . . . . . . . .
FNy1 . . . F
N
yn . . . F
N
yN


∂y1
∂x1
...
∂yn
∂x1
...
∂yN
∂x1

=

−F 1x1
...
−Fnx1
...
−FNx1

(15)
Luego, mediante la regla de Cramer se puede conocer el sentido, y la magnitud del cambio que
experimentará la variable endógena, y1, ante un cambio de la variable exógena x1.
22 El retorno a su
22En Samuelson se utiliza el procedimiento por cofactores, ver [9, pp. 4 y 267].
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nuevo valor de equilibrio es de forma instantánea. Entonces, según la regla de Cramer se tiene:
f11 =
∂y1
∂x1
=

−F 1x1 . . . F 1yn . . . F 1yN
−F 2x1 . . . F 2yn . . . F 2yN
. . . . . . . . . . . . . . . . . .
−Fnx1 . . . Fnyn . . . FnyN
. . . . . . . . . . . . . . . . . .
−FNx1 . . . FNyn . . . FNyN


F 1y1 . . . F
1
yn . . . F
1
yN
F 2y1 . . . F
2
yn . . . F
2
yN
. . . . . . . . . . . . . . . . . .
Fny1 . . . F
n
yn . . . F
n
yN
. . . . . . . . . . . . . . . . . .
FNy1 . . . F
N
yn . . . F
N
yN

=
∆11
∆
(16)
Por lo tanto, f11 es la solución de nuestro problema: la derivada estático comparativa y1 respecto a
x1. Formalmente es un límite por la derecha.
23 El planteamiento analítico puro de esta derivada es la
expresión formal de una proposición beta.24 Así, si desarrollamos para todas las variables endógenas
respecto a cada una de las M exógenas, nuestra tabla de hipótesis de causalidad quedaría expresada
como una matriz de tasas de cambio. Veamos:
Hipótesis de Variables endógenas
Causa-Efecto y1 y2 . . . yn . . . yN
va
ri
a
b
le
s
ex
ó
g
en
a
s
x1 f
1
1 f
2
1 . . . f
n
1 . . . f
N
1
...
...
...
...
...
...
...
...
...
...
...
xm f
1
m f
2
m . . . f
n
m . . . f
N
m
...
...
...
...
...
...
...
...
...
...
...
xM f
1
M f
2
M . . . f
n
M . . . f
N
M
Cuadro 2: La matriz de tasas de cambio
De acuerdo a esta matriz, es posible establecer una correspondencia biunívoca entre las proposicio-
nes beta y las respectivas tasas de cambio, tal que:
βij ⇔ f ji ; i = 1, 2, . . . ,M y j = 1, 2, . . . , N. (17)
Aunque debemos aclarar, que la naturaleza literal de la proposición beta, en tanto y en cuanto
ha sido derivada coherentemente, expone con claridad el mecanismo causal que subyace en el proceso
abstracto y que opera ante un cambio en una de las variables de exógenas. En cambio, f ji , no tiene
sentido por sí sola puesto que cada coeﬁciente que forma parte de él debe corresponder a una parte de
la explicación, sin embargo garantiza la coherencia lógica de la proposición beta.
23Véase [10, p. 16].
24Ver [2, p. 32].
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4. Límite de la estática comparativa
La estática comparativa, como hemos desarrollado, nos permite obtener las tasas de cambio. Estas
expresan movimientos instantáneos de las variables involucradas en el modelo. Pero, la forma en que
estos modelos abordan los movimientos se hace desde la perspectiva epistemológica mecánico - des-
criptiva.25
En esta perspectiva, se aﬁrma que los movimientos son mecánicos pues admiten la reversibilidad.
Así, dada una situación de equilibrio inicial, la perturbación en una de las variables exógenas, conlle-
vará a un nuevo conjunto de valores de solución. Es decir, pasamos de la situación de equilibrio inicial
a una nueva. Luego, si se elimina la perturbación incorporada en el modelo, de tal manera que la va-
riable exógena retoma su valor inicial; entonces volveremos al equilibrio inicial con el correspondiente
conjunto solución. Así, la recersibilidad es perfecta. Entonces, con la estática comparativa podemos
aﬁrmar que las magnitudes de los movimientos, tanto el de ida y como el de vuelta, son de la misma
naturaleza y de la misma magnitud. Veamos la ﬁgura 5.
Al respecto, Georgescu-Roegen señala: La reversibilidad perfecta está presente por todas partes.
Constituye el pilar de la teoría del equilibrio del mercado.26 Por otro lado, esta característica de la
estática se traslada a la dinámica. En este segundo esquema, podríamos ir de una trayectoria a otra
y luego volver a la trayectoria inicial, ante una perturbación exógena que aparece y desaparece. En
consecuencia, el análisis dinámico está comprendido dentro de la perspectiva mecanicista.
En conclusión, bajo el esquema metodológico de la estática comparativa, sólo podríamos abordar
cambios cuantitativos en las variables endógenas. No podríamos abordar cambios cualitativos. Los
cambios institucionales y de racionalidades de los agentes estarían fuera de su campo de estudio. La
estática comparativa no sería una herramienta suﬁciente para realizar un análisis dialéctico de los pro-
cesos económicos.
Figura 5: Reversibilidad perfecta.
5. Conclusiones
El análisis desarrollado en el presente documento, muestra que el ejercicio de la deducción, bajo el
supuesto de un equilibrio económico estático, permite,
1. La lógica deductiva garantizan la coherencia de las hipótesis de causa-efecto, pero restringido
por el supuesto auxiliar del ceteris paribus.
25Ver [5, p. 285].
26Véase [5, p. 286].
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2. Las hipótesis de causa-efecto deben de precisar la temporalidad de las variables endógenas, para
así conocer el alcance del mecanismo subyacente del proceso abstracto en la explicación.
3. El equilibrio económcio estático es un estado, donde no se distingue entre pasado, presente y
futuro; pero esto no implica la ausencia de la variable tiempo.
4. La estática comparativa permite obtener una matriz de causalidades, precisando el sentido y la
magnitud del cambio cuantitativo.
5. Bajo el esquema metodológico de la estática comparativa no podemos abordar el estudio de los
cambios cualitativos.
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