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ABSTRACT
A partly time and spae linear CMA-ES is benhmarked on
the BBOB-2009 noisy funtion testbed. This algorithm with
a multistart strategy with inreasing population size solves
10 funtions out of 30 in 20-D.
Categories and Subject Descriptors
G.1.6 [Numerial Analysis℄: Optimization|global opti-
mization, unonstrained optimization; F.2.1 [Analysis of
Algorithms and Problem Complexity℄: Numerial Al-
gorithms and Problems
General Terms
Algorithms
Keywords
Benhmarking, Blak-box optimization, Evolutionary om-
putation, Covariane matrix adaptation, Evolution strategy
1. INTRODUCTION
The sep-CMA-ES algorithm introdued in [7℄ is a vari-
ant of the ovariane matrix adaptation evolution strategy
(CMA-ES) [5℄ that is linear in time and spae. This property
ombined with a faster learning rate makes sep-CMA-ES ap-
propriate for separable funtion and larger dimensions. A
mixed strategy of using sep-CMA-ES and CMA-ES is pro-
posed here and benhmarked on a noisy funtion testbed.
2. ALGORITHM PRESENTATION
In its design, the sep-CMA-ES diers from the CMA-ES
by two aspets: rst, the ovariane matrix is onstrained
to be diagonal at eah of its update, seond, the learning
rate is inreased by a fator of
n+3=2
3
, where n is the di-
mension of the searh spae
1
. These modiations result
1
Please note that the fator for the learning rate is smaller
than the one in [7℄.
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in an algorithm that trades model omplexity with a time
and spae saling that is better than the original CMA-ES.
The (=
w
; )-sep-CMA-ES has been shown to outperform
(=
w
; )-CMA-ES on separable funtions.
We propose here what would be the best of two worlds: to
use sep-CMA-ES for the rst few iterations and then swith
to CMA-ES. At the time of the swith, all parameters are re-
tained exept for the learning rate that is dereased bak to
its default value. This implies the diagonal ovariane ma-
trix aquired using sep-CMA-ES is diretly used by CMA-
ES. This mixed strategy is therefore expeted to be faster
than CMA-ES on separable funtions. Ongoing work has
also shown that for some test funtions the rst iterations
using sep-CMA-ES would not disadvantage the latter use of
CMA-ES in any way. In other terms, the ost of initially us-
ing sep-CMA-ES would not indue a penalty in the ost of
solving the funtion with CMA-ES afterwards. The author
admits some funtions ould indue suh a penalty.
As for the multistart strategy, we use the inreasing pop-
ulation size IPOP-CMA-ES [1℄. Though this approah has
shown its limits [6℄, independent restart may improve the
probability of the algorithm reahing a given target fun-
tion value.
3. EXPERIMENTAL PROCEDURE
The Matlab implementation of the CMA-ES (version 3.23beta)
is used
2
. We use the (=
w
; )-IPOP-CMA-ES variant with
an initial default population size  = 4 + b3 ln(n) inreas-
ing twie at eah restart. Exept the learning rate, all other
algorithm parameters are set to their default values. The
ovariane matrix is onstrained to be diagonal only for the
rst 1 + 100n=
p
 iterations of the rst start. A maximum
of 8 independent restarts is onduted. Restarts our after
100+ 300n
p
n= iterations or if any of the default stopping
riterion is met. The initial stepsize has been set to 2 and
the starting point has been hosen uniformly in [ 4; 4℄
n
.
The maximum number of funtion evaluations was set to
10
4
times the dimension. No parameter tuning was done,
the CrE [3℄ is omputed to zero.
4. RESULTS
Results from experiments aording to [3℄ on the benh-
marks funtions given in [2, 4℄ are presented in Figures 1
and 2 and in Tables 1 and 2. From the results of this algo-
rithm, the uniform noise model is the most diÆult to deal
2
Latest version available here:http://www.lri.fr/
~hansen/maesintro.html
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Figure 1: Expeted Running Time (ERT, ) to reah f
opt
+f and median number of funtion evaluations of
suessful trials (+), shown for f = 10; 1; 10
 1
; 10
 2
; 10
 3
; 10
 5
; 10
 8
(the exponent is given in the legend of f
101
and f
130
) versus dimension in log-log presentation. The ERT(f) equals to #FEs(f) divided by the number
of suessful trials, where a trial is suessful if f
opt
+f was surpassed during the trial. The #FEs(f) are
the total number of funtion evaluations while f
opt
+f was not surpassed during the trial from all respetive
trials (suessful and unsuessful), and f
opt
denotes the optimal funtion value. Crosses () indiate the total
number of funtion evaluations #FEs( 1). Numbers above ERT-symbols indiate the number of suessful
trials. Annotated numbers on the ordinate are deimal logarithms. Additional grid lines show linear and
quadrati saling.
f101
in 5-D, N=15, mFE=738 f
101
in 20-D, N=15, mFE=2654
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 4:6e1 3:7e1 5:6e1 4:6e1 15 3:2e2 3:1e2 3:4e2 3:2e2
1 15 1:1e2 1:0e2 1:2e2 1:1e2 15 5:8e2 5:6e2 6:0e2 5:8e2
1e 1 15 1:8e2 1:7e2 1:9e2 1:8e2 15 8:0e2 7:8e2 8:2e2 8:0e2
1e 3 15 3:2e2 3:1e2 3:3e2 3:2e2 15 1:3e3 1:2e3 1:3e3 1:3e3
1e 5 15 4:4e2 4:3e2 4:5e2 4:4e2 15 1:7e3 1:7e3 1:8e3 1:7e3
1e 8 15 6:4e2 6:2e2 6:6e2 6:4e2 15 2:5e3 2:4e3 2:5e3 2:5e3
f
102
in 5-D, N=15, mFE=754 f
102
in 20-D, N=15, mFE=2798
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 3:5e1 2:9e1 4:1e1 3:5e1 15 3:6e2 3:4e2 3:8e2 3:6e2
1 15 1:0e2 9:3e1 1:1e2 1:0e2 15 5:8e2 5:6e2 6:0e2 5:8e2
1e 1 15 1:6e2 1:5e2 1:7e2 1:6e2 15 8:2e2 7:9e2 8:5e2 8:2e2
1e 3 15 3:0e2 2:9e2 3:1e2 3:0e2 15 1:3e3 1:3e3 1:3e3 1:3e3
1e 5 15 4:3e2 4:2e2 4:4e2 4:3e2 15 1:8e3 1:7e3 1:8e3 1:8e3
1e 8 15 6:3e2 6:1e2 6:5e2 6:3e2 15 2:5e3 2:5e3 2:5e3 2:5e3
f
103
in 5-D, N=15, mFE=1162 f
103
in 20-D, N=15, mFE=3014
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 3:8e1 3:2e1 4:4e1 3:8e1 15 3:3e2 3:1e2 3:4e2 3:3e2
1 15 1:1e2 9:9e1 1:2e2 1:1e2 15 5:7e2 5:5e2 5:9e2 5:7e2
1e 1 15 1:8e2 1:7e2 1:9e2 1:8e2 15 7:9e2 7:7e2 8:1e2 7:9e2
1e 3 15 3:1e2 3:0e2 3:2e2 3:1e2 15 1:3e3 1:3e3 1:3e3 1:3e3
1e 5 15 4:8e2 4:6e2 5:1e2 4:8e2 15 1:9e3 1:9e3 1:9e3 1:9e3
1e 8 15 7:3e2 6:9e2 7:8e2 7:3e2 15 2:8e3 2:8e3 2:8e3 2:8e3
f
104
in 5-D, N=15, mFE=23542 f
104
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 9:3e2 2:3e2 1:6e3 9:3e2 0 17e+0 15e+0 18e+0 1:3e5
1 15 1:1e4 8:4e3 1:3e4 1:1e4 : : : : :
1e 1 15 1:1e4 9:0e3 1:3e4 1:1e4 : : : : :
1e 3 15 1:2e4 1:0e4 1:4e4 1:2e4 : : : : :
1e 5 15 1:2e4 1:0e4 1:5e4 1:2e4 : : : : :
1e 8 15 1:3e4 1:1e4 1:5e4 1:3e4 : : : : :
f
105
in 5-D, N=15, mFE=50008 f
105
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:2e2 2:1e2 2:3e2 2:2e2 0 18e+0 14e+0 19e+0 1:3e5
1 14 2:5e4 2:2e4 3:0e4 2:4e4 : : : : :
1e 1 14 2:6e4 2:2e4 3:0e4 2:4e4 : : : : :
1e 3 14 2:7e4 2:3e4 3:1e4 2:5e4 : : : : :
1e 5 14 2:7e4 2:3e4 3:1e4 2:5e4 : : : : :
1e 8 14 2:7e4 2:3e4 3:2e4 2:5e4 : : : : :
f
106
in 5-D, N=15, mFE=5292 f
106
in 20-D, N=15, mFE=34994
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:1e2 1:9e2 2:2e2 2:1e2 15 1:2e4 1:2e4 1:3e4 1:2e4
1 15 1:6e3 1:3e3 1:9e3 1:6e3 15 2:2e4 2:1e4 2:3e4 2:2e4
1e 1 15 2:2e3 1:9e3 2:5e3 2:2e3 15 2:4e4 2:3e4 2:5e4 2:4e4
1e 3 15 2:7e3 2:4e3 2:9e3 2:7e3 15 2:5e4 2:5e4 2:6e4 2:5e4
1e 5 15 2:9e3 2:6e3 3:2e3 2:9e3 15 2:6e4 2:6e4 2:7e4 2:6e4
1e 8 15 3:2e3 2:9e3 3:4e3 3:2e3 15 2:8e4 2:7e4 2:9e4 2:8e4
f
107
in 5-D, N=15, mFE=23686 f
107
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:2e2 9:1e1 3:6e2 2:2e2 13 2:1e5 1:8e5 2:5e5 1:8e5
1 15 2:3e3 9:2e2 3:7e3 2:3e3 7 4:2e5 3:3e5 7:4e5 2:0e5
1e 1 15 2:5e3 1:2e3 3:9e3 2:5e3 1 3:0e6 1:5e6 >3e6 2:0e5
1e 3 15 1:0e4 7:8e3 1:3e4 1:0e4 0 11e{1 13e{2 14e+0 2:0e5
1e 5 15 1:3e4 1:0e4 1:6e4 1:3e4 : : : : :
1e 8 15 2:0e4 1:8e4 2:1e4 2:0e4 : : : : :
f
108
in 5-D, N=15, mFE=50008 f
108
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 9:0e3 4:9e3 1:4e4 9:0e3 0 72e+0 28e+0 11e+1 1:8e5
1 13 3:5e4 2:8e4 4:1e4 3:0e4 : : : : :
1e 1 6 1:1e5 7:5e4 1:8e5 4:2e4 : : : : :
1e 3 0 20e{2 58e{4 23e{1 2:2e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
109
in 5-D, N=15, mFE=1730 f
109
in 20-D, N=15, mFE=6338
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 4:5e1 3:6e1 5:5e1 4:5e1 15 3:3e2 3:2e2 3:5e2 3:3e2
1 15 1:3e2 1:2e2 1:5e2 1:3e2 15 6:3e2 6:1e2 6:5e2 6:3e2
1e 1 15 2:2e2 2:0e2 2:4e2 2:2e2 15 1:1e3 1:1e3 1:2e3 1:1e3
1e 3 15 5:7e2 5:2e2 6:2e2 5:7e2 15 2:3e3 2:2e3 2:4e3 2:3e3
1e 5 15 8:7e2 8:1e2 9:4e2 8:7e2 15 3:6e3 3:5e3 3:7e3 3:6e3
1e 8 15 1:4e3 1:3e3 1:4e3 1:4e3 15 5:6e3 5:5e3 5:7e3 5:6e3
f
110
in 5-D, N=15, mFE=50008 f
110
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:8e3 3:3e2 5:2e3 2:8e3 0 60e+0 39e+0 40e+1 1:8e5
1 3 2:1e5 1:2e5 6:2e5 5:0e4 : : : : :
1e 1 0 21e{1 70e{2 33e{1 1:1e4 : : : : :
1e 3 : : : : : : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
111
in 5-D, N=15, mFE=50008 f
111
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 12 3:4e4 2:6e4 4:2e4 2:9e4 0 15e+2 52e+1 93e+2 1:8e5
1 0 46e{1 19e{1 43e+0 2:8e4 : : : : :
1e 1 : : : : : : : : : :
1e 3 : : : : : : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
112
in 5-D, N=15, mFE=14628 f
112
in 20-D, N=15, mFE=137776
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:1e2 1:9e2 2:3e2 2:1e2 15 2:9e4 2:6e4 3:1e4 2:9e4
1 15 4:3e3 3:1e3 5:4e3 4:3e3 15 6:4e4 5:5e4 7:3e4 6:4e4
1e 1 15 5:7e3 4:6e3 6:8e3 5:7e3 15 7:0e4 6:1e4 7:9e4 7:0e4
1e 3 15 6:7e3 5:6e3 7:8e3 6:7e3 15 7:4e4 6:5e4 8:3e4 7:4e4
1e 5 15 7:3e3 6:2e3 8:5e3 7:3e3 15 7:6e4 6:7e4 8:5e4 7:6e4
1e 8 15 8:0e3 6:9e3 9:2e3 8:0e3 15 7:9e4 7:1e4 8:8e4 7:9e4
f
113
in 5-D, N=15, mFE=37944 f
113
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:2e3 8:0e2 3:5e3 2:2e3 5 5:9e5 4:2e5 9:9e5 2:0e5
1 15 1:3e4 8:6e3 1:7e4 1:3e4 0 21e+0 47e{1 87e+0 1:8e5
1e 1 15 2:6e4 2:3e4 3:0e4 2:6e4 : : : : :
1e 3 15 3:1e4 2:8e4 3:4e4 3:1e4 : : : : :
1e 5 15 3:1e4 2:8e4 3:4e4 3:1e4 : : : : :
1e 8 15 3:2e4 2:8e4 3:4e4 3:2e4 : : : : :
f
114
in 5-D, N=15, mFE=50008 f
114
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:1e4 7:8e3 1:5e4 1:1e4 0 17e+1 92e+0 39e+1 1:8e5
1 8 6:8e4 5:0e4 9:9e4 3:7e4 : : : : :
1e 1 1 7:0e5 3:3e5 >7e5 5:0e4 : : : : :
1e 3 0 99e{2 10e{2 38e{1 2:5e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
115
in 5-D, N=15, mFE=7658 f
115
in 20-D, N=15, mFE=200074
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 9:1e1 7:7e1 1:1e2 9:1e1 15 3:1e3 2:3e3 3:9e3 3:1e3
1 15 7:1e2 5:9e2 8:3e2 7:1e2 15 3:0e4 2:6e4 3:4e4 3:0e4
1e 1 15 1:8e3 1:4e3 2:3e3 1:8e3 9 1:7e5 1:2e5 2:6e5 9:2e4
1e 3 15 2:6e3 2:1e3 3:1e3 2:6e3 9 1:8e5 1:2e5 2:7e5 9:7e4
1e 5 15 2:6e3 2:1e3 3:0e3 2:6e3 9 1:8e5 1:2e5 2:8e5 9:7e4
1e 8 15 3:4e3 2:8e3 4:0e3 3:4e3 9 1:8e5 1:2e5 2:8e5 9:8e4
f
116
in 5-D, N=15, mFE=50008 f
116
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:6e4 2:2e4 3:0e4 2:6e4 0 13e+2 45e+1 36e+2 1:8e5
1 14 3:6e4 3:2e4 4:1e4 3:3e4 : : : : :
1e 1 10 6:1e4 4:9e4 7:9e4 4:1e4 : : : : :
1e 3 10 6:2e4 5:0e4 8:0e4 4:2e4 : : : : :
1e 5 10 6:2e4 5:1e4 8:1e4 4:2e4 : : : : :
1e 8 10 6:3e4 5:1e4 8:2e4 4:3e4 : : : : :
f
117
in 5-D, N=15, mFE=50008 f
117
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 3 2:3e5 1:4e5 7:0e5 5:0e4 0 99e+2 53e+2 25e+3 1:8e5
1 1 7:4e5 3:6e5 >7e5 5:0e4 : : : : :
1e 1 1 7:4e5 3:6e5 >7e5 5:0e4 : : : : :
1e 3 0 26e+0 39e{1 23e+1 3:5e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
118
in 5-D, N=15, mFE=5098 f
118
in 20-D, N=15, mFE=46526
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:6e3 1:4e3 1:8e3 1:6e3 15 1:5e4 1:4e4 1:6e4 1:5e4
1 15 2:4e3 2:2e3 2:6e3 2:4e3 15 2:2e4 2:1e4 2:3e4 2:2e4
1e 1 15 2:8e3 2:7e3 3:0e3 2:8e3 15 2:5e4 2:4e4 2:6e4 2:5e4
1e 3 15 3:3e3 3:2e3 3:5e3 3:3e3 15 3:0e4 2:9e4 3:2e4 3:0e4
1e 5 15 3:8e3 3:6e3 3:9e3 3:8e3 15 3:2e4 3:1e4 3:4e4 3:2e4
1e 8 15 4:5e3 4:3e3 4:6e3 4:5e3 15 3:5e4 3:3e4 3:6e4 3:5e4
f
119
in 5-D, N=15, mFE=50008 f
119
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 5:3e1 3:7e1 6:9e1 5:3e1 13 1:1e5 8:3e4 1:5e5 9:8e4
1 15 6:9e3 3:9e3 1:0e4 6:9e3 5 5:9e5 4:2e5 1:0e6 2:0e5
1e 1 15 9:6e3 5:8e3 1:4e4 9:6e3 1 3:0e6 1:5e6 >3e6 2:0e5
1e 3 14 2:6e4 2:1e4 3:0e4 2:6e4 0 16e{1 51e{2 10e+0 1:8e5
1e 5 10 6:1e4 4:9e4 8:0e4 4:1e4 : : : : :
1e 8 2 3:7e5 1:9e5 >7e5 5:0e4 : : : : :
f
120
in 5-D, N=15, mFE=50008 f
120
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 7:7e2 3:6e1 1:5e3 7:7e2 2 1:5e6 7:5e5 >3e6 2:0e5
1 12 3:1e4 2:5e4 3:9e4 2:8e4 0 17e+0 66e{1 25e+0 1:8e5
1e 1 6 1:1e5 7:8e4 1:7e5 4:6e4 : : : : :
1e 3 0 30e{2 23e{3 31e{1 2:0e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
Table 1: Shown are, for funtions f
101
-f
120
and for a given target dierene to the optimal funtion value f :
the number of suessful trials (#); the expeted running time to surpass f
opt
+f (ERT, see Figure 1); the
10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of funtion evaluations in
suessful trials or, if none was suessful, as last entry the median number of funtion evaluations to reah
the best funtion value (RT
su
). If f
opt
+f was never reahed, gures in italis denote the best ahieved
f-value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials,
and mFE denotes the maximum of number of funtion evaluations exeuted in one trial. See Figure 1 for the
names of funtions.
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Figure 2: Empirial umulative distribution funtions (ECDFs), plotting the fration of trials versus running
time (left subplots) or versus f (right subplots). The thik red line represents the best ahieved results. Left
subplots: ECDF of the running time (number of funtion evaluations), divided by searh spae dimension D,
to fall below f
opt
+f with f = 10
k
, where k is the rst value in the legend. Right subplots: ECDF of the
best ahieved f divided by 10
k
(upper left lines in ontinuation of the left subplot), and best ahieved f
divided by 10
 8
for running times of D; 10D; 100D : : : funtion evaluations (from right to left yling blak-
yan-magenta). Top row: all results from all funtions; seond row: moderate noise funtions; third row:
severe noise funtions; fourth row: severe noise and highly-multimodal funtions. The legends indiate the
number of funtions that were solved in at least one trial. FEvals denotes number of funtion evaluations, D
and DIM denote searh spae dimension, and f and Df denote the dierene to the optimal funtion value.
f121
in 5-D, N=15, mFE=16756 f
121
in 20-D, N=15, mFE=74630
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:0e1 1:5e1 2:5e1 2:0e1 15 2:5e2 2:3e2 2:7e2 2:5e2
1 15 1:1e2 9:7e1 1:3e2 1:1e2 15 7:7e2 7:2e2 8:2e2 7:7e2
1e 1 15 2:9e2 2:7e2 3:2e2 2:9e2 15 1:4e3 1:4e3 1:5e3 1:4e3
1e 3 15 1:7e3 1:6e3 1:9e3 1:7e3 15 1:2e4 1:1e4 1:2e4 1:2e4
1e 5 15 4:8e3 4:5e3 5:1e3 4:8e3 15 3:4e4 3:3e4 3:6e4 3:4e4
1e 8 15 7:9e3 7:1e3 8:8e3 7:9e3 15 6:6e4 6:4e4 6:8e4 6:6e4
f
122
in 5-D, N=15, mFE=50008 f
122
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:1e1 1:1e1 3:2e1 2:1e1 15 4:5e4 2:6e4 6:4e4 4:5e4
1 15 1:4e4 1:0e4 1:8e4 1:4e4 0 44e{1 17e{1 62e{1 1:8e5
1e 1 14 3:3e4 2:8e4 4:0e4 3:1e4 : : : : :
1e 3 7 9:8e4 7:1e4 1:6e5 4:5e4 : : : : :
1e 5 1 7:4e5 3:7e5 >7e5 5:0e4 : : : : :
1e 8 0 16e{4 74e{6 70e{3 4:0e4 : : : : :
f
123
in 5-D, N=15, mFE=50008 f
123
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 6:8e1 4:0e1 9:7e1 6:8e1 14 1:6e5 1:4e5 1:9e5 1:5e5
1 7 8:8e4 6:3e4 1:4e5 4:0e4 0 77e{1 49e{1 99e{1 1:8e5
1e 1 0 10e{1 37e{2 26e{1 3:5e4 : : : : :
1e 3 : : : : : : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
124
in 5-D, N=15, mFE=50058 f
124
in 20-D, N=15, mFE=200086
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:7e1 1:2e1 2:2e1 1:7e1 15 1:9e2 1:7e2 2:1e2 1:9e2
1 15 2:0e2 1:8e2 2:3e2 2:0e2 15 1:4e4 5:2e3 2:3e4 1:4e4
1e 1 15 4:1e3 2:3e3 6:0e3 4:1e3 15 9:1e4 8:0e4 1:0e5 9:1e4
1e 3 15 2:0e4 1:7e4 2:4e4 2:0e4 9 2:8e5 2:2e5 3:9e5 1:6e5
1e 5 13 4:5e4 3:9e4 5:3e4 3:9e4 0 41e{5 37e{6 44e{4 1:8e5
1e 8 3 2:4e5 1:4e5 7:2e5 4:4e4 : : : : :
f
125
in 5-D, N=15, mFE=50008 f
125
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:0e0 1:0e0 1:0e0 1:0e0 15 1:0e0 1:0e0 1:0e0 1:0e0
1 15 2:2e1 1:7e1 2:7e1 2:2e1 15 2:0e4 7:8e3 3:3e4 2:0e4
1e 1 15 1:2e4 8:1e3 1:7e4 1:2e4 0 59e{2 47e{2 68e{2 1:8e5
1e 3 0 28e{3 11e{3 70e{3 4:0e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
126
in 5-D, N=15, mFE=50008 f
126
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:0e0 1:0e0 1:0e0 1:0e0 15 1:0e0 1:0e0 1:0e0 1:0e0
1 15 1:1e2 5:4e1 1:7e2 1:1e2 13 1:8e5 1:5e5 2:2e5 1:5e5
1e 1 12 4:0e4 3:0e4 5:3e4 2:8e4 0 89e{2 61e{2 11e{1 1:8e5
1e 3 0 85e{3 47e{3 11e{2 3:5e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
127
in 5-D, N=15, mFE=50058 f
127
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 1:0e0 1:0e0 1:0e0 1:0e0 15 1:0e0 1:0e0 1:0e0 1:0e0
1 15 1:9e1 1:6e1 2:2e1 1:9e1 15 1:8e2 1:5e2 2:1e2 1:8e2
1e 1 15 3:7e3 1:8e3 5:9e3 3:7e3 10 1:7e5 1:3e5 2:3e5 1:2e5
1e 3 1 7:4e5 3:7e5 >7e5 5:0e4 0 83e{3 57e{3 15e{2 8:9e4
1e 5 0 18e{3 16e{4 32e{3 3:5e4 : : : : :
1e 8 : : : : : : : : : :
f
128
in 5-D, N=15, mFE=50008 f
128
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 7:6e2 6:4e1 1:5e3 7:6e2 1 3:0e6 1:5e6 >3e6 2:0e5
1 9 5:5e4 4:1e4 7:8e4 3:6e4 0 65e+0 57e+0 71e+0 1:8e5
1e 1 9 5:9e4 4:6e4 8:1e4 3:8e4 : : : : :
1e 3 9 6:0e4 4:6e4 8:1e4 3:8e4 : : : : :
1e 5 9 6:0e4 4:6e4 8:3e4 3:8e4 : : : : :
1e 8 9 6:4e4 5:0e4 8:9e4 3:9e4 : : : : :
f
129
in 5-D, N=15, mFE=50008 f
129
in 20-D, N=15, mFE=200022
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 2:7e3 1:4e3 4:1e3 2:7e3 0 69e+0 41e+0 73e+0 1:8e5
1 6 9:8e4 6:9e4 1:6e5 4:1e4 : : : : :
1e 1 3 2:3e5 1:3e5 7:0e5 4:1e4 : : : : :
1e 3 0 18e{1 42e{3 31e{1 2:5e4 : : : : :
1e 5 : : : : : : : : : :
1e 8 : : : : : : : : : :
f
130
in 5-D, N=15, mFE=50124 f
130
in 20-D, N=15, mFE=200086
f # ERT 10% 90% RT
su
# ERT 10% 90% RT
su
10 15 5:5e1 4:3e1 6:7e1 5:5e1 15 9:9e3 5:4e3 1:5e4 9:9e3
1 12 2:2e4 1:4e4 3:1e4 1:7e4 9 1:6e5 1:0e5 2:3e5 1:0e5
1e 1 10 3:3e4 2:4e4 4:5e4 2:7e4 7 2:5e5 1:6e5 4:3e5 9:5e4
1e 3 10 3:4e4 2:4e4 4:5e4 2:7e4 7 2:5e5 1:6e5 4:4e5 9:6e4
1e 5 10 3:4e4 2:4e4 4:6e4 2:7e4 7 2:6e5 1:6e5 4:3e5 9:6e4
1e 8 10 3:5e4 2:5e4 4:6e4 2:8e4 7 2:6e5 1:6e5 4:3e5 9:7e4
Table 2: Shown are, for funtions f
121
-f
130
and for a given target dierene to the optimal funtion value f :
the number of suessful trials (#); the expeted running time to surpass f
opt
+f (ERT, see Figure 1); the
10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of funtion evaluations in
suessful trials or, if none was suessful, as last entry the median number of funtion evaluations to reah
the best funtion value (RT
su
). If f
opt
+f was never reahed, gures in italis denote the best ahieved
f-value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials,
and mFE denotes the maximum of number of funtion evaluations exeuted in one trial. See Figure 1 for the
names of funtions.
with sine the performanes of the mixed strategy seems to
derease ompared to the other noise models. Furthermore,
noise aets the saling of this algorithm sine it sales worse
on funtions f
107
, f
108
and f
109
than on the same funtion
with less noise f
101
, f
102
and f
103
. On the Gauss noise
model, whih is seond most severe, the algorithm an still
solve f
101
. Otherwise, it an only solve funtions up to 10-D
in the best ase.
5. CPU TIMING EXPERIMENT
For the timing experiment, the proposed algorithm was
run on f
8
and restarted until at least 30 seonds have passed
(aording to Figure 2 in [3℄). The experiments were on-
duted with an Intel Core 2 6700 proessor (2.66GHz) with
Matlab R2008a on Linux 2.6.24.7. The results were 15, 13,
11, 9.7, 9.9, and 13 10
 5
seonds per funtion evaluations
in dimension 2, 3, 5, 10, 20, and 40 respetively.
6. CONCLUSION
The strategy of mixing CMA-ES with its time and spae
linear variant results in this algorithm. Tested on the BBOB-
2009 noisy funtions testbed, it ould only solve all ten fun-
tions using the less severe Cauhy noise model in 20-D.
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