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TESTING ISOMORPHISM OF CIRCULAR-ARC GRAPHS – HSU’S
APPROACH REVISITED
TOMASZ KRAWCZYK
Abstract. Circular-arc graphs are intersection graphs of arcs on the circle. The aim
of our work is to present a polynomial time algorithm testing whether two circular-arc
graphs are isomorphic. To accomplish our task we construct decomposition trees, which
are the structures representing all normalized intersection models of circular-arc graphs.
Normalized models reflect the neighbourhood relation in circular-arc graphs and can
be seen as their canonical representations; in particular, every intersection model can
be easily transformed into a normalized one. Decomposition trees generalize PQ-trees,
which are the structures that represent all intersection models of interval graphs.
Our work adapts and appropriately extends the previous work on the similar topic
done by Hsu [SIAM J. Comput. 24(3), 411–439, (1995)]. In his work, Hsu developed
decomposition trees representing all normalized models of circular-arc graphs. However
due to the counterexample given in [Discrete Math. Theor. Comput. Sci., 15(1), 157–
182, 2013 ], his decomposition trees can not be used by algorithms testing isomorphism
of circular-arc graphs.
1. Introduction
Circular-arc graphs are intersection graphs of arcs on the circle. Circular-arc graphs
generalize interval graphs, which are the intersection graphs of intervals on a real line.
Usually, the problems for circular-arc graphs tend to be harder than for their interval
counterparts. A good example illustrating our remark is the problem of compiling the
lists of minimal forbidden induced subgraphs for these classes of graphs. For interval
graphs such a list was completed by Lekkerkerker and Boland already in the 1960s [19]
but for circular-arc graphs, despite a flurry of research [1, 11, 12, 17, 21, 28, 29], it is still
unknown. We refer the readers to the survey papers [7, 22], where the state of research
on the structural properties of circular-arc graphs is outlined.
The first linear time algorithm for the recognition of interval graphs was given by Booth
and Lueker [2] in the 1970s. A few years later, the first polynomial time algorithm for
the recognition of circular-arc graphs was constructed by Tucker [30]. The complexity of
this algorithm has been subsequently improved in [9, 15]. Currently, there are known at
least two linear-time algorithms recognizing circular-arc graphs [16, 24].
In the 1970s Booth and Lueker [2] introduced PQ-trees, structures that appear to be
useful to represent all intersection models of interval graphs. A few years later Lueker and
Booth used PQ-trees in the construction of a linear time algorithm testing isomorphism
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of interval graphs [23]. On the other hand, the isomorphism problem for circular-arc
graphs has been open for almost 40 years. There are known linear algorithms solving the
isomorphism problem on proper circular-arc graphs [6, 20] and co-bipartite circular-arc
graphs [10]. The isomorphism problem can be solved in linear time [6] and logarithmic
space [18] in the class of Helly circular-arc graphs. The partial results for the general
case have been given in [3]. Only recently, the first polynomial time-algorithm for the
isomorphism problem for circular-arc graphs was announced by Nedela, Ponomarenko,
and Zeman [26]. We mention that their algorithm uses quite different techniques from
those presented in this paper.
In 1990’s Hsu claimed a theorem describing the structure of all normalized intersec-
tion models of circular-arc graphs and a polynomial time algorithm for the isomorphism
problem [15]. In his work Hsu developed decomposition trees, which are structures that
represent all normalized models of a circular-arc graph. Based on his decomposition trees,
Hsu proposed a polynomial time algorithm testing isomorphism of circular-arc graphs.
However, Hsu’s algorithm was proven to be incorrect and a few years ago a counterexam-
ple for its correctness was constructed by Curtis, Lin, McConnell, Nussbaum, Soulignac,
Spinrad, and Szwarcfiter [6]. In particular, decomposition trees proposed by Hsu can not
be used to test whether two circular-arc graphs are isomorphic.
1.1. Our work. We adapt and extend Hsu’s ideas appropriately and we construct refined
decomposition trees representing all normalized models of a circular-arc graph. To attain
our goal we exploit the ideas invented by Spinrad [27], which enabled him to reduce the
recognition problem of co-bipartite circular-arc graphs to testing whether some carefully
designed posets have dimension at most two. We extend Spinrad’s ideas to the whole
class of circular-arc graphs (to characterize normalized models of some parts of circular-
arc graphs) and we plug them appropriately to Hsu’s framework. Eventually, we develop
a decomposition tree representing all normalized models of a circular-arc graph. Decom-
position trees presented here generalize PQ-trees, which are the structures representing
all intersection models of interval graphs. Given such decomposition trees, we propose a
polynomial time algorithm for the isomorphism problem on circular-arc graphs.
Our paper is organized as follows:
• In Section 2 we compare our approach and Hsu’s approach to the problem of
characterization of all normalized models of circular-arc graphs. We also quote
a counterexample to the correctness of Hsu’s isomorphism algorithm constructed
in [6].
• In Section 3 we introduce notation used throughout the paper.
• In Section 4 we describe all tools required to prove our results, including split
decomposition of circle graphs, modular decomposition, and transitive orientations
of graphs.
• In Section 5 we describe a decomposition tree that keeps a track of all normalized
models of a circular-arc graph.
• In Section 6 we present a polynomial time algorithm for the isomorphism problem
on circular-arc graphs.
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2. Two approaches to the problem of characterization of all
normalized models of circular-arc graphs
A circular-arc model ψ of a graph G = (V,E) is a collection of arcs {ψ(v) : v ∈ V } of a
given circle C such that for every u, v ∈ V we have uv ∈ E iff ψ(u) ∩ ψ(v) 6= ∅. A graph
G is a circular-arc graph if G admits a circular-arc model. In this paper we only consider
circular-arc models ψ in which the arcs from {ψ(v) : v ∈ V } have different endpoints: one
can easily verify that any arc model of G can be turned into a model that satisfies this
property.
A chord model φ of a graph G = (V,E) is a collection of chords {φ(v) : v ∈ V } of a
given circle C such that for every u, v ∈ V we have uv ∈ E iff φ(u) ∩ φ(v) 6= ∅. A graph
G is a circle graph if G admits a chord model.
Let G be a circular-arc graph with no twins and no universal vertices. Suppose ψ is an
arc model of G. Since G has no universal vertices and since the endpoints of the arcs from
{ψ(v) : v ∈ V } are pairwise different, we can distinguish five possibilities describing the
mutual positions of every two arcs from {ψ(v) : v ∈ V }. Let (v, u) be a pair of distinct
vertices in G. We say that:
• ψ(v) and ψ(u) are disjoint if ψ(v) ∩ ψ(u) = ∅,
• ψ(v) contains ψ(u) if ψ(v) ) ψ(u),
• ψ(v) is contained in ψ(u) if ψ(v) ( ψ(u),
• ψ(v) and ψ(u) cover the circle if ψ(v) ∪ ψ(u) = C,
• ψ(v) and ψ(u) overlap, otherwise.
See Figure 1 for an illustration.
ψ(v)
ψ(u)
ψ(v)
ψ(u) ψ(v)
ψ(u) ψ(v)
ψ(u)
ψ(v)
ψ(u)
Figure 1. From left to right: ψ(v) and ψ(u) are disjoint, ψ(v) contains
ψ(u), ψ(v) is contained in ψ(u), ψ(v) and ψ(u) cover the circle, and ψ(v)
and ψ(u) overlap.
Following the ideas from [15, 30], the intersection matrix of G is an |V | × |V | matrix
MG, whose rows and columns correspond to the vertices of G. Assuming that N [v] =
{u ∈ V : uv ∈ E} ∪ {v} denotes the closed neighborhood of the vertex v in G, the entries
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of MG[v, u] are defined such that:
MG[v, u] =


di if vu /∈ E,
cs if N [u] ( N [v],
cd if N [v] ( N [u],
cc if
vu ∈ E, N [v] ∪N [u] = V,
foreach w ∈ N [v]rN [u] we have N [w] ( N [v], and
foreach w ∈ N [u]rN [v] we have N [w] ( N [u],
ov otherwise.
Note that the matrix MG is symmetric except that for every u, v ∈ V we have MG[v, u] =
cs iff MG[u, v] = cd . In what follows we abbreviate and we write v • u if MG[v, u] = •,
for • ∈ {di , cs, cd , cc,ov}.
The intersection matrix MG encodes the relative relation between the closed neighbor-
hoods of the vertices in the graph G. The matrix MG tries to capture some relations
between the entries of MG and the relative positions of the arcs in a circular-arc model of
G. In particular, one can easily verify that for every circular-arc model ψ of G and every
pair of distinct vertices (v, u) in G:
• ψ(v) and ψ(u) are disjoint iff v di u.
• If ψ(v) contains ψ(u), then N [u] ( N [v], and hence v cs u.
• If ψ(v) is contained in ψ(u), then N [v] ( N [u], and hence v cd u.
• If ψ(v) and ψ(u) cover the circle, then N [v] ∪ N [u] = V , N [w] ( N [v] for every
w ∈ N [v]rN [u], and N [w] ( N [u] for every w ∈ N [u]rN [v], and hence v cc u.
In so-called normalized models, introduced by Hsu in [15], the relationship between the
entries of MG and the relative positions of the arcs is even more rigid.
Definition 2.1. A circular-arc model ψ of G is normalized if for every pair (v, u) of
distinct vertices of G the following conditions are satisfied:
(1) v di u ⇐⇒ ψ(v) and ψ(u) are disjoint,
(2) v cs u ⇐⇒ ψ(v) contains ψ(u),
(3) v cd u ⇐⇒ ψ(v) is contained in ψ(u),
(4) v cc u ⇐⇒ ψ(v) and ψ(u) cover the circle,
(5) v ov u ⇐⇒ ψ(v) and ψ(u) overlap.
Every circular-arc model of G fulfills (1), but it might not satisfy (2), (3), (4), or (5).
However, every circular-arc model ψ of G can be turned into a normalized model by
carrying out a normalization procedure on ψ. The normalization procedure performs the
following transformation on ψ whenever there are adjacent vertices (v, u) in G violating
(2), (3) or (4):
• if v cs u but ψ(v) does not contain ψ(u), it picks the endpoint of ψ(v) contained
in ψ(u) and pulls it outside ψ(u) so as ψ(v) contains ψ(u),
• if v cd u but ψ(v) is not contained in ψ(u), it picks the endpoint of ψ(u) contained
in ψ(v) and pulls it outside ψ(v) so as ψ(v) is contained in ψ(u),
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• if v cc u but ψ(v) and ψ(u) do not cover the circle, it picks the endpoint of ψ(v)
from outside ψ(u) and the endpoint of ψ(u) from outside ψ(v) and pulls these
endpoints towards each other until they pass somewhere on the circle C.
The above transformations keep ψ a model of G and, if performed in an appropriate order,
eventually lead to a normalized model of G – see [15, 30] for more details.
Theorem 2.2 ([15, 30]). Suppose G is a graph with no twins and no universal vertices.
Then, G is a circular-arc graph if and only if G has a normalized model.
Our goal is to describe the structure representing all normalized models of a circular-arc
graph G. To achieve our goal, we follow the approach taken by Hsu [15]. We consider
the overlap graph Gov associated with G which joins with an edge every two vertices u, v
such that MG[u, v] = ov . Then, we are searching for some particular chord models of
Gov, called conformal, which are in one-to-one correspondence with normalized models
of G. Then, we describe the structure of all conformal models of Gov, thus obtaining a
description of all normalized models of G. Similarly to Hsu’s work, to achieve our goals we
exploit a split decomposition of Gov, a structure describing all chord models of Gov, and a
modular decomposition of Gov, a structure that appears to be appropriate to characterize
all conformal models of Gov. Below we detail our approach.
Definition 2.3 ([15]). Let G = (V,E) be a circular-arc graph with no twins and no
universal vertices. The overlap graph Gov = (V,∼) of G joins with an edge ∼ every two
vertices u, v ∈ V such that MG[u, v] =MG[v, u] = ov.
There is a natural straightening procedure that transforms normalized models ψ of G
into oriented chord models φ of Gov: it converts every arc ψ(v) into an oriented chord
φ(v) such that φ(v) has the same endpoint as ψ(v) and φ(v) is oriented so as it has the
arc ψ(v) on its left side if we traverse φ(v) from its tail to its head – see Figure 2 for an
illustration.
φ(v)ψ(v)
Figure 2. The straightening procedure transforms the arc ψ(v) into an
oriented chord φ(v). The bending procedure transforms the oriented chord
φ(v) into an arc ψ(v).
Clearly, for every v, u ∈ V (G), the oriented chords φ(v) and φ(u) intersect if and only
if the arcs ψ(v) and ψ(u) overlap. Hence, for every v, u ∈ V we have v ∼ u iff the chords
φ(v) and φ(u) intersect. This means that φ is an oriented chord model of Gov and Gov is
a circle graph.
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Lemma 2.4 ([15]). Suppose G is a circular-arc graph with no twins and no universal
vertices. Then Gov is a circle graph.
However, the converse operation is not always possible – we can not convert any oriented
chord model of Gov into a normalized circular-arc model of G. To describe models for
which such operation is feasible, we first note a simple property of the oriented chord
models of Gov obtained by the straightening procedure. We associate with every vertex
v ∈ V (G) two sets, left(v) and right(v):
left(v) = {u ∈ V (G) : v cs u or v cc u},
right(v) = {u ∈ V (G) : v di u or v cd u}.
If φ is an oriented chord model of Gov obtained from the straightening of a normalized
model ψ, the oriented chords φ(u) for u ∈ left(v) lie on the left side of φ(v) and the
oriented chords φ(u) for u ∈ right(v) lie on the right side of φ(v), for every v ∈ V (G).
See Figure 3 for an illustration.
Definition 2.5. An oriented chord model φ of Gov is conformal if for every v, u ∈ V (G):
• u ∈ left(v) iff φ(u) lies on the left side of φ(v),
• u ∈ right(v) iff φ(u) lies on the right side of φ(v).
So, the straightening procedure transforms normalized models of G into conformal
models of Gov.
v u vu v u vu v
u
Figure 3. The mutual positions of the arcs ψ(v) and ψ(u) and the mutual
positions of the corresponding oriented chords φ(v) and φ(u) for the cases:
v di u, v cs u, v cd u, v cc u, and v ov u, respectively.
Now, suppose φ is a conformal model of Gov. A bending procedure transforms every
oriented chord φ(v) into an arc ψ(v) with the same endpoints as φ(v) placed on the left side
of φ(v), for v ∈ V . So, the bending procedure is the inverse of the straightening procedure.
One can easily check that the bending procedures transforms φ into a normalized model
ψ of G. Indeed, note that for every pair (v, u) of distinct vertices in G the statements:
• v di u, v ∈ right(u) and u ∈ right(v), ψ(v) and ψ(u) are disjoint, φ(v) has φ(u)
on its right side and φ(u) has φ(v) on its right side, are equivalent.
• v cs u, v ∈ right(u) and u ∈ left(v), ψ(v) contains ψ(u), φ(u) has φ(v) on its
right side and φ(v) has φ(u) on its left side, are equivalent.
• v cd u, v ∈ left(u) and u ∈ right(v), ψ(v) is contained in ψ(u), φ(u) has φ(v) on
its left side, φ(v) has φ(u) on its right side, are equivalent.
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• v cc u, v ∈ left(u) and u ∈ left(v), ψ(v) and ψ(u) cover the circle, φ(v) has φ(u)
on its left side and φ(u) has φ(v) on its left side, are equivalent.
• v ov u, ψ(v) and ψ(u) overlap, φ(v) and φ(u) intersect, are equivalent.
Since the straightening procedure and the bending procedure establish a one-to-one
correspondence between normalized models of G and conformal model of Gov, we have
the following theorems.
Theorem 2.6 ([15]). Let G be a graph with no twins and no universal vertices. Let Gov
be an overlap graph associated with G. Then, G is a circular-arc graph if and only if Gov
is a circle graph that admits a conformal model.
Theorem 2.7 ([15]). Let G be a circular-arc graph with no twins and no universal ver-
tices. There is a one-to-one correspondence between normalized models of G and confor-
mal models of Gov.
2.1. Hsu’s approach. The straightening procedure and the bending procedure were
introduced by Hsu [15]. However, Hsu’s straightening procedure does not orient the
chords in φ. Thus, the bending procedure needs to be performed more carefully, but still
can be uniquely performed unless G has universal vertices. In particular, Lemma 2.4
and Theorems 2.6 and 2.7 were proved by Hsu [15], but in a slightly different setting.
The main difference between our approaches lies in the definition of conformal models
of Gov. In fact, Hsu assumes the following definition: a non-oriented chord model φ of
Gov is conformal if for every vertex v of G the chords associated with vertices in left(v)
are on one side of φ(v) and those associated with vertices in right(v) are on the other
side of φ(v) (Section 5.2 in [15]). Such a definition has one drawback: there might
exist two non-isomorphic circular-arc graphs G = (V,E) and G′ = (V,E ′), defined on
the same set of vertices V , such that Gov = G
′
ov and such that both Gov and G
′
ov have
the same conformal model φ – see Figures 4–5. This observation was noted by Curtis,
Lin, McConnell, Nussbaum, Soulignac, Spinrad, and Szwarcfiter [6] and resulted in the
construction of a counterexample to the correctness of Hsu’s isomorphism algorithm. As
is stated in [6]: “The origin of the mistake in Hsu’s algorithm is the statement: To test
the isomorphism between two circular-arc graphs G and G′, it suffices to test whether
there exists isomorphic conformal models for Gov and G
′
ov”, which is not true due to the
example constructed in [6] and shown in Figures 4–5. Note that, assuming our definition,
the conformal models corresponding to normalized models of G and G′ are not isomorphic
– see Figure 6.
Despite the mistake, Hsu’s paper [15] contains many brilliant ideas that are used in our
work. This includes:
• reducing the problem of characterization of the normalized models of G to the
problem of characterization of the conformal models of the circle graph Gov,
• the use of the modular decomposition of Gov to devise the structure representing
all conformal models of Gov. This includes, in particular:
– the concept of consistent decompositions, introduced in Subsection 5.3,
– the concept of TNM -tree, introduced in Subsection 5.4.
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Figure 4. Circular-arc graphs G and G′ and their normalized models.
Graphs G and G′ are not isomorphic as they have different number of edges.
Figure 5. Graphs G and G′ have the same overlap graph Gov = G
′
ov
(shown to the left). The overlap graphs Gov and G
′
ov have the same confor-
mal model (shown to the right).
Figure 6.
Although we use similar concepts to those introduced by Hsu, the details hidden behind
them are different. Since we deal with conformal models defined in a different way,
definitions and proofs contained in our work differ (sometimes a lot) from those proposed
in [15]. The differences are also caused by the approach in searching for conformal models.
Hsu’s divides all the triples (u, v, w) consisting of pairwise non-adjacent vertices in Gov
into two categories. Such a triple is:
• in parallel, written u|v|w, if the vertex v has the vertices u and w on its different
sides (that is, either u ∈ left(v) and w ∈ right(v) or w ∈ left(v) and u ∈
right(v)),
• in series, written u − v − w, if any vertex from {u, v, w} has the remaining two
vertices on the same side,
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(see Section 5.1 of [15]). Then, Hsu is searching for chord models φ of Gov that satisfy
the conditions:
• if u|v|w then the chord φ(v) has φ(u) and φ(w) on its different sides,
• if u−v−w then every chord from {φ(u), φ(v), φ(w)} has the remaining two chords
on the same side.
Hsu showed that such chord models correspond to conformal models (Section 5.2 in [15]).
Consequently, Hsu builds his decomposition trees based on the types of the triples (u, v, w)
– in particular, he tries to describe what kind of transformations on conformal models
keep the relations between every three non-intersecting chords unchanged. Our approach
is different: instead of looking at the triples, every vertex v is responsible for itself to be
represented by a chord that has the chords representing the vertices from left(v) on its
left side and the chords representing the vertices from right(v) on its right side. This
explains why we need to use the orientations of the chords in conformal models φ of
Gov: just to distinguish the left side of φ(u) from the right side of φ(u). Moreover, to
characterize transformations between conformal models we do not need to analyze triples:
we are searching for transformations that keep the relative relations between the pairs of
non-intersecting oriented chords unchanged.
2.2. Our approach. In our work we use the framework proposed by Hsu [15] to describe
all conformal models of Gov. In addition, we use the ideas invented by Spinrad [27] that
allow to characterize all normalized models of co-bipartite circular-arc graphs in terms of
two-dimensional realizers of appropriately chosen two-dimensional posets (see Subsection
5.1 for more details). We extend Spinrad’s ideas on the whole class of circular-arc graphs:
in particular, we use them to characterize conformal models of some parts of the overlap
graph Gov. Eventually, we stick all these pieces together and we develop a decomposition
tree that represents all conformal models of Gov.
Suppose G = (V,E) and G′ = (V ′, E ′) are circular-arc graphs with no twins and
no universal vertices. The isomorphism algorithm devised in this paper tests whether
there exists a bijection α : V → V ′ that satisfies for every (v, u) ∈ V × V the following
conditions:
• u in left(v) iff α(u) in left(α(v)),
• u in right(v) iff α(u) in right(α(v)).
Hence, for every v, u ∈ V the bijection α satisfies the properties:
• v di u iff α(v) di α(u),
• v cs u iff α(v) cs α(u),
• v cd u iff α(v) cd α(u),
• v cc u iff α(v) cc α(u),
• v ov u iff α(v) ov α(u),
which show that the graphs G and G′ are indeed isomorphic. To test whether such
bijection exists we exploit decomposition trees of G and of G′. We traverse these trees
bottom-up and for every pair of the nodes from these trees we test whether there is a
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bijection α satisfying the above properties with the restriction to the vertices kept in these
two nodes.
One can extend the above ideas to handle also the case when G and G′ contain twins
and universal vertices.
3. Preliminaries
A sequence τ over an alphabet Σ is a word. A circular word represents the set of words
which are cyclical shifts of one another. In the sequel, we represent a circular word by a
word from its corresponding set of words. We do not introduce any notation to distinguish
between words and circular words; if it is not clear from the context we state explicitly
whether we are dealing with a word or a circular word. We do one exception: we use
operator ≡ to indicate that the equality holds between two circular words.
Suppose G = (V,E) is a circular-arc graph with no twins and no universal vertices.
Suppose ψ is a normalized model of G and φ is a conformal model of Gov associated with
ψ. Conformal model φ is represented by means of a circular word τ over the set of letters
V ∗ = {v0, v1 : V }. The circular word τ is obtained from the model φ as follows. We
choose a point P on the circle C and then we traverse C in the clockwise order: if we
pass the tail of the chord φ(v) we append the letter v0 to τ and when we pass the head
of the chord φ(v) we append the letter v1 to τ . When we encounter P again, we make
the word τ circular. We write φ ≡ τ to denote that τ is a word representation of φ.
We consider two conformal models φ1 and φ2 of Gov equivalent, written φ1 ≡ φ2, if the
word representations of φ1 and φ2 are equal. Usually we use the same symbol to denote a
conformal model of Gov and its word representation. Figure 7 shows a circular-arc graph
G = (V,E), where V = {v1, . . . , v6} and E = {vivi+1 : i ∈ [5]} ∪ {v6v1}, its normalized
model ψ, and a conformal model φ of Gov associated with ψ.
v1
v2
v3
v4
v5
v6
v01
v11
v02
v12 v
0
3
v13
v04
v14
v05
v15v
0
6
v16
Figure 7. Circular-arc graph G, its normalized model ψ and the corre-
sponding conformal model φ.
The conformal model φ is represented by the circular word v02v
1
1v
0
3v
1
2v
0
4v
1
3v
0
5v
1
4v
0
6v
1
5v
0
1v
1
6,
that is,
φ ≡ v02v
1
1v
0
3v
1
2v
0
4v
1
3v
0
5v
1
4v
0
6v
1
5v
0
1v
1
6.
The elements of V are called letters, the elements of V ∗ = {v0, v1 : V ∈ V } are called
labeled letters. Given a set A′ ⊂ V ∗, by φ|A′ we denote either a circular word which is
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the restriction of φ to the labeled letter from A′ or the set of all maximum contiguous
subwords of the circular word φ containing all the labeled letters from A′. Usually the
meaning of φ|A′ is clear from the context; otherwise, we say explicitly whether φ|A′ is
the circular word or the set of contiguous subwords of φ. We say φ|A′ forms k contiguous
subwords in φ if the set φ|A′ contains exactly k words. If k = 1, we say that φ|A′ is
a contiguous subword of the circular word φ. In our example, for A′ = {v01, v
1
1, v
0
6, v
1
6},
φ|A′ ≡ v06v
0
1v
1
6v
1
1 if φ|A
′ is treated as the circular subword of φ or φ|A′ = {v06, v
0
1v
1
6, v
1
1}
if φ|A′ is treated as the set of all contiguous subwords containing all the labeled letters
from A′. In this particular case, φ|A′ forms three contiguous subwords in φ.
Let A be a subset of V . By A∗ we denote the set {v0, v1 : v ∈ A}. We abbreviate and
we write φ|A to denote φ|A∗. In particular, φ|{v1, v6} means the same as φ|{v
0
1, v
1
1, v
0
6, v
1
6}.
Let A ⊂ V and let A′ ⊂ A∗. If A′ contains exactly one labeled letter from {v0, v1} for
every v ∈ A, then A′ is called a labeled copy of A. A word τ is a labeled permutation of
A if τ is a permutation of some labeled copy of A. For example, {v01, v
1
2, v
1
6} is a labeled
copy and v12v
0
1v
1
6 is a labeled permutation of {v1, v2, v6}. If A
′ is a labeled copy of A or
τ is a labeled permutation of A, by u∗ we denote the unique labeled letter uj ∈ {u0, u1}
such that uj ∈ A′ or uj ∈ τ , for u ∈ A.
Let u′ and v′ be two labeled letters in a circular word φ. We say that a labeled letter
w′ is between u′ and v′ in φ if we pass w′ when we traverse φ from φ(u′) to φ(v′) in the
clockwise order. The labeled letters v06, v
1
5, v
0
1, v
1
6, v
0
2, v
1
1, v
0
3 are between v
1
4 and v
1
2 in φ and
the labeled letters v04 , v
1
3, v
0
5 are between v
1
2 and v
1
4 in φ.
Let ψ be a circular-arc model of G. Let L be any line in the plane and let ψR be the
reflection of ψ over L – see Figure 8.
v01
v11
v02v
1
2
v03
v13
v04
v14 v11
v01
v02v
1
2
v03
v13
v14
v04
Figure 8. Circular-arc graph G, its normalized model ψ, and its reflection ψR.
Clearly, ψR is also a circular-arc model of G. Now, suppose φ and φR are conformal
models of G associated with ψ and ψR. Note that φR is obtained from φ as follows: we
traverse the circular word φ in the anti-clockwise order and we replace v0 by v1 and v1
by v0, for every v ∈ V . Indeed, in our example
φ ≡ v02v
1
4v
0
1v
1
2v
0
3v
1
1v
0
4v
1
3 and φ
R ≡ v03v
1
4v
0
1v
1
3v
0
2v
1
1v
0
4v
1
2 .
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The conformal model φR obtained this way is called the reflection of φ. Note the following
relation between φ and φR: for every u ∼ v the circular circular word u0v0u1v1 appears
in φ iff the circular word u0v1u1v0 appears in φR – see for the oriented chords φ(v1), φ(v2)
and φR(v1), φ
R(v2) in Figure 8.
Let Gov be the overlap graph of G and let ψ be a non-oriented chord model of Gov. The
word representation τ of ψ is obtained similarly to the word representation of a conformal
model of Gov, except that we append v to τ whenever we pass the end of the chord ψ(v)
for v ∈ V . We write ψ ≡ τ if τ is a word representation of ψ. Two chord models ψ1 and
ψ2 of Gov are equivalent, written ψ1 ≡ ψ2, if their word representations are equal. The
reflection ψR of a chord model ψ of Gov is defined analogously.
We use similar notations for circle graphs Gov and their chord models as for conformal
models φ.
Suppose G = (V,E) is a graph with no twins and no universal vertices and suppose
Gov = (V,∼) is the overlap graph associated with G. We denote the complement of Gov
by (V, ‖). If U is a subset of V , by G[U ], (U,∼), and (U, ‖) we denote the subgraphs of G,
(V,∼), and (V, ‖) induced by the set U , respectively. For two sets U1, U2 ⊂ V , we write
U1 ∼ U2 (U1 ‖ U2) if u1 ∼ u2 (u1 ‖ u2, respectively) for every u1 ∈ U1 and u2 ∈ U2.
In the rest of the paper we will require an analogue of Theorem 2.7 extended on the
induced subgraphs of G and Gov.
Definition 3.1. Suppose U is a non-empty subset of V . A circular-arc model ψ of G[U ]
is normalized if every pair of vertices (v, u) from U satisfies conditions 2.1.(1)-(5).
Note that the pair (v, u) needs to satisfy conditions 2.1.(1)-(5) with respect to MG,
not with respect to MG[U ]. In particular, for any non-empty subset U of V , if ψ is a
normalized model of G, then ψ restricted to U is a normalized model of G[U ].
Definition 3.2. Let U be a non-empty subset of V . An oriented chord model φ of (U,∼)
is conformal if for every v ∈ U the oriented chords φ(u) for u ∈ left(v) ∩ U lie on the
left side of φ(v) and the oriented chords φ(u) for u ∈ right(v)∩U lie on the right side of
φ(v).
Clearly, if φ is a conformal model of (U,∼), then φ|U is a conformal model of (U,∼).
Theorem 3.3. Let G be a circular-arc graph and let U be a non-empty subset of V . There
is a one-to-one correspondence between the normalized models of G[U ] and the conformal
models of (U,∼).
4. Tools
4.1. The structure of all representations of a circle graph. The description of the
structure of all chord models of circle graphs, presented in this subsection, is taken from
the article [4] by Chaplick, Fulek, and Klav´ık. The concept of split decomposition is due
to Cunningham [5], Theorem 4.1 is due to Gabor, Supowit, and Hsu [13], relation ⋄ is
due to Chaplick, Fulek, and Klav´ık [4], which were inspired by Naji [25] (see [4] for more
details), maximal splits are due to Chaplick, Fulek, and Klav´ık [4].
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Suppose Gov = (V,∼) is a connected circle graph. A tuple (A, α(A), B, α(B)) is a split
in Gov if:
• The sets A, B, α(A), α(B) form a partition of V ,
• We have A 6= ∅ and B 6= ∅, but possibly α(A) = ∅ or α(B) = ∅,
• We have A ∼ B.
• We have α(A) ‖ (B ∪ α(B)) and α(B) ‖ A ∪ α(A),
see Figure 9. Since Gov is connected, (A, α(A), B, α(B)) can be uniquely recovered from
the sets A and B. Hence, without loosing any information, we say (A, α(A), B, α(B)) is
just the split between A and B, and we denote (A, α(A), B, α(B)) simply by (A,B).
A Bα(A) α(B)
τA
τ ′A
τBτ ′B
A
B
τ ′A
τA
τBτ ′B
A
B
Figure 9. Split (α(A), A, α(B), B) in Gov and two possible chord models
of Gov: τAτBτ
′
Aτ
′
B and τ
′
AτBτAτ
′
B.
A split (A,B) is non-trivial if |A ∪ α(A)| > 2 and |B ∪ α(B)| > 2; otherwise (A,B) is
trivial.
Theorem 4.1 ([13]). If Gov has no non-trivial split, Gov has only two chord models, one
being the reflection of the other.
On the other hand, if Gov has non-trivial splits, Gov may have many non-equivalent
chord models – see Figure 9.
A split in Gov between A and B is maximal if there is no split in Gov between A
′
and B′, where A′ and B′ are such that A ⊆ A′, B ⊆ B′, and |A| < |A′| or |B| < |B|′.
Lemma 1 in [4] provides the following characterization of maximal splits in Gov: a split
between A and B is maximal if and only if there exists no C ⊆ α(A) such that (C,∼) is a
connected component in (α(A),∼) and for every vertex u ∈ C either u ∼ A or u ‖ A, and
similarly for α(B) and B. This observation allows to present the algorithm for computing
a maximal split in Gov (see [4] for more details):
• start with any non-trivial split between A and B,
• while there exists C as described in Lemma 1 of [4]: if C ⊆ α(A) set A = A and
B = B ∪ C ′, and if C ⊆ α(B), set B = B and A = A ∪ C ′, where C ′ is the set
of all vertices from C adjacent to A if C ⊂ α(A) or adjacent to B if C ⊂ α(B),
respectively,
• return (A,B).
Suppose (A,B) is a maximal split in Gov produced by the above algorithm. Note that
(A,B) might be trivial. Then, Lemma 2 of [4] proves the following property: if (A,B)
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is trivial with |A| = {a} and α(A) = ∅, then a is an articulation vertex in Gov, i.e.
(V r {a},∼) is disconnected.
4.2. The structure of chord models of Gov with respect to a non-trivial maximal
split (A,B). Suppose Gov has a non-trivial maximal split (A,B). Let C = A ∪ B.
Following [4], let ⋄ be the smallest equivalence relation on C containing all the pairs
(u, v) ∈ C × C such that:
• u ‖ v,
• u, v are connected by a path in (V,∼) with all the inner vertices in α(A) ∪ α(B).
Suppose C1, . . . , Ck are the equivalence classes of ⋄. Note that Ci ⊆ A or Ci ⊆ B for
every i ∈ [k], and hence k > 2. Observe that:
• Ci ∼ Cj for every i 6= j, i, j ∈ [k].
Following [4], one can uniquely partition the set V r C into the sets α(C1), . . . , α(Ck)
(α(Ci) might be empty) so as:
• α(Ci) ‖ (α(Cj) ∪ Cj) for every i 6= j, i, j ∈ [k].
See Figure 10 for an illustration.
C1 C2
C3C4
α(C1) α(C2)
α(C3)α(C4)
τ1τ ′1
τ ′3
τ3
τ2
τ ′2
τ4
τ ′4
τ3τ ′3
τ4
τ ′4
τ ′2
τ2
τ1
τ ′1
Figure 10. Maximal non-trivial split. Given viτiviτ
′
i is a chord model of
Gi for i ∈ [4], two examples of chord models of Gov obtained from these
models, namely τ1τ
′
4τ
′
2τ3τ
′
1τ4τ2τ
′
3 and τ3τ
′
1τ2τ
′
4τ
′
3τ1τ
′
2τ4, are shown to the right.
Further, let Gi by a graph obtained from Gov by contracting the vertices from V r
(Ci ∪ α(Ci)) into a single vertex vi. Thus, Gi is such that V (Gi) = Ci ∪ α(Ci) ∪ {vi},
viv ∈ E(Gi) for every v ∈ Ci, viv /∈ E(Gi) for every v ∈ α(Ci), and uv ∈ E(Gi) iff u ∼ v
for every u, v ∈ Ci∪α(Ci). Note that every chord model of Gi has the form viτiviτ
′
i , where
every v ∈ Ci occurs in both words τ and τ
′ exactly once and every v ∈ α(Ci) occurs twice
either in τi or in τ
′
i . The next theorem describes the relationship between the set of all
chord models of Gov and the set of all chord models of Gi.
Theorem 4.2 (Proposition 1 from [4]). The following statements hold:
(1) If viτiviτ
′
i is a chord model of Gi for i ∈ [k], i1, . . . , ik is a permutation of [k], and
the words µi, µ
′
i are such that {µi, µ
′
i} = {τi, τ
′
i} for i ∈ [k], then
τ ≡ µi1 . . . µikµ
′
i1
. . . µ′ik ,
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is a chord model of Gov.
(2) If τ is a chord model of Gov, then
τ ≡ µi1 . . . µikµ
′
i1
. . . µ′ik ,
where i1, . . . , ik is a permutation of [k] and vijµijvijµ
′
ij
is a chord model of Gij for
j ∈ [k].
See Figure 10 for an illustration.
4.3. The structure of chord models of Gov with respect to a trivial maximal
split (A,B). Suppose (A,B) is a trivial maximal split in Gov. Without loss of generality
we assume that A = {a} and α(A) = ∅. We recall that a is an articulation of Gov by
Lemma 2 in [4]. Suppose that D1, . . . , Dk ⊂ V r {a} are such that (Di,∼) is a connected
component of (V r {a},∼) for every i ∈ [k]. Clearly, k > 2 as a is an articulation in Gov.
Let Ci = {v ∈ Di : v ∼ a} and α(Ci) = {v ∈ Di : v ‖ a}. Let Gi be the restriction of Gov
to the set {a} ∪Ci ∪ α(Ci), i.e. Gi = ({a} ∪Ci ∪ α(Ci),∼). Note that every chord model
of Gi has the form aτiaτ
′
i , where every v ∈ Ci occurs in both words τi and τ
′
i exactly once
and every v ∈ α(Ci) occurs twice in either τi or in τ
′
i . The next theorem describes the
relation between the set of all chord models of Gov and the set of all chord models of Gi.
Theorem 4.3 (Proposition 2 in [4]). The following statements hold:
(1) If aτiaτ
′
i is a chord model of Gi for i ∈ [k], i1, . . . , ik is a permutation of [k], and
the words µi, µ
′
i are such that {µi, µ
′
i} = {τi, τ
′
i} for i ∈ [k], then
τ ≡ aµi1 . . . µikaµ
′
ik
. . . µ′i1
is a chord model of Gov.
(2) If τ is a chord model of Gov, then
τ ≡ aµi1 . . . µikaµ
′
ik
. . . µ′i1,
where i1, . . . , ik is a permutation of [k] and aµijaµ
′
ij
is a chord model of Gij for
j ∈ [k].
See Figure 11 for an illustration. Note that the above theorem is valid for any vertex
a in Gov such that a is the articulation point in Gov.
4.4. Modular decomposition of Gov. The results presented in this subsection are due
to Gallai [14].
Let G = (V,E) be a graph with no twins and no universal vertices and let Gov = (V,∼)
be the overlap graph associated with G.
A non-empty set M ⊆ V is a module in Gov if x ∼ M or x ‖M for every x ∈ V rM .
The singleton sets and the whole V are the trivial modules of Gov. The graph (U,∼) is
prime if (U,∼) has no modules other than the trivial ones.
A module M of Gov is strong ifM ⊂ N , N ⊂M , orM ∩N = ∅ for every other module
N in Gov. In particular, two strong modules are either nested or disjoint. The modular
decomposition of Gov, denoted byM(Gov), is the set containing all strong modules of Gov.
The setM(Gov), ordered by inclusion, forms a tree in which V is the root, maximal proper
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C1 C2 C3
α(C1) α(C2) α(C3)
a
aa
τ1
τ ′1
τ ′2
τ2
τ3
τ ′3
aa
τ ′2
τ2
τ1
τ ′1
τ3
τ ′3
Figure 11. Maximal trivial split. Given aτiaτ
′
i is a chord model of Gi for
i ∈ [3], two examples of chord models of Gov obtained from these models,
namely aτ3τ
′
2τ1aτ
′
1τ2τ
′
3 and aτ3τ1τ
′
2aτ2τ
′
1τ
′
3, are shown to the right.
subsets in M(Gov) of a strong module M are the children of M , and the leaves are the
singleton modules {x} for x ∈ V . The children of a non-singleton module M ∈ M(Gov)
form a partition of M .
A module M ∈ M(Gov) is serial if M1 ∼ M2 for every two children M1 and M2 of
M , parallel if M1 ‖ M2 for every two children M1 and M2 of M , and prime otherwise.
Equivalently, M ∈M is serial if (M, ‖) is disconnected, parallel if (M,∼) is disconnected,
and prime if both (M,∼) and (M, ‖) are connected.
4.5. Permutation subgraphs of Gov and the structure of its permutation models.
Let G = (V,E) be a circular-arc graph with no twins and no universal vertices and let
Gov be the overlap graph associated with G. Let U be a subset of V . The graph (U,∼)
is a permutation subgraph of Gov if there exists a pair (τ
0, τ 1), where τ 0 and τ 1 are
permutations of U , such that for every x, y ∈ U :
x ∼ y ⇐⇒
x appears before y in both τ 0 and τ 1, or
y appears before x in both τ 0 and τ 1.
If this is the case, (τ 0, τ 1) is called a permutation model of (U,∼). See Figure 12 for an
example of a permutation graph and its permutation model.
a
a
b
b
c
c
τ0
τ1
Figure 12. Permutation model (τ 0, τ 1) = (abc, acb) of the permutation
graph ({a, b, c}, {a ∼ b, a ∼ c)}.
Definition 4.4. A module U in Gov is proper if there is a vertex x ∈ V r U such that
x ∼ U .
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The next claim shows that every proper module U in Gov induces a permutation sub-
graph in Gov.
Claim 4.5. Suppose U is a proper module in Gov such that x ∼ U for some x ∈ V r U .
Then, for any chord model ψ of Gov,
ψ|(U ∪ {x}) ≡ xτxτ ′,
where (τ, τ ′) and (τ ′, τ) are permutation models of (M,∼). In particular, (U,∼) is a
permutation subgraph of Gov.
Proof. Let ψ be a chord model of Gov. Note that every chord ψ(u) for u ∈ U has its
endpoints on different sides of the chord ψ(x). Thus, ψ|(M ∪ {x}) ≡ xτxτ ′, where τ and
τ ′ are permutations of U . Clearly, for every u, v ∈ U , ψ(u) intersect ψ(v) iff either u
appears before v in both τ and τ ′ or v appears before u in both τ and τ ′. In particular,
both (τ, τ ′) and (τ ′, τ) are permutation models of (U,∼). 
Let U be a proper module in Gov. Now, our goal is to describe all permutation models
of (U,∼). To accomplish our task we use the modular decomposition of (U,∼). Note
that the modular decomposition of (U,∼) is associated with M(Gov) by the following
equation:
M(U,∼) = {M ∈M(Gov) :M ⊆ U} ∪ {U}.
An orientation (U,≺) of (U,∼) is a binary relation on U such that for every u, v ∈ U :
u ∼ v ⇐⇒ either u ≺ v or v ≺ u.
In other words, an orientation (U,≺) arises by orienting every edge u ∼ v of (U,∼) either
from u to v (denoted u ≺ v) or from v to u (denoted v ≺ u). An orientation (U,≺) of
(U,∼) is transitive if ≺ is a transitive relation on U . The connections between transitive
orientations of (U,∼) and the modular decomposition of (U,∼) have been established by
Gallai [14].
Theorem 4.6 ([14]). If M1,M2 ∈ M(U,∼) are such that M1 ∼M2, then every transitive
orientation (U,≺) satisfies either M1 ≺M2 or M2 ≺M1.
LetM be a strong module inM(U,∼). The edge relation ∼ in (M,∼) restricted to the
edges joining the vertices from two different children of M is denoted by ∼M . If x ∼ y,
then x ∼M y for exactly one moduleM ∈ M(U,∼). Hence, the set {∼M :M ∈M(U,∼)}
forms a partition of the edge set ∼ of the graph (U,∼).
Theorem 4.7 ([14]). There is a one-to-one correspondence between the set of transitive
orientations (U,≺) of (U,∼) and the families
{(M,≺M) :M ∈M(U,≺) and ≺M is a transitive orientation of (M,∼M )}
given by x ≺ y ⇐⇒ x ≺M y, where M is the module in M such that x ∼M y.
The above theorem asserts that every transitive orientation of (U,∼) restricted to
the edges of the graph (M,∼M) induces a transitive orientation of (M,∼M), for ev-
ery M ∈ M(U,∼). On the other hand, every transitive orientation of (U,∼) can be
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obtained by independent transitive orientation of (M,∼M ), for M ∈ M(U,∼). Gallai
[14] characterized all possible transitive orientation of strong modules (M,∼M).
Theorem 4.8 ([14]). Let M be a prime module in M(U,∼). Then, (M,∼M) has two
transitive orientations, one being the reverse of the other.
A parallel module (M,∼M) has exactly one (empty) transitive orientation. The transi-
tive orientations of serial modules (M,∼) correspond to the total orderings of its children,
that is, every transitive orientation of (M,∼M ) is of the form Mi1 ≺ . . . ≺ Mik , where
i1 . . . ik is a permutation of [k] and M1, . . . ,Mk are the children of M in M(U,∼).
Since (U,∼) is a proper module inGov, then (U,∼) admits a permutation model (τ
0, τ 1).
Note that (τ 0, τ 1) yields transitive orientations of the graphs (U,∼) and (U, ‖) given by:
(1)
x ≺ y ⇐⇒ x occurs before y in τ 0 and x ∼ y,
x < y ⇐⇒ x occurs before y in τ 0 and x ‖ y.
In particular, the orientations (U,≺) and (U,<) are consistent with the word τ 0. On the
other hand, given transitive orientations ≺ and < of (U,∼) and (U, ‖), respectively, one
can construct a permutation model (τ 0, τ 1) of (U,∼) such that
(2)
x occurs before y in τ 0 ⇐⇒ x ≺ y or x < y,
x occurs before y in τ 1 ⇐⇒ x ≺ y or y < x.
Theorem 4.9 ([8]). Let (U,∼) be a proper submodule of Gov. There is a one-to-one corre-
spondence between permutation models (τ 0, τ 1) of (U,∼) and the pairs (<,≺) of transitive
orientations of (U, ‖) and (U,∼), respectively, established by equations (1) and (2).
4.6. Modular decomposition M(Gov) and chord models of Gov. In this subsection
we describe properties of chord models of Gov with respect to the modular decomposition
of the graph Gov.
The purpose of the next lemmas is to describe the restrictions of chord models of Gov
to the modules M from M(Gov). For this purpose, for a given module M ∈ M(Gov), we
define
N [M ] = {x ∈ V rM : x ∼M},
C[M ] = the connected component of Gov containing the module M .
Note that C[M ] is not defined in the case when M = V and Gov is disconnected.
Claim 4.10. Suppose M is a proper prime or a proper parallel module in M(Gov). For
any chord model ψ of Gov we have
ψ|(M ∪N [M ]) ≡ piτpi′τ ′,
where (τ, τ ′) is a permutation model of (M,∼) and pi, pi′ are permutations of N [M ]. In
other words, ψ|M forms two contiguous subwords in the circular word ψ|(M ∪N [M ]) (see
Figure 13).
Proof. Since M is proper, we can pick x ∈ V rM such that x ∼ M . Orient the chord
ψ(x) arbitrarily. By Claim 4.5 we have that
ψ|(M ∪ {x}) ≡ x0τx1τ ′,
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τ
τ ′
τ1
τ ′1
τ2
τ ′2
τ3
τ ′3
τ1
τ ′1
τ2
τ ′2
τ ′3
τ3
Figure 13. The restriction of ψ to C[M ]. Chords associated with the
module M are red, chords associated with N [M ] are bolded. From left
to right: M is proper prime (Lemma 4.11), M is proper parallel (Lemma
4.12), and M is proper serial (Lemma 4.13 ).
where (τ, τ ′) is a permutation model of (M,∼). We need to show that
ψ|(Mi ∪N [M ]) ≡ piτpi
′τ ′,
where pi, pi′ are some permutations of N [M ].
Fix z ∈ N [M ] such that z 6= x. Suppose for a contradiction that the chord ψ(z) has
one of its ends between the ends of the chords corresponding to the letters of τ . That is,
suppose that x0τ1zτ2x
1 is a subword of the circular word ψ|(M ∪ {x, z}), where τ1 and τ2
are non-empty words such that τ1τ2 = τ . Now, consider a partition of M into two sets,
M1 and M2:
M1 = {u ∈ M : u ∈ τ1} and M2 = {u ∈M : u ∈ τ2}.
Since every ψ(u) for u ∈ M must intersect ψ(z), we have that x1τ ′1zτ
′
2x
0 is a subword of
ψ|(M ∪ {z, t}), where τ ′i is a permutation of the set of the letters in τi for every i ∈ [2].
It means, in particular, that every two chords ψ(u1) and ψ(u2) for u1 ∈ M1 and u2 ∈M2
intersect. So, we haveM1 ∼ M2, which contradicts thatM is a prime or a parallel module
in M(Gov). 
Lemma 4.11. Suppose M is a proper prime module in M(Gov) and suppose ψ is a chord
model of Gov. Then,
ψ|M = ττ ′,
where (τ, τ ′) is a permutation model of (M,∼). Moreover, τ and τ ′ are contiguous sub-
words in the circular word ψ|C[M ] (see Figure 13).
Proof. By Claim 4.10, ψ|(M ∪ N [M ]) ≡ piτpi′τ ′, where pi, pi′ are permutations of N [M ].
Clearly, N [M ] ⊂ C[M ]. To complete the proof of the lemma it suffices to show that
either ψ|(M ∪{v}) ≡ vvττ ′ or ψ|(M ∪{v}) ≡ τvvτ ′ for every v ∈ C[M ]rN [M ]. Assume
otherwise. Since (C[M ],∼) is connected and since M is a module in (C[M ],∼), there is
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u ∈ C[M ]rN [M ] such that
ψ|(M ∪ {u}) ≡ τ1uτ2τ
′
2uτ
′
1,
where τ1, τ2 and τ
′
1, τ
′
2 are such that τ1τ2 = τ and τ
′
2τ
′
1 = τ
′, both τ1, τ2 are non-empty or
both τ ′1, τ
′
2 are non-empty. Since u ‖ M , we conclude that τi is a permutation of τ
′
i for
i ∈ [2]. Hence, the sets
M1 = {w ∈M : w ∈ τ1} and M2 = {w ∈M : w ∈ τ2}
are such that M1 6= ∅, M2 6= ∅, and M1 ‖ M2. So, (M,∼) is not connected, which
contradicts the fact that M is a prime module in M(Gov). 
Lemma 4.12. SupposeM is a proper parallel module inM(Gov) with childrenM1, . . . ,Mk
and suppose ψ is a chord model of Gov. Then,
ψ|M ≡ τi1 . . . τikτ
′
ik
. . . τ ′i1 ,
where (i1, . . . , ik) is a permutation of [k] and (τij , τ
′
ij
) is a permutation model of (Mij ,∼)
for every j ∈ [k]. Moreover, for every j ∈ [k] the set ψ|Mij consists of two contiguous
subwords, τij and τ
′
ij
, in the circular word ψ|C[M ] (see Figure 13).
Proof. Since M is proper, we can pick x ∈ V rM such that x ∼M . Since M is parallel,
Mi is either serial or prime. In particular, (Mi,∼) is connected for every i ∈ [k]. Since x
is an articulation point in (M ∪ {x},∼), by Theorem 4.3 we have that
ψ|(M ∪ {x}) ≡ xτi1 . . . τikxτ
′
ik
. . . τ ′i1 ,
where (i1, . . . , ik) is a permutation of [k] and (τij , τ
′
ij
) is a permutation model of (Mij ,∼)
for every j ∈ [k]. Since M is proper parallel, by Claim 4.10 we have that
ψ|(M ∪N [M ]) ≡ piτi1 . . . τikpi
′τ ′i1 . . . τ
′
ik
,
where pi and pi′ are permutations of N [M ]. Now, using an argument similar to those used
in the previous lemma, we prove that τij and τ
′
ij
are contiguous subwords in the circular
word ψ|C[M ]. 
Lemma 4.13. Suppose M is a serial module in M(Gov) with children M1, . . . ,Mk and
suppose ψ is a chord model of Gov. Then
ψ|M ≡ τi1 . . . τikτ
′
i1
. . . τ ′ik ,
where (i1, . . . , ik) is a circular permutation of [k] and (τij , τ
′
ij
) is a permutation model of
(Mij ,∼) for every j ∈ [k]. Moreover, for every j ∈ [k] the set ψ|Mij consists of two
contiguous subwords, τij and τ
′
ij
, in the circular word ψ|C[M ] (see Figure 13).
Proof. Since M is serial, Mi is either prime or parallel. Moreover, since x ∼Mi for every
x ∈M rMi, Mi is proper. From Theorem 4.3, we deduce that
ψ|M ≡ τi1 . . . τikτ
′
i1
. . . τ ′ik ,
where (i1, . . . , ik) is a circular permutation of [k] and (τij , τ
′
ij
) is a permutation model of
(Mij ,∼) for every j ∈ [k].
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Now, it remains to prove that τij and τ
′
ij
are contiguous subwords in ψ|C[M ]. From
Claim 4.10 applied to every child of M , for every x ∈ N [M ] we must have
ψ|(M ∪ {x}) ≡ τi1 . . . τijxτij+1 . . . τikτ
′
i1
. . . τ ′ijxτ
′
ij+1
. . . τ ′ik
for some j ∈ [k]. Assume that ψ|Mij does not form two contiguous subwords in ψ|C[M ]
for some j ∈ [k]. By the above observation and by the connectivity of (C[M ],∼), there
is u ∈ C[M ] r N [M ] such that u ‖ M and ψ|(Mij ∪ {u}) ≡ τ1uτ2τ
′
2uτ
′
1, where τ1, τ2 and
τ ′1, τ
′
2 are such that τ1τ2 = τij and τ
′
2τ
′
1 = τ
′
ij
, and both τ1, τ2 or both τ
′
1, τ
′
2 are non-empty.
Since u ‖ Mij , τi is a permutation of τ
′
i for i ∈ [2]. Then, note that ψ(u) must intersect
every chord from ψ(M rMij ), which is not possible as u ‖M . 
5. The structure of all conformal models of Gov
The goal of this section is to describe the structure of all conformal models of Gov. We
split our work into subsections that cover the following cases:
• Subsection 5.2: (V, ‖) is disconnected, which corresponds to the case when V is a
serial module in M(Gov).
• Subsection 5.3: (V,∼) and (V, ‖) are connected, which corresponds to the case
when V is an improper prime module in M(Gov).
• Subsection 5.4: (V,∼) is disconnected, which corresponds to the case when V is
an improper parallel module in M(Gov).
Moreover, in the subsequent subsections we characterize all conformal models of (M,∼),
where M is a serial, an improper prime, and an improper parallel module in M(Gov),
respectively. We start with some preparatory results contained in Subsection 5.1, where
we examine the restrictions of conformal models ofGov to proper prime and proper parallel
modules in M(Gov).
5.1. Proper prime and proper parallel modules of Gov. The ideas presented in this
subsection naturally naturally extend Spinrad’s work on co-bipartite circular-arc graphs
[27]. In particular, the algorithm described in Claim 5.1 was used by Spinrad [27] in his
recognition algorithm for the class of co-bipartite circular-arc graphs [27].
Suppose M is a proper prime or a proper parallel module in M(Gov). Suppose C[M ]
is the connected component containing M and suppose r is a fixed vertex in M , called
the representant of M .
Let φ be a conformal model of Gov and let φ
′ be the restriction of φ to C[M ]. By
Lemmas 4.11 and 4.12, φ′|M forms two contiguous subwords, τ 0φ and τ
1
φ , in the circular
word φ′. We indexed τ 0φ , τ
1
φ such that τ
j
φ contains the letter r
j for j ∈ {0, 1}. Suppose
also that M0φ and M
1
φ are the sets consisting of all labeled letters in the words τ
0
φ and
τ 1φ, respectively. Note that M
0
φ and M
1
φ are labeled copies of M and {M
0
φ,M
1
φ} forms a
partition of M∗. Note that the pair (τ 0φ , τ
1
φ) is an oriented permutation model of (M,∼).
The non-oriented permutation model (τ 0φ , τ
1
φ) corresponds, according to Theorem 4.9, to
the pair of transitive orientations (<0φ,≺
1
φ) of (M, ‖) and (M,∼), respectively. It turns
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out that the transitive orientation <0φ and the sets M
0
φ,M
1
φ are independent on the choice
of a conformal model φ of Gov.
Claim 5.1. There is a transitive orientation (M,<M) of (M, ‖) and there are labeled
copies M0 and M1 of M forming a partition of M∗, such that
(M0φ,M
1
φ, <
0
φ) = (M
0,M1, <M) for every conformal model φ of Gov.
Proof. Suppose φ is a conformal model of Gov and suppose u ∈M . We say that:
• φ(u) is oriented from M0φ to M
1
φ if u
0 ∈M0φ and u
1 ∈M1φ,
• φ(u) is oriented from M1φ to M
0
φ if u
0 ∈M1φ and u
1 ∈M0φ.
Since in any conformal model φ the chord φ(r) is oriented from M0φ to M
1
φ, we add r
0 to
M0 and r1 toM1. Next, the algorithm traverses the graph (M, ‖) in the bfs order starting
at the vertex r. For every visited vertex u the algorithm has already decided whether
u0 ∈M0 and u1 ∈M1 or whether u1 ∈M0 and u0 ∈M1. Moreover, the algorithm keeps
the invariant that u0 ∈ M0 and u1 ∈ M1 iff for every conformal model φ the chord φ(u)
is oriented from M0φ to M
1
φ and u
1 ∈ M0 and u0 ∈ M1 iff for every conformal model φ
the chord φ(u) is oriented from M1φ to M
0
φ. When the algorithm visits a new vertex v, it
iterates over visited vertices u ∈ M such that u ‖ v and does the following. If u0 ∈ M0
and u1 ∈ M1 (in every conformal model φ the chord φ(u) is oriented from M0φ to M
1
φ –
see Figure 14), the algorithm does the following:
• if v ∈ left(u) and u ∈ left(v), then u0 appears before v1 in τ 0φ , and φ(v) is oriented
from M1φ to M
0
φ in every conformal model φ (see Figure 14). So, the algorithm
orients u ‖ v such that u <M v, and inserts v
0 to M1 and v
1 to M0.
• if v ∈ left(u) and u ∈ right(v), then u0 appears before v0 in τ 0φ , and φ(v) is
oriented from M0φ to M
1
φ in every conformal model φ (see Figure 14). So, the
algorithm orients u ‖ v such that u <M v, and inserts v
0 to M0 and v
1 to M1.
• if v ∈ right(u) and u ∈ right(v), then v1 appears before u0 in τ 0φ , and φ(v) is
oriented from M1φ to M
0
φ in every conformal model φ (see Figure 14). So the
algorithm orients u ‖ v such that v <M u, and inserts v
0 to M1 and v
1 to M0.
• if v ∈ right(u) and u ∈ left(v), then v0 appears before u0 in τ 0φ , and φ(v) is
oriented from M0φ to M
1
φ in every conformal model φ (see Figure 14). So, the
algorithm orients u ‖ v such that v <M u, and inserts v
0 to M0 and v
1 to M1.
We proceed similarly for the case when u0 ∈M1 and u0 ∈M1.
One can easily check that the triple (M0,M1, <M) satisfies the thesis of the lemma. 
We say that u ∈ M is oriented from M0 to M1 (M1 to M0) if u0 ∈ M0 and u1 ∈ M1
(u0 ∈M1 and u1 ∈M0, respectively). So, u is oriented fromM0 toM1 iff φ(u) is oriented
from M0φ to M
1
φ in any conformal model φ.
The tuple M = (M0,M1, <M) defined by the above claim is called the metaedge of the
module M . Given the metaedge M, we define so-called admissible models for M, which
are exactly oriented permutation models of (M,∼) that may appear as the restrictions of
conformal models of Gov to the sets M
0 and M1.
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φ(u)φ(v)
τ 0φ
τ 1φ
φ(u)φ(v)
τ 0φ
τ 1φ
φ(u) φ(v)
τ 0φ
τ 1φ
φ(u) φ(v)
τ 0φ
τ 1φ
Figure 14.
Definition 5.2. Let M be a proper prime or a proper parallel module in M(Gov) and let
M = (M0,M1, <M) be the metaedge of M . A pair (τ
0, τ 1) is an admissible model for M
if:
• τ 0 is a permutation of M0,
• τ 1 is a permutation of M1,
• (τ 0, τ 1) is an oriented permutation model of (M,∼) that corresponds to the pair
(<,≺) of transitive orientations of (M, ‖) and (M,∼), respectively, where < =
<M .
See Figure 15 for an illustration.
b1
a1 d0
c0
a0
c1 b0
d1
(d1b0c1a0, b1a1d0c0)
τ 0
τ 1
a1
c0 b1
d0
b0
a0 d1
c1
(c1d1a0b0, a1c0b1d0)
τ 0
τ 1
M1
M0
M = (M0,M1, <M )
Figure 15. Two admissible models for the metaedgeM = (M0,M1, <M),
where M0 = {d1, b0, c1, a0}, M1 = {b1, a1, d0, c0}, and <M =
{(d, a), (d, b), (c, a)}. In these two models the relative position of non-
intersecting chords is the same.
Given the above definition, we can summarize the results of this subsection with the
following lemma.
Lemma 5.3. Suppose φ is a conformal model of Gov, M is a proper prime or a proper
parallel module in M(Gov), and M = (M
0,M1, <M) is the metaedge of M . Then, the
pair (φ|M0, φ|M1) is an admissible model for M.
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In our figures, we represent the metaedge M by the bolded oriented chord – see Figure
15. If (φ|M0, φ|M1) is admissible for M, the endpoints of M indicate the positions of the
subwords φ|M0 and φ|M1 in the circular word φ.
5.2. Conformal models of serial modules. Suppose M is a serial module in Gov with
children M1, . . . ,Mk. Since M is serial, every Mi is a proper prime or a proper parallel
module in M(Gov). Suppose that the representant ri of Mi is fixed and Mi = (M
0
i ,
M1i , <Mi) is the metaedge of Mi. Having in mind Lemmas 4.13 and 5.3, one can obtain a
theorem describing all conformal models of (M,∼), which actually follows from the work
done by Spinrad [27] and Hsu [15].
Theorem 5.4. Suppose M is a serial module in Gov with children M1, . . . ,Mk. Every
conformal model φ of (M,∼) has the form
φ ≡ µi1 . . . µikµ
′
i1
. . . µ′ik ,
where i1, . . . , ik is a permutation of [k] and for every j ∈ [k] either the pair (µij , µ
′
ij
) or
the pair (µ′ij , µij) is an admissible model for Mij .
On the other hand, for every permutation (i1, . . . , ik) of [k], every admissible model
(τi, τ
′
i) of Mi, and every two words µi, µ
′
i such that {τi, τ
′
i} = {µi, µ
′
i}, a circular word
φ ≡ µi1 . . . µikµ
′
i1
. . . µ′ik
is a conformal model of (M,∼).
The above theorem can be used to characterize all conformal models of Gov in the
case when the graph (V, ‖) is disconnected. Indeed, in this case V is serial in Gov and
Theorem 5.4 applies. The schematic picture of some conformal models of (V,∼) is shown
in Figure 16. To get the full picture of a normalized model one needs to replace (expand)
every metaedge (M0i ,M
1
i , <Mi) with an admissible model hidden behind this metaedge
(two admissible models for (M0i ,M
1
i , <Mi) are shown at the bottom of the figure).
To transform a normalized model of Gov into a normalized model of Gov we can permute
and reorient the metaedges arbitrarily and we can replace an admissible model hidden
behind every metaedge - see Figure 16. Theorem 5.4 asserts that such operations are
complete, that is, we can transform one normalized model into any other by performing
the above operations.
5.3. Conformal models of improper prime modules. Suppose G is a circular-arc
graph with no twins and no universal vertices. Suppose M is an improper prime module
in Gov. That is, either:
• M = V and V is a prime module in Gov, which means that both (V,∼) and (V, ‖)
are connected, or
• M ( V , V is a parallel module in Gov, and M a is prime child of V in M(Gov),
which means that (V,∼) is disconnected, (M,∼) is a connected component of
(V,∼) such that (M, ‖) is connected.
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Let M1, . . . ,Mk be the children of the module M . Let U be a set containing exactly
one element from every Mi, i ∈ [k]. Clearly, (U,∼) contains no non-trivial modules and
hence the graph (U,∼) is prime. The next lemma is crucial for our work. We mention
here that an analogous lemma was stated by Hsu [15]. However, we prove it again as we
work with conformal models defined in a different way.
Lemma 5.5. The graph (U,∼) has exactly two conformal models, one being the reflection
of the other.
Proof. Since G is a circular-arc graph, Gov has at least one conformal model. Since the
restriction of any conformal model of Gov to the set U is conformal, (U,∼) has at least
one conformal model. Our goal is to prove that this model, up to reflection, is unique.
We prove the lemma by induction on the number of vertices in (U,∼). The smallest
prime graph has 4 vertices. The only prime graph with 4 vertices is isomorphic to the
path P4. One can easily check that P4 has two conformal models, one being the reflection
of the other. This proves the base of the induction.
Suppose (U,∼) has at least 5 vertices. If (U,∼) has no non-trivial splits, Theorem 4.1
asserts that the graph (U,∼) has two chord models, φ and φR, where φR is the reflection
of φ. Note that there is a unique orientation of the chords from φ that lead to a conformal
model for (U,∼). Indeed, as (U,∼) is prime, for every vertex v ∈ U there is u ∈ U such
that u ‖ v. Now, the orientation of the chord φ(v) can be decided basing on whether
u ∈ left(v) or u ∈ right(v). Similarly, there is a unique orientation of the chords in φR
that lead to a conformal model of (U,∼). Clearly, the oriented conformal models φ and
26 T. KRAWCZYK
φR are the only conformal models of (U,∼), φR needs to be the reflection of φ, and hence
the thesis of the lemma holds.
Suppose (U,∼) has a non-trivial split. In this case the proof goes as follows. We take a
maximal split in (U,∼) and then, using a structure induced by this split, we divide (U,∼)
into so-called probes. A probe is a special proper induced subgraph of (U,∼) which, as
we shall prove, has a unique, up to reflection, conformal model. Eventually, we show that
there is a unique way to fit the models of the probes together to get a conformal model
of (U,∼).
Definition 5.6. A probe in (U,∼) is a quadruple (y, x,X, α(X)) that satisfies the fol-
lowing properties:
(1) x 6= y, X 6= ∅, α(X) 6= ∅, the sets {y, x}, X, α(X) are pairwise disjoint, and the
set P = {x, y} ∪X ∪ α(X) is a proper subset of U ,
(2) y ∼ x, y ‖ X ∪ α(X), x ∼ X, x ‖ α(X), and the graph (P,∼) is connected,
(3) for every z ∈ U r P , either z ‖ (X ∪ α(X)), or z ∼ X and z ‖ α(X), or
z ∼ (X ∪ α(X)).
Claim 5.7. . Let (y, x,X, α(X)) be a probe in (U,∼), let P = {x, y}∪X ∪α(X). Then,
(P,∼) has a unique, up to reflection, conformal model.
Proof. Let Z = {z ∈ X : z has only one neighbour in the graph (P,∼)}. Note that the
only neighbor of z ∈ Z is the vertex x. Note also that |Z| 6 1 as otherwise Z would be a
non-trivial module in (U,∼) by property (3). We claim that:
• If |Z| = 1, then {y} ∪ Z is the only non-trivial module in (P,∼).
• If Z = ∅, then (P,∼) has no non-trivial modules.
Suppose M is a non-trivial module in (P,∼). We consider four cases depending on the
intersection of M with the set {y, x}.
Suppose M ∩ {y, x} = ∅. Since x /∈ M and since x ∼ X and x ‖ α(X), we must have
either M ⊆ X or M ⊆ α(X). Then, by property (3) of P , every u ∈ U r P satisfies
either u ∼ M or u ‖ M . So, M is also a non-trivial module in (U,∼), which contradicts
the assumption of the lemma.
Suppose M ∩ {y, x} = {y, x}. Since X ∼ x and X ‖ y, we must have X ⊆ M . Since
(P,∼) is connected, we need to have α(X) ⊂ M as otherwise we would find a vertex
u ∈ P rM such that u is adjacent to a vertex in M and non-adjacent to a vertex in M .
So, M = P , which contradicts that M is a non-trivial module in (P,∼).
Suppose M ∩ {y, x} = {x}. Since y ∼ x and y ‖ X ∪ α(X), we must have M ∩ (X ∪
α(X)) = ∅. It follows that M is trivial in (P,∼), a contradiction.
Suppose M ∩ {y, x} = {y}. Note that M ∩ α(X) = ∅. Otherwise, x from outside M
is adjacent to y in M and non-adjacent to a vertex in M ∩ α(X), which can not be the
case. Let MX = M ∩ X . If MX = ∅, then M = {y} and M is trivial. So, we must
have MX 6= ∅. Notice that for every vertex t ∈ (X ∪ α(X))rMX we have that t ‖ Mx.
Otherwise, t from outside M would have a neighbor in M and the non-neighbor y in M .
If |MX | > 2, then by property (3) of P , MX would be a non-trivial module in (U,∼),
which can not be the case. So, M might be a non-trivial module of (P,∼) only when
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|MX | = 1, i.e., when MX = {z} for some z ∈ X . In this case, z is adjacent only to the
vertex x in (P,∼), which shows Z = {z}. So, we have M = {y, z}, which completes the
proof of our subclaim.
Now, we show that (P,∼) has a unique, up to reflection, conformal model.
Suppose Z = ∅. As we have shown, the graph (P,∼) contains no non-trivial modules.
Since P has strictly fewer vertices than (U,∼), from the inductive hypothesis we get that
(P,∼) has a unique, up to reflection, conformal model.
Suppose Z = {z}. Then {y, z} is the only non-trivial module in (P,∼). Since (P,∼)
and (P, ‖) are connected, the graph (P r {z},∼) is prime. By the inductive hypothesis,
(P r{z},∼) has exactly two conformal models, φ and φR, where φR is the reflection of φ.
Note that the vertex x is an articulation point in the graph (P r {z},∼). Suppose that
(P r {z, x},∼) has exactly k connected components, say D1, . . . , Dk, for some k > 2.
Note that Di = {y} for some i ∈ [k]. By Theorem 4.3, φ ≡ x
0τi1 . . . τikx
1τ ′ik . . . τ
′
i1
, where
i1, . . . , ik is a permutation of [k] and x
0τijx
1τ ′ij is a conformal model of ({x} ∪Dij ,∼) for
j ∈ [k]. We show that there is a unique extension of φ by the oriented chord φ(z) such
that the extended φ is conformal for (P,∼). Clearly, the extended φ must be of the form:
φ ≡ x0τi1 . . . τilz
′τil+1 . . . τikx
1τ ′ik . . . τ
′
il+1
z′′τ ′il . . . τ
′
i1
for some l ∈ {0, . . . , k},
where z′ and z′′ are such that {z′, z′′} = {z0, z1}. For every i ∈ [k] pick a vertex ai in
the component Di such that x ∼ ai. Note that φ(z) must be on the left side of φ(ai)
if z ∈ left(ai) and on the right side of φ(ai) if z ∈ right(ai). Hence, the place in φ (or
equivalently, the index l) for the chord φ(z) is uniquely determined. The orientation of
φ(z) can be based on whether y ∈ left(z) or y ∈ right(z) holds. 
Suppose (U,∼) has a non-trivial split. We use the algorithm given in Section 4.1 to
compute a maximal split (A,B) in (U,∼). Depending on whether (A,B) is trivial or not,
we assume the following notation:
• if (A,B) is non-trivial, we assume that C1, . . . , Ck and α(C1), . . . , α(Ck) are such
as defined in Subsection 4.2,
• if (A,B) is trivial, we assume thatA = {a} and that C1, . . . , Ck and α(C1), . . . , α(Ck)
are such as defined in Subsection 4.3.
We partition the set [k] into two subsets, I1 and I2, such that:
• i ∈ I1 if |Ci ∪ α(Ci)| = 1,
• i ∈ I2 if |Ci ∪ α(Ci)| > 2.
Note that |I1| 6 1 as otherwise
⋃
i∈I1
Ci would be a non-trivial module in (U,∼). Without
loss of generality we assume C1, . . . , Ck are enumerated such that I1 = {k} if I1 6= ∅. For
i ∈ I2 we have α(Ci) 6= ∅ as otherwise Ci would be a non-trivial module in (U,∼).
Moreover, since (U,∼) is connected, some vertex in Ci is adjacent to some vertex in
α(Ci). Hence, for every i ∈ [k] we can pick two vertices ai, bi ∈ Ci ∪ α(Ci) such that:
• ai ∈ Ci, bi ∈ α(Ci), and ai ∼ bi, if i ∈ I2,
• ai = bi, where {ai} is the only vertex in Ci, if i ∈ I1.
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We split the proof into two cases, depending on whether or not the following condition is
satisfied:
(*)
For every i ∈ I2 there exist x, y ∈ U r (Ci ∪ α(Ci)) such that
(y, x, Ci, α(Ci)) is a probe in (U,∼).
We claim that condition (*) is not satisfied only when (A,B) is a trivial split, k = 2, and
|C2 ∪ α(C2)| = 1. Let i ∈ I2. Suppose k > 3. If (A,B) is non-trivial, the set Ci ∪ α(Ci)
can be extended to a probe by the vertices aj , bj , where j is any index in I2 different
than i. If (A,B) is trivial, the set Ci ∪ α(Ci) can be extended to a probe by the vertices
a, aj, where j is any index in [k] different than i. Suppose k = 2 and suppose (A,B) is
non-trivial. Note that |Cj ∪α(Cj)| > 3 for every j ∈ [2]. Otherwise, the only vertex aj in
Cj is adjacent to the only vertex bj ∈ α(Cj), and hence the split (A,B) is not maximal.
Hence, the set Ci ∪ α(Ci) can be extended to a probe by the vertices aj , bj, where j is
the index in [2] different than i. If (A,B) is trivial and |C2 ∪ α(C2)| > 2, then the set
Ci ∪ α(Ci) can be extended to a probe by the vertices a, aj , where j is the index in [2]
different than i. So, the only case when condition (*) is not satisfied is when (A,B) is a
trivial split, k = 2, |C2| = 1, and |α(C2)| = 0.
Suppose (*) is satisfied. Let
Ri =
{
{a1, a2, . . . , ai, bi} if (A,B) is non-trivial,
{a, a1, b1, . . . , ai, bi} if (A,B) is trivial,
let
S =
{
{a1, a2} if (A,B) is non-trivial,
{a, a1} if (A,B) is trivial,
and let R = Rk. Eventually, let
φ0S ≡ a
0
1a
0
2a
1
1a
1
2 and φ
1
S ≡ a
0
1a
1
2a
1
1a
0
2 if (A,B) is non-trivial,
φ0S ≡ a
0a01a
1a11 and φ
1
S ≡ a
0a11a
1a01 if (A,B) is trivial.
In any case, φ0S is the reflection of φ
1
S and any conformal model φ of (U,∼) extends either
φ0S or φ
1
S. We claim that:
• There is a unique conformal model φjR of (R,∼) such that φR|S = φ
j
S, for every
j ∈ {0, 1}.
• For every conformal model φjR of (R,∼) extending φ
j
S there is at most one confor-
mal model φj of (U,∼) such that φj |R ≡ φjR, for every j ∈ [2].
Then, φ0R must be the reflection of φ
1
R, and φ
1 must be the reflection of φ0. This will show
the lemma for the case when condition (*) is satisfied.
First we prove our second claim. Let i ∈ I2 and let φ
0
i be the unique conformal model
of (Pi,∼) that extends φ
0
S, where Pi = {y, x} ∪ Ci ∪ α(Ci) is a probe in (U,∼) for some
x, y ∈ U r (Ci ∪ α(Ci)). Since the restriction of every conformal model of (U,∼) to the
set Pi is conformal, for every conformal model φ
0 of (U,∼) extending φ0S we must have
φ0|Pi ≡ φ
0
i and hence φ
0|(Pir{y}) ≡ φ
0
i |(Pir{y}). Assume that φ
0
i |(Piry) ≡
R x′piix
′′pi′i,
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where {x′, x′′} = {x0, x1} and pii, pi
′
i are chosen such that both the labeled letters b
0
i , b
1
i
appear in pii. Note that
either b0i a
0
i b
1
i , or b
1
i a
0
i b
0
i , or b
0
i a
1
i b
1
i , or b
1
i a
0
i b
0
i is a subword of pii.
Having in mind Theorems 4.2 and 4.3, we conclude that every conformal model φ0 of
(U,∼) extending φ0S must be of the form:
(**) φ ≡
{
τi1 . . . τikτ
′
i1
. . . τ ′ik if (A,B) is non-trivial,
a0τi1 . . . τika
1τ ′ik . . . τ
′
i1
if (A,B) is trivial,
where i1, . . . , ik is a permutation of the set [k] and
• {τij , τ
′
ij
} = {a0ij , a
1
ij
}, for ij ∈ I1,
• (τij , τ
′
ij
) = (piij , pi
′
ij
) or (τij , τ
′
ij
) = (pi′ij , piij ), for ij ∈ I2.
It means, in particular, that for every conformal model φ0R of (R,∼) extending φ
0
S there
exists at most one conformal model φ0 of (U,∼) that extends φ0R. We prove similarly
that for every conformal model φ1R of (R,∼) extending φ
1
S there is at most one conformal
model φ1 such that φ1|R ≡ φ1R.
Now, we prove that there is a unique conformal model φ0R of (R,∼) that extends φ
0
S.
Suppose (A,B) is non-trivial. We claim that for every i ∈ [2, k] there is a unique conformal
model φ of (Ri,∼) extending φ
0
S. To prove the claim for i = 2 we need to show that there
is a unique extension of φ ≡ φ0S by the chords φ(b1) and φ(b2). The chord φ(b1) must be
placed such that it intersect one of the ends of φ(a1), and which end is intersected can be
decided based on whether b1 ∈ left(a2) or b1 ∈ right(a2). The orientation of φ(b1) can
be decided based on whether a2 ∈ left(b1) or whether a2 ∈ right(b1). We show similarly
that the placement and the orientation of φ(b2) are uniquely determined.
Suppose φ is a unique conformal model of (Ri−1,∼) extending φ
0
S. We show that there
is a unique extension of φ by the chords φ(ai) and φ(bi). Note that ({a1, . . . , ai−1},∼) is
a clique in (Rk,∼), and hence the chords {φ(a1), . . . , φ(ai−1)} are pairwise intersecting.
There are (i − 1) possible placements for the non-oriented chord φ(ai). Every such a
placement determines uniquely the partition of {b1, . . . , bi−1} into two sets A and B such
that the chords from φ(A) are on one side of the non-oriented chord φ(ai) and the chords
from φ(B) are on the opposite side of φ(ai). Note that the partitions {A,B} corresponding
to different placements of φ(ai) are different: shifting the chord φ(ai) by one chord φ(aj)
moves bj either from A to B or from B to A. Hence, to keep φ conformal, only one
placement for φ(ai) can be compatible with the partition
{{b1, . . . , bi−1} ∩ left(ai), {b1, . . . , bi−1} ∩ right(ai)}.
The orientation of φ(ai) can be decided based on whether b1 ∈ left(ai) or whether b1 ∈
right(ai). With a similar ideas to those used earlier, we show that there is a unique
extension of φ by the chord φ(bi) if we want to keep φ conformal.
The case when the split (A,B) is trivial is handled with similar ideas. This completes
the proof of the lemma for the case when condition (*) is satisfied.
Now consider the case when condition (*) is not satisfied. This happens when k = 2
and |C2 ∪ α(C2)| = 1. That is, we have C2 = {a2} and α(C2) = ∅. If |C1 ∪ α(C1)| = 2,
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then C1 = {a1}, α(C1) = {b1}, and U = {a1, b1, a, a2}. In this case (U,∼) induces P4 in
Gov, which has a unique, up to reflection, conformal model. So, in the remaining of the
proof we assume |C1 ∪ α(C1)| > 3. We consider two cases depending on whether or not
({a} ∪ C1 ∪ α(C1),∼) is prime.
Suppose ({a}∪C1∪α(C1),∼) is prime. By the inductive hypothesis, ({a}∪C1∪α(C1),∼)
has two conformal models, φ and its reflection φR. Suppose that φ ≡ a0pia1pi′ for some
pi, pi′. By Theorem 4.3, there are two extensions of φ by the chord φ(a2) that lead to a
chord model of (U,∼): φ1 ≡ a0a2pia
1pi′a2 or φ
2 ≡ a0pia2a
1a2pi
′. Depending on whether
a2 ∈ left(a1) or a2 ∈ right(a1), only one among them can be extended to a conformal
model of (U,∼). The orientation of φ(a2) can be decided based on whether a1 ∈ left(a2)
or whether a1 ∈ right(a2).
Suppose ({a} ∪ C1 ∪ α(C1),∼) has a non-trivial module M . Observe that a ∈ M .
Otherwise, we would have either M ⊆ C1 or M ⊆ α(C1). In both these cases, M would
be also a trivial module of (U,∼), a contradiction. For the remaining part of the proof,
let M1 = M ∩ C1 and M2 = C1 rM . We claim that M1 6= ∅ and M2 6= ∅. Suppose that
M1 = ∅. Then, M ∩ α(C1) 6= ∅ as M is a non-trivial module in ({a} ∪ C1 ∪ α(C1),∼).
Moreover, (M ∩ α(C1)) ∼ C1 as otherwise there would be a vertex in C1 from outside
M adjacent to a in M and non-adjacent to a vertex in (M ∩ α(C1)). Furthermore, since
α(C1) ‖ a, we must have (α(C1) r M) ‖ (M ∩ α(C1)). Hence, the split (A,B) is not
maximal as then the set A = {a} could be extended by α(C1)∩M , which is not the case.
This proves M1 6= ∅. Now, we prove M2 6= ∅. Assuming otherwise, since ({a} ∪C1) ⊂M
and a ‖ α(C1), one can show M = {a} ∪C1 ∪ α(C1) by connectivity of (U,∼). Hence, M
would be trivial in ({a} ∪ C1 ∪ α(C1),∼), which is not the case. This proves M2 6= ∅.
We partition the vertices of α(C1) into to sets: α(M1) and α(M2). Let (D,∼) be a
connected component of (α(C1),∼). We have D ⊂ α(M1) if there is an edge between
some vertex in D and some vertex in M1; otherwise we have D ⊂ α(M2). In particular,
for every component D ⊂ α(M2) we have D ‖ M1 and some vertex from D is adjacent
to a vertex in M2 as (U,∼) is connected. Observe that D ⊂ M if D ⊂ α(M1) and that
M2 ∼ (M1 ∪α(M1)) as otherwise there would be a vertex in M2 from outside M adjacent
to a in M and not adjacent to some vertex in M . Summing up, we have that:
• M1 6= ∅, M2 6= ∅, and (α(M1) 6= ∅ or α(M2) 6= ∅),
• M2 ∼ (M1 ∪ α(M1)),
• α(M2) ‖ (M1 ∪ α(M1)),
Note that not necessarily (α(M1), α(M2)) = (α(C1) ∩M,α(C1) rM). It might happen
that there is a unique singleton component ({d},∼) in (α(C1),∼) such that d ∈ α(M2)
and d ∈ M (in this case d ‖ M1 and d ∼ M2). For any component D different than {d},
D ⊂ α(M1) iff D ⊂M . Having in mind the above properties, note that:
• (a2, a,M1, α(M1)) is a probe in (U,∼) if α(M1) 6= ∅,
• (a2, a,M2, α(M2)) is a probe in (U,∼) if α(M2) 6= ∅.
If α(Mi) = ∅ then |Mi| = 1 as otherwise Mi would be a non-trivial module in (U,∼).
Let S = {a, a2}. We show that there is a unique conformal model φ of U that extends
φS ≡ a
0a12a
1a02. Suppose α(M1) 6= ∅. Let Pi = {a2, a} ∪Mi ∪ α(Mi) for i ∈ [2]. By Claim
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5.7, (P1,∼) has a unique conformal model φ1 extending φS, which is of the form either
φ1 ≡ a
0a12pi
′
1a
1pi′′a02 or φ1 ≡ a
0pi′1a
1
2a
1a02pi
′′. Suppose the first case, that is,
φ1 ≡ a
0a12pi
′
1a
1pi′′a02.
Since any conformal model φ of (U,∼) extending φS must also extend φ1, φ must be of
the form:
(3) φ ≡ a0a12τ
′
φa
1τ ′′φa
0
2,
where for every u ∈ C1 both words τ
′
φ and τ
′′
φ contain exactly one labeled letter of u and
for every u ∈ α(C1) both the labeled letters of u are either in τ
′
φ or τ
′′
φ . Hence, (P2,∼)
has a unique conformal model extending φS of the form
φ2 ≡ a
0a12pi
′
2a
1pi′′a02,
which follows from (3), from Claim 5.7 if α(M2) 6= ∅, and from |M2| = 1 if α(M2) = ∅.
Claim 5.8. Let φ be a conformal model of (U,∼) extending φS. Then:
(1) pi′1 and pi
′
2 are subwords of τ
′
φ and |pi
′
1|+ |pi
′
2| = |τ
′
φ|,
(2) pi′′1 and pi
′′
2 are subwords of τ
′′
φ and |pi
′′
1 |+ |pi
′′
2 | = |τ
′′
φ |.
(3) for every u ∈ α(M2) and every v ∈ α(M1), either φ(u) and φ(v) are on the opposite
site of φ(a), or there are on the same side of φ(a) and then the chord φ(v) has the
chords φ(u) and φ(a) on the opposite sides.
Proof. The first two statements are obvious. Suppose φ(u) and φ(v) are on the same side
of φ(a), but the chord φ(u) has the chords φ(v) and φ(a) on the opposite side. Then,
φ(u) must intersect some chord from φ(P1) as (P1,∼) is connected. However, this is not
possible as u ‖ P1. 
Our goal is to show that there is unique way to compose the words pi′1 and pi
′
2 and the
words pi′′1 and pi
′′
2 to get a conformal model of (U,∼).
Suppose that there are two non-equivalent models φ1 and φ2 extending φS. We say that
x ∈M1 ∪α(M1) and y ∈M2 ∪α(M2) are mixed in τ
′
φ1
and τ ′φ2 if τ
′
φ1
|{x′, y′} 6= τ ′φ2 |{x
′, y′}
for some x′ ∈ {x0, x1} and y′ ∈ {y0, y1}. That is, x′ and y′ are mixed in τ ′φ1 and τ
′
φ2
if they
occur in τ ′φ1 and τ
′
φ2
in different order. We introduce the notion of being mixed in τ ′′φ1 and
τ ′′φ2 similarly. Clearly, if φ1 and φ2 are non-equivalent, there are vertices x ∈M1 ∪ α(M1)
and y ∈M2 ∪ α(M2) such that x and y are mixed either in τ
′
φ1
and τ ′φ2 or in τ
′′
φ1
and τ ′′φ2 .
Suppose x ∈ M1 ∪ α(M1) and y ∈ M2 ∪ α(M2) are mixed in τ
′
φ1
and τ ′φ2 . We claim that
x ∈M1 and y ∈M2. We can not have x ∈M1 and y ∈ α(M2) as in any conformal model
φ of (U,∼) of the form (3) the chord φ(y) is always on the right side of φ(x) if y ∈ right(x)
or is always on the left side of φ(x) if y ∈ left(x). We can not have x ∈ α(M1) and y ∈M2
as in every conformal model of (U,∼) the chord φ(x) intersects φ(y). Finally, by Claim
5.8.(3) we can not have x ∈ α(M1) and y ∈ α(M2). It means that x ∈ M1 and y ∈ M2
and hence x ∼ y. However, it also means that x and y are mixed in τ ′′φ1 and τ
′′
φ2
. Hence,
from now we abbreviate and we say that x and y are mixed if x and y are mixed in τ ′φ1
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and τ ′φ2 and in τ
′′
φ1
and τ ′′φ2 . Now, we claim that for every x ∈M1 and every y ∈M2:
(4) {x, y} ∼ α(M1) and {x, y} ‖ α(M2) if x and y are mixed.
We prove {x, y} ∼ α(M1). Clearly, y ∼ α(M1) and x ‖ α(M2) by the properties of P1 and
P2. Suppose there is v ∈ α(M2) such that v ‖ x. If this is the case, the relative position of
φ(x) and φ(v) is the same in any conformal model φ of (U,∼) of the form (3). Since φi(y)
intersects φi(v) for every i ∈ [2], x and y can not be mixed. The second statement of (4)
is proved similarly. Note that (C1,∼) is a permutation subgraph of (U,∼) as a ∼ C1.
Hence, if x ∈ M1 is mixed with y ∈ M2 and x ‖ z for some z ∈ M1, then z is also mixed
with y. Similarly, if x ∈ M1 is mixed with y ∈ M2 and t ‖ y for some t ∈ M2, then t is
mixed with x. Now, let
W =
⋃
{{z, t} : z and t are mixed},
that is, W contains all the elements in C1 that are mixed with some other element in C1.
Note that W contains at least two elements as there are at least two elements that are
mixed. Moreover, W ⊂ C1 ( U . Note that W ∼ (C1 rW ) from the observation given
above. Now, by the properties from (4) we conclude that W is a non-trivial module in
(U,∼), which is a contradiction.
Consider the remaining case α(M2) 6= ∅ and α(M1) = ∅. In this setting |M1| = 1.
Suppose M1 = {x}. We show that there is a unique extension of φ2 ≡ a
0
2a
1pi′2a
1
2pi
′′
2a
0 by a
chord φ(x) to a conformal model of (U,∼). We introduce the mixing relation analogously
to the previous case. Using similar ideas as previously we prove that u and x can not be
mixed if u ∈ α(C2). So, x can be mixed only with the elements in M2. Let
W =
⋃
{{x, y} : x and y are mixed}.
Clearly, if there are two non-equivalent conformal models φ1 and φ2 of (U,∼), then x
is mixing with some element y ∈ M2. Then {x, y} ⊂ W ⊂ C1. Using similar ideas as
previously, one can prove that W is a non-trivial module in (U,∼). 
Suppose φ0U and φ
1
U are two conformal models of (U,∼) described by Lemma 5.5.
Inspired by Hsu [15], we define a consistent decomposition of M , the usefulness of which
is highlighted in the upcoming Lemma 5.10. For every i ∈ [k] we introduce an equivalence
relationK in the setMi. Depending on the type ofMi, the relationK is defined as follows:
• If Mi is prime, then vKv
′ for every v, v′ ∈Mi.
• If Mi is parallel, then
vKv′ ⇐⇒
either {v, v′} ⊆ left(u) or {v, v′} ⊆ right(u),
for every u ∈ U rMi.
• If Mi is serial, then
vKv′ ⇐⇒
{left(v) ∩ (U rMi), right(v) ∩ (U rMi)} =
{left(v′) ∩ (U rMi), right(v
′) ∩ (U rMi)}.
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Suppose K(Mi) is a set of equivalence classes of K-relation in the module Mi. The set
K(Mi) is called the consistent decomposition of Mi and the set K(M) =
⋃k
i=1K(Mi) is
called the consistent decomposition of M . The elements of K(Mi) and K(M) are called
the consistent submodules of Mi and M , respectively. See Figure 17 for an illustration.
Mi
Mi
K1
K1
K1
K1
K2
K2
u0
u1
K2
K2
K1
K1
K2
K2
u01
u11
u02
u12
Figure 17. Proper module Mi and its consistent submodules. Chords
associated with the module Mi are in red, chords associated with U are
bolded. From left to right: proper prime Mi has one consistent submodule
Mi, proper parallelMi has two consistent submodules K1 and K2 (u has the
vertices from K1 and K2 on different sides, which proves that the elements
from K1 and the elements from K2 are not in K-relation), proper serial Mi
has two consistent submodules K1 and K2 (the vertices from K1 have u1, u2
on the same size, the vertices fromK2 have {u1, u2} on different sides, which
proves that the elements from K1 are not in K-relation with the elements
from K2).
Claim 5.9. Suppose Mi is a child of M in M(Gov). Then:
(1) if Mi is prime, then K(Mi) = {Mi},
(2) if Mi is serial or parallel, then every consistent submodule of Mi is the union of
some children of Mi in M(Gov).
In particular, every consistent submodule of Mi is a submodule of Mi.
Proof. Note that Mi is proper as Mi is a child of a prime module M . Also, recall that
M is the connected component of Gov containing Mi. Now, statement (1) follows from
Lemma 4.11 applied to the proper prime module Mi and the connected component M
containing Mi.
Statement (2) follows from Lemma 4.12 (Lemma 4.13) applied to the proper parallel
(proper serial, respectively) module Mi and the connected component M of Gov contain-
ing Mi. 
Suppose K1, . . . , Kn is a consistent decomposition ofM . Recall that the set U contains
one element from every child of M . So, |Ki ∩ U | 6 1 for every i ∈ [n]. Fix a set
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S = {s1, . . . , sn} ⊂ M such that U ⊂ S and |Ki ∩ S| = {si} for every i ∈ [n]. Call the
set S a skeleton of M . Thus, the skeleton of M is a superset of U containing exactly one
element si from every consistent submodule Ki of M .
Lemma 5.10. SupposeK1, . . . , Kn is a consistent decomposition ofM and S = {s1, . . . , sn}
is a skeleton of M . Then:
(1) The graph (S,∼) has exactly two conformal models, φ0S and φ
1
S, one being the
reflection of the other.
(2) For every conformal model φ of (M,∼) and every i ∈ [n], the words in φ|Ki form
two contiguous subwords in the circular word φ.
Proof. Without loss of generality we assume that U = {s1, . . . , s|U |}. Let m ∈ {0, 1}. By
Lemma 5.5, (U,∼) has two conformal models φ0U and its reflection φ
1
U . Our proof is based
on the following claim.
(5)
For every j = {|U |, . . . , n} there is a unique conformal model φmj
of ({s1, . . . , sj},∼) such that φ
m
j |U = φ
m
U .
Clearly, statement (1) follows from the claim for j = n.
We prove our claim by induction on j. For j = |U | the claim is trivially satis-
fied. Suppose (5) holds for j = l − 1 for some l > |U |. Our goal is to prove (5) for
j = l. From the inductive hypothesis, there is a unique extension φml−1 of φ
m
U on the set
{s1, . . . , sl−1}. Suppose for a contradiction that there are two non-equivalent conformal
models of ({s1, . . . , sl},∼) extending φ
m
l−1. That is, suppose there are two different place-
ments for the chord of sl in the model φ
m
l−1 that lead to two non-equivalent conformal
models of ({s1, . . . , sl},∼). Equivalently, there is a circular word φ extending φ
m
l−1 by
the letters x0, x1, y0, y1 such that φ′ ≡ φ|{s1, . . . , sl−1, x} and φ
′′ ≡ φ|{s1, . . . , sl−1, y} are
non-equivalent conformal models of ({s1, . . . , sl},∼) if we replace x
0 by s0l and x
1 by s1l
in φ′ and y0 by s0l and y
1 by s1l in φ
′′. Note that for every s ∈ {s1, . . . , sl−1} the circular
word φ satisfies the following properties:
• if s ∈ left(sl), then φ(s) must be on the left side of φ(x) and φ(y).
• if s ∈ right(sl), then φ(s) must be on the right side of φ(x) and φ(y).
• if s ∼ sl, then φ(s) must intersect both φ(x) and φ(y).
We consider two cases depending on whether the chords φ(x) and φ(y) intersect in φ.
Suppose that φ(x) and φ(y) do not intersect. Suppose φ(y) is on the right side of φ(x)
and φ(x) is on the left side of φ(y). Since φ′ and φ′′ are non-equivalent, there is s∗ in
{s1, . . . , sl−1}
∗ such that φ(s∗) is on the right side of φ(x) and on the left side of φ(y).
Since the chord φ(s) can not intersect both φ(x) and φ(y), we have s ‖ sl. But then
φ(s) is on the right side of φ(x) and on the left side of φ(y), which contradicts one of the
properties of φ listed above.
Suppose that φ(y) is on the right side of φ(x) and φ(x) is on the right side of φ(y). Let
s ∈ {s1, . . . , sl−1} be such that s ‖ sl. The chord φ(s) must lie on the right side of φ(x) and
the right side of φ(y) as any other placement of φ(s) will contradict one of the properties
of φ. Furthermore, φ(s) can not have φ(x) and φ(y) on its different sides. Hence, φ(s)
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has both its ends either between φ(x1) and φ(y0) or between φ(y1) and φ(x0). Note that
s and sl belong to different children of M . Otherwise, supposing that s, sl ∈Mi for some
child module Mi of M , the chord φ(u) for any u such that u ∈ U r Mi and u ∼ Mi
can not intersect φ(s), φ(x), and φ(y) at the same time. Thus, there is a path P in the
graph ({s1, . . . , sl},∼) joining s and sl with all the inner vertices in U . Then, there must
be an inner vertex s′ in P such that φ(s′) has φ(x) and φ(y) on its different sides. This
contradicts the properties of φ. The remaining cases are proved similarly.
Suppose that φ(x) and φ(y) intersect. Without loss of generality we assume that
φ|{x, y} ≡ x0y0x1y1. First, note that for every s ∈ {s1, . . . , sl−1} the chord φ(s) can not
have both its ends between φ(x0) and φ(y0). Otherwise, φ(s) would be on the left side of
φ(x) and on the right side of φ(y), which is not possible. For the same reason, φ(s) can
not have both its ends between φ(x1) and φ(y1). Let S ′ be the set of all s ∈ {s1, . . . , sl−1}
such that φ(s) has one end between φ(x0) and φ(y0) and the other end between φ(x1)
and φ(y1). Clearly, S ′ 6= ∅ as φ′ and φ′′ are not equivalent. Observe that S ′ ∪ {sl} is
a proper module in ({s1, . . . , sl},∼). Indeed, for every t ∈ {s1, . . . , sl−1} r S
′ the chord
φ(t) has either both ends between φ(y0) and φ(x1) or between φ(y1) and φ(x0), or has
one of its ends between φ(y0) and φ(x1) and the second between φ(y1) and φ(x0). In any
case, either t ∼ (S ′ ∪ {sl}) or t ‖ (S
′ ∪ {sl}). Note that S
′ ∪ {sl} is properly contained in
{s1, . . . , sl} as otherwise sl ∼ S
′ and (U,∼) would not be prime. Since the setsM1, . . . ,Mk
restricted to {s1, . . . , sl} form a partition of {s1, . . . , sl} into k maximal submodules in
({s1, . . . , sl},∼), we imply that (S
′ ∪ {sl}) ⊆ Mi for some i ∈ [k]. In particular, Mi must
be serial as sl ∼ S
′. Since for every u ∈ U such that u ‖ Mi the chord φ(u) has both
its ends between φ(y0) and φ(x1) or between φ(y1) and φ(x0), we have slKs
′ for every
s′ ∈ S ′. However, it can not be the case as S contains exactly one element from every
consistent submodule of Mi.
To prove statement (2) assume that φ is a conformal model of (M,∼).
Suppose Kj = Mi, where Mi is a prime child of M . Then, statement (2) follows
from Lemma 4.11 applied to the prime module Mi contained in the connected component
(M,∼).
Suppose Kj is a consistent submodule of Mi, where Mi is a serial child of M . Since
M is prime, there is x ∈ M rMi such that x ∼ Mi. Suppose that x ∈ Mi′ for some
i′ ∈ [k] different than i. By Claim 4.5, φ|Kj ∪ {x} ≡ x
0τx1τ ′, where (τ, τ
′
) is an oriented
permutation model of (Kj,∼). Denote by l
0 and l3 the first and the last letter from K∗j ,
respectively, if we traverse φ from φ(x0) to φ(x1). Similarly, denote by r0 and r3 the first
and the last letter from K∗j , respectively, if we traverse φ from φ(x
1) to φ(x0).
We claim that there is u ∈ U rMi such that φ(u) has both its ends either between
φ(l3) and φ(r0) or between φ(r3) and φ(l0). Assume otherwise. Let T be the set of all
t ∈ M such that φ(t) has one end between φ(l3) and φ(r0) and the second end between
φ(r3) and φ(l0). Note that T 6= ∅ as x ∈ T . We claim that Mi ∪ T is a module in (M,∼).
Indeed, for every v ∈M r (Mi ∪T ) the chord φ(v) has both its ends either between φ(l
0)
and φ(l3) or between φ(r0) and φ(r3). In particular, we have u ‖ (Mi ∪ T ), which proves
that Mi ∪ T is a module in (M,∼). Since M is prime, there is v ∈ M rMi such that
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v ‖ Mi. In particular, v is not in T , Mi ∪ T ( M , and hence (Mi ∪ T ) is a non-trivial
module in (M,∼). However, this contradicts the fact that Mi is a maximal non-trivial
module in (M,∼). This completes the proof that there is u ∈ U rMi such that φ(u) has
both its ends either between φ(l3) and φ(r0) or between φ(r3) and φ(l0).
Now, suppose that φ|Kj does not form two contiguous subwords in φ|M . That is,
there is y ∈M rKj such that φ(y) has an end between φ(l
0) and φ(l3) or between φ(r0)
and φ(r3). Assume that φ(y0) is between φ(l0) and φ(l3) – the other case is handled
analogously. The end φ(y0) splits Kj into two sets:
K
′
j = {v ∈ Kj : φ(v) has an end between φ(l
0) and φ(y0)}, and
K
′′
j = {v ∈ Kj : φ(v) has an end between φ(y
0) and φ(l3)}.
By Lemma 4.13, K
′
j and K
′′
j are the unions of some children of Mi. Denote by l
1 and l2
the last and the first labeled letter from the sets K ′j and K
′′
j , respectively, if we traverse
φ from φ(x0) to φ(x1). Similarly, denote by r1 and r2 the last and the first labeled letter
from the sets K ′j and K
′′
j , respectively, if we traverse φ from φ(x
1) to φ(x0). Assume that
y ‖ Kj. Then, y is not in Mi as Mi is serial. Suppose that y ∈ Ml for some l 6= [k]
different than i. Let P be a shortest path in (M,∼) that joins y and Mi with all the
inner vertices in U . Let v be a neighbor of y in P . Clearly, the chord φ(v) either has
both ends between φ(l1) and φ(l2) or has one end between φ(l1) and φ(l2) and the second
end between φ(r1) and φ(r2). In any case, every chord from φ(Ml) has either both ends
between φ(l1) and φ(l2) or both ends between φ(r1) and φ(r2). Let u′ be the only vertex
in Ml ∩ U . Now, note that u, u
′ ∈ U rMi witness that (v
′, v′′) /∈ K for every v′ ∈ K ′j
and every v′′ ∈ K ′′j , which contradicts that Kj is an equivalence class of K-relation in Mi.
Assume that y ∼ Kj . Then φ(y
1) must be between φ(r1) and φ(r2). If y ∈Mi, then yKv
for every v ∈ Kj, which contradicts that Kj is an equivalence class of K-relation in Mi.
So, y /∈ Mi. Then, using an analogous argument as for the existence of u, we show that
there is u′ ∈ U rMi such that u
′ ‖Mi and φ(u
′) has both ends either between φ(l1) and
φ(l2) or between φ(r1) and φ(r2). Consequently, u and u′ witness that (v′, v′′) /∈ K for
every v′ ∈ K
′
j and every v
′′ ∈ K
′′
j – a contradiction.
Suppose Kj is a consistent submodule of a parallel moduleMi. Since M is prime, there
is x ∈ M rMi such that x ∼Mi. From Claim 4.5, φ|(Kj ∪ {x}) ≡ x
0τx1τ ′, where (τ, τ ′)
is an oriented permutation model of (Kj,∼). Let l
0 and l3 be the first and the last letter
from K∗j if we traverse φ from x
0 to x1. Similarly, let r0 and r3 be the first and the last
letter from K∗j if we traverse φ from x
1 to x0. Suppose statement (2) does not hold. That
is, there is y ∈ (M rKj) such that φ(y) has one of its ends between φ(l
0) and φ(l3) or
between φ(r0) and φ(r3). Suppose that φ(u0) lies between φ(l0) and φ(l3); the other cases
are handled analogously. Split Kj into two subsets, K
′
j and K
′′
j , where
K ′j = {v ∈ Kj : φ(v) has an end between φ(l
0) and φ(y0)}, and
K ′′j = {v ∈ Kj : φ(v) has an end between φ(y
0) and φ(l3)}.
By Lemma 4.12, K ′j and K
′′
j are the unions of some children of Mi. Denote by l
1 and
l2 the last and the first labeled letter in K ′j and K
′′
j , respectively, if we traverse φ from
TESTING ISOMORPHISM OF CIRCULAR-ARC GRAPHS 37
φ(l0) to φ(l3). Similarly, denote by r1 and r2 the last and the first labeled letter in K ′′j
and K ′j , respectively, if we traverse φ from φ(r
0) to φ(r3). Since φ(y) can not intersect
the chords from φ(K ′j) and from φ(K
′′
j ) at the same time, we have y ‖ Kj. Suppose φ(y)
has both ends between φ(l1) and φ(l2). Then we have y /∈ Mi as φ(y) does not intersect
φ(x). Again, using the idea of the shortest path between y andMi with the inner vertices
in (U,∼), we show that there is u ∈ U rMi such that φ(u) has one end between φ(l
1)
and φ(l2) and the second one between φ(r1) and φ(r2). Then, the vertex u proves that
the vertices from K ′j and the vertices from K
′′
j are not in K-relation, which can not be
the case. So, suppose φ(y1) is between φ(r1) and φ(r2). Note that y /∈ Mi. Otherwise,
y would be in K-relation with any vertex from Kj, which would contradict that Kj is
an equivalence class of K-relation in Mi. Suppose that y ∈ Ml for some l ∈ [k] different
than i. Note that x /∈ Ml as x ∼ Kj and y ‖ Kj . Hence, x ∼ Ml. Then, every chord
from φ(Ml) has its ends on both sides of φ(x). Moreover, every chord from φ(Ml) has
one end between φ(l1) and φ(l2) and the second one between φ(r1) and φ(r2) as Ml ‖Mi.
Hence, a vertex u ∈ U ∩Ml shows that the vertices from K
′
j are not in K-relation with
the vertices in K ′′j , a contradiction. 
Let φ be a conformal model of (M,∼). By Lemma 5.5.(1),
φ|S = φmS for some m ∈ [2],
where φ0S and its reflection φ
1
S are the only two conformal models of (S,∼). Let Ki be
a consistent submodule of M for some i ∈ [n]. Suppose τ 0i,φ and τ
1
i,φ are two contiguous
subwords of φ in φ|Ki enumerated such that τ
j
i,φ contains the letter s
j
i for j ∈ {0, 1} – see
Lemma 5.10.(2). Let Kji,φ be the set of the letters contained in τ
j
i,φ for j ∈ {0, 1}. Note
that K0i,φ, K
1
i,φ are labeled copies of Ki and {K
0
i,φ, K
1
i,φ} forms a partition of K
∗
i . Clearly,
(τ 0i,φ, τ
1
i,φ) is an oriented permutation model of (Ki,∼). Let (<
0
Ki,φ
,≺0Ki,φ) be the transi-
tive orientations of (Ki, ‖) and (Ki,∼), respectively, corresponding to the non-oriented
permutation model (τ 0i,φ, τ
1
i,φ) of (Ki,∼). Finally, let pi(φ) be a circular permutation of
K01,φ, K
1
1,φ, . . . , K
0
n,φ, K
1
n,φ that arises from φ by replacing every contiguous word φ|K
j
i,φ by
the set Kji . It turns out that the sets K
j
i,φ and the transitive orientations <
0
i,φ of (Ki, ‖)
do not depend on the choice of a conformal model φ of Gov. Moreover, pi(φ) may take
only two values depending on whether φ|S ≡ φ0S or φ|S ≡ φ
1
S.
Claim 5.11. For every i ∈ [n] there are labeled copies K0i and K
1
i of Ki forming a
partition of K∗i and a transitive orientation <Ki of (Ki, ‖) such that
(K0i,φ, K
1
i,φ, <
0
Ki,φ
) = (K0i , K
1
i , <Ki)
for every conformal model φ of (M,∼)
and every i ∈ [n].
Moreover, there are circular permutations pi0(M), pi1(M) of {K
0
1 , K
1
0 , . . . , K
0
n, K
1
n}, where
pi0(M) is the reflection of pi1(M), such that
pi(φ) =
{
pi0(M) if φ|S = φ
0
S
pi1(M) if φ|S = φ
1
S
for every conformal model φ of (M,∼).
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Proof. The second part of the claim follows directly from Lemma 5.10. In particular, note
that pim(M) for m ∈ [2] is obtained from φ
m
S by replacing every labeled letter s
0
i by K
0
i
and s1i by K
1
i . The first part of the claim is proved similarly to Claim 5.1: in particular,
for every vertex v ∈ Ki the algorithm may decide whether v
0 ∈ K0i or v
0 ∈ K1i basing on
whether the vertices si and v have the vertex sj on the same side, where sj is such that
sj ‖ Ki. Given the sets K
0
i and K
1
i , the relation <Ki is computed in the same way as in
Claim 5.1. 
The elements of the set {K0i , K
1
i , . . . , K
0
n, K
1
n} are called the slots of M , pi0(M), pi1(M)
are called the circular permutations of the slots in the moduleM , and the triple (K0i , K
1, <Ki),
denoted by Ki, is called the metaedge of Ki.
Now, we extend the notion of an admissible model to the metaedges associated with
consistent submodules ofM and to the circular orientations of the slots pi0(M) and pi1(M).
Definition 5.12. Let Ki be a consistent submodule of M and let Ki = (K
0
i , K
1
i , <Ki) be
the metaedge of Ki. A pair (τ
0, τ 1) is an admissible model for Ki if:
• τ 0 is a permutation of K0i ,
• τ 1 is a permutation of K1i ,
• (τ 0, τ 1) is an oriented permutation model of (Ki,∼) that corresponds to the pair
(<,≺) of transitive orientations of (Ki, ‖) and (Ki,∼), respectively, where < =
<Ki.
Definition 5.13. Let m ∈ {0, 1}, let M be an improper prime module in M(Gov), and
let pim(M) be the circular permutation of the slots of M . A circular word φ on the set M
∗
is an admissible model for pim(M) if φ arises from pim(M) by exchanging every slot K
j
i
by a permutation τ ji , where the words τ
0
i , τ
1
i are such that (τ
0
i , τ
1
i ) is an admissible model
for Ki.
The next theorem provides a description of all conformal models of (M,∼).
Theorem 5.14. Suppose G is a circular-arc graph with no twins and no universal vertices.
Suppose M is an improper prime module in M(Gov). A circular word φ is a conformal
model of (M,∼) if and only if φ is an admissible model for pim(M) for some m ∈ {0, 1}.
Proof. Suppose φ is conformal model of (M,∼). By Claim 5.11 we get pi(φ) = pim(M) for
some m ∈ {0, 1} and (φ|K0i , φ|K
1
i ) is an admissible model for Ki for every i ∈ [n]. Thus,
φ is admissible for pim(M).
Suppose φ is an admissible model for pim(M) for some m ∈ {0, 1}. Since G is a
circular-arc graph, Gov has a conformal model. Hence, (M,∼) has a conformal model,
say φ′. Since the reflection of a conformal model is also conformal, we may assume that
pi(φ′) = pim(M). Now, we start with φ
′ and for every i ∈ [n] we replace the words
(φ′|K0i , φ
′|K1i ) in φ
′ by the words (φ|K0i , φ|K
1
i ), respectively. Finally, we obtain the model
φ. Since <0Ki,φ = <
0
Ki,φ′
= <Ki, one can easily check that after every transformation the
chords φ(v) and φ′(v) have on its both sides the chords representing exactly the same sets
of vertices. This proves that φ is also conformal. 
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The above theorem characterizes all conformal models of Gov in the case when (V,∼)
and (V, ‖) are connected. Indeed, in this case V is an improper prime module in M(Gov)
and hence Theorem 5.14 applies. Figure 18 shows a schematic picture of some conformal
models of Gov. To get the full picture of a normalized model one needs to expand every
K1
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K0
1
K1
2
K0
2
K1
3
K0
3
K1
4
K0
4
K1
5
K0
5
K1
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K0
1
K0
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K1
2
K0
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K1
3
K0
4
K1
4
K0
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K1
5
Figure 18.
metaedge (K0i , K
1
i , <Ki) to show an admissible model hidden behind it.
To transform a normalized model of Gov into a normalized model of Gov we can reflect
the circular permutation of the slots ofM and we can replace an admissible model hidden
under every metaedge. Theorem 5.14 asserts that such operations are complete, that is,
we can transform one normalized model into any other by performing such operations.
5.4. Conformal representations of improper parallel modules. The results from
the first subsection of this section are taken from [15] by Hsu. The notion of an admissible
model for prime children of V was also partially inspired by [15].
Suppose G is a circular-arc graphs with no twins and no universal vertices such that
its overlap graph Gov = (V,∼) is disconnected. In this case, V is an improper parallel
module in M(Gov). Denote the children of V in M(Gov) by M(V ). Note that every
module M in M(V ) is either improper prime or improper serial.
5.4.1. TNM tree. Let M be a module in M(V ) and let v ∈ V rM . Observe that either
M ⊆ left(v) and then we say M is on the left side of v or M ⊆ right(v) and then
we say M is on the right side of v. Let M1 and M2 be two disjoint sets of modules
from M(V ) and let v /∈
⋃
M1 ∪
⋃
M2. We say that v separates M1 and M2 if either⋃
M1 ⊂ left(v) and
⋃
M2 ⊂ right(v) or
⋃
M2 ⊂ left(v) and
⋃
M1 ⊂ right(v). We
say that v separates M1 and M2 if v separates {M1} and {M2} – see Figure 19 for an
example. We use analogous phrases to describe the mutual position of the corresponding
sets of chords in conformal models φ of Gov.
Two modulesM1,M2 ∈M(V ) are non-separated if there is no vertex v ∈ V r(M1∪M2)
that separates M1 andM2. A set N ⊆M(V ) is a node in (V,∼) if N is a maximal subset
of pairwise non-separated modules from M(V ).
Let TNM be a bipartite graph with the set of vertices containing all the modules in
M(V ) and all the nodes in Gov and the set of edges joining every module M and every
node N such that M ∈ N – see Figure 19 for an example.
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M1
M2
M3M4
M5
N1
N2
N3
φ(v)
M1M4
M3
M2
M5
N1
N3
N2
Figure 19. The schematic picture of TNM tree with the nodes N1, N2, N3
and the modules M1,M2,M3,M4,M5. The chord φ(v) separates {M4} and
{M2,M3,M5}. The maximal subsets consisting of non-separated modules
are {M1,M2,M3}, {M1,M4}, and {M1,M5}, which correspond to the nodes
N1, N2, and N3, respectively.
Let NT [M ] denote the neighbours of a module M in TNM and let NT [N ] denote the
neighbors of a node N in TNM .
Claim 5.15. The following statements hold:
(1) For every moduleM ∈ TNM and every two nodes N1, N2 ∈ NT [M ] there is a vertex
v ∈M that separates the modules in N1 r {M} and the modules in N2 r {M}.
(2) The bipartite graph TNM is a tree. All leaves of TNM are in the set M(V ).
Proof. LetM be a module in TNM and let N1, N2 be two different nodes adjacent toM in
TNM . Since N1, N2 are different maximal subsets of pairwise non-separated modules from
M(V ), there is a module M1 ∈ N1 rN2 and a module M2 ∈ N2 rN1 such that M1 and
M2 are separated by some v ∈ V r (M1∪M2). Suppose M1 ⊂ left(v) andM2 ⊂ right(v).
Suppose v /∈ M . Then, depending on whether M ⊂ right(v) or M ⊂ left(v), v separates
either M and M1 or M and M2. Hence, either N1 or N2 is not a node of Gov. So, v ∈M .
Now, the modules from N1r{M} are on the left side of v and the modules from N2r{M}
are on the right side of v as otherwise N1 or N2 is not a node of Gov. This proves (1).
Now, we show that TNM is a tree. First we prove that TNM contains no cycles. Suppose
that M1N1 . . .MkNk is a cycle in TNM , for some k > 2. Since N1, Nk are neighbors of M1
in TNM , there is v ∈ M1 that separates the modules in N1 r {M1} and the modules in
Nk r {M1}. So, v separates M2 and Mk. In particular, M2 and Mk can not be in a node
of Gov, and hence k > 3. Since M2 and Mk are separated by v, there is i ∈ [2, k− 1] such
that Mi and Mi+1 are also separated by v. So, Mi and Mi+1 can not be contained in a
node of Gov, which is not the case as Ni contains both Mi and Mi+1. This shows that
TNM is a forest.
To show that TNM has all leaves in the set M(V ) it suffices to prove that every node
in Gov contains at least two modules. Suppose for a contradiction that {M} is a node
in TNM , for some M ∈ M(V ). Let φ be a conformal model of Gov. Pick a vertex
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u ∈ V rM and a vertex v ∈ M such that u∗ and v∗ are two consecutive labeled letters
in φ for some u∗ ∈ {u0, u1} and v∗ ∈ {v0, v1}. Then, note that M and the module from
M(V ) containing u are non-separated, which shows that {M} can not be a node in Gov.
It remains to show that TNM is connected. Suppose TNM is a forest and suppose φ is
any conformal model of Gov. Then, there are vertices u and v such that u
∗ and v∗ are
consecutive in φ, u∗ ∈ {u0, u1}, v∗ ∈ {v0, v1}, u ∈ Mu, v ∈ Mv, and Mu and Mv are
modules fromM(V ) which are in different connected components of TNM . By the choice
of u and v there is no vertex in M r (Mu ∪Mv) that separates Mu and Mv. So, Mu and
Mv are adjacent to some node of Gov in TNM , which contradicts that Mu and Mv are in
different connected components of TNM . 
Let M be a module and N be a node such that M and N are adjacent in TNM . Let
TNMrM be a forest obtained from TNM by deleting the moduleM and let VTrM(N) be the
set of all vertices contained in the modules from the connected component of TNM rM
containing N . Similarly, let TNM r N be a forest obtained from TNM by deleting the
node N and let VTrN(M) be the set of all vertices contained in the modules from the
connected component of TNM rN containing M . In the example shown in Figure 19, we
have VTrM1(N1) =M2 ∪M3, VTrM1(N2) =M4, VTrN3(M1) =M1 ∪M2 ∪M3 ∪M4.
Claim 5.16. Suppose M is a module in TNM , N is a node adjacent to M in TNM and v
is a vertex in M . Then, either VTrM(N) ⊂ left(v) or VTrM(N) ⊂ right(v).
Proof. Let FN be a connected component of TNM rM containing N . Suppose there are
two modules M1,M2 ∈ FN such that M1 ⊂ left(v) and M2 ⊂ right(v). Let P be a path
between M1 andM2 in FN . Clearly, there are three consecutive elements M
′
1N
′M ′2 on the
path P such that M ′1 ∈ left(v) and M
′
2 ∈ right(v). Thus, M
′
1 and M
′
2 are separated by
v, which contradicts M ′1,M
′
2 ∈ N
′. 
Let M be a module in TNM , N,N
′ be two nodes adjacent to M in TNM , and v be a
vertex in M . We say that:
• VTrM(N) (or shortly N) is on the left (right) side of v if VTrM(N) ⊂ left(v)
(VTrM(N) ⊂ right(v), respectively),
• v separates VTrM(N) and VTrM(N
′) (or shortly v separates N and N ′) if v has N
and N ′ on its different sides.
We use similar phrases to describe the mutual location of the corresponding sets of chords
in conformal models of Gov.
Claim 5.17. Let M be a module in TNM , N be a node in TNM , and φ be a conformal
model of Gov. Then:
(1) For every node N ′ ∈ NT [M ] the set φ|VTrM(N
′) contains a single contiguous
subword of φ. Moreover, for every two different nodes N ′, N ′′ ∈ NT [M ] there is
v ∈M such that φ(v) separates φ|VTrM(N
′) and φ|VTrM(N
′′).
(2) For every module M ′ ∈ NT [N ] the set φ|VTrN(M
′) contains a single contiguous
subword of φ.
See Figure 20 for an illustration.
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Proof. Statement (1) follows from Claim 5.17 and Claim 5.15.(1)
Since N is a maximal subset of M(V ) containing pairwise non-separated modules,
φ|M ′ is a contiguous word in the circular word φ|(
⋃
N). Now, statement (1) applied to
the neighbors of the module M ′ different than N proves that φ|VTrN(M
′) is a contiguous
subword of φ. 
Let φ be a conformal model of Gov, M be a module in TNM , and N be a node in TNM .
For every N ′ ∈ NT [M ] we replace the contiguous subword φ|VTrM(N
′) in φ by the letter
N ′. We denote the circular word arisen this way by φ|(M ∪NT [M ]). Similarly, for every
M ′ ∈ NT [N ] we replace the contiguous subword φ|VTrN(M
′) in φ by the letter M ′. We
denote the circular word arisen this way by φ|NT [N ]. See Figure 20 for an illustration.
Note that φ|NT [N ] is a circular permutation of the modules from the set NT [N ], for every
φ|VTrM1 (N1)
φ|VTrM1 (N2) φ|VTrM1 (N3)
τ1
τ3
τ2M1
M2
M3
M4
M5
N1
N2
N3
M1
φ|VTrN1 (M1)
M2
φ|VTrN1 (M2)
M3
φ|VTrN1 (M3)
M4
M5
N1
N2
N3
Figure 20. A normalized model φ and contiguous subwords:
φ|VTrM1(N1), φ|VTrM1(N2), and φ|VTrM1(N3) (to the left), and
φ|VTrN1(M1), φ|VTrN1(M2), and φ|VTrN1(M3) (to the right). The circular
word φ|(M1 ∪NT [M1]) ≡ τ1N1τ2N3τ3N2 and the circular word φ|NT [N1] ≡
M1M3M2.
node N in TNM . Now, our goal is to describe the circular words φ|(M ∪ NT [M ]) that
arise from conformal models φ for all the modules M in TNM . To accomplish our task,
we consider two cases: M is prime and M is serial.
5.4.2. M is prime. Fix a prime module M in TNM . Suppose φ is a conformal model of
Gov. Denote by φ
′ the circular word φ|(M ∪NT [M ]). Clearly, φ|M is a conformal model
of (M,∼). Let S be a slot in pi(φ|M). Let τφ′(S) be the smallest contiguous subword of
φ′ containing all the letters from S and containing no letter from other slots of pi(φ|M).
Clearly, τφ′(S)|S is a permutation of S. From Claim 5.17.(1) we deduce that τφ′ has the
form
τφ′(S) = τ
1
φ′ N
1
φ′ τ
2
φ′ . . . τ
l−1
φ′ N
(l−1)
φ′ τ
l
φ′ for some l > 1,
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where N1φ′ , . . . , N
(l−1)
φ′ is a sequence of all nodes from NT [M ] occurring in τφ′(S) (possibly
empty) and τ 1φ′ , . . . , τ
l
φ′ are non-empty words satisfying τ
1
φ′ · . . . · τ
l
φ′ = τφ′(S)|S. Next, let
pφ′(S) = (S
1
φ′, N
1
φ′, S
2
φ′, . . . , S
l−1
φ′ , N
(l−1)
φ′ , S
l
φ′),
where Siφ′ is the set containing all labeled letters from the word τ
i
φ′ for i ∈ [l]. In partic-
ular, note that (S1φ′, . . . , S
l
φ′) is an ordered partition of the slot S – see Figure 21 for an
illustration.
S
S ′
v1
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Figure 21. Pattern of the slot S: ({v11, v
0
2}, N1, {v
1
3, v
1
4}, N2, {v
0
5, v
0
6, v
1
7}).
Pattern of the slot S ′: ({v15}, N3, {v
0
4, v
0
7, v
1
6, v
1
2}, N4, {v
0
1, v
0
3}).
Now, let (S, T ) be two consecutive slots in piφ′|M(M). Denote by pφ′(S, T ) the set of
all nodes from NT [M ] that appear between τφ′(S) and τφ′(T ) in the circular word φ
′.
Claim 5.17.(1) proves that the set pφ′(S, T ) is either empty or contains exactly one node.
Similarly to the previous sections, it turns out that pφ′(S) and pφ′(S, T ) do not depend
on the choice of φ provided we choose φ from the set of conformal models admitting the
same circular order of the slots.
Claim 5.18. Let m ∈ {0, 1} and let M be a prime module in TNM .
(1) For every slot S in pim(M) there exists a sequence
pm(S) = (S
1
m, N
1
m, S
2
m, . . . , S
l−1
m , N
l−1
m , S
l
m)
where (S1m, . . . , S
l
m) is an ordered partition of S and N
1
m, . . . , N
l−1
m are nodes from
NT [M ] such that
pm(S) = pφ|(M∪NT [M ])(S)
for every conformal model of Gov such that pi(φ|M) = pim(M).
(2) For every two consecutive slots (S, T ) in pim(M) there exists a set pm(S, T ) ⊂
NT [M ] such that
pm(S, T ) = pφ|(M∪NT [M ])(S, T )
for every conformal model φ of Gov such that pi(φ|M) = pim(M).
Proof. The algorithm computes pm(S) and pm(S, T ) as follows. It starts with the circular
orientation pim(M). Then, for every node N ∈ NT [M ] it finds a slot S in pim(M) or two
consecutive slots (S, T ) in pim(M) where the node N must be placed, basing on whether
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VTrM(N) is on the left or right side of v, for every v ∈ M . Clearly, when the algorithm
inserts N to S, the pattern of S needs to be updated accordingly.
From the perspective of the slot S, the algorithm works as follows. LetK be a consistent
submodule ofM associated with the slot S. Let v be a vertex inMrK such that v ∼ K;
such a vertex exists as M is prime. Let L be a consistent submodule of M containing v.
Assume that v is oriented from L0 to L1 and S appears between L0 and L1 in pim(M) (for
the other case the algorithm works similarly). The algorithm starts with pm(S) = (S).
Then, for every node N ∈ NT [M ] such that VTrM(N) ⊂ left(v) the algorithm computes
the sets S1 and S2, where
S1 =
{s0 ∈ S : N is on the left side of s} ∪
{s1 ∈ S : N is on the right side of s}
and
S2 = S r S1.
If S1 = ∅ or S2 = ∅, the algorithm does nothing. Otherwise, the algorithm refines pm(S)
by (S1, N, S2), which means that it finds the unique set S
′ ∈ pm(S) such that S
′ ∩ S1 6= ∅
and S ′ ∩ S2 6= ∅ and then it replaces S
′ in pm(S) by the triple (S
′ ∩ S1, N, S
′ ∩ S2). 
Given a slot S of pim(M), pm(S) is called the pattern of the slot S in pim(M), the
sequence (N1, . . . , Nl−1) is called the sequence of the nodes in the slot S in pim(M), and
(S1, . . . , Sl) is called the ordered partition of the slot S in pim(M). For every two con-
secutive slots (S, T ) in pim(M), pm(S, T ) is called the set of nodes between S and T in
pim(M).
Suppose K1, . . . , Kn is a consistent decomposition of M and Ki = (K
0
i , K
1
i , <Ki) is the
metaedge of Ki for i ∈ [n]. With respect to the metaedge Ki, we naturally divide the
nodes from NT [M ] into three categories:
• N is on the left side of Ki, written N ∈ left(Ki), if N is on the left side of any
v ∈ Ki oriented from K
0
i to K
1
i and N is on the right side of any v ∈ Ki oriented
from K1i to K
0
i ,
• N is on the right side of Ki, written N ∈ right(Ki), if N is on the right side of any
v ∈ Ki oriented from K
0
i to K
1
i and N is on the left side of any v ∈ Ki oriented
from K1i to K
0
i
• N is inside Ki, written N ∈ inside(Ki), if neither of the previous conditions hold.
In particular, the set inside(Ki) contains exactly the nodes that appear in the patterns
p0(K
0
i ) and p0(K
1
i ) as well as in the patterns p1(K
0
i ) or p1(K
1
i ). Indeed, note that for
every N ∈ NT [M ], N appears in p0(K
0
i ) iff N appears in p1(K
1
j ) and N appears in p0(K
1
j )
iff N appears in p1(K
0
i ) – see Figure 22 demonstrating the changes in the patterns after
the reflection of a normalized model φ.
Now, we enrich the metaedge (K0i , K
1
i , <Ki) in pim(M) by the patterns pm(K
0
i ) and
pm(K
1
i ), obtaining two extended metaedges of Ki, Ki,0 and Ki,1, where
Ki,m = (K
0
i , K
1
i , <Ki, pm(K
0
i ), pm(K
1
i )) for every m ∈ {0, 1}.
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Figure 22. The restriction of a conformal model φ to the set
(Ki ∪ NT (Ki)) and the restriction of φ
R to the set (Ki ∪ NT (Ki)).
Assuming pi(φ|M) = pi0(M) and pi(φ
R|M) = pi1(M), the pair
(v11v
0
2N1v
1
3v
1
4N2v
0
5v
0
6v
1
7, v
1
5N3v
0
4v
0
7v
1
6v
1
2N4v
0
1v
0
3) is an admissible model for Ki,0,
the pair (v07v
1
6v
1
5N2v
0
4v
0
3N1v
1
2v
0
1, v
1
3v
1
1N4v
0
2v
0
6v
1
7v
1
4N3v
0
5) is an admissible model
for Ki,1.
Further, we extend the notion of an admissible model to the extended metaedges of Ki.
As before, the definition given below is formulated so as the restriction of φ|(M ∪NT (M))
to the slots K0i and K
1
i forms an admissible model for the extended Ki,m provided φ is
conformal model such that pim(φ|M) = pim(M) – see Figure 22.
Definition 5.19. Let m ∈ {0, 1}, let Ki be a consistent submodule of M , and let Ki,m =
(K0i , K
1
i , <Ki, pm(K
0
i ), pm(K
1
i )) be the extended metaedge of Ki. A pair (τ
0, τ 1), where τ 0
and τ 1 are words containing all the labeled letters from K0i ∪K
1
i and all the nodes from
inside(Ki), forms an extended admissible model for the extended metaedge Ki,m if
• (τ 0|K0i , τ
1|K1i ) is an admissible model for (K
0
i , K
1
i , <Ki),
• the order of the nodes in τ j equals to the order of the nodes in pm(K
j
i ), for every
j ∈ {0, 1},
• the ordered partition of Kji arisen from τ
j equals to the ordered partition of Kji in
pm(K
j
i ), for every j ∈ {0, 1}.
Claim 5.20. Let M be a prime module in TNM . Let φ be a conformal model of Gov such
that pi(φ|M) ≡ pim(M) and let φ
′ ≡ φ|(M ∪NT [M ]). Then:
• (τφ′(K
0
i ), τφ′(K
1
i )) is an extended admissible model for Km,
• (τφ′(K
1
i ), τφ′(K
0
i )) is an extended admissible model for Km.
In the next definition we use the same notation for circular words onM∗∪NT [M ] as we
have introduced in the beginning of this subsection for circular words φ′ ≡M∗ ∪NT (M).
Definition 5.21. Let M be a prime module in TNM and let m ∈ {0, 1}. A circular word
φ′ on the set of letters M∗ ∪NT [M ] is an extended admissible model for the order of the
slots pim(M) if
• φ′|M is an admissible model of (M,∼) such that pi(φ′|M) = pim(M),
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• for every slot Ki in pim(M) the pair (τφ′(K
0
i ), τφ′(K
1
i )) is an admissible model
for Ki,m,
• for every two consecutive slots (S, T ) in pim(M), piφ′(S, T ) = pm(S, T ).
A circular word φ′ on the set of letters M∗ ∪NT [M ] is an extended admissible model for
(M,∼) if φ′ is extended admissible model for pim(M) for some m ∈ {0, 1}.
Again, the previous definition was formulated so as the following claim holds.
Claim 5.22. If φ is a conformal model of Gov such that pi(φ|M) = pim(M)) for some prime
module M in TNM , then φ|(M ∪NT [M ]) is an extended admissible model for pim(M).
Note that the reflection of an extended admissible model for pi0(M) is an extended
admissible model for pi1(M).
5.4.3. M is serial. Suppose that M is a serial module in TNM . Suppose M1, . . . ,Mk are
the children of M in M(Gov). Clearly, every Mi is a proper prime or a proper parallel
module inM(Gov). Suppose for every i ∈ [k] a representant of Mi is fixed, and hence the
metaedge Mi = (M
0
i ,M
1
i , <Mi) is defined.
It turns out that for serial modules in TNM we can provide a similar descriptions of the
restrictions of conformal models φ to the set M ∪NT (M) as we have obtained for prime
ones. To have such a description, we need to partition M into consistent submodules of
M . If inside(Mi) 6= ∅, Mi is a consistent submodule of M . In the set of the remaining
vertices in M , that is, in the set
⋃
{Mi : i ∈ [k] and inside(Mi) = ∅} we introduce an
equivalence relation K defined such that
uKv ⇐⇒
{left(u) ∩ (V rM), right(u) ∩ (V rM)} =
{left(v) ∩ (V rM), right(v) ∩ (V rM)}.
The equivalence classes of K are the remaining consistent submodules of M . Note that
every consistent submodule of M is the union of some children of M . The set of all
consistent submodules of M forms a partition of M , called the consistent decomposition
of the serial module M . Note that it might happen that M has only one consistent
submodule. This take place when inside(Mi) = ∅ for every child Mi of M and when
every conformal model φ of Gov is of the form
(6) φ|(M ∪NT [M ]) ≡ τNτ
′N ′ or φ|(M ∪NT [M ]) ≡ τNτ
′,
where (τ, τ ′) is the permutation model of (M,∼), and N,N ′ are the only nodes in NT [M ]
if the first case holds and N is the only node in NT [M ] if the latter case holds.
Suppose K1, . . . , Kn is a consistent decomposition of M . A skeleton of M is a subset
{s1, . . . , sn} of M such that si ∈ Ki for every i ∈ [n]. The next lemma can be seen as an
analogue of Lemma 5.10.
Lemma 5.23. Suppose M is a serial module in M(V ), K1, . . . , Kn is a consistent de-
composition of M , and S = {s1, . . . , sn} is a skeleton of M . Then:
(1) There exist two conformal models φ0S and φ
1
S of (S,∼), one being the reflection of
the other, such that for every conformal model φ of Gov we have φ|S ≡ φ
m
S for
some m ∈ {0, 1}.
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(2) If n > 2, for every conformal model φ of Gov and every i ∈ [n], the set φ|Ki
consists of two contiguous subwords of the circular word φ|M .
Proof. Suppose K1, . . . , Kn are enumerated such that i < j if inside(Ki) 6= ∅ and
inside(Kj) = ∅. Let Si = {s1, . . . , si}. Note that (Si,∼) is a clique for every i ∈ [n]. We
claim that for every i ∈ [2, n] there exist two models of (Si,∼), say φ
0
Si
and its reflection
φ1Si, such that for every conformal model φ of Gov, either
φ|Si ≡ φ
0
Si
or φ|Si ≡ φ
1
Si
.
Then (1) follows from the claim for i = n. We prove the claim by induction on i. Note
that (S2,∼) has two conformal models,
φ0S2 ≡ s
0
1s
0
2s
1
1s
1
2 and φ
1
S2
≡ s01s
1
2s
1
1s
0
2,
and φ0S2 is the reflection of φ
1
S2
. So, the claim holds for i = 2. Suppose the claim holds
for i = j− 1 for some j ∈ [3, n]. To show the claim for i = j it suffices to show that there
is a unique extension φ0Sj of φ
0
Sj−1
on the set Sj , such that φ|Sj ≡ φ
0
Sj
holds for every
conformal model φ of Gov such that φ|Sj−1 ≡ φ
0
Sj−1
. Suppose for a contradiction that
there are two conformal models of Gov, φ and φ
′, such that φ|Sj−1 ≡ φ
′|Sj−1 ≡ φ
0
Sj−1
and
φ|Sj 6≡ φ
′|Sj. That is, the chords φ(sj) and φ
′(sj) extend φ
0
Sj−1
into two non-equivalent
models. Hence, there are two different vertices sl, sk ∈ Sj−1 such that
φ(s0
l
) = φ′(s0
l
) φ(s1
l
) = φ′(s1
l
)
φ(s0
k
) = φ′(s0
k
)
φ(s1
k
) = φ′(s0
k
)
φ(s1j )
φ(s0j )
φ′(s0j )
φ′(s1j )
φ(s0
l
) = φ′(s0
l
) φ(s1
l
) = φ′(s1
l
)
φ(s0
k
) = φ′(s0
k
)
φ(s1
k
) = φ′(s0
k
)
φ(s0j )
φ(s1j )
φ′(s1j )
φ′(s0j )
Figure 23.
φ′|{sl, sk} ≡ φ|{sl, sk} ≡ s
0
ks
0
l s
1
ks
1
l ,
but the chords φ(sj) and φ
′(sj) have its endpoints in different sections s
0
ks
0
l , s
0
l s
1
k, s
1
ks
1
l ,
s1l s
0
l of the circular word s
0
ks
0
l s
1
ks
1
l – see Figure 23 for an illustration.
First, suppose that
φ|{sl, sk, sj} ≡ s
0
ks
0
js
0
l s
1
ks
1
js
1
l and φ
′|{sl, sk, sj} ≡ s
0
ks
0
l s
0
js
1
ks
1
l s
1
j ,
see Figure 23 on the left. Let φM = φ|(M ∪ NT (M)) and φ
′
M = φ
′|(M ∪ NT (M)).
Using similar arguments as above we may show that inside(Kl) = ∅ and inside(Kj) = ∅.
Suppose that inside(Kl) 6= ∅. Let N ∈ NT [M ] be a node such that N ∈ inside(Kl).
Consider the position of φM(N) and φ
′
M(N) relatively to the chords φM(sj), φM(sk) in
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φM and φ
′
M(sk), φ
′
M(sj) in φ
′
M . Note that in φM the point φM(N) is either on the left side
of both φM(sk) and φM(sj) or on the right side of both φM(sk) and φM(sj). However, in
φ′M the point φ
′
M(N) is either on the right side of φ
′
M(sk) and the left side of φ
′
M(sj) or on
the left side of φ′M(sk) and the right side of φ
′
M(sj). However, this is not possible as φ and
φ′ are conformal models of Gov. So, we must have inside(Kl) = ∅. For the same reason
we also have inside(Kj) = ∅. To complete the proof in this case, we show that for every
N ∈ NT [M ], VTrM(N) ⊆ left(sl) iff VTrM(N) ⊆ left(sj). If this is the case, then sjKsl,
which contradicts that sj and sl are from two different equivalence classes of K-relation.
Suppose that VTrM(N) ⊆ left(sl) and VTrM(N) ⊆ right(sj). Then φM(N) is between
φM(s
1
j ) and φM(s
1
l ) in φM and between φ
′
M(s
0
l ) and φ
′
M(s
0
j ) in φ
′. Thus, φM(N) is on the
right side of φM(sk) and on the left side of φ
′
M(sk). This can not be the case. The second
implication is proved analogously.
Next, suppose
φ|{sl, sk, sj} ≡ s
0
ks
1
js
0
l s
1
ks
0
js
1
l and φ
′|{sl, sk, sj} ≡ s
0
ks
0
js
0
l s
1
ks
1
js
1
l ,
see Figure 23 on the right. Let φM = φ|(M∪NT (M)) and let φ
′
M = φ
′|(M∪NT (M)). First,
note that inside(Kl) = inside(Kk) = ∅ as otherwise a node N in inside(Kl)∪ inside(Kk)
would be such that either φM(N) is on the left side of φM(sj) and φ
′
M(N) is on the
right side of φ′M(sj) or φM(N) is on the right side of φM(sj) and φ
′
M(N) is on the left
side of φ′M(sj). This is not possible. Now, we claim that left(Kl) ∩ left(Ks) = ∅ and
right(Kl) ∩ right(Ks) = ∅. This will yield skKsl and will lead to a contradiction. If
N ∈ left(Kl)∩ left(Ks), then φM(N) is on the right side of φM(sj) and φ
′
M(N) is on the
left side of φ′M(sj), which is not possible. The second case is proved analogically.
All the remaining cases corresponding to different placements of φ(sj) and φ
′(sj) are
proven in a similar way.
Let φ be any conformal model of Gov and let φM ≡ φ|(M ∪ NT (M)). Statement (2)
obviously holds if Ki is a child of M in M(Gov). So, suppose Ki is the union of at least
two children of M in M(Gov). Since n > 2, there is sj ∈ S such that sj ∼ Ki. Denote by
l0 and l3 the first and the last labeled letter from Ki, respectively, if we traverse φM from
s0j to s
1
j . Denote by r
0 and r3 the first and the last labeled letter from Ki, respectively,
if we traverse φM from s
1
j to s
0
j . To show statement (2) suppose for a contrary that
there is v ∈ M r Ki such that φ(v) has an end, say φ(v
′), between φ(l0) and φ(l3).
Suppose v′′ is such that {v′, v′′} = {v0, v1}. Note that for every child M ′ of M such that
M ′ ⊆ Ki, inside(M
′) = ∅. Thus, there are childrenM1,M2 ofM that satisfy the following
properties. If we traverse from φM(l
0) to φM(l
3) then we encounter an end of every chord
from φM(M1) first, then φM(v
′), and then an end of every chord from φM(M2). Since M
is serial, if we traverse from φM(r
0) to φM(r
3) then we encounter an end of every chord
from φM(M2) first, then φ(v
′′), and then an end of every chord from φM(M1). Denote
by l1 and l2 the last labeled letter from M1 and the first labeled letter from M2 if we
traverse φM from φM(l
0) to φM(l2). Similarly, denote by r
1 and r2 the last labeled letter
from M2 and the first labeled letter from M1 if we traverse φM from φM(r
0) to φM(r
3).
First, note that there is a node N ′ ∈ NT [M ] such that φM(N
′) is either between φM(l
1)
and φM(l
2) or between φM(r
1) and φM(r
2). Otherwise, we have that vKM1 and vKM2,
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which contradicts v /∈ Ki. On the other hand, it is not possible that there is a node
NT [M ] between φ(l
1) and φ(l2) and there is a node from NT [M ] between φ(r
1) and φ(r2),
as otherwise M1 is not in K-relation with M2. So, suppose N
′ ∈ NT [M ] is between φ(l
1)
and φ(l2) and suppose there is no node between φ(r1) and φ(r2). Note that there is a
node N ′′ between φM(l
3) and φM(r
0) or between φM(r
3) and φM(l
0) as otherwise sj would
be in K-relation with M1 and M2. In any case, N
′ and N ′′ prove that M1 and M2 are
not in K-relation, a contradiction. 
Because of the analogy between Lemmas 5.10 and Lemma 5.23, for a serial child M of
V an analogue of Claim 5.11 is satisfied, where for every conformal model φ the triple
(K0i,φ, K
1
i,φ, <
0
Ki,φ
) and the circular order pi(φ|M) (which may have only two elements) of
the slots of M are defined as for prime children of V .
Claim 5.24. Suppose M is a serial module in TNM , K1, . . . , Kn is a consistent decompo-
sition of M , and S is a skeleton of M . For every i ∈ [n] there are labeled copies K0i and
K1i of Ki forming a partition of K
∗
i and a transitive orientation <Ki of (Ki, ‖) such that
(K0i,φ, K
1
i,φ, <
0
Ki,φ
) = (K0i , K
1
i , <Ki)
for every conformal model φ of Gov
and every i ∈ [n].
Moreover, there are circular permutations pi0(M), pi1(M) of {K
0
1 , K
1
0 , . . . , K
0
n, K
1
n} such
that
pi(φ|M) =
{
pi0(M) if φ|S = φ
0
S
pi1(M) if φ|S = φ
1
S
for every conformal model φ of Gov.
Moreover, pi0(M) is the reflection of pi1(M).
Given the above claim, we define analogously the pattern pm(S) for every slot S in
pim(M) and the sets pm(S, T ) for every two consecutive slots (S, T ) in pim(M). With
similar ideas we get an analogue of Claim 5.18. We define the extended metaedge Ki,m
for every consistent submodule Ki ofM and every m ∈ {0, 1}, and the notions of extended
admissible models forKi,m and extended admissible models for pi0(M), pi1(M) and (M,∼).
Eventually, we are ready to present operations that transform conformal models of Gov
into other conformal models of Gov. Suppose φ is a conformal model of Gov. Recall that:
• for every node N in TNM the circular word φ|NT (N) is a circular permutation of
the modules neighboring N in TNM ,
• for every module M in TNM the circular word φ|(V ∪ NT (M)) is an extended
admissible model for pim(M) for some m ∈ {0, 1}. Call m the type of M in φ.
The first operation, which can be performed on every node of TNM , allows us to change
the circular permutation φ|NT (N) around a node N . Suppose that φ|NT (N) ≡M1 . . .Mk.
By Claim 5.17, φ|VTrN(Mi) is a contiguous subword in φ. Denote this subword by τMi and
note that φ ≡ τM1 . . . τMk . Let Mi1 . . .Mik be a circular permutation of NT [N ]. One can
check that φ′ ≡ τMi1 . . . τMik is also a conformal model of Gov, which leaves the circular
permutations around the remaining nodes in TNM and the types of all the modules in
TNM unchanged – see Figure 24 for an illustration.
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τM1
τM2τM3
τM4 τM3
τM2τM1
τM4
Figure 24. Permuting the modules M1,M2,M3,M4 around the node
N : φ ≡ τM1τM2τM3τM4 and φ ≡ τM3τM2τM1τM4 are conformal models of
Gov. Note that after permuting τ1, τ2, τ3, τ4 the mutual relations between
the oriented chords in φ and φ′ is preserved.
The second operation, which can be performed on every module in TNM , allows us
to change the type of the module M . Suppose pi(φ|M) = pim(M) for some m ∈ {0, 1}.
Clearly, φM ≡ φ|(M∪NT [M ]) is an extended admissible model for pin(M). By Claim 5.17,
φ|VTrM(N) is a contiguous subword in φ for every neighbor N of the module M . Denote
this subword by τN . Clearly, the reflection of φM , say φ
R
M , is an extended admissible model
for φ1−m(M). One can check that if we replace every node N in φ
R(M) by the word τN ,
we get a normalized model φ′ of Gov in which the type of M is changed. Moreover, the
types of the remaining modules in TNM and the circular permutations around all the
nodes in TNM remain unchanged – see Figure 25 for an illustration.
K1
1
K0
1
K1
2
K0
2
K1
3
K0
3
K1
4
K0
4
K1
5
K0
5
τN1
τN2
K1
1
K0
1
K0
2
K1
2
K0
3
K1
3
K0
4
K1
4
K0
5
K1
5
τN1
τN2
Figure 25. Reflecting the module M . Note that after the reflection, the
relative position of the oriented chords remains unchanged.
Note that we can perform the second operation so as the type ofM remains unchanged.
That is, we replace admissible model φM with another admissible model of the same
type. Such an operation exchanges some extended admissible models for some consistent
submodules of M , which corresponds to reordering of the oriented metaedges in some
consistent submodules of M .
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As we shall prove in Theorem 5.25, these three operations are complete: that is, we
can transform any conformal model into any other by performing a series of the above
defined operations.
In the proof of Theorem 5.25 we use two obvious properties of an extended admissible
model φM of (M,∼):
(C1) φ
M |M is a conformal model of (M,∼),
and
(C2)
φM(N) is on the left side of φ(u) ⇐⇒ VTrM(N) ⊂ left(u),
φM(N) is on the right side of φ(u) ⇐⇒ VTrM(N) ⊂ right(u),
which hold for every N ∈ NT [M ] and every v ∈M .
Theorem 5.25. Suppose G is a circular-arc graph with no twins and no universal vertices
such that Gov is disconnected. Then, for every module M in TNM the circular word
φ|(M ∪NT [M ]) is an extended admissible model of (M,∼) and for every node N in TNM
the circular word φ|NT [N ] is a circular permutation of NT [N ].
On the other hand, given an extended admissible model φM for every module M ∈ TNM
and a circular permutation pi(N) of NT [N ] for every node N ∈ TNM , there is a conformal
model φ of Gov such that:
(*)
φ|(M ∪NT [M ]) ≡ φ
M for every module M in TNM ,
φ|NT (N) ≡ pi(N) for every node N in TNM .
Proof. The first part of the proof follows from Claim 5.22.
Choose any module R in TNM and fix R as the root of TNM . Let A be a vertex in the
rooted tree TNM . Denote by VT (A) ⊂ V the set of all vertices contained in the modules
descending A in TNM , including A. By B we denote the parent of A if it exists or the
empty word if A = R. We proceed TNM bottom-up and for every vertex A in the rooted
tree TNM we construct a word φ
′
A consisting of all the labeled letters from V
∗
T (A) so as
the circular word φA ≡ φ
′
AB satisfies the following properties:
(1) For every u, v in VT (A), φA(u) is on the left side of φA(v) if u ∈ left(v).
(2) For every u, v in VT (A), φA(u) is on the right side of φA(v) if u ∈ right(v).
(3) For every u, v in VT (A), φA(u) intersects φA(v) if u ∼ v.
(4) For every v ∈ VT (A), φ(B) is on the left side of φ(v) if VTrA(B) ⊂ left(v).
(5) For every v ∈ VT (A), φ(B) is on the right side of φ(v) if VTrA(B) ⊂ right(v).
If we construct such a word φ′A for every vertex A in TNM , then φR is a conformal model
of Gov. Moreover, from the construction of φR it will be clear that φR satisfies properties
* (in particular, for every A in TNM the word φ
′
A is a contiguous subword of φR).
Suppose A is a leaf in TNM . So, A is a module in TNM . Let φ
A be the admissible model
of (A,∼) given by the assumption. Then, φA ≡ τAB, where B is the parent of A in TNM .
We set φ′A = τ
A and we claim that φ′A satisfies properties (1)–(5). By property (C1) of φ
A
we deduce that φA satisfies (1) – (3). By property (C2) of φ
A we deduce that φA satisfies
(4)–(5).
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Now, suppose that A is a node. Suppose A1, . . . , Ak are the children of A in TNM .
Suppose φ′Ai is the word that has been constructed for Ai. Suppose A1, . . . , Ak are enu-
merated such that pi(A) ≡ BA1 . . . Ak, where pi(A) is a circular permutation of NT [A]
associated with the node A given by the assumption. Let φ′A = φ
′
A1
. . . φ′Ak . We claim
that φA ≡ φ
′
AB satisfies conditions (1)–(5). Suppose u, v ∈ M . If uv ∈ VT (Ai) for some
i ∈ [k], (1)–(3) are satisfied by φA as they are are satisfied by φAi . Suppose u ∈ Ai and
v ∈ Aj . But then, u ∈ VTrAj(A). In particular, u ∈ left(v) yields VTrAj(A) ⊂ left(v) by
property (C2) of φAj . Hence, in the word φAj the letter A is on the left side of φAj(v).
Since φA arises from φAj by substituting the letter A by the word including u
0, u1, we
deduce that φ(u) is on the left side of φA(v). We prove similarly that u ∈ right(v) yields
φ(u) is on the right side of φA(v). Now, let us prove that φA satisfies (4). Let v ∈ Aj .
We have VTrAj(A) ⊂ left(v) iff VTrA(B) ⊂ left(v) for every v ∈ VT (A). Suppose v ∈ Aj .
Hence, φAj (A) is on the left side of φAj(v). But the word φA arises from φAj by substitut-
ing the letter A by the word containing B, so we have φA(B) is on the left side of φA(v).
Property (5) is proved similarly.
Suppose A is a module in TNM with children A1, . . . , Ak. Let φ
A be a an extended
admissible model of (A,∼) associated with A given by the assumption. In the word φA
we exchange the letter Ai by the word φ
′
Ai
, for every i ∈ [k]. We denote the obtained
word by φA. We set φ
′
A such that φA = φ
′
AB. Now, we claim that φA satisfies (1)–(5). If
u, v ∈ A, properties (1)–(3) follow by property (C1) of the conformal model φ
A of (A,∼).
If v ∈ A and u ∈ Ai, properties (1)–(2) follow by property (C2) of φ
A. If v ∈ Ai, the proof
of (1)–(2) is the same as in the previous case (now u might belong to A, but φA(u) is on
the left side of φA(v) iff φAi(A) is in the left side of φAi(v)). It remains to prove (4)–(5).
If v ∈ A, properties (4)–(5) follow by property (C2) of φ
A. If v ∈ Aj for some j ∈ [k],
properties (4)–(5) are proved similarly to the previous case.
Now, from the construction of φR we easily deduce that
φR|(M ∪NT [M ]) ≡ φ
M for every module M in TNM ,
φR|NT (N) ≡ pi(N) for every node N in TNM ,
which completes the proof of the lemma. 
6. Isomorphism of circular-arc graphs
Two graphs G and H are isomorphic if there exists a bijection α : V (G)→ V (H) such
that uv ∈ E(G) iff α(u)α(v) ∈ E(H). Our goal is to provide a polynomial-time algorithm
that tests whether two circular-arc graphs G and H are isomorphic.
Note that every isomorphism between G and H maps universal vertices of G into
universal vertices in H . So, if G and H have different number of universal vertices, then
G and H are not isomorphic. Otherwise, G and H are isomorphic iff G′ and H ′ are
isomorphic, where G′ and H ′ are obtained from G and H by deleting all the universal
vertices in G and H , respectively. So, in the rest of the paper we assume G and H have
no universal vertices.
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Suppose G and H are circular-arc graphs with no universal vertices. For every vertex
v ∈ V (G) we define the set of its twins in G:
TG(v) = {w ∈ V (G) : NG[v] = NG[w]},
where NG[v] denotes the closed neighbourhood of v in G. Clearly, {TG(v) : v ∈ V } forms
a partition of the set V (G). Let V ′ be a set containing a representant from every set
{{TG(v)} : v ∈ G}. Let G
′ be a graph induced by the set V ′ in G and let mG(v) denotes
the size of the set TG(v), for every v
′ ∈ V ′. Note that G′ has no universal vertices and
no twins. We call (G′, mG) a circular-arc graph with multiplicities or simply a circular-
arc graph. A pair (H ′, mH) for the graph H is defined analogously. We say (G
′, mG)
and (H ′, mH) are isomorphic if there is an isomorphism α
′ from G′ to H ′ that preserves
multiplicities, that is, that satisfies mG(v) = mH(α
′(v)) for every for every v ∈ V (G′).
Claim 6.1. G and H are isomorphic if and only if (G′, mG) and (H
′, mH) are isomorphic.
Proof. Let α be an isomorphism between G and H . Note that for every v ∈ V (G′) α
maps every twin u of v in G into a twin α(u) of α(v) in H . Hence, {α(w) : w ∈ TG[v]} =
TH(α(v)). In other words, α maps the set TG[v] into the set TH [α(v)]. So, α|V
′ is an
isomorphism between (G′, mG) and (H
′, mH). The converse implication is trivial. 
In the rest of this section we assume that (G,mG) and (H,mH) are given on the input,
where G and H are circular-arc graphs with no universal vertices and no twins. By Gov
and Hov we denote the graphs associated with G and H , respectively.
Theorem 6.2. Let (G,mG) and (H,mH) be two circular-arc graphs and let α be a bijec-
tion from V (G) to V (H). Then α : V (G) → V (H) is an isomorphism from (G,mG) to
(H,mH) iff α preserves multiplicities and for every pair (u, v) ∈ V (G)× V (G):
(1) u ∈ left(v) if and only if α(u) ∈ left(α(v)).
(2) u ∈ right(v) if and only if α(v) ∈ right(α(v)).
Proof. It is clear that every isomorphism α between (G,mG) and (H,mH) preserves mul-
tiplicities and satisfies (1) and (2).
Suppose u, v ∈ V (G). Suppose Gov and Hov be the overlap graphs for G and H ,
respectively. Suppose that u and v overlap in Gov, which is equivalent to u /∈ (left(v) ∪
right(v)). Hence, by (1) and (2), we get α(u) /∈ (left(α(v)) ∪ right(α(v))), which yields
that α(u) overlaps α(v) in Hov. Further, by (1) and (2) we have that:
• u ∈ left(v) and v ∈ left(v) iff α(u) ∈ left(α(v)) and α(v) ∈ left(α(v)),
• u ∈ left(v) and v ∈ right(v) iff α(u) ∈ left(α(v)) and α(v) ∈ right(α(v)),
• u ∈ right(v) and v ∈ left(v) iff α(u) ∈ right(α(v)) and α(v) ∈ left(α(v)),
• u ∈ right(v) and v ∈ right(v) iff α(u) ∈ right(α(v)) and α(v) ∈ right(α(v)).
Hence, uv ∈ E(G) iff α(u)α(v) ∈ E(H). 
If α : V (G) → V (H) satisfies the conditions from the previous lemma, then α is said
to be an isomorphism between (Gov, mG) and (Hov, mh).
Suppose α is an isomorphism between (G′, mG) and (H
′, mH). Suppose φ is a conformal
model of Gov. The image of φ by α, denoted α(φ), is a circular word on V
∗(H) that arises
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from φ by exchanging the labeled letter u0 by α0(u) and the labeled letter u1 by α1(u),
for every u ∈ V ∗(G). Since α is an isomorphism between (Gov, mG) and (Hov, mH), α(φ)
is a conformal model of (Hov, mH). We extend the notion of the image of τ by α, denoted
α(τ), on words τ consisting of letters from V ∗(G).
6.1. Extended admissible models for extended metaedges. Suppose K is a con-
sistent submodule of Gov for which the extended metaedge
Km = (K
0, K1, <K , pm(K
0), pm(K
1))
is defined.
The goal of this subsection is to characterize the structure of all extended admissible
models for Km. By Theorem 4.9, the admissible models of (K
0, K1, <K) are in the corre-
spondence with the transitive orientations (<,≺) of the graphs (K, ‖) and (K,∼), where
< = <K . So, there is a correspondence between the admissible models of (K
0, K1, <K)
and the transitive orientations of (K,∼). However, not every transitive orientation ≺
of (K,∼) gives back an extended admissible model for Km. Again, using Theorem 4.9,
we have the correspondence between the extended admissible models for Km and the set
of transitive orientations (K,≺) of (K,∼) that satisfy for every x, y ∈ K the following
conditions:
(7)
If x ∼ y and x is before y in pm(K
0), then x ≺ y.
If x ∼ y and x is before y in pm(K
1), then x ≺ y.
The abbreviation x is before y in pm(K
j) means that x∗ and y∗ are in different subsets of
the ordered partition associated with pm(K
j) and the set containing x∗ is before the set
containing y∗ in pm(K
j).
Our goal is to characterize all transitive orientations (K,≺) of (K,∼) that satisfy
condition (7). We call such orientations admissible for Km.
Every transitive orientation (K,≺) of (K,∼) can be obtained by an independent tran-
sitive orientation of the edges of every strong module inM(K,∼) – see Theorem 4.7. Let
A be a strong module in M(K,∼) with the children A1, . . . , Ak. Recall that the graph
(A,∼A) is obtained from (A,∼) by restricting to the edges between different children
of A.
Suppose A is a prime module inM(K,∼). By Theorem 4.6, (A,∼A) has two transitive
orientations, ≺0A and ≺
1
A, one being the reverse of the other. An orientation ≺
i
A of (A,∼)
is admissible for Km if ≺
i
A satisfies conditions (7) for every two vertices x, y from different
children of A. In particular, if inside(A) = ∅ then both ≺0A and ≺
1
A are admissible.
Otherwise, only one among ≺0A and ≺
1
A is admissible for Km. Indeed, since inside(A) 6= ∅,
there are x, y ∈ A such that x is before y in pm(K
j) for some Kj ∈ {K0, K1}. Since
(A,∼A) is connected, there are x
′, y′ ∈ A such that x′ ∼A y
′ and x′ is before y′ in pm(K
j).
It means that the orientation (A,≺iA) for which y
′ ≺iA x
′ is not admissible for Km.
Now, suppose A is a serial module in M(K,∼). The transitive orientations of (A,∼A)
are in one-to-one correspondence with the linear orders of A1, . . . , Ak. That is, every
transitive orientation of (A,∼A) is of the form Ai1 ≺ . . . ≺ Aik , where i1, . . . , ik is a
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permutation of [k]. Now, we define ≺woA relation on the set {A1, . . . , Ak}, where
(8) Ai ≺
wo
A Aj ⇐⇒
there is x ∈ Ai and y ∈ Aj such that x appears before y
in pm(K
j) for some Kj ∈ {K0, K1}.
We claim that ({A1, . . . , Ak},≺
wo
A ) is a partial order. Suppose Ai, Aj , Al are such that
Ai ≺
wo
A Aj ≺
wo
A Al. It means that there are x ∈ Ai, y, y
′ ∈ Aj , and z ∈ Al such that x is
before y in either pm(K
0) or pm(K
1) and y′ is before z in either pm(K
0) or pm(K
1). Since
x ∼ {y, y′} ∼ z as A is serial, we deduce that x is before z in either pm(K
0) or pm(K
1).
This proves that ({A1, . . . , Ak},≺
wo
A ) is a partial order.
Furthermore, we claim that ({A1, . . . , Ak},≺
wo
A ) is a weak order, which means that
({A1, . . . , Ak},≺
wo
A ) can be partitioned into the set of antichains such that every two of
them induce a complete bipartite poset in ({A1, . . . , Ak},≺
wo
A ). Clearly, ({A1, . . . , Ak},≺
wo
A )
is a weak order iff it does not have three elements Ai, Aj , Al such that Aj ≺
wo
A Al and
Ai is incomparable to Aj and Al. Suppose there exists Ai, Aj, Al with such properties.
It means that there are x ∈ Aj and y ∈ Al such that x is before y in pm(K
j) for
some Kj ∈ {K0, K1}. Let z be any vertex from Ai. Clearly, z is either before y in
pm(K
j) or z is after x in pm(K
j). So, Ai is ≺
wo
A -comparable to Aj or Al. An orientation
Ai1 ≺A . . . ≺A Aik of (A,∼A) is admissible for Km if ≺A extends ≺
wo
A . The result of this
subsection are summarized by the following claim.
Claim 6.3. There is a one-to-one correspondence between the set of admissible orienta-
tions (K,≺) for Km and the families
{(A,≺A) : A ∈ M(K,∼) and ≺A is an admissible orientation of (A,∼A) for Km}
given by x ≺ y ⇐⇒ x ≺A y, where A is the module in M(K,∼) such that x ∼A y.
6.2. Local isomorphisms between oriented modules. Suppose that
M = (M0,M1, <M , p(M
0), p(M1)) and N = (N0, N1, <N , p(N
0), p(N1))
are two extended metaedges of some consistent modules M and N from M(Gov) and
M(Hov), respectively. Let u ∈ M . We say that u occurs in M at position (i, j), written
pos(u) = (i, j), if u is in the i-th subset of the ordered partition of p(M0) and in the j-th
subset of the ordered partition of p(M0). The position of u ∈ N is defined analogously.
Definition 6.4. Let A be a strong module in M(M,∼) and B be a strong module in
M(N,∼). We say that A and B are locally isomorphic if there is a bijection α : A→ B
that satisfies for every u, v ∈M :
(1) u <M v iff α(u) <N α(v),
and for every u ∈M :
(2) u is oriented from M0 to M1 iff α(u) is oriented from N0 to N1,
(3) pos(u) = pos(α(u)) and mG(u) = mH(α(u)),
We say that M and N are locally isomorphic if they are locally isomorphic on M and N .
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If α is a local isomorphism between M and N, then |p(M0)| = |p(N0)|, and |p(M1)| =
|p(N1)|. in this case we can naturally extend α on the set M ∪ inside(M): α maps the
the subsequent nodes in p(M0) into the subsequent nodes in p(N0) and the subsequent
nodes in p(M1) into the subsequent nodes in p(N1).
Let α be a local isomorphism between M and N and let (τ 0, τ 1) be an extended ad-
missible model of N. Note that the image (α(τ 0), α(τ 1)) of (τ 0, τ 1) by α is an extended
admissible model of N.
Let A be a strong module in M(A,∼). By height(A) we denote the height of A in the
modular decomposition tree M(M,∼), that is, the length of the longest path from A to
a leaf in M(M,∼). We define height(B) for every B ∈ M(N,∼) similarly. Clearly, if
height(M) 6= height(N), then M and N can not be locally isomorphic.
Now, we provide an algorithm that tests whether M and N are locally isomorphic. The
algorithm traverses the trees M(M,∼) and M(N,∼) in the bottom-up order and for
every A ∈M(M,∼) and every B ∈M(N,∼) such that height(A) = height(B) it checks
whether A and B are locally isomorphic. If this is the case, the algorithm computes a
local isomorphism α′AB between A and B. On the other hand, we show that if there is a
local isomorphism α between M and N, then the algorithm denotes A and α(A) as locally
isomorphic, where A is any strong module in M(M,∼). Hence, the algorithm accepts M
and N iff they are locally isomorphic.
We distinguish the following cases: both A,B are leaves, both A,B are parallel, both
A,B are prime, and both A,B are serial. In the remaining cases, A and B can not be
locally isomorphic.
Case 1: A is a leaf inM(M,∼) and B is a leaf inM(N,∼). Let {u} = A and {v} = B.
The algorithm denotes A and B as locally isomorphic if and only if mG(u) = mH(v),
u0 ∈ M0 iff v0 in M0, and pos(u) = pos(v). If this is the case, the algorithm sets
α′AB(u) = v.
Suppose A and B are denoted as locally isomorphic. One can easily check that α′AB
satisfies properties (1)–(3), and hence α′AB is a local isomorphism between A and B.
On the other hand, ifM and N are isomorphic by α, {α(u)} must be a leaf inM(N,∼),
and mG(u) = mH(α(u)), u
0 ∈ M0 iff α0(u) in M0, and pos(u) = pos(α(u)). Hence, the
algorithm denotes A = {u} and α(A) = {α(u)} as locally isomorphic.
Now, assume that A and B are not leaves. Clearly, if A and B have different number of
children or have different types, then A and B can not be locally isomorphic. We suppose
A1, . . . , Ak are the children of A in M(M,∼) enumerated such that τ
0|Ai appears before
τ 0|Aj for every i < j, where (τ
0, τ 1) is a fixed extended admissible model for M.
Case 2: A and B are parallel. Let B1, . . . , Bk be the children of B enumerated ac-
cording to <N , that is, B1 <N . . . <N Bk. The algorithm denotes A and B as locally
isomorphic if and only if for every i ∈ [k] the sets Ai and Bi have been denoted as locally
isomorphic. If this is the case, for every i ∈ [k] and every u ∈ Ai the algorithm sets
α′AB(u) = v, where v ∈ Bi is such that α
′
AiBi
(u) = v.
Suppose A and B are denoted as locally isomorphic. Note that α′AB satisfies properties
(2)-(3) as the corresponding properties are satisfied by α′AiBi for every i ∈ [k]. Suppose
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u1, u2 in A are such that u1 <M u2. If u1, u2 ∈ Ai for some i ∈ [k], then α
′
AB(u1) <N
α′AB(u2). Indeed, α
′
AB(u1) <N α
′
AB(u2) iff α
′
AiBi
(u1) <N α
′
AiBi
(u2) by definition of α
′
AB
and α′AiBi(u1) <N α
′
AiBi
(u2) as α
′
Ai,Bi
satisfies (1). If u1 ∈ Ai and u2 ∈ Aj for some i < j,
then α′AB(u1) <N α
′
AB(u2) as α
′
AB(u1) ∈ Bi, α
′
AB(u2) ∈ Bj, and Bi <N Bj . This proves
α′AB satisfies (1).
On the other hand, suppose M and N are locally isomorphic by α. From inductive
hypothesis, for every i ∈ [k] the sets Ai and α(Ai) have been marked as locally isomorphic.
Since α(A1) <N . . . <N α(Ak) by (1), the algorithm denotes A and α(A) as locally
isomorphic.
Case 3: A and B are prime. For every (at most two) admissible orientations (B,≺B)
of (B,∼B) the algorithm does the following. First, it computes the order B1, . . . , Bk of
the children of B in which Bi is before Bj iff Bi <N Bj or Bi ≺B Bj. The algorithm
denotes A and B as locally isomorphic if for every i ∈ [k] the sets Ai and Bi have been
denoted as locally isomorphic. If this is the case, for every i ∈ [k] and every u ∈ Ai the
algorithm sets α′AB(u) = v, where v ∈ Bi is such that α
′
AiBi
(u) = v.
Suppose A and B have been marked as locally isomorphic at the time when an ad-
missible orientation ≺B of (B,∼B) was processed. Note that α
′
AB satisfies properties
(2)-(3) as the corresponding properties are satisfied by α′AiBi for every i ∈ [k]. Suppose
u1, u2 ∈M are such that u1 < u2. If u1, u2 ∈ Ai for some i ∈ [k], then α
′
AB(u1) < α
′
AB(u2)
as α′AiBi(u1) < α
′
AiBi
(u2). Suppose u1 ∈ Ai and uj in Aj . Then Ai ‖ Aj. Note that the
numbering of B1, . . . , Bk asserts that Ai is before Aj in A1, . . . , Ak iff Bi <N Bj. This
proves (1).
On the other hand, suppose thatM and N are locally isomorphic by α. Since α is a local
isomorphism between M and N, the image (α(τ 0), α(τ 1)) of (τ 0, τ 1) is an extended ad-
missible model of N. Then, (α(τ 0), α(τ 1)) corresponds to transitive orientations (<N ,≺)
of (N, ‖) and (N,∼), respectively, where ≺ is an admissible orientation for N. Let ≺α(A)
be the restriction of ≺ to the edges of (α(N),∼α(N)). Now, when processing the admis-
sible orientation (A,≺α(A)) for N, the algorithm orders the children of α(A) in the order
α(A1), . . . , α(Ak). Since for every i ∈ [k] the sets Ai and α(Ai) have been marked as
locally isomorphic, the algorithm will denote A and α(A) as locally isomorphic.
Case 4: A and B are serial. Let (A,≺woA ) and (B,≺
wo
B ) be the weak orders associated
with the serial modules A and B defined by (8). For every child A′ of A denote by
height(A′) the height of A′ in (A,≺woA ), that is, the size of the chain in (A,≺
wo
A ) which
has A′ as its largest element. Define hight(B′) for every child B′ of B similarly. Let
(A,B, EAB) be a bipartite graph, where:
• A is the set of the children A′ of A,
• B is the set of the children B′ of B,
• EAB is the set of all pairs (A
′, B′) such that A′ and B′ have been denoted as locally
isomorphic and height(A′) = height(B′).
The algorithm marks A and B as locally isomorphic iff there is a perfect matching M in
the bipartite graph (A,B, EAB). If such a matching exists, for every (A
′, B′) ∈ M and
every u ∈ A′ the algorithm sets α′AB(u) = v, where v ∈ B
′ is such that α′A′B′(u) = v.
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Suppose A and B have been marked as locally isomorphic. Since for every u1, u2 ∈ A,
u1 <M u2 yields u1, u2 ∈ A
′ for some child A′ of A as A is serial, we deduce that α′AB
satisfies (1) as α′A′,B′ satisfies (1) for every (A
′, B′) ∈M.
On the other hand, suppose M and N are locally isomorphic by α. Since α preserves
positions, we deduce that height(Ai) in (A,≺
wo
A ) equals height(α(A
′) in (α(A),≺woα(A)).
In particular, for every A′ the pair (A′, α(A′)) is in the edge set of the bipartite graph
(A, B, EAB). In particular, {(A
′, α(A′)) : A′ ∈ A} establishes a perfect matching in
(A, B, EAB). Hence, the algorithm denotes A and α(A) as locally isomorphic.
6.3. Isomorphisms between modules with slots. Suppose M and N are two mod-
ules in Gov and Hov for which the circular permutations of the slots pi0(M), pi1(M) and
pi0(N), pi1(N) are defined. Let Ki be a consistent module in M . For convenience, we
assume that for every m ∈ {0, 1} there are two extended metaedges associated with the
consistent submodule Ki,
K0i = (K
0
i , K
1
i , <
0
Ki
, pm(K
0
i ), pm(K
1
i )) and its dual K
1
i = (K
1
i , K
0
i , <
1
Ki
, pm(K
1
i ), pm(K
0
i )),
where <0Ki=<Ki and <
1
i is the reverse of <
0
Ki
. That is, (τ 0, τ 1) is an admissible model for
K0i iff (τ
1, τ 0) is an admissible model for K1i .
Let pi(M) be an element in {pi0(M), pi1(M)} and pi(N) be an element in {pi0(M), pi1(M)}.
We choose a slot K ′ in pi(M) and a slot N ′ in pi(N) – we say pi(M) is pinned in K ′ and
pi(N) is pinned in N ′. Let K ′1 . . .K
′
2n be the order of the slots in pi(M) if we traverse pi(M)
in the clockwise order starting from K ′ = K ′1. Let Ki be the consistent submodule of M
associated with K ′i, for every i ∈ [2n]. That is, for every consistent submodule K of M
there are different i and j such that K = Ki = Kj . Let K
′
i = (K
′
i, K
′′
i , <
′
Ki
, p(K ′i), p(K
′′
i ))
be an (extended) orientation of Ki, where p(K
′
i), p(K
′′
i ) are appropriate for the chosen
pi(M). We introduce similar notation for the slots of N .
Definition 6.5. Suppose M , N , pi(M), pi(N), K ′, L′ are as given above. We say pi(M)
pinned in K ′ is isomorphic to pi(N) pinned in L′ if there is a bijection α from M ∪NTG [M ]
to N ∪NTH [N ] such that:
• α|Ki establishes a local isomorphism between K
′
i and L
′
i, for every i ∈ [2n],
• α|NTG(M) is a bijection from NTG(M) to NTH (N) and α maps every node in
p(K ′i, K
′
i+1) into a node in p(L
′
i, L
′
i+1), cyclically.
Note that there may exist many isomorphisms between pi(M) and pi(N) pinned in K ′
and L′, respectively. However, their restrictions to the set NTG [M ] are unique and are
determined by the patterns of the slots in pi(M) and pi(N).
Clearly, an isomorphism between pi(M) and pi(N) can be computed by the algorithm
presented in the previous section.
Claim 6.6. Let α : M ∪ NTG [M ] → N ∪ NTH [N ] be an isomorphism between pi(M) and
pi(N) pinned in K ′ and L′, respectively. Then α satisfies the following properties for every
u, v ∈M and every N ′ ∈ NTG [M ]:
(1) u ∈ left(v) iff α(u) ∈ left(α(v)),
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(2) u ∈ right(v) iff α(u) ∈ right(α(v)),
(3) N ′ ∈ left(v) iff α(N ′) ∈ left(α(v)).
In particular, if φM is an extended admissible model of (M,∼) for pi(M), then the image
α(φM) is an extended admissible model of (N,∼) for pi(N).
Proof. If u and v belong to the same consistent submodule of M , then u ∈ left(v) iff
α(u) ∈ left(α(v)) as α|Ki is a local isomorphism on Ki and α(Ki). Suppose u and v
belong to two different submodules of M . For every u′ ∈ {u0, u1} let i(u′) be such that
u′ ∈ K ′i(u′). Define i(v
′) similarly. Since u ∈ left(v), we have
pi(M)|{K ′i(u0), K
′
i(u1), K
′
i(v0), K
′
i(v1)} ≡ K
′
i(v0)K
′
i(u′)K
′
i(u′′)K
′
i(v1)
for some {u′, u′′} = {u0, u1}. However, we have α0(v) ∈ Li(v0), α
1(v) ∈ Li(v1), α
0(u) ∈
Li(u0), α
1(u) ∈ Li(u1) as local isomorphisms preserve orientations of the vertices, and hence
pi(N)|{L′i(u0), L
′
i(u1), L
′
i(v0), L
′
i(v1)} ≡ L
′
i(v0)L
′
i(u′)L
′
i(u′′)L
′
i(v1).
This proves u ∈ left(v) iff α(u) ∈ left(α(v)). The remaining statements of the claim are
proved analogously. 
Now, we are ready to provide an isomorphism algorithm testing whether two circular-
arc graphs (G,mG) and (H,mH) are isomorphic. As in the previous sections, we consider
three cases:
• V (Gov) and V (Hov) are serial.
• V (Gov) and V (Hov) are prime.
• V (Gov) and V (Hov) are parallel.
In the remaining cases, (G,mG) and (H,mH) can not be isomorphic.
6.4. V (Gov) and V (Hov) are serial. Suppose (G,mG) and (H,mH) are two circular-arc
graphs such that both V (Gov) and V (Hov) are serial. Suppose that:
• M1, . . . ,Mk are the children of V (Gov) in M(Gov),
• N1, . . . , Nk are the children of V (Hov) in M(Hov),
• M0i = (M
0
i ,M
1
i , <
0
Mi
) and M1i = (M
1
i ,M
0
i , <
1
Mi
) are the metaedges of Mi, for
i ∈ [k],
• N0i = (N
0
i , N
1
i , <
0
Ni
) and N1i = (N
1
i , N
0
i , <
1
Ni
) are the metaedges of Ni, for i ∈ [k].
The algorithm constructs a bipartite graph GMN between the modules {M1, . . . ,Mk}
and N1, . . . , Nk, where there is an edge in GMN between Mi and Nj iff there are M
′
i ∈
{M0i ,M
1
i } and N
′
j ∈ {N
0
j ,N
1
j} such that M
′
i and N
′
j are locally isomorphic. The algorithm
accepts (G,mG) and (H,mH) iff there is a perfect matching M in GMN .
We claim that the algorithm accepts (G,mG) and (H,mH) iff (G,mG) and (H,mH)
are isomorphic. Suppose α is an isomorphism between (G,mG) and (H,mH). Clearly,
α(M1), . . . , α(Mk) is a permutation of N1, . . . , Nk. By Theorem 5.4, the image N
′
i of M
0
i
by α satisfies either N ′i = N
0
i orN
′
i = N
1
i . Now,M
0
i = (M
0
i ,M
1
i , <
0
Mi
) is locally isomorphic
with N′i = (N
′
i , N
′′
i , <
′
Ni
). So, (Mi, α(Mi)) is an edge of GMN and {(Mi, α(Mi)) : i ∈ [k]}
is a perfect matching in GMN . So, the algorithm accepts (G,mG) and (H,mH).
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Now, suppose that the algorithm accepts (G,mG) and (H,mH). Suppose M is a
matching betweenM1, . . . ,Mk andN1, . . . , Nk inGMN . Without loss of generality suppose
that the children of V (Hov) are enumerated such that (Mi, Ni) ∈M for every i ∈ [k]. Let
αi be a local isomorphism between M
′
i and N
′
i, where M
′
i ∈ {M
0
i ,M
1
i } and N
′
i ∈ {N
0
i ,N
1
i }.
Let α : V (Gov) → V (Hov) be a mapping such that α|Mi = αi. Now, given αi is a local
isomorphism between M′i and N
′
i, one can easily verify that α is an isomorphism between
(G,mG) and (Hov, mH).
6.5. V (Gov) and V (Hov) are prime. Suppose (G,mG) and (H,mH) are two circular-
arc graphs such that both V (Gov) and V (Hov) are prime. Suppose that pi0(V (Gov)),
pi1(V (Gov)) and pi0(V (Hov)), pi1(V (Hov)) are circular permutations of the slots of V (Gov)
and V (Hov), respectively.
The algorithm iterates over circular orders pi(V (G)) in {pi0(V (G)), pi1(V (G))} and
pi(V (H)) in {pi0(V (H)), pi1(V (H))}. For every pair (pi(V (G)), pi(V (H))) the algorithm
fixes a slot K ′ in pi(V (G)). Next, it iterates over all slots L′ in pi(V (H)) and checks
whether pi(V (G)) and pi(V (H)) pinned in K ′ and L′ are isomorphic. It accepts (G,mG)
and (H,mh) iff for some choice of pi(V (G)), pi(V (H)), and L
′ the algorithm finds out that
pi(V (G)) and pi(V (H)) pinned in K ′ and L′ are isomorphic.
If the algorithm accepts (G,mG) and (H,mH), then (G,mG) and (H,mH) are isomor-
phic, which follows immediately from Claim 6.6. Suppose α is an isomorphism between
(Gov, mG) and (Hov, mH). Let φ be a conformal model of Gov. The image α(φ) of φ by α
is a conformal model of Hov. Let pi(V (G)) = piφ(V (G)), pi(V (H)) = piα(φ)(V (H)), K
′ be
a slot chosen by the algorithm at the time when it processes pi(V (G)) and pi(V (H)), and
let α(K ′) = {α(u′) : u′ ∈ K ′} be the image of the slot K ′. Now, note that the algorithm
accepts (G,mG) and (H,mH) when it processes pi(V (G)), pi(V (H)), and α(K
′).
6.6. V (Gov) and V (Hov) are parallel. Suppose that:
• TG and TH are TNM trees for Gov and Hov, respectively,
• M1, . . . ,Mk are the children of V (Gov) and K1, . . . , Kk are the children of V (Hov).
Suppose TG is rooted in R, where R is any leaf module in TG. For every module (node)
A in the rooted tree TG, by VTG[A] we denote the union of all modules descending A in
TG, including A. We introduce the similar notation for every module (node) B in the
rooted tree TH .
Let φ be a conformal model of G. Let α be an isomorphism between Gov and Hov
and let α(φ) be the image of φ by α. Note that α maps every module M in TG into a
module α(M) in Hov. In particular, the root R of TG is mapped into a leaf module α(R)
in TH . Let α(R) be the root of TH . Note that the children of every module M (node
N) are mapped into the children of α(M) (α(N), respectively). By Claim 5.17, for every
node/module A in TG, φ|VTG[A] is a contiguous subword of φ. We denote this subword by
φ′A (recall the proof of Theorem 5.25, where the word φ
′
A was constructed from extended
admissible models φ|(M ∪ NT [M ]) for modules M ∈ TG and from circular permutations
φ|(N ∪NT [N ]) for nodes N in TG). Similarly, the image α(φ
′
A) of φ
′
A by α is a contiguous
subword of α(φ).
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Now, we present the algorithm that tests whether (G,mG) and (H,mH) are isomorphic.
The algorithm picks a leaf module R in TG arbitrarily and sets R as the root of TG. Next,
the algorithm iterates over all leaves R′ of TH , sets R
′ as the root of TH , and does the
following. It traverses the trees TG and TH bottom-up and for every two nodes A ∈ TG
and B ∈ TH or two modules A ∈ TG and B ∈ TH it tests whether there is a bijection
α : VTG[A]→ VTH [B] that satisfies the following conditions:
• mG(u) = mH(α(u)) for every u ∈ VTG [A],
• the image of φ′A by α is a contiguous subword of some conformal model of Hov.
We call such a mapping α an isomorphism between A and B in the rooted trees TG and TH .
The algorithm accepts (G,mG) and (H,mH) if and only if there is a leaf module R
′
in TH such that R and R
′ are isomorphic in the trees TG and TH rooted in R and R
′,
respectively.
Suppose the algorithm accepts (G,mG) and (H,mH). Note that an isomorphism α
between R and R′ in the rooted trees TG and TH maps bijectively the vertices from
V (Gov) into V (Hov), preserves multiplicities, and the image of φR by α is a conformal
model of Hov. In particular, it means that α is an isomorphism between Gov and Hov.
On the other hand, since α is an isomorphism between Gov andHov, α is an isomorphism
between R and α(R) in the trees TG and TH rooted inR and α(R), and hence the algorithm
accepts (G,mG) and (H,mH).
It remains to show how the algorithm tests whether A and B are isomorphic in the
rooted trees TG and TH . Whenever the algorithm denotes A and B as isomorphic, it
constructs an isomorphism α′AB between A and B witnessing its answer. We also show
that the algorithm denotes A and α(A) as isomorphic.
Suppose that A and B are nodes in TG and TH , respectively. Suppose A1, . . . , Ak are
the children of A in TG and B1, . . . , Bl are the children of B in TH . We define a bipartite
graph GAB on {A1, . . . , Ak} and {B1, . . . , Bl} with the edge between Ai and Bj iff Ai and
Bj have been denoted as isomorphic. The algorithm marks A and B as isomorphic iff
there is a perfect matching M between {A1, . . . , Ak} and {B1, . . . , Bl} in GAB. If this is
the case, for every (A′, B′) ∈ M and every u ∈ A′ the algorithm sets α′AB(u) = v, where
v ∈ B′ is such that α′A′B′(u) = v.
Suppose the algorithm denotes A and B as isomorphic. Clearly, α′AB preserves mul-
tiplicities. By Theorem 5.25, φ′A = φ
′
A′
1
. . . φ′A′
k
for some permutation A′1, . . . , A
′
k of
A1, . . . , Ak. Suppose B
′
1, . . . , B
′
k is a permutation of the children of B such that (A
′
i, B
′
i) ∈
M. Hence, the image τ ′B′
i
of φ′A′
i
by α′A′
i
B′
i
is a contiguous subword of some conformal
model of Hov, for every i ∈ [k]. By Theorem 5.25, the image τ
′
B′
1
. . . τ ′B′
k
of φ′A by α
′
AB is a
contiguous subword of a conformal model of Hov. So, α
′
AB is an isomorphism between A
and B.
Suppose Gov and Hov are isomorphic. For every child A
′ of A algorithm denoted A′
and α(A′) as isomorphic. Note that α(A1), . . . , α(Ak) is the set of all the children of B.
Hence, {(Ai, α(Ai)) : i ∈ [k]} is a perfect matching in GAB. Hence, the algorithm denotes
A and α(A) as isomorphic in TG and TH .
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Suppose A and B are leaves in TG and TH , respectively. In particular, A and B are
modules in TG and TH . Let p(A) be the parent node of A in TG. Let p(B) be the parent
of B in TH . Note that φ|(A ∪ NTG [A]) is an extended admissible model of (A,∼). Let
pim(A) be the circular order of the slots in φ|A, for some m ∈ {0, 1}. Let S
′ be a slot
in pim(A) such that p(A) ∈ pm(S
′) or p(A) ∈ pm(S
′, S ′′) for some two consecutive slots
(S ′, S ′′) in pim(A). Let pi0(B) and pi1(B) be two circular orders of the slots of B in Hov.
For every pi(B) ∈ {pi0(B), pi1(B)} the algorithm does the following. First, it chooses a
slot T ′ in pi(B) such that either p(B) ∈ p(T ′) or p(B) ∈ p(T ′, T ′′), where T ′′ is such that
(T ′, T ′′) are consecutive slots in pi(B) and p(T ′) and p(T ′, T ′′) are the patterns from pi(B).
Next, the algorithm checks whether pim(A) and pi(B) pinned in S
′ and T ′ are isomorphic.
Suppose αAB is such an isomorphism. Note that αAB needs to map p(A) into p(B). The
algorithm denotes A and B as isomorphic, and returns αAB|A as an isomorphism α
′
AB
between A and B.
Suppose A and B are denoted as isomorphic. Note that Aφ′A is an extended admissible
model of (A,∼). Note that αAB satisfies Claim 6.6 and hence αAB(AφA) is an extended
admissible model of (B,∼). In particular, by Theorem 5.25, the image of the word φ′A
by α′AB can be extended to a conformal model of Hov. This shows that α
′
AB is a local
isomorphism between A and B.
Suppose Gov and Hov are isomorphic. Clearly, α(A) is a leaf in TH . Let pim′(α(A))
be the order of the slots of α(A) in the admissible model α(φ)|α(A). Note that when
the algorithm processes the circular order pim′ of α(A), it will denote A and α(A) as
isomorphic.
Eventually, suppose A and B are modules in TG and TH , respectively. In this case the
algorithm is similar as for the leaves, with one exception. Suppose αAB : A ∪ NTG [A] →
B ∪ NTG [B] is an isomorphism between pim(A) and pi(B) pinned in S
′ and T ′, where m,
pi(B), S ′, and T ′ are defined as for leaves. First, the algorithm checks whether αAB maps
the parent p(M) of A into the parent p(B) of B (if the parents exist). Moreover, for every
node N ∈ NTG [A] different than p(A), the algorithm checks whether N and αAB(N) have
been denoted as isomorphic. If this is the case, the algorithm accepts A and B. The
mapping α′AB is defined as follows. If u ∈ A we set α
′
AB(u) = v, where v ∈ B is such
that αAB(u) = v and for every child N of A and every u ∈ VTG[N ] the algorithm sets
αAB(u) = v, where v ∈ VTH (αAB(N)) is such that α
′
NαAB(N)
(u) = v.
Suppose A and B are denoted as isomorphic. Let φA ≡ AφA|(A ∪ NTG(A)). Note
that φA is an extended admissible model for A. By Claim 6.6, the image of φA by αAB
is an extended admissible model for B. Now, replace in αAB(φ
A) every child N ′ of B
different than p(B) by the word α′AB(φ
′
N), where N in NTG [A] is such that αAB(N) = N
′.
Note that we obtain the word p(B)α′AB(φ
′
A). Since α
′
AB(φ
′
N) is a subword of a conformal
model of Hov, αAB(φ
A) is an admissible model of B, we deduce from Theorem 5.25 that
α′AB(φ
′
A) is a contiguous subword of some conformal model of Hov. Hence, α
′
AB establishes
an isomorphism between A and B.
Suppose Gov and Hov are isomorphic. We prove that the algorithm will denote A and
α(A) as isomorphic in the same way as for the leaves.
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