introduction and Preliminaries
The problem of determining how the different structures of various spaces (algebras) of functions interacts with each other is an important and active area of research. Some related problems are to investigate the automatic continuity and also the general form of mappings between these spaces preserving some algebraic or topological properties. For instance, by Kaplansky's theorem [6] , the lattice structure of C R (X), the lattice of all real-valued continuous functions on a compact Hausdorff space X, is determined by the topological structure of X. More precisely, if the lattices C R (X) and C R (Y ) are isomorphic, then X and Y are homeomorphic. Moreover, preserving) bijections on C(X, I) was disproved by Ercan andÖnal in [4] . The more general problem of characterizing those compact Hausdorff spaces X for which any multiplicative bijection T : C(X, I) −→ C(X, I) has the above standard form has been investigated in [1] .
In this paper, we assume that X and Y are compact Hausdorff spaces and we study lattice isomorphisms ϕ : A −→ B between sublattices A and B of C(X, I) and C(Y, I), respectively, not necessarily contain the constants. We show that under a mild separation property on A and B, ϕ induces a homeomorphism µ : Y −→ X. Then, under the assumption that A and B are closed under multiplication we give a description of ϕ on a dense G δ subset of Y and investigate continuity of ϕ with respect to the uniform convergence topology.
Let us fix some notations. For a compact Hausdorff space X, and f, g ∈ C(X, I), the notations f ∨ g and f ∧ g stand for max(f, g) and min(f, g), respectively. For compact Hausdorff spaces X and Y , a map ϕ : A −→ B between sublattices A and B of C(X, I) and C(Y, I), respectively, is a lattice homomorphism if ϕ(f ∧ g) = ϕ(f ) ∧ ϕ(g) and ϕ(f ∨ g) = ϕ(f ) ∨ ϕ(g) for all f, g ∈ A. A bijective homomorphism is called a lattice isomorphism.
For f ∈ C(X, I), z(f ) denotes the zero set of f and coz(f ) is its cozero set, that is coz(f ) = X\z(f ).
For a compact Hausdorff space X, we say that a subset A of C(X, I) has Urysohn's property, if for any pair of disjoint closed subsets F and G of X there exists f ∈ A such that f = 0 on F and f = 1 on G (compare with the Property 1 in [1] ). We also say that the evaluation of A on X is dense in (respectively, equal to) I if for each x ∈ X, the set A x = {f (x) : f ∈ A} is dense in (respectively, equal to) I. It is obvious that if A contains the constant functions, then the evaluation of A on X is equal to I.
For a compact metric space (X, d), the sublattice Lip(X, I) of C(X, I) consisting of all I-valued Lipschitz functions on X has Urysohn's property. Indeed, for disjoint closed subsets F and G of X, the function f ∈ Lip(X, I) defined by f (x) = min(
, 1) satisfies the desired property. More generally, for each α ∈ (0, 1], the set Lip α (X, I) of all functions f : X −→ I satisfying the Lipschitz condition of order α is a sublattice of C(X, I) which has Urysohn's property. Similarly for α ∈ (0, 1), the sublattice lip α (X, I) of Lip α (X, I) consisting of all functions f ∈ Lip α (X, I) with lim
= 0 as d(x, y) → 0, also has this property. For another example of such sublattices we can refer to the lattice AC(X, I) of all I-valued absolutely continuous functions on a compact subset X of the real line. It should be noted that the above mentioned sublattices of C(X, I) are all closed under multiplication.
Main Results
Our main result is as follows.
Theorem 2.1. Let X and Y be compact Hausdorff spaces, A and B be sublattices of C(X, I) and C(Y, I), respectively having Urysohn's property and ϕ : A −→ B be a lattice isomorphism. Then ϕ induces a homeomorphism µ from Y onto X. If, furthermore, (i) A and B are closed under multiplication, and (ii) the evaluations of A and B are dense in I, then there exists a dense G δ subset Y 0 of Y and a family {m y } y∈Y 0 of strictly increasing continuous bijection on I such that
We prove the theorem through the following lemmas.
In what follows we assume that X and Y are compact Hausdorff spaces, A and B are sublattices of C(X, I) and C(Y, I), respectively which have Urysohn's property, and ϕ : A −→ B is a lattice isomorphism. Then ϕ is order preserving in both directions, that is f ≤ g if and only if ϕ(f ) ≤ ϕ(g) for all f, g ∈ A.
Since X is compact, it follows from the hypotheses that A contains the constant functions 0 and 1 and, furthermore, ϕ(0) = 0 and ϕ(1) = 1.
We note that for any pair of functions f, g ∈ A we have f g = 0 if and only if f ∧ g = 0. Hence we get the next lemma. Using Urysohn's property, for any pair U 1 and U 2 of open subsets of X with disjoint closures we can find f 1 , f 2 ∈ A such that f 1 = 0 on U 1 , f 2 = 0 on U 2 and f 1 ∨ f 2 = 1.
For each point x ∈ X, let U x denote the set of all functions f ∈ A vanishing on a neighborhood of x. We put
Similar notations U y and C y will be used for each y ∈ Y . Lemma 2.3. For each x ∈ X, C x is nonempty.
Proof. First we note that
Using finite intersection property, it suffices to show that for each
Since ϕ is a lattice isomorphism, we have
f i and assume on the contrary that ϕ(f 0 )(y) = 0 for all y ∈ Y . Then clearly f 0 = 0, that is z(f 0 ) = {x ∈ X : f 0 (x) = 0} = X. Since for each i ∈ {1, 2, ..., n}, f i = 0 on a neighborhood U i of x, it follows that f 0 = 0 on the neighborhood U = ∩ n i=1 U i of x, i.e. U ⊆ z(f 0 ). In particular, U = X. Using Urysohn's property, we can easily find a nonzero function g ∈ A such that supp(g) ⊆ U. Then f 0 g = 0, and so ϕ(f 0 )ϕ(g) = 0. Since z(ϕ(f 0 )) = ∅ we get z(ϕ(g)) = Y . Thus ϕ(g) = 0 which is impossible, since ϕ(0) = 0 and ϕ is a bijection.
Proof. Let y ∈ C x and let f ∈ U x be nonzero. Then there exists a neighborhood
Then there are functions f 1 , f 2 ∈ A such that f 1 = 1 on U 1 and supp(f 1 ) ⊆ U and similarly f 2 = 0 on U 2 and f 2 = 1 on X\U 1 . Hence f 1 ∨ f 2 = 1 and consequently ϕ(f 1 ) ∨ ϕ(f 2 ) = 1. We note that ϕ(f 2 )(y) = 0, since y ∈ C x . Thus ϕ(f 1 )(y) = 1. On the other hand f 1 f = 0 and it follows from Lemma 2.2 that ϕ(f 1 )ϕ(f ) = 0. Hence the open neighborhood coz(ϕ(f 1 )) of y is contained in z(ϕ(f )), as desired.
Lemma 2.5. For each x ∈ X the set C x is a singleton. A similar assertion holds for all y ∈ Y .
Proof. We, first, show that for each y ∈ C x we have C y = {x}. Let y ∈ C x . Using Lemma 2.3 for ϕ −1 instead of ϕ, we conclude that C y is nonempty. Hence we need only to show that for any point z ∈ X distinct from x we have z / ∈ C y . Assume on the contrary that z = x and z ∈ C y . Since y ∈ C x , it follows from the above lemma that ϕ(U x ) ⊆ U y . Using the same lemma for ϕ −1 , we have ϕ −1 (U y ) ⊆ U z . Hence U x ⊆ U z which concludes, by Urysohn's property, that x = z, a contradiction. Now for an arbitrary point y ∈ Y , since C y is nonempty, we can choose a point z ∈ C y . Then similar to the above argument we have C z = {y}, that is y ∈ C z . Hence, using the above argument once again we have C y = {z}, i.e. C y is a singleton.
Similarly for each x ∈ X, C x is a singleton.
By the above lemma we can define a map µ : Y −→ X which associates to each y ∈ Y the unique point x ∈ C y . Lemma 2.6. The map µ : Y −→ X is a homeomorphism.
Proof. As it was noted in the proof of Lemma 2.5, for each y ∈ Y and x ∈ X, we have C x = {y} if and only if C y = {x}. This implies that µ is a bijective map. To show that µ is continuous, assume on the contrary that there exists a net {y α } in Y converging to a point y 0 ∈ Y and {µ(y α )} does not converge to µ(y 0 ). Then passing through a subnet we may assume that there exists an open neighbourhood U of µ(y 0 ) such that µ(y α ) ∈ X\U for all α. Choose open neighborhoods U 0 , U 1 and U 2 of µ(y 0 ) such that U i ⊆ U i+1 for i = 0, 1 and U 2 ⊆ U. Then there are functions f 1 , f 2 ∈ A such that f 1 = 1 on U 1 and f 1 = 0 on X\U 2 , and similarly f 2 = 0 on U 0 and f 2 = 1 on X\U 1 . Then clearly f 1 ∨ f 2 = 1 and consequently ϕ(f 1 ) ∨ ϕ(f 2 ) = 1. Since f 2 = 0 on the neighborhood U 0 of µ(y 0 ) it follows that ϕ(f 2 )(y 0 ) = 0. Hence ϕ(f 1 )(y 0 ) = 1. On the other hand f 1 = 0 on the open subset X\U of X (containing all µ(y α )) which implies that ϕ(f 1 )(y α ) = 0 for all α, a contradiction.
The above lemma completes the proof of the first part of Theorem 2.1. We should note that since ϕ −1 is also a lattice isomorphism it induces a homeomorphism ν : X −→ Y . For a given y ∈ Y if we put x = µ(y) and z = ν(x), then, using Lemma 2.4 we have ϕ(U x ) ⊆ U y and also
is, indeed, the associated homeomorphism to ϕ −1 .
Now we investigate more properties of µ and its relations to ϕ whenever A and B are, in addition, closed under multiplication. First we extend the property stated in Lemma 2.4. Lemma 2.7. Assume, furthermore, that A and B are closed under multiplication. If f, g ∈ A and y ∈ Y such that f = g on a neighborhood of µ(y), then ϕ(f ) = ϕ(g) on a neighborhood of y.
Choose an open neighborhood U 1 of µ(y) with U 1 ⊆ U. Using Urysohn's property of A, there are functions f 1 , f 2 ∈ A such that f 1 = 0 on X\U ,f 2 = 0 on U 1 and f 1 ∨ f 2 = 1. Hence, f f 1 and f f 2 are elements of A such that f = f f 1 ∨f f 2 . Since f = g on U, we conclude that f f 1 ≤ g on U. On the other hand f f 1 = 0 on X\U. Thus we have f f 1 ≤ g and consequently ϕ(f f 1 ) ≤ ϕ(g). Since f f 2 = 0 on U 1 , it follows from Lemma 2.4 that
A similar argument shows that ϕ(f )
We note that since A and B are not assumed to contain the constants we require to state the next lemma.
Lemma 2.9. Let A and B be closed under multiplication and the evaluation of A on X be dense in I. Then for each interval (r, s) in I there exists a function f ∈ A, with r < f (t) < s for all t ∈ X.
Proof. Let x ∈ X. Since the evaluation of A on X is dense in I, there is a function f x ∈ A such that r < f x (x) < s. Choose an open neighborhood U x of x such that r < f x (t) < s for all t ∈ U x . Let W x be an open neighborhood of x with W x ⊆ U x . By Urysohn's property of A there is a function g x ∈ A with g x = 1 on W x and supp(g x ) ⊆ U x . Put h x = g x f x . Then h x ∈ A and r < h x < s on W x . Since {W x } x∈X is an open cover of X, there are
Then f ∈ A and since for any t ∈ X there exists 1 ≤ i ≤ n with t ∈ W x i it follows that f (t) ≥ h x i (t) > r. If f (t) ≥ s for some t ∈ X, then there exists 1 ≤ j ≤ n such that h x j (t) ≥ s. Therefore, f x j (t) ≥ h x j (t) ≥ s which implies that t / ∈ U x j . Hence g x j (t) = 0 which is impossible, since s ≤ h x j (t) = g x j (t)f x j (t). This argument shows that for each t ∈ X, we have r < f (t) < s, as desired.
For any pair f, g ∈ A we put I f,g = {y ∈ Y : ϕ(f )(y) = ϕ(g)(y) whenever f (µ(y)) = g(µ(y))} and I ϕ = ∩{I f,g : f, g ∈ A} Lemma 2.10. Under the assumptions of Lemma 2.9, I ϕ = Y if and only if ϕ is strictly increasing, that is f < g implies ϕ(f ) < ϕ(g) for all f, g ∈ A.
Proof. Let ϕ be strictly increasing and assume on the contrary that I ϕ = Y . Then there is y ∈ Y such that y / ∈ I ϕ . Hence there are functions f, g ∈ A such that f (µ(y)) < g(µ(y)) and ϕ(f )(y) = ϕ(g)(y). Choose r 0 , r 1 , s 0 , s 1 ∈ I with f (µ(y)) < r 0 < s 0 < r 1 < s 1 < g(µ(y)). Let U be an open neighborhood of µ(y) such that f (t) < r 0 < s 0 < r 1 < s 1 < g(t) for all t ∈ U. By Lemma 2.9 there are functions f r 0 ,s 0 , f r 1 ,s 1 ∈ A such that r 0 < f r 0 ,s 0 < s 0 and r 1 < f r 1 ,s 1 < s 1 . Thus,
Since ϕ is strictly increasing it follows that
Clearly f < f r 0 ,s 0 on U and consequently f < f r 0 ,s 0 ∧ f on U. Thus, by Lemma 2.8 we have ϕ(f )(y) ≤ ϕ(f ∧ f r 0 ,s 0 )(y). In a similar manner we have ϕ(g)(y) ≥ ϕ(g ∨ f r 1 ,s 1 )(y). Hence ϕ(f )(y) < ϕ(g)(y) which is a contradiction. This argument shows that I ϕ = Y .
The converse statement is trivial. Indeed, assume that I ϕ = Y and y ∈ Y . For each f, g ∈ A with f < g, since y ∈ I f,g , we have ϕ(f )(y) = ϕ(g)(y), that is ϕ(f )(y) < ϕ(g)(y). Proof. Assume on the contrary that ϕ −1 is not strictly increasing. Using Lemma 2.10 for ϕ −1 instead of ϕ we have I ϕ −1 = X. Thus there exists a point y 0 ∈ Y such that µ(y 0 ) / ∈ I ϕ −1 . Therefore, there are functions f 0 , g 0 ∈ A such that f 0 (µ(y 0 )) = g 0 (µ(y 0 )) while ϕ(f 0 )(y 0 ) < ϕ(g 0 )(y 0 ). Replacing f 0 by f 0 ∨ g 0 we may assume that f 0 ≤ g 0 . We consider two following cases:
In this case we shall show that there exists a sequence {f n } in A converging uniformly to f on X such that f n (µ(y 0 )) > f 0 (µ(y 0 )) for all n ∈ N.
Given ǫ > 0, since A µ(y 0 ) is dense in I, there exists h 1 ∈ A such that 0 < h 1 (µ(y 0 ))− f 0 (µ(y 0 )) < ǫ. Let U be an open neighbourhood of µ(y 0 ) in X such that 0 < h 1 (t) − f 0 (t) < ǫ for all t ∈ U. Choose an open neighbourhood V of µ(y 0 ) such that V ⊆ U. Then we can find h 2 ∈ A with h 2 = 1 on V and supp(h 2 ) ⊆ U. We put h ǫ = h 1 h 2 and f ǫ = h ǫ ∨ f 0 . Clearly f ǫ ∈ A and f ǫ (µ(y 0 )) > f 0 (µ(y 0 )). We claim that 0 ≤ f ǫ (t) − f 0 (t) ≤ ǫ for all t ∈ X. Fix a point t ∈ X. If t ∈ U, then h ǫ (t) − f 0 (t) ≤ h 1 (t) − f 0 (t) < ǫ. Hence in either of cases that f ǫ (t) = f 0 (t) or f ǫ (t) = h ǫ (t) we have 0 ≤ f ǫ (t) − f 0 (t) ≤ ǫ. If t ∈ X\U, then h ǫ (t) = 0 and consequently f ǫ (t) − f 0 (t) = f 0 (t) − f 0 (t) = 0. This argument shows that 0 ≤ f ǫ (t) − f 0 (t) ≤ ǫ for all t ∈ X. Therefore, there exists a sequence {f n } n∈N converging uniformly on X to f 0 and for each n ∈ N f n (µ(y 0 )) > f 0 (µ(y 0 )) = g 0 (µ(y 0 )). Now the continuity assumption on ϕ implies that {ϕ(f n )} converges uniformly on Y to ϕ(f ). On the other hand, since for each n ∈ N, f n (µ(y 0 )) > g 0 (µ(y 0 )) it follows from Lemma 2.8 that ϕ(f n )(y 0 ) ≥ ϕ(g 0 )(y 0 ) for all n ∈ N which is impossible, since ϕ(f 0 )(y 0 ) < ϕ(g 0 )(y 0 .
The argument in this case is a minor modification of Case 1. In this case we find a sequence {f n } in A converging uniformly to f 0 and such that f n = 1 on a negibourhood of µ(y 0 ). For this, given ǫ > 0, we choose an open neighbourhod of µ(y 0 ) such that 1−f 0 (t) < ǫ for all t ∈ U and then we choose an open neighbourhood V of µ(y 0 ) such that V ⊆ U. Then there exists a function h ǫ ∈ A satisfying h ǫ = 1 on V and supp(h ǫ ) ⊆ U. We put f ǫ = h ǫ ∨ f 0 . Then f ǫ ∈ A, f ǫ = 1 on V and an easy verification shows that |f ǫ (t) − f 0 (t)| ≤ ǫ for all t ∈ X. Hence we can find a sequence {f n } in A satisfying the desired conditions. Since f n = 1 on a neighbourhood of µ(y 0 ) it follows from Lemma 2.7 that ϕ(f n )(y 0 ) = 1 for all n ∈ N. This implies that ϕ(f 0 )(y 0 ) = 1 which is impossible, since ϕ(f 0 )(y 0 ) < ϕ(g 0 )(y 0 ).
In the next Lemmas A and B are, furthermore, closed under multiplication and their evaluations on X and Y are dense in I.
Lemma 2.12. The set I ϕ is a dense G δ subset of Y .
Proof. First we show that for each pair f 0 , g 0 ∈ A with f 0 < g 0 , the set I f 0 ,g 0 is a dense open subset of Y . We note that in this case I f 0 ,g 0 = {y ∈ Y : ϕ(f 0 )(y) = ϕ(g 0 )(y)}. Hence I f 0 ,g 0 is, clearly, an open subset of Y . Assume on the contrary that Y \I f 0 ,g 0 contains an open subset V of Y . Then ϕ(f 0 ) = ϕ(g 0 ) on V and using Lemma 2.7 for ϕ −1 instead of ϕ we conclude that f 0 (µ(y)) = g 0 (µ(y)) for all y ∈ V , which is a contradiction. Now consider the dense subset J = ∪ x∈X A x of I. Then clearly J contains a countable dense subset J 0 . For each p, q ∈ J 0 with p < q choose, by Lemma 2.9, f p,q ∈ A such that p < f p,q < q. We shall show that
Let y ∈ Y \I ϕ . Then there exists f, g ∈ A such that f (µ(y)) < g(µ(y)) and ϕ(f )(y) = ϕ(g)(y). Choosing p 1 , q 1 , p 2 , q 2 ∈ J 0 with f (µ(y)) < p 1 < q 1 < p 2 < q 2 < g(µ(y)) we have f (µ(y)) < f p 1 ,q 1 < f p 2 ,q 2 < g(µ(y)). Then it follows from Lemma 2.8 that
The other inclusion is trivial. Thus we get the claimed equality. As for each
is an open dense subset of Y , it follows from Bair's category theorem that I ϕ is a dense G δ subset of Y .
Now we put Y 0 = I ϕ ∩ µ −1 (I ϕ −1 ). As in the lemma above we can conclude that
Being µ −1 a homeomorphism we again conclude from
Bair's category theorem that Y 0 is a dense G δ subset of Y . It is obvious that for each y ∈ Y 0 , and f, g ∈ A we have f (µ(y)) = g(µ(y)) if and only if ϕ(f )(y) = ϕ(g)(y). Proof. Clearly for each y ∈ Y 0 , m ′ y is well-defined and strictly increasing. To prove that m ′ y is continuous, let {r n } be a sequence in A µ(y) ∩ (0, 1) converging to r ∈ A µ(y) ∩ (0, 1). We assume that {r n } is strictly increasing, since the case that {r n } is strictly decreasing has a similar discussion. Let f ∈ A such that f (µ(y)) = r and for each n ∈ N, let f n ∈ A such that f n (µ(y)) = r n . Since y ∈ Y 0 and r n < r n+1 it follows that ϕ(f n )(y) < ϕ(f n+1 )(y) for all n ∈ N. If lim ϕ(f n )(y) < ϕ(f )(y), then since B y ∩ (0, 1) is dense in I, we can find a function g ∈ A such that lim ϕ(f n )(y) < ϕ(g)(y) < ϕ(f )(y). Hence ϕ(f n )(y) < ϕ(g)(y) < ϕ(f )(y) for all n ∈ N. Since y ∈ Y 0 we conclude that f n (µ(y)) < g(µ(y)) < f (µ(y)) for all n ∈ N. Hence lim f n (µ(y)) ≤ g(µ(y)) < f (µ(y)), a contradiction. Thus lim ϕ(f n )(y) = ϕ(f )(y), that is m ′ y is continuous.
Lemma 2.14. The map m ′ y has a unique extension to a continuous bijection on I.
Proof. We note that for each s ∈ (0, 1) there exists a strictly increasing sequence {s n } in A µ(y) ∩ (0, 1) converging to s. Since {m ′ y (s n )} is an increasing sequence in I it follows that {m ′ y (s n )} converges to a point in I. We put m y (s) = lim m ′ y (s n ). We should note that the definition of m y (s) is independent of the strictly increasing sequence {s n } converging to s. Indeed assume that {t n } is also a strictly increasing sequence in A µ(y) ∩ (0, 1) which converges to s ∈ (0, 1) and assume on the contrary that lim m
y is strictly increasing we get s n < t N 0 for all n ∈ N. Thus lim s n ≤ t N 0 < s which is a contradiction.
We put m y (0) = 0 and m y (1) = 1. Then m y is an extension of m ′ y to I. An easy verification shows that m y is increasing. Now we prove that m y : I −→ I is strictly increasing. Assume that s, t ∈ (0, 1) and s < t. Being A µ(y) dense in I there are functions f, g ∈ A such that s < f (µ(y)) < g(µ(y)) < t. Since y ∈ Y 0 it follows from the definition of m y that
that is m y (s) < m y (t). Hence m y is strictly increasing on (0, 1). It is obvious that m y (s) > 0 for all s ∈ (0, 1). We note that m y (s) < 1 for all s ∈ (0, 1). Indeed, if m y (s) = 1 for some s ∈ (0, 1), then choosing f ∈ A with s < f (µ(y)) < 1 we have ϕ(f )(y) < 1, since y ∈ Y 0 . On the other hand,
a contradiction. Hence m y : I −→ I is strictly increasing.
We shall show that m y is continuous at each point s ∈ I. First assume that s ∈ (0, 1) is given. Let {s n } and {t n } be strictly increasing, respectively strictly decreasing sequences in (0, 1) converging to s. Since m y is strictly increasing it suffices to show that lim m y (s n ) = lim m y (t n ). Assume on the contrary that lim m y (s n ) < lim m y (t n ). Since B y is dense in I, there exist g, h ∈ A such that:
Using the density of A µ(y) we can choose a strictly increasing sequence {s ′ n } and a strictly decreasing sequence {t
Since y ∈ Y 0 and m y is strictly increasing we conclude that for each k ∈ N s ′ k < g(µ(y)) < h(µ(y)) < t Proof. Since Lip(X, I) and Lip(Y, I) are sublattices of C(X, I) and C(Y, I), having Urysohn's property, it follows from Theorem 2.1 that ϕ induces a homeomorphism µ : Y −→ X. As Lip(X, I) and Lip(Y, I) are closed under the multiplication and contain the constants, it suffices, by the second part of Theorem 2.1, to show that Y 0 = Y , that is I ϕ −1 = X and I ϕ = Y . We prove the first equality, since the other one is proven in a similar manner. Assume on the contrary that there exists a point x 0 ∈ X such that x 0 / ∈ I ϕ −1 . Let y 0 ∈ Y such that µ(y 0 ) = x 0 . Since x 0 / ∈ I ϕ −1 , there exist functions f, g ∈ Lip(X, I) with f (µ(y 0 )) = g(µ(y 0 )) such that ϕ(f )(y 0 ) < ϕ(g)(y 0 ). We should note that x 0 is not an isolated point since by Lemma 2.7, I ϕ −1 contains all isolated points of X. Using the density of Y 0 , we can choose a sequence {x n } in µ(Y 0 ) converging to x 0 such that for each i ∈ N,
. We put α i = d(x i , x 0 ) for all i ∈ N. We note that for i, j ∈ N with i < j we have
Let h : {x n } ∪ {x} −→ I be defined by
We show that h is a Lipschitz function on the closed subset {x n } ∪ {x 0 } of X. To do this assume that M = max(L(f ), L(g)) where L(f ) and L(g) are Lipschitz constants of f and g, respectively. Clearly for the given pair i, j ∈ N, if both i, j are either even or odd we have |h(x i ) − h(x j )| ≤ Md(x i , x j ). Hence we assume that i is even and j is odd. Without loss of generality we assume that i < j. Then we have |h( whenever i is even, we conclude that ϕ(H)(y i ) = ϕ(f )(y i ) for even i ∈ N. Hence tending i → ∞ we get ϕ(H)(y 0 ) = ϕ(f )(y 0 ). Similarly we have ϕ(H)(y j ) = ϕ(f )(y j ) for all odd j ∈ N and consequently ϕ(H)(y 0 ) = ϕ(g)(y 0 ) which is impossible, since ϕ(f )(y 0 ) = ϕ(g)(y 0 ).
