We develop an improved variant of U (1)-symmetric infinite projected entangled-pair state (iPEPS) ansatz to investigate the ground state phase diagram of the spin-1/2 square J1 − J2 Heisenberg model. In order to improve the accuracy of the ansatz, we discuss a simple strategy to select automatically relevant symmetric sectors and also introduce an optimization method to treat second-neighbor interactions more efficiently. We show that variational ground-state energies of the model obtained by the U (1)-symmetric iPEPS ansatz (for a fixed bond dimension D) set a better upper bound, improving previous tensor-network-based results. By studying the finite-D scaling of the magnetically order parameter, we find a Néel phase for J2/J1 < 0.53. For 0.53 < J2/J1 < 0.61, a non-magnetic columnar valence bond solid (VBS) state is established as observed by the pattern of local bond energy. The divergent behavior of correlation length ξ ∼ D 1.2 and vanishing order parameters are consistent with a deconfined Néel-to-VBS transition at J c 1 2 /J1 = 0.530(5), where estimated critical anomalous exponents are ηs ∼ 0.6 and η d ∼ 1.9 for spin and dimer correlations respectively. We show that the associated VBS order parameter monotonically increases with J2/J1 and finally a first-order quantum phase transition takes place at J c 2 2 /J1 = 0.610(2) to the conventional Stripe phase. We compare our results with earlier DMRG and PEPS studies and suggest future directions for resolving remaining issues.
I. INTRODUCTION
Understanding of quantum many-body systems is of fundamental importance. These systems, even in the simplest form, reveal fascinating quantum collective behavior distinctly different from noninteracting particles. For instance, frustrated quantum spin systems, defined by a simple spin model, are considered one of the most important playgrounds to observe exotic phenomena. Quantum spin liquid 1,2 with a topologically order, 3, 4 valence bond solid (VBS) order [5] [6] [7] and deconfined quantum criticality 8 are some of well-known examples manifested in such systems. Specifically, searching for the quantum spin-liquid states has received much attention due to their distinct characteristics, such as long-range entanglement 9 and nontrivial anyon statistics. 3, 10 A comprehensive characterization of them might lead to new understanding in physics of frustrated quantum magnetism and providing 'a new theoretical framework' 11 for characterizing exotic phases of matter.
J 2 ∼ J 1 The frustrated spin-1/2 J 1 − J 2 square Heisenberg model (SHM) is one of the candidate models featuring aforementioned exotic phases. The J 1 − J 2 SHM has stimulated extensive theoretical studies over the last two decades, due to its simplicity and its experimental realization in several materials, [12] [13] [14] such as vanadium Layered oxides Li 2 VO(Si,Ge)O 4 and polycrystalline samples BaCdVO(PO 4 ) 2 . In particular, these studies have established that the second-neighbor J 2 coupling controlling frustration induces non-magnetic phases around the highly frustrated point J 2 /J 1 = 0.5. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] Despite that, depending on numerical approaches, several scenarios have been proposed around this point: the earlier studies based on small-size exact diagonalization, spin-wave theory, series expansion and coupled cluster methods find different candidate states, such as columnar, 20, [27] [28] [29] plaquette VBS states [16] [17] [18] [19] and resonating valence bond 20, 21 spin liquid states.
The recent SU (2)-symmetric density matrix renormalization group (DMRG) study has demonstrated an intermediate plaquette VBS phase between a Néel and Stripe magnetically ordered phases, 32 which does not support the previous DMRG results of gapped Z 2 spin liquid as the intermediate phase. 33 However, in a small window of 0.44 < J 2 /J 1 ≤ 0.5, the SU (2) DMRG results cannot distinguish between two possible scenarios, between a true deconfined quantum-critical point or a gapless spin-liquid phase. A very recent DMRG study 34 further supports the possibility of a gapless spin liquid between the Néel and the VBS phases by following the energy level crossings between different low energy excited states. On the other hand, variational Monte Carlo (VMC) results 35 predict a gapless Z 2 spin liquid in the whole region 0.45 ≤ J 2 /J 1 ≤ 0.6, while a very recent VMC study 36 challenged this result by predicting a columnar VBS order for 0.5 ≤ J 2 /J 1 ≤ 0.6. The critical exponents reported in this study show small deviation from those of the J -Q models. However, understanding the true nature of quantum critical points and the corresponding universality classes turn out to be even more challenging using unbiased methods. 32, 33, 37 ansatz suggests a quantum critical point at J c1 2 /J 1 0.5, where in contrast to the finite-size PEPS results, 40 the extracted critical exponents seem to deviate from those of the J -Q models. 41 In this paper, we aim to develop a fully U (1)-symmetric iPEPS ansatz with an 'improved' update scheme to reexamine the phase diagram of the J 1 − J 2 SHM. So far, the iPEPS update algorithms 42, 43 have been able to treat the first-neighbor interactions with high efficiency. They have been shown in practice to be quite accurate and stable providing reliable results. However, in the case of longer-range interactions (e.g. second-neighbor interactions) a similarly efficient scheme is still highly desired. To this end, we present a new update method based on the so-called positive approximant and reduced-tensor application 39, 44 to treat second-nearest neighbor interactions more accurately and efficiently. We find that the new update scheme significantly improves efficiency and provides more accurate results in comparison with previous schemes. 43, 45 In addition, we also investigate the implementation of U (1) symmetry into the iPEPS ansatz by introducing a general scheme to pick up relevant symmetry sectors. We show that it solves the loss of accuracy observed when applying continuous symmetry groups 46 and provides the same accuracy as non-symmetric iPEPS.
By using the U (1)-symmetric iPEPS ansatz, we clarify the quantum phase diagram and the nature of phase transitions for the J 1 -J 2 SHM with substantially improved variational wave function (of the ground state), and bridge the gap between the previous tensor-network and DMRG studies. We show that the non-magnetic phase appears in the range of 0.53 < J 2 /J 1 ≤ 0.61. The critical point J c1 2 /J 1 0.53 is of the deconfined type confirmed by continuously vanishing the Néel order parameter and the divergence of the correlation length ξ ∼ D 1.2 . By extrapolating dimer-dimer and spin-spin correlation functions in the D → ∞ limit, we estimate the critical anomalous exponents η s ∼ 0.6 and η d ∼ 1.9. The pattern of the local nearest neighboring bond energies shows that a columnar VBS phase is established up to J c2 2 /J 1 0.61. However, the observed (variational) energies from different approaches 32 indicate both columnar and plaquette VBS phases are competitive candidates for the intermediate phase. With further increasing J 2 /J 1 , a first-order phase transition takes place from VBS phase to the conventional Stripe phase.
The paper is organized as follows. We first introduce the model and briefly summarize different types of the phases and the resulting phase diagram obtained by our iPEPS studies in Sec. II. In Sec. III, we briefly introduce the U (1)-symmetric iPEPS ansatz and discuss a general scheme to select automatically relevant symmetric sectors (Sec. III B). We then present a new iterative scheme in detail and compare it with previous schemes (Sec. III C). Sec. IV provides the main simulation results. The variational ground-state energy and Néel order parameter are presented in Secs. IV C. We show that the intermediate phase is a columnar VBS represented in Sec. IV D. The critical properties of the deconfined quantum-critical point are discussed by studying correlation function and correlation length in Sec. IV E-further plots of the correlation func- tions are presented in Appendix. A. Using different initial tensors representing different symmetry breaking states, we determine the boundary of columnar VBS and the conventional Stripe phase in Sec. IV F. Finally, we summarize our work with some discussions in Sec. V.
II. MODEL
The J 1 − J 2 SHM is defined by the Hamiltonian
The couplings J 1 and J 2 stand for the first-and second-neighbor antiferromagnetic (AFM) interactions. We set J 1 = 1 throughout the paper and consider the frustrated interaction J 2 > 0.
In the extreme cases J 2 ≈ 0 or J 2 1, the ground states are respectively defined by two magnetically ordered phases, i.e., AFM Néel and Stripe. The patterns of magnetic orders for these phases have been shown in Fig. 1 . All the earlier studies suggest that these two phases are separated by an (or several) intermediate phase(s). Our goal is to locate and characterize the intermediate phase.
The obtained phase diagram has been illustrated in Fig. 1 . We find that the intermediate phase is a paramagnetic phase that breaks lattice symmetry, i.e., a columnar VBS. As seen in Fig. 1 , columnar VBS order (in which vertical spins are strongly entangled) only breaks lattice symmetry in the ydirection. The columnar VBS phase is separated from the Néel one by a continuous phase transition occurred at J c1 2 = 0.530 (5) . In addition, the quantum phase transition between VBS and AFM Stripe phases takes place at J 
, where ith components n (i) and t (i) n represent a particle number and its associated dimension. (c) U (1)-symmetric 2 × 2 unit cell iPEPS.
An iPEPS is constructed by building-block tensors that are sitting on sites of the physical lattice. 47 The tensors are connected to each other by the so-called virtual bonds (graphically drawn by arrows) constructing a specific geometrical pattern (usually similar to physical lattice). For instance, as depicted in Fig.2-(a-c) , we have constructed a 2 × 2 unit cell iPEPS on the infinite two-dimensional square lattice by repeating periodically five-rank tensors {a, b, c, d}. The geometrical structure produced by the connections of tensors has an important feature: the iPEPS could reproduce entanglement area law. 47, 48 The amount of this entanglement is controlled by the so-called bond dimension (number of elements) of virtual bonds, denoted by D. By increasing D, the iPEPS is able to represent highly entangled stats.
We aim to use the iPEPS as a variational ansatz to obtain the approximate ground state of the model. The accuracy of this variational method is controlled by the bond dimension D (variational parameters are of order O(D 4 )). To capture the physics of highly entangled states, one needs to consider larger D and does the finite-D analysis (extrapolating D → ∞ ). By exploiting U (1) symmetry, one can study the iPEPS with a larger D. In the presence of this symmetry, each tensor takes a block diagonalized form (each block is corresponding to a specific symmetric sector) which correspondingly reduces computational costs. 49 The symmetric sectors in the case of U (1) symmetry are labeled by the conserved particle numbers − → n . To implement this symmetry into the iPEPS, we label each arrow by some particle numbers Fig.2 -(b), so that their sign (±) being specified by outgoing and incoming arrows. 50 For example, a virtual bond with the associated label 3) ) would have the bond dimension D = 5 with particle numbers −1, 1 and associated dimen- sions 2, 3 respectively. Each tensor is U (1) invariant as the sum of incoming particle numbers equals to the sum of outgoing ones. In this case, when each individual tensor is U (1) invariant, the iPEPS automatically respects U (1) symmetry.
B. Selection of relevant symmetric sectors
For infinite symmetric groups, like U (1), it is not possible to uniquely specify symmetric sectors − → n . In addition, number of states in each sector − → t n should be manually chosen. Furthermore, the virtual bonds could possess non-homogeneous structures: each virtual bond takes different symmetric sectors from another one. These possibilities in selecting the symmetric sectors impede the U (1)-symmetric iPEPS ansatz from providing accurate results as reported in Ref. 46 -note, this loss of accuracy is not observed in the case of finite symmetric groups (even for homogeneous-bond structure) due to the finite number of the symmetric sectors.
We introduce a simple strategy to select automatically relevant symmetric sectors ( − → n , − → t n ) by using simpleupdate simulation. 42, 51, 52 In this scheme, we assume a nonhomogeneous structure for the virtual bonds (each of them could take different symmetric sectors). We then perform simple-update simulation: (i) randomly initialize iPEPS (picking up a random set of symmetric sectors), (ii) apply the local imaginary time-evolution operator 43 to the virtual bonds and (iii) use high-order singular value decomposition 53 to keep the largest singular values, which also determines the symmetric sectors. In addition, to obtain the expectation values, we similarly assume a non-homogeneous structure for the so-called environment tensors 44, 54, 55 and pick up the symmetric sectors by using the singular values decomposition appeared in the corner transfer matrix (CTM) approach. 56 Furthermore, to do the full-update simulation, 44 we first fix the symmetric sectors for all virtual bonds (obtained by the afore-
TABLE I. The resulting particle numbers − → n for the virtual bonds of tensors {a, b, c, d} for the Heisenberg model J2 = 0. The associated degeneracy is always − → tn = (2, 3, 2) for all virtual bonds. The labels {left, down, right, up} show four virtual bonds of each tensor. The particle numbers have obtained by the scheme explained in the main text. mentioned scheme), then randomly initialize tensors, and finally apply the optimization schemes (e.g., as explained in Sec. III C).
We apply this scheme to the Heisenberg model on the square lattice (J 2 = 0) to compare its accuracy with that of previous ones presented in Ref. 46 . We use the relative error ∆E in the ground-state energy to provide benchmarks: ∆E =
, where E D and E M C are respectively the iPEPS energy with finite bond-dimension D and the precise Monte-Carlo energy from Ref. 57 . As shown in Fig. 3 -(a, b), a proper choice of symmetric sectors makes the U (1) iPEPS highly accurate. We observe that a U (1)-symmetric iPEPS ansatz produces the same accuracy as the non-symmetric ones in both full-and simple-update methods for the same bond dimension D. The resulting symmetry sectors for virtual bonds (with D = 7) are shown in Tab. I, where we have started from a homogeneous structure. The particle numbers − → n dynamically vary during the simulation and (finally) take a non-homogeneous structure-as − → n is different for each virtual bond. Specifically, our results imply that the non-homogeneous structures are crucial in the case of U (1) symmetry.
C. Optimization method
In order to do a full-update simulation for the models including second-neighbor interactions, we introduce a new iterative scheme to optimize the tensors. We use both applications of positive approximant 39, 44 and reduced tensors 42 in an iterative way to improve accuracy and convergence rate of the optimization algorithm. We discuss the general ideas here, but for computational implementation and more details see Refs. 47, 48, and 58.
To perform a full-update simulation, we need to study imaginary-time evolution of an initial (random) iPEPS |ψ(a, b, c, d) . We use first-order Suzuki-Trotter decomposition 59 to split the imaginary time-evolution operator into a sequence of local terms. Such local operators are acting on specific bonds, increasing the corresponding bond dimension D → D . In order to have a tractable algorithm, we need to reduce the bond dimension (approximating the resulting iPEPS). We explain this procedure by considering lo- cal imaginary-time operators acting on, e.g., tensors {a, b, c}
where δ stand for small time steps and S a is acting on tensor a (analogous for other operators). After applying U , the resulting wave function should be approximated by a new iPEPS with the bond dimension D
where tensors {a , b , c , d } are determined by minimizing the square distance. We consider tensors {a , b , c , d } as variational parameters and accordingly find them by minimizing the square distance
where
To minimize the cost function f , we use positive approximant and reduced-tensor schemes:
(a) reduced-tensor application: We use QR and LQ decomposition to split tensors {b , c } to sub-tensors {l, r, Q,Q} as depicted in Fig. 4-(a) . We aim to minimize the cost function with respect to tensors {l, a , r}, thus we rewrite the cost function as following min {a ,r,l}
where N is called norm tensor. Tensor-network representations of the norm tensor and the term r † a † l † N la r are shown in Fig. 5-(a, b) . Note that the first term does not play any role in the optimization procedure. (b) positive approximant: In principle, the norm tensor N should be positive and Hermitian. But mainly due to the CTM approximation, it has some small negative parts. We explicitly eliminate that part by enforcing N to be positive. We also replace N by its Hermitian positive counterpart (N + ) in the cost function:
(c) alternating-least-squares (ALS) sweep: We then iteratively optimize the cost function by finding the optimum tensors {l, a , r}: e.g., we minimize the cost function with respect to a by solving equation ∂ a † f = 0 by holding fixed tensors l, r. Then we repeat this procedure for another tensor with holding rest fixed until cost function converges.
(d) recovering: After finding optimum tensors {l, a , r}, we absorb tensor {l, r} to {Q,Q} to recover the final optimum tensors {b , a , c }.
The positive approximant in our scheme is crucial in making the algorithm highly stable and accelerating its convergence. Although, in practice, the steps-(a-d) provide proper accuracy and approximates the iPEPS wave function well, but there is still room to improve it. Specifically, we did not take into account tensor d in the optimization procedure (left untouched). In addition, sub-tensor application might reduce the accuracy. The main idea is to use sub-tensor application in a different way (see Fig. 4-(b) ) to design an efficient strategy to include tensor d in the optimization procedure. The steps are as follows: (i) we decompose tensors {b , c } to subtensors {l, r, Q,Q} as shown in Fig. 4-(b) and rewrite the cost 12 ).
The optimization procedure is completed by iteratively repeating steps-(a-d) and -(i-iv) until the cost function does not change up to the desired threshold. In Fig. 6-(a, b) we have plotted the typical behavior of the cost function f and its mean value of the relative change 39,44f = | fu+1−fu finit | versus consecutive iteration number u for different optimization schemes. It is seen that our scheme significantly improves convergence rate and provides better accuracy than previous schemes. 43, 45 In the full CG method, all tensors {a , b , c , d } are entirely optimized which makes its final result highly accurate. We empirically observe that CG method eventually provides better accuracy than our scheme after ∼ 100 iterations. In Fig. 6 -(c), we have plotted the effect of these optimization schemes on the ground-state energy. The ground-state energy is calculated at J 2 = 0.5 by using U (1)-symmetric iPEPS with bond dimension D = 6. Similarly, it shows that our scheme improves the ground-state energy as expected. 
IV. RESULTS

A. Simulation remarks
In our simulation, we run several full-update simulations initialized by random and/or ordered states (such as Néel, VBS and Stripe) to find the lowest variational ground-state energy. We first pick up the symmetric sectors with the scheme explained in Sec. III and then start the optimization procedure by performing the iterative scheme. At the end, a few steps of the full CG method is used to improve the results even more. All data points reported here correspond to the lowest variational ground-state energy that we have been able to obtain. The largest bond dimensions that we could afford are (D, χ) = {(8, 150), (9, 100)}.
We always check the behavior of the ground-state energy with respect to χ to make sure that the error due to the environment approximation is negligible. The expectation values are calculated by a modified CTM renormalization group approach. 60, 61 We find that this approach produces much better convergence rate and more accurate results in comparison with other variants of CTM ones. 43, 54, 55 
B. Order parameters
We need to define some order parameters to establish different ordered phases appeared in the J 1 − J 2 SHM. Magnetically ordered phases could be addressed by magnetization parameter m =
, where the index i runs over the sites corresponding to the building-block tensors {a, b, c, d}. In addition, we use the local the nearest neighboring bond energy to detect the translational lattice symmetry breaking. To this end, we define the following order parameters
where E x and E y stand for local nearest neighboring bond energy in the x-and y-directions. The order parameters ∆T x and ∆T y stand for different type of lattice symmetry breaking. The lattice order parameters plus the magnetization are capable of distinguishing between the phases appeared in the J 1 − J 2 SHM. In the Néel phase, we expect {m = 0, ∆T x = 0, ∆T y = 0} as the local bond energy remains the same in different directions. In the columnar VBS phase orientated in y-direction (analogous to one in Fig. 1) , we expect {m = 0, ∆T x = 0, ∆T y = 0}, while in AFM Stripe phase it becomes {m = 0, ∆T x = 0, ∆T y = 0} (see Fig. 1 ). Thus, by studying m and ∆T y , we are able to detect Néel-to-VBS and VBS-to-Stripe quantum phase transitions.
In order to study quantum critical points, we use (connected) transverse correlation function defined by
where indices (x, y) show spatial coordinate and subindex t stand for word 'transverse'. The operators O (x,y) are chosen to be S (x,y) and S (x,y) ·S (x,y+1) , respectively, for the spin-spin (C s t ) and dimer-dimer (C d t ) correlation functions. The correlation function could determine universality class of a critical phase, revealed in the power-law behavior. It algebraically falls off at critical point as
where {η s , η d } are anomalous spin and dimer exponents, respectively. A finite bond dimension D (usually) induces exponential decay (C t ∼ e −r ξ ) for large distances r 1. Thus, we find the correlation length ξ by obtaining the slopes of the following function log(C t (r)) = ( −1 ξ )r + const r 1.
and obtain the critical behavior through scaling to large bond dimension limit. Note that in this method, there is one associated correlation length for each correlation function. We could also define characteristic correlation length ξ by using the eigenvalues of the transfer matrix as shown in Fig. 5 -(c).
It is given by ξ =
where λ 1 and λ 2 (|λ 1 | > |λ 2 |) are respectively the largest eigenvalues of the transfer matrix.
In some cases, when the system reveals different correlation lengths in x-and y-directions, we also need to define longitudinal correlation functions given by
where subindex l stand for word 'longitudinal'.
C. Néel phase
In Fig. 7-(a) , we have compared the ground-state energy obtained by U (1)-symmetric iPEPS with the extrapolated value (N → ∞) of the finite-size PEPS 40 at J 2 = 0.45. Our ground-state energies for bond dimensions D ≥ 6 are lower than that of the finite-size PEPS with a larger bond dimension D = 9. The PEPS results are obtained by the cluster-update scheme 39 which is considered as an intermediate optimization approach between simple and full update-it is computationally cheaper than full update. Our best variational energy E D=8 iPEPS = −0.5088 sets an upper bound to the true groundstate energy at J 2 = 0.45.
We have also compared the result of the SU (2)-symmetric iPEPS ansatz 41 applied recently to the J 1 − J 2 SHM at J 2 = 0.5. As seen in Fig. 7-(b) , U (1) iPEPS with bond dimensions (D, χ) = (5, 40) provides the same ground-state energy as SU (2) iPEPS with bond dimensions (D, χ) = (7, χ → ∞). The reason might be due to the effect of finite bond dimension; as the SU (2) iPEPS provides an efficient representation for only symmetric phases. We argue that the system at J 2 = 0.5 is still magnetically ordered, thus, the SU (2) iPEPS probably picks up a superposition of the states requiring larger bond dimensions. Our best variational energy at the highly frustrated point J 2 = 0.5 is E D=9 iPEPS = −0.4964, which is quite close to the DMRG extrapolated value, E DMRG = −0.4968. 
D. Columnar VBS phase
We study the order parameters ∆T x , ∆T y and correlation functions for J 2 > 0.53 to find the true nature of the nonmagnetic phase. We plot ∆T x and ∆T y for points J 2 = {0.54, 0.55, 0.6} as depicted in Fig. 8-(a) . It suggests a columnar VBS order for no-magnetic phase: in the large-D limit, ∆T y remains finite, while ∆T x is one order of magnitude smaller than ∆T y . By increasing J 2 , the order parameter ∆T y monotonically increases and reaches its maximum value around J 2 ≈ 0.61-we will show later that a first-order phase transition takes place at this point. To check the validity of the result, we compare the ground-state energy with previous studies at J 2 = 0.6, as depicted in Fig. 8-(b) . At this point, DMRG 32 and finite-size PEPS 40 study respectively predicted a plaquette VBS order and a critical behavior (algebraic falloff of the correlation function up to N = 24 × 24). We expect that this critical behavior, in the PEPS calculation, eventually disappears in the thermodynamic limit. We notice that the essential difference between the iPEPS and PEPS anstaz lies in the finite-size boundary effects, as both are using the same underlying tensor-network wave function. Since our variational energy is quite compatible with that of finite-size PEPS and our result predicts a VBS order, we might conclude that as the system size increases, algebraic fall-off of the correlation function get eventually dominated by an exponential behavior.
In order to gain more insight, we investigate the correlation functions at the point J 2 = 0.6. In Fig. 8-( show different correlation lengths as expected from the nature of the columnar VBS ordered state. We observe that they exponentially fall off, as confirmed by the behavior of correlation lengths, shown in Fig. 8-(d) . The characteristic correlation lengths ξ x,y increase slowly with bond dimension D and seem to saturate in the large-D limit. A power-law fit ξ ∼ D α to the largest bond dimensions D = {6, 7, 8} reveals α < 0.07.
E. Deconfined quantum criticality
In this section, we investigate critical properties of the deconfined quantum-critical point by studying the correlation functions and the associated correlation lengths. We study correlation functions at the critical point J 2 = 0.53 and compare the results with the previous studies. In Fig. 9-(a, b) , we have plotted correlation functions C s t and C d t as a function of distance r. The data for each bond dimension D are obtained by the largest environment bond dimension χ, although in contrast to Ref. 41 we do not observe any strong dependency on χ. In order to understand the true behavior of the correlation functions, we need to study the associated correlation lengths as a function of D. In Fig. 9-(c) , we show the log-linear plot of the spin-spin correlation function versus large distance r 1. The slopes reveal the inverse of the spin correlation length ξ −1 s . ξ s increases significantly by increasing the bond-dimension D as expected in a critical regime. They follow an empirical power-law relation ξ ∼ D α as shown in Fig. 9-(d) . The spin correlation length ξ s and characteristic correlation length ξ (extracted from the transfer matrix) diverges similarly as ξ s , ξ ∼ D 63 The divergent behavior of correlation length ξ(D) implies an algebraic fall-off of the correlation function in the range of 1 < r < ξ(D). An accurate estimation of the critical anomalous exponents requires ξ(D) to be large enough. Particularly, in our case, ξ(D) is still small even for the largest bond dimension. Thus, we need to rely on the extrapolated data in the D → ∞ limit, which correspondingly represent a large correlation length ξ(D → ∞) >> 1. We use a linear extrapolation D > 4 to obtain the extrapolated data of correlation function up to r ∼ 12, where error-bars are still small (see Appendix. A). As shown in in Fig. 9-(a, b) , we have fitted the data (in D → ∞) to a power-law function r −(1+η) to estimate the exponents. The critical exponents for spin-spin and dimer-dime correlations are, respectively, η s ∼ 0.6 and η d ∼ 1.9, which are in agreement with Ref. 41 . Our results show that dimer-dimer correlation falls off more rapidly than predicted by J -Q models (0.26 < η J -Q < 0.6). 37, 64 This may indicate different universality classes of the deconfined criticality for different models.
Therefore, our results predict a continuous Néel-to-VBS transition, which is forbidden in Landau-Ginzburg theory due to the different types of broken symmetry-unless it would be of the first-order type. So, we conclude that this quantum phase transition fits well in the paradigm of 'deconfined quantum criticality'. 8 However, the field-theory description of this deconfined quantum critical point might be different from that of the J -Q models, as seen by different scaling behavior of correlation functions.
F. First-order quantum phase transition
We expect a quantum phase transition to occur between columnar VBS and AFM Stripe phases as J 2 increases. To locate the quantum phase transition point, we sketch diagrammatically local nearest neighboring (J 1 ) bond energy at J 2 = {0.60, 0.62}, see Fig. 10-(a, b) . The pattern of bond energy shows the lattice symmetry breaking in the y-direction (∆T y ∼ 0.2 and ∆T x ∼ 0.01) disappears at J 2 = 0.62, where the AFM Stripe phase emerges. Since order parameter ∆T y has been monotonically increased from the point J 2 = 0.54, we expect the quantum phase transition to be the first-order type rather than continuous one.
We use hysteresis analysis as explained in Ref. 45 to find whether the quantum phase transition is the first-order type: (i) we initialize the iPEPS ansatz by competitive ordered states in the vicinity of the critical point, (ii) find where the energies become equal for different values of bond dimension D and (iii) check whether the order parameters remain nonzero. As shown in Fig. 10-(c, d, e) , we have compared the en-ergies internalized by columnar VBS and AFM Stripe states at J 2 = {0.60, 0.61, 0.62}. We observe that energies of states with different initializations at the point J 2 = 0.61 become almost equal, but for J 2 = {0.60, 0.62}, the columnar VBS and the AFM Stripe respectively provide lower energy. Thus, we conclude that they cross around J 2 = 0.61. At this point, the order parameters for both states remain finite, as shown in in Fig. 10-(f) . For columnar VBS and AFM Stripe, we respectively obtain in the large-D limit (∆T y , ∆T x ) ≈ (0.24, 0.01) and m ≈ 0.21. Therefore, the transition occurring J c2 2 = 0.610(3) is of the first order.
V. DISCUSSION AND CONCLUSION
In this paper, we have addressed two main obstacles regarding the iPEPS ansatz: (i) how to improve iPEPS update schemes in the presence of second-neighbor interactions 43 and (ii) how to automatically select relevant symmetry sectors (in the case of continuous symmetry) without losing accuracy. 46 We considered the first issue by introducing an 'improved' update scheme based on positive approximant and reduced-tensor application. The update scheme significantly accelerates the convergence rate and also improves the accuracy/stability in comparison with previous schemes. 42, 45 For the second issue, a simple strategy is introduced to pick up relevant symmetry sectors so that the accuracy remains the same as non-symmetric cases. We also showed that taking a non-homogeneous structure for all virtual bonds is crucial in the case of the U (1)-symmetric iPEPS ansatz-which does not seem to be the case for finite symmetry groups.
We utilize our U (1)-symmetric iPEPS ansatz to investigate the ground-state phase diagram of the J 1 − J 2 SHM on the square lattice. A Néel phase is found for J 2 < 0.53 by observing a non-zero value of the magnetically order parameter in the large-D limit. In the range 0.53 < J 2 < 0.61, by studying the lattice symmetry breaking order parameters, we find that a columnar VBS phase is established. The point J c1 2 = 0.53 represents a deconfined Néel-VBS quantum critical point, as confirmed by vanishing the order parameters and divergent behavior of the characteristic correlation length and spin correlation length, i.e., ξ ∼ D 1.2 . This result is consistent with that of DMRG studies: accurate SU (2)-symmetric DMRG 32 estimates the transition point ≈> 0.50, while a very recent U (1)-symmetric DMRG study 34 based on level spectroscopy has predicted the transition to be ≈ 0.52, although a small window of possible gapless spin-liquid is suggested in this work. Our findings improve the result of finite-size PEPS study 40 which obtained a critical point around ≈ 0.57. The main reason for such difference may come from the lack of the finite-D extrapolation in Ref. 40 .
We have studied dimer-dimer and spin-spin correlation functions to compare the associated critical exponents with that of the J -Q model, i.e. η J -Q ∼ 0.26. Our estimated dimer and spin anomalous exponents, η s ∼ 0.6 and η d ∼ 1.9, show deviation from that value. That observation is also manifested in the divergent behavior of the correlation lengths: the spin and dimer correlation lengths diverge as ξ s ∼ D and ξ d ∼ D 0.5 , respectively. A very recent SU (2)-iPEPS study 41 has suggested that spin correlation length diverges linearly with environment bond dimension χ, ξ s ∼ χ (although, in contrast, we do not observe any strong dependency on χ in our calculations).
The pattern of local nearest neighboring bond energy reveals that the nature of the VBS order is of the columnar type. The associated VBS order parameter increases monotonically up to the point J 2 ≈ 0.61, where a first-order phase transition occurs. In comparison with the plaquette VBS order predicted by DMRG simulations, both phases seem to be quite competitive. We have estimated transition point at J 2 = 0.610(3) based on hysteresis analysis. At this point both associated order parameters of the columnar VBS and the AFM Stripe are non-zero.
Our study clearly shows that the iPEPS ansatz finds a non-zero Néel order parameter in the range of 0.45 < J 2 < 0.5, where DMRG studies predict a possible gapless phase. It is an interesting direction to improve both methods further to obtain more accurate estimation of the relevant order parameters and reach a rigorous conclusion for that phase. A natural next step is to apply the method, determining relevant symmetric sectors, to the SU (2)-symmetric iPEPS ansatz, which might improve the accuracy similar to the U (1) case. In addition, for models with long-range interactions, such as J 1 − J 2 − J 3 Heisenberg models, an efficient generalization of the update scheme is needed. Furthermore, using the U (1)-symmetric iPEPS ansatz for larger-spin systems (defined on different geometries) to characterize different quantum phases is another direction of further studies.
ACKNOWLEDGMENTS
We thank Shou-Shu Gong for stimulating discussions. We also acknowledge Mac Lee for reading the manuscript. This research is supported by National Science Foundation Grants PREM DMR-1205734 and DMR-1408560. We use Uni10 library, 58 an open-source library, to build and perform the iPEPS algorithms introduced in this paper. 
