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Introduction
When using market prices to t the parameters of models for the price of bonds, the rst step is to strip the market bonds of their coupons. This is because most bond price models really model the current term structures of spot rates of benchmark riskfree and risky securities Treasury and corporate bonds, that is the prices of zero coupon bonds. However, there are few zero coupon bonds available on the market. Although Treasury STRIPS can be used to represent these theoretical riskfree spot rates, there are some problems with that approach. The main one is that the liquidity of the Treasury strips market is not as great as that of the Treasury coupon market, which means the observed rates on strips re ect a premium for liquidity. So it is necessary to extract spot rates from yields of coupon bonds of di erent maturities, both in the Treasury and the corporate bond markets.
The standard methods of stripping coupons are bootstrapping Fabozzi, 1998 or linear regression Carleton and Cooper, 1976 . If for each period there is one and only one coupon bond that matures, then these techniques generate a unique set of spot rates over the periods. However if there are no bonds that mature for some periods or if there are several bonds that mature at the same time, then there are not unique answers and in some cases the techniques give rise to rates with inacceptable feature, particularly with risky bonds. Jarrow, Lando and Turnbull 1997 for example used these methods to strip out the risky zero coupon bond prices and pointed out several mispricings, such as 5 year AA zero coupon bonds priced above 5 year AAA zero coupon bonds, and 4 year B zero coupon bonds priced below 5 y ear B zero coupon bonds, etc. The authors attributed these mispricings to the noise of the data and the call features of some bonds.
These mispricings are bothersome because it becomes di cult to estimate the parameters in the credit bond pricing models being developed.
There has been a resurgence of interest in such models since they not only give investors a clear indication of current market perceptions of the riskiness of particular bonds, but are also a stepping stone to pricing many credit risky xed income derivatives, such as callable and putable bonds, caps and oors, MBSs, etc. Jarrow and Turnbull 1998 for example derived the default probabilities of risky bonds by combining a default process with an interest rate model. They applied the Black-Derman-Toy model to build a recombined binomial short rate tree, then combined it with the default process to form a bigger tree for credit risky bonds, and nally obtained default probabilities by forward and backward induction methods.
To remedy the mispricing caused by bootstrapping, Thomas, Allen, and Morkel-Kingsbury 1998 suggested using linear programming to strip out risky zero coupon bond prices. This produces the same spot rates as the bootstrapping technique if there is one and only one coupon bond that matures for each period, but is always able to ensure that for the same maturity the higher rating zero coupon bond is priced above the lower rating zero coupon bond, and for the same credit rating the shorter maturity zero coupon is priced above the longer maturity zero coupon bond. Although di culties encountered in Jarrow, Lando, and Turnbull 1997 are avoided by the LP formulation, other problems have crept in. The main one is that the gap between zero coupon bond prices of di erent credit ratings widens and then narrows as time goes by, which means the forward rate of higher credit rated zero coupon bonds is higher than that of lower credit rated zero coupon bonds. Such a behaviour again suggests that there are potential arbitrage opportunities.
In this paper we suggest a new linear programming formulation to strip out risky zero coupon bond prices, which resolve the problems discussed above. In section two we use an extension of the original LP approach to strip Treasury bonds, which w orks whatever the current date, coupon dates, and sampling dates. In section three we introduce a new LP formulation for stripping the coupons from risky corporate bonds which ensures that the spreads are increasing over time. Section four discusses how the LP formulation can be modi ed to deal with liquidity issues and section ve looks at an extension to arbitrary time intervals between the sampling points at which the zero coupon bond price is calculated. In section six we discuss the connection between the zero coupon bond prices obtained by the LP formulation and the default probabilities that the market is impugning to the risky corporate bonds.
Treasury STRIPS Prices
To derive pure discount bond prices v 0 t of riskfree zero coupon bonds paying 1 at a set of prechosen times t = 0 ; 1 ; : : : ; T , w e use the observed market The cash ow c i t is decided by the coupon payment, coupon date, sampling date, and current date. As an example assume t 1 ; t 2 ; : : : ; t T are xed semiannual sampling dates. A bond pays a coupon c every six month with a principle F and a maturity date before or at time t T , then there is one cash ow in each sampling period. Let v i bethe price of the riskfree zero coupon bond paying 1 at time t i . Assume is the proportion of the time between a coupon date and the next sampling date compared with the time between two sampling dates therefore is a numberbetween 0 and 1. Let be the proportion of a sampling interval between the current date when the market price of the bond is observed and the next sampling date.
There are two cases to consider: 1. there is no coupon payment between the current date and the next sampling date; and 2. there is one coupon payment.
In the rst case, we have and the relation between the market price and the future cash ows are approximated by the following equation: P = P C + , c = cv 1 + cv 2 + 2 + cv T,2 + c + Fv T,1 + 1 , c + Fv T :
Here P is the present v alue, , c is the accrued interest and P C is the clean" market price. We h a v e split each coupon payment and the principle into two parts. One c is paid at the previous sampling date and one 1, c is paid at the subsequent sampling date.
In the second case, we h a v e and the resulting equation is Here 1 + , c is the accrued interest.
We notice that the two equations are basically the same except for the cash value at the present date and the cash paid out at t 1 . In the case of = 0 and = 1, that is, the current date is the sampling date and the next coupon payment is on the next sampling date, then we have a very simple The proof of equations 2 and 3 is given in the appendix together with other cases.
We used 113 Treasury bonds on February 7, 2000 with maturity dates up to the second half of 2008, whose data was obtained from Datastream.
Since coupons are paid semi-annually, w e c hoose six-month time interval as a period and set the sampling dates on May 15 and November 15.
Exhibit 1 is the stripped Treasury zero coupon bond prices v t o n F ebruary 7, 2000 given by LP1. We applied pricing equations 2 and 3 in modelling the cash ows and market prices. The last column is the observed US STRIPS prices on the same day from Datastream.
The total error between the market prices and the estimated prices is 2.13 and the total market value of these bonds is 7163. The inequalities v j t + 1 , v j +1 t + 1 v j t , v j +1 t are used to characterize the following properties of bonds: the price of a longer maturity bond is cheaper than that of a shorter maturity bond, and the price of a higher credit rating bond is higher than that of a lower credit rating bond.
The rst condition is satis ed by rewriting the constraint a s v j +1 t,v j+1 t+ 1 v j t ,v j t + 1 and repeatedly applying it from rating j to 0 using the fact that v 0 t,v 0 t+1 0. The second condition is satis ed by repeatedly applying the constraint from time 0 to t since v j 0 , v j+1 0 = 1 , 1 = 0 .
The constraint actually conveys more information: it says that the forward rates of higher credit rated bonds are lower than those of lower credit rated bonds. This will become clear when we study default probabilities of credit risky bonds later in the paper.
We Therefore we should treat each bond di erently according to its liquidity.
One way to do it is to use the amount outstanding information of all bonds in the market, which is readily available from some nancial information services, such as the Datastream. If some bonds have much lower amount outstanding than other bonds, we may treat them as illiquid and remove them from the data set. This approach is easily implemented by setting a threshold value and removing any bonds whose amount outstanding is below that value. This is the method we used in the previous two sections.
For the Treasury bonds the cutting point is set to be 10 million dollars which is below the amount outstanding of most Treasury bonds. For the corporate bonds the cutting point is 100 thousand dollars. This approach retains most liquid bonds while removes some possible illiquid bonds.
The disadvantage to the above approach is how to choose a threshold value. This problem can beeasily solved bereformulating the LP model. 
The present v alue of all cash ows is the sum of c kṽk , which then leads to a pricing equation.
For example, suppose the sampling periods are six month for the rst ve y ears, and then one year for the next ten years, etc. If a bond has three years to maturity, then no change is required. If a bond has ten years to maturity, then in the rst ve y ears, the contributions of each cash ow t o its adjacent sampling dates are 1 , and , respectively. From year six there are two cash ows in each i n terval, the contributions of the rst cash ow to its adjacent sampling dates are 1+ =2 and 1, =2, respectively; while those of the second cash ow are =2 and 2, =2, respectively. This approach can simplify derivation of discount factors for bonds covering very long periods. bond holders. This is the assumption made by most authors, for example, Jarrow and Turnbull 1998. We assume the recovery rate is the same for all bonds, whether AAA bonds or C bonds, for simplicity. This assumption can be relaxed to make credit rating dependent. Denote Q i k and P i k to be the cumulative default and survival probabilities of a bond currently rated i at the end of period k, respectively, and let q i k and p i k be the marginal default and survival probabilities in period k, respectively. Then since if a t maturity zero coupon bond does not default at all it is worth v 0 t while under the above assumption if it does default it is worth v 0 t, one has for an example in Jarrow and Turnbull 1998. The recovery rate is assumed to be 0.4.
The result is the same as that Jarrow and Turnbull 1998 derived by building an interest rate tree as well as a default tree. The signi cance of these recursive formulas is twofold: it provides a quick way to compute default probabilities, and it illustrates the independence between default probabilities and interest rate models. The two issues are decoupled.
For the Treasury and corporate zero coupon bond prices derived in section 2 and 3 we can quickly compute the cumulative and marginal default probabilities. The result is listed in Exhibit 6, where columns 2 to 4 are marginal default probabilities and columns 5 to 7 are cumulative default probabilities.
Marginal or cumulative default probabilities which are negative or greater than 1 clearly indicates that there were mispricings on the zero coupon bond prices. The LP formulation discussed earlier ensures that this will not happen.
Conclusion
We have shown in the paper that linear programming can be used to strip coupons for both Treasury and corporate bonds. The advantage of the LP approach is that there is no mispricing and the spread structure is built into the model. Real data can be easily analyzed since the LP formulation works whatever the current date, coupon dates, and sampling dates. The weighted LP model can be used to deal with data which m a y contain some less liquid bonds. Finally default probabilities of risky bonds perceived by the market can be easily calculated without relying on any i n terest rate models.
Appendix
Proof of Equations 2 and 3.
There are only two cases need to be considered: 1. there is no coupon payment between now and the next sampling date, and 2. there is coupon payment between now and the next sampling date. The sampling dates from the next one are labelled as t = 1 ; 2 ; : : : ; T .
The rst case corresponds to . The present v alue of all cash ows of a bond is equal to sum ofctṽt o v er all t from 1 to T ,1, wherect is the cash ow andṽt is the discount factor at time t. Using 
