Abstract: Model Predictive Control (MPC) is used to improve the performance of energy control for swinging up a pendulum. A new MPC method is developed in continuous time, but it explicitly considers its digital implementation letting the control signal be piecewise constant. The stability properties of the algorithm are analyzed in terms of the free MPC design parameters. The achieved performance improvement is witnesses by a detailed simulation study.
INTRODUCTION
The inverted pendulum is a classical benchmark for nonlinear control techniques, see e.g. (Åström and Furuta, 2000) , (Angeli, 2001 ) and the papers quoted there. In particular, (Åström and Furuta, 2000) recently proposed an almost globally stabilizing strategy based on energy control for swinging up the pendulum. Starting from their results, we suggest here to resort to Model Predictive Control (Å È ) to improve the control performance in terms of a cost function suitably selected by the designer. The idea is to add an extra term computed with Å È to the control signal provided by energy control. In so doing, it is possible to use this auxiliary signal to achieve some specific goals, such as the minimization of a prescribed cost.
The natural setting of the problem and of the solution based on energy control is the continuous time, therefore also the Å È implementation proposed here is developed for continuous-time systems. However, it basically differs from the continuous time Å È algo-½ The authors acknowledge the partial financial support by Å Í Ê Ë ÌProject "New techniques for the identification and adaptive control of industrial systems" rithms for nonlinear systems previously published in the literature, see e.g. (Mayne and Michalska, 1990) , (Chen and Allgöwer, 1998) . In fact, these methods assume that the Å È law is continuously computed by solving at any (continuous time) instant a difficult optimization problem. This is impossible in practice, since any implementation is practically performed in digital form and requires a non-negligible computational time. The alternative method proposed here explicitly takes into account these constraints and is based on a truly digital approach relying on a continuous time problem formulation. In fact, it is assumed that the signal computed by Å È is piece-wise constant and with a limited number of free moves in the future. This leads to a discontinuous (with respect to time) control law which preserves the stability of the overall system provided that the free tuning parameters of the Å È algorithm are properly chosen, see e.g. (Mayne et al., 2000) . The "sampling time" between two successive solutions of the Å È problem must be selected to be greater or equal to the computational time required. However, it does not represent a critical parameter, since the auxiliary signal computed with Å È acts on an already almost globally stable system. Section 2 describes in general terms the innovative Å È formulation here adopted and states the main stability result. The proposed algorithm is then used in Section 3 to globally stabilize an inverted pendulum; the results achieved are compared to those provided by energy control. Finally, some concluding remarks close the paper. 
PROBLEM STATEMENT
In (2), and Í are subset of Ê Ò and Ê Ñ respectively, containing the origin as an interior point.
For system (1), assume to know a state feedback control law Ù´Øµ ´Ü´Øµµ (3) which stabilizes the origin of the closed-loop system (1), (3) and define the output admissible set (Gilbert and Tan, 1991) as an invariant set ´ µ such that (2) is satisfied Ü ¾ ´ µ.
The problem considered in this paper is to determine an additive feedback control signal Ú´Øµ, such that the resulting control law is
where Ú´Øµ is selected to possibly enlarge the stability region and to enhance the overall control performance with the fulfillment of the constraints (2). A practicable way to solve this problem is to resort to the Å È approach applied to the closed-loop system (1), (4) described for Ø Ø by Ü´Øµ ´Ü´Øµ ´Ü´Øµµ · Ú´Øµµ
with Ü´ Øµ Ü Nowadays, there are many Å È techniques for nonlinear systems guaranteeing stability properties under state and control constraints, see (Mayne et al., 2000) . However, in the Å È algorithms for continuous time systems presented so far, see e.g. (Mayne and Michalska, 1990) , (Chen and Allgöwer, 1998) , the control law is obtained by continuously solving a constrained finite horizon optimization problem, which is indeed a practically impossible task. As a matter of fact, discretization is required due to the computational load involved in the minimization procedure and for the control law implementation. The sampling mechanism was explicitly considered in (Fontes, 2001 ) where a continuous time Å È for which a functional optimization problem is solved at each sampling time is proposed in order to stabilize some nonholonomic systems.
For this reason, and with the aim to reduce the number of optimization variables, we here propose a new Å È approach, where the signal Ú´Øµ is assumed to be piece-wise constant during intervals of equal length Ì × , where the "sampling time" Ì × is at least equal to the time required to complete the optimization step. In this way, there are many advantages: µ the number of future "free moves" of Ú´Øµ is limited, µ the "intersample behavior" is fully considered, µ one can make the control design in continuous time, without the need of the approximate discretization required by many Å È algorithms for nonlinear systems, see (De Nicolao et al., 1998) , , Úµ the sampling time Ì × is a free design variable.
In order to describe the method, first define a partition of ¼ ·½µ as an infinite sequence
with AE ½, for any Ø Ø define the associated piece-wise constant control signal
Then, for system (5) consider the following
Finite Horizon Optimal Control Problem (FHOCP).
Given the positive integers AE and AE Ô , AE AE Ô at every "sampling time" instant Ø , minimize, with respect to Ú ½ AE ´Ø µ the performance index
where « ´ ´Ü Úµ µ ¾ ´Ü Úµ ´¼ ¼µ ¼ where « is a suitable function of class Ã ½ . As for the terminal penalty Î , it is here selected as
The minimization of (7) Remark 2. It is here implicitly assumed that Ì × is chosen so as to be larger than the time required to solve FHOCP. To this regard, recall that Ì × is the "sampling time" for the Å È control law (8) acting on the (stabilized) system (1), (3) for optimization purposes.
As such, there is some freedom in the selection of Ì × , which can be chosen large enough. Note also that, in order to consider all the implementation aspects, one should take care of the delay of one sampling time Ì × due to the measurement of Ü´Ø µ, to the computation of the optimal solution of FHOCP and to the refresh of Ú´Øµ. However, this would make the analysis reported in the sequel much more involved without bringing new significant information on the approach proposed here. Then, for this aspect, the interested reader is referred to ).
The use of the auxiliary feedback control law (8) can modify the stability properties of the closed-loop system (1), (3). Then, it is now to be verified that the proper selection of the free Å È design parameters AE Ô , AE and, in particular, of the terminal cost Î and of the terminal constraint set can maintain the stability of the origin. To this regard, it is first necessary to define the resulting overall closed-loop system (1), (3), (8) (5) in the sampling times Ø such the there exists a feasible control sequence Ú ½ AE ´Ø µ for the À Ç È . Finally, denote by ¼´AE AE Ô µ the set of states of (9) at any time instant Ø such that a solution of À Ç È will exist at the next sampling time Ø in the future, that is
where Á Ò and ¼ Ò are the identity and zero matrices of dimension Ò, respectively.
In order to state the main stability result, it is necessary to preliminary establish some intermediate results, which can be proven along the lines depicted in . To this end, first let 
In view of´ µ, ª ´ µ is an output admissible set for
(1), (3), or equivalently for (5) 
GLOBAL STABILIZATION OF A PENDULUM
The equation of motion of a pendulum, written in normalized variables (Åström and Furuta, 2000) , is (16) where × Ø Ò is a linear function which saturates at Ò.
In (Åström and Furuta, 2000) it is shown that the control law (16) is able to bring the pendulum at the upright position provided that its initial condition does not coincide with the download stationary position (in fact, with ¼ (16) gives Ù ¼ so that the pendulum remains in the download equilibrium). However, the upright equilibrium is an unstable saddle point. For this reason, when the system approaches the origin of the state space, a different strategy is used to locally stabilize the system. In the reported simulations, a linear control law computed with the ÄÉ method applied to the linearized system has been used. This switching strategy, synthetically called in the sequel again "energy control", is described by the control law (3) with
where Ü ¾ ÑÓ ¾ ´ µ Ã is the gain of the locally stabilizing ÄÉ control law and ª´Ã µ is an associated output admissible set.
The AE Å È control algorithm described in the previous section has been applied to the closed-loop system (15), (17), with the aim of enhancing the performance provided by (17) 
and
The function Î Ò given by (19) penalizes the state deviation from the origin, while ´ µ allows to balance the need to reduce the total energy applied and to bring the state to zero. The dependence of ´ µ from the parameter ¬ is shown in Fig. 1 . (18) and ± is the variation with respect to the performance provided by the "energy control" strategy. Note that for AE ¼ , when the "energy control" strategy is used, a numerical error is sufficient to move the pendulum in the output admissible set guaranteed by the energy control strategy. On the contrary, with AE ½ the Å È control law guarantees the global stabilization of the inverted pendulum. Moreover note that the best improvement is obtained with a low ¬ because in this case the energy is not considered in the cost function. In Fig. 2-4 (1) the use of the Å È method to improve the control performance of an already stabilized system.
In the worst case, Å È does not provide any extra benefit, but can not deteriorate the performance already achieved. In general, it allows to achieve specific goals.
(2) The formulation of the Å È method is carried out in continuous time, but explicitly takes into account its intrinsic digital implementation. This is achieved by forcing the control variable to be constant between two successive sampling times.
The proposed solution has a twofold advantage: first it avoids the approximate discretization of the continuous time plant model, which is usually required by the most popular Å È algorithms for nonlinear systems. Second, it allows to take care of many significant implementation aspects, such as the computational time required by the solution of the optimization problem.
