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Abstract
We consider a diffusion given by a small noise perturbation of a dynamical system
driven by a potential function with a finite number of local minima. The classical
results of Freidlin and Wentzell show that the time this diffusion spends in the domain
of attraction of one of these local minima is approximately exponentially distributed
and hence the diffusion should behave approximately like a Markov chain on the local
minima. By the work of Bovier and collaborators, the local minima can be associated
with the small eigenvalues of the diffusion generator. Applying a Markov mapping
theorem, we use the eigenfunctions of the generator to couple this diffusion to a Markov
chain whose generator has eigenvalues equal to the eigenvalues of the diffusion generator
that are associated with the local minima and establish explicit formulas for conditional
probabilities associated with this coupling. The fundamental question then becomes
to relate the coupled Markov chain to the approximate Markov chain suggested by the
results of Freidlin and Wentzel. We provide a complete analysis of this relationship
in the special case of a double-well potential in one dimension. More generally, the
coupling can be constructed for a general class of Markov processes and any finite set
of eigenvalues of the generator.
AMS subject classifications: Primary 60J60; secondary 60H10, 60F10, 60J27,
60J28, 34L10
Keywords and phrases: conditional distributions, coupling, eigenfunctions, Freidlin
and Wentzell, Markov mapping theorem, Markov processes, metastability
1 Introduction
Fix ε ą 0 and consider the stochastic process,
Xεptq “ Xεp0q ´
ż t
0
∇F pXεpsqq ds`
?
2εBptq, (1.1)
∗Supported in part by the VIGRE grant of University of Wisconsin-Madison and by NSA grant H98230-
09-1-0079.
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where F P C3pRdq and B is a standard d-dimensional Brownian motion. For the precise
assumptions on F , see Section 3.1. Let ϕ be the solution to the initial value problem
ϕ1 “ ´∇F pϕq. We will use ϕx to denote the solution with ϕxp0q “ x. The process Xε is a
small-noise perturbation of the deterministic process ϕ.
Suppose that M “ tx0, . . . , xmu is the set of local minima of the potential function F .
The points xj are stable points for the process ϕ. For Xε, however, they are not stable. The
process Xε will initially gravitate toward one of the xj and move about randomly in a small
neighborhood of this point. But after an exponential amount of time, a large fluctuation of
the noise term will move the process Xε out of the domain of attraction of xj and into the
domain of attraction of one of the other minima. We say that each point xj is a point of
metastability for the process Xε.
If X is a cadlag process in a complete, separable metric space S adapted to a right
continuous filtration (assumptions that are immediately satisfied for all processes considered
here) and B is either open or closed, then τXB “ inftt ą 0 : Xptq or Xpt´q P Bu is a stopping
time (see, for example, [7, Proposition 1.5]). If x P S, let τXx “ τXtxu. We may sometimes also
write τXpBq, and if the process is understood, we may omit the superscript.
Let
Dj “ tx P Rd : lim
tÑ8
ϕxptq “ xju (1.2)
be the domains of attraction of the local minima. It is well-known (see, for example, [8], [1,
Theorem 3.2], [2, Theorems 1.2 and 1.4], and [5]) that as ε Ñ 0, τXεpDcjq is asymptotically
exponentially distributed under P xj . It is therefore common to approximate the process Xε
by a continuous time Markov chain on the set M (or equivalently on t0, . . . , mu).
In this paper, for each ε ą 0, we wish to capture this approximate Markov chain behavior
by coupling Xε to a continuous time Markov chain, Yε, on t0, . . . , mu. We will refer to the
indexed collection of coupled processes, tpXε, Yεq : ε ą 0u as a coupling sequence. Our
objective is to investigate the possibility of constructing a coupling sequence which satisfies
P pXεptq P Dj | Yεptq “ jq Ñ 1
as ε Ñ 0, for all j. We also want the transition rate for Yε to go from i to j to be
asymptotically equivalent as εÑ 0 to the transition rate for Xε to go from a neighborhood
of xi to a neighborhood of xj .
Using a general coupling procedure, we will give a complete answer in the simple case of
a double-well potential in one dimension. That is, suppose d “ 1 and M “ tx0, x1u, where
x0 ă 0 ă x1. Let F be decreasing on p´8, x0q and p0, x1q, and increasing on px0, 0q and
px1,8q, and satisfy F px0q ă F px1q. Then the domains of attraction are D0 “ p´8, 0q and
D1 “ p0,8q. There are many possible coupling sequences, so for each such sequences, letting
Bρpxq denote the ball of radius ρ centered at x, we can ask if it satisfies any of the following:
P pXεptq ă 0 | Yεptq “ 0q Ñ 1, (1.3)
P pXεptq ą 0 | Yεptq “ 1q Ñ 1, (1.4)
E1rτYε
0
s „ Ex1rτXε
Bρpx0qs, (1.5)
E0rτYε
1
s „ Ex0rτXε
Bρpx1qs, (1.6)
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as εÑ 0, where 0 ă ρ ă |x0| ^ x1. Let ´λε be the second eigenvalue of the generator of Xε.
Following [1, 2], in(4.3) and (4.4), we see that
Ex1rτXε
Bρpx0qs „
2π
|F 2p0qF 2px1q|1{2 e
pF p0q´F px1qq{ε „ 1
λε
,
Ex0rτXε
Bρpx1qs „
2π
|F 2p0qF 2px0q|1{2 e
pF p0q´F px0qq{ε.
Thus, (1.5) and (1.6) are equivalent to (5.2) and (5.3), respectively. Moreover, Theorem
5.2 shows that, in our coupling construction, (1.3) is equivalent to the assertion that, given
Y ptq “ 0, the distribution of Xptq is asymptotically equivalent to the stationary distribution,
conditioned to be on p´8, 0q. Theorem 5.3 gives the analogous equivalency for (1.4).
In Section 5, we will show that, in our coupling construction, (1.4) implies (1.5), which
implies (1.3), and (1.6) implies (1.5). We also show by example that there are no other
implications among these conditions. For example, we can couple Xε and Yε so that (1.3),
(1.5), and (1.6) are satisfied, but (1.4) is not. In other words, it is possible to build the
Markov chain with asymptotically the same transition rates as the process, but the two do
not remain synchronized, in the sense that (1.4) fails. Or, as another example, we can couple
the processes so that (1.3)-(1.5) are satisfied, but (1.6) is not. In other words, we can have
a coupling where the Markov chain accurately tracks the diffusion, but the transition rates
of the two processes are not the same.
In the case of the double-well potential, for fixed ε ą 0, the dynamics of the coupling
pXε, Yεq are uniquely determined by two parameters, ξ1,ε and ξ2,ε (see Lemma 5.1). If we
identify coupling sequences whose parameters are asymptotically equivalent as ε Ñ 0, then
there is a unique coupling sequence satisfying (1.3)-(1.6). In this case, the coupled process,
pXε, Yεq, is a Markov process with generator described by (2.6) and (2.5), where A is the
generator of Xε and αj « cj,ε1Dj . More specifically, if ηε is the second eigenfunction of A,
normalized to be increasing and have L2 norm one with respect to the stationary distribution
of Xε, then α0 “ ´η{ηp8q ` 1 and α1 “ η{|ηp´8q| ` 1. Heuristically, what is required to
prove that this coupling sequence satisfies (1.3)-(1.6) is to show that the approximation
αj « cj,ε1Dj is sufficiently accurate.
The outline of the paper is as follows. In Section 2, we use the Markov mapping theorem
(Theorem A.10) to derive our general method for coupling a Markov process on a complete
and separable metric space to a continuous-time Markov chain where the generators of the
two processes have common eigenvalues. The coupling is done in such a way that observations
of the chain yield quantifiable conditional probabilities about the process. In Section 3, we
apply this construction method to reversible diffusions in Rd driven by a potential function
with a finite number of local minima.
In Sections 4 and 5, we study the special case of a double-well potential in d “ 1. In
Section 4, we study the structure of the second eigenfunction of the generator of the diffusion.
In particular, we narrow down the location of the nodal point, show that the eigenfunction
is asymptotically flat near the minima, and establish key estimates on the behavior of the
eigenfunction near the saddle point. Then, in Section 5, we use these results to give a
complete analysis of our coupling sequences for the double-well potential. The Appendix
gathers the necessary background material on exponential integrals and the large deviation
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results of Freidlin and Wentzell as well as the Markov mapping theorem needed to justify
the coupling.
2 The general coupling
2.1 Assumptions and definitions
Given a Markov process X with generator A satisfying Assumption 2.1, we will use the
Markov mapping theorem to construct a coupled pair, pX, Y q, in such a way that for a
specified class of initial distributions, Y is a continuous-time Markov chainon a finite state
space. The constructions then allows us to explicitly compute the conditional distribution
of X given observations of Y .
For explicit definitions of the notation used here and throughout, see Section A.3.
Assumption 2.1. Let E be a complete and separable metric space.
(i) A Ă CpEq ˆ CpEq.
(ii) A has a stationary distribution ̟ P PpEq, which implies ş
E
Af d̟ “ 0 for all
f P DpAq.
(iii) For some m, there exist signed measures ̟1, . . . , ̟m on E and positive real numbers
λ1, . . . , λm such that, for each k P t1, . . . , mu and f P DpAq,ż
E
Af d̟k “ ´λk
ż
E
f d̟k, (2.1)
̟kpdxq “ ηkpxq̟pdxq, where ηk P CpEq, (2.2)
̟kpEq “ 0. (2.3)
We define ̟0 “ ̟ and η0 “ 1.
Remark 2.2. If p1, 0q P A, then (2.1) implies (2.3).
Remark 2.3. In what follows, we will make use of the assumption that the functions ηk are
continuous. However, this assumption can be relaxed by appealing to the methods in Kurtz
and Stockbridge [15].
Assumption 2.4. Let E be a complete and separable metric space. Let A Ă CpEq ˆCpEq,
m P N, Q P Rpm`1qˆpm`1q, and ξp1q, . . . , ξpmq P Rm`1.
(i) A and m satisfy Assumption 2.1.
(ii) ] Q is the generator of a continuous-time Markov chain with state space E0 “
t0, 1, . . . , mu and eigenvalues t0,´λ1, . . . ,´λmu.
(iii) The vectors ξp1q, . . . , ξpmq are right eigenvectors of Q, corresponding to the eigenvalues
´λ1, . . . ,´λm.
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(iv) For each i P t0, 1, . . . , mu, the function
αipxq “ 1`
mÿ
k“1
ξ
pkq
i ηkpxq (2.4)
satisfies αipxq ą 0 for all x P E.
We define ξp0q “ p1, . . . , 1qT , so that the function α : E Ñ Rm`1 is given by α “ řmk“0 ξpkqηk.
Remark 2.5. Given pA,m,Qq satisfying (i) and (ii) of Assumption 2.4, it is always possible
to choose vectors ξp1q, . . . , ξpmq satisfying (iii) and (iv). This follows from the fact that each
ηk is a bounded function.
Definition 2.6. Suppose pA,m,Q, ξp0q, . . . , ξpmqq satisfies Assumption 2.4. For 0 ď j ‰ i ď
m, define
qijpxq “ Qijαjpxq
αipxq . (2.5)
Note that qij P CpEq. Let S “ E ˆ E0. Define B Ă CpSq ˆ CpSq by
Bfpx, iq “ Afpx, iq `
ÿ
j‰i
qijpxqpfpx, jq ´ fpx, iqq, (2.6)
where we take
DpBq “ tfpx, iq “ f1pxqf2piq : f1 P DpAq, f2 P BpE0qu (2.7)
In particular, Afpx, iq “ f2piqAf1pxq.
For each i P E0, define the measure αpi, ¨q on E by
αpi,Γq “
ż
Γ
αipxq̟pdxq, (2.8)
for all Γ P BpEq. Note that by (2.4), (2.3), and (2.2), these are probability measures.
2.2 Construction of the coupling
We are now ready to construct our coupled pair, pX, Y q, which will have generator B, to
prove, for appropriate initial conditions, that the marginal process Y is a Markov chain with
generator Q, and to establish our conditional probability formulas. We first require two
lemmas.
Lemma 2.7. In the setting of Definition 2.6, let X be a cadlag solution of the martingale
problem for A. Then there exists a cadlag process Y such that pX, Y q solves the (local)
martingale problem for B. If X is Markov, then pX, Y q is Markov. If the martingale problem
for A is well-posed, then the martingale problem for B is well-posed.
Remark 2.8. We are not requiring the qij to be bounded, so for the process we construct,
fpXptq, Y ptqq ´ fpXp0q, Y p0qq ´
ż t
0
BfpXpsq, Y psqq ds
may only be a local martingale.
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Proof of Lemma 2.7. Let Xptq be a cadlag solution to the martingale problem for A. Let
tNij : i, j P E0, i ‰ ju be a family of independent unit rate Poisson processes, which is
independent of X . Then the equation
Y ptq “ k `
ÿ
i‰j
pj ´ iqNij
ˆż t
0
1tiupY psqqqijpXpsqq ds
˙
(2.9)
has a unique solution, and as in [13], the process Z “ pX, Y q is a solution of the (local)
martingale problem for B. If X is Markov, the uniqueness of the solution of (2.9) ensures
that pX, Y q is Markov. Similarly, A well-posed implies B is well posed. l
Lemma 2.9. Let A satisfy Assumption 2.1. Taking ψpx, iq “ 1 ` řj‰i qijpxq ě 1, if A
satisfies Condition A.8, then B satisfies Condition A.8 with E replaced by S “ E ˆ E0.
Proof. Since DpAq is closed under multiplication, DpBq defined in (2.7) is closed under
multiplication.
Since we are assuming that RpAq Ă C¯pEq, for each f P DpBq, there exists cf ą 0 such
that |Bfpx, iq| ď cfψpxq.
Condition A.8(iii) for A and the separability of BpE0q implies Condition A.8(iii) for B0.
Since A is a pre-generator and B is a perturbation of A by a jump operator, B0 is a
pre-generator. l
Theorem 2.10. Suppose A satisfies Condition A.8 and pA,m,Q, ξp1q, . . . , ξpmqq satisfies
Assumption 2.4. Let B be given by (2.6) and for pi ě 0,
řm
i“0 pi “ 1, define
νpΓˆ tiuq “ piαpi,Γq, Γ P BpEq, i P E0.
If rY is a cadlag E0-valued Markov chain with generator Q and initial distribution tpiu, then
there exists a solution pX, Y q of the martingale problem for pB, νq such that Y and rY have
the same distribution on DE0r0,8q, and
P pXptq P Γ | FYt q “ αpY ptq,Γq, (2.10)
for all t ě 0 and all Γ P BpEq.
Proof. We apply Theorem A.10 to the operator B Ă CpSq ˆ CpSq.
Let γ : S Ñ E0 be the coordinate projection. Let rα be the transition function from E0
into S given by the product measure rαpi, ¨q “ αpi, ¨q b δE0i , where αpi, ¨q is given by (2.8).
Then rαpi, γ´1piqq “ 1 and
rψpiq ” ż
S
ψpzqrαpi, dzq “ ż
E
ψpx, iqαipxq̟pdxq “ 1`
ÿ
j‰i
Qij ă 8,
for each i P E0. Define
C “
"ˆż
S
fpzqrαp¨, dzq, ż
S
Bfpzqrαp¨, dzq˙ : f P DpBq* Ă Rm`1 ˆ Rm`1.
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The result follow by Theorem A.10, if we can show that Cv “ Qv for every vector v P DpCq.
Given f P DpBq, let
fpiq “
ż
S
fpzqrαpi, dzq “ ż
E
fpx, iqαpi, dxq “
ż
E
fpx, iqαipxq̟pdxq.
Note that
Cfpiq “
ż
E
Bfpx, iqαipxq̟pdxq.
Since λ0 “ 0, by (2.1) and the definition of qijpxq,
Cfpiq “ ´
mÿ
k“0
ξ
pkq
i λk
ż
E
fpx, iqηkpdxq `
ÿ
j‰i
Qij
ż
E
αjpxqpfpx, jq ´ fpx, iqq̟pdxq.
By assumption Qξpkq “ ´λkξpkq, so ´ξpkqi λk “
řm
j“0Qijξ
pkq
j and
´
mÿ
k“0
ξ
pkq
i λk
ż
E
fpx, iqηkpdxq “
mÿ
k“0
mÿ
j“0
Qijξ
pkq
j
ż
E
fpx, iqηkpdxq
“
mÿ
j“0
Qij
mÿ
k“0
ξ
pkq
j
ż
E
fpx, iqηkpdxq
“
mÿ
j“0
Qij
ż
E
fpx, iqαjpxq̟pdxq.
This gives
Cfpiq “ Qii
ż
E
fpx, iqαipxq̟pdxq `
ÿ
j‰i
Qij
ż
S
fpx, jqαjpxq̟pdxq “
mÿ
j“0
Qijfpjq “ Qfpiq.
It follows that rY is a solution to the martingale problem for pC, pq.
By Theorem A.10(a), there exists a solution Z “ pX, Y q of the martingale problem for
pB, νq such that Y “ γpZq and rY have the same distribution on DE0r0,8q. Theorem A.10(b)
implies (2.10). l
Remark 2.11. In what follows, we may still use the notation Ex or Ei, even when we have a
coupled process, pX, Y q. The meaning will be determined by context, depending on whether
the integrand of the expectation involves only X or only Y .
3 Reversible diffusions
3.1 Assumptions on the potential function
We now consider the special case of our coupling when X is a reversible diffusion on Rd
driven by a potential function F and a small white noise perturbation. We will need to use
several results from the literature about the eigenvalues and eigenfunctions of the generator
of X . We assume the following on F .
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Assumption 3.1. (i) F P C3pRdq and lim|x|Ñ8 F pxq “ 8.
(ii) F has m` 1 ě 2 local minima M “ tx0, . . . , xmu.
(iii) There exist constants ai ą 0 and ci ą 0 such that a2 ă 2a1 ´ 2, and
c1|x|a1 ´ c2 ď |∇F pxq|2 ď c3|x|a2 ` c4, (3.1)
c1|x|a1 ´ c2 ď p|∇F pxq| ´ 2∆F pxqq2 ď c3|x|a2 ` c4. (3.2)
Note that 2 ă a1 ď a2.
Lemma 3.2. Under Assumption 3.1, there exist constants rci ą 0 such thatrc1|x|ra1 ´ rc2 ď |F pxq| ď rc3|x|ra2 ` rc4, (3.3)
where rai “ ai{2` 1.
Proof. Since
F pxq “ F p0q `
ż
1
0
∇F psxq ¨ x ds,
it follows from (3.1) that
|F pxq| ď |F p0q| ` |x|pc3|x|a2 ` c4q1{2,
and the upper bound in (3.3) follows immediately.
Since F Ñ 8, there exists C ą 0 such that F pxq ą ´C for all x P Rd, and since
|∇F | Ñ 8, there exists R ą 0 such that |∇F pxq| ě 1 whenever |x| ě R.
Recall that ϕx satisfies ϕ
1
x “ ´∇F pϕxq and ϕxp0q “ x, and define
Tx “ inftt ě 0 : |ϕxptq| ă Ru.
Suppose there exists x such that Tx “ 8. Then, for all t ą 0,
´C ă F pϕxptqq “ F pxq `
ż t
0
∇F pϕxpsqq ¨ ϕ1xpsq ds
“ F pxq ´
ż t
0
|∇F pϕxpsqq|2 ds
ď F pxq ´ t.
Therefore, F pxq ě t´ C for all t, a contradiction, and we must have Tx ă 8 for all x P Rd.
Let L “ sup|x|ďR F pxq. By (3.1) and the fact that F Ñ 8, we may choose R1 ě R and
C 1 ą 0 such that F pxq ą L and |∇F pxq| ě C 1|x|a1{2 whenever |x| ą R1.
Fix x P Rd with |x| ą 2R1, so that F pxq ą L. Since |ϕxpTxq| “ R, it follows that
F pϕxpTxqq ď L. By the continuity of ϕx, we may choose T 1 P p0, Txs such that F pϕxpT 1qq “ L.
We then have
L “ F pxq `
ż T 1
0
∇F pϕxptqq ¨ ϕ1xptq dt
“ F pxq ´
ż T 1
0
|∇F pϕxptqq||ϕ1xptq| dt.
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Let T 2 “ inftt ě 0 : |ϕxptq| ă |x|{2u. Note that F pϕxpT 1qq “ L implies |ϕxpT 1q| ď R1 ă |x|{2,
and therefore T 2 ď T 1. Moreover, for all t ă T 2, we have |ϕxptq| ě |x|{2 ą R1, which implies
|∇F pϕxptqq| ě C 1|ϕxptq|a1{2 ě C 1
ˆ |x|
2
˙a1{2
.
Thus,
L ď F pxq ´ C 1
ˆ |x|
2
˙a1{2 ż T 2
0
|ϕ1xptq| dt.
But
şT 2
0
|ϕ1xptq| dt is the length of ϕx from t “ 0 to t “ T 2, which is bounded below by
|ϕxpT 2q ´ ϕxp0q| ě |ϕxp0q| ´ |ϕxpT 2q| “ |x| ´ |x|
2
“ |x|
2
.
Therefore, for all |x| ą 2R1, we have F pxq ě C2|x|a1{2`1 ´ |L|, where C2 “ 2´a1{2´1C 1, and
this proves the lower bound in (3.3). l
By Assumption 3.1(ii), F has a finite number of local minima M “ tx0, . . . , xmu.
To describe the assumptions we will make on M, we first establish some notation and
terminology. For any two sets A,B Ă Rd, define the set of paths from A to B as
P˚pA,Bq “ tω P Cpr0, 1s;Rdq : ωp0q P A, ωp1q P Bu.
Given F : Rd Ñ R, the height of the saddle, or communication height, between A and B is
defined as pF pA,Bq “ inf
ωPP˚pA,Bq
sup
tPr0,1s
F pωptqq.
The set of minimal paths from A to B is
PpA,Bq “ tω P P˚pA,Bq : sup
tPr0,1s
F pωptqq “ pF pA,Bqu.
A gate, GpA,Bq, is a minimal subset of tz P Rd : F pzq “ pF pA,Bqu such that all minimal
paths intersect GpA,Bq. In general, GpA,Bq is not unique. The set of saddle points, SpA,Bq,
is the union of all gates.
Assumption 3.3. (i) For x, y P M, Gpx, yq is unique and consists of a finite set of
isolated points tz˚i px, yqu.
(ii) The Hessian matrix of F is non-degenerate at each x P M and at each saddle point
z˚i px, yq.
(iii) The minima M “ tx0, . . . , xmu can be labeled in such a way that, with Mk “
tx0, . . . , xku, each saddle point z˚pxk,Mk´1q is unique, the Hessian matrix of F at
z˚pxk,Mk´1q is non-degenerate, andpF pxk,Mkzxkq ´ F pxkq ă pF pxi,Mkzxiq ´ F pxiq, (3.4)
for all 0 ď i ă k ď m.
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3.2 Spectral properties of the generator
Having established our assumptions on F , we now turn our attention to the diffusion process,
Xε, given by (1.1). To simplify notation, we may sometimes omit the ε. The process X has
generator A “ ε∆ ´∇F ¨∇. To show that A meets the requirements of our coupling from
Section 2, we must prove certain results about its eigenvalues and eigenfunctions. For this,
we begin with some notation, a lemma, and two results from the literature.
Define πpxq “ πεpxq “ e´F pxq{2ε. Let
V “ Vε :“ ∆π
π
“ 1
4ε2
|∇F |2 ´ 1
2ε
∆F. (3.5)
Lemma 3.4. Let Vε be given by (3.5), where F satisfies Assumption 3.1. Recall the constants
ai from (3.1)-(3.2). For all ε P p0, 1q, there exist constants ci,ε ą 0 such that
c1,ε|x|a1 ´ c2,ε ď Vεpxq ď c3,ε|x|a2 ` c4,ε.
In particular, Vε Ñ8 for all ε P p0, 1q.
Proof. Fix ε P p0, 1q. By (3.1) and (3.2), for x sufficiently large,
c|x|a1 ď p|∇F pxq| ´ 2∆F q2 ď C|x|a2 ,
and
c|x|a1 ď |∇F pxq|2 ď C|x|a2 ,
for some 0 ă c ď C ă 8. Note that
4V1 “ |∇F |2 ´ 2∆F “ p|∇F | ´ 2∆F q ` p|∇F |2 ´ |∇F |q.
Hence, for x sufficiently large, V1pxq ď C1|x|a2 . Also,
V1pxq ě 1
4
pc|x|a1 ´ C2|x|a2{2q.
Since a1 ą a2{2, it follows that for x sufficiently large, V1pxq ě rc|x|a1 . Therefore, there exist
constants rci ą 0 such that
rc1|x|a1 ´ rc2 ď V1pxq ď rc3|x|a2 ` rc4,
and rc1|x|a1 ´ rc2 ď |∇F pxq|2 ď rc3|x|a2 ` rc4,
for all x P Rd. Note that
Vε “ 1
ε
ˆ
V1 `
ˆ
1´ ε
4ε
˙
|∇F |2
˙
,
so that
1
ε
V1 ď Vε ď 1
ε
V1 ` 1
ε2
|∇F |2.
From here, the lemma follows easily. l
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The following two theorems are from [4]. Theorem 3.5 is a consequence of [4, Theorem
4.5.4] and [4, Lemma 4.2.2]. Theorem 3.6 is part of [4, Theorem 2.1.4].
Theorem 3.5. Let H “ ´∆ ` W , where W is continuous with W Ñ 8. Let λ denote
the smallest eigenvalue of H, and ψ the corresponding eigenfunction, normalized so that
}ψ}L2pRdq “ 1. Define Uf “ ψf and rH “ U´1pH ´ λqU . If
pc1|x|pa1 ´ pc2 ď |W pxq| ď pc3|x|pa2 ` pc4,
where pai ą 0, pci ą 0, and pa2 ă 2pa1 ´ 2, then e´ rHt is an ultracontractive symmetric Markov
semigroup on L2pRd, ψpxq2 dxq. That is, for each t ě 0, the operator e´ rHt is a bounded
operator mapping L2pRd, ψpxq2 dxq to L8pRd, ψpxq2 dxq.
Theorem 3.6. Let e´Ht be an ultracontractive symmetric Markov semigroup on L2pΩ, µq,
where Ω is a locally compact, second countable Hausdorff space and µ is a Borel measure on
Ω. If µpΩq ă 8, then each eigenfunction of H belongs to L8pΩ, µq.
This next proposition establishes the spectral properties of A that are needed to carry
out the construction of our coupling.
Proposition 3.7. Fix ε ą 0. The operator H “ ´∆`Vε is a self-adjoint operator on L2pRdq
with discrete, nonnegative spectrum pλk Ò 8 and corresponding orthonormal eigenfunctions
ψk. Each ψk is locally Ho¨lder continuous. Moreover, pλ0 “ 0 is simple and ψ0 is proportional
to π. We define µ by µpdxq “ πpxq2 dx and ̟ “ Z´1µ, where Z “ µpRdq. The operatorrH given by rHf “ π´1Hpπfq is a self-adjoint operator on L2p̟q with eigenvalues pλk and
orthogonal eigenfunctions pηk “ ψk{π. The functions pηk have norm one in L2pµq, whereas
the functions ηk “ Z1{2pηk have norm one in L2p̟q.
For f P C8c pRdq, we have ´ε rHf “ ε∆f ´∇F ¨∇f . Hence, if we define A by
A “ tpf,´ε rHfq : f P C8c pRdqu,
then A is the generator for the diffusion process given by (1.1). For each x P Rd, (1.1) has a
unique, global solution for all time, so that the process X with Xp0q “ x is a solution to the
martingale problem for pA, δxq. The operator A is graph separable, and DpAq is separating
and closed under multiplication. The measure ̟ is a stationary distribution for A. Moreover,ż
Af d̟k “ ´λk
ż
f d̟k,
where ̟kpdxq “ ηkpxq̟pdxq and λk “ εpλk. The signed measures ̟k satisfy ̟kpRdq “ 0,
and each ηk belongs to CpRdq, the space of bounded, continuous functions on Rd.
Proof. Note that V Ñ 8 by Lemma 3.4. Therefore, by [19, Theorem XIII.67], we have
that H is a self-adjoint operator on L2pRdq with compact resolvent. It follows (see [4, pp.
108–109, 119–120, and Proposition 1.4.3]) that H has a purely discrete spectrum and there
exists a complete, orthonormal set of eigenfunctions tψku8k“0 with corresponding eigenvaluespλk Ò 8. Moreover, pλ0 is simple and ψ0 is strictly positive.
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Since V is locally bounded, and p´∆ ` V ´ pλkqψk “ 0, [9, Theorem 8.22] implies that,
for each compact K Ă Rd, ψk is Ho¨lder continuous on K with exponent γpKq.
Define U : L2pµq Ñ L2pRdq by Uf “ πf , so that rH “ U´1HU . Since U is an isometry,rH is self-adjoint on L2pµq and has the same eigenvalues as H . Note that, for any f P Dp rHq,
it follows from Green’s identity that
xf, rHfyL2pµq “ xπf,HpπfqyL2pRdq “ ż |∇pπfq|2 ` ż V pπfq2
“
ż
|∇pπfq|2 `
ż
p∆πqπf 2 “
ż
|∇pπfq|2 ´
ż
∇π ¨∇pπf 2q.
Using the product rule, ∇pghq “ g∇h` h∇g, this simplifies to
xf, rHfyL2pµq “ ż p|∇π|2f 2 ` 2fπp∇f ¨∇πq ` |∇f |2π2 ´ |∇π|2f 2 ´ πp∇pf 2q ¨∇πqq
“
ż
p2fπp∇f ¨∇πq ` |∇f |2π2 ´ πp∇pf 2q ¨∇πqq “
ż
|∇f |2π2,
showing that rH cannot have a negative eigenvalue. Hence, pλ0 ě 0.
By (3.3), we have π P L2pRdq, so that π P DpHq with Hπ “ 0. Hence, since pλ0 is
nonnegative and has multiplicity one, it follows that pλ0 “ 0 and ψ0 is proportional to π.
Observe that, if f P C8c , then, using the product rule for the Laplacian and the identity
V “ ∆π{π, we have
´ rHf “ ´ 1
π
Hpπfq “ 1
π
p∆pπfq ´ V πfq “ 1
π
pf∆π ` 2∇π ¨∇f ` π∆f ´ f∆πq.
Since 2ε∇π{π “ ´∇F , we have ´ε rHf “ ε∆f ´∇F ¨∇f .
Since ∇F is locally Lipschitz, (1.1) has a unique solution up to an explosion time (see [18,
Theorem V.38]). Since lim|x|Ñ8 F “ 8 by assumption and lim|x|Ñ8AF pxq “ 8 by Lemma
4.2, it follows that F is a Liapunov function for Xε proving that Xε does not explode.
By [14, Remark 2.5], A is graph separable. Clearly DpAq is closed under multiplication.
Since DpAq separates points and Rd is complete and separable, DpAq is separating (see [7,
Theorem 3.4.5]).
If f P C8c , then ż
Af d̟ “ ´εx1, rHfyL2p̟q “ ´εx rH1, fyL2p̟q “ 0,
so that ̟ is a stationary distribution for A. For k ě 1, since ̟kpdxq “ ηkpxq̟pdxq, we haveż
Af d̟k “ ´εxηk, rHfyL2p̟q “ ´εx rHηk, fyL2p̟q “ ´λk ż f d̟k.
Also, ̟kpRdq “ xηk, 1yL2p̟q “ 0, since ηk and η0 “ 1 are orthogonal.
Finally, since ηk “ Z1{2ψk{π and ψk is locally Ho¨lder continuous, it follows that each ηk
belongs to CpRdq, and the fact that they are bounded follows from Theorems 3.5 and 3.6. l
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3.3 The coupled process
By Proposition 3.7, the pair pA,mq satisfies Assumption 2.1 with E “ Rd, so we have the
following.
Theorem 3.8. Let A be the generator for (1.1) where F satisfies Assumption 3.1, and let
p´λ0, η0q, . . . , p´λm, ηmq be the eigenvalues and eigenvectors associated with the local minima
of F . Let Q P Rpm`1qˆpm`1q be the generator of a continuous-time Markov chain with state
space E0 “ t0, 1, . . . , mu and eigenvalues t0,´λ1, . . . ,´λmu and eigenvectors ξp1q, . . . , ξpmq
such that αi defined by (2.4) is strictly positive. Let B be defined as in Definition 2.6.
Let rY be a continuous time Markov chain with generator Q and initial distribution
p “ pp0, . . . , pmq P PpE0q. Then there exists a cadlag Markov process pX, Y q with generator
B and initial distribution ν given by
νpΓ ˆ tiuq “ piαpi,Γq, Γ P BpRdq, (3.6)
such that Y and rY have the same distribution on DE0r0,8q, and
P pXptq P Γ | Y ptq “ jq “
ż
Γ
αjpxq̟pdxq, (3.7)
for all t ě 0, all 0 ď j ď m, and all Γ P BpEq.
Remark 3.9. That Q with these properties exists can be seen from [17, Theorem 1]. Remark
2.5 ensures the existence of the eigenvectors.
Proof. Note that under the assumptions of the theorem, pA,m,Q, ξp1q, . . . , ξpmqq satisfies
Assumption 2.4. By Proposition 3.7, the rest of the hypotheses of Theorem 2.10 are also
satisfied. Consequently, the process pX, Y q exists, and by uniqueness of the martingale
problem for B, pX, Y q is Markov. l
We would like to show that if the matrix Q and the eigenvectors ξp1q, . . . , ξpmq are chosen
appropriately, then the Markov chain Y tracks the diffusion X in the sense that
P pXptq P Dj | Y ptq “ jq Ñ 1,
as εÑ 0, for all j. We would also like to show that, asymptotically, the transition rates for the
Markov chain are the same as the rates for the diffusion to transition between neighborhoods
of the local minima of F . For now, we will do this in the simplest setting of a two-well
potential in one dimension. (That is, d “ m “ 1.) In this case, our aim is to explore the
possibility of choosing Q and ξp1q so that (1.3)-(1.6) hold.
4 Structure of the second eigenfunction
4.1 Tools and preliminary results
From this point forward, we take d “ 1. Note that εη2k´F 1η1k “ ´λkηk for all integers k ě 0.
We will make use of the fact that the eigenfunctions satisfy the integral equations in the
following lemma.
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Lemma 4.1. For any k P N,
ηkpxq “ ηkp8q ´ λk
ε
ż 8
x
ż u
x
exp
ˆ
F pvq ´ F puq
ε
˙
ηkpuq dv du (4.1)
“ ηkp´8q ´ λk
ε
ż x
´8
ż x
u
exp
ˆ
F pvq ´ F puq
ε
˙
ηkpuq dv du. (4.2)
Proof. Fix k P N. Since ηk is bounded by Proposition 3.7, we may choose C1 ą 0
such that |ηkpxq| ď C1 for all x P R. Now fix x P R. Since a1 ą 2, we may choose
α P p1, a1{2q. By (3.3), we have limuÑ8 u´αeF puq{ε “ 8. Also by (3.1), for u sufficiently
large, |u´αF 1puq| ě C|u|a1{2´α for some C ą 0. Hence, by L’Hoˆptal’s rule,
lim
uÑ8
şu
x
eF pvq{ε dv
u´αeF puq{ε
“ lim
uÑ8
1
´αu´pα`1q ` u´αF 1puq “ 0,
and so we may choose C2 ą 0 such that
şu
x
eF pvq{ε dv ď C2u´αeF puq{ε for all u ě x. Therefore,ż 8
x
ż u
x
ˇˇˇˇ
exp
ˆ
F pvq ´ F puq
ε
˙
ηkpuq
ˇˇˇˇ
dv du ď C1C2
ż 8
x
u´α du ă 8,
and so the right-hand side of (4.1) is well-defined.
Let
ypxq “ ηkp8q ´ λk
ε
ż 8
x
ż u
x
exp
ˆ
F pvq ´ F puq
ε
˙
ηkpuq dv du.
Then
y1pxq “ λk
ε
ż 8
x
exp
ˆ
F pxq ´ F puq
ε
˙
ηkpuq du,
and
y2pxq “ ´λk
ε
ηkpxq ` F 1pxqλk
ε2
ż 8
x
exp
ˆ
F pxq ´ F puq
ε
˙
ηkpuq du.
Thus, εy2 ´ F 1y1 “ ´λkηk “ εη2k ´ F 1η1k, so that y ´ ηk is an eigenfunction corresponding to
λ0. That is, y and ηk differ by a constant. But yp8q “ ηkp8q, so y “ ηk and this proves
(4.1).
By replacing F with x ÞÑ F p´xq, equation (4.1) gives
ηkp´xq “ ηkp´8q ´ λk
ε
ż 8
x
ż u
x
exp
ˆ
F p´vq ´ F p´uq
ε
˙
ηkp´uq dv du,
which gives
ηkpxq “ ηkp´8q ´ λk
ε
ż 8
´x
ż x
´u
exp
ˆ
F pv1q ´ F p´uq
ε
˙
ηkp´uq dv1 du
“ ηkp´8q ´ λk
ε
ż x
´8
ż x
u1
exp
ˆ
F pv1q ´ F pu1q
ε
˙
ηkpu1q dv1 du1,
proving (4.2). l
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We now assume that for some fixed rx0 ă 0 ă rx1:
(i) F is strictly decreasing on p´8, rx0q and p0, rx1q, and strictly increasing on prx0, 0q and
prx1,8q.
(ii) F 2prx0q ą 0, F 2p0q ă 0, F 2prx1q ą 0.
(iii) F prx0q ‰ F prx1q.
Then M “ trx0, rx1u and m “ 1. If F prx0q ă F prx1q, then
pF prx1, trx0uq ´ F prx1q “ F p0q ´ F prx1q ă F p0q ´ F prx0q “ pF prx0, trx1uq ´ F prx0q,
which would imply x0 “ rx0, and x1 “ rx1. On the other hand, if F prx1q ă F prx0q, then x0 “ rx1
and x1 “ rx0. For now, we will not assume either ordering of the local minima, so that our
assumptions are symmetric under the reflection x ÞÑ ´x. Because of this, results that are
stated in terms of rx0 can be applied to rx1 by replacing F pxq with F p´xq.
Let η “ η1 and λ “ λ1. By Courant’s nodal domain theorem [3, Section VI.6, p.454],
replacing η by ´η if necessary, there exists r “ rε P R such that
ηpxq
$’&’%
ă 0 if x ă rε,
“ 0 if x “ rε,
ą 0 if x ą rε.
It therefore follows from Lemma 4.1 that η is strictly increasing.
By [2, Theorem 1.2],
λ “ |F
2p0qF 2px1q|1{2
2π
e´pF p0q´F px1qq{εp1`Opε1{2| log ε|qq. (4.3)
By [1, (3.3)], we have
Exj rτXBρpx1´jqs „
2π
|F 2p0qF 2pxjq|1{2 e
pF p0q´F pxjqq{ε, (4.4)
for 0 ă ρ ă |rx0| ^ |rx1|. And the following special case of [2, Proposition 3.3] gives us a way
to estimate the shape of the eigenfunction.
Theorem 4.2. Let hpyq “ P ypτXpx0´ε,x0`εq ă τXrε q and φpyq “ |ηpyq|{|ηpx0 ` εq|. Then there
exists C, α, ε0 ą 0 such that
hpyq ď φpyq ď hpyqp1` Cεα{2q,
for all y ă rε and all ε P p0, ε0q.
To apply this result, we will use the following two lemmas, which formulate the Freidlin
and Wentzell results in our specific case.
15
Lemma 4.3. Let a ă ra ă rx0 ă rb ă b ă 0 and fix δ ą 0. Then there exists ε0 ą 0 such that
exp
ˆ
1´ δ
ε
pF paq ^ F pbq ´ F prx0qq˙ ď ExrτXpa,bqcs ď expˆ1` δε pF paq ^ F pbq ´ F prx0qq
˙
,
for all ra ď x ď rb and all ε P p0, ε0q. The analogous result also holds when 0 ă a ă ra ă rx1 ărb ă b.
Proof. By Theorem A.1, ε logExrτXpa,bqcs Ñ L :“ F paq ^ F pbq ´ F prx0q as ε Ñ 0, uniformly
in x on rra,rbs. Thus, there exists ε0 such that ε P p0, ε0q implies ε logExrτpa,bqcs ď p1 ` δqL,
which gives the upper bound. The lower bound is deduced similarly. l
Lemma 4.4. Let a ă rx0 ă b ă 0 or 0 ă a ă rx1 ă b and define G “ pa, bq. Assume
F paq ‰ F pbq and choose y P ta, bu such that F pyq “ F paq _ F pbq. Then, for all compact
K Ă G and all γ ą 0, there exists ε0 ą 0 such that
exp
ˆ
´|F paq ´ F pbq| ` γ
ε
˙
ď P xpXpτXGcq “ yq ď exp
ˆ
´|F paq ´ F pbq| ´ γ
ε
˙
,
for all x P K and all ε P p0, ε0q.
Proof. We prove only the case where a ă rx0 ă b and F paq ą F pbq, so that y “ a. The proofs
of the other cases are similar. We use Theorem A.3, Proposition A.4, and Lemma A.5. Note
that, according to the discussion preceding Theorem A.3, we have VGpx, yq “ V px, yq for all
x, y P ra, bs.
Fix x P K. In this case,
MG “ VGptrx0u, ta, buq “ VGprx0, aq ^ VGprx0, bq “ 2pF pbq ´ F prx0qq,
and
MGpx, aq “ mintVGprx0, xq ` VGpx, aq, VGprx0, ta, buq ` VGpx, aq, VGpx, rx0q ` VGprx0, aqu
“ mint2pF pxq ´ F prx0qq ` VGpx, aq, 2pF pbq ´ F prx0qq ` VGpx, aq, 2pF paq ´ F prx0qqu
If a ă x ă rx0, then VGpx, aq “ 2pF paq ´ F pxqq, so that
MGpx, aq “ 2mintF paq ´ F prx0q, F pbq ´ F prx0q ` F paq ´ F prx0q, F paq ´ F prx0qu
“ 2pF paq ´ F prx0qq.
If rx0 ď x ă b, then VGpx, aq “ 2pF paq ´ F prx0qq, so that
MGpx, aq “ 2mintF pxq ` F paq ´ 2F prx0q, F pbq ` F paq ´ 2F prx0q, F paq ´ F prx0qu
“ 2pF paq ´ F prx0qq.
Thus, MGpx, aq ´MG “ 2pF paq ´ F pbqq, and the result follows from Theorem A.3. l
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4.2 Location of the nodal point
Our first order of business is to identify an interval in which the nodal point (that is, the zero
of the second eigenfunction) is asymptotically located. The essential feature of the interval
is that it is bounded away from the minima as εÑ 0.
The statement of this result is Corollary 4.10. To prove this result, we need four lemmas,
all concerning stopping times of X .
Lemma 4.5. There exists R ą 0 such that suptExrτXK s : x P Rd, ε P p0, 1qu ă 8, where
K “ BRp0q.
Proof. In this proof, for r ą 0, let σr “ τF pXqp´8,rs “ inftt ě 0 : F pXptqq ď ru.
Choose C1, C2, L ą 0 such that
(i) V pxq ě C1|x|a1 ,
(ii) C1|x|a1 ď |∇F pxq|2 ď C2|x|a2 , and
(iii) C1|x|ra1 ď F pxq ď C2|x|ra2 ,
for all |x| ą L. Choose R ą L such that I :“ p1 _ sup|x|ďL F pxq, C1Rra1s X N ‰ H, and
choose b P I.
Suppose ω P tτK ą tu. Then, for all s ď t, we have that |Xpsq| ą R ą L, and so it
follows that F pXpsqq ě C1|Xpsq|ra1 ą C1Rra1 ě b. Thus, ω P tσb ą tu, and we have shown
that τK ď σb a.s. It therefore suffices to show that Exrσbs is bounded above by a constant
that does not depend on x or ε.
Fix ε P p0, 1q. Let r “ a1{ra2 and C3 “ C1C´r2 . We will first prove that if x P Rd, n P N,
and b ď n ă F pxq ď n` 1, then
Exrσns ď 2C´13 n´r. (4.5)
Let x and n satisfy the assumptions. As in the proof of Proposition 3.7, we can write
F pXptqq “ F pxq `
?
2εMptq ´ 2ε
ż t
0
ψpXpsqq ds, P x-a.s.
where Mptq “ şt
0
∇F pXpsqq dBpsq and ψ “ εV ` |∇F |2{p4εq. Let rBpsq “ MpT psqq, where
the stopping time T psq is defined by T psq “ inftt ě 0 : rMst ą su. By [11, Theorem 3.4.6],rB is a standard Brownian motion, and Mptq “ rBprMstq. Moreover, by [11, Problem 3.4.5],
s ă rMst if and only if T psq ă t, and rMsT psq “ s for all s ě 0.
Let
W ptq “ rBptq ´ 1
2
?
2ε
t,
and define rσn “ τ?2εWp´8,n´F pxqs “ inftt ě 0 : W ptq ď pn ´ F pxqq{?2εu. We will prove that
rMsσn ď rσn a.s. Note that
trσn ă rMsσnu “ď
sPQ
ˆ
ts ă rMsσnu X
"
W psq ď n´ F pxq?
2ε
*˙
“
ď
sPQ
ˆ
tT psq ă σnu X
"
W prMsT psqq ď n ´ F pxq?
2ε
*˙
.
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On the event tT psq ă σnu, we have
F pXpT psqqq ą n ě b ą sup
|x|ďL
F pxq, (4.6)
where the first inequality comes from the definition of σn. It follows that |XpT psqq| ą L.
Thus, by (i), we have V pXpT psqqq ą 0, and so ψpXpT psqqq ą |∇F pXpT psqqq|2{p4εq. Hence,
n ă F pXpT psqqq ď F pxq `
?
2εMpT psqq ´ 1
2
ż T psq
0
|∇F pXpuqq|2 du
“ F pxq `
?
2ε rBprMsT psqq ´ 1
2
rMsT psq
“ F pxq `
?
2εW prMsT psqq.
Therefore, W prMsT psqq ą pn ´ F pxqq{
?
2ε a.s. on the event tT psq ă σnu, which shows that
P prσn ă rMsσnq “ 0.
Note that for all |x| ą L, we have
|∇F pxq|2 ě C1|x|a1 “ C1p|x|ra2qa1{ra2 ě C1pC´12 F pxqqa1{ra2 “ C3F pxqr.
Thus, as in (4.6), we obtain
rσn ě rMsσn “ ż σn
0
|∇F pXpuqq|2 du ě C3
ż σn
0
F pXpuqqr du ě C3nrσn.
Hence, using [11, Exercise 3.5.10], which gives the Laplace transform on rσn, we have
Exrσns ď C´13 n´rExrrσns “ 2C´13 n´rpF pxq ´ nq ď 2C´13 n´r,
which proves (4.5). It now follows by induction and the Markov property that
Exrσbs ď 2C´13
nÿ
j“b
j´r,
whenever b ď n ă F pxq ď n ` 1. Since
ra2 “ a2
2
` 1 ă 2a1 ´ 2
2
` 1 “ a1,
it follows that r ą 1. Hence, C4 :“
ř8
j“b j
´r ă 8. Since σb “ 0, P x-a.s., whenever F pxq ď b,
we have that Exrσbs ď 2C´13 C4 for all x P Rd. l
Lemma 4.6. Let x ă rx0. Then there exists ε0 ą 0 such that
suptEyrτXx s : y ă x, ε P p0, ε0qu ă 8.
Proof. Choose R ą |x| as in Lemma 4.5, so that there exists C1 ą 0 such that EyrτX´Rs ď C1
for all y ă ´R and all ε P p0, 1q.
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Suppose ´R ă x ă rx0 and ε P p0, 1q. Let J “ p´R´ 1, xq. Since τXJc ď τXx P´R-a.s., the
strong Markov property gives
E´RrτXx s “ E´RrτXJcs ` E´RrEXpτ
X
Jc
qrτXx ss “ E´RrτXJcs ` pεE´R´1rτXx s,
where pε “ P´RpXpτXJcq “ ´R ´ 1q. Also by the strong Markov property and Lemma 4.5,
E´R´1rτXx s “ E´R´1rτX´Rs ` E´RrτXx s ď C1 ` E´RrτXx s.
Thus,
E´RrτXx s ď
E´RrτXJcs ` pεC1
1´ pε .
By Theorem A.2, there exists C2 ą 0, T ą 0, and ε0 P p0, 1q such that for all ε P p0, ε0q,
E´RrτXJcs “
ż 8
0
P pτXJc ą tq dt ď T `
ż 8
T
e´ε
´2C2pt´T q dt ď T ` ε
2
0
C2
“: C3.
Choose 0 ă r ă |rx0| such that F prx0`rq ă F p´R´1q, and choose γ ă F p´R´1q´F prx0`rq.
By Lemma 4.4, making ε0 smaller, if necessary, we have
pε ď P´RpXpτXp´R´1,rx0`rqcq “ ´R ´ 1q ď exp
ˆ
´F p´R ´ 1q ´ F prx0 ` rq ´ γ
ε
˙
,
for all ε P p0, ε0q. By making ε0 even smaller, if necessary, we have pε ă 1{2 for all ε P p0, ε0q.
Thus,
E´RrτXx s ď 2C3 ` C1 “: C4,
for all ε P p0, ε0q.
Now, if y ă ´R ă x ă x0, then
EyrτXx s “ EyrτX´Rs ` E´RrτXx s ď C1 ` C4,
for all ε P p0, ε0q, and if ´R ď y ă x ă x0, then
C4 ě E´RrτXx s “ E´RrτXy s ` EyrτXx s ě EyrτXx s,
for all ε P p0, ε0q. l
Lemma 4.7. For all rx0 ă x ă 0 and all δ ą 0, there exists C ą 0 and ε0 ą 0 such that for
all 0 ă ε ă ε0 and all y ă x, we have
EyrτXx s ď C exp
ˆ
1` δ
ε
pF pxq ´ F prx0qq˙ .
Proof. Suppose rx0 ă x ă 0 and fix δ ą 0. Choose R ą |rx0| as in Lemma 4.5, so that there
exists C1 ą 0 such that EyrτX´Rs ď C1 for all y ă ´R and all ε P p0, 1q. By making R larger,
if necessary, we may assume F pxq ă F p´R ´ 1q. Let J :“ p´R ´ 1, xq. As in the proof of
Lemma 4.6,
E´RrτXx s ď
E´RrτXJcs ` pεC1
1´ pε ,
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where pε “ P´RpXpτXJcq “ ´R ´ 1q. Using Lemma 4.4, we may choose ε0 ą 0 such that
pε ď 1{2 for all ε P p0, ε0q, giving
E´RrτXx s ď 2E´RrτXJcs ` C1.
As in the proof of Lemma 4.6, if y ă ´R, then
EyrτXx s “ EyrτX´Rs ` E´RrτXx s ď E´RrτXx s ` C1,
and if ´R ď y, then
EyrτXx s ď E´RrτXy s ` EyrτXx s “ E´RrτXx s ď E´RrτXx s ` C1.
Thus,
EyrτXx s ď 2E´RrτXJcs ` 2C1,
for all y ă x and all ε P p0, ε0q.
By Lemma 4.3, making ε0 smaller if necessary, we have
E´RrτXJcs ď exp
ˆ
1` δ
2ε
pF pxq ´ F prx0qq˙ ,
for all ε P p0, ε0q, which proves the lemma with C “ 2` 2C1. l
Lemma 4.8. Let ̟ηpdxq “ |ηpxq|1p´8,rεqpxq̟pdxq and p̟ “ ̟ηpp´8, rεqq´1̟η. It then
follows that P p̟ pτXrε ą tq “ e´λt for all t ě 0.
Proof. Let I “ p´8, rεq. LetXI denoteX killed upon leaving I. Note thatXI withXIp0q “
x solves the martingale problem for pAI , δxq, where AI “ tpf, Afq : f P C8c pRq, fprq “ 0u.
Choose ϕn P C8c pRq such that 0 ď ϕn ď 1, ϕnprq “ 0, and ϕn Ñ 1I pointwise. Then
P p̟ pτr ą tq “ P p̟ pXIptq P Iq “ E p̟ r1IpXIptqqs “ lim
nÑ8
hnptq,
where hnptq “ E p̟ rϕnpXIptqqs. Let P It fpxq “ ExrfpXIptqqs. Fix t ě 0 and let ψn “ P It ϕn.
Then
hnptq “
ż
I
ψn d p̟ “ ´ 1
̟ηpIq
ż
I
ψnη d̟,
so that
h1nptq “ ´
1
̟ηpIq
ż
I
pAIψnqη d̟ “ ´ 1
̟ηpIq
ż
I
pεψ2n ´ F 1ψ1nqη d̟
“ ´ 1
̟ηpIq
ż
I
ψnpεη2 ´ F 1η1q d̟ “ λ
̟ηpIq
ż
I
ψnη d̟ “ ´λhnptq.
Thus, hnptq “ hnp0qe´λt. Note that hnp0q “
ş
I
ϕn d p̟ Ñ p̟ pIq “ 1 as n Ñ 8. It therefore
follows that P p̟ pτr ą tq “ e´λt. l
Theorem 4.9. Let x P prx0, 0q satisfy F pxq´F prx0q ă F p0q´F px1q. Then there exists ε0 ą 0
such that for all 0 ă ε ă ε0, we have x ă rε.
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Proof. Choose δ ą 0 such that p1` δqpF pxq´F prx0qq ă F p0q´F px1q. By Lemma 4.7, there
exists ε0 ą 0 and C1 ą 0 such that
EyrτXx s ď C1 exp
ˆ
1` δ
ε
pF pxq ´ F prx0qq˙ ,
for all ε P p0, ε0q and all y ă x. By (4.3), there exists a constant C2 ą 0, not depending on
ε, such that λ ď C2e´pF p0q´F px1qq{ε. By making ε0 smaller if necessary, we may assume
ε logpC1C2q ă F p0q ´ F px1q ´ p1` δqpF pxq ´ F prx0qq,
for all ε P p0, ε0q.
Fix ε ă ε0. Suppose rε ď x. By Lemma 4.8,
C´1
2
exp
ˆ
1
ε
pF p0q ´ F px1qq
˙
ď λ´1 “ E p̟ rτXrε s “
ż rε
´8
EyrτXrε s p̟ pdyq
ď
ż rε
´8
EyrτXx s p̟ pdyq ď sup
yărε
EyrτXx s ď sup
yăx
EyrτXx s ď C1 exp
ˆ
1` δ
ε
pF pxq ´ F prx0qq˙ ,
which implies
exp
ˆ
F p0q ´ F px1q ´ p1` δqpF pxq ´ F prx0qq
ε
˙
ď C1C2,
a contradiction. l
Corollary 4.10. Suppose F prx0q ă F prx1q, so that x0 “ rx0 and x1 “ rx1. Choose ξ P px0, 0q
such that F pξq ´ F px0q “ F p0q ´ F px1q. Then for all δ ą 0, there exists ε0 ą 0 such that
rε P pξ ´ δ, δq for all 0 ă ε ă ε0.
Proof. Without loss of generality, we may assume ξ´δ ą x0 and δ ă x1. Taking x “ ξ´δ in
Theorem 4.9, we may choose ε1 such that ξ ´ δ ă rε for all ε ă ε1. For the upper bound on
rε, we apply Theorem 4.9 to x ÞÑ F p´xq. In this case, the theorem says that if x P p´x1, 0q
satisfies F p´xq ´ F px1q ă F p0q ´ F px0q, then there exists ε2 ą 0 such that x ă rε for all
ε ă ε2, where rε is the nodal point of x ÞÑ ´ηp´xq, that is, rε “ ´rε. Taking x “ ´δ and
ε0 “ ε1 ^ ε2 finishes the proof. l
4.3 Behavior near the minima
Corollary 4.10 divides the domain of the second eigenfunction, η, into three intervals: two
infinite half-lines that each contain one of the two minima, and a bounded interval separating
the half-lines that contains the nodal point. Our next order of business is to show that η
is asymptotically flat on the infinite half-lines. Theorem 4.12 gives this result for the half-
line containing rx0. Applying Theorem 4.12 to x ÞÑ F p´xq gives the result for the half-line
containing rx1.
We begin with a lemma. Recall aj ,raj and cj,rcj from Section 3. In applying this lemma,
note that ra2ra1 “ a2 ` 2a1 ` 2 ă 2a1a1 ` 2 ă a12 ,
where the first inequality comes from a2 ă 2a1 ´ 2 and the second from a1 ą 2.
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Lemma 4.11. Let x P prx0, 0q. Suppose p satisfies
2
a1
ă p ă ra1ra2 ď 1.
Then there exists u0 ă ´1 and C ą 0 such that
e´F puq{ε
ż x
u
eF pvq{ε dv ď Cε|u|´pa1{2,
for all u ă u0 and all ε ą 0.
Proof. Choose t ă rx0 such that F ptq “ F pxq. Using (3.1), we may choose u0 ă ´1 and
C 1 ą 0 such that
(i) ´|u0|p ă t,
(ii) F pθq ą 0 and |F 1pθq| ě C 1|θ|a1{2, for all θ ă ´|u0|p, and
(iii) rc3|u|pra2´ra1 ă rc1
2
and rc4 ´ rc2 ď rc1
4
|u|ra1 , for all u ă u0.
Let Gpuq “ şx
u
eF pvq{ε dv and Hpuq “ eF puq{ε. Fix u ă u0 and let v “ ´|u|p ă ´|u0|p. Note
that u ă v.
By Cauchy’s generalized law of the mean,
Gpuq ´Gpvq
Hpuq ´Hpvq “
G1pθq
H 1pθq ,
for some u ă θ ă v. From this, we get
Gpuq
Hpuq “
Gpvq
Hpuq `
G1pθq
H 1pθq
ˆ
1´ Hpvq
Hpuq
˙
“ Gpvq
Hpuq `
ε
|F 1pθq|
ˆ
1´ Hpvq
Hpuq
˙
ď Gpvq
Hpuq `
ε
|F 1pθq| .
By (ii),
ε
|F 1pθq| ď
ε
C 1|θ|a1{2 ď
ε
C 1|v|a1{2 “
ε
C 1|u|pa1{2 .
It therefore suffices to show that
Gpvq
Hpuq ď C
2ε|u|´pa1{2, (4.7)
for some constant C2 that does not depend on u or ε.
By (3.3),
F pvq ´ F puq ď rc3|v|ra2 ` rc4 ´ rc1|u|ra1 ´ rc2
“ prc3|u|pra2´ra1 ´ rc1q|u|ra1 ` rc4 ´ rc2 ď ´rc1
4
|u|ra1 ,
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where the last inequality comes from (iii). By (i), we have v ă t, so that F pvq ą F pwq for
all w P pv, xq. Hence,
Gpvq
Hpuq “
ż x
v
epF pwq´F puqq{ε dw ď |v|epF pvq´F puqq{ε
ď |u|p exp
ˆ
´rc1
4ε
|u|ra1
˙
“ `ε|u|´pa1{2˘ 1
ε
|u|pra1 exp
ˆ
´rc1
4ε
|u|ra1
˙
.
Since x ÞÑ xpe´rc1x{4 is bounded on r0,8q, this proves (4.7). l
Theorem 4.12. Let x P prx0, 0q satisfy F pxq ´ F prx0q ă F p0q ´ F px1q. Then there exists
C ą 0 and ε0 ą 0 such that for all 0 ă ε ă ε0,ˇˇˇˇ
1´ ηpxq
ηp´8q
ˇˇˇˇ
ď C
ε
exp
ˆ
´1
ε
pF p0q ´ F px1q ´ F pxq ` F prx0qq˙ . (4.8)
Proof. Again by (4.3), there exists a constant C1 ą 0, not depending on ε, such that
λ ď C1e´pF p0q´F px1qq{ε.
Let ε0 be as in Theorem 4.9, and let ε P p0, ε0q. Choose t ă rx0 such that F ptq “ F pxq.
By Theorem 4.9, x ă rε. Since η is increasing, ηpuq ă 0 for all u ď x. Therefore, by (4.2),
0 ă ηpxq ´ ηp´8q “ λ
ε
ż x
´8
ż x
u
epF pvq´F puqq{ε|ηpuq| dv du
ď λ
ε
|ηp´8q|
ż x
´8
ż x
u
epF pvq´F puqq{ε dv du.
Thus, ˇˇˇˇ
1´ ηpxq
ηp´8q
ˇˇˇˇ
ď λ
ε
ż x
´8
ż x
u
epF pvq´F puqq{ε dv du
ď C1
ε
e´pF p0q´F px1qq{ε
ż x
´8
ż x
u
epF pvq´F puqq{ε dv du. (4.9)
Choose p as in Lemma 4.11. Then there exist u0 ă 0 and C2 ą 0 such thatż u0
´8
ż x
u
epF pvq´F puqq{ε dv du ď C3ε,
where C3 “ C2|u0|1´pa1{2{ppa1{2 ´ 1q. By the proof of Lemma 4.11, we have u0 ă t, and soż t
u0
ż x
u
epF pvq´F puqq{ε dv du ď
ż t
u0
px´ uq du ď |u0|2.
Lastly, ż x
t
ż x
u
epF pvq´F puqq{ε dv du ď
ż x
t
ż x
u
epF pxq´F prx0qq{ε dv du ď |u0|2epF pxq´F prx0qq{ε.
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Thus, ż x
´8
ż x
u
epF pvq´F puqq{ε dv du ď C3ε` |u0|2 ` |u0|2epF pxq´F prx0qq{ε
ď C4epF pxq´F prx0qq{ε,
where C4 “ pC3ε0 ` |u0|2qe´pF pxq´F prx0qq{ε0 ` |u0|2. Finally, combining this with (4.9), we
obtain (4.8), where C “ C1C4. l
4.4 Behavior near the nodal point
From this point forward, for definiteness, we assume F prx0q ă F prx1q, so that x0 “ rx0 and
x1 “ rx1.
Having shown that η is asymptotically flat near the minima, we would now like to
show that it behaves, weakly, like a simple function that is constant on the domains of
attraction defined in (1.2). That is, we want to show that
ş
D0
η d̟ „ ηpx0q̟pD0q andş
D1
η d̟ „ ηpx1q̟pD1q. (Note that we cannot use Theorem A.6 since η depends on ε.)
Combined with
ş
η d̟ “ 0, this would give us the relative magnitudes of ηpx0q and ηpx1q.
By Theorem 4.12, this is equivalent to understanding the relative magnitudes of ηp´8q and
ηp8q, respectively.
Lemma 4.13. Choose δ P p0, x1q such that ξ ´ δ P px0, 0q. Let k be a positive integer and
let g : RÑ R be bounded. If g is continuous at x0 and x1, thenż ξ´δ
´8
gpxq|ηpxq|ke´F pxq{ε dx „ gpx0q|ηp´8q|k
d
2πε
F 2px0q e
´F px0q{ε, (4.10)
and ż 8
δ
gpxq|ηpxq|ke´F pxq{ε dx „ gpx1q|ηp8q|k
d
2πε
F 2px1q e
´F px1q{ε, (4.11)
as εÑ 0.
Proof. By writing g “ g` ´ g´, g` and g´ nonnegative, we may assume without loss of
generality that g is nonnegative. By Corollary 4.10 and the fact that η is increasing, we have
that, for ε sufficiently small, |ηpxq| ď |ηp´8q| for all x P p´8, ξ ´ δq. Thus,ż ξ´δ
´8
gpxq|ηpxq|ke´F pxq{ε dx ď |ηp´8q|k
ż ξ´δ
´8
gpxqe´F pxq{ε dx.
Similarly, ż ξ´δ
´8
gpxq|ηpxq|ke´F pxq{ε dx ě |ηpξ ´ δq|k
ż ξ´δ
´8
gpxqe´F pxq{ε dx.
Hence, by Theorem 4.12,ż ξ´δ
´8
gpxq|ηpxq|ke´F pxq{ε dx „ |ηp´8q|k
ż ξ´δ
´8
gpxqe´F pxq{ε dx.
By Theorem A.6, this proves (4.10). Replacing F with x ÞÑ F p´xq, Theorem 4.12 shows
that ηpδq „ ηp8q. Thus, the same argument can be used to obtain (4.11). l
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Lemma 4.14. There exists δ0 ą 0 such that for all δ P p0, δ0q,ż δ
ξ´δ
ηpxqe´F pxq{ε dx “ o
ˆż ξ´δ
´8
|ηpxq|e´F pxq{ε dx`
ż 8
δ
|ηpxq|e´F pxq{ε dx
˙
,
as εÑ 0.
Proof. Without loss of generality, we may assume F px0q “ 0. Let γ “ pF p0q´F px1qq{4 ą 0.
By the continuity of F , we may choose δ0 ą 0 such that F p´δ0q ą F px1q and
F p´δ{2q ´ F px0 ´ δq ´ F px1q ą 2γ, (4.12)
for all δ P p0, δ0q.
Let δ P p0, δ0q be arbitrary. By Theorem 4.2 applied to x ÞÑ F p´xq, there exists δ1 ą 0
and 0 ă ε0 ă x1 such that
|ηpxq| ď p1` δ1q|ηpx1 ´ εq|P xpτXx1´ε ă τXrε q,
for all x P pξ´δ,´δqXprε,8q and all ε P p0, ε0q. For any such x and ε, since X is continuous
and
x0 ´ δ ă rε ă x ă ´δ{2 ă x1 ´ ε,
it follows that on tτXx1´ε ă τXrε u, we have τX´δ{2 ă τXx0´δ, P x-a.s. Hence,
|ηpxq| ď p1` δ1q|ηpx1 ´ εq|P xpτX´δ{2 ă τXx0´δq.
By making ε0 smaller, if necessary, and using Theorem 4.12 applied to x ÞÑ F p´xq, this
gives
|ηpxq| ď p1` δ1q2|ηp8q|P xpτX´δ{2 ă τXx0´δq,
for all x P pξ ´ δ,´δq X prε,8q and all ε P p0, ε0q. By (4.12), we may apply Lemma 4.4, so
that by making ε0 smaller, if necessary, we obtain
|ηpxq| ď p1` δ1q2|ηp8q| exp
ˆ
´1
ε
pF p´δ{2q ´ F px0 ´ δq ´ 2γq,
˙
(4.13)
for all x P pξ´ δ,´δqXprε,8q and all ε P p0, ε0q. By (4.12), for fixed x P pξ´ δ,´δqXprε,8q
and ε P p0, ε0q, we may write
|ηpxq| ď p1` δ1q2|ηp8q|e´F px1q{ε.
For fixed x P p´8, rεs, by the monotonicity of η, we have |ηpxq| ď |ηp´8q|. Therefore, for
all x P pξ ´ δ,´δq and all ε P p0, ε0q, we have
|ηpxq| ď p1` δ1q2p|ηp´8q| ` |ηp8q|e´F px1q{εq.
By Proposition A.7, after making ε0 smaller, if necessary, we haveż ´δ
ξ´δ
|ηpxq|e´F pxq{ε dx ď p1` δ1q2p|ηp´8q| ` |ηp8q|e´F px1q{εq
ż ´δ
ξ´δ
e´F pxq{ε dx
ď p1` δ1q3p|ηp´8q| ` |ηp8q|e´F px1q{εq ε
F 1pξ ´ δq . (4.14)
25
Let m “ mintF 1pξ´ δq, F 1p´δq, |F 1pδq|u. Choose c P t´δ, δu such that F pcq “ F p´δq^F pδq.
By Proposition A.7, by making ε0 smaller, if necessary, we also haveż δ
´δ
|ηpxq|e´F pxq{ε dx ď p|ηp´8q| ` |ηp8q|q
ˆż
0
´δ
e´F pxq{ε dx`
ż δ
0
e´F pxq{ε dx
˙
ď p1` δ1qp|ηp´8q| ` |ηp8q|q2ε
m
e´F pcq{ε
ď p1` δ1qp|ηp´8q| ` |ηp8q|e´F px1q{εq2ε
m
(4.15)
Combining (4.14) and (4.15) givesż δ
ξ´δ
|ηpxq|e´F pxq{ε dx ď p1` δ1q3p|ηp´8q| ` |ηp8q|e´F px1q{εq3ε
m
. (4.16)
Using Lemma 4.13, again making ε0 smaller, if necessary, we haveż δ
ξ´δ
|ηpxq|e´F pxq{ε dx
ď p1` δ1q4
˜c
F 2px0q
2πε
ż ξ´δ
´8
|ηpxq|e´F pxq{ε dx
`
c
F 2px1q
2πε
ż 8
δ
|ηpxq|e´F pxq{ε dx
¸
3ε
m
ď 3ε
1{2p1` δ1q4aF 2px0q _ F 2px1q
m
ˆż ξ´δ
´8
|ηpxq|e´F pxq{ε dx`
ż 8
δ
|ηpxq|e´F pxq{ε dx
˙
,
which completes the proof. l
Remark 4.15. Although we have narrowed down the location of the nodal point, rε, to the
interval pξ ´ δ, δq, the work in [10] suggests that the nodal point actually converges to ξ.
Moreover, the caption to [10, Fig. 3], states that a step function with discontinuity at ξ is
a candidate limit for η as ε Ñ 0. However, (4.13) shows that ηpxq “ opηp8qq for all x ă 0.
In fact, together with Theorem 4.12 applied to x ÞÑ F p´xq, it follows that η{ηp8q Ñ 1p0,8q,
pointwise on Rzt0u.
Proposition 4.16. We have
ηp8q
|ηp´8q| „
d
F 2px1q
F 2px0q e
pF px1q´F px0qq{ε,
as εÑ 0.
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Proof. Choose δ such that Lemma 4.13 and Lemma 4.14 hold. Let
κ1,ε “
ż ξ´δ
´8
ηpxqe´F pxq{ε dx “ ´
ż ξ´δ
´8
|ηpxq|e´F pxq{ε dx,
κ2,ε “
ż 8
δ
ηpxqe´F pxq{ε dx “
ż 8
δ
|ηpxq|e´F pxq{ε dx,
κ3,ε “
ż δ
ξ´δ
ηpxqe´F pxq{ε dx.
Since
ş
R
ηpxqe´F pxq{ε dx “ 0, we have that |κ1,ε| “ |κ2,ε| `κ3,ε. By Lemma 4.14, we also have
that κ3,ε “ op|κ1,ε| ` |κ2,ε|q.
Since κ3,ε “ op|κ1,ε| ` |κ2,ε|q, there exists ε0 ą 0 such that |κ1,ε| ` |κ2,ε| ą 0 and
|κ3,ε|
|κ1,ε| ` |κ2,ε| ă 1,
for all ε P p0, ε0q. Hence, for any such ε, we may write
2
´
κ3,ε
|κ1,ε|`|κ2,ε|
¯
1´
´
κ3,ε
|κ1,ε|`|κ2,ε|
¯ “ 2κ3,ε|κ1,ε| ` |κ2,ε| ´ κ3,ε “ κ3,ε|κ2,ε| ,
which implies |κ2,ε| ą 0 for all such ε, and also shows that κ3,ε{|κ2,ε| Ñ 0 as εÑ 0. Therefore,
|κ1,ε|{|κ2,ε| “ 1 ` κ3,ε{|κ2,ε| Ñ 1 as ε Ñ 0. That is, |κ1,ε| „ |κ2,ε|. Applying Lemma 4.13
finishes the proof. l
In the following theorem, we improve the results of Lemma 4.13 in the case k “ 1, to
extend the intervals of integration to include the entire domains of attraction.
Theorem 4.17. If g P L8pRq is continuous at x0 and x1, thenż
0
´8
gpxqηpxqe´F pxq{ε dx „ gpx0qηp´8q
d
2πε
F 2px0q e
´F px0q{ε, (4.17)
and ż 8
0
gpxqηpxqe´F pxq{ε dx „ gpx1qηp8q
d
2πε
F 2px1q e
´F px1q{ε, (4.18)
as εÑ 0, provided the integrals exist for sufficiently small ε. Consequently,ż
gη d̟ „ pgpx0q ´ gpx1qqηp´8q, (4.19)
as εÑ 0.
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Proof. Without loss of generality, we may assume F px0q “ 0. Choose δ so that Lemma 4.14
applies. By (4.16) and Proposition 4.16,ˇˇˇˇż
0
ξ´δ
gpxqηpxqe´F pxq{ε dx
ˇˇˇˇ
ď }g}8p1` δ1q4
˜
1`
d
F 2px1q
F 2px0q
¸
|ηp´8q|6ε
m
,
for ε sufficiently small, where m “ mintF 1pξ ´ δq, F 1p´δq, |F 1pδq|u. Thus, to prove (4.17), it
suffices to show that ż ξ´δ
´8
gpxqηpxqe´F pxq{ε dx „ gpx0qηp´8q
d
2πε
F 2px0q .
But this follows from (4.10) with k “ 1 and the fact that η ă 0 on p´8, ξ ´ δq.
Using Proposition 4.16, to prove (4.18), it suffices to show thatż 8
0
gpxqηpxqe´F pxq{ε dx „ ´gpx1qηp´8q
d
2πε
F 2px0q .
As above, by (4.16) and Proposition 4.16, it suffices to show thatż 8
δ
gpxqηpxqe´F pxq{ε dx „ ´gpx1qηp´8q
d
2πε
F 2px0q .
But this follows from (4.11), Proposition 4.16, and the fact that η ą 0 on pδ,8q. Finally,
combining these results with Proposition 4.16 and Theorem A.6, we obtain
ηp´8q´1
ż
gη d̟ Ñ gpx0q ´ gpx1q,
as εÑ 0. l
5 Asymptotic behavior of the coupled process
Recall that we are assuming F is a double-well potential in one dimension, with x0 ă 0 ă x1
and F px0q ă F px1q. Here, the xj ’s are the local minima and 0 is the local maximum.
Our construction of the coupling is dependent on our choice of Q P R2ˆ2 and ξ “ ξp1q in
Subsection 3.3. We begin with a lemma that characterizes all the admissible choices for Q
and ξ.
Lemma 5.1. Let ξ0, ξ1 P R. Define aj “ λξj{pξj ´ ξ1´jq. Then
Q “
ˆ´a0 a0
a1 ´a1
˙
is the generator of a continuous-time Markov chain with state space E0 “ t0, 1u, eigenvalues
t0,´λu, and corresponding eigenvectors p1, 1qT and ξ “ pξ1, ξ2qT satisfying αj “ 1` ξjη ą 0
if and only if the following conditions hold:
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(i) ´ 1
ηp8q ď ξj ď
1
|ηp´8q|, for j “ 0, 1, and
(ii) ξ0ξ1 ă 0.
Proof. Note that the aj are defined precisely so that Q has the given eigenvalues and
eigenvectors. Also, αj “ 1 ` ξjη ą 0 if and only if (i). And the aj are both positive if
and only if (ii). l
For any such choice of Q and ξ as in Lemma 5.1, we obtain a coupled process pX, Y q with
generator B given by (2.6) and initial distribution ν given by (3.6). This process is cadlag,
X satisfies the SDE given by (1.1), Y is a continuous-time Markov chain with generator Q,
and, by (3.7),
P pXptq P Γ | Y ptq “ jq “
ż
Γ
αjpxq̟pdxq “ ̟pΓq ` ξj
ż
Γ
ηpxq̟pdxq, (5.1)
for j “ 0, 1 and all Borel sets Γ Ă R. Recall that ̟ “ µpRdq´1µ and µpdxq “ e´F pxq{ε dx.
For each fixed ε ą 0, we may choose a Q and ξ, so that all of these objects, in fact,
depend on ε. We will, however, suppress that dependence in the notation.
Theorem 5.2. The following are equivalent to (1.3):
(a) ξ0 “ op|ηp´8q|´1q as εÑ 0.
(b) ErgpXptqq | Y ptq “ 0s ´E̟rgpXp0qq | Xp0q ă 0s Ñ 0 as εÑ 0, for each t ě 0 and each
bounded, measurable g : R Ñ R that is continuous at x0 and x1.
Proof. Note that
ErgpXptqq | Y ptq “ 0s ´ E̟rgpXp0qq | Xp0q ă 0s
“
ż
gpxqp1` ξ0ηpxqq̟pdxq ´̟pp´8, 0qq´1
ż
0
´8
gpxq̟pdxq.
Since ̟pp´8, 0qq´1 Ñ 1 and ˇˇş8
0
g d̟
ˇˇ ď }g}8̟pp0,8qq Ñ 0, in order to prove that (a) and
(b) are equivalent, it suffices to show that ξ0 “ op|ηp´8q|´1q if and only if ξ0
ş
gη d̟ Ñ 0
for all g satisfying the hypotheses. But this follows from (4.19).
That (b) implies (1.3) is trivial. Assume (1.3). Since
P pXptq ă 0 | Y ptq “ 0q “ ̟pp´8, 0qq ` ξ0
ż
0
´8
ηpxq̟pdxq,
and ̟pp´8, 0qq Ñ 1, it follow that ξ0
ş
0
´8 ηpxq̟pdxq Ñ 0. By (4.19) with g “ 1p´8,0q, we
have
ş
0
´8 ηpxq̟pdxq „ ηp´8q, and (a) follows. l
Theorem 5.3. The following are equivalent to (1.4):
(a) ξ1 „ |ηp´8q|´1.
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(b) ErgpXptqq | Y ptq “ 1s ´E̟rgpXp0qq | Xp0q ą 0s Ñ 0 as εÑ 0, for each t ě 0 and each
bounded, measurable g : R Ñ R that is continuous at x0 and x1.
Moreover, (1.4) implies (1.3).
Proof. Note that
ErgpXptqq | Y ptq “ 1s ´ E̟rgpXp0qq | Xp0q ą 0s
“
ż
gpxqp1` ξ1ηpxqq̟pdxq ´̟pp0,8qq´1
ż 8
0
gpxq̟pdxq
“
ż
g d̟ ´̟pp0,8qq´1
ż
p0,8q
g d̟ ` ξ1
ż
gη d̟
To prove that (a) and (b) are equivalent, by (A.1), it suffices to show that ξ1 „ |ηp´8q|´1 if
and only if ξ1
ş
gη d̟ Ñ ´pgpx0q´gpx1qq for all g satisfying the hypotheses. But this follows
from (4.19).
That (b) implies (1.4) is trivial. Assume (1.4). Since
P pXptq ą 0 | Y ptq “ 1q “ ̟pp0,8qq ` ξ1
ż 8
0
ηpxq̟pdxq,
and ̟pp0,8qq Ñ 0, it follows that ξ1
ş8
0
ηpxq̟pdxq Ñ 1. By (4.19) with g “ 1p0,8q, we haveş8
0
ηpxq̟pdxq „ |ηp´8q|, and (a) follows.
Finally, assume (1.4). Then (a) holds. By Lemma 5.1, we have ´ηp8q´1 ď ξ0 ă 0 for
sufficiently small ε. In particular, |ξ0| ď ηp8q´1, so Theorem 5.2(a) follows from Proposition
4.16. l
Theorem 5.4. Let 0 ă ρ ă |x0| ^ x1. Then ξ0 “ opξ1q if and only if
E1rτY
0
s „ Ex1rτXBρpx0qs „ λ´1 „
2π
|F 2p0qF 2px1q|1{2 e
pF p0q´F px1qq{ε, (5.2)
as εÑ 0. And ξ1{ξ0 „ ηp8q{ηp´8q if and only if
E0rτY
1
s „ Ex0rτXBρpx1qs „
2π
|F 2p0qF 2px0q|1{2 e
pF p0q´F px0qq{ε, (5.3)
as εÑ 0. Moreover, (5.3) implies (5.2), which implies (1.3). Also, (1.4) implies (5.2).
Proof. By (4.4) and (4.3), we need only determine the asymptotics of a0 and a1. Recall that
aj “ λξj{pξj ´ ξ1´jq. Thus,
EjrτY
1´js “ a´1j “ λ´1
ˆ
1´ ξ1´j
ξj
˙
„
ˆ
1´ ξ1´j
ξj
˙
2π
|F 2p0qF 2px1q|1{2 e
pF p0q´F px1qq{ε, (5.4)
so the first biconditional follows immediately. The second biconditional then follows from
Proposition 4.16.
By Proposition 4.16, we have (5.3) implies (5.2). By Lemma 5.1, we have |ξ0{ξ1| ě
|ξ0ηp´8q|, so that ξ0 “ opξ1q implies ξ0 “ op|ηp´8q|´1q. Hence, (5.2) implies that Theorem
5.2(a) holds, which is equivalent to (1.3).
Finally, suppose (1.4) holds. By Theorems 5.2 and 5.3, we have that ξ1 „ |ηp´8q|´1 and
ξ0 “ op|ηp´8q|´1q, so that ξ0 “ opξ1q, which is equivalent to (5.2). l
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Theorem 5.5. The Markov chain fully tracks the diffusion, in the sense that (1.3)-(1.6) all
hold, if and only if ξ0 „ ´ηp8q´1 and ξ1 „ |ηp´8q|´1.
Proof. Suppose (1.3)-(1.6) hold. Then, by Theorem 5.3, we have ξ1 „ |ηp´8q|´1. Since
(1.6) is equivalent to (5.3), we also have, by Theorem 5.4, that ξ1{ξ0 „ ηp8q{ηp´8q. Thus,
ξ0 „ ´ηp8q´1.
Conversely, suppose ξ0 „ ´ηp8q´1 and ξ1 „ |ηp´8q|´1. Theorem 5.3 gives us (1.4)
and (1.3). Theorem 5.4 gives us (5.3) and (5.2), which are equivalent to (1.6) and (1.5),
respectively. l
In this section, we have established that (1.4) implies (1.5) implies (1.3), and (1.6) implies
(1.5). Example 5.6 shows that it is possible to have all four conditions holding. The remaining
examples illustrate that there are no implications besides those already mentioned.
Example 5.6. Let ξ0 “ ´fpεqηp8q´1 and ξ1 “ gpεq|ηp´8q|´1, where 0 ă f, g ď 1 with
f, g Ñ 1 as ε Ñ 0. By Lemma 5.1 and Theorem 5.5, this is the most general family of
choices such that the resulting coupling sequence satisfies (1.3)-(1.6).
In the remaining examples, let
Lpεq “
d
F 2px1q
F 2px0q e
´pF px1q´F px0qq{ε,
so that by Proposition 4.16, we have ηp8q{ηp´8q „ ´Lpεq´1. Choose 0 ă f ď 1 and h ě L,
and let g “ L{h, so that 0 ă g ď 1. Let ξ0 “ ´fpεqηp8q´1 and ξ1 “ gpεq|ηp´8q|´1. By
Lemma 5.1, these are admissible choices for ξ0 and ξ1.
Note that ξ0 „ ´fpεqLpεq|ηp´8q|´1, so that by Theorem 5.2, we have (1.3) in all these
examples. Also note that by Theorem 5.3, we have (1.4) if and only if h „ L. For applying
Theorem 5.4, note that ξ1{ξ0 „ ´g{pfLq “ ´1{pfhq. Thus, (1.5) holds if and only if fhÑ 0
and (1.6) holds if and only fh „ L.
Example 5.7. Let f “ h “ 1. Then none of (1.4), (1.5), or (1.6) hold, so we see that (1.3)
does not imply any of the other conditions.
Example 5.8. Let f “ 1 and h “ ?L. In this case, we have (1.5), but neither (1.4) nor
(1.6) hold. Hence, (1.5) implies neither (1.4) nor (1.6).
Example 5.9. Let f “ h “ L. In this case, (1.4) and (1.5) hold, but (1.6) does not, showing
that (1.4) does not imply (1.6).
Example 5.10. Let f “ h “ ?L. Here we have (1.5) and (1.6), but not (1.4), showing that
(1.6) does not imply (1.4).
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A Appendix
A.1 Results of Freidlin and Wentzell
Let b : Rd Ñ Rd be Lipschitz and let ϕx,b be the unique solution to ϕ1x,b “ bpϕx,bq with
ϕx,bp0q “ x. For ε ą 0, let Xε,b be defined by
Xε,bptq “ Xε,bp0q `
ż t
0
bpXε,bpsqq ds`
?
2εBptq,
where B is a standard d-dimensional Brownian motion. As in Section 1, if F : Rd Ñ R is
given, then ϕx “ ϕx,´∇F and Xε “ Xε,´∇F . For the F we use later, ´∇F is not Lipschitz.
This will cause no difficulty, however, since it will be locally Lipschitz, and we will only apply
these theorems on compact sets.
This first theorem is [16, Theorem 2.40]. It describes the asymptotic mean time to leave
a domain of attraction.
Theorem A.1. Let F : Rd Ñ R have continuous and bounded derivatives up to second order.
Let D be a bounded open domain in Rd with boundary BD of class C2 and x´∇F pxq, npxqy ă 0
for all x P BD, where npxq is the outward unit normal vector to BD at x.
Let x0 P D. Assume that if G is a neighborhood of x0, then there exists a neighborhoodrG of x0 such that rG Ă G and, for all x P rG, we have ϕxpr0,8qq Ă G and ϕxptq Ñ x0 as
tÑ8. Further assume that, for each x P D, we have ϕxpp0,8qq Ă D.
Then for any x P D,
(i) lim
εÑ0
2ε logExrτpDcqs “ inf
yPBD
2pF pyq ´ F px0qq “: V0, and
(ii) for all ζ ą 0, we have lim
εÑ0
P xpepV0´ζq{p2εq ă τpDcq ă epV0`ζq{p2εqq “ 1.
Moreover, both convergences hold uniformly in x on each compact subset of D.
This next theorem is [16, Lemma 2.34(b)]. It asserts that the diffusion cannot linger for
long inside the domain of attraction without quickly coming into a small neighborhood of
the associated minimum.
Theorem A.2. Assume the hypotheses of Theorem A.1. Fix δ ą 0. Then there exists
C ą 0, T ą 0, and ε0 ą 0 such that
P xpτpDc YBδpx0qq ą tq ď e´Cpt´T q{p2εq,
for all x P DzBδpx0q, all t ą T , and all ε ă ε0.
The last result we need gives the probability of leaving the domain of attraction through
a given point. To state this result, we need some preliminary notation and definitions. See
[16, Section 5.3] for more details.
Let u : r0, T s Ñ Rd. If u is absolutely continuous, define
IT puq “ 1
2
ż T
0
|u1psq ´ bpupsqq|2 ds,
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and define IT puq “ 8 otherwise.
Let G be a bounded domain in Rd with BG of class C2 and define
V px, yq “ inftIT puq | T ą 0, u : r0, T s Ñ Rd, up0q “ x, upT q “ yu
VGpx, yq “ inftIT puq | T ą 0, u : r0, T s Ñ GY BG, up0q “ x, upT q “ yu.
The functions V and VG are continuous on R
d ˆRd and pGY BGq ˆ pGY BGq, respectively.
We have VGpx, yq ě V px, yq for all x, y P G Y BG. Also, for all x, y P G, if VGpx, yq ď
minzPBG V px, zq, then VGpx, yq “ V px, yq.
Note that if ϕx,bptq “ y for some t ą 0 and ϕx,bpr0, tsq Ă G Y BG, then VGpx, yq “ 0. An
equivalence relation on G Y BG is defined by x „G y if and only if VGpx, yq “ VGpy, xq “ 0.
It can be shown that if the equivalence class of y is nontrivial, then ϕy,bpr0,8qq is contained
in that equivalence class.
The ω-limit set of a point y P Rd is denoted by ωpyq and defined as the set of accumulation
points of ϕy,bpr0,8qq. Assume that G contains a finite number of compact sets K1, . . . , Kℓ
such that each Ki is an equivalence class of „G. Assume further that, for all y P Rd, if
ωpyq Ă GY BG, then ωpyq Ă Ki for some i.
The function VG is constant on Ki ˆKj , so we let VGpKi, Kjq, VGpx,Kiq, and VGpKi, xq
denote this common value. Also, VGpKi, BGq “ infyPBG VGpKi, yq.
Given a finite set L and a nonempty, proper subset Q Ă L, let GpQq denote the set of
directed graphs on L with arrows i Ñ j, i P LzQ, j P L, j ‰ i, such that: (i) from each
i P LzQ exactly one arrow is issued; (ii) for each i P LzQ there is a chain of arrows starting
at i and finishing at some point in Q. If j is such a point we say that the graph leads i to
j. For i P LzQ and j P Q, the set of graphs in GpQq leading i to j is denoted by Gi,jpQq.
With L “ tK1, . . . , Kℓ, BGu, let
MG “ min
gPGpBGq
ÿ
pαÑβqPg
VGpα, βq.
If x P G and y P BG, then with L “ tK1, . . . , Kℓ, x, y, BGu, let
MGpx, yq “ min
gPGx,ypty,BGuq
ÿ
pαÑβqPg
VGpα, βq.
The following theorem is [16, Theorem 5.19].
Theorem A.3. Under the above assumptions and notation, for any compact set K Ă G,
γ ą 0, and δ ą 0, there exists ε0 ą 0 and δ0 P p0, δq so that for any x P K, y P BG, and
ε P p0, ε0q, we have
exp
ˆ
´MGpx, yq ´MG ` 2γ
2ε
˙
ď P xpXε,bpτq P Bδ0pyqq ď exp
ˆ
´MGpx, yq ´MG ´ 2γ
2ε
˙
,
where τ “ τXε,bpRdzGq.
The next two results are auxiliary results which are needed to apply Theorem A.3. The
first is [16, Proposition 2.37].
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Proposition A.4. Under the assumptions of Theorem A.1, we have
V px0, yq “ 2pF pyq ´ F px0qq,
for all y P D.
Lemma A.5. Let b “ ´∇F , where F is as in Theorem A.1. If there exists T0 ą 0 such that
ϕxpT0q “ y, then V px, yq “ 0 and V py, xq “ 2pF pxq ´ F pyqq.
Proof. Since ϕ1x “ bpϕxq, we have IT0pϕxq “ 0, which implies V px, yq “ 0. Let T ą 0 and let
ϕ : r0, T s Ñ Rd satisfy ϕp0q “ y and ϕpT q “ x. Then
IT pϕq “ 1
2
ż T
0
|ϕ1psq ´ bpϕpsqq|2 ds
“ 1
2
ż T
0
|ϕ1psq ` bpϕpsqq|2 ds´ 2
ż T
0
xϕ1psq, bpϕpsqqy ds
“ 1
2
ż T
0
|ϕ1psq ` bpϕpsqq|2 ds` 2
ż T
0
xϕ1psq,∇F pϕpsqqy ds
“ 1
2
ż T
0
|ϕ1psq ` bpϕpsqq|2 ds` 2pF pxq ´ F pyqq.
This shows that V py, xq ě 2pF pxq ´ F pyqq. Now let ψptq “ ϕxpT0 ´ tq. Then ψp0q “ y,
ψpT0q “ x, and ψ1 “ ´bpψq. Hence, V py, xq ď IT0pψq “ 2pF pxq ´ F pyqq. l
A.2 The Laplace method
Finally, we need two classical results of Laplace that allow us to estimate exponential
integrals. The following two results can be found in [6, pp. 36–37]. The notation a „ b
means that a{bÑ 1.
Theorem A.6. Let I Ă R be a (possibly infinite) open interval, F P C2pIq, and x0 P I.
Suppose g is continuous at x0. If F px0q is the unique global minimum of F on I, and
F 2px0q ą 0, then ż
I
gpxqe´F pxq{ε dx „ gpx0q
d
2πε
F 2px0q e
´F px0q{ε, (A.1)
as εÑ 0, provided the left-hand side exists for sufficiently small ε.
Proposition A.7. Let ´8 ă a ă x0 ă b ď 8 and F P C1pa, bq. Suppose g is continuous at
x0. If F px0q is the unique global minimum of F on rx0, bq and F 1px0q ą 0, thenż b
x0
gpxqe´F pxq{ε dx „ gpx0qεF
1px0q
e´F px0q{ε, (A.2)
as εÑ 0, provided the left-hand side exists for sufficiently small ε.
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A.3 The Markov mapping theorem
Let E be a complete and separable metric space, BpEq the σ-algebra of Borel subsets of E,
and PpEq the family of Borel probability measures on E. Let MpEq be the collection of
all real-valued, Borel measurable functions on E, and BpEq Ă MpEq the Banach space of
bounded functions with }f}8 “ supxPE |fpxq|. Let CpEq Ă BpEq be the subspace of bounded
continuous functions, while CpEq denotes the collection of continuous, real-valued functions
on E. A collection of functions D Ă CpEq is separating if µ, ν P PpEq and ş f dµ “ ş f dν
for all f P D implies µ “ ν.
Condition A.8. (i) B Ă CpEq ˆ CpEq and DpBq is closed under multiplication and
separating.
(ii) There exists ψ P CpEq, ψ ě 1, such that for each f P DpBq, there exists a constant cf
such that
|Bfpxq| ď cfψpxq, x P E.
(We write Bf even though we do not exclude the possibility that B is multivalued. In
the multivalued case, each element of Bf must satisfy the inequality.)
(iii) There exists a countable subset Bc Ă B such that every solution of the (local) martingale
problem for Bc is a solution of the (local) martingale problem for B.
(iv) B0f ” ψ´1Bf is a pre-generator, that is, B0 is dissipative and there are sequences of
functions µn : E Ñ PpEq and λn : E Ñ r0,8q such that for each pf, gq P B,
gpxq “ lim
nÑ8
λnpxq
ż
E
pfpyq ´ fpxqqµnpx, dyq (A.3)
for each x P E.
Remark A.9. Condition A.8(iii) holds if B0 is graph-separable, that is, there is a countable
subset B0,c of B0 such that B0 is a subset of the bounded, pointwise closure of B0,c.
An operator is a pre-generator if for each x P E, there exists a solution of the martingale
problem for pB, δxq.
For a measurable E0-valued process Y , where E0 is a complete and separable metric
space, let
pFYt “ completion of σˆż r
0
gpY psqq ds : r ď t, g P BpE0q
˙
_ σpY p0qq.
Theorem A.10. Let pS, dq and pE0, d0q be complete, separable metric spaces. Let B satisfy
Condition A.8. Let γ : S Ñ E0 be measurable, and let rα be a transition function from E0 into
S (that is, rα : E0ˆBpSq Ñ R satisfies rαpy, ¨q P PpSq for all y P E0 and rαp¨,Γq P BpE0q for all
Γ P BpSq) satisfying ş h ˝ γpzq rαpy, dzq “ hpyq, y P E0, h P BpE0q, that is, rαpy, γ´1pyqq “ 1.
Assume that rψpyq ” ş
S
ψpzqrαpy, dzq ă 8 for each y P E0 and define
C “
"ˆż
S
fpzqrαp¨, dzq, ż
S
Bfpzqrαp¨, dzq˙ : f P DpBq* .
Let µ P PpE0q and define ν “
ş rαpy, ¨qµpdyq.
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a) If rY satisfies şt
0
ErrψprY psqqs ds ă 8 a.s. for all t ą 0 and rY is a solution of the martingale
problem for pC, µq, then there exists a solution Z of the martingale problem for pB, νq
such that rY has the same distribution on ME0r0,8q as Y “ γ ˝Z. If Y and rY are cadlag,
then Y and rY have the same distribution on DE0r0,8q.
b) Let TY “ tt : Y ptq is pFYt measurableu (which holds for Lebesgue-almost every t). Then
for t P TY ,
P pZptq P Γ | pFYt q “ rαpY ptq,Γq, Γ P BpSq.
c) If, in addition, uniqueness holds for the martingale problem for pB, νq, then uniqueness
holds for the ME0r0,8q-martingale problem for pC, µq. If rY has sample paths in
DE0r0,8q, then uniqueness holds for the DE0r0,8q-martingale problem for pC, µq.
d) If uniqueness holds for the martingale problem for pB, νq, then Y restricted to TY is a
Markov process.
Remark A.11. If Y is cadlag with no fixed points of discontinuity (that is Y ptq “ Y pt´q
a.s. for all t), then pFYt “ FYt for all t.
Remark A.12. The main precursor of this Markov mapping theorem is [14, Corollary 3.5].
The result stated here is a special case of Corollary 3.3 of [12].
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