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ABSTRACT
There is a large amount of interest in understanding
users of social media in order to predict their behavior
in this space. Despite this interest, user predictability
in social media is not well-understood. To examine
this question, we consider a network of fifteen thou-
sand users on Twitter over a seven week period. We
apply two contrasting modeling paradigms: compu-
tational mechanics and echo state networks. Both
methods attempt to model the behavior of users on
the basis of their past behavior. We demonstrate that
the behavior of users on Twitter can be well-modeled
as processes with self-feedback. We find that the two
modeling approaches perform very similarly for most
users, but that they differ in performance on a small
subset of the users. By exploring the properties of
these performance-differentiated users, we highlight
the challenges faced in applying predictive models to
dynamic social data.
I INTRODUCTION
At the most abstract level, an individual using a so-
cial media service may be viewed as a computational
agent [1]. The user receives inputs from their sur-
roundings, combines those inputs in ways dependent
on their own internal states, and produces an observed
behavior or output. In the context of a microblogging
platform such as Twitter, the inputs may be streams
from other Twitter users, real world events, etc., and
the observed behavior may be a tweet, mention, or
retweet. From this computational perspective, the
observed behavior of the user should give some indi-
cation of the types of computations the user is doing,
and as a result, an insight into viable behavioral mod-
els of that user on social media. Large amounts of
observational data are key to this type of study. Social
media has made such behavioral data available from
massive numbers of people at a very fine temporal
resolution.
As a first approximation to the computation per-
formed by a user, we might consider only the user’s
own past behavior as possible inputs to determine
their future behavior. From this perspective, the
behavior of the user can be viewed as a point pro-
cess with memory, where the only observations are the
time points when social interactions occurred [2]. Such
point process models, while very simple, have found
great success in describing complicated dynamics in
neural systems [3], and have recently been applied to
social systems [4, 5].
We propose extending this previous work by explicitly
studying the predictive capability of the point process
models. That is, given observed behavior for the user,
we seek a model that not only captures the dynamics
of the user, but also is useful for predicting the future
behavior of the user, given their past behavior. The
rationale behind this approach is that if we are able
to construct models that both reproduce the observed
behavior and successfully predict future behavior, the
models capture something about the computational
aspects, in the sense outlined above, of the user.
Since in practice we never have access to all of a user’s
inputs, nor to their internal states, we cannot hope to
construct a ‘true’ model of a user’s behavior. Instead,
we construct approximate models. In particular, we
consider two classes of approximate models: causal
state models and echo state networks.
The causal state modeling approach, motivated by
results from computational mechanics, assumes that
every individual can initially be modeled as a biased
coin, and then adds structure as necessary to cap-
ture patterns in the data. It does this by expanding
the number of states necessary to represent the un-
derlying behavior of the agent. Causal state models
have been used successfully in various fields, includ-
ing elucidating the computational structure of neural
spike trains [6], uncovering topic correlations in social
media [7], and improving named entity recognition
in natural language processing [8]. As opposed to
the simple-to-complex approach used by causal state
modeling, echo state networks start by assuming that
agent behavior is the result of a complex set of inter-
nal states with intricate relationships to the output
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variables of interest, and then simplifies the weights
on the relationships between the internal states and
the output variables over time. Echo state networks
have proven useful in a number of different domains
including wireless networking [9], motor control [10],
and grammar learning [11].
Our motivation for considering these two models was
twofold. First, they share a structural similarity in
that they both utilize hidden states that influence
behavior and incorporate past data when making fu-
ture decisions. Second, they approach modeling from
two different perspectives. As mentioned, both rep-
resentations have a notion of internal state, and the
observation of past behavior moves the agent through
the possible states. It is the model of these dynam-
ics through the states that makes it possible to use
these methods to predict an individual’s behavior.
Moreover, whereas computational mechanics seeks to
construct the simplest model with the maximal predic-
tive capability, echo state networks relax down from
very complicated dynamics until predictive ability is
reached. Due to this difference, we hypothesize that
there are some users that will be easier to predict us-
ing a causal state modeling approach, and a different
set of users that will be easier to predict using an echo
state network approach.
In the rest of this paper, we explore this hypothesis.
We begin by describing the two approaches we used
and their relevant literature. After this, we describe
the data used to test the predictive ability of these
methods, and the investigations that we carried out
to evaluate this ability. Finally, we conclude with
limitations of the present work and future avenues of
research.
II METHODOLOGY
1 NOTATION
For each user, we consider only the relative times of
their tweets with respect to a reference time. Denote
these times by {τj}nj=1. Let the reference start time be
t0 and the coarsening amount be ∆t. From the tweet
times, we can generate a binary time series {Xi}Ti=1,
where
Xi =
{
1 : ∃τj ∈ [t0 + (i− 1)∆t, t0 + i∆t)
0 : otherwise
. (1)
In words, Xi is 1 if the user tweeted at least once
in the time interval [t0 + (i − 1)∆t, t0 + i∆t), and
0 otherwise. Because the recorded time of tweets is
restricted to a 1-second resolution, a natural choice
for ∆t is 1 second. However, due to limitations in
the amount of data available we will coarsen the time
series to less than this resolution. Thus, in this paper,
we consider the behavior of the user as a point process,
only considering the timing of the tweets, and discard-
ing any informational content in the tweet (sentiment,
retweet, mention, etc.).
Once we have the user’s behavior encoded in the se-
quence {Xi}Ti=1, we wish to perform one-step ahead
prediction based on the past behavior of the user.
That is, for a time bin [t0 + (i − 1)∆t, t0 + i∆t) in-
dexed by i, we wish to predict Xi given a finite history
Xi−1i−L = (Xi−L, . . . , Xi−2, Xi−1) of length L. This
amounts to a problem in autoregression, where we
seek a function r from finite pasts to one-step ahead
futures such that we predict Xi using
Xˆi = arg max
xi∈{0,1}
r(xi;x
i−1
i−L). (2)
If we assume that {Xi}Ti=1 was generated by a stochas-
tic process, the optimal choice of r would be the con-
ditional distribution
r(xi;x
i−1
i−L) = P (Xi = xi|Xi−1i−L = xi−1i−L), (3)
and the optimal prediction would be the xi that
maximizes this conditional probability. If we fur-
ther assume that {Xi}Ti=1 is a conditionally station-
ary stochastic process [12], the prediction function
simplifies to
r(xi;x
i−1
i−L) = P (XL = xi|XL−10 = xi−1i−L), (4)
independent of the time index i.
Because in practice we do not have the conditional
distribution available, we consider two approaches to
inferring the prediction function r: one from compu-
tational mechanics [13] and the other from reservoir
computing [14], specifically the echo state network [15].
These two methods for inferring r differ dramatically
in their implementations. Computational mechanics
seeks to infer the simplest model that will capture the
data generating process, while echo state networks
generate a complex set of oscillations and attempt to
find some combination of these that will map to the
desired output.
2 COMPUTATIONAL MECHANICS
Computational mechanics proceeds from a state-space
representation of the observed dynamics, with hidden
states {Si}Ti=1 determining the dynamics of the ob-
served behavior {Xi}Ti=1. The hidden state Si for a
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process, called the causal or predictive state, is the
label corresponding to set of all pasts that have the
same predictive distribution as the observed past xi.
We call the mapping from pasts to labels . Two pasts
x and x′ have the same label si = (x) = (x′) if and
only if
P (Xi|Xi−1i−L = x) = P (Xi|Xi−1i−L = x′) (5)
as probability mass functions. Now, instead of con-
sidering P (Xi|Xi−1i−L = xi−1i−L), we consider the label
for the past si = (x
i−1
i−L), and use P (Xi|Si = si). We
then proceed with the prediction problem outlined
above. The state Si (or equivalently the mapping )
is the unique minimally sufficient predictive statistic
of the past for the future of the process. Because the
hidden states {Si}Ti=1 can be thought of as generating
the observed behaviors {Xi}Ti=1, they are called the
causal states of the process. The resulting model is
called an -machine (after the statistic ) or a causal
state model (after the causal state S).
Of course, in practice the conditional distribution
P (Xi|Xi−1i−L = x) is not known, and must be inferred
from the data. Beyond the advantage of computa-
tional mechanics’s state-space representation as a min-
imally sufficient predictive statistic, it also admits a
way to infer the mapping  directly from data. We
will infer the model using the Causal State Splitting
Reconstruction (CSSR) algorithm [16]. As the name
CSSR implies, the estimate ˆ is inferred by splitting
states until a stopping criterion is met. The algorithm
begins with a null model, where the data generating
process is assumed to have a single causal state, corre-
sponding to an IID process. It continues to split states
(representing a finer partition of the set of all pasts)
until the partition is next-step sufficient and recur-
sively calculable. The resulting ˆ and the estimated
predictive distributions Pˆ (Xi|Si = ˆ(xi−1i−L)) can then
be used to estimate the prediction function, giving
rˆcm(xi;x
i−1
i−L) = Pˆ (Xi = xi|Si = ˆ(xi−1i−L)). (6)
We will refer to the estimated ˆ and associated pre-
dictive distributions as the causal state model for a
user.
3 ECHO STATE NETWORKS
Neural networks can be divided into feed-forward and
recurrent varieties. The former are easier to train but
lack the capacity to build rich internal representations
of temporal dynamics. In contrast, the latter are nat-
urally suited to representing dynamic systems, but
their learning algorithms are more computationally in-
tensive and less stable. Echo state networks attempt
to resolve this conflict by using randomly selected,
fixed weights to drive the recurrent activity and only
training the (far simpler) output weights.
In addition to simplifying the training process, echo
state networks shift the problem into a higher di-
mensional space [17]. This technique of dimensional
expansion is commonly employed in machine learning,
for instance by Support Vector Machines, Multilayer
Perceptrons, and many kernel methods. A decision
boundary which is nonlinear in the original problem
space is often linear in higher dimensions, allowing a
more efficient learning procedure to be used [18,19].
The echo state networks we used here consists of 10
input nodes, 1 output node and a “reservoir,” con-
sisting of 128 hidden nodes, which is randomly and
recurrently connected. The connection weights W
within the reservoir as well as the weights to it from
the input and output nodes (Win and Wfb, respec-
tively) are sampled uniformly at random from the
interval [0, 1]. W is also scaled such that the spectral
radius ρ(W) < 1 [20]. This scaling ensures the net-
work will exhibit the “echo state property:” the effect
of previous reservoir states and inputs will asymp-
totically approach zero as time passes rather than
persisting indefinitely or being amplified [21]. Only
the weights Wout from the reservoir to the output
nodes are trained. The goal is to draw on the diverse
set of behaviors within the reservoir and find some
linear combination of those oscillations which match
the desired output.
States of reservoir nodes yt are updated according to
yt = σ(Winxt +Wyt−1 +Wfbzt−1) (7)
where xt is the current network input, zt−1 is the
previous network output, and σ is the logistic sigmoid
function. The output of the network is determined by
zt = σ(Wout [xt|yt]) (8)
where | represents a vertical concatenation.
The training procedure involves presenting the net-
work with each input in the sequence and updating
the internal reservoir. The inputs and reservoir states
are collected row-wise in a matrix S. We redefine the
network’s targets during training to be z′t = σ
−1(zt)
and collect them row-wise in D. This allows us to use
a standard pseudo-inverse solution to compute the
output weights Wout = (S
−1D)T which minimizes
the MSE of the network on the training output.
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III DATA COLLECTION AND PREPRO-
CESSING
The data consists of the Twitter statuses of 12,043
users over a 49 day period. The users are embedded
in a 15,000 node network collected by performing a
breadth-first expansion from a seed user. Once the
seed user was chosen, the network was expanded to
include his/her followers, only including users consid-
ered to be active (users who tweeted at least once
per day over the past one hundred tweets). Network
collection continued in this fashion by considering the
active followers of the active followers of the seed, etc.
The statuses of each user were transformed into a bi-
nary time series using their time stamp, as described
in the Methodology section. In this paper, only tweets
made between 7 AM and 10 PM (EST) were consid-
ered. Since most of the users in our dataset reside on
the East Coast of the United States, this windowing
was chosen because of the conditional stationarity
assumption on {Xi}Ti=1: users would have different
conditional distributions during waking and sleeping
hours. For any second during this time window, a
user either tweets, or does not. Thus, each day can
be considered as a binary time series of length 57,600,
with a 1 at a timepoint if the user tweets, and a 0
otherwise.
Because of statistical and computational limitations,
the time series were further coarsened by binning to-
gether disjoint intervals of time. We considered time
windows with length equal to ten minutes (∆t = 600).
Thus, we created a new time series by recording a 1
if any tweeting occurs during a ten minute window,
and a 0 otherwise. In theory, this coarsening weakens
our predictive ability: in the limit of infinite data, the
data processing inequality tells it is always better for
prediction to have raw data rather than a function
of the data [22]. However, because of the practical
constraints of finite data and finite computing power,
the coarsening of the data allows for the inference of
tractable models which are useful in practice. Once we
have the (either coarsened or not) time series, we can
visualize the behavior of a user over the 49 day period
by using a rastergram. A rastergram visualizes a point
process over time and over trials. The horizontal axis
corresponds to the time point in a particular day, and
the vertical axis corresponds to the day number. At
each time point, a vertical bar is either present (if
the user tweeted on that day at that time) or absent.
Visual inspection of rastergrams serves as a first step
towards understanding the behavior of any given user.
Figure 1 demonstrates the original and coarsened time
Figure 1: Coarsening of two users. Each row in the rastergram
corresponds to a single day of activity for a fixed user. The
original time series are at single second resolution, resulting in
57,600 time points in each day. After binning together activity
using disjoint (partitioned) ten minute windows, there are 96
time points in each day (T = 96).
series for two users.
The users were further filtered to include only the top
3,000 most active users over the 49 day period. A base
activity measure was determined by the proportion
of seconds in the 7 AM to 10 PM window the user
tweeted, which we call the tweet rate. Of the top
3,000 users, these tweet rates ranged from 0.38 to
8.5 × 10−5. 90% of the top 3,000 users had a tweet
rate below 0.05. The distribution of the tweet rates
amongst the top 3,000 users is shown in Figure 2.
IV RESULTS AND DISCUSSION
1 TESTING PROCEDURE
The 49 days of user activity were partitioned, chrono-
logically, into a 45 day training set and a 4 day testing
set. This partition was chosen to account for possible
changes in user behavior over time, which would not
be captured by using a shuffling of the days. Thus, for
each user, the training set consists of 4,320 timepoints,
and the testing set consists of 384 timepoints.
The only parameter for the causal state model is the
history length L to use. This was treated as a tuning
parameter, and the optimal value to use was deter-
mined by using 9-fold cross-validation on the training
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Figure 2: The observed distribution of the fraction of time
spent tweeting (tweet rate) over the 49 day period for all of the
users. 90% of the 3,000 users had a tweet rate below 0.05.
set. The maximal history length Lmax that can be
used and still ensure consistent estimation of the joint
distribution is dependent on the number of time points
n, and is bounded by
Lmax <
log2 n
h+ 
, (9)
where h is the entropy rate of the stochastic process
and  is some positive constant [23]. Thus, because
0 ≤ h ≤ 1 for a stationary stochastic process with two
symbols, as a practical bound, we take
Lmax < log2 n.
For this data set, the bound requires that Lmax < 12.
Thus, we use the 9-fold cross-validation to reconstruct
causal state models using histories of length 0 through
11, and then choose the history length that maximizes
the average accuracy rate taken over all of the folds.
Experiments showed that the echo state network was
robust to varying parameter choices as long as the
echo state property is achieved [24, 25]. As a result
all networks were created with ρ(W) = 0.99 and
LESN = 10.
2 COMPARISON TO BASELINE
In all cases, we compute the accuracy rate of a predic-
tor using zero-one loss. That is, for a given user, we
predict the time series X1, . . . , Xntest as Xˆ1, . . . , Xˆntest
and then compute
Accuracy Rate =
1
ntest
ntest∑
i=1
1[Xˆi = Xi]. (10)
We compared the accuracy rates on the causal state
model and echo state network to a baseline accuracy
rate for each user. The baseline predictor was taken to
be the majority vote of tweet vs. not-tweet behavior
over the training days, regardless of the user’s past
behavior. That is, for the baseline predictor we take
Xˆi =
{
0 : pˆ ≤ 12
1 : pˆ > 12
, (11)
where pˆ = 1ntrain
∑ntrain
j=1 Xj . This is the optimal pre-
dictor for a Bernoulli process where the {Xi} are
independent and identically distributed Bernoulli ran-
dom variables with parameter p. In the context of our
data, for users that usually tweeted in the training
set, the baseline predictor will always predict that the
user tweets, and for users that usually did not tweet
in the training set, the baseline predictor will always
predict the user does not tweet. For any process with
memory, as we would expect from most Twitter users,
a predictor should be able to outperform this base
rate.
The comparison between the baseline predictor and
the causal state model and echo state network predic-
tors are shown in Figure 3. In both plots, each red
point corresponds to the baseline rate on the testing
set for a given user, and the blue point corresponds
to the accuracy rate on the testing set using one of
the two models. Here, the tweet rate is computed in
terms of the coarsened time series. That is, the tweet
rate is the proportion of ten minute windows over
the 49 day period which contain one or more tweet.
Clearly, the model predictions show improvement over
the baseline prediction, especially for those users with
a tweet rate above 0.2.
To make this more clear, the improvement as a func-
tion of the tweet rate of each user is shown in Figure 4
for both methods. Breaking the users into two groups,
with the high tweet rate group having a tweet rate
greater than 0.2 and the low tweet rate group having
a tweet rate greater than or equal to 0.2, we can esti-
mate the conditional density of improvements among
these groups. These estimated densities are shown in
Figure 5. We see that most of the improvement lies
in the high tweet rate group, while the low tweet rate
group is concentrated around 0 improvement.
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Figure 3: The improvement over the baseline accuracy rate
for the causal state model (top) and echo state network (bot-
tom). In both plots, each red point corresponds to the baseline
accuracy rate for a user, and the connected blue point is the
accuracy rate using either the causal state model or the echo
state network.
3 TYPICAL CAUSAL STATE MODELS
FOR THE USERS
The causal states {Si}Ti=1 of a stochastic process
{Xi}Ti=1 form a Markov chain, and the current causal
state Si plus the next emission symbol Xi+1 com-
pletely determine the next causal state Si+1 [13].
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●●
●
●
●
●
● ● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●●
●●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
● ●●●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ●
●
●
●
●●
●
●
●
●● ●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
● ●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●● ●●
●
●●
●
●
●
●
●
●
●
●●
●●
●●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●●
● ●●● ●
●
0.0 0.2 0.4 0.6 0.8 1.0
−1
.0
−0
.5
0.
0
0.
5
1.
0
Tweet Rate
Im
pr
ov
em
en
t
●
●
●
●●
●
●●●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●● ●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●●
●
● ●
●
●
●
●● ●
●
● ●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
● ●
● ●
●
●
●●
●
●
●
●
● ● ● ●●
●
●
●
●
●
●
●
●●●
●
●●
●
● ●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●●
●
●
●●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●●
●
●●
●
●
●●
●
●
●● ●
●
●
●
● ●
●
●
●
●●
●●
0.0 0.2 0.4 0.6 0.8 1.0
−1
.0
−0
.5
0.
0
0.
5
1.
0
Tweet Rate
Im
pr
ov
em
en
t
Figure 4: The improvement over the baseline accuracy rate
for the causal state model (top) and the echo state network
(bottom). For both models, the greatest improvement occurred
for a coarsened tweet rate near 1
2
.
These two properties of a causal state model allow
us to write down an emission-decorated state-space
diagram for a given user. That is, the diagram resem-
bles the state-space diagram for a Markov (or Hidden
Markov) model, with the additional property that we
must decorate each transition between states by the
symbol emitted during that transition.
Several such diagrams are shown in Figure 6. Each
circle corresponds to a causal state, and each arrow
corresponds to an allowable transition. The arrows
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Figure 5: The distribution of improvements for both the
causal state model (top) and echo state network (bottom), with
the users partitioned into ‘High Tweet Rate’ (tweet rate greater
than 0.2) and ‘Low Tweet Rate’ (tweet rate lower than 0.2)
groups.
are decorated with eij |pij , where eij is the emission
symbol observed transitioning from causal state i to
causal state j, and pij is the probability of transition-
ing from causal state i to causal state j. For example,
Figure 6(a) corresponds to a Bernoulli random pro-
cess with success probability p. At each time step,
the causal state returns to itself, emitting either a 1,
with probability p, or a 0, with probability 1− p.
A P
0|1  ↵
1|↵
1|1  ⇡
0|⇡B 0|1  p1|p
A P1|↵
0|1  ↵
R
1|1  ⇡
0|⇡
0|⇢
1|1  ⇢
A
R
PI
1|↵
0|1  ↵
1|◆
0|1  ◆
1|1  ⇡
0|⇡
0|⇢
1|1  ⇢
a) b)
c) d)
Figure 6: Typical 1, 2, 3, and 4-state causal state models. Of
the 3,000 users, 383 (12.8%), 1,765 (58.8%), 132 (4.4%), and
100 (3.3%) had these number of states, respectively.
The four causal state models shown are typical ex-
amples of the models observed in 79.3% of the 3,000
users. The model corresponding to Figure 6(a) is sim-
ple: the user shows no discernible memory and so the
behavior is a biased coin flip. Only 383 (12.8%) of the
users correspond to this model. The second model,
Figure 6(b), displays more interesting behavior. We
see that such users have two states, labeled A (active)
and P (passive). While the user is in state A, it may
stay in state A, continuing to emit 1s, or transition to
state P emitting a 0. While in state P, the user may
stay in state P, continuing to emit 0s, or transition
to state A emitting a 1. Thus, these two states cor-
respond to a user that is typically active or passive
over periods of time, exhibiting ‘bursting’ behavior as
in the second user in Figure 1.
Users corresponding to the causal state models shown
in Figure 6(c) and Figure 6(d) exhibit even more in-
volved behavior. Both have a rest state R, where the
user does not tweet. However, the active states show
more structure. For example, in Figure 6(c) we see
that the user has an active state A, but sometimes
transitions to state P emitting a 0, where the user
can then return back to the active state A or tran-
sition to the rest state R. Figure 6(d) shows similar
behavior, but with an additional intermediate state I.
While these models match our intuitions about how
a typical Twitter user might behave, it is important
to note that the models result entirely from applying
CSSR to the data, and did not require any a priori
assumptions beyond conditional stationarity.
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4 DIRECT COMPARISON BETWEEN
THE PERFORMANCE OF THE
CAUSAL STATE MODELS AND THE
ECHO STATE NETWORKS
Given the striking similarity in performance between
the causal state model and the echo state network,
we next compared them head-to-head on each user.
The improvement for the causal state model vs. the
improvement for the echo state network on each user
is shown in Figure 7. As expected given the previous
results, the improvements for each method are very
strongly correlated.
Next, we investigated the top 20 users for which the
causal state model or the echo state network outper-
formed the other model. For those users where the
causal state model outperformed, the clearest indica-
tor was the structured (near deterministic) behavior
of the users. The top four such users are shown in
Figure 8. The causal state model inferred from the
data can be used to characterize the structure of the
observed dynamics in a formal manner [13]. Because
the hidden states S = {s1, . . . , s|S|} determine the
observed dynamics, the entropy over those states can
be used to characterize the diversity of behaviors a
process is capable of. The entropy over the causal
state process is called the statistical complexity of the
process, and given by
C = H[S] (12)
= −
∑
s∈S
P (S = s) log2 P (S = s). (13)
Informally, it is the number of bits of the past of a
process necessary to optimally predict its future. For
example, for an IID process, C = 0, since none of the
past is necessary to predict the future, while for a
period-p process, C = log2 p, since it takes log2 p bits
of the past to synchronize to the process.
Of the top twenty users best predicted by the causal
state model, the average statistical complexity was
3.99, while the top twenty users best predicted by the
echo state network had an average statistical complex-
ity of 2.72. Figure 9 shows the difference between the
two methods as a function of the inferred statistical
complexity. We see that the causal state models tend
to outperform the echo state network for high statis-
tical complexity users, while the echo state network
tends to outperform for the low (near 0) statistical
complexity users.
Of the top twenty users best predicted by the echo
state network, we observed that the test set tended to
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Figure 7: The improvement over baseline for the causal state
model vs. the improvement over baseline for the echo state net-
work. The red line indicates identity, where the two methods
improve equally over the baseline predictor.
Figure 8: Raster plots for the four users where the causal
state model most outperformed the echo state network. Note
that in all but the bottom left case, the users show highly
‘patterned’ behavior. This is typical of the top twenty users
for which the causal state model outperformed the echo state
network.
differ from the training set. To test this hypothesis,
we estimated the entropy rates of the test and train-
ing sets. The entropy rate h of a stochastic process
{Xi}∞i=1 is defined as the limit of the block entropies
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of length L as the block length goes to infinity,
h = lim
L→∞
1
L
H[X1, . . . , XL]. (14)
Thus, the entropy rate can be approximated by esti-
mating block entropies
HL =
1
L
H[X1, . . . , XL] (15)
of larger and larger block sizes and observing where
the block entropies asymptote, as they must for a sta-
tionary stochastic process [22]. Unlike block-1 entropy
(Shannon entropy), the entropy rate accounts for long
range correlations in the process that may explain
apparent randomness.
As we observed in the top twenty users, we see that
overall the causal state model tends to perform best
relative to the echo state network when the training
and test set are similar, while the echo state network
tends to outperform in the cases where the training
and test set differ. This can be seen in Figure 10, in
which the users have been grouped into quartiles by
the absolute value of the difference between training
and test set entropy rates.
5 BIT FLIP EXPERIMENT
To further explore this difference between the two
models, we performed the following ‘bit flip’ experi-
ment. For each user, we trained both the causal state
model and the echo state network on the full 49 days
of data. We then tested the users on the same data,
but with some proportion q of data set flipped such
that 0s become 1s and vice versa, with q ranging from
0 to 1 in increments of 0.1. This allows us to syntheti-
cally create examples where the training and test sets
differ as much or as little as desired by systematically
adding noise into the time series.
The result of this experiment is shown in Figure 11.
The causal state model performs as expected, with
the accuracy rate degrading as the corruption in the
training set approaches 50%. Beyond this point, the
large variance in the accuracy rates result from the
different types of models inferred from the data. In
particular, the 58.8% of users with a two-state ‘burst-
ing’ causal state model as in Figure 6(b) continue to
perform well, as the recoding of a burst of zeros or
ones does not effect the predictive capability of the
model.
The echo state networks show the same degradation
in accuracy rate as the corruption in the training set
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Figure 9: The difference in improvement between the causal
state model and the echo state network for each user as a func-
tion of the inferred statistical complexity C of each user. The
blue lines indicate the cutoff points above and below which
the top twenty best users for the causal state model and echo
state network, respectively, lie, and correspond to 0.0465 and
-0.0494.
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Difference in training and test set entropy rate, by quartile
Figure 10: The difference in accuracy rates between the causal
state model and the echo state network for each user, binned
into quartiles by the absolute value of the difference in entropy
rates for the training and testing sets. The causal state model
performs best when this difference is low, and the echo state
network performs best when it is high.
approaches 50%, but beyond this amount they begin
to show improvement. The large variance in the accu-
racy rates is again explained by a bimodality in the
accuracy rates.
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Figure 11: The accuracy rate of the causal state model and
echo state network tested on its training data, with the training
data corrupted by flipping a proportion q of the bits. Bars
indicate plus or minus one standard deviation in the accuracy
rates across all users.
We believe the improvement in accuracy the echo
state networks display when more than 50% of bits
are changed is a result of many of the networks having
learned a simple “trend-following” model: if you are
in a tweeting state, continue tweeting; if you are in
a non-tweeting state, continue not tweeting. This
is very similar to the commonly observed two-state
causal state model (Figure 6(b)) with one important
difference — the echo state network does not fix the
probabilities of being in either the active or passive
states based on the training data. When a high pro-
portion of bits have been flipped a sequence of, for
instance, short periods of activity embedded in long
stretches of quiescence will become the inverse: short
periods of silence and long stretches of activity. A
causal state model which has learned a two-state so-
lution based on the original data will struggle since it
expects different probabilities than those observed in
the corrupted sequences, while an echo state network
that has learned only to follow the recent trend will
be able to adapt to the new, altered sequences so long
as there are long trends remaining in the data. The
echo state network thus displays less fidelity to the
observed data, but in doing so may be better able
to adapt to particular perturbations if the patterns
change, for example a user who maintains a ‘bursting’
pattern over time, but changes the length of these
bursts.
6 OVERVIEW OF RESULTS
Overall, the causal state models and the echo state
networks both showed improvement, and in some cases
drastic improvement, over a baseline predictor. More-
over, for a large proportion of the users, the two meth-
ods gave very similar predictive results, as exemplified
by Figure 7. Out of all the users, 58.8% had inferred
causal state models similar to Figure 6(b), where a
user has a tweeting state A and a non-tweeting state
P. This bursting-type behavior is naturally captured
by the echo state network, and thus the similarity in
performance on these users is to be expected.
We have observed that predictability of user behavior
is not homogeneous across the 3,000 users considered,
and in many cases the reason for the difficulty in pre-
diction differs across users. In some cases, considering
a long enough history of a user’s behavior is enough to
predict their future behavior, but others still appear
random after accounting for previous behavior.
V CONCLUSION AND FUTURE WORK
In this paper, we have shown that by building rep-
resentations of the latent states of user behavior we
can start to predict their actions on social media. We
have done this using two different approaches, which
have different ways of capturing the complexity of
user behavior. Causal state modeling starts from a
simple model and adds structure, while echo state
networks start with complex descriptions and sim-
plify relationships. We hypothesized that these two
methods would perform differently when applied to a
diverse collection of users derived from a real world
social media context. Our results indicate that the
two methods perform differently under different condi-
tions. Specifically, computational mechanics provides
a better model of a user’s behavior when it is highly
structured and does not change dramatically over
time, while the echo state network approach seems
to be more adaptive, while at the same time giving
up some of the deep structure present in the behav-
ior. Moreover, we have shown that both methods are
robust to noise and decay gracefully in performance.
Ultimately, the two methods performed very similarly
on a large proportion of the users. It should be noted
that this was not expected. The two methods differ
drastically in their modeling paradigm, and the data
was quite dynamic, providing plenty of opportunity
for differentiation. Our best explanation is that in the
end, and as noted above, most users exhibit only a
few latent states of behavioral processing, and as such
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any model which is able to capture these states will
do well at capturing the behavior of users. We could
test this hypothesis in future work by restricting the
number of states that both the echo state network
and the computational mechanics approach can use,
and observing if the results change substantially.
However, before we address that question, there are
several other limitations of the present work that need
to be addressed. One of the biggest weaknesses of the
present approach is its failure to incorporate exoge-
nous inputs to a user. That is, we have treated each
user as an autonomous unit, and only focused on using
their own past behavior to predict their future behav-
ior. In a social context, such as Twitter, it makes more
sense to incorporate network effects, and then exam-
ine how the behavior of friends and friends of friends
directly impact a user’s behavior. For example, the
behavior of many of the users, especially those users
with a low tweet rate, may become predictable after
incorporating the behavior of users in their following
network. The computational mechanics formalism for
doing so has been developed in terms of random fields
on networks [26] and transducers [27], but it has yet
to be applied to social systems.
We have also simplified the problem down to its barest
essentials, only considering whether a tweet has oc-
curred and not its content. Information about the
content of a tweet should not decrease the predictive
abilities of our methods, and could be incorporated in
future work, for example, by extending the alphabet
of symbols which we allow Xi to take.
This study has also focused on user behavior over a
month and a half period. With additional data, a
longitudinal study of users’ behaviors over time could
be undertaken. We have implicitly assumed the condi-
tional stationarity of behavior in our models, but these
assumptions could be tested by constructing models
over long, disjoint intervals of time and comparing
their structure.
We have seen that taking a predictive, model-based
approach to exploring user behavior has allowed us
to discover typical user profiles that have predictive
power on a popular social media platform. More-
over, we have shown this using two different modeling
paradigms. In the near future, we plan to extend
this work to take into account the social aspects of
this problem, and see how network effects influence
user behavior. However, the increase in predictive
power without explicitly incorporating social factors
gives us reason to believe that it is possible to make
predictions in the context of user interactions in so-
cial media. Such predictions, which take into account
social context, could be useful in any number of do-
mains. For instance, in a marketing type approach,
these models could be used to understand who will
respond to a message that is sent out to a group of
users, and potentially even assist in the determination
of whether or not a particular piece of content will go
viral. Predicting user behavior on social media has
the potential to be transformative in terms of both
our understanding of human interactions with social
media, and the ability of organizations to engage with
their audience.
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