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 Penurunan tingkat kemiskinan mencerminkan keberhasilan 
suatu pemerintahan dalam mengelola negara. Ada banyak faktor yang 
mempengaruhi tingkat kemiskinan. Untuk mengetahui pengaruh 
faktor-faktor tersebut dibutuhkan suatu analisis statistika. Data yang 
digunakan merupakan data sekunder yang diperoleh dari Badan Pusat 
Statistik (BPS) di masing-masing 7 Kabupaten/Kota Eks-Karesidenan 
Kediri Tahun 2015-2019. Analisis yang digunakan adalah analisis 
regresi linier berganda. Masalah autokorelasi dan multikolinieritas 
harus ditangani dalam analisis regresi linier berganda. Metode 
Generalized Least Square (GLS) digunakan untuk mengatasi masalah 
autokorelasidan metode regresi Ridge digunakan untuk mengatasi 
masalah multikolinieritas. GLS pada penelitian ini menggunakan 
metode Durbin-Watson, AR(1) dan Cochrane-Orcutt iterative 
procedure. Tujuan penelitian ini adalah untuk mengetahui pengaruh 
Indeks Pembangunan Manusia (IPM), Angka Harapan Hidup (AHH), 
Harapan Lama Sekolah (HLS), Jumlah Penduduk (JP) dan Produk 
Domestik Regional Bruto (PDRB) terhadap Tingkat Kemiskinan (TK) 
di 7 Kabupaten/Kota Eks-Karesidenan Kediri. Hasil penelitian 
menunjukkan bahwa model terbaik adalah kombinasi model regresi 
Ridge dan Cochrane-Orcutt iterative procedure, nilai koefisien 
determinasi yang diperoleh sebesar 67.33%. Peubah yang signifikan 
adalah Angka Harapan Hidup dengan koefisien sebesar 0.1847, 
Jumlah Penduduk dengan koefisien sebesar 0.0024 dan Produk 
Domestik Regional Bruto dengan koefisien sebesar -0.0455 
 
Kata Kunci : AR(1), Cochrane-Orcutt Iterative Procedure, Durbin-








RIDGE REGRESSION MODELING WITH COMBINATION 
OF GENERALIZED LEAST SQUARE (GLS) USING 
DURBIN-WATSON, AR(1) AND COCHRANE-ORCUTT 




The reduction of poverty rate reflects the success of a government in 
managing the country. There are many factors that affect poverty 
level. To determine the influence of these factors, a statistical analysis 
is needed. The data used is secondary data obtained from the Central 
Statistics Agency (BPS) in each of the 7 Ex-Resident Kediri 
Regencies/Cities in 2015-2019. The analysis used is multiple linear 
regression analysis. The problem of autocorrelation and 
multicollinearity must be handled in multiple linear regression 
analysis. The Generalized Least Square (GLS) method is used to solve 
the autocorrelation problem, and the Ridge regression method is used 
to solve the multicollinearity problem. The GLS in this study used the 
Durbin-Watson, AR(1), and Cochrane-Orcutt iterative procedure 
methods. The purpose of this study is to determine the effect of the 
Human Development Index (IPM), Life Expectancy (AHH), Expected 
Length of Schooling (HLS), Total Population (JP), and Gross 
Regional Domestic Product (PDRB) on the Poverty Level (TK) in 7 
Regency/City of the Ex-Residency of Kediri. The results showed that 
the best model was a combination of the Ridge regression model and 
the Cochrane-Orcutt iterative procedure, the coefficient of 
determination obtained was 67.33%. The significant variables are Life 
Expectancy with a coefficient of 0.1847, Total Population with a 
coefficient of 0.0024, and Gross Regional Domestic Product with a 
coefficient of -0.0455. 
Keywords : AR(1), Cochrane-Orcutt Iterative Procedure, Durbin-
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BAB I  
PENDAHULUAN 
1.1. Latar Belakang 
Tingkat kemiskinan di suatu negara merupakan salah satu 
standar keberhasilan pembangunan, begitu pun dengan pembangunan 
di daerah. Permasalahan kemiskinan masih menjadi isu utama dalam 
pembangunan sosial ekonomi di Indonesia. Upaya mengatasi 
kemiskinan telah dilakukan antara lain dengan menyediakan beberapa 
kebutuhan dasar seperti kebutuhan pangan, kesehatan, pendidikan, 
perluasan kesempatan kerja, pembangunan pertanian, bantuan 
langsung tunai (BLT) dan berbagai program jaring pengaman sosial 
lainnya. 
Di Indonesia tingkat kemiskinan masih terbilang tinggi. Data 
yang dikeluarkan oleh BPS September 2019 menunjukkan bahwa 
tingkat kemiskinan di Indonesia sebesar 9,22% (BPS, 2019).  Di 
Provinsi Jawa Timur tingkat kemiskinan yang dipublikasikan oleh 
BPS sebesar 10,37% (BPS Jawa Timur, 2019), hal ini menunjukkan 
kemiskinan merupakan masalah serius dan harus dihadapi oleh 
pemerintah di negara berkembang, termasuk Indonesia. Kondisi sosial 
ekonomi masyarakat juga semakin diperparah dengan merebaknya 
pandemi Covid-19 setahun terakhir. Tingkat kemiskinan termasuk 
masalah yang kompleks karena disebabkan oleh banyak sekali faktor. 
 Analisis regresi diperlukan untuk mengetahui pengaruh dari 
faktor-faktor tersebut, yang merupakan suatu metode analisis yang 
digunakan untuk pendeskripsian data, mengevaluasi hubungan sebab 
akibat, peramalan besarnya nilai peubah respon atau pendugaan nilai 
parameter dari model regresi (Walpole, 1995).  
OLS (Ordinary Least Square) umum digunakan dalam 
pendugaan koefisien parameter dalam analisis regresi linier. Akan 
tetapi metode tersebut tidak dapat digunakan ketika asumsi non-
autokorelasi tidak terpenuhi (Gujarati, 2006). Oleh karena itu 
digunakan metode GLS (Generalized Least Square) sebagai salah satu 
cara untuk mengatasi masalah autokorelasi. 
Dalam penerapan di bidang sosial dan ekonomi juga 
seringkali terdapat kondisi antar peubah prediktor tidak saling bebas, 
hal itu menyebabkan ragam dari penduga cenderung besar sehingga 
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memungkinkan terjadi kesalahan dalam interpretasi tiap-tiap 
parameter. Hal itu dikenal dengan masalah multikolinieritas yang 
merupakan pelanggaran dari asumsi klasik non-multikolinieritas.   
Pada penelitian terdahulu, Pusparani (2014) melakukan 
perbandingan metode stepwise dan regresi Ridge dalam menentukan 
model regresi berganda terbaik pada kasus multikolinieritas. 
Kesimpulan yang didapatkan adalah regresi Ridge terpilih menjadi 
model terbaik pada tingkat multikolinieritas sedang dan metode 
stepwise menjadi model terbaik ketika tingkat multikolinieritas tinggi.   
Maf’ula (2016) meneliti pemilihan metode yang lebih baik 
dalam mendeteksi dan mengatasi autokorelasi. Kesimpulan yang 
didapatkan adalah penanganan masalah autokorelasi mendapat hasil 
yang lebih baik dengan menggunakan metode Durbin-Watson (DW). 
Selain itu, Nuvia (2018) melakukan penelitian penerapan 
Generalized Two Stage Ridge Regression (GTSRR) untuk 
penanganan data dengan pelanggaran asumsi non-multikolinieritas 
dan non-autokorelasi. Kesimpulan yang didapatkan adalah metode 
GTSRR dapat mengatasi masalah multikolinieritas antar prediktor dan 
autokorelasi antar galat. 
Pada penelitian ini membahas tentang penerapan Regresi 
Ridge dengan kombinasi Generalized Least Square (GLS). Data yang 
digunakan pada penelitian ini adalah data tingkat kemiskinan, Indeks 
Pembangunan Manusia (IPM), Angka Harapan Hidup (AHH), 
Harapan Lama Sekolah (HLS), jumlah penduduk dan Produk 
Domestik Regional Bruto (PDRB) pada 7 Kabupaten/Kota Eks-




1.2. Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, maka 
rumusan masalah dalam penelitian ini sebagai berikut : 
1. Bagaimana penerapaan metode Regresi Ridge mengatasi 
masalah multikolinieritas dalam peubah prediktor tingkat 
kemiskinan di 7 Kabupaten/Kota Eks-Karesidenan Kediri 
tahun 2015-2019? 
2. Bagaimana penerapaan Generalized Least Square (GLS) 
mengatasi masalah autokorelasi dalam data tingkat 
kemiskinan di 7 Kabupaten/Kota Eks-Karesidenan Kediri 
tahun 2015-2019? 
3. Bagaimana model regresi terbaik dari kombinasi Regresi 
Ridge dan Generalized Least Square (GLS) dalam data tingkat 
kemiskinan di 7 Kabupaten/Kota Eks-Karesidenan Kediri 
tahun 2015-2019? 
1.3. Tujuan Penelitian 
Berdasarkan latar belakang dan rumusan masalah, tujuan 
penelitian ini adalah : 
1. Mengetahui hasil analisis metode Regresi Ridge dalam 
mengatasi masalah multikolinieritas dalam peubah prediktor 
tingkat kemiskinan di 7 Kabupaten/Kota Eks-Karesidenan 
Kediri tahun 2015-2019. 
2. Mengetahui hasil Generalized Least Square (GLS) dalam 
mengatasi masalah autokorelasi dalam data tingkat 
kemiskinan di 7 Kabupaten/Kota Eks-Karesidenan Kediri 
tahun 2015-2019. 
3. Mengetahui model regresi terbaik dari kombinasi Regresi 
Ridge dan Generalized Least Square (GLS) dalam data tingkat 





1.4. Manfaat Penelitian 
 Manfaat yang diharapkan dari penelitian ini adalah : 
1. Menambah wawasan dan pengetahuan tentang aplikasi 
analisis regresi linier berganda. 
2. Memberikan pengetahuan dasar dan penjelasan mengenai 
metode regresi Ridge untuk mengatasi masalah 
multikolinieritas. 
3. Memberikan pengetahuan dasar dan penjelasan mengenai 
Generalized Least Square (GLS) untuk mengatasi masalah 
autokorelasi. 
4. Sebagai pertimbangan pemerintah daerah dalam melakukan 
kebijakan yang berkaitan tentang tingkat kemiskinan di 7 
Kabupaten/Kota Eks-Karesidenan Kediri. 
1.5. Batasan Masalah  
 Batasan permasalahan pada penelitian ini adalah data yang 
digunakan merupakan data sekunder tingkat kemiskinan sebagai 
peubah respon, Indeks Pembangunan Manusia (IPM), Angka Harapan 
Hidup (AHH), Harapan Lama Sekolah (HLS), jumlah pendudukdan 
Produk Domestik Regional Bruto (PDRB) sebagai peubah prediktor 






2.1. Pengertian Statistika 
Statistika merupakan ilmu yang mempelajari tentang data 
yakni mengumpulkan, menyusun, mengolahdan menganalisis data 
sehingga menghasilkan informasi yang berguna. Informasi yang 
dihasilkan dari kesimpulan analisis statistika merupakan sekumpulan 
data atau fakta yang sering kali tidak memiliki dampak kecil dan bisa 
dipertanggungjawabkan. Statistika terbagi menjadi dua, yaitu 
(Walpole, 1995) : 
1. Statistika Deskriptif 
Metode-metode statistika yang berkaitan dengan 
pengumpulan dan penyajian suatu gugus data sehingga 
memberikan informasi yang  berguna. 
2. Statistika Inferensia 
Metode-metode statistika yang berkaitan dengan analisis data 
hingga penarikan kesimpulan dari keseluruhan data. 
2.2. Analisis Regresi 
 Analisis regresi merupakan suatu metode statistik yang 
berguna untuk memeriksa dan memodelkan hubungan diantara 
peubah-peubah respon dan prediktor (Gujarati, 2006). Melalui analisis 
regresi dapat diketahui ada atau tidak ada hubungan fungsional atau 
hubungan kausal antara dua atau lebih peubah prediktor X1, X2, …., 
Xp terhadap suatu peubah terikat Y. 
Regresi linier mempunyai model sebagai berikut :  
 𝐸(𝑌𝑖) = 𝜇 = 𝒙𝒊
𝑻𝜷                                                        (2.1) 
di mana : 
𝑌𝑖 : Peubah acak respon 
𝒙𝒊
𝑻 : Vektor transpos yang menggambarkan baris ke-i model 
matriks X 
𝜷 : Vektor koefisien parameter regresi 
 Pada umumnya model tersebut pada umumnya ditulis sebagai 
berikut : 
























𝜺 adalah peubah acak bebas yang berdistribusi identik dengan 
𝜺 ~ 𝑁𝐼𝐼𝐷 (0, 𝜎2)  
2.3. Analisis Regresi Linier Berganda 
 Menurut Montgomery dan Peck (1992) Analisis regresi linier 
berganda adalah suatu analisis untuk mengetahui hubungan antara satu 
peubah respon (Y) dengan dua atau lebih peubah prediktor (X1, X2, ..., 
Xp) dimana banyaknya p kurang dari banyaknya pengamatan (n). 
Sehingga model regresi linier berganda untuk populasi dapat ditulis 
sebagai berikut  : 
  𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2  + ⋯+ 𝛽𝑝𝑋𝑖𝑝 + 𝜀𝑖 (2.3) 
di mana :  
𝑌𝑖  : nilai pengamatan ke-i peubah respon  
𝛽0 : intersep model  
𝛽1, … , 𝛽𝑝 : nilai koefisien parameter regresi 
𝑋𝑖1, … , 𝑋𝑖𝑝 : nilai peubah prediktor ke-p pada pengamatan ke-i  
𝜀𝑖 : galat ke-i 
i : 1, 2, ...,n  
n : Banyaknya pengamatan  
p : Banyaknya peubah prediktor 
2.4. Pendugaan Parameter 
Menurut Hasan (2002) pendugaan parameter adalah proses 
untuk menduga atau menaksir hubungan parameter populasi yang 
tidak diketahui. Pendugaan merupakan suatu pernyataan mengenai 
parameter populasi yang diketahui berdasarkan populasi dari 





2.4.1. Ordinary Least Square (OLS) 
 Menurut Gujarati dan Porter (2010), Ordinary Least Square 
(OLS) adalah metode pendugaan yang paling umum digunakan untuk 
menduga suatu model regresi populasi atas dasar model regresi 
sampel. Prinsip pendugaan parameter dengan OLS adalah dengan 
meminimumkan jumlah kuadrat galat. Nilai pendugaan OLS adalah 
sebagai berikut : 
Dari persamaan (2.2) diperoleh galat sebagai berikut: 
𝜺 = 𝒀 − 𝑿𝜷      (2.4) 
Sehingga jumlah kuadrat galat dapat diperoleh: 
𝜺′𝜺 = (𝒀 − 𝑿𝜷)′(𝒀 − 𝑿𝜷) 
= 𝒀′𝒀 − 𝜷′𝑿′𝒀 − 𝒀′𝑿𝜷 + 𝜷′𝑿′𝑿𝜷 
  = 𝒀′𝒀 − 𝟐𝜷′𝑿′𝒀 + 𝜷′𝑿′𝑿𝜷  (2.5) 
Persamaan (2.5) diturunkan parsial terhadap 𝜷 dan disamakan dengan 
nol agar diperoleh jumlah kuadrat galat yang minimum sebagai 
berikut: 
𝝏(𝒀′𝒀 − 𝟐𝜷′𝑿′𝒀 + 𝜷′𝑿′𝑿𝜷)
𝝏𝜷
= 0 
−2𝑿′𝒀 + 2𝑿′𝑿?̂? = 0 
2𝑿′𝑿?̂? = 2𝑿′𝒀 
𝑿′𝑿?̂? = 𝑿′𝒀  (2.6) 
Kemudian tiap-tiap ruas persamaan (2.6) dikalikan dengan (𝑿’𝑿)−1 
sehingga didapatkan persamaan (2.7). 
(𝑿’𝑿)−1𝑿′𝑿?̂? = (𝑿’𝑿)−1𝑿′𝒀   (2.7) 
Maka akan didapatkan penduga 𝜷 seperti persamaan (2.8) berikut: 
?̂?𝑜𝑙𝑠 = (𝑿
′𝑿)−𝟏𝑿′𝒀   (2.8) 
2.4.2. Generalized Least Square (GLS) 
Asumsi-asumsi yang harus dipenuhi dalam pendugaan model 
regresi linier dengan Ordinary Least Square (OLS) antara lain adalah 
kenormalan galat, tidak ada multikolinieritas, tidak ada autokorelasi 
dan homoskedastisitas. Apabila asumsi-asumsi  mengenai  tidak ada 
autokolerasi dan homoskedasitas tidak terpenuhi, maka Ordinary 
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Least Square (OLS) tidak lagi tepat digunakan untuk menduga 
parameter pada model regresi linier (Gujarati, 2006). 
Menurut (Gujarati dan Porter, 2010) Generalized Least 
Square (GLS) digunakan sebagai metode pendugaan parameter untuk 
mengatasi masalah autokorelasi. GLS merupakan OLS yang telah 
mengalami transformasi menggunakan bobot pada peubah-peubah 
asli. Dalam GLS jumlah kuadrat galat diminimumkan dengan cara 
pemberian bobot. Perhatikan kembali persamaan (2.2) 
𝒀 = 𝑿𝜷 + 𝜺 
Matriks varian kovarian dari 𝜺 dapat dituliskan sebagai 
berikut (Azis, 2010) : 
𝛀 = [
𝜎11𝑰 𝜎12𝑰 ⋯ 𝜎11𝑰
𝜎21𝑰 𝜎22𝑰 ⋯ 𝜎2𝑁𝑰
⋮ ⋮ ⋱ ⋮









2 0 ⋯ 0
0 𝜎2
2 ⋯ 0
⋮ ⋮ ⋱ ⋮






Diketahui bahwa 𝛀 adalah matriks simetrik definit positif, 
maka ada matriks C yang ortogonal (𝑪𝑪′ = 𝑪′𝑪 = 𝑰) sehingga 
𝑪′𝛀 𝑪 = 𝑫 dan D adalah matriks diagonal yang memiliki elemen 







2 0 ⋯ 0
0 𝜆2
2 ⋯ 0
⋮ ⋮ ⋱ ⋮













2 0 ⋯ 0
0 1/𝜆2
2 ⋯ 0
⋮ ⋮ ⋱ ⋮








Karena 𝑪′𝛀𝐂 = 𝑫 maka 𝑾′𝑪′𝛀 𝑾𝑪 = 𝑾′𝑫𝑾 = 𝑰. Misalkan 𝑷 =
𝑾′𝑪′ maka :  
𝑷𝛀𝑷′ = 𝑰    (2.10) 
Dengan asumsi tersebut, dilakukan transformasi P pada 
persamaan semula menjadi : 
𝑷𝒀 = 𝑷𝑿𝜷 + 𝑷𝜺   (2.11) 
Persamaan (2.11) dapat ditulis kembali menjadi: 
𝒀∗ = 𝑿∗𝜷 + 𝜺∗    (2.12) 
Prosedur untuk memperoleh penduga 𝜷𝐺𝐿𝑆 diperoleh sama 
dengan prosedur penduga 𝜷𝑂𝐿𝑆. Hanya saja persamaan (2.8) telah 
ditransformasi menjadi persamaan (2.13). Berikut adalah persamaan 






−𝟏𝑿)−𝟏𝑿′𝛀−𝟏𝒀  (2.13) 
Misalkan didapati model regresi : 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜀𝑖   (2.14) 
di mana 𝑖 = 1, 2, … , 𝑛 
Diasumsikan galat mengikuti AR(1), 
𝜀?̂? = 𝜌𝜀?̂?−1 + 𝑢𝑖    (2.15) 
Persamaan (2.14) pada saat pada saat (𝑖 − 1) yaitu : 
𝑌𝑖−1 = 𝛽0 + 𝛽1𝑋𝑖−1 + 𝜀𝑖−1  (2.16) 
Mengalikan persamaan (2.16) dengan 𝜌, sehingga : 
𝜌𝑌𝑖−1 = 𝜌𝛽0 + 𝜌𝛽1𝑋𝑖−1 + 𝜌𝜀𝑖−1  (2.17) 
Persamaan (2.14) dikurangi persamaan (2.17) menghasilkan : 







∗   (2.19) 
𝑌𝑖
∗ = (𝑌𝑖 − 𝜌𝑌𝑖−1) dan 𝑋𝑖
∗ = (𝑋𝑖 − 𝜌𝑋𝑖−1) (2.20) 
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Pada penelitian ini akan digunakan beberapa metode untuk menduga 
𝜌 antara lain : 
a.  𝜌 diduga berdasarkan nilai Durbin-Watson (DW) 
 Nilai 𝜌 dapat diduga berdasarkan nilai 𝑑𝑤 sebagai berikut : 
?̂? ≈ 1 −
𝑑𝑤
2
   (2.21) 
b. 𝜌 diduga berdasarkan nilai AR(1) Galat 
 Apabila galat mengikuti Autoregressive orde pertama AR(1), 
maka koefisien autokorelasi dapat diduga dengan 
meregresikan galat 𝜀𝑖 dengan 𝜀𝑖−1, dengan persamaan regresi: 
𝜀?̂? = 𝜌𝜀?̂?−1 + 𝑢𝑖   (2.22) 
c. 𝜌 diduga dengan Cochrane-Orcutt Iterative Procedure 
 Pendugaan dilakukan dengan meregresikan galat 𝜀𝑖 dengan 
𝜀𝑖−1 hingga diperoleh nilai koefisien autokorelasi yang 
konstan. 
2.5. Regresi Ridge 
 Regresi Ridge pertama kali dikemukakan oleh A.E. Hoerl 
pada tahun 1962 dan dikaji kembali oleh A.E. Hoerl dan R.W. 
Kennard tahun 1970. Metode ini digunakan untuk mengatasi kondisi 
yang diakibatkan oleh korelasi yang tinggi antar peubah prediktor di 
dalam model, sehingga menyebabkan matriks 𝑿′𝑿 hampir singular 
dan menghasilkan nilai duga parameter yang tidak stabil (Draper dan 
Smith, 1992).  
 Regresi Ridge  merupakan metode pendugaan koefisien 
regresi yang diperoleh melalui penambahan tetapan bias K pada 
diagonal 𝑿′𝑿. Meskipun metode ini menghasilkan penduga koefisien 
regresi yang berbias, penduga ini bisa mendekati nilai parameter yang 
sebenarnya. Hal ini dapat diketahui dari perbandingan Mean Square 
Error (MSE) antara penduga Ridge dengan penduga OLS dimana 
MSE penduga Ridge lebih kecil daripada MSE penduga OLS (Hoerl 
dan Kennard, 1970). 
 Standarisasi untuk peubah perlu dilakukan sebelum 


















)    (2.24) 
di mana :  
?̅? : rata-rata peubah respon  
?̅?𝑗 : rata-rata peubah prediktor ke-j  
𝑆𝑌  : simpangan baku peubah respon  
𝑆𝑗  : simpangan baku peubah prediktor ke-j 
i : 1, 2, ...,n  
j : 1, 2, ...,p 
 Model regresi yang didapat setelah dilakukan standarisasi 






∗ + ⋯+ 𝛽𝑝
∗𝑋𝑝
∗ + 𝜀∗  (2.25) 






∗ + ⋯+ 𝛽𝑝
∗𝑋𝑝
∗  (2.26) 
 Untuk melakukan pendugaan parameter pada regresi Ridge 
terlebih dahulu dimisalkan 𝑋𝑖𝑝
∗  sebagai 𝑍𝑃. Model regresi Ridge dapat 
dibuat dalam bentuk matriks sebagai berikut : 
𝒀∗ = 𝒁?̂?∗ + ?̂?    (2.27) 
?̂? = 𝒀∗ − 𝒁?̂?∗    (2.28) 
Pendugaan parameter regresi Ridge dilakukan dengan 
meminimumkan jumlah kuadrat galat sebagai berikut : 
?̂?′?̂? = (𝒀∗ − 𝒁?̂?∗)
′
(𝒀∗ − 𝒁?̂?∗)     (2.29) 
Metode Lagrange Multiplier digunakan untuk meminimumkan 
jumlah kuadrat galat pada persamaan (2.29) dengan syarat kendala : 
   ?̂?∗′?̂?∗ = 𝑞2   (2.30) 
?̂?∗
′
?̂?∗ − 𝑞2 = 0 
Sehingga, 
𝐹 = (𝒀∗ − 𝒁?̂?∗)
′
(𝒀∗ − 𝒁?̂?∗) + 𝐾 (?̂?∗
′
?̂?∗ − 𝑞2) 




𝒁′𝒁?̂?∗ + 𝐾 (?̂?∗
′
?̂?∗ − 𝑞2) 




𝒁′𝒁?̂?∗ + 𝐾 (?̂?∗
′
?̂?∗ − 𝑞2) 






?̂?∗ − 𝐾𝑞2 
𝜕𝑭
𝜕?̂?∗
= −2𝒁′𝒀∗ + 2𝒁′𝒁?̂?∗ +  2𝐾𝑰?̂?∗ = 0 
−2𝒁′𝒀∗ + 2𝒁′𝒁?̂?∗ +  2𝐾𝑰?̂?∗ = 0 
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−2(𝒁′𝒀∗ − 𝒁′𝒁?̂?∗ −  𝐾𝑰?̂?∗) = 0 
𝒁′𝒀∗ − 𝒁′𝒁?̂?∗ −  𝐾𝑰?̂?∗ = 0 
𝒁′𝒀∗ − ?̂?∗(𝒁′𝒁 − 𝐾𝑰) = 0 
?̂?∗ = (𝒁′𝒁 − 𝐾𝑰)−𝟏𝒁′𝒀∗           (2.31) 
di mana : 
?̂?∗ : penduga regresi Ridge 
𝒁 : matriks 𝑛 × 𝑘 berupa hasil transformasi peubah prediktor 
K : tetapan bias 
𝑰 : matriks identitas berukuran 𝑛 × 𝑛 
𝒀∗ : vektor hasil transformasi peubah respon 
 Langkah selanjutnya adalah mengembalikan persamaan 
regresi dari koefisien regresi Ridge ke peubah asli dengan rumus 





∗    (2.32) 
?̂?0 = ?̅? − ?̂?1?̅?1 − ?̂?2?̅?2 − ⋯− ?̂?𝑝?̅?𝑝  (2.33) 
2.6. Pengujian Asumsi Klasik 
Asumsi-asumsi yang harus dipenuhi pada analisis regresi 
linier berganda adalah sebagai berikut : 
2.6.1. Pengujian Asumsi Normalitas 
 Salah satu metode untuk menguji normalitas galat adalah 
dengan uji Jarque-Bera (Gujarati, 2006). Pada penelitian ini pengujian 
normalitas galat dilakukan dengan uji Jarque-Bera (JB) dengan 
prosedur pengujian sebagai berikut : 
Hipotesis pengujian sebagai berikut:  
𝐻0 : galat menyebar normal vs  
𝐻1 : galat tidak menyebar normal  
Dengan statistik uji: 






]   (2.34) 
  dimana: 




























 Jika statistik uji JB < 𝑋2
2, maka terima 𝐻0 yang artinya asumsi 
normalitas terpenuhi, sebaliknya jika JB > 𝑋2
2, maka tolak 𝐻0 yang 
artinya asumsi normalitas tidak terpenuhi. 
2.6.2. Pengujian Asumsi Homoskedastisitas 
 Pengujian asumsi homoskedastisitas dilakukan untuk 
mengetahui ada atau tidak heteroskedastisitas pada galat model 
regresi. Menurut Greene (1997), pengujian ini menggunakan uji 
Lagrange Multipier (LM). 
Hipotesis pengujian sebagai berikut :  
𝐻0: 𝜎1
2 = 𝜎2
2 = ⋯ = 𝜎𝑁
2 = 𝜎2 (tidak terdapat heteroskedastisitas) vs 
𝐻1 : minimal terdapat satu  𝜎𝑖
2 ≠ 𝜎𝑗
2 (ada heteroskedastisitas)  
Dengan statistik uji : 
  𝐿𝑀 = 𝑛𝑅2~𝑋(𝑝 ,𝑎)
2             (2.35)  
di mana :  
𝑅2 : koefisien determinasi regresi auxiliary 
𝑝 : banyaknya peubah prediktor 
𝑎 : tingkat kesalahan  
 Jika statistik uji LM > 𝑋(𝑝 ,𝑎)
2  maka tolak 𝐻0, artinya terdapat 
masalah heteroskedastisitas sehingga asumsi homoskedastisitas tidak 
terpenuhi. 
2.6.3. Pengujian Asumsi Non-Autokorelasi 
 Menurut Gujarati dan Porter (2012) pengujian autokorelasi 
dapat dilakukan dengan meggunakan uji statistik  Durbin-Watson 
(DW). Hipotesis pengujian sebagai berikut : 
𝐻0: tidak terdapat autokorelasi vs 
𝐻1: terdapat autokorelasi 
Dengan statistik uji: 







              (2.36)  
Adapun aturan pengambilan keputusan dalam uji statistik Durbin-
Watson dilakukan dengan menentukan terlebih dahulu nilai kritis 𝑑𝐿 




Tabel 2.1 Aturan Pengambilan Keputusan Uji Durbin-Watson 
Hipotesis Nol Keputusan Keterangan 
Tidak ada autokorelasi 
positif 
Tolak  0 < 𝑑𝑤 < 𝑑𝐿 




𝑑𝐿 < 𝑑𝑤 < 𝑑𝑈 
Tidak ada autokorelasi 
negatif 
Tolak 4 − 𝑑𝐿 < 𝑑𝑤 < 4 




4 − 𝑑𝑈 < 𝑑𝑤 < 4 − 𝑑𝐿 
Tidak ada autokorelasi 
positif dan negatif 
Terima 𝑑𝑈 < 𝑑𝑤 < 4 − 𝑑𝑈 
 
2.6.4. Pengujian Asumsi Non-Multikolinieritas 
 Salah satu asumsi dari model regresi berganda adalah bahwa 
tidak ada korelasi yang tinggi antar peubah prediktor dalam model, 
dengan model yang baik memiliki nilai VIF disekitar angka 1 
(Santoso, 2012). Pengujian terhadap ada atau tidak hubungan 
multikolinieritas dalam peubah prediktor dapat dilihat dari nilai VIF 
pada masing-masing peubah prediktor. Jika nilai VIF lebih dari 10 
menunjukkan bahwa terdapat masalah multikolinieritas. 




2     (2.37) 
di mana : 
j : 1,2, … , 𝑝; 𝑝 adalah banyaknya peubah prediktor 
𝑅𝑗
2 : koefisien determinasi saat 𝑥𝑗 diregresikan dengan peubah   
prediktor lainnya. 
2.7. Pengujian Signifikansi Parameter 
 Pengujian signifikansi parameter model regresi dilakukan 
sebelum melakukan interpretasi model. 
2.7.1. Uji Simultan 
 Uji simultan dilakukan untuk menguji signifikansi parameter 
model secara serempak. Statistik uji yang digunakan adalah statistik 




𝐻0: 𝛽1 = 𝛽2 = 𝛽3 = ⋯ = 𝛽𝑝 = 0   vs 
𝐻1: 𝑝𝑎𝑙𝑖𝑛𝑔 𝑡𝑖𝑑𝑎𝑘 𝑡𝑒𝑟𝑑𝑎𝑝𝑎𝑡 𝑠𝑎𝑡𝑢 𝛽𝑖 ≠ 0  
Statistik uji : 
𝐾𝑇𝑅𝑒𝑔𝑟𝑒𝑠𝑖
𝐾𝑇𝐺𝑎𝑙𝑎𝑡
~𝐹(𝑑𝑏𝑟𝑒𝑔𝑟𝑒𝑠𝑖,𝑑𝑏𝑔𝑎𝑙𝑎𝑡)  (2.38) 
 Jika statistik uji > 𝐹𝛼(𝑑𝑏𝑟𝑒𝑔𝑟𝑒𝑠𝑖,𝑑𝑏𝑔𝑎𝑙𝑎𝑡) atau p-value < 𝛼 berarti 
𝐻0 ditolak. Maka dapat disimpulkan bahwa semua peubah prediktor 
secara bersama-sama berpengaruh terhadap peubah respon. 
Sedangkan jika statistik uji < 𝐹𝛼(𝑑𝑏𝑟𝑒𝑔𝑟𝑒𝑠𝑖,𝑑𝑏𝑔𝑎𝑙𝑎𝑡) berarti 𝐻0 diterima. 
Artinya dapat disimpulkan bahwa peubah prediktor tidak signifikan 
berpengaruh terhadap peubah prediktor. 
2.7.2. Uji Parsial 
 Uji parsial dilakukan untuk menguji signifikansi masing-
masing parameter model. Statistik uji yang digunakan adalah statistik 
uji t dengan hipotesis sebagai berikut : 
𝐻0 : 𝛽𝑗 = 0 vs 
𝐻1 ∶  𝛽𝑗 ≠ 0  
Dengan statistik uji : 
𝑏𝑗
𝑠𝑒(𝑏𝑗)
~𝑡(𝑛−𝑝−1)     (2.39) 
di mana : 
𝑏𝑗  : koefisien bagi 𝛽𝑗  
𝑠𝑒(𝑏𝑗)  : standard error bagi 𝛽𝑗 
 Statistik uji t dibandingkan dengan tabel t dengan derajat 
bebas 𝑛 − 𝑝 − 1. Jika statistik uji t hasil pengujian lebih besar dari 
𝑡(𝑛−𝑝−1,𝛼
2
) atau p-value < 𝛼, maka cukup bukti untuk melakukan 
penolakan terhadap 𝐻0. 
2.8. Kriteria Pemilihan Model 
 Menentukan kelayakan model regresi berdasarkan kriteria 
berikut : 
2.8.1. Koefisien Determinasi (𝑨𝒅𝒋𝒖𝒔𝒕𝒆𝒅 𝑹𝟐) 
 Nilai 𝑅2 secara umum mempunyai karakteristik yang 
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diinginkan sebagai ukuran kebaikan persamaan regresi yang 
menyatakan berapa besar proporsi ragam peubah respon dapat 
dijelaskan oleh peubah prediktor. Nilai 𝑅2 berada pada rentang 0-1 
dan dapat diketahui setelah melakukan analisis regresi dari hasil yang 
didapatkan. 
 Menurut (Ghozali, 2005) kelemahan mendasar penggunaan 
𝑅2 adalah sisa terhadap jumlah peubah prediktor yang dimasukan 
dalam model. Setiap tambahan satu peubah prediktor, maka 𝑅2  pasti 
meningkat. Oleh karena itu penelitian ini menggunakan adjusted 𝑅2   
pada saat mengevaluasi model regresi. Tidak seperti 𝑅2 , nilai 𝑅𝑎𝑑𝑗
2  
dapat naik atau turun apabila satu peubah prediktor ditambahkan ke 
dalam model. Nilai 𝑅𝑎𝑑𝑗
2  dihitung dengan rumus sebagai berikut : 
𝑅𝑎𝑑𝑗
2 = 1 −
𝐾𝑇 𝐺𝑎𝑙𝑎𝑡
𝐾𝑇 𝑇𝑜𝑡𝑎𝑙
            (2.40) 
 Semakin besar nilai 𝑅𝑎𝑑𝑗
2 , maka ketepatan model dalam 
menerangkan keragaman data semakin besar dengan kata lain model 
semakin baik (Sembiring, 1995). 
2.8.2. Root Mean Square Error (𝐑𝐌𝐒𝐄) 
 RMSE adalah metode yang digunakan untuk mengukur 
akurasi hasil pendugaan dengan mempertimbangkan kesalahan suatu 
model regresi. Semakin kecil nilai RMSE suatu model maka akan 
semakin baik model tersebut (Yeniay dan Goktas, 2002). 






    (2.41) 
di mana : 
𝑛 : banyaknya pengamatan 
𝑝 : banyaknya peubah prediktor  
2.9. Tingkat Kemiskinan 
Tingkat kemiskinan digambarkan dengan persentasi 
penduduk miskin (Headcount Index/P0). Persentase penduduk miskin 
yang berada di bawah garis kemiskinan. Headcount Index secara 
sederhana mengukut proporsi yang dikategorikan miskin. 




× 100%    (2.42) 
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di mana : 
𝑃0  : Persentase penduduk miskin 
𝑞  : Banyaknya penduduk yang berada dibawah garis kemiskinan 
𝑛  : Jumlah penduduk 
2.10. Indeks Pembangunan Manusia (IPM) 
 Pembangunan manusia didefinisikan sebagai proses perluasan 
pilihan bagi penduduk (enlarging people choice). IPM merupakan 
indikator penting untuk mengukur keberhasilan dalam upaya 
membangun kualitas hidup manusia (masyarakat/penduduk). IPM 
menjelaskan bagaimana penduduk dapat mengakses hasil 
pembangunan dalam memperoleh pendapatan, kesehatan, pendidikan 
dan sebagainya. IPM diperkenalkan oleh UNDP pada tahun 1990 dan 
metode penghitungan direvisi pada tahun 2010. Badan Pusat Statistik 
(BPS) mengadopsi perubahan metodologi penghitungan IPM yang 
baru pada tahun 2014 dan melakukan backcasting sejak tahun 2010. 
IPM dihitung berdasarkan rata-rata geometrik indeks kesehatan, 
indeks pengetahuan dan indeks pengeluaran (BPS, 2019). 
Rumus menghitung IPM : 
𝐼𝑃𝑀 = √𝐼𝑘𝑒𝑠𝑒ℎ𝑎𝑡𝑎𝑛 × 𝐼𝑝𝑒𝑛𝑑𝑖𝑑𝑖𝑘𝑎𝑛 × 𝐼𝑝𝑒𝑛𝑔𝑒𝑙𝑢𝑎𝑟𝑎𝑛
3 × 100          (2.43) 
di mana : 




𝐼𝑝𝑒𝑛𝑑𝑖𝑑𝑖𝑘𝑎𝑛   =







2.11. Angka Harapan Hidup (AHH) 
 Angka harapan hidup merupakan rata-rata yang masih akan 
dijalani oleh seseorang yang telah berhasil mencapai umur tertentu, 
pada suatu tahun tertentu, dalam situasi mortalitas yang berlaku di 
lingkungan masyarakat. 
 Angka harapan hidup berguna sebagai alat untuk 
mengevaluasi kinerja pemerintah dalam meningkatkan kesejahteraan 
penduduk pada umumnyadan meningkatkan derajat kesehatan pada 
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khususnya. Oleh karena itu Angka Harapan Hidup (AHH) dapat 
mewakili dimensi kesehatan pada suatu kelompok masyarakat. 
 Idealnya angka harapan hidup dihitung berdasarkan angka 
kematian menurut umur (Age Specific Death Rate/ASDR) yang 
datanya diperoleh dari catatan registrasi kematian secara bertahun-
tahun (BPS, 2019). 
2.12. Harapan Lama Sekolah (HLS) 
 Pendidikan merupakan salah satu cara utama dalam 
meningkatkan pengetahuan suatu kelompok masyarakat. Negara-
negara maju telah membuktikan bahwa, pendidikan mempunyai 
kontribusi yang sangat penting dalam meningkatkan kualitas bangsa. 
Dengan meningkatnya pendidikan maka sumber daya manusia suatu 
bangsa dapat ditingkatkan. 
 Angka Harapan Lama Sekolah (HLS) didefinisikan sebagai 
lama sekolah dalam tahun yang dirasakan oleh anak pada umur 
tertentu di masa mendatang (BPS, 2019). 
Rumus untuk menghitung angka HLS sebagai berikut : 
𝐻𝐿𝑆𝑎






𝑖=𝑎     (2.44) 
di mana : 
𝐻𝐿𝑆𝑎
𝑡   : Harapan Lama Sekolah pada umur a di tahun t 
𝐸𝑖
𝑡  : Jumlah penduduk usia i yang bersekolah pada tahun t 
i  : Usia (a, a + 1,..., n) 
𝐹𝐾 : Faktor koreksi 
2.13. Produk Domestik Regional Bruto (PDRB) 
 Produk Domestik Regional Bruto (PDRB) merupakan salah 
satu indikator penting untuk mengetahui kondisi ekonomi di suatu 
daerah dalam suatu periode tertentu, baik atas dasar harga berlaku 
maupun atas dasar harga konstan. PDRB pada dasarnya merupakan 
jumlah nilai tambah yang dihasilkan oleh seluruh unit usaha dalam 
suatu daerah tertentu, atau merupakan jumlah nilai barang dan jasa 
akhir yang dihasilkan oleh seluruh unit ekonomi pada suatu daerah. 
 Data yang digunakan untuk menghitung PDRB Pengeluaran 
dikumpulkan dari departemen/intansi terkait yang secara resmi 
mengeluarkan data (seperti ekspor-impor, pengeluaran dan investasi 
pemerintah, serta investasi swasta) dan melalui survei-survei khusus 
BPS (BPS, 2019). 
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2.14. Jumlah Penduduk 
 Sumber utama data kependudukan adalah sensus penduduk 
yang dilaksanakan setiap sepuluh tahun sekali. Metode pengumpulan 
data dalam sensus dilakukan dengan wawancara antara petugas sensus 
dengan responden dan juga melalui sensus online. Pencatatan 
penduduk menggunakan konsep usual residence, yaitu konsep di 
mana penduduk biasa bertempat tinggal (BPS, 2019).  
 Jumlah penduduk dianggap memiliki andil terhadap tingkat 
kemiskinan dimana jumlah penduduk secara tidak langsung juga 








3.1. Sumber Data 
Penelitian ini menggunakan data sekunder yang diperoleh dari 
Badan Pusat Statistik (BPS) 7 Kabupaten/Kota Eks-Karesidenan 
Kediri dari tahun 2015-2019. Peubah yang digunakan berupa tingkat 
kemiskinan, Indeks Pembangunan Manusia (IPM), Angka Harapan 
Hidup (AHH), Harapan Lama Sekolah (HLS), Produk Domestik 
Regional Bruto (PDRB) dan jumlah penduduk. 
3.2. Variabel Penelitian 
Data yang digunakan pada penelitian ini berasal dari Badan 
Pusat Statistik (BPS) di 7 Kabupaten/Kota Eks-Karesidenan Kediri 
dari tahun 2015-2019. Peubah respon merupakan tingkat kemiskinan 
(Y) dan peubah prediktor (X) yang terdiri dari Indeks Pembangunan 
Manusia (IPM), Angka Harapan Hidup (AHH), Harapan Lama 
Sekolah (HLS), jumlah penduduk dan Produk Domestik Regional 
Bruto (PDRB). 
𝑌  ∶ Tingkat Kemiskinan (%) 
𝑋1 ∶ IPM  
𝑋2 ∶ AHH (Tahun)  
𝑋3 ∶ HLS (Tahun) 
𝑋4 ∶ Jumlah Penduduk (Ribu jiwa)
 
𝑋5 ∶ PDRB (Miliar Rupiah) 
3.3. Metode Analisis 
 Prosedur yang akan digunakan untuk mencapai tujuan 
penelitian ini adalah : 
1. Menyusun model regresi dengan OLS antara peubah respon 
dengan peubah pediktor berdasarkan persamaaan (2.3) 
2. Mendeteksi adanya masalah autokorelasi dengan 
menggunakan persamaan (2.36) 
3. Mendeteksi adanya masalah multikolinieritas dengan 
menggunakan persamaan (2.37) 
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4. Melakukan pendugaan dan menentukan nilai koefisien 
autokorelasi (𝜌) berdasarkan AR(1) galat, nilai statistik uji 
Durbin-Watson (DW) dan Cochrane-Orcutt iterative 
procedure sesuai persamaan (2.21) dan (2.22) 
5. Melakukan transformasi peubah respon dan peubah prediktor 
sesuai persamaan (2.20) dan standarisasi (2.23) dan (2.24) 
6. Melakukan regresi Ridge pada data yang sudah ditransformasi 
berdasarkan persamaan (2.26) 
7. Melakukan pendeteksian ulang multikolinieritas dan 
autokorelasi pada model sesuai persamaan (2.36) dan (2.37) 
8. Menentukan kombinasi model terbaik regresi Ridge dan 
metode Generalized Least Square (GLS) menggunakan 
persamaan (2.40) dan (2.41) 
9. Mengembalikan persamaan regresi dari koefisien regresi 
Ridge ke peubah asli berdasarkan persamaan (2.32) dan 
(2.33). 
3.4. Diagram Alir Penelitian 










HASIL DAN PEMBAHASAN 
4.1. Statistika Deskriptif 
 Sebelum melakukan analisis regresi perlu dilakukan analisis 
statistika deskriptif untuk mengetahui gambaran umum dari data. 
Berikut hasil perhitungan statistika deskriptif tingkat kemiskinan di 7 
Kabupaten/Kota eks-Karesidenan Kediri pada Tabel 4.1 : 
Tabel 4.1 Statistika Deskriptif Tingkat Kemiskinan (%) 
Kab/Kota 
Rata-
rata Minimum Maksimum 
Simpangan 
Baku 
Kota Kediri 8.048 7.16 8.51 0.540 
Kab Kediri 11.922 10.42 12.91 0.933 
Kota Blitar 7.414 7.13 8.03 0.326 
Kab. Blitar 9.662 8.94 9.97 0.370 
Kab. Tulungagung 7.770 6.74 8.57 0.669 
Kab. Nganjuk 12.054 11.24 12.69 0.472 
Kab. Trenggalek 12.518 10.98 13.39 0.904 
Eks-Karisedenan 
Kediri 9.913 6.74 13.39 2.161 
 
 Kabupaten/Kota di eks-Karesidenan Kediri memiliki rata-rata 
tingkat kemiskinan sebesar 9.913%, terendah sebesar 6.74% dan yang 
tertinggi sebesar 13.39% dengan simpangan baku yang relatif besar 
yaitu 2.161% menunjukkan bahwa tingkat kemiskinan antar 
Kabupaten/Kota eks-karesidenan Kediri terdapat perbedaan. Dalam 
rentang tahun 2015-2019 rata-rata tingkat kemiskinan di Kota Kediri 
sebesar 8.048% dengan nilai terendah 7.16% dan nilai tertinggi 8.51% 
dengan simpangan baku yang relatif kecil sebesar 0.54% 
menunjukkan perubahan tingkat kemiskinan per tahun tidak besar. 
Rata-rata tingkat kemiskinan di Kabupaten Kediri sebesar 11.922% 
dengan nilai terendah 10.42% dan nilai tertinggi 12.91% dengan 
simpangan baku yang relatif kecil sebesar 0.933% menunjukkan 




Tabel 4.2 Statistika Deskriptif Peubah Prediktor 
Prediktor Rata-rata Minimum Maksimum 
Simpangan 
Baku 
IPM 72.039 67.250 78.080 3.392 
AHH 72.902 70.970 73.960 0.866 
HLS 13.097 11.980 14.970 0.882 
Jumlah Penduduk 844.310 137.908 1574.272 457.980 
PDRB 26.879 3.857 90.009 18.616 
 Rata-rata Indeks Pembangunan Manusia (IPM) di 
Kabupaten/Kota eks-karesidenan Kediri adalah 71.039. IPM terendah 
sebesar 67.25 dan IPM tertinggi 78.08. Simpangan baku sebesar 3.392 
menunjukkan perbedaan nilai IPM yang relatif besar. Angka Harapan 
Hidup (AHH) memiliki rata-rata 72.902 artinya sebagian besar 
masyarakat memiliki harapan hidup hingga mencapai usia 72-73 
tahun. AHH terendah sebesar 70.97 dan tertinggi 73.960. Simpangan 
baku yang kecil sebesar 0.866 yang menunjukkan masyarakat di 7 
Kabupaten/Kota Eks-Karesidenan Kediri memiliki angka harapan 
hidup yang tinggi. 
 Harapan Lama Sekolah (HLS) memiliki rata-rata sebesar 
13.097. Nilai terendah 11.980 dan tertinggi 14.970. Artinya sebagian 
besar anak-anak di 7 Kabupaten/Kota eks-karesidenan Kediri 
memiliki harapan untuk bersekolah hingga lulus Sekolah Menengah 
Atas (SMA-sederajat) dan melanjutkan pendidikan. Rata-rata jumlah 
penduduk adalah 844.310 jiwa. Jumlah penduduk terendah sebesar 
137.908 jiwa dan tertinggi 1.574.272 jiwa. Memiliki simpangan baku 
yang cukup besar yakni 457,98 yang menunjukkan tingginya 
perbedaan jumlah penduduk antar kabupaten/kota. Rata-rata Produk 
Domestik Regional Bruto (PDRB) sebesar Rp. 26.878.000.000,-. 
PDRB terendah sebesar Rp. 3.857.000.000,- dan yang tertinggi 
sebesar Rp. 90.009.000.000,-. Simpangan baku memiliki nilai yang 
besar yakni Rp. 18.616.000.000,- menunjukkan PDRB yang memiliki 
perbedaan cukup besar di masing-masing kabupaten/kota. 
4.2. Model Regresi OLS 
 Pendugaan parameter dengan OLS dilakukan dengan cara 




Tabel 4.3 Penduga Parameter OLS 
Peubah Penduga Parameter Signifikansi 
Parameter 
Intersep 153.8652 Signifikan 
IPM −0.4513  Tidak signifikan 
AHH (Tahun) −1.4403  Signifikan 
HLS (Tahun) −0.4500 Tidak signifikan 
JP (Jiwa) −0.0014 Signifikan 
PDRB (Milyar 
Rupiah) 
0.0253 Tidak signifikan 
Model regresi dengan OLS dapat ditulis sebagai berikut : 
𝑇?̂? =  153.8652 − 0.4513 𝐼𝑃𝑀 − 1.4403 𝐴𝐻𝐻 − 0.4500 𝐻𝐿𝑆 −
0.0014 𝐽𝑃 + 0.0253 𝑃𝐷𝑅𝐵              (4.1) 
4.3. Hasil Pengujian Asumsi Klasik 
 Terdapat asumsi-asumsi yang harus dipenuhi dalam 
pendugaan model regresi linier dengan Ordinary Least Square (OLS) 
antara lain adalah galat yang menyebar normal, tidak ada 
multikolinieritas, tidak ada autokorelasi dan homoskedastisitas. 
Apabila asumsi-asumsi  mengenai  tidak ada autokolerasi dan 
homoskedasitas tidak terpenuhi, maka Ordinary Least Square (OLS) 
tidak lagi tepat digunakan untuk menduga parameter pada model 
regresi linier. Oleh karena itu dilakukan uji terhadap asumsi-asumsi 
yang harus dipenuhi sebagai berikut : 
4.3.1. Asumsi Normalitas 
 Dilakukan uji Jarque-Bera untuk mengetahui normal atau 
tidak pola sebaran galat. Hipotesis pengujian sebagai berikut :  
𝐻0 : galat menyebar normal vs  




Gambar 4.1. Histogram dan Hasil Uji Jarque-Bera 
Berdasarkan gambar 4.1 didapatkan nilai statistik uji Jarque-Bera 
sebesar 3.622 dan p-value 0.1635 dengan nilai 𝑋2
2 sebesar 3.8415. 
Karena statistik uji JB lebih kecil daripada 𝑋2
2 dan p-value yang lebih 
besar 0.05 sehingga keputusan yang diambil adalah terima 𝐻0, artinya 
asumsi normalitas terpenuhi. 
4.3.2. Asumsi Homoskedastisitas 
 Pengujian asumsi homoskedastisitas dilakukan untuk 
mengetahui apakah terdapat masalah heteroskedastisitas pada galat 
model. Hipotesis pengujian sebagai berikut : 
𝐻0: tidak terdapat heteroskedastisitas vs 
𝐻1 : terdapat heteroskedastisitas 
 Berdasarkan hasil pengujian didapatkan nilai statistik uji LM 
sebesar 10.103 yang lebih besar dari nilai nilai 𝑋(𝑝,𝑎)
2  sebesar 11.0705 
dan juga diperoleh p-value sebesar 0.0724. Karena statistik uji LM < 
𝑋(𝑝,𝑎)
2  dan p-value > 0.05 sehingga keputusan yang diambil adalah 





4.3.3. Asumsi Non-Autokorelasi 
 Pengujian autokorelasi dilakukan meggunakan uji statistik 
Durbin-Watson (DW) yang memiliki hipotesis pengujian sebagai 
berikut : 
𝐻0: tidak terdapat autokorelasi vs 
𝐻1: terdapat autokorelasi 
 Berdasarkan perhitungan diperoleh nilai statistik uji DW 
sebesar 0.7535, 𝑑𝐿 sebesar 1.160 dan 𝑑𝑈 sebesar 1.803. Karena nilai 
DW lebih kecil dari 𝑑𝐿 maka keputusan yang diambil adalah tolak 𝐻0, 
artinya asumsi non-autokorelasi tidak terpenuhi. 
4.3.4. Asumsi Non-Multikolinieritas 
 Pemeriksaan terhadap masalah multikolinieritas dapat dilihat 
melalui nilai VIF pada masing-masing peubah prediktor. Adapun hasil 
hitung nilai VIF disajikan pada tabel 4.4. 





Jumlah Penduduk 2.8098 
PDRB 5.6209 
 Tabel 4.4 menunjukkan bahwa Indeks Pembangunan Manusia 
(IPM) dan Harapan Lama Sekolah (HLS) memiliki nilai VIF yang 
lebih besar 10, artinya terdapat masalah multikolinieritas. IPM dan 
HLS memiliki nilai VIF yang besar karena dalam rumus hitung IPM 
terdapat indeks pendidikan dan HLS digunakan untuk menghitung 
indeks pendidikan. Ringkasan hasil uji asumsi klasik bisa dilihat pada 









Non-Autokorelasi Tidak terpenuhi 
Non-Multikolinieritas Tidak terpenuhi 
 Karena asumsi non-autokorelasi dan non-multikolinieritas 
tidak terpenuhi maka model regresi yang dibentuk dengan Ordinary 
Least Square (OLS) tidak bisa digunakan. 
4.4. Pendugaan Nilai Koefisien Autokorelasi 
 Masalah autokorelasi dan multikolinieritas dalam peubah 
prediktor dilakukan dengan kombinasi GLS dan regresi Ridge. Nilai 
koefisien autokorelasi (ρ) pada Generalized Least Square (GLS) 
dilakukan dengan 3 pendekatan, yaitu : Durbin-Watson (DW), AR(1) 
dan Cochrane-Orcutt iterative procedure. Selanjutnya tiga metode 
pendekatan tersebut dikombinasikan dengan regresi Ridge dan dipilih 
satu metode terbaik. 
Berdasarkan persamaan (2.1) dan (2.2) didapatkan nilai koefisien 
autokorelasi seperti pada tabel 4.6. 
Tabel 4.6 Nilai Koefisien Autokorelasi 
Metode Koefisien Autokorelasi (ρ) 
Durbin-Watson (DW) 0.6233 





4.5. Regresi Ridge 
4.5.1. Penentuan Nilai K 
 Setelah proses transformasi dan standarisasi. langkah 
selanjutnya adalah menentukan besaran nilai tetapan bias (K) yang 
akan digunakan sebagai pembobot regresi Ridge. Nilai tetapan bias 
(K) dapat ditentukan dengan metode trace dengan hasil yang dapat 






Tabel 4.7 Nilai K dan VIF 
Prediktor VIF (K=0.00) VIF (K=0.01) VIF (K=0.02) 
IPM 253.5922 10.7684 3.6236 
AHH 52.2231 14.5974 7.9271 
HLS 153.5325 12.6637 5.7585 
JP 2.5212 1.6197 1.3078 
PDRB 1.8230 1.1645 1.0815 
 Berdasarkan tabel 4.7 pada nilai K = 0.02 tidak terdapat nilai 
VIF > 10 dari setiap prediktor sehingga nilai tetapan bias (K) yang 
digunakan sebagai pembobot dalam regresi Ridge adalah 0.02. 
4.5.2. Koefisien Regresi Ridge 
 Dengan tetapan bias (K) sebesar 0.02 model regresi Ridge 
berdasarkan kombinasi Generalized Least Square (GLS) adalah 
sebagai berikut : 
A. Durbin-Watson dan Ridge 
 Model berdasarkan kombinasi metode Durbin-Watson dan 
Ridge adalah : 
𝑌∗̂ = − 0.3995 𝑍1
∗ + 0.9199 𝑍2
∗ − 0.0377 𝑍3
∗ + 0.3648 𝑍4
∗ −
0.2161 𝑍5
∗                                                                                                   (4.2) 
Hasil pengujian asumsi model kombinasi Durbin-Watson dan Ridge  
dapat dilihat pada tabel 4.8. 



























 Hasil pada uji asumsi normalitas dan homoskedastisitas 
mendapatkan keputusan terima 𝐻0 karena p-value lebih besar dari 𝛼, 
artinya asumsi sudah terpenuhi. Pada uji asumsi non-multikolinieritas 
tidak terdapat prediktor yang memiliki nilai VIF lebih dari 10, 
sehingga dapat disimpulkan masalah multikolinieritas sudah dapat 
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diatasi. Pada uji asumsi non-autokorelasi nilai DW masih berada 
dibawah nilai dU sebesar 1.803, artinya masih terdapat masalah 
autokorelasi antar pengamatan dalam prediktor. 
B. AR(1) dan Ridge 
 Model yang dibentuk berdasarkan kombinasi metode AR(1) 
dan Ridge adalah : 
𝑌∗̂ = − 0.3988 𝑍1
∗ + 0.9197 𝑍2
∗ − 0.0374 𝑍3
∗ + 0.3650 𝑍4
∗ −
0.2164 𝑍5
∗                                                                                                  (4.2) 
Hasil pengujian asumsi model kombinasi Durbin-Watson dan Ridge  
dapat dilihat pada tabel 4.9. 





























 Hasil pada uji asumsi normalitas dan homoskedastisitas 
mendapatkan keputusan terima 𝐻0 karena p-value lebih besar dari 𝛼, 
artinya asumsi sudah terpenuhi. Pada uji asumsi non-multikolinieritas 
tidak terdapat prediktor yang memiliki nilai VIF lebih dari 10, 
sehingga dapat disimpulkan masalah multikolinieritas sudah dapat 
diatasi. Pada uji asumsi non-autokorelasi nilai DW masih berada 
dibawah nilai dU sebesar 1.803, artinya masih terdapat masalah 
autokorelasi antar pengamatan dalam prediktor. 
C. Cochrane-Orcutt iterative dan Ridge 
 Model berdasarkan kombinasi metode Cochrane-Orcutt 
iterative dan Ridge adalah : 
𝑌∗̂ = − 0.2789 𝑍1
∗ + 0.8532 𝑍2
∗ + 0.0117 𝑍3
∗ + 0.3870 𝑍4
∗ −
−0.2532 𝑍5
∗                                                                                             (4.3) 
Hasil pengujian asumsi model kombinasi Cochrane-Orcutt dan Ridge  



































 Hasil pada uji asumsi normalitas dan homoskedastisitas 
mendapatkan keputusan terima 𝐻0 karena p-value lebih besar dari 𝛼, 
artinya asumsi sudah terpenuhi. Pada uji asumsi non-multikolinieritas 
tidak terdapat prediktor yang memiliki nilai VIF lebih dari 10, 
sehingga dapat disimpulkan masalah multikolinieritas sudah dapat 
diatasi. Pada uji asumsi non-autokorelasi didapatkan nilai DW 1.9149 
yang lebih besar dari nilai 𝑑𝑈 sebesar 1.803 dan berada dibawah 4 −
𝑑𝑈, artinya tidak terdapat masalah autokorelasi antar pengamatan 
dalam prediktor. 
4.6. Pemilihan Model Terbaik 
 Model-model regresi yang dibentuk berdasarkan kombinasi 
Generalized Least Square (GLS) dan Ridge akan ditentukan model 
terbaik berdasarkan kemampuan model mengatasi masalah 
autokorelasi dan multikolinieritas yang terjadi, lalu akan dipilih model 
yang memiliki nilai RMSE terkecil dan adjusted-𝑅2 terbesar. 
Kebaikan model regresi yang dibentuk dapat dilihat pada tabel 4.11 
berikut : 










Ada Tidak ada 15.8670 0.5678 
AR(1) dan 
Ridge 




Tidak ada Tidak ada 20.7848 0.6733 
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 Berdasarkan tabel 4.11 model regresi yang terbaik adalah 
kombinasi metode Cochrane-Orcutt iterative procedure dan Ridge. 
Masalah autokorelasi dan multikolinieritas dapat ditangani sekaligus 
memiliki nilai adjusted-𝑅2 paling besar dibandingkan kombinasi 
model yang lain. Model yang dipilih adalah sebagai berikut : 
𝑌∗̂ = − 0.2789 𝑍1
∗ + 0.8532 𝑍2
∗ + 0.0117 𝑍3
∗ + 0.3870 𝑍4
∗ −
−0.2532 𝑍5
∗                                                                                             (4.4) 
Model (4.4) kemudian dikembalikan ke bentuk awal sehingga 
terbentuk model sebagai berikut : 
𝑇?̂? = 0.0491 − 0.0628 𝐼𝑃𝑀 + 0.1847 𝐴𝐻𝐻 + 0.0146 𝐻𝐿𝑆 +
0.0024 𝐽𝑃 − 0.0455 𝑃𝐷𝑅𝐵                                                                 (4.5) 
4.7. Signifikansi Parameter 
4.7.1. Uji Simultan 
 Uji simultan dilakukan untuk menguji signifikansi parameter 
model secara bersama-sama dengan hipotesis uji : 
𝐻0: 𝛽1 = 𝛽2 = 𝛽3 = ⋯ = 𝛽𝑝 = 0   vs 
𝐻1: 𝑝𝑎𝑙𝑖𝑛𝑔 𝑡𝑖𝑑𝑎𝑘 𝑡𝑒𝑟𝑑𝑎𝑝𝑎𝑡 𝑠𝑎𝑡𝑢 𝛽𝑖 ≠ 0   
 Berdasarkan hasil uji signifikansi secara simultan diperoleh 
nilai F hitung 19.8422 lebih besar dari F tabel sebesar 2.6787 serta 
nilai p-value 7.5396 × 10−8 yang lebih kecil dari 𝛼. Sehingga dapat 
disimpulkan bahwa paling tidak terdapat satu peubah prediktor yang 
berpengaruh signifikan terhadap peubah respon. 
4.7.2. Uji Parsial 
 Uji parsial dilakukan untuk menguji signifikansi masing-
masing parameter model secara parsial, dengan hipotesis uji sebagai 
berikut : 
𝐻0 : 𝛽𝑖 = 0 vs 
𝐻1 ∶  𝛽𝑖 ≠ 0  
Tabel 4.12 Hasil Uji Parsial 
Prediktor t hitung p-value Keputusan 
IPM -1.6411 0.1111 Terima 𝐻0 
AHH 3.3945 0.0019 Tolak 𝐻0 
HLS 0.0546 0.9568 Terima 𝐻0 
JP 3.7907 0.0007 Tolak 𝐻0 
PDRB -2.7272 0.0105 Tolak 𝐻0 
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 Berdasarkan hasil uji signifikansi secara parsial menunjukkan 
bahwa Angka Harapan Hidup (AHH), Jumlah Penduduk (JP) dan 
Produk Domestik Regional Bruto (PDRB) berpengaruh signifika 
terhadap Tingkat Kemiskinan (TK), ditunjukkan dengan besaran p-
value yang kurang dari 𝛼 (0.05). Sedangkan Indeks Pembangunan 
Manusia (IPM) dan Harapan Lama Sekolah (HLS) tidak berpengaruh 
signifikan terhadap tingkat kemiskinan. 
4.7.3. Interpretasi dan Pembahasan 
 Berdasarkan model regresi pada persamaan (4.5) dapat 
dikatakan setiap kenaikan 1 tahun angka harapan hidup maka tingkat 
kemiskinan naik sebesar 0.185% dengan peubah prediktor lain 
dianggap konstan. Setiap kenaikan 1000 jiwa jumlah penduduk akan 
menambah tingkat kemiskinan sebesar 0.002% dengan prediktor lain 
dianggap konstan. Setiap kenaikan 1 milyar rupiah PDRB akan 
menurunkan tingkat kemiskinan 0.045% dengan prediktor lain 
dianggap konstan. 
 Pada penelitian ini hubungan jumlah penduduk dan PDRB 
terhadap tingkat kemiskinan sesuai dengan teori yang ada. Jumlah 
penduduk yang merupakan indikator kondisi demografi dapat 
dijadikan tolak ukur bagaimana tingkat kemiskinan. PDRB yang 
merupakan indikator kondisi ekonomi memiliki hubungan yang 
berbanding terbalik terhadap tingkat kemiskinan. Sedangkan AHH 
memiliki pengaruh positif yang diakibatkan karena nilai AHH yang 
tinggi justru diikuti oleh tingkat kemiskinan yang juga tinggi seperti 
pada Kabupaten Trenggalek. Artinya semakin banyak orang-orang 







 Berdasarkan hasil dan pembahasan dapat diambil kesimpulan 
bahwa : 
1. Penerapan regresi Ridge dapat mengatasi masalah 
multikolinieritas dalam peubah prediktor tingkat kemiskinan 7 
Kabupaten/Kota Eks-Karesidenan Kediri. 
2. Masalah autokorelasi pada penelitian ini dapat ditangani 
dengan menggunakan metode Cochrane-Orcutt iterative procedure, 
sedangkan dengan menggunakan metode Durbin-Watson dan AR(1) 
masalah autokorelasi masih tetap terjadi. 
3. Model regresi terbaik dibentuk berdasarkan kombinasi 
metode Cochrane-Orcutt iterative procedure dan Ridge sebagai 
berikut : 
𝑇?̂? = 0.0491 − 0.0628 𝐼𝑃𝑀 + 0.1847 𝐴𝐻𝐻 + 0.01457 𝐻𝐿𝑆
+ 0.0024 𝐽𝑃 − 0.0455 𝑃𝐷𝑅𝐵 
Angka Harapan Hidup (AHH), Jumlah Penduduk (JP)dan Produk 
Domestik Regional Bruto (PDRB) berpengaruh signifikan terhadap 
Tingkat Kemiskinan (TK). 
5.2. Saran 
1. Karena dalam penelitian ini metode Durbin-Watson dan 
AR(1) tidak dapat mengatasi masalah autokorelasi, maka saran untuk 
penelitian selanjutnya dapat menggunakan metode Prais Winsten 
sebagai alternatif metode menangani masalah autokorelasi. 
2. Pemilihan peubah prediktor sebaiknya dilakukan dengan 
lebih baik sehingga tidak banyak asumsi yang terlanggar, agar 
diperoleh model yang lebih baik. 
3. Penelitian selanjutnya bisa melakukan penelitian tentang 
Indeks Pembangunan Manusia untuk mengetahui apa saja faktor yang 
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Lampiran 1. Data Tingkat Kemiskinan 7 Kabupaten/Kota Eks-Karesidenan Kediri Tahun 2015-2019. 
Kab/Kota Tahun TK IPM AHH HLS JP PDRB 
Kota Kediri 2015 8.51 75.67 73.62 14.3 280.004 72.946 
Kota Kediri 2016 8.4 76.33 73.65 14.61 281.978 76.988 
Kota Kediri 2017 8.49 77.13 73.69 14.95 284.002 80.946 
Kota Kediri 2018 7.68 77.58 73.8 14.96 285.582 85.341 
Kota Kediri 2019 7.16 78.08 73.96 14.97 287.409 90.009 
Kab. Kediri 2015 12.91 68.91 72.14 12.15 1546.883 24.008 
Kab. Kediri 2016 12.72 69.87 72.2 12.57 1554.395 25.212 
Kab. Kediri 2017 12.25 70.47 72.25 12.86 1561.392 26.446 
Kab. Kediri 2018 11.31 71.07 72.37 12.87 1568.113 27.789 
Kab. Kediri 2019 10.42 71.85 72.54 12.88 1574.272 29.198 
Kota Blitar 2015 7.29 76 72.61 13.53 137.908 3.857 
Kota Blitar 2016 7.18 76.71 73.09 14 139.117 4.079 
Kota Blitar 2017 8.03 77.13 73.17 14.01 139.995 4.315 




Lampiran 1. (Lanjutan) 
Kab/Kota Tahun TK IPM AHH HLS JP PDRB 
Kota Blitar 2019 7.13 78.08 73.6 14.31 141.876 4.833 
Kab Blitar 2015 9.97 68.13 72.8 11.98 1145.396 20.928 
Kab Blitar 2016 9.88 68.88 72.89 12.42 1149.71 21.991 
Kab Blitar 2017 9.8 69.33 72.99 12.43 1153.803 23.107 
Kab Blitar 2018 9.72 69.93 73.16 12.44 1157.5 24.286 
Kab Blitar 2019 8.94 70.57 73.95 12.45 1160.677 25.53 
Kab Tulungagung 2015 8.57 70.07 73.28 12.73 1021.19 22.327 
Kab Tulungagung 2016 8.23 70.82 73.4 13.03 1026.101 23.446 
Kab Tulungagung 2017 8.04 71.24 73.53 13.04 1030.79 24.637 
Kab Tulungagung 2018 7.27 71.99 73.74 13.05 1035.29 25.92 
Kab Tulungagung 2019 6.74 72.62 73.95 13.15 1039.284 27.3 
Kab Nganjuk 2015 12.69 69.9 70.97 12.68 1041.716 14.875 
Kab Nganjuk 2016 12.25 70.5 71.04 12.82 1045.375 15.662 





Lampiran 1. (Lanjutan) 
Kab/Kota Tahun TK IPM AHH HLS JP PDRB 
Kab Nganjuk 2018 12.11 71.23 71.25 12.84 1051.9 17.374 
Kab Nganjuk 2019 11.24 71.71 71.44 12.86 1054.611 18.306 
Kab Trenggalek 2015 13.39 67.25 72.91 12.08 689.2 10.502 
Kab Trenggalek 2016 13.24 67.78 73.03 12.09 691.295 11.027 
Kab Trenggalek 2017 12.96 68.1 73.15 12.1 693.104 11.58 
Kab Trenggalek 2018 12.02 68.71 73.35 12.12 694.902 12.162 
Kab Trenggalek 2019 10.98 69.46 73.59 12.25 696.295 12.779 
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Lampiran 2. Syntax R 
 
##import data ke R 
library(readxl) 
Book2 <- read_excel("E:/SKRIPSI/DATA/Book2.xlsx") 
View(Book2) 
 
DW <- read_excel("E:/SKRIPSI/DATA/DW.xlsx") 
View(DW) 
 
AR <- read_excel("E:/SKRIPSI/DATA/Autoreg.xlsx") 
View(Autoreg) 
 
































































plot(mod. type = "vif". abline = FALSE) 











plot(mod1. type = "vif". abline = FALSE) 











plot(mod2. type = "vif". abline = FALSE) 
plot(mod2. type = "Ridge". abline = TRUE) 
 











































Lampiran 3. Output R 
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