The aim of this report is to present methods from statistics, neural networks, nonparametric regression and pattern recognition to perform discrimination and classi cation. The methods are compared on theoretical and empirical grounds to highlight strengths and weaknesses. A common platform for classi cation is also outlined. The emphasis is on multiple (more than two) classes.
Introduction
The aim of this report is to present and empirically compare methods for discrimination and classi cation with multiple classes. The methods considered are statistical regression, discrimination and classi cation methods along with the connectionists multilayer perceptron. The comparison is based on two data sets; one data set from biology and one synthetic data set. A common platform for multiple group classi cation is also outlined. A variety of new statistical methods for regression and classi cation have been developed on the basis of nonparametric regression over the last few years. These methods include projection pursuit regression of Friedman and Stuetzle (1981) , multivariate regression splines (MARS) of Friedman (1991) and generalized additive methods (GAM) of Hastie and Tibshirani (1990) . Multilayer perceptrons (MLP) are a popular tool for classi cation and have in general given good results on various problems. A broad introduction to neural networks is Hertz et al. (1991) and practical issues are given thorough treatment in Hush and Horne (1993) . For the view of a statistician see Ripley (1993a Ripley ( , 1993b Ripley ( and 1994b and Cheng and Titterington (1994) . The empirical results of this report are based on the two above mentioned data sets. The rst data set consists of in vivo absorption spectra from marine phytoplankton from a survey of 31 low-and high-light adapted phytoplankton species presented in Johnsen et al. (1994) . The second data set is a synthetic data set consisting of three classes, where each class is an equal mixture of two Gaussian distributions. The statistical analyses in this report are done using the S language. General introductions to the S language are Becker et al. (1988) , Chambers and Hastie (1992) and Venables and Ripley (1994) . Part of the MLP analyses are done using the software Aspirin/MIGRAINES 6.0 from the Mitre Corporation, Leighton (1992) .
The relationship between the action space Y and the space of the classes is quanti ed by the loss function L(!; y), which gives the loss incurred if ! is the true state of nature and action y is taken. A loss function is a function L:
The link between the sample space and the action space is the classi er. The classi er is a nonrandomized decision rule from the space of allowable decisions that speci es, for each observation x 2 X, what action y 2 Y to take if X = x is observed. The classi er is a map from the sample space X to the action space Y, : X ! Y.
A classi er can be evaluated by its risk function R(!; ), given by, R(!; ) = E xj! L(!; (x)) = Z X L(!; (x))p(x j !)dx:
( 1) The risk function is the expected loss by using the classi er when ! is the true state of nature. It is desirable to choose a classi er that has a small value of the risk function R(!; ) for all classes !. Comparing classi ers on the basis of their respective risk functions can be di cult since di erent classi ers might give superior results to others in separate subspaces of . In Bayes decision analysis one attempts to choose the classi er that minimizes the risk on the space of the classes, , weighed by the prior probabilities of the classes. This is called the Bayes risk, B( ; ), and is given as, B( ; ) = X !2 R(!; ) (!)
where (!) is the prior probability given to class !. 
where p(! j x) is the posterior probability for class ! given x. In Duda and Hart (1973) E !jx (L(!; (x) ) is called the conditional risk and is the de ning equation for what is called the Bayes decision rule and the minimum Bayes risk is simply called the Bayes risk. Using the zero-one loss function, L 0=1 (!; y) = 0 if ! = y 1 otherwise the classi er is constructed by choosing the class giving the maximum posterior probability. We will call this MAP classi cation (maximum a posteriori).
In classi cation the aim is to predict the true class ! for an observation X = x. In discrimination the aim is to separate the sample space into disjoint regions for the classes f! 1 ; :::; ! M g.
These two tasks are closely related. Both classi cation and discrimination put strong emphasis on the posterior distribution of the class, !, conditional on the observation, x, p(!jx).
Allocation Principles
In the decision theoretic framework the allocation of new observations (classi cation) is based on minimized Bayes risk. Below is a list of some popular allocation principles, see Seber (1984) chapter 6.
Minimize the (total) expected cost of misclassi cation (TCM) A loss function is used to assign a cost to each possible misclassi cation. This is equivalent to minimizing the Bayes risk with a loss function with zero loss for correct classi cation and speci c loss for each misclassi cation. The rule is to classify an observation x to class ! k if Minimize the total probability of misclassi cation The rule is to classify an observation x to class ! k if (! i )p(xj! i ) (! k )p(xj! k ) for 8i 6 = k This is equivalent to minimizing the Bayes risk with zero-one loss function.
Minmax allocation Minimize the maximum (individual) probability of misclassi cation for the classes. The method is used for giving more attention to rare classes, see Seber (1984) section 6.2.
Likelihood ratio When the prior probabilities are unknown an intuitive rule is to classify to the class that maximizes the likelihood function for the new observation. This corresponds to using uniform priors and minimizing the Bayes risk with zero-one loss function.
Minimize the within-group variance to the between group variance In 1936 R.A. Fisher developed the classical method of linear discriminant analysis. His aim was to nd a linear combination of the explanatory variables which maximized the ratio of its between-group to within-group variance, see for example Johnson and Wichern (1982) , chapter 11. This is discussed further in section 4.1. MAP classi cation is by far the most popular classi cation rule. A more realistic classi er is based on minimizing the TCM with di erent costs for the misclassi cations, that is, to rank the mistakes in order of seriousness. (For example giving higher cost to classify a serious disease as a mild one than vice versa.) This also opens for assigning zero loss to certain misclassi cations.
Discriminant Functions
It is often convenient to base the construction of a classi er on a set of discriminant functions, g i (x), i = 1; :::; M.
If the action space Y equals the space of the classes, , the classi er may assign a feature x to the class ! i if g i (x) > g j (x) 8j 6 = i (4) This is what is done using Fisher's linear discriminant functions in section 4.1.
Formally, let the classi er : X ! Y, be divided into two separate steps, g and h to give the composition (x) = h(g(x)). The rst step is the construction of a set of discriminant 5 functions g 1 (x); g 2 (x); :::; g M (x) joined in a discriminant vector g (x) . The function g is a mapping from the sample space X to the space of discriminants D, g : X ! D. This can be regarded as a transformation from the sample space to the discriminant space. The second step is the mapping h which takes the discriminants into the action space, h : D ! Y. This map does not need to be one-to-one. 
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Here g m denotes the maximal element in g. We see that classifying to the class corresponding to the indicator variable target t with minimum Euclidean distance to the discriminant function g is the same as classifying to the class represented by the discriminant function with the largest value in g, Ripley (1993a) .
Instead of working with the loss function L : ! Y it would be convenient to de ne a new loss function L h in terms of the targets t, the discriminant functions g and the mapping h.
The subscript h denotes that the mapping h is used from the discriminant space to the action 
1 otherwise The Euclidean loss function L h is not possible in general to translate to the loss function L because of the fact that the mapping h need not be one-to-one and therefore h ?1 is not unique.
Since the function h need not be one-to-one this is not well de ned. But still, working with the loss function L h is preferable in settings such as the multilayer perceptron in section 3 and using regression to construct discriminant functions in section 4.5.
Constructing Classi ers
We have seen that one possibility for classi cation is to choose a classi er that is optimal with respect to minimizing the Bayes risk with a chosen loss function. The construction of this classi er requires that the posterior probability distribution p(!jx) or the prior probabilities (!) and the class-conditional distributions p(x j !) are known. This is seldom the case.
Therefore only classi ers that are approximations to the Bayes decision rule can be found. The training set is a data set of observation of feature vectors together with the true class membership for the observations. Let there be a total of n observations from a total of M classes. The training set is used to construct the classi er. Let = f(x 1 ; t 1 ); :::; (x n ; t n )g denote the training set. The number of observation for class ! i is denoted n i (equivalently, n t denotes the number of observation for target t).
The most popular approach to classi cation is to use the Bayes decision rule with the zeroone loss function. Two approaches for estimating the Bayes decision rule classi er are listed below, based on the terminology of Dawid (1976) , 1. The diagnostic paradigm approach. We here focus on parameterizing the posterior distribution for the classes, p(!jx). We estimate the posterior probability distribution p(! j x) and classify to the class ! giving max i=1;:::;Mp (! i j x).
2. The sampling paradigm approach. There focus is on the prior probabilities for the classes and on the class-conditional distributions, p(xj!). Estimate the prior probabilities for the classes,^ (! i ), and the class-conditional distribution of the observations,p(xj! i ), for i = 1; :::; M. Then classify to the class ! with max i=1;:::;M^ (! i )p(x j ! i ).
For loss functions, L, di erent from the zero-one loss function the diagnostic approach can be taken; estimate the posterior distribution and choose the appropriate feature.
Another method for constructing a classi er that estimates the Bayes decision rule is to base the construction on the discriminant functions of the previous section. Then the classi er (x) = h(g(x)) can be constructed by minimizing an estimate of the Bayes risk directly.
Let g be the output from the discriminant functions, g = g(x). An estimator for the Bayes risk (2) based on the discriminant functions g is the error measure E class :
Here the class priors are estimated by^ (t) = n t =n andp(x j t) is the empirical distribution of the observed feature vectors x with target t,p(x j t) = 1=n t . Assuming equal class priorŝ (t) = 1=M leads to the modi ed error measure E class :
With quadratic loss function the error measure E class is called the average squared residual, ASR:
The ASR is sometimes called the residual mean squared error RMSE (not to be confused with the root mean squared error also denoted RMSE). This presentation is based on that a speci ed form is assumed for the discriminant functions g (parametric, semi-parametric or nonparametric). The form of g, h and how to choose the loss function L h , is the issue of many of the methods for discrimination and classi cation presented in the following sections.
Evaluation Principles
Classi ers have to be estimated and evaluated using available observations of features and correct class memberships. It is well known that for instance the error rate is underestimated when using the same observations to construct the classi er and to calculate the error rate, see Efron (1986) . The total data set of classi ed observation can be divided into three data sets; training set, test set and validation set. The training set is used to construct the classi er (as seen in the previous section). The validation set is used to nd the optimal model complexity and model-parameters for the classi er (for instance the network size or the number of terms in a regression). These parameters can be called meta-parameters. The test set is used to evaluate the performance and generalization ability of the classi er and to form a basis for comparison between di erent classi ers. With scarce total data these data sets might be small. Then the data set is often divided in two only; one training set and one test set. The test set is then used to perform the duties of both the test and the validation set, but will bias the comparisons. Another solution to the problem with scarce data is to use v-fold or leave-one-out crossvalidation, see the review of Stone (1978) and section 11.5 of . In v-fold cross-validation the training set is split into v parts. The classi cation rule is constructed using 8 v?1 of the parts and used to classify the part left out. The process is repeated v times and the error rates (misclassi cation rates) are averaged. Leave-one-out cross-validation equals v-fold cross-validation with v equal to the size of the training set. Choosing the meta parameters can be done using a validation layer of v-fold cross-validation, and compare the performance of the classi ers by using a second layer, test layer, of cross-validation. In this presentation v-fold cross-validation is used for method comparisons on the data set of marine phytoplankton in section 5 and separate training, test and validation sets are used for the three class synthetic data set in section 6.
Multilayer Perceptrons
Neural networks can be divided into two categories; dynamic (among others recurrent networks, Hop eld nets) and static (among others multilayer perceptron, radial basis function networks, learning vector quantizer) neural networks. In addition the learning procedures are divided into supervised (with a teacher) and unsupervised (clustering) learning. A broad introduction to neural networks is Hertz et al. (1991) and Hush and Horne (1993) give a practical review of recent developments in supervised neural networks. Presentations from a statistical perspective are found in Ripley (1993a Ripley ( , 1993b Ripley ( and 1994b and Cheng and Titterington (1994) . The most popular static network is the multilayer perceptron (MLP). A perceptron, Rosenblatt (1958) and Minsky and Papert (1988) where si denotes the weight from the sth input node to the ith output node, see Ripley (1994b) . We can regard the output vector from the MLP as our discriminant vector. The components of the output vector are not necessarily restricted to lie in 0; 1]. To introduce a notion of probability a modi ed vector may be preferred. This ensures that the components in the output vector will lie in 0; 1] and that they sum to one,
The MLP bases the construction of the classi er (x) on g(x), that is, (x) = h(g(x)) (as in section 2.1). The most common choice of h is to classify to the class represented by the discriminant function (output node) with the largest values in g, see equation (6).
The weights of the MLP are estimated on the basis of the training set. The MLP can be trained (the weights can be estimated) using di erent variations of the back-propagation algorithm.
The back-propagation algorithm is in its simplest form a gradient descent algorithm. The back-propagation algorithm was invented independently several times in the neural network community. See chapter 5 and 6 of Hertz et al. (1991) for early references to the backpropagation algorithm and for other training algorithms.
A loss function, L , is used to measure the discrepancy between the output g from the network and the target t. The most popular loss function is the squared Euclidean distance (quadratic loss),
Another possibility is to use Kullback-Leibler distance, Solla et al. (1988) and Bridle (1990) . Then the targets and the outputs are viewed as probabilities (therefore the scaled outputs (11) are preferred).
The Kullback-Leibler distance is also called the entropy loss, and the use of the KullbackLeibler distance for scaled outputs is called softmax, Bridle (1989 and 1990) . The error measure is the sum of the loss function over all the observations in the data set and is denoted E MLP .
Comparing this with the approach in section 2 we see that the error measure is an estimate of the Bayes risk. That is, the error measure estimates the class priors by the class frequencies in the data set, see equation (7). Sometimes the class frequencies do not re ect the class priors and it is important to be aware of the assumptions made by using this error measure. If equal class priors are desired each observation should be weighted with the inverse of the class size, see equation (8).
The backpropagation algorithm gives a prescription for changing the weights in a MLP network in order to learn a training set of input and output pairs. The weights of the network are selected so that the chosen error measure is minimized. The error measure is di erentiated with respect to all the weights in the network. This is done directly for the weights from the hidden to the output layer and indirectly using the chain rule for all other weights. Hertz et al. (1991) . A solution in between is to update after each mth pattern (observation), 1 m n. For non-batch update rules the observations can be presented in random or sequential order. A momentum term can be used to improve the convergence of the back-propagation algorithm.
The update equation (12) can cause slow convergence when is small and can cause wide oscillations when is too large, Hertz et al. (1991) . A modi ed update equation may be preferred.
w il (c + 1) = ? @E MLP @w il + w il (c) where w il (c + 1) is the weight change at update step c + 1, w il (c) is the weight change at update step c and is the momentum parameter. Variations of the back-propagation algorithm include line search for optimal step size, conjugate gradient search directions and individual step size and momentum parameters for each weight (delta-bar-delta). See Schimann et al. (1994) for details and empirical comparisons between the di erent variations of back-propagation. Another possibility is to include second derivatives (Hessian matrix) in the calculations, see Ripley (1993a) . There are two main tasks connected to the construction of a MLP; nding the optimal network architecture and learning the optimal weights. There are growing and pruning algorithms that combine these two tasks. But the two tasks can be treated separately. In general, parameters associated with learning will in uence the speed of convergence of the learning process and they can also have impact on the nal network weights because one function can often be represented by more than one set of weights (not a unique representation). Important choices are how often to update the weights and when to stop training to avoid over tting. For model validation and evaluation the error measure can be a good estimate of the Bayes risk when used on validation or test sets (on separate test and validation sets or in v-fold crossvalidation or in leave-one-out cross-validation). Criteria for network validation and evaluation are discussed for example in Barron and Barron (1988) .
Linear and Quadratic Discriminant Analysis
Using the sampling paradigm, see section 2.4, the Bayes decision rule with zero-one loss function is to choose the class (action) with maximum joint probability p(x; !) = p(x j !) (!).
Assume that the observations from class ! i are multivariate Gaussian distributed with classconditional mean vector i and covariance matrix i , N( i ; i ). Then the log joint probability can be written:
2 (x ? i ) T ?1 i (x ? i ) ? D 2 log 2 ? 1 2 log j i j + log (! i ) (13) where j j denotes the determinant and D is the dimension of the input vector. When the covariance matrix for all classes are identical, i = , rewriting (13) and removing terms independent of i, leads to the linear discriminant function for class ! i .
Observations are classi ed to the class with maximum value for the linear discriminant function. The resulting decision boundaries between the classes are hyperplans. If the covariance matrices are di erent for each class this leads to quadratic discriminant functions. An early application of the Gaussian based quadratic discriminant function was given by Smith (1947) for M = 2 classes. Rewriting (13) and removing one term independent of i, leads to the quadratic discriminant function for class ! i . (15) Observations are classi ed to the class with maximum value for the quadratic discriminant function. The decision surfaces are hyperquadratics. However, the parameters i and i are in most cases unknown. To use either rule, equation (14) or (15), the parameters have to be replaced by estimates (the estimative approach). The estimates might be the ordinary maximum likelihood estimates (in the Gaussian situation) or robust estimates. Decision boundaries for the linear and the quadratic discriminant functions are shown in the synthetic example of section 6. In 1936 R.A. Fisher developed the classical method of linear discriminant analysis (LDA). His aim was to nd a linear combination of the variables which maximized the ratio of its betweenclass to within-class variance, see for example Johnson and Wichern (1982) . In this way the observations are transformed so that they are separated as much as possible. His approach has the advantage that it is suited for visual inspection and graphical description , it \separates" the populations. Let the between-class variance be denoted B =
where m denotes the mean of class ! m and the overall mean. The within-class variance is assumed equal for all classes and is denoted ( is assumed to have full rank). The linear combination l T X that maximize l T Bl=l T l under the constraint that l T l = 1 is found to be the scaled eigenvectors of ?1 B corresponding to the nonzero eigenvalues of ?1 B. The eigenvector corresponding to the largest eigenvalue de nes the rst discriminant l T 1 X. The second linear discriminant l T 2 X is constructed from the eigenvector corresponding to the second largest eigenvalue and so on. (We also have Cov(l T j X;l T i X) = 0 for i 6 = j and V ar(l T j X) = 1.) The number of linear discriminants equals the number of nonzero eigenvalues, which is smaller than or equal to min(D; M ? 1). Observations are assigned to the class of the nearest (Euclidean distance) class mean in the discriminant space. This equals classi cation to the nearest Mahalanobis distance population mean in the input space.
Again, the parameters i and and the between-class variance B are usually unavailable.
Replacing the parameters by estimates from the training set leads to Fisher's sample linear discriminants. Ripley (1994a) advocates the use of robust estimates. Classi cation using Fisher's linear discriminant (LDA) is equivalent to using (14) with equal prior probabilities (! i )= . To see this, Johnson and Wichern (1982) , as above l T j is the jth linear discriminant and eigenvector of ?1 B. Let e j = 1 2 l j be a scaled eigenvector of ? 1 2 B ? 1 2 and E be the orthogonal matrix of eigenvectors e j . Using LDA an observation x is assigned to the class of the nearest class mean in the discriminant space.
Removing terms independent of i leads to the linear discriminant function
?1 i which equals equation (14) when the prior probabilities of the classes are equal. The linear discriminants can also be found using linear regression. This is the starting point for exible discriminant analysis (FDA) in section 4.6.
Logistic and Log-Linear Discrimination
The idea behind logistic discrimination is to assume a parametric form for the ratio of two class-conditional distributions instead of specifying a parametric form of the class-conditional distributions themselves, see chapter 6 of Seber (1984) . Denote the distribution (density) for class ! i by f i . Choosing the distribution for class ! M as a reference, suppose that log f i (x) f (17) where l0 = l + log l M . This model for the posterior probabilities was suggested by Cox (1966) and Day and Kerridge (1967) for two classes and extended to more than two classes by Anderson (1972) .
The name logistic discrimination comes from the situation with only two classes. Then p (! 1 jx) is the logistic function, see equation (17) . For more than two classes this approach can be called log-linear. Here the situation with more than two classes is emphasized, and therefore we use the name log-linear classi cation. The log-linear classi er classi es to the class with the maximum posterior probability. The parameters of the model can be estimated using maximum likelihood estimation. The likelihood to be maximized is constructed on the basis of the posterior probabilities
where z ij is an 0/1 encoding identifying the correct class for observation x j from the training set. Using this likelihood the log-linear models are tted for each class with respect to the reference distribution for class ! M . Linear discriminant functions can be produced for the log-linear discrimination, An observation x is classi ed to the class ! i with the maximum discriminant function g i (x).
Comparing the linear discriminant of equation (14) with the log-linear discriminant function above, we see that both methods produce linear class boundaries. The log-linear discrimination method is however more robust, it is correct for other distributions besides the Gaussian distributions with equal covariance matrices. For comparisons between the linear discriminant function and the log-linear discriminant function see Efron (1975) and chapter 6.4.4 of Seber (1984) . It is possible to generalize the log-linear discrimination to include other relationships between the ratio of two class-conditional distributions than the linear relationship in equation (16) 
kth Nearest Neighbour Classi cation
The k ? NN classi cation method has its origin in a technical report of Evelyn Fix and J.L.
Hodges Jr in 1951, reprinted in Dasarathy (1991) . The method is appealing in its simplicity. The class of a new observation is decided by a majority vote between its k nearest neighbours among the training set observations (ties are broken arbitrarily). The method is built on the assumption that observations which are close together (in the appropriate metric) will have the same classi cation (at least the same tendency for the posterior distribution for the classes). The value of k is often chosen to be odd to make ties less likely. In a given situation the best value of k can be found using a validation set. That is, the value of k that produces the lowest misclassi cation rate on the validation set is chosen. Among the class of k ? NN rules 1 ? NN is admissible, and therefore no k ? NN rule (k 6 = 1) will have lower probability of error (risk) against all distributions, Cover and Hart (1967).
The k ? NN method can also be found as the MAP classi cation estimate of the kernel method when the class priors are estimated by the proportions of the classes in the training set. Let ! i denote class i and !(x) denote the true class of observation x. The posterior distribution is estimated asp
where K is an adaptive kernel that is constant over the nearest k points and zero elsewhere. See for example Silverman (1986) for details on the kernel method.
After being a child of statisticians k ? NN was a topic of research mainly in the information theoretic and pattern recognition literature. Cover and Hart (1967) 
Classi cation and Regression Trees (CART)
CART is a recursive partitioning method to be used both for regression and classi cation. The main reference is . Let v(x) be the function we want to approximate (estimate). For classi cation this might be regarded as the Bayes decision rule classi er; a function giving the class of an observation x.
The Algorithm from Friedman (1994) 1. Divide the input space, usually R D , into disjoint regions fR l g K l=1
2. Approximate the function v with a constant inside each region,
The model is equivalent to a basis function expansion,
where I is an indicator function. A recursive search strategy is used to divide the input space into disjoint regions. At each step one input variable or linear combination of input variables is split to create two new basis functions, deleting the term that was split on. This is done until no more splits are viable, determined by a measure of impurity. A merging step concludes the recursive strategy. After a tree is constructed it can be pruned to achieve better generalization.
The resulting model can be represented as a binary tree. This makes the results from using CART easy to visualize. In addition to being a good tool for classi cation, CART is also valuable as an explanatory tool and for feature extraction.
Using Methods from Regression to Construct Discriminant Functions
In section 2.3 the construction of a classi er was based on a set of discriminant functions, the map : X ! Y was the composition (x) = h(g(x)). The MLP in section 3 gave a parametric choice for the discriminant function g (given the number of nodes). Here the form of g is described by regression methods.
There are several ways of presenting the class of an observation as a response random variable. One possibility is to regard the class as a polytomous nominal response random variable. Here we use the de nition from section 2.3 and let t i be a dichotomous random variable denoting In the rst relationship the discriminant function and the posterior class probability distribution are equal. The second relationship is a generalization of the log-linear discrimination in section 4.2.
The classi cation problem can be de ned as a regression problem; regress the input variable x onto the target t to optimize a chosen error measure. Both the form of g (parametric, semiparametric or nonparametric) and the choice of loss function L h depend on the regression method in question. The mapping h is to choose the class corresponding to the largest value in g.
Here generalized additive models (GAM), projection pursuit regression and multivariate adaptive regression splines (MARS) are presented brie y. Hastie and Tibshirani (1990) . Here the distribution of the response and the link between the distribution of the response and the predictors can take quite general forms, a generalized model.
As an example of a generalized additive model let t i be a dichotomous random variable Bernoulli distributed with conditional mean i = E(t i jx), where t i is given in equation (5).
The mean can be linked to the additive model of the predictors via a link function l( i ),
Possible choices for the link function are for example the logit, probit, log-log and complementary log-log function, see McCullagh and Nelder (1989) . The logit function (the canonical link in this situation) is l( i ) = logit( i ) = log i 1 ? i = log P(t i = 1jx)
This is a generalized additive model for class ! i (separately) versus all other classes. For our classi cation problem M separate additive logit models are necessary. This means tting separate logistic models for each class versus the rest without imposing consistency conditions on the posterior probabilities. To produce posterior probabilities from the logit GAM,
(We see that this is of the same form as tting a MLP with logistic output activation function and di erent activation functions for each node in the hidden layer for each output node.) To assure that the posterior probabilities from M separate logit GAMs sum to one, one may use the following scaling,
Using the Bayes decision rule with zero-one loss function results in choosing the class ! i with the largest posterior probability p(! i jx). Since the (logit) odds transform p(! i jx)=(1?p(! i jx))
is a monotone one-to-one function, choosing the class with the largest posterior probability p(! i jx) will be the same as choosing the class with the largest odds ratio. This means that the scaling exp(logit( i )) P M j=1 exp(logit( j )) will give the same classi cation as equation (19) . A generalized additive model can also be seen as a generalization of a generalized linear model (GLM); replacing the linear terms by additive ones. A GLM can be tted using the iterativelyreweighted least-squares procedure for computing the maximum likelihood estimates in a GLM, McCullagh and Nelder (1989) . A generalized additive model (GAM) is tted by a method called local scoring, Hastie and Tibshirani (1990) . Model selection techniques for GAM choose which terms to include in the model and also how smooth the terms should be. The algorithm BRUTO combines the method of back tting and the selection of a smoothing parameter by minimizing a statistic similar to generalized cross-validation, see Hastie and Tibshirani (1990) .
Projection Pursuit Regression
The projection pursuit regression method PPR of Friedman and Stuetzle (1981) Fitting a PPR model starts by choosing a direction and a smooth function that minimize the square average of the residuals r = y ? g(x) for the observations x. Here y denotes the (univariate) response measurement. This process, denoted back tting, is repeated iteratively, using the residuals r in the place of the response y, Friedman and Stuetzle (1981) . Diaconis and Shahshahani (1984) discuss necessary and su cient conditions for approximating a given function g when the functions k are univariate, nonlinear functions. This additive model has the ability to model interactions of the predictor variables. Because of the use of linear combinations there is only need for univariate smoothers. See Huber (1985) for an overview of projection pursuit. SMART (Smooth Multiple Additive Regression Technique) of Friedman (1984) , is a generalization of projection pursuit regression to multiple response regression and classi cation. SMART models a set of response variables as a function of a set of predictor variables. The model for the ith response can be written
The same set of basis functions k and direction parameters k and k are used for all the responses. A further generalization is also possible. Response speci c basis functions k = ik can be used and also response speci c parameters k = ik and k = ik . In the SMART model the coe cients ik and k and the basis functions k are estimated by (weighted) least squares. This is di erent from PPR which chooses k in a forward stagewise manner. SMART treats classi cation as a multi-response regression method with the indicator variable encoding (5) of the classes as the responses. Two di erent loss functions are suggested, a weighted quadratic form in (t i ? E(t i jx)) and the minimum of a weighted sum of E(t i jx) over the di erent classes. The rst choice is recommended because of potential problems with nonconvexity of the second choice, see Friedman (1984) . Comparing PPR/SMART with MLP we see that PPR/SMART consists of a few functions of linear combinations while MLP consists of many function of many linear combinations. The functions of PPR/SMART are adapted to the form of the data while the functions in MLP are not in uenced by the data (non-adaptive).
Multivariate Adaptive Regression Splines (MARS)
Multivariate adaptive regression splines of Friedman (1991) can be viewed as a generalization of CART. The algorithm below presents MARS in the same form as CART (see 4.4). Let v(x) be the function we want to approximate (estimate). For classi cation this might be the function v(x) = E(t i jx).
The Algorithm Friedman (1994) The goal is to use the data to simultaneously estimate a good set of subregions and the parameters associated with the separate functions in each subregion. Continuity at subregion boundaries is enforced. CART does not have continuity at subregion boundaries. The MARS model can be written in terms of adaptive regression splines,
where K l is the number of splits that gave rise to the lth basis function B l . The largest value of K l is the degree of the model (compared to q in the algorithm above). The scalar s km is 1. The set (k; l) label the predictor variables and the splits y kl represents values on the corresponding variables.
MARS consists of a forward stepwise and a backward stepwise algorithm. A MARS model is tted using a weighted least squares loss function, that is, a modi ed generalized crossvalidation criterion. MARS is reported to do well for moderate sample sizes; 50 n 1000, and moderate to high dimensions; 3 D 20, see Friedman (1991) . The above MARS model is constructed for one response variable. When MARS is used as a method for classi cation, M separate MARS models are tted to the M response variables t i , i = 1; :::; M.
Flexible Discriminant Analysis (FDA)
Flexible discriminant analysis is a method for discrimination and classi cation combining the powers of multi-response nonparametric regression techniques and optimal scoring, Hastie et al. (1994) . The same ideas have been independently taken up by Ripley (1994b) . The motivation for FDA lies in the correspondence between linear discriminant analysis, canonical correlation analysis and optimal scoring. Linear discriminant analysis can be performed as a multi-response linear regression using optimal scoring to represent the classes. In section 4.1 it is shown that the sampling-paradigm classi er for class-conditional Gaussian distributions with equal covariance matrices, can be written as a linear discriminant function. For two classes the sample linear discriminant can be found using linear regression of the class indicators (target) of one of the classes on the predictors, see Anderson (1984) or Ripley (1993b) . The situation is generalized to more than two classes in unpublished work by Breiman and Ihaka (1984) .
For more than two classes the target t is replaced by a M ? 1 dimensional score (t). More general, the linear discriminant classi er can be found regressing the scores (t) on the predictors using least squares estimation of both the scores and the parameters in the regression. In Hastie et al. (1994) it is shown that this can be done in separate steps for the scores and the parameters. First initial scores are set to the 0/1 indicator variable encoding of the classes. The encodings for all n observations in the training set form the n M matrix T. A linear multi-response multivariate regression is tted to give a matrix of estimated parameter coe cientsB, yielding tted valuesT = P x T = XB. Optimal scores are found as the eigenvector matrix of T TT with the normalization T 1 n T T T = I. As a nal step the parameter coe cient matrixB is updated to re ect that the regression is with responses T rather than T,B = P x T . Since the regression is linear in T the optimization over scores can be done without re tting the regression. The FDA procedure is equivalent to performing a linear discriminant analysis in the space of tted values from the regression of the class indicators on the predictors, Hastie et al. (1994) and Ripley (1994b) . Flexible discriminant analysis replaces the linear regression step by a nonparametric or semi-parametric regression. This opens for a variety of regression tools to yield di erent discrimination rules and exible class boundaries. See Hastie et al. (1994) for further details and examples. Ripley (1994a) regards this exible regression step as choosing a transformation of the sample space in which linear discriminant analysis is used. This means that the above philosophy can be adapted to most statistical software. Ripley (1994b) and Ripley (1994a) give examples where it is not adequate to perform LDA in the transformed space.
The Marine Phytoplankton Data Set
The marine phytoplankton data set consists of spectral light absorption characteristics of 31 species of bloom-forming phytoplankton from Johnsen et al. (1994) . In their study Johnsen et al. (1994) conclude that di erent phytoplankton classes may be identi ed during blooms on the basis of absorption measurements of 3 to 5 appropriately chosen wavelengths. The method of identi cation is linear discriminant analysis (LDA). Here we use exible discriminant analysis (FDA) and MLP's on the marine phytoplankton data set to compare the performance of these methods. In Johnsen et al. (1994) the in vivo absorption spectra were log-transformed, normalized and discretized. Outliers were removed using biological reasoning. The nal data set consists of 217 observations of 85 wavelength variables and three environment variables (day-length, temperature and light condition under growing). The number of observations of each species varies from 2 to 54. This variation does not necessarily re ect the size of the population of each species found in nature and should therefore be used with caution as an indication of the prior probabilities for the species. For the classi cation method to be used in practice, it is not economically possible to base the classi cation rule on all 85 wavelength variables. Furthermore, the 85 wavelengths variables are strongly correlated. From the 85 correlated variables a small number of variables that distinguish best between the di erent species must be found. In Johnsen et al. (1994) three input variables were selected using stepwise linear discriminant analysis. As a screening, a slightly di erent approach involving hierarchical clustering and linear discriminant analysis was tried here. The 85 variables were divided into six groups using hierarchical clustering (average criterion). Inside each cluster the variables were strongly correlated (minimum correlation of 0.26 to 0.90 inside each cluster). The six clusters were represented by six variables, choosing for each cluster the variable with the highest correlation to all the other variables in this cluster. The resulting six variables had low correlation among themselves. The 20 possible selections of three variables from these six was investigated using LDA. The resulting three best wavelengths (using one training set and one test set) were highly correlated with the choice in Johnsen et al. (1994) . Because of this and to yield a common platform for comparison, the three input variables from Johnsen et al. (1994) (absorptions values at 481, 535 and 649 nm) are used in all the analyses here. One of the environment variables, the value for light condition, was found to be of importance. On the basis of the light condition the data set can be divided into a low-light and a high-light data set. Four di erent settings were analysed:
Total data set with the three wavelength inputs (3 inputs, 31 species and 217 observations). Total data set with the three wavelength inputs and one continuous input for scalar light condition (4 inputs, 31 species and 217 observations). High-light data set with three wavelength inputs (3 inputs, 25 species and 69 observations). Low-light data set with three wavelength inputs (3 inputs, 28 species and 145 observations). 11  2  2  2 22 2  22  2 22 2  2 2  33 33   3 3  3  3 3 3  333 3 3  333  3 3  3  33 3  3 3   3  3  3 3  3 3  3  3 3 3  3 3  3333 3  3  3 3  3  3 2  2 2 2 2  2 2  2 2 2   2  2 2  3 3  3 3   3  3  3  3 3 3  33 3  3 3  3 3  3  3 3  3  3 3 3  33   3  3  3 3   33  3  3 3 3  33 3 33 3  3  3  3  3  3 3  3 3  3  3 The number of input and output nodes was determined by the four settings (number of inputs equals three or four and number of outputs equals the number of species present). Di erent numbers of hidden nodes were tried, H 2 f0; 1; :::; 25g.
Learning
The analyses were done using the software Aspirin/MIGRAINES 6.0 from the Mitre Corporation, Leighton (1992) . The learning method was back-propagation with momentum. Euclidean loss function was used. A pattern was classi ed to the class with maximum value for the output node, see (6). Unless speci c measures are taken Aspirin/MIGRAINES presents the training samples in a given sequential (not random) order and sequential presentation was used here. For these data sets updating after each training pattern introduced too much noise into the training procedure, while batch update tended to nd and get stuck in local minima. Conjugate gradient search was quickly trapped in a local minimum. Updating after every 10th pattern gave a substantial improvement in convergence speed. The momentum term was in all analyses set at 0:95. The learning rate was = 0:1 for the total data sets and = 0:01 for the divided data sets. (A too large learning rate is easily detected if the average squared residual (ASR) on the training set is plotted against time, it gives spike-like changes.)
Parameter Selection and Network Evaluation Criteria
After deciding to use a MLP with one hidden layer, sigmoid activation function, backpropagation learning method, quadratic loss function, maximum output activation classication criterion, update interval, learning rate and momentum, two problems remain:
1. Selection of the remaining network architecture and learning parameters (the number of hidden nodes H and the stopping point for learning). 2. Evaluation of network performance. How accurate is the network for predicting future observations?
To nd the best number of hidden nodes each of the data set were divided into one training set and one test set. This is due to limited time and computational resources. These test sets did not necessarily re ect the distribution of classes in the training set.
To nd the best number of hidden nodes di erent networks were trained for approximately 5000 epochs each. All networks started with initial con guration for the network weights randomly chosen from a uniform distribution on ?0:10; 0:10). Aspirin/MIGRAINES also add uniform noise 0,0.05] to the calculation of sigmoid derivatives in the back-propagation algorithm. This is to improve the speed of convergence. The di erent network architectures were evaluated using the ASR, see equation (9), and percent of wrongly classi ed cases (error rate) on the training set and on the test set. After the best network architecture was chosen, this network was trained for at least 10 000 epochs to nd a good point to stop training. After each 250 epoch the error on the test set was calculated. The ASR was scaled with the number of output nodes in the network to allow comparison between the di erent settings. In general, to avoid over tting, training should be stopped before the ASR on the training set is \too" small. Here training was stopped when the ASR on the test set had a minimum and the number of wrongly classi ed observation in the test set was small. This will of cause depend on the chosen test set and the stopping point for training might be di erent for di erent test sets. An alternative method would be to examine the ASR curve on the training set. This curve often has a breakpoint before becoming relatively horizontal. Training can be stopped at this breakpoint (if the breakpoint can be easily identi ed). The reason for using both ASR and percent of wrongly classi ed observations is that a decrease in ASR does not necessarily mean a decrease in percent wrongly classi ed observations and the percent of wrongly classi ed observation is therefore used to supply additional information.
To get a good estimate of the performance of the optimal network v-fold cross-validation was used (11-fold for the total data sets and 7-fold for the divided data sets), see section 2.5, to give the ASR and the percent wrongly classi ed observations. The network weights were given di erent initial values for each training/test set pair, and the network weights were estimated once for each training/test pair. Due to the large amount of parameters to be selected, a number of decisions have been made on the basis of trial (learning rate, update interval and so on). Only the selection of the number of hidden nodes and the stopping point is reported. The fact that one training set and one test set was used to select the network architecture and the stopping point for training will slightly bias the further comparison of the MLP with other methods for discrimination and classi cation. A better solution would have been to use cross-validation, but this was found to be too time consuming. Another potential weakness in this analysis is that the number of weights used is larger than the number of training samples and could cause over tting, but since early stopping is used this problem is overcome because the e ective number of parameters (weights) are substantially lower than the actual number of parameters (weights), see Moody (1992) and Sj oberg (1993).
Results for 3-H-31 Networks, Total Data Set
For the 3 ? H ? 31 networks (3 nodes in the input layer, H nodes in the hidden layer and 31 nodes in the output layer) the input variables were the three selected wavelengths. 17 di erent networks were trained for approximately 5000 epochs to nd the optimal number of hidden nodes, H. The results are given in table 7 (in the appendix) over ASR and the percent of observations classi ed wrongly for the training and the test set. Table 1 : Classi cation of the total marine phytoplankton data set with 3 explanatory variables and 31 species using a MLP with 15 hidden nodes, a 3-15-31 network. The results of the table is from 11-fold cross-validation. The columns give the mean, standard deviation, the minimum and the maximum of the 11 cross-validation runs for the ASR and the error rates (%) for the training sets and the test sets. The total data set has 217 observations, which give training sets of size 197-198 and test sets of size 19-20.
From the table we see that at xed 5000 epochs a large network ts the training data better than smaller networks. The two largest networks would also give better ts if they were trained for some epochs more. Minimum value for the ASR on the test set was in most cases obtained near 5000 epochs, see table 8 in the appendix. Based on the performance on the test set, the best network was chosen to have 15 hidden units, a 3-15-31 network. This network was trained for 14 000 epochs to nd the optimal point to stop training. This point is where the ASR for the test set has a minimum and the percent of wrongly classi ed observations is low, see gure 6. The optimal point was found at 7800 epochs (approximately 31 passes of 250 epochs). The results for 11-fold cross-validation on the 3-15-31 network trained for 7800 epochs are found in table 1. The columns give the average, standard deviation, minimum and maximum over the 11 cross-validation runs. Aspirin/MIGRAINES does not update the weights in the network if the average error is smaller than a prede ned constant (0.00005). During learning only 5500 of the 7800 epochs had been subject to weight change. This is an indication that the network has learned.
Results for 4-H-31 Networks, Total Data Set
For the 4 ? H ? 31 networks the input variables were the three selected wavelengths and the scalar light condition (scaled). 14 di erent networks were trained for approximately 5000 epochs to nd the optimal number of hidden nodes, H. The results are given in table 9 (in the appendix) over ASR and the percent of observations classi ed wrongly for the training and the test set. The network 4-13-31 was chosen since it had the lowest ASR on the test set. This network was trained for 14 000 epochs to nd the optimal point to stop training. This point is where the ASR for the test set has a minimum and the percent of wrongly classi ed observations is low, see gure 7. The optimal point was found at 5000 epochs (20 passes of 250 epochs). Since the 4-13-31 network has fewer weights to be estimated than the 3-15-31 network, it is intuitively plausible that training can be stopped earlier here. Table 2 : Classi cation of the total marine phytoplankton data set with 4 explanatory variables and 31 species using a MLP with 13 hidden nodes, a 4-13-31 network. The results of the table is from 11-fold cross-validation. The columns give the mean, standard deviation, the minimum and the maximum of the 11 cross-validation runs for the ASR and the error rates (%) for the training sets and the test sets. The total data set has 217 observations, which give training sets of size 197-198 and test sets of size 19-20.
The results for 11-fold cross-validation on the 4-13-31 network trained for 5000 epochs are given in table 2. The columns give the average, standard deviation, minimum and maximum over the 11 cross-validation runs.
Results for 3-H-25 Networks, High-light Data Set
Linear discriminant analysis gave very good results for this setting in Johnsen et al. (1994) . Therefore, it is reasonable to assume that the high-light data set is strongly linear and therefore here small networks were investigated. A total of 19 di erent network architectures were trained for 10 000 epochs. The results are found in table 10 (in the appendix) . The best network was chosen to be 3-7-25. For this small high-light data set the network converged faster updating after every fth pattern. Using minimum ASR on the test set as the stop criterion training was stopped after 17000 epochs. This gave very bad results with 7-fold cross-validation. Training was instead stopped at minimum percent of misclassi cation on the test set. This was after 5000 epochs. The results using 7-fold cross-validation are given in table 3. The columns give the average, standard deviation, minimum and maximum over the 7 cross-validation runs.
Results for 3-H-28 Networks, Low-light Data Set
Also here the good results with linear discriminant analysis from Johnsen et al. (1994) lead to the conclusion that there must be a strong linear component in the low-light data set. A total of 19 di erent network architectures were trained for 5000 epochs, results are found in table 11 (in the appendix).
The network chosen to be the best was 3?11?28. For the low-light data set faster convergence was obtained updating after every seventh pattern. Using minimum ASR on the test set as the stop criterion training was stopped after 6000 epochs. The results using 7-fold crossvalidation are found in table 4. The columns give the average, standard deviation, minimum and maximum over the 7 cross-validation runs. Table 3 : Classi cation of the marine phytoplankton high-light data set with 3 explanatory variables and 25 species using a MLP with 7 hidden nodes, a 3-7-25 network. The results of the table is from 7-fold cross-validation. The columns give the mean, standard deviation, the minimum and the maximum of the 7 cross-validation runs for the ASR and the error rates (%) for the training sets and the test sets. The total data set has 69 observations, which give training sets of size 59-60 and test sets of size 9-10.
Classi cation of the Marine Phytoplankton Low-Light Data Set with 3 Explanatory Variables Using a 3-11-28 MLP Network mean sd.dev min max ASR on test sets 0.0099 0.006467 0.000317 0.018747 ASR on training sets 0.001033 0.000272 0.000512 0.001410 % wrong on test sets 6.9 4.33269 0.00 14.23 % wrong on training sets 0.69 0.67177 0.00 1.61 Table 4 : Classi cation of the marine phytoplankton low-light data set with 3 explanatory variables and 28 species using a MLP with 11 hidden nodes, a 3-11-28 network. The results of the table is from 7-fold cross-validation. The columns give the mean, standard deviation, the minimum and the maximum of the 7 cross-validation runs for the ASR and the error rates (%) for the training sets and the test sets. The total data set has 145 observations, which give training sets of size 124-125 and test sets of size 20-21.
Analyses with FDA
An extensive analysis using stepwise linear discriminant analysis (LDA) is done in Johnsen et al. (1994) . Their best results where obtained dividing the data set into high and low scalar light conditions giving 93% correct classi cation (leave-one-out cross-validation) on both high-and low-light data sets. The results on the divided data sets are not overcome using any other method investigated here. The analyses with FDA was done using the fda library of T. Hastie and R. Tibshirani available from the statistics archives at Carnegie-Mellon University (statlib@lib.stat.cmu.edu). The results for exible discriminant analysis using LDA, MARS (degree=1), MARS (degree=2) and BRUTO are found in table 5. For the high-light data set FDA/BRUTO was not able to discriminate. To make possible comparison with the results found using MLP's, 11-fold and 7-fold cross-validation were used for the total data sets and the divided data sets, respectively.
Conclusions
Using exible methods for classi cation we have been able to improve substantially upon the results of Johnsen et al. (1994) on the total data set with 3 inputs. For this data set the 3-15-31 MLP gave 9:76% wrongly classi ed (11-fold cross-validation) compared to 39:11% for LDA, see table 5. Adding the extra environment input variable gave no improvement for the MLP, but slight improvements for the LDA and FDA. However, it is clear that the environment variable scalar light condition has a large in uence. The total data sets did not seem to be linearly separable. The classi cation on the total data sets was improved by approximately 10% using FDA/MARS without interactions instead of LDA, see section 4.5.3. Adding two and three term interactions did not give substantial improvement. An explanation for this can be that the input variables presents absorption values at di erent wavelengths and are not uncorrelated, therefore including interaction terms has little e ect. The divided data sets seem to be nearly linearly separable and inclusion of nonlinear terms or interaction terms did not improve the classi cation. Using MLP on the divided data sets good results are obtained for the low-light data set, but for the high-light data set a network and an optimal stop point that does not lead to over tting has not been found. The FDA procedure is a much faster method than MLP. Finding the best MLP architecture and the optimal training period is a tedious procedure. Having decided the MLP architecture and the activation functions, MLP is a parametric model. FDA is able to use nonparametric regression techniques and is therefore nonparametric in nature. Nevertheless, from the empirical results found here it may seem that the MLP's are able to t the total data sets (with 3 and with 4 inputs) better than FDA. MLP will always give results (possibly a poor result), while FDA might not be able to discriminate. Both the MLP and the FDA methods use the class frequencies in the training set as an estimate for the class priors. When data is scarce, the simplest model often give the best results. This might be the case here for the divided data sets. More exible models do easily over t the data. Larger data sets bene t more from exible models. The smallest divided data set with 69 observations is over tted with the MLP model used. The nal conclusion for the data set of marine phytoplankton is to classify observations with Table 5 : This is a summary of the v-fold cross-validation results for all four marine phytoplankton data sets using multilayer perceptrons and exible discriminant analysis. The \Total 3, inputs" data set with 3 explanatory variables has 217 observations and 11-fold cross-validation is used. The \Total, 4 inputs" data set with 4 explanatory variables has also 217 observations and 11-fold cross-validation is used. The \High-light" data set has 3 explanatory variables, 69 observations and 7-fold cross-validation is used. The \Low-light" data set has 3 explanatory variables, 145 observations and 7-fold cross-validation is used. The column denoted \train" give the error rates (means and standard deviation of the means) on the training sets and \test" on the test sets. The rows of the table denoted \mean" give the mean of the cross-validation runs and the rows denoted \sd.dev" give the standard deviation of the mean. The MLP has an architecture of 3-15-31 for the total data set with 3 inputs, 4-13-31 for the total data set with 4 inputs, 3-7-25 for the high-light data set and 3-11-28 for the low-light data set. The FDA/MARS (1) has interactions of degree 1 and FDA/MARS (2) of degree 2. For the FDA/BRUTO no result was obtained for the high-light data set. Based on the means and standard deviations of the means on the test sets we can perform tests for comparing the MLP and FDA methods. All tests are based on an approximate 5 % signicance level. For the total data set with 3 inputs the MLP is signi cantly better than each of the other methods. The FDA/MARS (2) is signi cantly better than the LDA. Also for the total data set with 4 inputs the MLP is signi cantly better than each of the other methods. Both the FDA/MARS methods are signi cantly better than the LDA. For the high-light data set the LDA is signi cantly better than the MLP. There was no signi cant di erence between any two methods for the low-light data set. We will conclude the comparisons by pointing out that the results for the MLP are slightly biased because the model selection (network architecture and stopping point for training) was based on dividing the data set into one training set and one test set.
unknown light conditions by using the MLP solution with the three wavelength inputs. For observation with known and stable light conditions using LDA separately for the high-light and low-light data is preferred 6 The Three Class Synthetic Data Set
In the three class synthetic data set each class is simulated from an equal mixture of two twodimensional Gaussian distributions. The training set consists of 600 observations, 100 from each component density. The test set and the validation set are also of size 600 observation. The marginal distribution can be written:
where f il (xj il ) denotes the two-dimensional Gaussian distribution with parameters il = ( il ; i ). The training set is shown in the scatter plot of gure 3. The population densities are known and it is therefore possible to calculate the error rate for the classi er minimizing the Bayes decision rule with zero-one loss function. The results from using classical statistical methods, nonparametric regression based classi ers and MLP classi ers are shown in table 6. The statistical methods used are described in section 4 and the MLP classi ers in section 3. All statistical analyses were done in the S-Plus language, using the classif library of B.D.
Ripley and the fda library of T. Hastie and R. Tibshirani. The MLP analyses are done using the Aspirin/MIGRAINES package, Leighton (1992) , and the nnet S-Plus library of B.D. Ripley. All S-Plus libraries are available from the statistics archives at Carnegie-Mellon University (statlib@lib.stat.cmu.edu). The network trained with Aspirin/MIGRAINES (back-propagation with momentum) used a 0-1 sigmoid activation function for the hidden and output layers and a quadratic loss function. The validation set was used to choose the number of hidden nodes and to decide when to stop training. The networks trained with the nnet library had skip-layer connections from the input to the output layer. The results from the nnet library are denoted VM, because the optimization is done using the variable-metric or quasi-Newton method. Table 6 : Error rates and approximate standard deviations for the three class synthetic data set. The training set is of size 600. Model selection is performed using a validation set of size 600. The test set is also of size 600. The denotes that the result was obtained using a test set of size 24 000. The approximate standard deviations quoted for the test set are based on assuming that the number of errors in the test set is binomially distributed. Pairwise comparisons have a 95 % con dence interval of half-length about 0.8 %, assuming that all errors made by the method with the lower error rate is made by the method with the higher error rate. : Classi cation regions for the three class synthetic data set. The light grey areas of the plots are class 1 regions, the dark grey areas are class 2 regions and the black areas are class 3 regions. The methods producing the classi cation regions are the Bayes decision rule, the linear discriminant analysis, the quadratic discriminant analysis, a classi cation tree, classi cation based on projection pursuit regression and classi cation based on 3 generalized additive models with logit link and Bernoulli responses. Based on both the plot of the classi cation space and the performance on the test set, the generalized additive model (3-GAM) and the MLP's (lin) and (sig) trained with VM are found to be the best methods in this situation.
Conclusions Based on Theoretical and Empirical Comparisons
Choosing a good model for a data set can be regarded as an art. McCullagh and Nelder (1989) give three principles to guide the data modeller. The rst principle says that all models are wrong, but some are more useful than others (originally from Box (1979) ). The second principle warns the data modeller to not fall in love with one model to the exclusion of alternatives. The third principle advocates the use of diagnostic procedures to check how well the data t the model. Another principle in data modelling, Friedman (1994) , is that no method dominates all others over all situations. There is usually no uniformly best method. Each model has a set of situations where it works best. The aim of this report has been to try to live by these principles when entering into the world of discrimination and classi cation. That has resulted in the presentation of methods from statistical regression, discrimination and classi cation, from pattern recognition and from static arti cial neural networks. Methods from di erent elds are presented on a common platform.
From the theoretical presentation of the discrimination and classi cation methods in section 3 and 4 the conclusion is that nearly all the methods presented aim at estimating or approximating the posterior distribution of the classes. The methods di er in the possible forms of the decision boundaries they produce. Linear discriminant analysis, logistic discrimination, classi cation and regression trees and generalized linear models all produce linear (or at least piecewise linear) class boundaries. Quadratic discriminant analysis produces quadratic boundaries and kth nearest neighbour classi cation produces non-smooth and wiggly boundaries. The other methods presented all produce smooth and exible class boundaries. This presentation has included both parametric and nonparametric methods. Having decided the architecture and the activation functions, the MLP is a parametric model. The same is correct for LDA, QDA, logistic discrimination and CART. Projection pursuit regression, MARS and GAM are all able to use nonparametric spline functions and are therefore nonparametric in nature. From the empirical results found for the marine phytoplankton data set it may seem that the MLP's are able to t the phytoplankton data better than exible discriminant analysis. The problem of over tting is also important and has caused problems for the MLP for the setting with the smallest data set of marine phytoplankton. When data is scarce, the simplest models are often the best, as for the two smallest data sets where LDA gave good results. For most of the methods presented here, model selection is necessary. Some methods have selection methods incorporated in their algorithms; MARS (forward and backward steps), projection pursuit and CART (splitting and pruning). The other methods can make use of a separate validation set. Finding the best MLP architecture and the optimal training period is a tedious procedure. Search routines for nding a good network architecture (growing and pruning) exists, but does not make all model selection choices redundant (activation functions, loss functions, when to stop training)
In classi cation the aim is to predict the true class ! for an observation X = x. It is not necessary to know anything about the structure of the classi er, we can regard it as a black box. However, it is often desirable to interpret how the classi er works. That is, we want to visualize how the classi er separates the sample space into disjoint regions for the classes (discrimination). Then it is important to be able to produce plots of low dimensionality. This was possible for all the method for classi cation and discrimination used on the synthetic data set in section 6 because of the fact that the sample space was two-dimensional. For low dimensional sample spaces plots similar to those in section 6 will visualize how the sample space is separated into di erent classes. To use this approach with sample spaces of more than two dimensions, we need to plot projections of the sample space into two dimensions. Some of the methods presented in this report have good interpretability. CART produces a binary tree where the class boundaries are found from the splits at the internal tree nodes. LDA ranks the discriminant functions on how well they separate the classes. Therefore plotting the rst few discriminant functions will give good interpretability. The same is possible using exible discriminant analysis. Projection pursuit regression models the discriminant functions as linear combinations of general functions of a set of projections (directions). The general functions can be plotted along these projections. MARS can be written as an ANOVA decomposition. This will give insight into the interactions modelled, but will not produce plots, see Friedman (1991) . In a GAM the smoothers can be plotted along their univariate directions. Logistic discrimination produces linear class boundaries, but the discriminant functions are not ranked in order of separability. The two other methods presented in this report are also relatively di cult to interpret; kth nearest neighbour is constructed with raw observations in the training set and MLP consists of a hierarchy of functions of linear combinations. Most of the methods presented in this report have di culties in handling outliers and wrongly labelled observations. The methods that are based on loss functions (MLP, logistic discrimination, GAM, projection pursuit and MARS) have all the possibility of putting di erent weights on the observations in the training set and to add a penalty term to restrict the exibility of the model tted. In LDA and QDA it is possible to use robust estimates of the mean and covariance matrices. This is also the case for exible discriminant analysis, using robust estimates in the transformed space. Data editing (which is mentioned in section 4.3) might be used to edit the training set. This is however dangerous, because valuable information can be deleted. No accurate comparison with respect to the speed of the di erent methods is conducted. For the marine phytoplankton example it was clear that the exible discriminant procedure is a much faster method than the multilayer perceptron. Both the MLP and multi-response regression can be used in other problems than classi cation. We will conclude this report by addressing some topics that could bene t from further study. Since the number of methods presented is large, not all methods are presented as thoroughly as they could have been. The problem of estimating class priors need more work. In the marine phytoplankton example both the MLP and the FDA methods used the class frequencies in the training set as an estimate for the class priors. It would be more interesting to modify the methods to include better estimates of the \true" class priors using expert opinion or alternatively to assume equal class priors. In this report only one data set from biology and one synthetic data set is presented. For the marine phytoplankton data set only two types of methods were used; MLP and FDA methods. For the synthetic data set a much larger variety of methods were tried. This re ects the fact that a real world data set needs much more work than a synthetic data set.
A Some Details on the MLP Calculations on the Marine Phytoplankton Data Set ASR on test set ASR on training set Figure 6 : Plots of the ASR for the training and the test set for the the total marine phytoplankton data set with 3 inputs using a 3-15-31 MLP network. The network is trained for 14 000 epochs (one unit on the x-axis is approx. 250 epochs). The training set is of size 197 and the test set of size 20. Table 9 : Di erent MLP architectures for the total marine phytoplankton data set with 4 inputs. The MLP's are trained for 5000 epochs. The training set is of size 197 and the test set of size 20. The \ASR" is the average squared residual of the 0-1 encoding of the true class and the network output. ASR on test set ASR on training set Figure 7 : Plots of the ASR for the training and the test set for the the total marine phytoplankton data set with 4 inputs using a 4-13-31 MLP network. The network is trained for 14 000 epochs (one unit on the x-axis is approx. 250 epochs). The training set is of size 197 and the test set of size 20.
