In this paper we analyze the pe?$ormance of fractionally chip sampled linear multi-user detectors for DirectSequence CDMA communication systems. We consider a general DS-CDMA system model accounting for user asynchronism and frequency selective propagation channels. Analysis shows that FIR linear detectors with chip rate sampling cannot perfectly recover N or more users for a system with spreading gain N in the presence offiequency selective channel dynamics or user asynchronism. Drawing inspiration from fractionally spaced equalization, we propose the fractionally chip sampled receiver and show that a FIR linear detector may be able to perfectly recover 3 N users.
Introduction
This paper considers the problem of demodulating digitally modulated signals in the presence of multi-access and multipath interference with a linear multi-user detector. Linear multi-user detectors for DS-CDMA systems have received increased attention due to their advantages of relatively low complexity over the optimal MLSE detector and significantly improved performance over the conventional matched filter detector.
In this paper we investigate the advantages of fractional chip sampling for linear multi-user detectors proposed in [6] where the sampling period of the receiver is some fraction of the chip duration Tc. Fractionally sampled equalizers (FSEs) for single user linear detection have been studied since the late 1960's and their desirable properties have led to several commercial applications [8] . The documented advantages of FSEs include robustness to timing phase errors [7] , the ability to effectively compensate for more severe delay distortion than a baud spaced equalizer [ 11, and the existence of FIR zero-forcing (ZF) solutions for data distorted by a FIR channel [3] . The necessary and sufficient conditions for the existence of FIR ZF solutions for a (single user) FSE can be summarized as 0 sufficient equalizer length, 0 subchannel disparity, and 0 no additive channel noise. This paper examines similar conditions for multi-user DS-CDMA communication systems. In particular, we focus on deriving a length condition necessary for the existence of ZF solutions which, in the absence of noise, perfectly recover the transmitted symbols by completely canceling all multi-access and multipath interference. The derived length condition indicates that FIR linear detectors with chip rate sampling are unable to perfectly recover K 2 N users in the presence of multipath channel dynamics or user asynchronism. Our necessary length condition also implies that FIR fractionally chip sampled multi-user detectors may be able to perfectly recover transmitted symbols from K 2 N users.
Simulation results verify the analysis and additionally demonstrate that fractionally chip sampled multi-user detectors may also provide significant performance advantages in the presence of additive channel noise.
Discrete Time System Model
Consider the baseband asynchronous DS-CDMA system model shown in Figure 1 . Let N represent the spreading gain common to all users and assume the spreading codes are periodic with period N . Let h ( k ) ( t ) represent the combined system impulse response of the pulse shaping filter, the kth user's (fixed or slowly time varying) channel, and the receiver input filter The baseband signal r(t) at the in- where u z p represents the spread (and oversampled) discrete information bearing sequence of the kth user, T, is the chip duration, T(") E [0, NT,) is an arbitrary delay with respect to some reference, w(t) is the aggregate additive channel noise, and 4(t) is the impulse response of the receiver input filter. Note that u z p = 0 for l / P $ ! Z where Z denotes the set of all integers. The output of the sampler may then be expressed as
where O(nTc/P) represents the sampled receiver filtered aggregate channel noise. = (a'") + a(")) T c / P where a(') anda") represent the integer and fractional number of samples in the delay, respectively, we can rewrite (2) as
Denoting the kth user's symbol delay as T(")
Note that there are exactly L terms in the inner summation and approximately 9 of these terms are zero since Given a linear detector f with N j < 0;) taps, (4) enables us to directly express the output of the linear detector in terms of finite dimensional linear operators on a vector of source symbols. The linear detector output may be expressed as y(n) = fTr(n) where r(n) = [T,, ~~-1 , .
. . , r , -~~+ l ] and rn = r(nT,/P). In light
where u(")(n) is the kth user's a(")-sample delayed vector of (oversampled) chip rate information constructed from
(4). In general, H(") has the Toeplitz form
Recognizing that dk) (n) may be formed from a linear combination source symbols, we can rewrite ( 5 ) as
where C(") is the map from the kth user's symbol sequence eral, C(') has the form
In gen-1 where c(") is a column vector of length N P representing the kth user's (oversampled) spreading code. The expressions c(") and C(k) denote spreading codes which may be upper or lower-truncated, respectively, due to user asynchronism and the finite observation interval. Finally, constructing a user-ordered stacked source vector
we canrewrite (6) as
-
where
Common Linear Multi-user Detectors
Given the discrete time linear model in (7) it is straightforward to write expressions for zero-forcing (ZF) and minimum mean square error (MMSE) detectors under arbitrary asynchronism and multipath channels. We have intentionally avoided deriving the "decorrelating" detector since it is conventionally defined without consideration for multipath interference. The ZF detector may be viewed as a generalized decorrelating detector that completely cancels the effects of both multi-user and multipath interference [2] .
Given a desired user k and symbol delay 6, a ZF detector is defined as any element of the set {f : fTr(n) = d k ) ) ( n -6)). Let Q = E:='=, Q ( l c ) represent the total number of symbols in the observation interval or, equivalently, the number of columns in H. The ZF detector exists for all k and 6 if and only if the span of the columns of HT is all of RQ . Since H E RNf then this condition is equivalent to requiring that rank(H) = Q or H must have full column rank. Under this assumption, the unique minimum norm ZF linear detector may be written as where e k , 6 is a column vector with all elements equal to zero except a value of one in the position corresponding to the s(")(n -6) position in s(n) and t denotes the MoorePenrose pseudoinverse.
Given a desired user k and symbol delay 6, the MMSE detector is defined as Assuming that the source symbols are BPSK and i.i.d., (7) leads to a straightforward closed form expression for the MMSE detector:
where RGG is the autocorrelation matrix of the receiver filtered noise.
System Matrix Dimensional Analysis
This section applies the previous development of the discrete time model to analyze the effects of linear detector length ( N f ) on the existence of ZF solutions for f. To be specific, we will require that ZF solutions exist for all 6 = 0,1,2, ..., Q ( k ) -1 for each k E { 1,2,. . . , K}. Since these ZF detectors exist if and only if H has full column rank, we recognize that a necessary condition for full column rank is that H must be "tall" in the sense that it must have at least as many rows than columns. We note that the tall condition is not sufficient for full column rank in the same sense that length conditions are not sufficient for the existence of zero-forcing FSEs for single user equalization.
Inspection of the individual users' sub-system matrices H(')C(') allows us to express the number of columns per user as
where l(lc) E {0,1} is a term representing the effects of user asynchronism on H. To be precise, l(k) = 1 is equivalent to the condition that the kth user contributes an additional column to the system matrix by having an additional symbol in the observation interval when compared to a synchronized user. As an example, Figure 2 shows a two user asynchronous scenario where 1(l) = 1 and 1@) = 0. Note that the overlap in the bits is due to multipath channel effects when L > 1. In the synchronous case l ( k ) = 0 V k and in the asynchronous case l(') is a fimction of T(*), N , P , L, and N f .
The exact expression for 1(') is not required to develop the necessary length condition.
It follows directly from (8) that the "tall" condition necessary for full column rank may be stated as
(9)
We consider the implications of this result in the following examples.
Examples
1. Consider the conventional case with no multipath ( L = l), chip-rate sampling (P = l), and synchronous users ( l ( k ) = 0 Vk). If the number of users equals the spreading gain (K = N) then (9) reduces to which is satisfied when Nf = N (or any positive integer multiple of N). This agrees with the well known result for decorrelating detectors [4] where the decorrelating detector is realized as a bank of code matched filters X followed by the inverse of the K x K matrix R of cross-correlations between spreading codes, i.e., y ( n ) = R-IXr(n). Since R-'X has dirnensions K x N , it follows that the decorrelating detector is equivalent to an N-tap, chip-spaced, linear filter for each user. If the spreading codes are linearly independent then the decorrelating detector achieves perfect symbol recovery and is equivalent to a ZF detector.
2: Consider the previous case with the addition of multipath channels (L > l). When the number of users equals the spreading gain (9) reduces to which implies that no finite value for Nf can cause H to be tall. The failure to satisfy this necessary condition implies that FIR ZF detectors do not exist for K = N synchronous users in the presence of multipath interference with chip rate sampling.
3. Consider the first case with the addition of user asynchronism such that 1(*) = 1 for at least one user. When the number of users equals the spreading gain (9) reduces to which implies that no finite value for N f can cause H to be tall. Again, the failure to satisfy this necessary condition implies that FIR ZF detectors do not exist for K = N asynchronous users with chip rate sampling.
4. Consider the case of an oversampling receiver with P = 2 and K = 2N -1. Note that the number of users is greater than the spreading gain. Assume further that the users are asynchronous. In this case, we can manipulate (9) to write
where ["~~;'l = NP + & a n d y E {0,1,. . . , N P -1). Observe that even for worst case asynchronism, Nf is finite for N < 00 and L < 03.
The next section verifies these results with simulations and demonstrates that, in addition to the aforementioned desirable properties in a noiseless scenario, the fractionally sampled receiver may provide improved performance in the presence of additive channel noise as well.
6. Simulations Figure 3 shows a comparison between MMSE solutions for T, and T,/2 sampled linear detectors in a noiseless, synchronous communication scenario with multipath interference. To provide a fair comparison, the channel delay spread is fixed at [0, 14T,) which implies that L = 14 and L = 28 in the T, and T,/2 sampled simulations, respectively. The transmit filter is assumed to have square root raised cosine spectrum with excess bandwidth 0 = 0.2 and the propagation channel coefficients are random. The receiver input filter is an ideal low pass filter with cutoff &.
The length N = 8 spreading codes are also random (with elements in { -1, +l}). The linear detector length in both cases is Nf = 32 which satisfies the length condition in (9) for the T,/2 sampled receiver. Observe that the TJ2 sampled linear detector is able to perfectly recover the symbols of all users at all delays implying that the linear detector completely canceled both multi-user and multipath interference. Inspection of the system matrix confirmed that full column rank was achieved for the fractionally sampled receiver and that ZF solutions exist for all users at all possible delays. The T, sampled detector exhibits considerably worse performance since the system matrix is not full column rank for any finite choice o f N f w h e n K = N a n d L > l .
Note that the MMSE solutions may be indexed by user and delay, i.e., MMSEk,a = E (Idk)(n -6) -y(n)I2)
where y(n) is the output of the appropriate MMSE linear detector. We will use this notation in the next simulation. This simulation provides evidence indicating that T,/2 sampled receivers may achieve better MMSE performance than T, sampled receivers in the presence of additive channel noise, but only for larger values of N j . The relatively poor performance of the fractionally sampled receiver for small values of N j is due to the fact that, for a fixed value of N j , the observation interval of the T,/2 sampled receiver is half that of the T, sampled receiver. In this simulation, values of N j < 42 cause the T,/2 sampled receiver's observation interval to not contain even one full bit (including multipath) from a synchronous user. Also note that this simulation suggests that the effects of asynchronism on averaged delay-optimal MMSE performance are almost negligible for both T, and T,/2 sampled receivers.
Conclusions
In this paper we have explored the concept of fractional sampling to improve the performance of linear multiuser detectors for DS-CDMA communication systems. The analysis has shown that fractionally sampled receivers of sufficient length satisfy a necessary condition for the existence of zero-forcing solutions under conditions where no FIR solution exists for chip rate sampled receivers. Furthermore, simulations in the presence of additive channel noise indicate that fractionally sampled receivers may also offer improved MMSE performance over chip rate receivers.
The "robustness to timing phase errors property" of single user FSEs was not explored in this paper for fractionally sampled multi-user detectors and remains an open research topic. Necessary and sufficient conditions for the existence of FIR zero-forcing solutions in DS-CDMA communication systems with arbitrary asynchronism and multipath channels are also a topic of current research.
