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Abstract
As space becomes more and more crowded, the probability of collisions between space
debris and active satellites or manned space missions increases. Active space debris
removal missions are being planned to remove the most dangerous objects from earth
orbit, however the planning of such missions requires many properties of the target ob-
ject to be known.
Ground-based observations might be able to yield these properties. In this work, a sim-
ple mobile observation system is assembled and programmed to perform passive optical
tracking. The final configuration of the system is capable of performing measurements,
tracking and creating light curves.
It becomes clear that the tracking accuracy of the mobile system is limited primarily by
the pointing precision. Influences seen in the light curves such as the additional atmo-
spheric attenuation for larger zenith angles can be eliminated if necessary by calibrations,
although it is unclear whether the obtained light curves can be used for fingerprinting.
The capabilities of the system are proved by evaluating the rotation period of Cosmos-
2375.
Through the use of a CMOS sensor with Bayer filter, the reflected signal of the observa-
tion target can be measured at three different wavelengths. Although no reliable results
could be drawn from the multispectral observations in this thesis, the recurring signal
peak that is solely visible in the red color channel of the observation of Cosmos-2375
warrant further investigation. An inexpensive, simple system such as the presented one
may increase the accuracy of future space debris observations.
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1. Introduction
Since the middle of the last century, humanity has been interested in the use of space.
The launch of Sputnik 1, the first man-made earth satellite, initiated the era of space-
flight on October 4, 1957. The development of new satellite technologies was fueled by
the political tensions of the time. During the 80s and 90s, sometimes more than hundred
rocket launches per year brought new satellites into space.[1]
Over sixty years of space utilization, objects such as used upper and transfer stages,
dead satellites and slag particles from solid rocket propulsion systems have accumulated
in all orbits around the globe.[2, p. 16 ff.] SATCAT is a catalog of launched payloads
and debris objects that listed a total of 18,808 man-made objects in Earth orbits in
November, 2017. All these objects move with hypervelocity and only 1,916 of them are
active.[3]
As the number of objects in orbit increases, so too does the probability of collisions
occurring between two objects. With increasing frequency, satellite operators are re-
quired to perform debris avoidance maneuvers. One of the most prominent incidents
was the collision of Iridium 33 with the inoperative satellite Cosmos-2251 on February
10, 2009. The collision produced almost 2,000 fragments whose contribution can be seen
in Fig. 1.1.[4]
Figure 1.1.: Concentration of cataloged objects in LEO.[2, p. 15]
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All orbital objects of more than a few centimeters in diameter pose a threat to other
active satellites or manned space missions due to their high velocity. Thus, collisions are
natural self-energizing generators for new debris. Models of future development have
shown that atmospheric drag is insufficient to prevent a runaway process (known as
’Kessler Syndrome’) in highly populated orbits.[5] Especially the orbits at a height of
800 km and 1500 km are affected, as these are some of the most densely populated areas.
Protected zones have been defined in response to the increasing risk of collision. For
satellites in these zones Fig. 1.2, certain guidelines have been established to suppress
further exposure to objects. The guidelines include post-mission passivation operations
and successful removal from protected regions within 25 years after end-of-life.[6][2, p. 21]
For satellites in GEO raising the orbit into a graveyard orbit is the only feasible option.
Satellites in LEO have the additional option of performing a de-orbiting maneuver to
re-enter Earth’s atmosphere.
Figure 1.2.: Definition of the protected orbits. Region A is the LEO region and Region
B is the geosynchronus region. [6]
Active debris removal (ADR) and on-orbit servicing for satellites are topics of current
research.[7] ADR missions to de-orbit large pieces of debris, which pose the highest col-
lision risks, are under consideration. Such missions would require precise information
about the target, such as orbit properties, rotation frequency, rotation axes and used
materials.[8]
The US Surveillance Network created and maintains a catalog of orbital objects in Two
Line Element (TLE) format by using radar measurements.[2, p. 47 ff.] Each object in
space has its own TLE entry in the catalog. As the TLE of an orbital object consists
of several parameters that describe the object’s trajectory, its position can be predicted
for any given time based on the associated TLE. The TLE catalog is frequently updated
and can be downloaded from the internet.[9]
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For more detailed information about orbital objects, optical methods are used. Based
on the position of the observer and the TLE data of the desired object, its trajectory
in the reference frame of the observer can be predicted for an upcoming pass. This is
then observed and tracked with a telescope. Active optical tracking is done by satellite
laser ranging (SLR) stations which determine the distance between satellite and observer
station by performing lidar measurements.[10] Recording telescope images of the object
without an artificial source of light is considered passive optical tracking.
This thesis deals with the construction of a mobile system for passive optical obser-
vation. In the following it is referred to as Mobile Satellite and Debris Observation
System (MS-DOS). Compared to an satellite laser ranging (SLR) station, the used
equipment is less complex, less expensive and small-sized. Subject of investigation is
the suitability of such an observation system for tracking orbital objects. In the case of
successful tracking, the recorded data should be evaluated.
The time-changing brightness of an object can be extracted from the series of images
recorded during passive optical tracking. In the context of astronomy and space debris
observation, this dataset is known as light curve. Features and signal variations in a
light curve have been used to deduce particular properties of observed objects.[11]
Calibrating the measured signal to magnitudes, the observed signal amplitudes be-
come system-independent. This way, stereoscopic measurements with multiple observers
would be comparable and might yield further target specific properties. The develop-
ment of a suitable calibration process for the MS-DOS system is included in this thesis.
MS-DOS makes use of a color camera for tracking. Measurement of multiple wavelengths
might yield information about the reflecting surface. Satellite construction relies on cer-
tain materials that are qualified for use in outer space. Similar to the concept of star
color indexes and due to the given possibility of multispectral measurements, the ratio
of the different color channels of the camera should be compared.[12]
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2. Experimental setup
2.1. Hardware components
Figure 2.1.: The complete MS-DOS at observation site close to Stuttgart, Germany. The
hardware components are introduced in the next picture.
As shown in Fig. 2.1, the entire measuring system is built on a cart which is stabilized
by aluminum rails. A raised platform is in the middle on which the mount is installed.
(Fig. 2.2 provides a better view and shows the construction inside the cart.) Attached
to the cart are stilts to completely relieve the wheels and to further stabilize the system
when performing measurements.
Fig. 2.2 shows the technical components of the tracking unit with labels for the in-
dividual components. The mount is a German Equatorial Mount from Astrosysteme
Austria (ASA) called DDM60 Pro. It has a load capacity of 28 kg and uses differential
encoders. Together with the mobile usage of the system, the differential encoders make
it necessary to calibrate the telescope position before each series of measurements. For
more information, see Sections 3.2 and 3.3. The equipment of the mount also includes
a USB-stick with GPS capability for determination of time and location as well as the
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2.1. Hardware components
Figure 2.2.: Close up of MS-DOS with labeled components.
software package Autoslew for controlling the mount (see Section 3.2.1).
The mount is operated in conjunction with the ASA H200 Astrograph 8′′ f2.8, which
is a Newton telescope with hyperbolic mirror and a computer-operated focuser. As the
name implies, the telescope has an aperture of 200 mm and a focal length of 560 mm.
A Canon EOS 5D Mark IV is used to capture the images. It is an off-the-shelf digital
single-lens reflex camera (DSLR) released in September 2016. Compared to most cam-
eras that for astronomical purposes, this camera is cheaper and has a three-color Bayer
CMOS sensor (see Fig. 2.3). The sensor has 30 MP and a size of 36 mm× 24 mm, which
corresponds to an average pixel size of 5.4µm. The camera has an ISO standard range
of 100 - 32,000 and an adjustable exposure time between 125µs - 30 s.
The camera’s hot shoe is connected to a trigger-box, which triggers when a recording
is started. The trigger-box consists of a GPS receiver and an Arduino that returns the
time-stamp of the current GPS time when triggered. Thus, for each image the exact
time of the start of the recording is known, which is of importance for stereoscopic ob-
servations.
In the current configuration, the camera would bump against the mount in case of neg-
ative declinations. To prevent this, all telescope positions with negative declination are
excluded in the software (see Section 3.2.2).
Another optical system is attached to the plate on the back of the telescope. This
system consists of a PointGrey camera (GS3-U3-28S5M-C) and a zoom lens and is in-
tended to assist as finderscope for the main system. The camera has a 2/3" sensor
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Figure 2.3.: Principle of Bayer sensor: The photosensitive cells on the semiconductor of
a camera sensor can only detect brightness values. To obtain color informa-
tion, a tiny color filter in one of the three primary colors red, green or blue
is applied in front of each individual cell. In order to obtain the complete
color image, the missing brightness values of the pixels are determined by
digital image processing (different sorts of interpolation possible).[13][14]
(8.8 mm × 6.6 mm) and the focal length of the zoom lens is in the range of 12.5 mm -
75 mm, which are further specified in Section 4.2. The resulting values for the field of
view (FOV) and the resolution of the images are discussed in Section 4.1.1.
2.2. Measurement site
The Institute of Technical Physics is located in Building H at the German Aerospace
Center (DLR) site close to Stuttgart. Fig. 2.1 shows MS-DOS on the roof-deck of this
building, where all the measurements were taken. Thus, the observer position lies at
48°44′55′′ N, 9°6′9′′ E at an altitude of 511 m above the WGS84 reference ellipsoid.
The institute is roughly 6.5 kilometers outside the city center of Stuttgart (see Fig. 2.4).
Located even closer to Stuttgart is Uhlandshöhe Forschungsobservatorium (UFO), which
is a SLR station that is also operated by the Institute of Technical Physics.[15]
Fig. 2.5 shows the surroundings of the measurement site. In the north of the roof,
parts of the building greatly restrict the observable area of the night sky. The other
structure in the south, on the other hand, is a smaller restriction on the available field
of view, since the mount should not approach any negative declinations as described in
the previous Section 2.1. Due to the structures and the balustrade, observations below
8° elevation in the horizontal coordinate system are hardly possible.
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2.2. Measurement site
Figure 2.4.: Map of Stuttgart, Germany.[16] The position of the DLR Institute of Tech-
nical Physics is marked with a blue star. The red mark symbolizes a fur-
ther observation site of the institute, Uhlandshöhe Forschungsobservato-
rium (UFO).
(a) View to the north. (b) View to the south.
Figure 2.5.: Surroundings at the measurement site on the roof of the Institute of Tech-
nical Physics, German Aerospace Center (DLR) Stuttgart.
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3. Software
3.1. OOOS
Managing the tracking and observation process of an orbital object is a complex task. In
order to control a SLR station like UFO, the software tool Orbital Objects Observation
Software (OOOS) was created by the Institute of Technical Physics at the DLR site in
Stuttgart. It is a collection of Python scripts, designed to control a complete SLR station
and capable of including new processes and hardware elements. Further improvements
will be implemented with the goal of achieving autonomous operation.[17]
The current state of development allows full operation of UFO and over the past year
new elements have been added that are crucial to the operation of MS-DOS. The
elements described in Sections 3.2 to 3.4 are directly integrated into OOOS, while the
LightCurveMaker2 (LCM2) module in Section 3.5 is a stand-alone program, which can
be used to analyze the obtained image data.
As displayed in Fig. 3.1, the GUI of OOOS can be connected to various subprograms
which are dedicated to control the needed hardware components for different tasks. A
scheme of OOOS’s information and data managment is given in Fig. 3.2.
Figure 3.1.: Hierarchy of OOOS: control and interaction diagram. Depending on the
measurement, the central GUI can be connected to its Daemons, which
communicate with the hardware via interfaces. [17]
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Figure 3.2.: Information exchange in OOOS environment. OOOS-Config stores param-
eters and settings, while in OOOS-data contains all the measurements from
basic images to final analyses.
3.1.1. OOOS-Config and TLE
In OOOS-Config all the information is stored which is needed in OOOS. It is divided
into measuring system settings ("system"), hardware ("hardware") and software param-
eters ("software"). The hardware parameters store important information such as the
maximum velocity and acceleration of a mount (see Section 3.1.4).
As mentioned before, the latest TLE catalog is available on different websites in the in-
ternet. The user’s login data for the website Space-Track.Org [9] are stored as software
parameters in the local version of OOOS-Config. The TLE catalog should be updated
at the beginning of each series of measurements. The further apart the TLE epoch and
the requested point in time, the greater the uncertainty of the position that is calcu-
lated based on the TLE. After a few days, the actual position of the orbital object may
already vary so much from the calculated position, that the target might no longer be
in the FOV.[18]
3.1.2. OOOS-data
In OOOS-data the storage of recorded measurement data is organized. The data is sorted
into folders where the first one is named after the date of measurement. The folder 2018-
02-25 contains all measurements taken between 2018-02-25 08:00 UTC and 2018-02-26
08:00 UTC. The time interval is chosen this way to ensure that all measurements of one
night are gathered in one folder.
The subfolders are the individual run folders and labeled as "runXXXX". Every time
a new observation target is selected in OOOS, a new folder is created. Each run has a
fixed substructure consisting of:
• datalog: Every log of the system is placed here. It contains, for example, the
trajectory of the complete run, the log of the actual position in different coordinate
systems, the offsets etc.
• info: The info folder contains information files for the target of the run, the
pointing and for example the number of taken images. A whole copy of OOOS-
config at the time of measurement is saved as well
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• results: Output of oﬄine analysis of the run is placed here
• telescope-images: All images taken with the tracking camera are saved here in
FITS format (more on this in Section 3.4)
• profiles, sequences, transmitter-images: Folders that are not of interest for
MS-DOS
3.1.3. Planning
Considering the eclipse and the objects height above the horizon, OOOS calculates the
visibility of the possible targets, sorted according to their type (orbital objects, stars,
planets etc.). The planning menu allows to queue multiple observation targets in one
observation list. Assigned to the targets are time slots given as start and stop in UTC.
When the complete automatization level is chosen, OOOS starts a new run when the
observation start time is reached and tracks the current target until the observation time
expires (see Section 3.1.4). This way, observations can be planned and scheduled for the
whole night.
3.1.4. Tracking an object
Assuming a run on the star Vega is started in OOOS, the slew to Vega is calculated as
trajectory. For this purpose the star’s J2000 coordinates are converted into a current
position (h, δ). As the current position of the telescope is taken at the same time, the
start and end point of the trajectory are known. The aforementioned maximum velocity
vmax[◦/s] and maximum acceleration amax[◦/s2] are obtained from OOOS-Config. Based
on the start and end position as well as the boundary conditions in form of vmax and
amax, a trajectory is calculated. A trajectory consists of a series of points, where each
point consists of a position and the timestamp when the mount should be at that posi-
tion. Due to the boundary conditions, the approximate duration of the movement can
be calculated, which in turn allows the proper movement of the target to be taken into
account.
Assuming Vega is on the current pierside of the mount, a trajectory is then calculated
which uses the shortest route to the destination. The telescope interface takes the tra-
jectory points and calculates the angular velocity with which the axes of the mount must
be moved.
Given the case that Vega is on the other side of the pier, a pier flip will be performed
first. The mount is driven to a declination of 90°, then rotated around the HA axis till it
matches h of the star, and from there to the desired declination δ. The individual axes
are moved one after the other during the pier flip to prevent the hardware elements on
the mount from crashing against the tripod.
The trajectory calculator is still active throughout the whole run and, due to the move-
ment of the target, continuously calculates new adjusted trajectory points for the mount.
As soon as the deviation between current target and telescope position falls below a limit,
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the camera starts to take pictures (more on this in Section 3.4).
The procedure for tracking an object of a different type is quite similar to the example
described above. For each target that is known in OOOS there is data regarding its po-
sition and proper motion. Despite the fact that the data is available in different forms,
it can always be converted into a current position (h, δ) for the purpose of tracking. For
example, stars are known through their entries in SKY2000 Star Catalog (Version 4),
while satellites and space debris objects can be tracked with OOOS based on the TLE
data provided by the United States surveillance network.[SKY2000MasterCatalog]
In the observer’s horizontal coordinate system all of these targets might have different
velocities, but the tracking approach is the same.
3.1.5. Closed-loop algorithm
An image analysis process is embedded in OOOS. The recorded images are scanned
online for bright pixels which enables the measurement of an object’s shift in the image
position for a known movement of the mount. On supplying the current declination of
an image, the transformation can be performed in both directions.
The Closed-loop algorithm (CL) is a PI controller. A set of parameters (minimum
size, sigma above mean, maximum eccentricity) ensures that the user’s desired object
is recognized and selected as target (see Section 3.5). Corrections are applied to the
mount axis based on the target’s deviation from the center of the image, the observed
declination and the specified control loop parameters. After slewing to the new position,
the next image is evaluated with respect to the target’s remaining deviation. CL is an
iterative process which can drag an object from any point in the FOV into the center of
the image (see Fig. 3.3).
Figure 3.3.: Pulling Arcturus into the center of the field of view with the Closed-loop
algorithm (2018-05-05, run0002, images 61, 63, 71 and 89). The red circle
marks the image center, while the blue circle is drawn around the structure
detected by the image analysis process. The blue circle was highlighted
afterwards for better visibility.
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3.2. Telescope-Interface
3.2.1. Autoslew and ASCOM
The ASA mount DDM 60 Pro comes with a control software called Autoslew. Autoslew
is a handy tool for simple control of the mount (see Fig. 3.4). Functions such as check-
ing the weight distribution when balancing the two axes are very practical to ensure
a smooth observation routine. Furthermore, the ASA software ACC for adjusting the
focuser is useful for setting up an optical observation system. However, since the mount
is also supposed to be used for observing arbitrary orbital objects, an interface had to
be created to control the mount via OOOS.
Figure 3.4.: Interface of ASA’s software product "Autoslew" for controlling telescope
mounts.
The ASA mount can be connected via ASCOM, where Autoslew serves as a COM
object. ASCOM is language-independent interface for most astronomy devices that
connect to Windows computers. The connection is then established by passing the
program AstroOptikServer as a client to the Python module win32com. The mount can
now be operated by using ASCOM commands.
At the beginning Autoslew needs information about its starting position and its axis
speed. The ASA mount has direct motors, which is why the angular velocities of the
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two axes are automatically measured at start-up as a function of the applied voltage. To
determine the actual position, there is a reference mark on each axis which is registered
very precisely when passing them. If the command HomeFind is given, the mount will
try to find the reference marks by turning the axes a few degrees one after the other in
both directions.
The reference marks are located near the parking position of the mount. In the parking
position the telescope is located west of the mount and looks straight to the zenith (see
Fig. 2.1).
Assigned to the reference position are celestial coordinates, which can be adjusted if
necessary. Due to the differential encoders, the returned coordinates of the telescope
position are determined by the offsets of the reference position.
In addition to the HomeFind command in the startup procedure, the telescope interface
uses the Park command to automatically move the telescope to the parking position when
disconnecting from OOOS. The most important commands for controlling the mount are
the communication of the desired angular velocities on both axes and the request of the
current coordinates and pierside. These commands are defined by ASCOM and they
ensure that the alignment of the mount is known in OOOS at any time.
In addition to the normal tracking procedure described in Section 3.1.4, there is a PI
controller that checks throughout the run whether the trajectory points were approached
at the right time. The control loop adjusts the velocity which is calculated from the
trajectory points.
These corrected angular velocities are then sent to the Autoslew program, which in turn
ensures that the motors are supplied with the required voltage.
3.2.2. Exclusion regions
In the current configuration of MS-DOS with the Canon camera close to the mount,
negative declinations cannot be observed. For this purpose, the system of specifying
exclusion regions for individual mounts is added to OOOS. Trajectories which lead into
a mount’s excluded region are put on hold at the border of the defined region. This
way, the mount can track an object as soon as it leaves the exclusion region without
terminating the current run.
3.3. Pointing
3.3.1. Pointing model
During the construction and installation of a telescope, errors occur that cause the
object you want to observe to not be in the center of the field of view of the telescope.
Especially in the case of MS-DOS, which is moved between each observation night,
the target might not be in the telescope’s field of view and can only be found due to
the finderscope. These pointing errors must be compensated by correcting the nominal
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coordinates h and δ (see Eq. (3.1)). [19]
h′ = h+ ∆h(h, δ)
δ′ = δ + ∆δ(h, δ)
(3.1)
with: h = true hour angle of object
δ = true declination of object
The pointing model ensures that the telescope is precisely aligned and that the object
is as close as possible to the center of the field of view. Therefore, the pointing model’s
adjustment should be as consistent as possible with the necessary corrections of the ce-
lestial coordinates, ∆h and ∆δ. When tracking orbital objects, the background seen in
the images is constantly changing. Especially under these circumstances precise pointing
makes it easier to identify faint objects.
In a classical pointing model there are six basic parameters. They are the static setup
errors that can occur with an ideal telescope and are therefore referred to as geometric
parameters. Both equatorial and azimuthal mounts have a set of six geometric param-
eters that are used to compensate the misalignment of the mount. Table 3.1 lists the
geometric parameters of an equatorial mount.
If systematic deviations are still noticeable after applying this set of parameters, the
name description ∆h term ∆δ term
IH h index error IH
ID δ index error ID
CH collimation error CH sec(δ)
NP h/δ non-perpendicularity NP tan(δ)
MA polar axis left-right misalignment −MA cos(h) tan(δ) MA sin(h)
ME polar axis vertical misalignment ME sin(h) tan(δ) ME cos(h)
Table 3.1.: List of the geometric parameters for a classical equatorial pointing model.[20]
classic pointing model can be extended by additional parameters. A wide range of pa-
rameters with predefined correction terms can be found in literature. As each telescope
has different site conditions and errors, it is also possible to define arbitrary parameters
with new correction terms for special cases.[20]
In the case of the classic equatorial pointing model, the deviation in h depends on five
unknown variables, whereas the deviation in δ has three variables (see Eq. (3.2)). To
fully determine this system of equations, at least five stars have to be used to measure
their deviations. The axis which has more dependencies dictates the minimum num-
ber of stars that have to be investigated. Respectively, the more complex the pointing
model, the more stars are necessary to determine its parameters.
∆h = IH + CH sec(δ) + NP tan(δ)−MA cos(h) tan(δ) + ME sin(h) tan(δ)
∆δ = ID + MA sin(h) + ME cos(h)
(3.2)
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3.3.2. Pointing model in OOOS
In order to apply pointing models in OOOS, a Python class called PointingModel was
created. In this Python class any pointing model parameter (from literature and even
custom definitions) can be used. As shown in Table 3.1, these parameters have a unique
name, a description and correction terms for all axes to which they are applied.
A new pointing model is created by passing a file with measured values (h/δ), (∆h/∆δ)
to the class and specifying which parameters should be used for the new pointing model.
Assuming M parameters are used and the file originates from the measurement of N
stars, then there are N observed deviations (∆h/∆δ) that are used to fit the pointing
model. The M values of the pointing model parameters will be calculated using the
least square method. The function f in Eq. (3.3) has to be minimized to obtain the best
pointing.
f =
N∑
i
√
(∆hmeas −∆h)2 + (∆δmeas −∆δ)2 (3.3)
with: ∑Ni = sum over all N stars (for different (h/δ))
∆hmeas = ∆hmeas(h, δ) = measured deviation, ∆δmeas analog
∆h = ∆h(h, δ, pj, ..., pM) = fitted pointing model deviation, ∆δ analog
Examples and plots of pointing models which were used are provided in Section 4.3.2.
Finally, the deviation ∆h or ∆δ for any position in the horizontal observer system can
be obtained by just passing the according celestial coordinates (h/δ) to the pointing
model class. The implemented pointing models are used to correct the positions in a
given trajectory (see Section 3.1.4).
3.3.3. Telescope pointing interface
As described in Section 3.3.1, it is essential that a pointing model is created ahead of
the actual observations to allow successful tracking of orbital objects with MS-DOS.
The telescope pointing interface is an extension to the telescope control in OOOS in the
form of a GUI. It is designed to automate the different steps in the process of creating
a pointing model. Fig. 3.5 shows the layout of the telescope pointing interface.
On the interface, a desired number of stars can be set for a certain magnitude range. By
executing the function "Select stars for calibration", all stars in the star catalog that are
in the specified magnitude range and currently visible to the mount (10° over horizon,
not in Exclusion Region), are listed. If less than the desired number of stars are visible,
the magnitude range will gradually expand downwards until the specified number is
reached. If too many stars are available, the stars with the shortest distance to their
next two stars are removed one after another. At the end the predefined number of stars
remains. The quality of the distribution in the night sky depends on the given set of
parameters.
When activating the function "Make runs with", the selected stars are automatically
approached and images are taken. Using the previously selected method, the deviations
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∆h and ∆δ of the star from the approached position can now be determined. The
Closed-loop method (Section 3.1.5) is useful when the pointing is so precise that the
stars are already in the field of view of the main telescope. If this is not the case, the
method "Astrometry" should be selected. This method uses the taken images and the
approximate orientation of the telescope to determine the celestial coordinates of the
center of the images via PinPoint Astrometric Engine by DC-3 Dreams. It requests
the resolution of the image in FOVpixel (Section 4.1.1) and a search center in J2000
coordinates in addition to the image itself. The star constellations found in the image
are compared to cataloged stars in a certain range around the search center. Therefore,
the approximate orientation of the telescope needs to be known beforehand. When the
stars in the image can be matched, the difference between the celestial coordinates of
the image center and the star position is applied as an offset to the trajectory.
The duration of a run is fixed and can be set in the GUI. After the time has elapsed,
the observed star is in the middle of the images and both sets h′, h,∆h and δ′, δ,∆δ are
saved.
In order to be able to flexibly access old as well as new measurements, there is the
function "Load stars from". All runs on stars made during the selected night will be
displayed with the additional option "Use for PM" on the far right of the list.
The method "Generate pointing files" generates a text file with the values (h/δ), (∆h/∆δ)
of the runs that are marked as "Use for PM". The method "Make pointing model" makes
use of the class PointingModel to calculate a pointing model based on the previously
generated file. Used are the pointing model parameters which are currently applied to
the connected mount and deposited in OOOS-Config. After performing the fit, there
are new values for the pointing model parameters available.
The parameter values in the OOOS-Config section of the connected mount can then be
updated to the new values via "Write to config". At the next restart of OOOS, these
parameters are used for the pointing model that will be applied to the trajectories.
3.4. Camera-Interface
format image size in pixels
RAW / JPEG L 6720×4480
mRAW 5040×3360
sRAW 3360×2240
JPEG M1 4464×2976
JPEG S1 3360×2240
JPEG S2 1696×1280
Table 3.2.: Available outputs
Many camera manufacturers provide a
software development kit, abbreviated
SDK, for the software-based control of
their cameras. Typically an SDK includes
one or more APIs, programming tools,
and documentation. Every SDK has its
own concept for controlling the hardware.
Accordingly, an SDK may be suitable for
different applications in different ways. In
the case of Canon, there is an official SDK
called EDSDK that can be used in com-
bination with most of their products.
The Canon camera supports a variety of
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output formats shown in Table 3.2. It can deliver images in both JPEG and canon
raw image (CR2) format. Working with JPEG images is not an option in the case of
MS-DOS. JPEG is a lossy compression of images which is applied to achieve a reduction
of the acquired memory capacity when storing them. The compression results in a loss
of information that interferes with the subsequent calibration to apparent magnitudes.
This is why raw images are used here. The CMOS-sensor output is a 12 bit RGB signal.
As mentioned in Section 2.1, the CMOS-detector has a size of 36× 24 mm and a pixel
size of 5.4 µm, thus having 6720 × 4480 pixels in its biggest format (RAW). In the end
the sRAW format ("RAW with initial binning 2") was chosen because it occupies less
space on the hard drive and the further processing steps are a lot faster than for a full
sized RAW image.
3.4.1. Capturing images with EDSDK
In the following, the control of the camera using the EDSDK will be explained. First, the
camera is found by its COM connection and then integrated into a computer-controlled
session. Once the camera is integrated in a session via the created camera interface, it
can be controlled directly by OOOS. This includes sending commands but also setting
and querying camera parameters.
To capture an image, parameters like the shutter speed and ISO are set first and then
the command to trigger is sent. At the same time, further image parameters such as the
name of the camera from the camera interface or the current celestial coordinates from
the telescope interface are buffered in OOOS. These parameters include all the informa-
tion needed to evaluate the data, for example, the GPS time of the trigger module as
described in Section 2.1.
There are two more parameters for the camera, the region of interest (ROI) and the bin-
ning factor bn, that determine the desired region and resolution of the image. Only this
specified region is later saved in the FITS images which are subsequently processed by
OOOS while the rest is discarded. In the optimal case, these parameters can directly be
passed on to the camera via SDK to obtain the desired array from the sensor. However,
due to the concept of EDSDK an image must first be completely saved as a CR2 file
before the data can be accessed. Even if only a small part of the image is needed, a lot
of unused data has to be processed and the following steps take unnecessarily long.
Once the camera has finished exposing and reading the sensor, the image data is stored
on the host computer via a file stream. For an image with one second exposure the
download starts 1.6 s after the capture has been triggered, indicating that the processes
subsequent to the end of exposure (e.g., reading the sensor) take roughly 600 ms. Due
to the USB 3 connection, the download of a typical sRAW image with about 10 Mbytes
is performed within 0.4 s.
Once the image is stored to the hard drive, the camera is able to start the exposure of the
next image and another thread is responsible for processing the latest raw image. This
process saves the data array of each image in FITS format and subsequently adds the pre-
viously chached parameters as header information.
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Figure 3.6.: Process of saving cap-
tured images.
To obtain data arrays from the stored sRAW im-
ages, the module rawpy is used. This is a Python
module that can read CR2 formats and returns
a 3D array after applying a post-processing func-
tion to the raw data. The parameters for the
post-processing are chosen in such a way that
the conversion of the sRAW image is linear and
the 12 bit camera pixel values are adjusted to
16 bit color information on each channel. Ad-
ditionally, the conversion makes use of the adap-
tive homogeneity-directed demosaicing algorithm
to calculate the missing pixel values due to the
Bayer pattern.[21] To avoid misunderstanding,
from now on the output of a pixel is described
as Analog Digital Unit (ADU). This results in an
output array with 3660 × 2240 × 3 entries and
ADUs in the range of 0 to 65535. Opening a
sRAW image with 10 Mbytes takes around 600 to
800 milliseconds, strongly depending on the size
of the array inside the CR2 image. Unlike the
CR2 format, FITS images are easier and faster
to open.
The aforementioned region of interest and binning are applied in the next step. This
means the unneeded part of the image can be discarded in case of the Canon camera.
The ROI (e.g., 1000× 1000) defines the number of the innermost pixels taken from the
middle of the image array. After that, the binning factor bn is applied to the region
of interest, reducing the noise level and the size of the final FITS image by taking the
average over bn × bn pixels. For more information regarding the field of view, see Sec-
tion 4.1.1.
The image information is now available with all additionally stored parameters as a
FITS image and can be used for later analysis. These images are stored in the data
folder of OOOS.
3.5. LightCurveMaker2
The GUI LightCurveMaker2 (LCM2) is intended to evaluate images taken with OOOS.
If a run folder is selected in LCM2, all FITS images that are in that folder will be
rendered in a list. On selecting an image in the list, it will be displayed in the view-box
on the left and analyzed. LCM2 works with a modified version of the image-analysis-
process, which is already used in OOOS (see Section 3.1.5).
The first step in image analysis is to read in the data array as well as the header of the
image. The next step is to determine the background. For this purpose, the median is
determined from the ADU distribution of the entire image area. A histogram is created,
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Figure 3.7.: Shown is the GUI of LightCurveMaker2. The selected example is the green
color channel of the 67th image taken at this specific run. All following
figures in this Section are concerning this image.
Figure 3.8.: Histogram of the green color channel of an image. Integrated in the plot is
the fitted Gaussian curve with the amplitude A, the mean value µ and the
standard deviation σ. Output of LCM2 →Image Info →Hist/Noise.
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which contains all ADU values between 0 and roughly twice the median. For a typical
picture of MS-DOS in the resolution 600 × 600 pixels, more than 99.5 percent of the
ADUs are recorded in the histogram. A Gaussian curve is fitted to the histogram, which
yields the mean µ and the standard deviation σ of the image background.
The main purpose of LCM2 is to detect the target in an image. In order to be able to
restrict and influence the search for the target, the following parameters are used:
• x: center coordinate of search area (shifted from the image center)
• y: center coordinate of search area (shifted from the image center)
• R: radius of search area
• Min. size: number of contiguous pixels, current value referred to as Nmin
• Sigma: specifies sigma above mean, current value referred to as sig
• Eccentricity: maximum eccentricity, current value referred to as Emax
x, y and R determine the search area, which is illustrated by the green dashed circle
in Fig. 3.7. First, sig is used to determine the threshold ADUmin = µ + sig · σ. The
(a) Magnified view of the image presented in the
LCM2 GUI in Fig. 3.7.
(b) Bool image of the target (number of pix-
els on both axes) is created by applying
the threshold ADUmin = µ + 3.0 · σ =
2434.8 to the original image.
Figure 3.9.: Detection of structures with LCM2. Especially the determination of the
target structure is complicated with MS-DOS images as the target consists
only of a few pixels due to the focal length of 560 mm.
image is then scanned for locations where several contiguous pixels are brighter than this
threshold ADUmin. The detection algorithm works similar to Fig. 3.9b. These groups
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of contiguous pixels are referred to as structures, which have certain parameters such
as center of gravity, maximum pixel brightness, size, etc.. Of the structures found, only
those are saved which fulfill the following conditions: they must consist of more pixels
than the minimum size Nmin, they must lie within the defined search area and must
not exceed the maximum eccentricity Emax. From the set of structures that meet the
requirements, the one containing the largest maximum ADU is selected and declared
as the target structure. In most cases, the tracked object can be found in this way, as
other light sources, such as stars, degenerate into streaks due to the tracking movement
during the exposure time. If the correct target is still not found, the user can manually
select any location in the image and set it as the target structure. The blue circle in
Fig. 3.9a indicates that a target structure is found.
Another parameter can be set in LCM2 for the process of determining the brightness of
the target structure:
• ROI: edge length of ROI in pixels, current value referred to as lROI
Figure 3.10.: ROI around target structure.
Note, that this parameter is defined the
same way as the ROI in Section 3.4, but
has nothing to do with the process of cap-
turing images. A square with the edge
length lROI and the center point in the
target structure’s center of gravity is now
defined as ROI. In Fig. 3.10 this ROI is
shown as an example. Showing the ROI
is an implemented function in the GUI
to check the output. The signal of the
target corresponds to the ROI without
background and can be calculated with
Eq. (3.4). Since the background was deter-
mined using the entire image, this method
cannot be applied if the background of the
image has gradients.
In the case of multispectral observations,
the 2D array of the green color channel is scanned and the position of the obtained
target structure is used to define the ROI for all color channels. The resulting signals
are calculated with the individual mean value of the color channel’s background. LCM2
stores the header information and the results of the analysis for each image.
I =
∑
ROI
ADU − l2ROI ∗ µ (3.4)
with: I = brightness of the target∑
ROI ADU = cummulated ADU in the defined region of interest
lROI = current edge length of ROI in pixels
µ = mean background of image
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A light curve maps the temporal brightness fluctuation of an orbital object.[ref to a
source] Thus, a light curve can be created with the LCM2 by combining the image’s
UTC timestamp and the observed signal.
The signal of the green color channel can be converted to apparent magnitudes magnV .
The process is defined in Section 4.1.7. In the case of color images, the color channels
relative to one another can be evaluated as described in Section 4.1.6.
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4. System characterization
4.1. Main optical system
To obtain reliable information about the observed orbital objects, there are various
things that need to be considered. This section is dedicated to the discussion of the
optical properties of MS-DOS and to characterize the recorded images of orbital objects.
4.1.1. Field of view
The size of the field of view (FOV ) of a given optical system can be calculated using
Eq. (4.1).[22] Thus, the average FOV of each pixel (FOVpixel) corresponds to Eq. (4.2).
FOV [◦] = 2 ∗ arctan
(
p ∗ I
2 ∗ F
)
∗ 180
pi
= 2 ∗ arctan
(
S
2 ∗ F
)
∗ 180
pi
(4.1)
FOVpixel[”] = 2 ∗ arctan
(
p ∗ I
2 ∗ F
)
∗ 180
pi
∗ 3600
I
≈ p
F
∗ 180
pi
∗ 3600 (4.2)
with: FOVpixel = FOV of each pixel, given in arc-seconds
FOV = field of view in degree
p = pixel size, mm per pixel
I = image size in pixels
F = focal length in mm
S = used sensor length in mm
The ROI and the binning factor bn mentioned in Section 3.4 have a huge impact on
FOV and FOVpixel of the final FITS images.
Generally spoken, discarding pixels in the exterior of the camera sensor narrows the
FOV of the optical system while FOVpixel stays the same. In the case of the Canon
camera, every given ROI smaller than 3360 × 2240 pixels reduces the effective field of
view. Binning on the other hand only increase FOVpixel by averaging over bn× bn pixels
while the value FOV is constant.
This is why using the sRAW format has the same effect as applying a binning of 2 to
the RAW format and taking this as image source (see discussion about RAW formats in
Section 3.4). Working with sRAW reduces the effective number of pixels to 3360× 2240
while the overall FOV stays the same. In order to optimize the saving process, it makes
sense to use the sRAW format.
In OOOS, different combinations of ROI and bn can be saved as presets in the camera
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control terminal. Section 4.1.1 presents the properties for frequently used camera pre-
sets. Of course any other set of parameters can be used, but the presented sets are well
suited for most cases.
Camera presets Image properties
ROI bn FOV [◦] FOVpixel[”]
3360 / 2240 2 3.711/ 2.475 3.98
3000 / 2100 3 3.314/ 2.320 5.97
2000 / 2000 2 2.097/ 2.097 3.98
1000 / 1000 2 1.105/ 1.105 3.98
600 / 600 1 0.663/ 0.663 1.99
Table 4.1.: Available camera preset parameters and their
resulting FOV as well as FOVpixel.
When calibrating the tele-
scope’s celestial coordinates, a
ROI of 2000 × 2000 pixels is
used to have a relative great
FOV. Aside from this, the ob-
servation of orbital objects is
often done with a ROI of 600×
600 pixels and without averag-
ing (bn = 1). The small FOV
is chosen because the observed
object is already close to the
center of the image. A greater
field of view would only lead to
saving additional star stripes
in the exterior region of the recorded images while observing satellites or space debris.
4.1.2. Post-processing
For digital images there are a number of different sources of noise. Considering the most
prominent sources, each digital image supplied by a camera sensor is a combination of
bias, dark current and the desired signal. The issue is well known among astrophotog-
raphers and handled by image post-processing, which usually consists of dark and flat
correction.
The bias is system-dependent but neither temperature nor time dependent. The dark
current on the other hand is both temperature and time dependent. The dark frame (an
image where the camera is completely protected from any light) is solely a sum of bias
and dark current. The raw image data is then subtracted by the dark (process is called
image dark).
Theoretically, only the pure signal should be left, but there is another source of errors:
heterogeneity of the pixels (pixel noise) and dirt on the optics. This effect is determined
by taking a flat (an image of a uniform illuminated field). Then the image dark is divided
by the flatdark, which is the flat subtracted by the dark. The result is the corrected raw
image, which can then be further processed.
The whole process of dark and flat correction is expressed mathematically in Eq. (4.3).[23]
In order to check the impact of image post-processing on the magnitude calibration, flat
and darks were recorded with MS-DOS.
S(x, y) = R(x, y)−D(x, y)
F (x, y)−D(x, y) (4.3)
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with: S = post-processed image
R = raw image
D = dark
F = flat
The darks are recorded in the night with the end cap placed on the telescope to prevent
any light from illuminating the sensor. The dark current is negligible small for all
observed parameter combinations ISO and exposure time (ADUavg  100 ). This
simplifies Eq. (4.3) to S(x, y) = R(x, y)/F (x, y).
The flat is captured by recording the clear sky shortly after dawn (see Fig. 4.1). Due
to the pointing model and the Closed Loop-algorithm (both in Chapter 3), celestial and
orbital objects are always at a central position of the taken images. Thus, in the case
of the magnitude calibration, only the pixels at the center of the sensor are illuminated
by the light of the observed target(s). Taking the typical ROI of 600 × 600 pixels and
normalizing the flat to the maximum ADU in the ROI, yields Fig. 4.2 which proves, that
the used region at the center of the camera sensor is mostly uniform. A flat correction
is therefore not necessary.
Respectively, there is no need for post processing and correcting the raw images when
the magnitude calibration and the subsequent observations are restricted to the smallest
predefined ROI of 600× 600 pixels.
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Figure 4.1.: Calibration factor indicated by its pixel position on the full frame.
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Figure 4.2.: Calibration factor for the typical ROI of the innermost 600 pixels.
4.1.3. Inherent uncertainty of measured signals
Various statistical error sources for the measured brightness signal of MS-DOS are possi-
ble, such as an inaccurate shutter time of the sensor hood or a varying determination of
the image background. To check the reliability of the output of camera and LightCurve-
Maker2, a constant light source is first observed for a longer period of time. In this
particular case, it was a screen that was black except for a white dot in the middle. The
system was located in a completely darkened room for the measurement.
In Fig. 4.3 the evaluated distribution of the measured values for the green color chan-
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Figure 4.3.: Measured signal I of the artificial light source with ISO 800 for the green
channel and different exposure times.
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nel is shown. The results of all color channels are given in Table 4.2. The maximum
fluctuation of 1.6 percent occurs for the measurement with the shortest exposure time.
Accordingly, the hardware’s accuracy is sufficient for tracking orbital objects.
Next, the system is tested under real conditions by observing a star for ten minutes.
Except for the tracking of the star, the telescope does not move to allow an undisturbed
measurement. Fig. 4.4 shows the long-term measurement, which was only influenced by
a doubling of the exposure time in the middle of the observation. HD 159542 and the
exposure times were chosen this way as the conditions for tracking satellites are similar.
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Figure 4.4.: Measured signal I of HD 159542 with ISO 800 for the green channel. Ex-
posure time changes from 0.2 s to 0.4 s at 02:59:30 UTC.
Although the star radiates with constant intensity, the output signal of the system is
noisy. The typical observed standard deviation is more than six percent of the mean
value. The only difference to the previous measurement in the darkened room is that here
the atmosphere has a decisive influence. For all measured brightness values of celestial
and orbital targets, a fluctuation of roughly five to ten percent has to be expected (see
Table 4.2).
standard deviation for
color channel artificial (light source) star (through atmosphere)
red 375 ≡ 3.7% 3474 ≡ 10.0%
green 165 ≡ 1.6% 1734 ≡ 6.4%
blue 272 ≡ 2.9% 2039 ≡ 10.5%
Table 4.2.: Maximum observed values for the ADU standard deviation at different ex-
posure times. All measurements are performed with ISO 800.
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4.1.4. Linearity in exposure time and gain
For the magnitude measurement it is essential to avoid overexposure of the detector
pixels. To be more specific the camera needs to be operated in a region where incoming
signal and ADU output are related linear. An ideal camera is linear in the complete
ADU range. In the case of the 16 bit FITS images, this would correspond to linearity up
to ADUthreshold = 65535. The ISO corresponds to an internal sensor current multiplier
of ISO/100. In the ideal case, doubling the exposure time or the ISO value would result
in doubling each pixel’s ADU as long as the resulting ADU does not exceed ADUthreshold.
In the case of MS-DOS, the first step is to check for which combinations of ISO and
exposure time the detector output is linear to the input. Any star can be used to
investigate the linearity of the camera sensor as long as the star is located in the middle
of the field of view during the measurement (see Section 4.1.2). The aim is to record the
ADU of the brightest target pixel (in the following called ADUmax) for each parameter
combination ISO and exposure time.
In the following example, star Tau Herculis with a magnitude ofmagnV = 3.9 was chosen
for the measurements. A small python script controls the measurement and changes the
parameter combination every ten images.
• ISO: 200, 400, 800 and 1600
• exposure time [s]: 1, 0.5, 0.4, 0.3, 0.2, 0.1, 0.05, 0.025, 0.02, 0.01, 0.005, 0.0025,
0.002, 0.001, 0.0005, 0.0002
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Figure 4.5.: ADUmax plotted against exposure time for Tau Herculis. As expected, the
measurements converge to 65,535 for long exposure times.
This way, for each given ISO and exposure time the same number of images is analyzed.
Additionally, each color channel of the camera is investigated separately. Thus, for each
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parameter combination and color channel, there is a mean value and its standard devi-
ation (see Eq. (4.4)).
x¯ =
N∑
i=1
xi, σx =
√∑N
i=1(xi − x¯)2
N − 1 (4.4)
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Figure 4.6.: ADUmax plotted against exposure time for Tau Herculis. Only the desired
range of exposure times is shown.
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Figure 4.7.: ADUmax plotted against ISO for Tau Herculis.
In Fig. 4.6 ADUmax of the green color channel is plotted against exposure time. The
most important part of the graph is the linearity for small exposure times. For each color
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channel exists a diagram like Figure 4.6 that indicates an ADUthreshold above which the
linear behavior is not given anymore. Corresponding to the measurements, the threshold
is ADUthreshold = 20, 000.
In Fig. 4.7 the same run is used, but this time ADUmax is plotted against ISO for sev-
eral exposure times to prove the linearity in ISO. Like before, only the data of the green
color channel is represented. The presented graphs in Fig. 4.7 are rather linear for the
investigated ISOs. Correspondingly, each ISO is capable of being used for the magni-
tude calibration. Nevertheless an ISO of 800 was chosen as a compromise between ISO
and exposure time, because it proved to be the best value to observe orbital objects in
LEO/MEO.
For all measurements of orbital objects and stars where the brightness should be cali-
brated to an apparent magnitude, ISO 800 has to be used and therefore the exposure
time has to be adjusted in such a way that ADUmax never exceeds 20, 000.
4.1.5. Maximum magnitude observable
filter letter "color" peak[nm] FWHM[nm]
U ultraviolet 365 66
B blue 445 94
V visual 551 88
G green 464 128
R red 658 138
I infrared 806 149
Table 4.3.: Definition of the wavelengths parameters used in photometric systems.[24]
Figure 4.8.: Spectral characteristics of image sensor of ME2OF-SH.[25]
In this subsection the maximum magnitude is determined at which an orbital/celestial
object can still be observed. The real brightness and thus the magnitude of an object
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depends on the wavelength of the filter that was applied for the measurement. Without a
system defining standards for the filter, giving magnitudes in astronomy would be mean-
ingless. Thus, there are several common photometric systems that define pass-bands for
the spectrum of wavelengths reaching from near-ultraviolet to near-infrared.[26] The
astronomical database SIMBAD is used as reference for the star magnitudes.[27] The
star magnitudes are given for different filter letters which are defined by the extended
Johnson-Morgan photometric system. In Table 4.3 some of the filter pass-bands are
characterized. However, the Bayer filters in front of the sensor pixels of the used camera
have other optical properties than the defined filters. Fig. 4.8 shows the wavelength-
dependent sensitivity of another CMOS sensor of Canon. The Bayer filter of the Canon
camera should not differ too much from the presented sensor. Due to their similar char-
acteristics, the green color channel is used with the magnitudes of the visible band. The
utilization of the other color channels is investigated in Section 4.1.6.
For the determination several stars of different magnitude close to the zenith were
Figure 4.9.: Signal brightness of several stars plotted against exposure time for ISO 400.
observed using the routine described in Section 4.1.4. The zenith was chosen, as the
attenuation due to atmospheric effects is small at this position (see air mass discussion
in Section 4.1.7). In contrast to the previous section, the cumulated brightness I of the
signal is of interest here. Taking the averaged I-values and plotting I against exposure
time for the different stars, leads to line plots as shown in Figs. 4.9 and 4.10.
The brightness detected by LCM2 follows more or less the previously discussed linearity
in exposure. Below a certain threshold that is depending on the exposure time, ISO and
star magnitude, this is not true anymore. This indicates that another star or noise is
mistaken for the original star which is then used to to measure I.
As the tracking is performed with ISO 800, a rough estimation of the maximum magni-
tude observable can be made based on Fig. 4.10. The red dash-dotted line shows that
objects brighter than magnV = 8.32 can be observed with exposure times of 0.005 s or
Optical system for autonomous surveillance of orbital objects 39
4.1. Main optical system
Figure 4.10.: Signal brightness of several stars plotted against exposure time for ISO
800.
higher. Objects brighter than magnV = 3.9 can be observed with all exposure times,
while objects brighter than magnV = 10.5 need to be observed with an exposure time of
more than 0.2 s. Except for the observation of objects in MEO, exposure times of more
than 0.5 s are rarely used when tracking with MS-DOS.
4.1.6. Sensor color detection
As mentioned in Chapter 1, most satellites have a small number of materials that are
visible from the outside like structure components made of aluminum or the solar arrays.
Each of the materials possess a unique spectral reflectivity.
The ADU measurements of the two channels Ired, Iblue relative to the green channel
Igreen are investigated to test their reliability for multispectral analysis. For this pur-
pose the relative values obtained by observing stars are used with Eqs. (4.5) and (4.6) to
calculate B-Vmeas and V-Rmeas. Due to the measurement at different wavelengths and
without a calibration of all color channels to magnitudes, the "measured color indexes"
can never exactly match the real color indexes of the corresponding stars.
B-Vmeas = − 5ln(100) ln
(
Iblue
Igreen
)
(4.5)
V-Rmeas = − 5ln(100) ln
(
Igreen
Ired
)
(4.6)
with: Iblue = ADU signal of the blue color channel
Ired = ADU signal of the red color channel
Igreen = ADU signal of the green color channel
40 Optical system for autonomous surveillance of orbital objects
Chapter 4: System characterization
Figure 4.11.: Endo et al. Spectral measurements of satellites.[12]
As we saw in Section 4.1.3, the output of the green color channel is not very stable over
time and in Eqs. (4.5) and (4.6) two of these fluctuating values are combined. Thus, to
test the extent to which one can rely on the values BVmeas and VRmeas and how much
they deviate from the true color index, the long-term measurement Fig. 4.4 is reused.
The magnitudes of HD 159542 are magnB = 8.96 and magnV = 7.95 and the observed
color index should be B-V = 1.01 respectively.
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Figure 4.12.: B-Vmeas calculated from previous observation of HD 159542 (see Fig. 4.4).
Fig. 4.12 shows that there is a clear discrepancy between the measured color index
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B-Vmeas and the magnitudes stored in the database Simbad. Thus, the amplitudes
of the measured color indexes are not reliable for argumentation. The terms B-Vmeas
and V-Rmeas should not be confused with the scientific color indexes. Relative changes
might yield some information, but as seen in Fig. 4.12, the measured color indexes feature
strong fluctuations.
4.1.7. ADU-magnitude calibration
Eq. (4.7) shows the general magnitude equation. Since magnitudes are used to ex-
press intensities relative to a reference, signals transformed to magnitudes are system-
independent.
m−m0 = − 5ln(100) ln
(
Φ
Φ0
)
(4.7)
The aim of this subsection is to calibrate the cumulated brightness I obtained from the
images of an orbital object and to assign an apparent magnitude to this brightness. As
discussed in Section 4.1.5, the magnitude calibration is done by comparing the green
channel (Igreen) of the camera with the visible magnitude of the stars magnV .
Effects that can change the brightness value I of an object independent from its mag-
nitude, are as already mentioned in Section 4.1.4, the applied exposure time, the ISO
value and the atmospheric extinction.
The Beer-Lambert law in the atmosphere (see Eq. (4.8)) is used to take the attenu-
ation arising from scattering and transmission processes into account. Essential to the
equation is the air mass, which is defined as the path length that light from an celestial
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Figure 4.13.: Validity of the plane-parallel atmosphere model for airmass calculation.
[28, p. 31]
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source has to travel through the earth atmosphere. In Eq. (4.8) AIR denotes the air
mass relative to the path length at the zenith.
The equation considers scattering and absorption effects of different elements in the
atmosphere. For example τa stands for the intensity reduction caused by aerosols, w
is the absorption due to water vapor, r is Rayleigh scattering from molecular oxygen
and nitrogen while RS is Raman scattering. The model can be extended by adding an
arbitrary number of scattering or absorption effects to the equation that take place in
the atmosphere.
There are a variety of models for determining the air mass, from simple one-parameter
physical models like the plane-parallel atmosphere model to complex empirical models.
Due to the observation site, targets which are less than 10° above horizon are unlikely to
be tracked. As can be seen in Fig. 4.13b, the deviation is negligibly small up to a zenith
angle of 80°. Thus, the approximation by a plane-parallel atmosphere is applied here to
calculate the relative air mass AIR = sec(z) = sec(90◦ − θ), where z is the zenith angle
and θ the altitude in the horizontal coordinate frame.
T = e−AIR(τa+τw+τr+τRS+...) = e−
1
cos(90◦−θ) (τa+τw+τr+τRS+...) (4.8)
The factors τx cannot be determined individually in the experimental setup of the mobile
tracking system. So for each night with calibrated light curves, the atmospheric extinc-
tion τ , which summarizes all attenuation effects, has to be determined by measuring the
incoming signal of the green color channel for multiple stars at different altitudes. This
results in Eq. (4.9).
T = e−
τ
cos(90◦−θ) (4.9)
Considering all three effects that can change the measured flux φ and the linear behav-
ior of ISO and exposure time (see Section 4.1.4), the general equation for magnitude
calculation Eq. (4.7) becomes Eq. (4.10).
m−m0 = − 5ln(100) ln
I · Exp0Exp · ISO0ISO · e(AIR(Θ)−AIR0)τ
I0
 (4.10)
with: I = measured ADU sum of the observed object
Exp = used exposure time (at I measurement)
ISO = used ISO value (at I measurement)
AIR(Θ) = 1
cos(90◦−θ)
With a fictive reference star of magnitude 0 that has an ADU sum of I0 for an exposure
time of 0.01 seconds, an ISO of 800 and that is observed at the zenith position (relative
air mass AIR0 = 1), the resulting equation is Eq. (4.11). To finally use this equation for
calibrating the magnitude of an observed orbital object, the parameters τ and I0 have
to be determined by measurement.
m(I, Exp, ISO) = − 5ln(100)
[
ln
(
I · 0.01s
Exp
· 800
ISO
· e(AIR(Θ)−1)τ
)
− ln(I0)
]
(4.11)
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For simplicity, the calibration measurements are done with ISO 800, eliminating the
additional term in Eq. (4.11). Now there are two possible ways to determine the atmo-
spheric extinction τ and the reference value I0:
In the first method only one star is picked as calibration star. This star is observed sev-
eral times at different altitudes as it moves across the night sky. Reordering Eq. (4.11)
then leads to Eq. (4.12). However this method is not well-suited due to the long timespan
between the measurements and the possible change in the attenuation of the atmosphere.
I0 · e−(AIR(Θ)−1) τ = I(Θ) · 100.4 m (4.12)
with: I(Θ) = average ADU sum of calibration star at altitude Θ
m = magnitude of calibration star
The second method is to observe various stars at different altitudes. Again, the
brightness measurements are done by taking several pictures of each star at ISO 800
and exposure time in the range of 0.005 s to 0.05 s. The average of the resulting ADU
sums is then used as I(Θ, star). To take the magnitude of this star into account every
measured brightness I(Θ, star) is multiplied by 100.4 m(star), where m(star) is the mag-
nitude of the according star. Additionally, the exposure time is normed to 0.01 s.
I0 · e−(AIR(Θ)−1) τ = I(Θ, star) · 0.01s
Exp
· 100.4 m(star) (4.13)
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Figure 4.14.: Measured brightness of several stars at different altitudes on 2018-05-06,
normed to magnitude 0., ISO 800 and exposure time 0.01 s.
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Due to the semi-logarithmic formatting the exponential attenuation in Fig. 4.14 is
represented by the linear fit function of Eq. (4.14).
I0 · e−xτ = y (4.14)
with: x = AIR(Θ) - 1
y = I(Θ, star) · 0.01s
Exp
· 100.4 m(star)
The resulting parameters of the calibration fit are I0 = 1, 300, 585 and τ = 0.237.
Every orbital object, tracked that night (2018-05-06) can be calibrated using Eq. (4.15).
As the uncertainty of each measured star is immense, the magnitudes obtained from
this calibration have a large uncertainty themselves. This process has to be done for
every night where the brightness of a target should be converted to apparent visible
magnitudes.
m(I, Exp, ISO) = − 5ln(100)
[
ln
(
I · 0.01s
Exp
· 800
ISO
· e(AIR(Θ)−1)∗0.237
)
− ln(1300585)
]
(4.15)
4.2. Auxillary optical system
The auxiliary optic system is formed by a PointGrey-camera combined with a zoom
lens. The focal length of the zoom lens can be set to any value between 12.5 mm and
12.5 mm. The PointGrey-camera has a 2/3" sensor, which corresponds to a sensor size
of 8.8 mm × 6.6 mm. Regarding equation 4.1 the overall FOV can be adjusted to any
value between 6.7°/5.0° and 38.8°/29.6°. In contrast to the main optics, the auxiliary
optical system is designed to find the calibration stars when the deviation between the
telescope coordinates and the celestial coordinates is bigger than the maximum FOV of
the main optics.
Therefore, the focal length is set to roughly 33 mm, setting the FOV of the auxiliary
optics to 15.2°/11.4° which is well suited for detecting the right star and shifting it into
the image center of the main camera.
4.3. Mount
4.3.1. Tracking accuracy
In this subsection, the tracking precision of MS-DOS will be investigated. Meant is the
ability to reach the trajectory points at the predestined timestamps. As mentioned in
Section 3.1.4 the trajectory points are calculated based on the latest TLE data available
for the observed target. To investigate the tracking accuracy, the log-files of various runs
on orbital objects are used. Each contains the calculated and the measured positions
(h, δ) as well as the slewing rates of the axes. The entries are logged with a frequency
of approx. 7Hz.
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Fig. 4.15 exemplifies the occurring deviation while tracking Envisat for both axes sep-
arately. The deviations are calculated by subtracting the actual and the calculated
positions of the mount given in the log-files. The smaller the deviation, the more accu-
rate is the tracking of given positions with MS-DOS.
Since the sign of the deviation is not important for the tracking accuracy, only the abso-
lute values are used in the further course. For each run a root mean square value (RMS)
can be determined, where 68,27% of the absolute deviation values are smaller than this
parameter.
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Figure 4.15.: Measured deviation between mount axes position and given trajectory
points.
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Figure 4.16.: Absolute values of the deviation between mount axes position and given
trajectory points.
The orbit of Envisat is almost circular with the perigee at a height of 772 km. Thus,
Envisat can be considered as typical LEO object and the tracking accuracy of MS-DOS
is 0.037° for the hour angle axis and 0.017° for the declination axis. Objects that are
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more distant, move slower with respect to their angular velocity around Earth. The
deviations for those objects are expected to be smaller than the mentioned tracking
accuracy.
4.3.2. Pointing accuracy
MS-DOS is operated in conjunction with a classical pointing model for equatorial mounts.
Thus, there are six geometric parameters and at least four stars are needed to fit the
pointing model (see Section 3.3.1) In order to investigate the achievable pointing accu-
racy of MS-DOS, the pointing model is created with different sets of stars .
The first set consists of seven stars, which are equally distributed in the observation
region (not containing the exclusion region Section 3.2.2). The second set contains 14
calibration stars and the last set has 23 stars. Each set contains the stars that have al-
ready been used in the former set. Using these star sets to fit the pointing model, yields
three different sets of values for the six geometric parameters. For better understanding,
these are referred to as PM1, PM2 and PM3 in the following.
The pointing model parameters of PM1 to PM3 are listed in Table 4.4. Striking is the
major effect of the axis offsets (IH, ID), caused by the deviation between the coordinates
of the mount and the real celestial coordinates.
parameters PM1 PM2 PM3
IH -1.322235 -1.272202 -1.211288
ID -4.524410 -4.503607 -4.493016
NP 0.054361 -0.118534 -0.239939
CH 0.080024 0.153005 0.218046
MA 1.180728 -1.154636 -1.177894
ME -1.101882 1.217264 1.206624
Table 4.4.: Parameters PM1 - PM3 for the classical pointing model used for MS-DOS.
Apart from the calibration stars, there is a set of six further stars (in the following
called reference stars), that are used to check the quality of the pointing model param-
eters. The reference stars are picked from the magnitude range of 1.41 to 2.13, which
makes it easy to distinguish them from other stars as they are the brightest stars in the
FOV of MS-DOS. At the time of measurement, half of them were on the east side of the
night sky, while the other half was distributed on the western side.
After applying the classical pointing model to MS-DOS, the reference stars are visible
in the FOV. The more calibration stars are used to determine the pointing model pa-
rameters, the smaller is the expected residual deviation of the reference stars from the
center of the FOV. In order to test this assumption, the remaining deviation is measured
with the Closed-loop algorithm for each reference star and each set of pointing model
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parameters (see Table 4.5). It becomes clear that the pointing accuracy is less precise
than the tracking accuracy.
star \ deviation ∆h/∆δ for PM1 for PM2 for PM3
Regulus 0.016/0.011 0.017/-0.050 -0.050/0.006
Mirfak 0.306/0.023 0.192/0.008 0.064/-0.063
Menkalinan 0.234/0.032 0.212/0.038 0.141/0.025
Dubhe 0.158/0.022 0.390/0.004 0.383/0.034
Alkaid 0.357/0.008 -0.101/-0.026 -0.504/0.020
Denebola 0.070/0.002 -0.082/-0.008 0.141/0.025
Table 4.5.: Deviations from each star as well as the average value using PM1, PM2 or
PM3.
4.3.3. Conclusion
As mentioned above, the pointing accuracy describes the deviation between the coordi-
nates where the telescope should be pointing and these coordinates, to which it actually
points. The tracking accuracy on the other hand is the ability of the mount to follow
a given trajectory. Combining the results of Sections 4.3.1 and 4.3.2 gives a rough esti-
mation of the mounts deviation and the needed FOV when tracking an orbital object.
It also shows that the pointing model is the limiting factor considering the accuracy of
the mobile system for tracking satellites.
Nevertheless, the average deviation for PM2 and PM3 is almost constant. This leads
to the conclusion that the accuracy of the pointing model used for MS-DOS is only
slightly increasing when using 23 rather than 14 calibration stars. With regard to time
efficiency, the mount will be calibrated with a set of 15 calibration stars. Correcting the
internal coordinates saved in Autoslew is supposed to reduce the large deviations and
might increase the pointing accuracy. For the purpose of generating light curves and
with respect to the used FOV, this accuracy is sufficient for MS-DOS.
Optical system for autonomous surveillance of orbital objects 49
5. Results
5.1. Monochromatic lightcurves
5.1.1. General
The preceding chapters describe the procedure for observing orbital objects. The recorded
image series are now analyzed with the LCM2 and the obtained light curves are evalu-
ated with regard to the occurring brightness fluctuations.
For the further discussion, Fig. 5.1 is used to introduce some important parameters. R is
the distance between target and observer. The phase angle is denoted as β. The zenith
angle (see Section 4.1.7, not shown here) is complementary to the target’s altitude alt
in the horizontal observer system.
SUN
TARGET
OBSERVER
L
R
n
β
H
Figure 5.1.: Schematic drawing of the sun-target-observer system. [28, p. 13]
The light curves in Fig. 5.2 are created with the software tool "Raxus Prime 2.1" by
Ewan Schafer [28] and are used to illustrate some general effects related to light curves.
A homogeneous sphere is simulated in the orbit of the international space station (ISS)
(circular orbit at a height of roughly 400 km above Earth’s surface).
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Figure 5.2.: Simulated sphere on ISS orbit for pass on 2018-05-28 using Raxus Prime
2.1.[28]
Apart from the rotation of an object there are other influencing factors that change
the measured brightness of an object over time. Although the illuminated surface of
the sphere always remains constant, the strength of the signal that is reflected in the
direction of the observer (black graph in Fig. 5.2) increases as the phase angle β gets
smaller. Additionally, the distance R and the zenith angle influence the observer’s
received signal:
First, the distance R decreases steadily until 20:40:30 UTC. Due to its R−2 dependency,
the brightness increases accordingly. Although the sphere moves away from the sun at
the same time, the relative increase in L is insignificant. [28, p. 30 ff.]
Second, the zenith angle changes during the pass and reaches its minimum value at
20:40:30 UTC. As already described in Section 4.1.7, the transmittance during passage
through the atmosphere depends strongly on the zenith angle. The smaller the zenith
angle, the lower the attenuation in the atmosphere and the stronger the signal of the
target.
The red curve in Fig. 5.2 illustrates the signal of the simulated sphere as received by an
observer on the ground. As result of the magnitude calibration, the described influence
of the atmosphere is eliminated. The blue light curve is simulated by neglecting the
atmosphere. For real measurements the individual measured values Igreen are converted
to apparent magnitudes magnV by using Eq. (4.15) and the two parameters I0 and τ .
One of the most interesting topics in the analysis of light curves is the determination of
the rotation frequency based on the recorded data. To determine the period of a light
curve, the phase dispersion minimization (PDM) is used here. [28, p. 39 ff.] A given range
for the possible period time is scanned in a user defined step size. All PDM analysis
are done with 0.1 s. A repetitive pattern in the measured light curve is a fundamental
requirement for the determination of the rotation period. To check the outcome, Phase
Folding (PF) of the light curve with the best suitable period is performed for each PDM
analysis.
In summary, one can say that the brightness variations of a light curve are determined
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by the distance R, the zenith angle, the phase angle β, the rotation and the surface
properties of the target. As discussed in Section 4.1.3, these variations are superimposed
by the fluctuations due to the atmosphere.
5.1.2. LEO objects
Figure 5.3.: Image of ISIS-
1.[29]
The original data obtained by the LCM2 module look
like Fig. 5.4. Plotted is the object’s signal brightness as
ADU sum Igreen against the observation time. As men-
tioned in Section 4.1.5 the green color channel is used
as it corresponds to the passband characteristic of the
visible magnitude magnV .
Shown in Fig. 5.3 is the Canadian satellite ISIS-1, which
was used to study the ionosphere of the Earth and was
launched in 1969. ISIS was operational till 1990 and is
specified as LEO object, with the perigee at 575 km and
the apogee at 3525 km. The observation of roughly 6
minutes is performed with a frame-rate of 0.2 Hz. The
images are all taken with an exposure time of 1 s and
ISO 12800.
In the first 4 minutes the signal of the satellite is ex-
tremely weak. Starting at 23:37:30 UTC, the intensity
of the signal grew, reaching a level where it is clearly
distinguishable from the image background. Shortly after the first peak at 23:38:40
UTC, a second peak appears at 23:39:10 UTC. Note, that this observation was done
with an inappropriate ISO which lead to saturation and overexposure of the pixels in
the center of the signal. Nevertheless, the peaks can be used for qualitative discussion.
23:3
4:04
23:3
5:31
23:3
6:57
23:3
8:24
23:3
9:50
Time [UTC on 2018-02-25]
0
100000
200000
300000
400000
500000
600000
700000
800000
AD
U 
sig
na
l s
um
 I
readout of green color channel
Figure 5.4.: Uncalibrated light curve of ISIS 1, observed on 2018-02-25.
Due to their highly concentrated and directed intensity characteristic, specular reflec-
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tions are visible as sharp peaks in light curves. Based on the geometry of ISIS-1, the
peaks in Fig. 5.4 might belong to specular reflections from two of the 16 identical sides
of the satellite.
In contrast to ISIS-1, which is uncontrolled and has an unknown rotation frequency, the
attitude of international space station (ISS) is controlled. Due to shielding, observation
and other mission-related reasons, the ISS maintains an LVLH (local vertical, local hor-
izontal) attitude. This means that the space station’s body axis is aligned with its orbit
coordinate frame and only one side is seen from an observer on Earth. To maintain
this position, the pitch of the ISS is roughly four degrees per minute corresponding to
360° per orbit revolution. Due to the large size of the space station, a strong signal
is expected. As the solar arrays always face the sun and the single modules are small
compared to the overall size of the space station, the light curve of an ISS pass should
not contain any sharp peaks like the above presented light curve of ISIS-1. In fact, the
results of the ISS observation on 2018-04-07 (Fig. 5.5) are compliant to this assumption.
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Figure 5.5.: Uncalibrated light curve of space-station ISS, observed on 2018-04-07.
From the observation start till 19:28:00 UTC the light curve shows a steady increase
in intensity. In the observed time the ISS rotates only by 4°. Thus, to explain the
brightness change the movement of the ISS has to be taken into account as well.
The distance between observation location and ISS decreased till it passed the point of
closest approximation (on the North-South line) at 19:27:58 UTC. Passing this line, the
target’s pier side change and OOOS is programmed to perform a pier flip subsequently.
In the last two captured images the ISS is moving away from the center of field of view.
As the observation is stopped due to the pier flip, the ISS light curve can be compared
to the first half of the simulated light curve (red curve, Fig. 5.2).
Note, that the observation was done in the evening. As the ISS moves to the east and
pitches slowly, the phase angle decreases causing more light to be scattered back to the
observer. In conclusion all the effects, the distance change R (major), the zenith angle
and the rotation contribute to the observed light curve.
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Terra is a NASA Observation Mission satellite orbiting the Earth in a sun-synchronous
and almost circular orbit at approximately 700 km altitude. The light curve of the satel-
lite Terra on 2018-05-06, shown in Fig. 5.6, is a typical example for observations of LEO
objects as most of them have polar orbits. The satellites altitude in the horizontal ob-
server system changed from 33.1° at the beginning to 36.4° at its maximum elevation to
11.6° at the end of the observation.
As stated above in Section 5.1.1, the magnitude calibration takes the additional atmo-
spheric attenuation into account that occurs when an observation target moves to lower
altitudes. For a LEO object that covers a wide range of different altitudes during a pass
the calibration can have a significant effect on the appearance of the light curve. The
pass of Terra in the observer’s reference frame can be seen in the polar plot of Fig. 5.6.
The calibration parameters for that observation night are I0 = 1300585 and τ = 0.237.
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Figure 5.6.: Left: Uncalibrated light curve of Terra. Observation on 2018-05-06. Right:
Trajectory of Terra with zenith angle and cardinal points. The red part
indicates the observed trajectory.
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Figure 5.7.: Calibrated light curve of Terra. Observation on 2018-05-06.
The distance R during the observation is plotted in Fig. 5.8. Applying a correction based
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on the R−2 intensity decrease as well as the magnitude calibration to the recorded signal,
yields that the atmosphere and the distance between target and observer are not the
main causes for the observed intensity decrease. The (air mass) calibrated light curve is
shown in Fig. 5.7, proving that the phase angle has a major effect on the recorded signal
intensity.
Figure 5.8.: Distance R of Terra during the observation on 2018-05-06 (20:30 - 20:35
UTC).
5.1.3. MEO objects
The ideal case to observe the brightness change of an orbital object caused by its rota-
tion would be a fixed sun-target-observer system (see Fig. 5.1), where the angle β does
not change and the distances R and L are constant. An approximation of the ideal case
should be given for rotation periods far smaller than the objects orbit period. On the
other hand, the rotation period needs to be large compared to the exposure time and
the inverse frame-rate to resolve the brightness changes due to the rotation.
As shown in Fig. 5.5 the rotation period of objects that rotate slowly with respect to
their orbit revolution period can not be determined by passive optical observations. In
contrast to LEO objects, objects in MEO have a far smaller orbital angular velocity and
thus they are visible for several hours per pass.
The downside of taking these objects as light curve targets is their great distance to the
earth. The compensation of the lower brightness caused by the greater distance, requires
either a telescope with a bigger aperture or longer exposure times for each image. In the
case of MS-DOS, the exposure time had to be increased to 5 s which leads to a decrease
in the time resolution of the light curve.
First, the measurement of Navstar 53 is presented. The Navstar satellites form the basis
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of the US Global Positioning Navigation Satellite System (NAVSTAR-GPS). The sys-
tem is commonly known under the name "GPS". Navstar 53 was launched in December
2003, has a mass of about 2 tons and a size of 152 cm× 193 cm× 191 cm. The satellite
is on a circular orbit at 20.200 km altitude and is still operational.
The light curve of Navstar 53 in Fig. 5.9 shows a very low signal strength despite the
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Figure 5.9.: Uncalibrated light curve of navigation satellite Navstar 53, observed on 2018-
05-07.
exposure time of 5 seconds. An estimate of the magnitudes provides results between
magnV = 12 and magnV = 14 (if taken approx. I0 = 1, 3106). This measurement marks
the maximum magnitude limit for the observation of objects in MEO using MS-DOS.
If the signal strength is lower, the target would no longer be distinguishable from the
image background.
As the satellite is still operational, it is not expected to observe strong brightness vari-
ations and a determination of the rotation time should be not possible here.
In contrast to Navstar 53, the defunct satellite Cosmos-2375 does not maintain a spe-
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Figure 5.10.: Uncalibrated light curve of Cosmos-2375. Observation on 2018-02-26 with
ISO 12800.
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cific attitude. Cosmos-2375 was launched in October 2000 and belonged to the Russian
satellite navigation system GLONASS. The system consists of 21 operational satellites
which are located on circular orbits at an altitude of roughly 19.000 km above Earth’s
surface.
(a) Phase Dispersion Minimisation analysis (b) PF with 203.7 s
Figure 5.11.: PDM applied on the data set of Cosmos-2375, observed on 2018-02-26.
The most suitable period time is 203.7 s± 7.1 s.
The observation results of Cosmos-2375 on 2018-02-26 (shown in Fig. 5.10) reveal
a certain pattern. The pattern consists of a double peak, followed by a higher and a
smaller peak. Evaluating the light curve with regard to recurring peaks give a rough
estimate for the satellites rotation period. Starting at the fist marker the brightness
pattern is represented four times in the next 13:35 minutes, leading to a rotation period
of roughly 3 minutes and 24 seconds. Using the aforementioned PDM analysis in Raxus
Prime 2.1, the rotation period is evaluated to 203.7 s± 7.1 s. The uncertainty is half of
FWHM of the corresponding peak in Fig. 5.11.
5.1.4. Lightcurves as fingerprints?
After highlighting all the different elements that can be found in a light curve, it has to
be discussed if it is possible to assign unique light curve elements to orbital objects. If
this is the case then it has to be discussed whether it is possible to distinguish orbital
objects solely based on their light curves. (anders formulieren)
A light curve from Cosmos-2375 was already shown above (see Fig. 5.10), proving that
there is a certain pattern in the brightness changes. Nevertheless, this pattern changed
gradually during the observation time, indicating that it might not occur in a light curve
taken at another date.
Fig. 5.12 shows another observation of Cosmos-2375, this time taken on 2018-03-15.
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Figure 5.12.: Uncalibrated light curve of Cosmos-2375, observed on 2018-03-15 with ISO
800.
(a) Phase Dispersion Minimisation analysis (b) PF with 200.8 s
Figure 5.13.: PDM applied on the data set of Cosmos-2375, observed on 2018-03-14.
The most suitable period time is 200.8 s± 2.1 s.
Unfortunately, the software failed in this night and, instead of the desired 3D colour ar-
ray, a 2D array with the mean of all three color channels was saved in the FITS images
(see Section 3.4). The result of the PDM evaluation is a rotation period of 200.8 s±2.1 s.
Comparing the period means and uncertainties yields that the measurements are com-
patible to each other.
Apart from the rotation frequency there are other light curve elements that both ob-
servations have in common. The pattern in the light curves recurs after four peaks,
although the intensity of the individual peaks changes over time. The noticeable peak
in the later observation on 2018-03-15, might occur from an specular reflection as it
increases with time.
Although the measured brightnesses of both light curves can not be converted to mag-
nitudes, the amplitudes (ADU signal sum I) can still be compared in some way. The
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amplitude of the green color channel lies in between the other color channels. Under
consideration of the different ISO values, the amplitudes of both light curves are in the
same order of magnitude. (Note, that the orbit of Cosmos-2375 is approx. circular.)
Attached is a measurement of Cosmos-2375 on 2018-05-26 taken with UFO (Fig. A.1).
Again, the pattern consisting of four peaks can be recognized. The evaluation of the
light curve to 211.5 s ± 7 s shows that the rotation period of Cosmos-2375 has slightly
changed over the last two months (see Fig. A.2).
Although the obtained light curves look similar in some way, this investigation shows
primarily that, apart from a repetitive pattern in the observed light curves and the rota-
tion period of the object, further indicators are needed to assign an observed light curve
to a certain orbital object out of almost 20,000 present in space.
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Figure 5.14.: Multispectral evaluation of ISS pass on 2018-04-07. Uncalibrated light
curves of all three color channels and underneath the resulting time-
resolved color indexes B-Vmeas and V-Rmeas.
MS-DOS takes multispectral measurements in the process of tracking orbital objects.
In addition to the measurements of the green color channel of the camera, there are also
time-resolved values for the red and blue color channel. Eqs. (4.5) and (4.6) convert the
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Object Measurements
Name Date UTC B-Vmeas index V-Rmeas index
ISS 2018-04-07 19:27-19:28 0.33± 0.02 0.19± 0.02
H-2A R/B 2018-05-06 19:12-19:16 0.51± 0.32 0.10± 0.40
Interkosmos 24 2018-05-06 20:37-20:41 0.45± 0.19 0.19± 0.13
SL-16 R/B (25407) 2018-05-06 21:49-21:54 0.51± 0.15 0.31± 0.14
Cosmos-482 Descend 2018-05-07 21:27-21:41 0.25± 0.06 0.20± 0.08
Sert 2 2018-05-07 22:03-22:09 0.53± 0.29 0.17± 0.30
Terra 2018-05-07 22:51-22:54 0.80± 0.24 0.43± 0.12
Table 5.1.: Mean and standard deviation for several observed targets. Measured values
are obtained from the different color channels.
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Figure 5.15.: Color indexes B-Vmeas and V-Rmeas for SL-16 R/B (Norad ID: 25407),
observed on 2018-05-06. The rocket body’s pass was tracked to approx. 3°
above horizon.
measurements to time-resolved ratios of the channels.
For the discussion of the obtained results, the previously presented observation of the
ISS on 2018-04-07 was chosen. As the ISS rotates slowly compared to the observation
duration, the color indexes of the light reflected from the space-station are expected to
be rather stable. In Fig. 5.14 the measured brightness values and the resulting ratios
are presented.
Compared to the previous measurements of a star shown in Section 4.1.6, the ISS shows
significantly less variations in the light curves. The quality of the MS-DOS light curve
is still insufficient for an evaluation of the individual measured values. With a suitable
characterization of the color channels and under consideration of atmospheric effects, it
might be possible to evaluate the obtained mean values and give a rough estimate of
the satellites materials. But this topic is clearly beyond the scope of this master thesis.
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Table 5.1 contains a selection of observed color index values for different orbital objects.
As shown in Table 5.1, most of the mean values have large uncertainties and further
improvements to MS-DOS need to be done.
The measurement of SL-16 R/B (Norad ID: 25407), which is shown in Fig. 5.15 should
be pointed out. The rocket body is observed as it passes from 13° altitude in the north
to 3° above the eastern horizon. Striking is the strong increase in air mass for small
angles above the horizon. Smaller wavelengths are attenuated more in the atmosphere,
which is visible in the measured color index. Note, that all measured color indexes which
are shown in this section are only time-resolved ratios of the color channels and should
not be mistaken for astronomical color indexes.
The second point to highlight is that the noise of the measured color indexes is correlated
with the amplitude of the target’s signal. The weaker the input signal, the more intense
are the observed variations. This can be seen in Fig. 5.19 on page 64 as the noise of the
color indexes increases steadily with the decreasing signal.
Figure 5.16.: Artists illustration of Interkos-
mos 24 [30]
With regard to multispectral analy-
sis, the main interest of this thesis was
to observe light curves with dominant
peaks.[31] These peaks would indicate
that most of the signal was emitted by
a particular part of a satellite, such as a
large solar array or a large reflective sur-
face. Due to the fact that different sur-
faces have different spectral emission and
reflection properties, the observed color
index of the object might change for the
peak.
For illustration, the observation of the
satellite Interkosmos 24 (Fig. 5.16) on
2018-05-06 is used. The signal of Interkos-
mos 24 becomes steadily weaker in the
course of the measurement. At the end of the light curve, the brightness increases
sharply and then returns to the normal course. Contrary to the assumption, no major
difference can be recognized in the course of the color indexes as the peak occurs. Com-
paring Fig. 5.17 with Fig. 5.14 shows how strongly the fluctuations of the color index
depend on the uniformity of the measured light curves. At the current resolution of the
light curves, all possible elements disappear in the noise of the measured values.
Finally, the according measurement of Cosmos-2375 will be presented. In contrast to
the other examples, systematic abnormalities occur in Fig. 5.18. There is a little tip in
the signal of the red color channel at the marked positions, which is not visible in the
other color channels.
This effect might be caused by an element on the satellite that has other material
properties than the rest of the satellite and reflects more in the long wavelength range
of the optical spectrum. Unfortunately, until now there are no other multispectral mea-
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Figure 5.17.: Multispectral evaluation of Interkosmos 24 pass on 2018-04-07. Uncali-
brated light curves of all three color channels and underneath the resulting
time-resolved color indexes B-Vmeas and V-Rmeas.
surements of Cosmos-2375 to test this theory. In the end, this is solely a guess that has
to be proven or refuted in further observations.
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Figure 5.18.: Multispectral evaluation of Cosmos-2375 pass on 2018-02-25. Uncalibrated
light curves of all three color channels and underneath the resulting time-
resolved color indexes B-Vmeas and V-Rmeas.
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Figure 5.19.: Multispectral evaluation of Sert-2 pass on 2018-05-07. Uncalibrated
green lightcurve and underneath the resulting time-resolved color indexes
B-Vmeas and V-Rmeas.
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6. Conclusion
The Mobile Satellite and Debris Observation System (MS-DOS) is able to reliably ob-
serve objects such as satellites and space debris. The effort required to perform such
measurements is relatively low, however the preparation of the mobile system for a
nightly observation is time-consuming.
From the observations, light curves can be created for the observed target. In certain
cases, these light curves can be used to deduce parameters such as the rotation frequency
of an orbital object. If a magnitude calibration was done the same night, the brightness
of the target can be specified in apparent visible magnitudes.
However, whether parameters such as the rotation frequency can be derived from a
measurement depends primarily on the observed object itself. A recurrent pattern in
the light curve is the basic requirement for the successful evaluation of object-specific
properties. The multispectral measurement of Cosmos-2375 contains interesting features
and suggests that it is possible to derive further target properties from the multispectral
analysis.
The Canon camera is the limiting factor for the observation of orbital objects in LEO
due to its dead time of about one second. The applied exposure times are typically
between 0.01 s and 1 s. Thus, in the best case the camera records the incoming signal
in 50 percent of the observation time. For objects in MEO, the ratio of dead time to
exposure time is moderate. With a typical ratio of 1/5; about 84 percent of the incoming
information is recorded here.
To improve the overall system, one or both of the following options can be implemented:
First, the use of a telescope with a larger aperture. Due to the larger aperture, the in-
coming signal intensity per pixel is greater than for the current configuration. Especially
in the case of MEO objects, the measurements can be performed with a shorter exposure
time which allows a more accurate evaluation of the light curve. It would also be inter-
esting to investigate whether measurements of the Canon camera in combination with
a larger telescope aperture have lower brightness fluctuations. Less fluctuation would
result in a direct improvement of the multispectral analysis.
Second, the use of a camera with a smaller sensor size and less dead time. Although this
reduces the maximum field of view of the system, this would not cause any differences in
the light curve measurements since solely the central area of the Canon sensor is used. A
lower number of pixels and a shorter dead time would improve the temporal resolution
and percentage coverage, especially for targets in LEO.
Instead of a camera, the use of a continuous single photon detector would also be in-
teresting. Although the single photon detector can not resolve the wavelength of the
incoming signal for a multispectral measurement, the provided light curves have a much
higher temporal resolution.
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While using MS-DOS for observations, it became clear that the pointing is the limiting
factor rather than the accuracy of position prediction based on TLE data. A mobile
tracking system whose pointing must be recreated at the beginning of each observation
night has, in the sense of pointing accuracy, no advantage over a stationary system.
Despite the increasing automation of the pointing calibration, a person must be present
to set up the mobile system and dismantle it again. A fixed mount allows a better start-
ing point for fully autonomous operation, as elements such as a dome roof etc. can be
controlled remotely. The process of taking measurements in OOOS has been automated
so far that with few commands the connected hardware could observe orbital objects
throughout the night.
Besides further improvements of the hardware, an extension of the software module
LightCurveMaker2 would be favorable. A more robust algorithm for detecting objects
in the captured images allows a faster evaluation of the measurements. For example,
the evaluation of the object during the measurement would be conceivable. With such
a function, in the process of an actual measurement the decision can be made whether
the light curve of the current target contains interesting information or whether another
target should be observed.
Finally, it can be said that the principle of MS-DOS can be further improved both from
the hardware and the software point of view. Despite the mobility, a stationary system
is better suited for observing orbital objects than the current version of MS-DOS.
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A. Appendix
A.1. Observation done with UFO
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Figure A.1.: Uncalibrated lightcurve of Cosmos-2375, observed on 2018-05-25 at UFO.
(a) Phase Dispersion Minimisation analysis (b) PF with 211 s
Figure A.2.: PDM applied on the data set of Cosmos-2375, observed on 2018-05-25 at
UFO. The most suitable period time is 211.5 s± 7.2 s.
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