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Notations générales
D = {1, .., 7} Ensemble des jours de la semaine
N = {1, .., N} Ensemble des employés disponibles
T = {1, .., T} Ensemble des tâches à assigner aux employés
C = {K1, ..,KC} Ensemble des ensembles maximaux de tâches concomitantes entre elles
N+ = {1, .., N + 1} Ensemble des employés disponibles et de l’employé fictif
M = {T + 1, ..,M} Ensemble des tâches pré-assignées
E = T ∪M Ensemble des tâches à assigner et pré-assignées
∀n ∈ N , Pour tout employé n :
Tn ⊆ T Ensemble des tâches assignables à n
Mn ⊆M Ensemble des tâches pré-assignées à n
En = Tn ∪Mn Ensemble des tâches assignables et pré-assignées à n
∀n ∈ N ,∀d ∈ D, Pour tout employé n, pour tout jour d :
Td,n ⊆ Tn Ensemble des tâches assignables à n le jour d
Md,n ⊆Mn Ensemble des tâches pré-assignées à n le jour d
Ed,n = Td,n ∪Md,n Ensemble des tâches assignables et pré-assignées à n le jour d
∀n ∈ N , Pour tout employé n :
targetn Objectif de travail médical de n (minutes)
off−1n Ecart au dernier congé de n (jours)
break−1n Ecart au dernier repos hebdomadaire de n (minutes)
work−1n Ecart au dernier travail de n (minutes)
∀t ∈ E, Pour toute tâche t :
startt Date de début de t (minutes)
endt Date de fin de t (minutes)
proct Durée de t (minutes)
dayt Jour de travail de t
Table 1 – Notations générales
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4∀d ∈ D, Pour toute journée d :
DaySd Date de début (jour d à 6h = 360 + 1 440.d min)
DayEd Date de fin (jour d+1 à 6h = 360 + 1 440.(d+1) min)
LunchSd Début de la fenêtre horaire du déjeuner (jour d à 12h = 720 + 1 440.d min)
LunchEd Fin de la fenêtre horaire du déjeuner (jour d à 14h30 = 870 + 1 440.d min)
L−d ⊆ E Tâches de la journée commençant avant LunchSd
L+d ⊆ E Tâches de la journée terminant après LunchEd
Od ⊆ E Tâches concomitantes à la journée
Législation
Spanmax Temps présentiel journalier maximum (11h = 660 min)
WorkDmax Temps travaillé journalier maximum (10h = 600 min)
WorkWmax Temps travaillé hebdomadairement maximum (48h = 2 880 min)
BreakWmin Repos hebdomadaire minimum (35h = 2 100 min)
BreakDmin Repos journalier minimum (11h = 660 min)
LunchP Durée minimum de la pause déjeuner (1h = 60 min)
Constantes
DayP Durée d’une journée (24h = 1 440 min)
SmallD Durée minimum donnant accès à la pause déjeuner (5h = 300 min)
Week Durée de l’horizon de planification (7j = 10 080 min)
α Date de fin des journées vides (-1j = -1 440 min)
ω Date de début des journées vides (8j = 11 520 min)
Table 2 – Notations générales (suite)
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1.1 Contexte de l’étude
La compétitivité des entreprises repose essentiellement sur leur capacité à utiliser efficacement les res-
sources dont elles disposent afin de satisfaire au mieux la demande de leurs clients. Selon le contexte,
le terme « ressource » peut renvoyer à des notions très différentes telles que les matières premières,
l’outil de production, les canaux de distribution ou le personnel. Nous nous intéressons ici à la gestion
efficace du personnel qui est primordiale pour de nombreuses entreprises.
Bien que les problèmes de planification de personnel soient étudiés depuis plus de 60 ans, l’intérêt
de la communauté scientifique à leur égard reste très vif encore aujourd’hui. Cela s’explique tout
d’abord par la richesse et la grande diversité des problèmes théoriques sous-jacents, mais également
par les innombrables applications pratiques. En effet, les problématiques de planification de personnel
apparaissent dans des secteurs variés et touchent un grand nombre d’organisations. De plus, l’activité
de chacune de ces organisations est assujettie à un contexte socio-économique bien spécifique et en
perpétuelle mutation. Cela induit le besoin de développer des outils d’aide à la décision permettant
aux décideurs d’appréhender plus rapidement et plus efficacement des données de plus en plus com-
plexes pour dégager de nouvelles marges de productivité.
Avec l’accroissement des capacités de calcul des outils informatiques actuels, il devient possible
d’envisager la résolution de problèmes plus difficiles et plus vastes qu’auparavant. Par conséquent, de
plus en plus d’études abordent simultanément plusieurs aspects du problème, tels que l’attribution
des jours de repos, la construction des horaires de travail et l’affectation des activités de travail aux
employés. En raison de leur complexité théorique, ces problèmes requièrent des méthodes d’optimi-
sation dédiées.
Dans cette thèse, nous nous focalisons sur le problème de planification de personnel de l’entre-
prise Biotrial qui est spécialisée dans la conduite de tests pharmaceutiques. De cette manière, nous
pouvons évaluer l’intérêt pratique des méthodes proposées et, de son côté, Biotrial peut bénéficier
des travaux de recherche réalisés durant cette thèse. Cet engagement réciproque se concrétise notam-
ment par un financement de thèse de la part de Biotrial et, de notre côté, par la conception d’un
outil d’aide à la décision, baptisé MAESTRO (Medical AttendancE ShitT Rostering Optimisation).
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Le problème de planification de personnel de Biotrial survient dans le contexte très particulier
des tests pharmaceutiques. Ces études permettent de vérifier que les médicaments développés par les
entreprises pharmaceutiques sont bien tolérés par l’organisme humain, ce qui nécessite de nombreux
contrôles, réalisés par des centres agréés par le Ministère de la Santé, tel que Biotrial. Afin de
mener à bien les études qui leur sont confiées, ces centres de recherche recrutent des volontaires
sains qui seront suivis durant toute la durée de l’étude de manière à vérifier les effets des nouveaux
médicaments en toute sécurité. Chaque étude pharmaceutique se traduit par la réalisation d’actes
médicaux sur des volontaires, ainsi que par de nombreuses analyses en laboratoire. L’organisation
de cette activité particulière est entièrement régie par des protocoles de tests qui dressent la liste
des tâches à réaliser ainsi que leurs horaires, ce qui permet de mesurer les effets du principe actif
au fil du temps. Pour garantir le respect de chaque protocole de tests, Biotrial doit obligatoirement
affecter chaque tâche à un employé précis, sachant que toutes les tâches non couvertes devront
être attribuées à des intérimaires embauchées spécialement pour l’occasion. Il s’agit d’un problème
complexe et récurrent puisqu’il faut faire le planning du personnel au moins une fois par semaine.
Par ailleurs, les études étant toutes différentes les unes des autres, il est impossible de mettre en
place un système de roulements du personnel, ce qui signifie qu’il faut également construire les
horaires du personnel de manière à couvrir l’activité de l’entreprise qui s’exerce en continu. Pour
organiser l’activité de ses employés, Biotrial mobilise deux infirmières planificatrices à temps plein.
Ces infirmières maîtrisent complètement tous les aspects métiers du problème et ont de nombreuses
années d’expériences, notamment en ce qui concerne la planification de l’activité du personnel. Malgré
cela, la planification de l’activité du personnel reste une tâche pénible, longue, stressante et difficile
à réaliser efficacement. Face à ce type de problème, les méthodes de résolution fondées sur des
techniques issues de la recherche en intelligence artificielle et de la recherche opérationnelle ont
fait la preuve de leur efficacité à de nombreuses reprises. Par exemple, la gestion des plannings du
personnel en milieu hospitalier est un problème bien connu de la communauté scientifique et pour
lequel de nombreuses méthodes de résolution ont déjà été développées et mises en application avec
succès. Bien que le problème abordé ici soit particulièrement complexe et original, il semble par
conséquent logique de chercher à le résoudre en mettant en œuvre ce genre de technologies.
1.2 Objectifs de la thèse
Cette thèse présente plusieurs objectifs majeurs, tant sur le plan académique que sur le plan industriel.
D’un point de vue académique, il s’agit d’une part de caractériser scientifiquement le problème
rencontré par notre partenaire industriel et de le positionner par rapport aux problèmes connexes
de la littérature ; d’autre part, il s’agit également de proposer des méthodes de résolution innovantes
et adaptées aux spécificités du problème. D’un point de vue industriel, il s’agit de développer un
outil d’aide à la décision, reposant sur les méthodes de résolution développées durant cette thèse,
de manière à faciliter, accélérer et optimiser la gestion quotidienne du personnel de Biotrial. Ce
partenariat entre Biotrial et l’École des Mines de Nantes (EMN) permet ainsi de valoriser les travaux
de recherche tout en dégageant un bénéfice réel pour Biotrial. Autrement dit, il s’agit d’initier un
transfert technologique, ce qui s’inscrit dans la logique nationale de développement de l’innovation et
de la compétitivité des entreprises, mais également dans une démarche de valorisation de la recherche.
1.3 Plan de la thèse
Le Chapitre 2 présente le cadre général de cette étude. Nous y introduisons tout d’abord le contexte
métier de Biotrial ainsi que les différents problèmes rencontrés par notre partenaire. Nous déduisons
de ces éléments que le problème de planification de personnel et d’affectation de tâches constitue
un problème majeur dans le cadre de l’activité de Biotrial. Nous choisissons par conséquent de nous
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focaliser sur ce problème particulier. Nous précisons alors le périmètre de l’étude en réalisant un
certain nombre d’hypothèses de travail, puis nous discutons des données actuellement disponibles et
concluons sur la nécessité de générer des instances de tests.
Le Chapitre 3 vise à positionner le problème retenu au Chapitre 2 par rapport à la littérature
existante. Nous nous intéressons d’abord à la problématique de construction des horaires de travail du
personnel avant de nous focaliser sur la problématique d’affectation de tâches fixées dans le temps.
Pour chaque problème présenté, nous donnons une palette de travaux académiques, de manière à
évaluer le périmètre couvert par le problème, puis nous concluons sur les points communs et les
différences par rapport à notre cas d’étude. Plus précisément, nous nous intéressons tout d’abord au
problème de planification du personnel en milieu hospitalier, en raison de la parenté des contextes
métier, puis nous nous intéressons au problème de construction des horaires de travail dans un cadre
plus général. Nous nous focalisons ensuite sur le cas particulier de la construction des horaires de
travail du personnel navigant, en raison de la similitude entre la notion de trajet et celle de tâche
non préemptive. Nous sortons ensuite du cadre de la gestion des ressources humaines, pour nous
intéresser aux problèmes d’affectation de tâches fixées dans le temps. Nous concluons ce chapitre en
soulignant les singularités du problème rencontré par notre partenaire.
Le Chapitre 4 introduit le cadre scientifique de cette étude. Nous donnons tout d’abord les nota-
tions utilisées à travers cette thèse, puis nous récapitulons les différentes contraintes du problème et
proposons une modélisation mathématique de l’objectif d’équité retenu au Chapitre 2. À partir de
ce cadre scientifique, nous donnons plusieurs algorithmes susceptibles d’intervenir lors de la résolu-
tion du problème. Nous proposons ensuite une modélisation sous forme d’un programme linéaire en
nombres entiers que nous adaptons à plusieurs variantes du problème étudié. Ces différentes variantes
abordent simultanément les problèmes de construction des horaires du personnel et d’affectation des
tâches. L’intérêt de cette résolution simultanée est de construire des horaires de travail permettant a
priori de mieux couvrir la charge de travail. En revanche, le fait de considérer le problème dans son
ensemble conduit à un espace de recherche très vaste et compliqué à explorer efficacement. Une étude
expérimentale met en évidence les limites d’une modélisation générale sous forme d’un programme
linéaire en nombres entiers et nous conduit à considérer la conception d’approches plus adaptées.
Le Chapitre 5 propose une première méthode de résolution consistant à décomposer le problème
en deux phases. La première phase permet de construire les horaires de travail du personnel, alors
que la seconde phase vise à affecter un maximum de tâches aux employés, le plus équitablement
possible. Nous itérons entre ces deux phases de manière à faire converger les horaires de travail en
fonction des besoins de la seconde phase. Puisque chaque phase est résolue de manière heuristique, il
est important de mettre en place des mécanismes de diversification de manière à trouver de bonnes
solutions. Pour cela, nous utilisons deux stratégies différentes. En ce qui concerne la première phase,
nous introduisons plusieurs opérateurs de voisinages partiellement aléatoires. En ce qui concerne la
seconde phase, nous proposons un ensemble de critères heuristiques, conduisant chacun à une variante
de la méthode, et nous appliquons régulièrement chacune de ces variantes. Une étude expérimentale
permet tout d’abord de paramétrer chacune des deux phases ainsi que le fonctionnement global de
la méthode en deux phases. Par la suite, nous retenons la meilleure configuration pour évaluer l’effi-
cacité de cette méthode par rapport aux résultats obtenus au Chapitre 4.
Le Chapitre 6 reprend l’idée générale du Chapitre 4, selon laquelle une résolution simultanée
des problèmes de construction d’horaires et d’affectation de tâches permet d’obtenir de meilleures
solutions. Puisque la modélisation proposée au Chapitre 4 rencontre des difficultés à trouver de
bonnes solutions, nous optons à présent pour une méthode de résolution à base de programmation
par contraintes. Cette approche est en effet connue pour être efficace lorsqu’il s’agit de trouver une
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bonne solution à un problème contraint. Nous proposons plusieurs stratégies de branchement per-
mettant soit d’affecter un maximum de tâches aux employés, soit de minimiser l’inéquité entre les
employés, ainsi que plusieurs stratégies d’exploration se focalisant soit sur les tâches difficiles à affec-
ter, soit sur les tâches qui présentent un fort impact sur l’inéquité, soit sur l’impact d’une affectation
vis-à-vis de l’horaire de travail correspondant. Ces différentes stratégies sont évaluées expérimenta-
lement et les meilleurs résultats sont comparés à ceux obtenus par la méthode en deux phases.
Le Chapitre 7 propose une méthode de recherche à voisinage large, fondée sur le modèle du
Chapitre 6. Cette méthode vise à explorer plus efficacement l’arbre de recherche en se concentrant
sur certaines parties a priori susceptibles de conduire à des solutions améliorantes. Pour cela nous
proposons deux voisinages orthogonaux : le premier se focalise sur la problématique d’affectation de
tâches en considérant un sous-ensemble de tâches appartenant à un même créneau horaire ; le second
se focalise sur la problématique de construction des horaires de travail du personnel en considérant un
sous-ensemble d’employés sur tout l’horizon de planification. Par ailleurs, nous proposons également
de gérer les problématiques d’affectation de tâches et de répartition équitable de la charge de travail
selon des modalités différentes. En ce qui concerne l’affectation des tâches, nous cherchons des solu-
tions améliorantes ou équivalentes. Pour obtenir des solutions équitables nous cherchons tout d’abord
à diversifier les solutions obtenues en acceptant des solutions non améliorantes qui servent ensuite
à construire des solutions plus équitables. Une étude expérimentale permet de conclure vis-à-vis de
l’efficacité de cette méthode. Plus précisément, les résultats obtenus sont tout d’abord comparés à
ceux du modèle de programmation par contraintes du Chapitre 6, puis à ceux de la méthode en deux
phases présentée au Chapitre 5.
Le Chapitre 8 présente le projet MAESTRO qui fait le lien entre les travaux de recherche et les
besoins opérationnels de Biotrial. Nous détaillons tout d’abord le mode de fonctionnement actuel
de Biotrial et montrons les avantages potentiels d’un outil d’aide à la décision. Par la suite, nous
présentons les caractéristiques techniques et fonctionnelles de l’outil développé pour Biotrial. Pour
finir, nous revenons sur le déroulement global du projet et concluons sur la nécessité d’évaluer plus
finement les gains obtenus au moyen de l’outil réalisé, de manière à le faire évoluer en fonction des
besoins de notre partenaire.
Le Chapitre 9 s’éloigne quelque peu du problème opérationnel de notre partenaire industriel pour
s’intéresser à un problème connexe de la littérature pour lequel les horaires du personnel sont déjà
fixés et où l’objectif est de minimiser le nombre d’employés permettant de couvrir un ensemble de
tâches fixées dans le temps. Bien que ce problème ne survienne pas directement dans le quotidien de
Biotrial, il pourrait néanmoins intervenir lors du dimensionnement de l’effectif. Nous proposons une
méthode de résolution fondée sur un modèle de programmation par contraintes ainsi que sur une stra-
tégie de branchement tirant parti de la structure du problème et des caractéristiques de la méthode
de résolution. Une étude expérimentale permet d’évaluer l’impact des différents composants de la mé-
thode de résolution. Pour finir nous comparons les meilleurs résultats obtenus à ceux de la littérature.




Nous nous intéressons dans ce chapitre à la formalisation du problème industriel rencontré par Bio-
trial. Nous présentons tout d’abord le contexte industriel ainsi que les notions clefs permettant de
comprendre l’activité très particulière de Biotrial. Par la suite, nous présentons et justifions nos dif-
férentes hypothèses de travail avant de formaliser le problème étudié. Pour finir, nous présentons les
différents jeux de données qui ont été utilisés tout au long de la thèse afin d’en valider les travaux.
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2.1 Problème métier et contexte industriel
Les laboratoires pharmaceutiques qui souhaitent obtenir une autorisation de mise sur le marché pour
un nouveau médicament doivent au préalable évaluer cliniquement tous ses effets sur le corps humain.
Pour cela, il est nécessaire de réaliser une étude pharmaceutique auprès d’un organisme indépendant
et agréé par le Ministère de la Santé, tel que Biotrial [29]. Ainsi, lorsqu’un laboratoire souhaite
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réaliser une étude pharmaceutique, il transmet à Biotrial un protocole de tests décrivant en détail
toutes les étapes permettant d’analyser précisément les effets du médicament. Ce protocole est tout
d’abord étudié et validé par le médecin en charge de l’étude afin de déterminer précisément tous les
examens médicaux à réaliser. Ces examens sont fixés dans le temps à la minute près, ce qui permet,
par exemple, de mesurer l’évolution de la concentration de certaines substances dans le sang. Après
validation du protocole de tests, Biotrial prend en charge la conduite de l’étude.
La toute première étape d’une étude pharmaceutique est de recruter un groupe de volontaires
souhaitant participer à l’étude. Le service d’accueil de Biotrial se charge de recevoir les volontaires
et de vérifier leur état de santé afin de détecter d’éventuelles contre-indications médicales qui les
empêcheraient de participer à l’étude. Les volontaires admis sont indemnisés pour leur participation
à l’étude. Une fois que le groupe de volontaires sains est complet, l’étude peut commencer. Le point
de départ d’une étude correspond toujours à la phase d’administration : une partie des volontaires
reçoit le médicament testé, alors que l’autre partie reçoit un placebo réalisé par le service pharmacie.
Les études se déroulent en double aveugle ce qui signifie que ni les volontaires, ni les infirmiers ne
connaissent la nature du produit administré (placebo ou médicament). Une série d’examens est alors
réalisée sur chaque volontaire afin de surveiller tous les effets du médicament. Ces examens peuvent
être pratiqués en ambulatoire ou bien requérir une hospitalisation. Dans tous les cas, Biotrial garantit
une surveillance médicale adéquate, au sein d’un environnement cliniquement sécurisé. La plupart des
études ne durent que quelques jours ou semaines, mais certaines études peuvent s’étaler sur plusieurs
mois. De telles études servent typiquement à mesurer les effets d’un médicament sur le long terme.
Dans ce cas, l’étude se compose d’une ou plusieurs visites médicales de quelques jours, effectuées
plusieurs mois après la première administration du médicament.
Puisque la charge de travail relative aux études découle entièrement des protocoles de tests, il est
crucial pour notre partenaire de gérer très finement son effectif de travail de manière à être capable
de couvrir la charge de travail globale tout en maîtrisant les coûts en personnel et en respectant les
contraintes organisationnelles et légales. Au fil de l’étude, les résultats cliniques sont systématique-
ment reportés sur un document de référence, retourné au laboratoire client à la fin de l’étude. La
rédaction de cette synthèse requiert un temps de travail non négligeable. De cette activité particulière
émergent plusieurs problèmes complexes portant sur différents niveaux temporels :
• D’un point de vue stratégique, il est nécessaire de dimensionner l’effectif requis en fonction de
la charge de travail de l’entreprise. Ce processus de planification est réalisé sur un horizon de
plusieurs mois ou années.
• D’un point de vue tactique, il est nécessaire de positionner les études pharmaceutiques de
manière à ce que la charge de travail qui en résulte corresponde au mieux à la capacité de
travail de l’entreprise. Ce processus de planification est réalisé sur un horizon de plusieurs
semaines.
• D’un point de vue opérationnel, il est nécessaire de réaliser les plannings des employés de ma-
nière à disposer du personnel adéquat à la réalisation de tâches prévues. Il s’agit d’un processus
complexe faisant intervenir la législation du travail et les contraintes relatives à l’organisation
interne de l’entreprise, ainsi que les compétences, les disponibilités et les préférences des em-
ployés. Ce processus de planification du personnel est réalisé sur un horizon d’une semaine,
en même temps que l’attribution des tâches aux employés. En cas de surcharge ponctuelle de
travail, il peut être nécessaire de recourir à des intérimaires, ce qui revient à affiner les choix
réalisés au niveau tactique et stratégique. Dans ce cas, l’objectif est de couvrir la charge de
travail avec un nombre minimum d’intérimaires.
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En ce qui concerne le dimensionnement de l’effectif, Biotrial a fait le choix de conserver un effectif
minimum, quitte à recourir régulièrement à des intérimaires. De cette manière, les périodes de faible
activité sont moins dommageables pour l’entreprise. Cette stratégie accentue en revanche la com-
plexité des problématiques tactique et opérationnelle qui intègrent alors les prévisions d’embauches
d’intérimaires.
Vis-à-vis du positionnement des études, Biotrial dispose en réalité d’une marge de manœuvre
assez réduite. Les laboratoires clients imposent en effet de plus en plus fréquemment une date de
début donnée. Lorsque le début de l’étude n’est pas imposé, il est souvent fortement contraint. Plus
généralement, notons que la durée de vie des brevets, relativement courte par rapport au temps de
développement de nouveaux médicaments, pousse les laboratoires pharmaceutiques à prendre des
risques vis-à-vis de leur gestion de projets, afin de réduire les délais de validation. Par exemple, il
arrive fréquemment que les laboratoires anticipent les autorisations de réalisation des tests cliniques
et demandent à notre partenaire de planifier des tests pour lesquels l’autorisation n’a pas encore été
obtenue. Cela peut conduire à annuler ou reporter des études entières à la dernière minute lorsque
l’autorisation n’est pas délivrée à temps. Par conséquent, la gestion des intérimaires s’effectue presque
exclusivement au niveau opérationnel.
Les plannings du personnel sont actuellement réalisés manuellement, ce qui mobilise deux déci-
deurs très expérimentés à temps plein pour un effectif permanent d’une trentaine d’employés, mais
pouvant doubler suite à une embauche massive d’intérimaires. En raison de la grande précision des
protocoles de tests et de la complexité des activités de travail à organiser, la construction hebdo-
madaire des plannings est actuellement un processus très complexe. De plus, Biotrial a récemment
entrepris des aménagements visant à accroître sa capacité d’accueil, notamment en doublant son
nombre de lits, ce qui se traduira par un accroissement des données à prendre en compte au quoti-
dien. Il est ainsi probable que les décideurs rencontrent de plus en plus de difficultés à appréhender
toutes les données du problème, ce qui risque de conduire à une baisse de la qualité des plannings
ainsi qu’à un accroissement important des besoins en intérimaires.
De nombreux échanges avec Biotrial nous ont permis de conclure que les problèmes de dimen-
sionnement de l’effectif et de positionnement des études étaient moins adaptés à la mise en place
d’un outil d’aide à la décision, notamment en raison de la faible marge de manœuvre. En revanche,
le problème de gestion de l’effectif de travail semble tout à fait adapté à la mise en place d’un outil
d’aide à la décision, ce qui nous a conduit à favoriser cette problématique.
2.1.1 Diversité des activités de travail
Au cours d’une même semaine, chaque employé peut être amené à réaliser des activités de nature très
différentes, telles que des formations professionnelles, des réunions d’équipe, des analyses d’échan-
tillons et bien entendu des actes cliniques (prise de sang, électrocardiogramme, etc.), pratiqués direc-
tement sur les volontaires, contrairement aux analyses d’échantillons qui se déroulent en laboratoire.
Chaque étude est supervisée par une équipe-projet qui se réunit au début de l’étude pour valider
le protocole de tests et construire le planning correspondant pour chaque volontaire. L’équipe-projet
se charge également du bon déroulement de l’étude et de la rédaction du compte-rendu des résultats
observés pour chaque volontaire. Ce compte-rendu est rempli au fil de l’étude par l’équipe-projet,
ce qui requiert une part importante de leur temps de travail. Les activités du personnel peuvent
se répartir en plusieurs catégories induisant chacune des contraintes de natures différentes. Nous
avons donc choisi de distinguer trois types d’activités : les activités administratives, les activités
obligatoires et les activités médicales.
Équipe-projet : il s’agit d’un groupe d’au moins trois employés en charge d’une étude donnée. Ce
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groupe comprend systématiquement un technicien, un infirmier et un médecin. Le technicien
et l’infirmier supervisent le déroulement des activités techniques et cliniques, et se chargent de
rédiger les compte-rendus des résultats, alors que le médecin supervise le déroulement global
de l’étude, valide le protocole de test et rédige le compte-rendu de sécurité et de tolérance du
produit testé (son avis est décisif pour la poursuite ou non de l’étude).
Activités administratives : il s’agit notamment des activités de rédaction de compte-rendus. Ces
activités peuvent être réalisées à tout moment de la semaine et ne requièrent aucune compé-
tence spécifique, mais nécessitent en revanche une certaine expérience. Ces activités sont par
conséquent confiées en priorité aux employés les plus expérimentés, jamais aux intérimaires.
Plus précisément, ces activités sont généralement confiées aux équipe-projets. D’autre part, ces
activités ne faisant pas partie du protocole de tests, elles peuvent être préemptées si besoin.
Les employés organisent leur temps de travail administratif de manière autonome ce qui signifie
que ces plages de travail ne sont pas indiquées explicitement sur le planning des employés.
Activités obligatoires : il s’agit des réunions d’équipes et des formations professionnelles. Ces
tâches sont fixées dans le temps et pré-affectées à un employé donné en amont de la phase de
planification du personnel. Les horaires de travail des employés doivent permettre aux employés
de réaliser ces activités obligatoires, dans le respect des contraintes légales et organisationnelles.
Activités médicales : il s’agit des actes cliniques et techniques, requérant des compétences précises.
Ces actes sont très majoritairement fixés dans le temps pour chaque volontaire concerné (date
de début et durée), mais certains actes peuvent éventuellement être retardés, dans une certaine
mesure, par rapport à leur date de début prévue. L’analyse de certains prélèvements, par
exemple, peut être différée sans nuire à la fiabilité des résultats. Le fait de retarder certaines
tâches est un procédé à éviter, destiné uniquement à gérer les pics d’activités. Contrairement
aux activités obligatoires, les activités médicales ne sont pas pré-affectées à un employé donné
et peuvent donc être réalisées par tout employé disponible et compétent, à condition bien sûr
que toutes les contraintes légales et organisationnelles soient respectées. La gestion des activités
médicales constitue le cœur du problème opérationnel de Biotrial, actuellement traité à la main,
en même temps que la construction des horaires de travail des employés.
Pour chaque employé, la répartition du volume de travail total entre ces trois activités dépend des
études pharmaceutiques en cours. Certaines études requièrent par exemple des compte-rendus très
détaillés, ce qui accroît le temps de travail administratif. Notons également que le début de chaque
nouvelle étude donne lieu à au moins une réunion de son équipe-projet afin de faire le point sur le
protocole de tests de l’étude. Les périodes de travail correspondant au lancement de plusieurs études
sont ainsi particulièrement chargées au niveau des activités obligatoires. Remarquons enfin que le
nombre, la nature, ainsi que l’enchaînement des tâches médicales à réaliser varient entièrement d’une
étude à une autre.
2.1.2 Particularités des activités médicales
Nous avons vu à la section précédente que les employés peuvent réaliser trois types d’activités : obli-
gatoire, administrative et médicale. Nous avons également présenté les principales différences entre
ces trois activités, ainsi que la manière dont ces activités sont gérées par le décideur (affectation, pré-
affectation, préemption, etc.). Nous souhaitons à présent apporter quelques précisions sur les activités
médicales dont la gestion constitue le cœur du problème étudié. Remarquons tout d’abord que la
même notion d’acte médical peut renvoyer à différentes réalités selon le contexte et les interlocuteurs.
Du point de vue des laboratoires pharmaceutiques, un acte médical correspond à la réalisation d’un
acte précis sur un volontaire donné. On peut alors parler d’actes unitaires. Les décideurs visualisent
le détail des actes unitaires sur un tableau Excel donnant les volontaires en colonne et les tâches
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Figure 2.1 – Exemples d’actes médicaux
médicales en ligne (cf. Figure 2.1 pour une version simplifiée). Ainsi, chaque cellule correspond à un
acte unitaire, comme par exemple : Electrocardiogramme - Visite 7, réalisé sur le volontaire n°2 à
7h57. Afin de respecter les protocoles de tests, les infirmiers et les techniciens en charge des actes
médicaux doivent disposer du même niveau de détail que les laboratoires. En revanche, les déci-
deurs en charge des plannings du personnel ne peuvent pas gérer un tel niveau de détail. Ils ont par
conséquent pris l’habitude de regrouper certains actes médicaux entre eux, de manière à réduire le
nombre de données à gérer. Ainsi, au lieu de gérer des actes unitaires (un acte sur un volontaire),
les décideurs gèrent des actes multiples (plusieurs actes sur plusieurs volontaires). De cette manière,
en affectant un seul acte multiple, le décideur peut affecter directement plusieurs actes unitaires.
Il ne s’agit pas seulement d’une astuce pour réduire la quantité de données gérée par les décideurs
mais surtout d’une pratique métier consistant à affecter une même personne sur une série d’actes
médicaux communs à tout un groupe de volontaires. Bien sûr, les actes médicaux ne peuvent pas être
regroupés n’importe comment et il faut une grande expérience pour déterminer les regroupements
qui seront réalisables par les employés tout en minimisant les temps de battement entre deux actes
unitaires. Remarquons en particulier que certains actes fixés au même horaire peuvent parfois être
regroupés, car il est possible de les faire en même temps, alors que d’autres actes espacés de plusieurs
minutes ne peuvent être regroupés, en raison d’une grande technicité par exemple. Cette distinction
se fait sur la base d’une expertise métier très riche et en constante évolution puisqu’il est possible
de modifier ce regroupement au cours d’une étude. D’un point de vue pratique, ce regroupement est
réalisé sur le tableau Excel mentionné précédemment en attribuant une même couleur à plusieurs
cellules. En reprenant l’exemple précédent, on peut ainsi voir que le décideur a regroupé tous les
actes d’administration, de manière à ce qu’ils soient réalisés par un même employé (cf. Figure 2.2).
De la même manière, les électrocardiogrammes, les pressions artérielles et les prélèvements sanguins
des volontaires n°1, n°3 et n°5 ont été regroupés en un seul acte commençant à 7h30 et s’étalant sur
48 minutes.
2.1.3 Spécificités des employés
Le personnel de l’entreprise est réparti à travers quatre services : clinique, technique, accueil et
pharmacie. Le service clinique se charge principalement des actes à réaliser sur les volontaires alors
que le service technique s’occupe principalement des actes relatifs à l’analyse des prélèvements. Le
service accueil gère l’arrivée des volontaires (inscription, bilan de santé, etc.) et pour finir, le ser-
vice pharmacie est responsable de l’élaboration des préparations médicales destinées aux volontaires
(médicament et placebo). Cette frontière entre les différents services repose essentiellement sur la
maîtrise des compétences nécessaires à la réalisation des tâches affectées aux différents services. En
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Figure 2.2 – Exemples de regroupements d’actes médicaux
cas de besoin, il est cependant possible de réaliser des transferts d’employés d’un service à l’autre.
Par exemple, les services cliniques et techniques peuvent s’échanger du personnel en cas de surcharge
de travail de l’un ou l’autre des services, ce qui en pratique est très fréquent. En revanche, pour des
raisons de respect du protocole, les employés du service pharmacie ayant participé à la préparation
d’une étude donnée ne peuvent réaliser aucune des tâches cliniques ou techniques de cette étude
puisqu’ils savent quels volontaires reçoivent le médicament et quels volontaires reçoivent le placebo.
On parle alors d’étude « interdite » pour signifier qu’il est impossible d’assigner des tâches de cette
étude à ces employés. Il leur est cependant possible d’assister le service accueil en cas de besoin. De
manière générale, les employés préfèrent réaliser les tâches relatives à leur propre service.
2.1.4 Contraintes légales et organisationnelles
L’ensemble des contraintes à prendre en compte lors de l’élaboration des plannings hebdomadaires
comprend d’une part les contraintes légales et d’autre part les contraintes organisationnelles, i.e. les
contraintes relatives au fonctionnement interne de l’entreprise.
Contraintes légales
La distribution des tâches étant très variable d’un jour à l’autre et d’une semaine à une autre, les
horaires du personnel ne sont pas fixés à l’avance. La charge de travail médical de Biotrial est tellement
variable qu’il est impossible de prévoir des roulements ou des horaires réguliers. Par conséquent, les
plannings sont entièrement contruits chaque semaine en fonction de l’activité. Il est donc nécessaire
de vérifier de nombreuses contraintes légales relatives au temps de repos et au temps de travail. Ces
contraintes permettent de garantir que les plannings construits respectent la législation en vigueur
au sein de l’entreprise. Toutes ces contraintes reposent sur quelques notions clés que nous identifions
sous les termes suivants : vacation, temps présentiel, temps travaillé et jour de repos.
Vacation : il s’agit d’un horaire de travail journalier, attribué à un employé. Cet horaire peut
comprendre des activités médicales et/ou obligatoires. Les activités administratives ainsi que
les pauses n’apparaissent pas explicitement sur les vacations. Autrement dit, une vacation
correspond à un horaire de présence minimum, pouvant être étendu au début ou à la fin, au
gré des employés mais sous réserve de respecter les contraintes légales, de manière à réaliser
leurs activités administratives. Pour cette raison, les vacations n’ont pas de durée minimale.
Temps présentiel : il s’agit de l’amplitude horaire d’une vacation. Le temps présentiel d’un employé
travaillant de 8h à 16h est donc de 8h.
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Temps travaillé : il s’agit du volume horaire travaillé durant une vacation. Le temps travaillé d’un
employé présent de 8h à 16h avec une pause déjeuner d’une heure est donc de 7h.
Jour de repos : il s’agit d’un intervalle horaire entièrement non travaillé d’une durée de 24h. Dans
l’intérêt du salarié, il est généralement préférable de placer ce repos le dimanche, mais cela
n’est pas toujours possible, puisque l’activité de Biotrial est continue.
À partir de ces différentes notions, il est possible d’énoncer les principales contraintes légales du
problème. Tout d’abord, le temps présentiel quotidien doit être inférieur à 11 heures et le temps
travaillé quotidiennement ne doit pas dépasser 10 heures. De plus, les employés travaillant le matin
bénéficient d’une pause de 18 minutes et d’une pause déjeuner d’une heure entre 12h et 14h30. Ces
deux pauses sont décomptées du temps de travail, i.e. le temps travaillé d’un tel employé correspond
au temps présentiel diminué de 1h18. D’autre part, les employés ne travaillant pas le matin mais
travaillant sur plus de 6h bénéficient d’une pause de 30 minutes comptée dans le temps de travail,
i.e. le temps travaillé d’un tel employé correspond à son temps présentiel. Remarquons dès à présent
que le respect de ces pauses peut être problématique, puisque certaines activités médicales durent
plusieurs heures. Ainsi, par exemple, un employé étant affecté à une activité médicale commençant
à 10h et se terminant à 15h, ne peut pas prendre une pause déjeuner « classique ». Ces contraintes
sont donc considérées comme souples et les conflits sont arbitrés par l’infirmière en chef afin que les
vacations des employés restent supportables, même si certaines « contraintes » sont violées. D’autres
contraintes portent sur le temps de travail hebdomadaire des employés. Ainsi, le temps travaillé heb-
domadairement ne doit pas dépasser 48 heures. Enfin, certaines contraintes glissantes sont également
à prendre en compte. Par exemple, une période de repos hebdomadaire d’une durée minimale de 35
heures, ainsi qu’au moins un jour de repos, doivent être observés sur une période de 7 jours consécu-
tifs. D’autre part, deux vacations consécutives doivent être séparées par un temps de repos minimum
de 11 heures. Notons que le respect des contraintes glissantes nécessite de prendre en compte le
planning de la semaine passée, afin de vérifier que le temps de repos entre la vacation du dimanche et
celle du lundi est bien respecté, mais également que le jour de repos ainsi que le repos hebdomadaire
de la semaine courante surviennent suffisamment tôt pour que la contrainte soit respectée, selon le
placement du repos précédent.
Contraintes organisationnelles
Les horaires de travail d’un même employé peuvent être très différents d’un jour à l’autre de la
semaine, car ils dépendent des tâches affectées à cet employé. En théorie, n’importe quel horaire de
travail respectant les contraintes relatives à la législation du travail peut être appliqué. En pratique,
les horaires portant à la fois sur la nuit et sur le matin sont jugés trop pénibles pour être appliqués.
Ainsi, un même employé ne peut être affecté à deux tâches commençant par exemple à 5h et 8h le
mardi matin car la première tâche est considérée par l’infirmière en chef comme une tâche de nuit,
alors que la seconde est considérée comme une tâche de matin. Remarquons que certaines tâches
peuvent commencer la nuit et finir le matin. Dans ce cas, l’infirmière en chef considère ces tâches
comme étant des tâches de nuit, car les infirmières travaillant la nuit préfèrent souvent réaliser des
vacations plus longues mais moins nombreuses.
Le respect des protocoles de tests entraîne de nombreuses contraintes organisationnelles. Tout
d’abord, chaque tâche doit être affectée à exactement un employé maîtrisant toutes les compétences
nécessaires à la réalisation de cette tâche. De plus, les dates de début des tâches doivent être scru-
puleusement respectées. D’autre part, les employés affectés à une tâche doivent être disponibles sur
toute la durée de cette tâche, ce qui nécessite de prendre en compte les indisponibilités des employés
(congés, réunions, etc.). De plus, un même employé ne peut être affecté à deux tâches concomi-
tantes. Afin de garantir la fiabilité des résultats, les infirmières ayant participé à l’élaboration des
préparations destinées aux volontaires ne peuvent être affectées à aucune tâche médicale.
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2.1.5 Appréciation d’un planning
Un planning est considéré comme réalisable s’il respecte toutes les contraintes légales et organisa-
tionnelles de l’entreprise. Plus particulièrement, il est nécessaire d’obtenir une affectation complète
des tâches aux employés. Il s’agit par conséquent de regrouper les tâches en horaires de travail et de
les affecter aux employés adéquats, i.e. compétents et disponibles, de manière à ce que les plannings
individuels qui en résultent respectent les différentes contraintes. Une illustration de ce problème sur
un horizon d’une journée est donnée à la Figure 2.3.
La qualité d’un planning réalisable dépend de la charge de travail globale des employés. Plus
précisément, il s’agit de répartir équitablement la charge de travail globale, de manière à éviter que
certains employés soient en surcharge alors que d’autres seraient en sous-charge. Afin de prendre
en compte toutes les activités réalisées par les employés, cette charge de travail globale inclut la
charge médicale, la charge obligatoire et la charge administrative. Puisque les activités ad-
ministratives n’apparaissent pas sur le planning du personnel, afin de laisser la liberté aux employés
d’organiser ce temps de travail, l’infirmière en chef ne peut pas vérifier directement sur le planning
la charge de travail globale des employés. Elle doit donc garder à l’esprit cette charge administrative,
différente pour chaque employé, de manière à solliciter davantage les employés qui ont une faible
charge administrative.
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Figure 2.3 – Exemple du problème sur un jour, avec 13 tâches (t1, .., t13) et 5 employés (n1, .., n5).
Charge médicale : Il s’agit du temps d’exécution cumulé des différentes tâches médicales affectées
à un employé donné. La charge médicale d’un employé réalisant une tâche clinique de 8h à 9h,
participant à une réunion de 13h à 14h et réalisant une tâche technique de 15h à 16h est donc
de 2h (la durée des tâches cliniques et techniques, mais pas celle de la réunion).
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Charge obligatoire : Il s’agit du temps d’exécution cumulé des différentes tâches obligatoires af-
fectées à un employé donné. En reprenant l’exemple précédent, la charge obligatoire est donc
de 1h.
Charge administrative : Il s’agit du temps a priori nécessaire à la réalisation des différentes tâches
administratives d’un employé. Cette charge est estimée par l’infirmière en chef. Puisqu’il est
difficile de réaliser un suivi précis des activités administratives, celles-ci n’apparaissent pas sur
le planning du personnel.
2.2 Hypothèses de travail
L’entreprise estimant que certaines données ne peuvent être formalisées parfaitement, nous avons
décidé de nous concentrer sur le cœur du problème industriel afin de répondre au mieux aux besoins
opérationnels. Cela nous a conduits à exclure certains cas particuliers que l’entreprise traitera soit
en amont par une réorganisation, soit en aval par un ajustement du planning au cas par cas, en
prenant en compte une expertise métier parfois très difficile à généraliser. L’outil d’aide à la décision
développé pour Biotrial prendra cependant en compte un maximum de données et de critères métier
(cf. Chapitre 8).
2.2.1 Simplification des données
Sur les quatre services du personnel (accueil, pharmacie, clinique et technique, cf. Section 2.1.3,
p. 25), nous avons décidé d’un commun accord avec l’entreprise de focaliser notre étude sur les
services clinique et technique. Ces deux services sont en effet en charge des activités médicales qui
requièrent une attention particulière, notamment en raison de la précision des tâches à attribuer et
des grandes fluctuations d’activité affectant ces services. Le service pharmacie n’étant pas pris en
compte, il devient alors inutile de gérer les études interdites (cf. Section 2.1.3 p. 25). Puisque le fait
de retarder certaines tâches est un procédé à éviter, nous considérons ici que toutes les tâches doivent
être planifiées à leur date de début prévue. La durée et la date de début de toutes les tâches médicales
sont ainsi fixées dans le temps avec une précision d’une minute afin de respecter les protocoles établis
par les laboratoires. Si besoin, les tâches qui auraient pu être retardées pourront être déplacées
manuellement par le décideur.
2.2.2 Gestion des contraintes
En ce qui concerne les pauses de 18 et 30 minutes, nous avons décidé de ne pas les garantir car nous
avons estimé avec l’infirmière en chef que ces pauses seraient automatiquement respectées dans la
quasi totalité des cas, en raison des dates de début des tâches, fixées dans le temps. Il est en effet
très peu probable d’arriver à produire des plannings ne présentant aucun temps d’attente entre les
différentes tâches affectées à un même employé. De plus, même les plannings qui ne respectent pas
ces temps de pause peuvent finalement être acceptés si besoin.
Vis-à-vis des pauses déjeuner, afin de pallier certains cas pathologiques (cf. Section 2.1.4), nous
avons décidé de les prendre en compte de manière assouplie : les vacations de plus de 5 heures,
commençant avant 12h et terminant après 14h30 donnent accès à un temps de repos d’une heure
pouvant éventuellement être morcelé. Cette durée limite de 5 heures s’explique en deux temps.
Premièrement, nous avons estimé qu’en-dessous de 5 heures, il n’était pas nécessaire de garantir
un temps de pause, celui-ci pouvant être pris en fin de vacation. Encore une fois, il s’agit d’un
arrangement pouvant également être appliqué en pratique. Deuxièmement, les tâches médicales les
plus longues durant jusqu’à 5 heures, il ne serait pas possible de respecter le temps de pause des
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employés affectés à ces tâches sans compléter leur vacation, déjà chargée, en y ajoutant une autre
tâche. Considérons en effet un employé affecté à une seule tâche commençant à 10h et se terminant à
15h. Si on souhaite que cet employé bénéficie d’une heure de pause déjeuner, il faut alors lui affecter
une autre tâche se terminant à 9h ou commençant à 16h. Cela conduirait cependant à une vacation
encore plus pénible que la vacation initiale de 10 à 15 heures. Le fait d’autoriser les pauses morcelées
permet de mieux couvrir la charge de travail, ce qui reste la préoccupation principale de l’entreprise.
D’autre part, le respect de la pause déjeuner entraîne de nombreux cas pathologiques pour lesquels
il n’existe pas vraiment de solution idéale, comme cela a été signalé à la Section 2.1.4.
2.2.3 Critères d’appréciation d’un planning
L’une des contraintes principales du problème industriel étant d’affecter toutes les tâches au per-
sonnel disponible, il semblerait naturel de considérer l’affectation des tâches comme une contrainte
inviolable. En pratique, il peut cependant arriver qu’il soit impossible de trouver une telle affectation.
L’entreprise complète alors son effectif au moyen d’intérimaires afin de réaliser les tâches restantes.
Biotrial ayant fait le choix stratégique de travailler avec un effectif permanent minimum, la gestion
de ces pics d’activité peut la conduire, dans les cas extrêmes, à doubler son effectif de travail en
engageant des intérimaires. Remarquons que le recours aux intérimaires est préjudiciable à l’entre-
prise à plus d’un titre. En effet, outre les coûts financiers, le recours aux intérimaires conduit à des
problèmes de maîtrise des compétences demandées, ce qui requiert de planifier des formations en
doublon. D’autre part, les intérimaires ont parfois du mal à s’adapter au rythme de l’entreprise, ce
qui peut entraîner des départs impromptus, ou des périodes d’adaptation relativement peu produc-
tives.
Après plusieurs échanges avec le décideur il est apparu que ce dernier souhaitait conserver la
main sur l’utilisation des intérimaires. Il est en effet difficile de définir un profil type de compétences
pour les intérimaires, car leurs compétences ainsi que leur aptitude à s’adapter au rythme soutenu de
l’entreprise varient énormément. De plus, il est difficile de construire un horaire de travail type pour
les intérimaires, car la durée de leur embauche peut aller de la demie journée à plusieurs semaines,
selon les besoins. Par ailleurs, selon la complexité de l’activité, il peut être intéressant d’embaucher
un intérimaire sur une période plus longue que nécessaire, de manière à capitaliser sur sa forma-
tion. Pour autant, lorsqu’il est impossible d’affecter toutes les tâches, le décideur souhaite qu’on lui
propose un planning initial, de manière à pouvoir évaluer les besoins minimum en intérimaires. Ce
planning initial doit être construit de manière à apporter au décideur un maximum d’information sur
les besoins en intérimaires. Idéalement, il s’agirait de construire un planning dont l’effectif de travail
pourrait être complété par un nombre minimum d’intérimaires, sans qu’il y ait besoin de modifier
les affectations des autres employés. Le profil de compétences ainsi que l’horizon de recrutement
des intérimaires étant inconnus, la construction d’un tel planning semble cependant particulièrement
difficile. Considérons par exemple la minimisation du nombre de vacations permettant de couvrir
les tâches restantes. Cet objectif présente l’avantage de prendre en compte le positionnement tem-
porel des tâches, permettant ainsi de gérer certains cas pathologiques. Par exemple, si trois tâches
ne peuvent être affectées, cet objectif favorisera les solutions pour lesquelles ces trois tâches sont
suffisamment proches pour être regroupées dans une même vacation, sans pour autant être conco-
mitantes, de manière à pouvoir être affectées à un unique intérimaire. L’inconvénient de cet objectif
est qu’il ne tient pas compte des compétences requises pour réaliser les tâches restantes, pouvant
ainsi favoriser des solutions pour lesquelles les tâches restantes requièrent des compétences rares, non
maîtrisées par les intérimaires. Si l’objectif est de minimiser le nombre et la rareté des compétences
requises pour réaliser les tâches non attribuées, il sera alors plus facile d’affecter les tâches restantes
aux intérimaires, mais il est possible que ces tâches soient éparpillées sur toute la semaine, ou au
contraire concomitantes, ce qui conduirait à surestimer soit le nombre d’intérimaires, soit le temps
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pendant lequel mobiliser des intérimaires. Une autre option pourrait être de minimiser la charge mé-
dicale non attribuée, de manière à ce que la charge à réaffecter soit faible. Cela conduirait à favoriser
l’attribution des tâches les plus longues au détriment des tâches les plus courtes. Un tel objectif ris-
querait donc d’accroître le nombre de tâches non attribuées, augmentant potentiellement le nombre
de compétences différentes associées aux tâches non affectées. Ces différents exemples montrent qu’il
est difficile de concevoir une stratégie générale permettant de construire un planning dont l’effectif
de travail pourrait être complété par un nombre minimum d’intérimaires, sans qu’il y ait besoin de
modifier les affectations des autres employés. Par conséquent, nous optons ici pour une autre stra-
tégie consistant à construire un planning facilement interprétable par le décideur. Afin de réduire la
quantité d’information à prendre en compte, nous cherchons à minimiser le nombre de tâches non
affectées. Le décideur peut alors réaliser des arbitrages sur les quelques tâches restantes de manière
à trouver une solution complète, ou bien ajouter des intérimaires et replanifier, de manière à obtenir
un planning satisfaisant au bout de quelques itérations. Notons que les intérimaires pourront être
mobilisés sur une ou plusieurs plages horaires, en fonction des besoins, et que le décideur pourra
également positionner les plages de formation nécessaires. De cette manière, un planning pour lequel
toutes les tâches sont affectées est toujours préféré à un planning pour lequel certaines tâches ne sont
pas affectées, mais pour autant, en cas d’irréalisabilité, le décideur bénéficie d’une base de départ
pour évaluer les besoins en intérimaires.
Lorsque toutes les tâches sont affectées, il convient de répartir équitablement la charge de travail
globale entre les employés, ce qui requiert de prendre en compte les activités médicales, obligatoires
et administratives (cf. Section 2.1.5). Pour répartir équitablement la charge de travail globale, les
infirmières en chef prennent en compte les activités administratives de manière informelle. Notre
partenaire souhaite conserver ce fonctionnement, pour éviter de contraindre davantage les horaires
de travail des employés en positionnant leur travail administratif. Cela nous a conduit à définir pour
chaque employé une charge médicale idéale qui interviendra dans la répartition équitable de la
charge de travail médicale. Pour un employé donné, cette charge idéale est d’autant plus grande que
les charges administrative et obligatoire sont faibles sur la période considérée. Cette notion permet de
traduire simplement le fait qu’un employé fortement chargé en activités administratives et obligatoires
ne doit pas être trop chargé en activités médicales. Nous capturons ainsi ce que le décideur prend
en compte de manière informelle lors de la construction du planning. À partir de cette notion de
charge idéale de travail médical, il est possible de définir les notions de surcharge médicale et de
sous-charge médicale. Plus un employé est en surcharge médicale, moins il aura de temps pour
réaliser le reste de ses activités. À l’inverse, plus un employé est en sous-charge médicale, plus il aura
de temps pour réaliser le reste de ses activités. Par conséquent, la répartition de la charge de travail
globale est d’autant plus équitable que les employés ayant la plus grande surcharge médicale et ceux
ayant la plus grande sous-charge médicale sont proches de leur charge idéale. Ainsi, par exemple,
une solution où tous les employés respectent leur charge médicale idéale correspond à une répartition
idéale du travail. De la même manière, si tous les employés sont en surcharge médicale à hauteur de
deux heures par exemple, cela correspond également à une répartition idéale de la charge de travail,
car cela signifie que la surcharge globale d’activité est équitablement répartie entre les employés.
À l’inverse, si certains employés sont en surcharge médicale d’une heure, alors que d’autres sont en
sous-charge médicale d’une heure, alors cela n’est pas équitable. Autrement dit, nous considérons que
la répartition de la charge globale est d’autant plus équitable que la différence de traitement entre
les employés les plus pénalisés et les employés les moins pénalisés est faible.
Charge médicale idéale : il s’agit d’un volume de travail, donné en minutes. Ce volume dépend
de la charge administrative de l’employé correspondant. Ainsi, plus un employé à une charge
administrative importante, plus sa charge médicale idéale est faible. Il s’agit donc d’une donnée
du problème, définie par le décideur, de manière à estimer les proportions à respecter entre la
charge médicale et les charges administratives et obligatoires pour chaque employé. Il ne s’agit
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donc pas d’une valeur maximale.
Sur/Sous charge médicale : se dit de l’activité médicale d’un employé dont la charge de travail
médical affectée est supérieure/inférieure à sa charge médicale idéale.
2.2.4 Périmètre du problème
Nous résumons ici les différentes hypothèses de travail établies avec notre partenaire afin d’uniformiser
les données tout en gardant à l’esprit que les cas spécifiques seront gérés par le décideur :
R 1: seuls les services clinique et technique sont pris en compte ;
R 2: les études interdites ne sont pas prises en compte de façon spécifique ;
R 3: les tâches sont toutes considérées comme étant entièrement fixées dans le temps ;
R 4: les pauses de 18 et 30 minutes ne sont pas prises explicitement en compte ;
R 5: les pauses déjeuner sont vérifiées pour les vacations de plus de 5h et peuvent être morcelées.
Ces restrictions portent à la fois sur les données d’entrées et les contraintes du problème. Notons que
la restriction R 2 n’impacte pas la modélisation du problème puisque les études interdites peuvent
être aisément prises en compte via des compétences particulières. En revanche, la restriction R 3
impacte fortement la modélisation du problème puisqu’elle permet de s’affranchir complétement du
positionnement des tâches. Conceptuellement, il s’agit de la restriction la plus forte réalisée dans
le cadre de l’étude. Cependant, cette restriction n’a que peu d’impact sur la qualité des plannings
puisque les tâches pouvant être retardées sont assez rares et qu’il est préférable de ne pas les retarder.
Les restrictions R 4 et R 5 s’expliquent par les temps de battement entre les tâches, ainsi que
par la possibilité de réaliser des arbitrages reposant sur une expertise métier impossible à saisir
parfaitement.
2.3 Données de test
Au regard des nombreuses spécificités du problème, il ne nous semble pas possible de trouver dans la
littérature des jeux de tests suffisamment proches de notre cas d’étude pour être pertinents. Le pro-
blème étudié étant issu d’une étude industrielle, il est cependant crucial de vérifier le comportement
des méthodes de résolution sur des données susceptibles de correspondre à la réalité de l’entreprise.
Étant donné que l’entreprise partenaire ne pouvait pas nous fournir de données réelles comprenant les
différents éléments de décision, nous proposons par conséquent un nouveau jeu de données générées de
manière à correspondre aux données industrielles. Il est regrettable que nous n’ayons pu bénéficier de
données réelles, mais cela s’explique par le fait que tout le processus de planification du personnel est
réalisé à la main par les infirmières en chef, ce qui requiert d’ailleurs une très grande expertise métier.
2.3.1 Caractéristiques des données industrielles
Une semaine classique correspond environ à 200 tâches dont la durée varie entre quelques minutes
et plusieurs heures. Ces tâches sont distribuées sur toute la semaine et peuvent commencer à toute
heure du jour ou de la nuit. Les tâches à réaliser le week-end ou durant la nuit sont cependant
beaucoup plus rares alors qu’il est fréquent d’observer un pic d’activité à 8h. En tout, plus d’une
trentaine d’actes cliniques différents sont répertoriés (analyses médicales, prises de sang, pipetages,
électrocardiogrammes, encéphalogrammes, pressions artérielles, etc.). En temps normal, l’entreprise
dispose d’une trentaine d’employés très polyvalents pour suivre les protocoles de tests. Chaque em-
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ployé présente des indisponibilités non travaillées (congés posés, absences, contrats particuliers, etc.)
ainsi que des indisponibilités travaillées (formations et réunions).
2.3.2 Générations de jeux d’instances
Étant donné que la création des plannings du personnel repose actuellement sur l’expérience de
quelques décideurs qui conservent peu de traces des contraintes considérées au niveau opération-
nel, nous n’avons pas pu bénéficier de jeux de données sous un format directement exploitable. En
consultant d’anciens plannings, nous avons cependant pu estimer la charge de travail moyenne des
employés, ainsi que la distribution globale de la charge de travail. À partir de ces observations, nous
avons généré plusieurs instances correspondant à une semaine de travail en fonction des paramètres
It, Ivet Ic, correspondants respectivement au nombre de tâches, à la charge de travail moyenne, et à
la distribution de compétences. Les caractéristiques principales de ces paramètres sont récapitulées à
la Table 2.1. En croisant toutes les configurations de ces différents paramètres, nous obtenons 24 jeux
d’instances. De manière à pouvoir étudier chaque jeu d’instances, nous avons généré 30 instances de
chaque configuration, soit un total de 720 instances, disponibles en téléchargement [167].
It : nombre de tâches cliniques sur une semaine. Ce paramètre permet de faire varier la taille des
instances étudiées, ce qui nous permet d’évaluer le comportement des méthodes de résolution
face à une instance de taille classique, mais également d’évaluer leurs capacités de passage à
l’échelle. Nous proposons d’étudier des jeux de données avec 100, 200, 300 et 400 tâches cli-
niques. Nous estimons en effet qu’une instance classique comprend environ 200 tâches cliniques.
Iv : volume de travail clinique moyen des employés sur une semaine, en minutes. Un volume de
travail moyen classique correspond à une valeur de 800 minutes. Par conséquent, nous proposons
d’étudier trois configurations particulières : 600 minutes (faible), 800 minutes (classique) et
1 000 minutes (important). Ces trois configurations nous permettent de vérifier le comportement
des méthodes en cas de sous-charge, de surcharge ou d’équilibre entre la capacité de travail et
la demande.
Ic : répartition des compétences au sein de l’effectif disponible. Nous proposons d’étudier deux
configurations différentes. La première configuration, notée Icc, correspond à une répartition
homogène des compétences, ce qui nous permet de prendre en compte le cas pratique où toutes
les compétences requises sont jugées « communes », i.e. maîtrisées par un grand nombre d’em-
ployés. La seconde configuration, notée Icr, complète la première configuration en y ajoutant
la notion de « compétences rares », ce qui arrive lors de certaines études requérant des compé-
tences particulières pour lesquelles peu d’employés sont formés.
Attribut Valeurs
Nombre de tâches (It) { 100, 200, 300, 400 }
Nombre d’employés J15, 50K
Charge médicale moyenne par employé (Iv) { 600, 800, 1 000 }
Distribution des compétences (Ic) {Icc, Icr}
Icc : 100% des tâches requérent une compétence commune.
Icr : 95% des tâches requérent une compétences communes et 5% une compétence rare.
La probabilité qu’un employé maîtrise une compétence rare est de 20%, contre 80% pour
une compétence commune.
Table 2.1 – Caractéristiques principales des instances.
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Figure 2.4 – Exemple d’une distribution de la charge de travail pour 100 et 400 tâches.
La génération des tâches est contrôlée via plusieurs paramètres qui permettent de jouer sur la
fréquence d’apparition de tel ou tel type de tâche ainsi que sur leur positionnement dans le temps.
La Figure 2.4 propose une illustration du profil de charge de travail obtenu, pour des instances à 100
et 400 tâches sur une semaine. Cette figure permet de mieux cerner les caractéristiques principales
des instances : l’essentiel de l’activité se situe sur la semaine, avec des pics d’activités autour de 8h
du matin. Notons également que d’un jour à l’autre, la charge de travail est relativement stable.
Plus précisément, 90% des tâches sont générées en semaine (du lundi au vendredi). Les tâches de la
semaine ont une probabilité de 50% d’être du matin, de 40% d’être de l’après-midi et de 10% d’être
de nuit. Les tâches du matin ont une date de début générée selon une loi normale centrée à 8h et
tronquée de manière à ce que toutes les dates de début soient comprises entre 6h et 10h. Cela permet
de rendre compte du pic d’activité observé sur le terrain aux alentours de 8h. Les tâches de l’après-
midi ont une date de début générée selon une loi uniforme allant de 10h à 20h. Enfin, les tâches
de nuit ont une date de début générée selon une loi uniforme allant de 20h à 6h le lendemain. Les
tâches du week-end ont une date de début générée selon une loi uniforme couvrant tout le week-end.
Trois types de tâches sont considérées : les petites tâches (5%), les tâches moyennes (65%) et les
grandes tâches (30%). La durée des petites tâches est générée selon une loi uniforme allant de 5 à 15
minutes. La durée des tâches moyenne est générée selon une loi normale centrée autour de 50 minutes
et tronquée de manière à ce que les durées des tâches s’étalent de 30 à 70 minutes. La durée des
grandes tâches est générée selon une loi uniforme allant de 2 à 5 heures. D’un point de vue industriel,
les grandes tâches correspondent à des actes médicaux de longue durée (e.g. Électrocardiogramme
sur 45 minutes) ainsi qu’à des analyses médicales (e.g. Pipetage avec centrifugation et décantation).
Les petites et moyennes tâches correspondent quant à elles aux actes cliniques. Selon l’organisation
de l’étude et le nombre de volontaires, ces tâches sont alors plus ou moins longues.
Le nombre d’employés considérés est calculé en fonction du volume de travail total et du para-
mètre Iv. La génération des employés est contrôlée via plusieurs paramètres qui permettent de jouer
sur leur niveau de polyvalence, leur objectif de travail ou leurs disponibilités. Les congés du personnel
sont générés de manière à former des séquences logiques. La probabilité qu’un employé soit en congé
un jour donné est de 10% s’il travaillait la veille, et de 70% s’il était déjà en congé la veille. La
probabilité qu’un employé soit en réunion un jour donné est de 5%. En cas de réunion, la date de
début est générée selon une loi uniforme allant de 8h à 14h, la durée de la réunion est générée selon
une loi uniforme allant de 1h à 4h. La charge de travail idéale des employés suit une loi de probabilité
uniforme allant de 10h à 15h. Les valeurs générées sont ensuite modifiées de manière à prendre en
compte les congés. En effet, si un employé est en congé sur une partie de la semaine, son objectif de
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Figure 2.5 – Exemple d’une distribution des charges médicales idéales.
travail doit alors être diminué. Une fois que les objectifs de travail ont été adaptés aux disponibilités
des employés, il reste à les adapter à la charge de travail globale de manière à ce que la somme des
objectifs de travail corresponde à la somme des durées des tâches cliniques. Cela se fait en modifiant
tous les objectifs de travail d’une valeur δ. Notons que cette normalisation des objectifs de travail
ne modifie ni la difficulté de l’instance, ni la valeur de son optimum. Au final, nous obtenons des
charges idéales allant de 3 à 20 heures, ce qui représente une variation importante (mais conforme à




Le problème que nous avons présenté au Chapitre 2 correspond à un problème de planification de
l’activité du personnel. Bien que ces problèmes soient étudiés depuis plus de 60 ans, l’intérêt de la
communauté scientifique à leur égard reste très vif encore aujourd’hui. Cela s’explique notamment
par un contexte socio-économique en perpétuelle mutation, conduisant du même coup à un besoin
de renouvellement et d’adaptation des techniques de planification. Nous présentons tout d’abord une
vue d’ensemble des problèmes de planification de personnel avant d’étudier plus spécifiquement les
problèmes d’affectation de tâches fixées dans le temps. Nous nous concentrons ici sur des problèmes
connexes, sachant que les différentes méthodes développées durant la thèse sont positionnées par
rapport à l’état de l’art au début des chapitres correspondants. Nous concluons ce chapitre en sou-
lignant les singularités du problème étudié, mais également ses points communs avec les problèmes
classiques de la littérature.
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3.1 Panorama de problèmes de planification de personnel
3.1.1 Périmètre, classifications et contextes applicatifs
Les problèmes de gestion du personnel ont longtemps porté sur des aspects tactiques et stratégiques
tels que le dimensionnement d’effectif ou la politique salariale, comme cela est rappelé dans [12].
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Au fur et à mesure de l’accroissement des capacités de production et de l’évolution des marchés,
les entreprises passent d’une production standardisée et quantitative à une production diversifiée
et qualitative. Dans un tel contexte, il devient essentiel de prendre en compte les spécificités des
employés de manière à mettre en place des systèmes de production flexibles. Cela conduit alors à
l’essor des problématiques de planification de l’activité du personnel [78]. Cette famille de problèmes
vise à organiser l’activité des employés à un niveau plus ou moins fin de manière à ce que l’entreprise
soit en capacité de répondre au mieux à un besoin plus ou moins bien connu. Au fil du temps, des
avancées scientifiques et de l’évolution des pratiques managériales, les recherches se sont portées sur
des problèmes de plus en plus complets avec des applications de plus en plus diverses. Par consé-
quent, la littérature portant sur le sujet est aujourd’hui très abondante. À titre d’indication, notons
en particulier que l’état de l’art proposé par Ernst et al. ? [83] recense plus de 700 références dans le
domaine de la planification de personnel. Face à cette multitude de travaux, plusieurs classifications
ont été proposées.
Baker [10] propose l’une des premières classifications en distinguant trois grands problèmes de
planification de l’activité du personnel : le Day-Off Scheduling Problem, le Shift Scheduling Pro-
blem et le Tour Scheduling Problem. Le Day-Off Scheduling Problem s’intéresse au positionnement
des jours de repos des employés sur un horizon d’une ou plusieurs semaines [66, 191], alors que le
Shift Scheduling Problem vise à déterminer les dates de début et de fin des vacations des employés
[20, 108, 171]. Le Tour Scheduling Problem aborde quant à lui ces deux problèmes simultanément,
permettant ainsi d’accéder à des plannings potentiellement meilleurs [6, 56, 120]. Deux autres clas-
sifications, dédiées exclusivement au Tour Scheduling Problem, répertorient les travaux par méthode
de résolution. La première, proposée par Bechtold et al. [19], distingue les méthodes de résolution
par programmation linéaire des méthodes de construction. La seconde, proposée par Alfares [6],
affine cette première classification en retenant dix méthodes différentes : heuristiques, métaheuris-
tiques, programmation linéaire, programmation linéaire en nombres entiers, approche multicritère,
construction/amélioration, décomposition, implicites, génération/résolution et divers.
Contrairement aux classifications d’Alfares [6] et de Bechtold et al. [19], Ernst et al. [81] ainsi
que Van den Bergh et al. [189] s’intéressent au problème générique de planification de personnel. Van
den Bergh et al. [189] recensent ainsi plus de 300 travaux, répertoriés selon plusieurs axes tels que les
caractéristiques des employés et des vacations, le type de décisions prises, la flexibilité des horaires
de travail, le degré d’incertitude considéré ou encore le domaine d’application . Ernst et al. [81] pro-
posent quant à eux une classification reposant sur l’idée qu’un problème donné correspond toujours à
une combinaison particulière de six modules de bases : modélisation de la demande, positionnement
des jours de repos, sélection des horaires de travail, construction de plannings individuels, affectation
de tâches et affectation d’employés. Le module de modélisation de la demande consiste à traduire
une estimation de l’activité de l’entreprise en tâches à réaliser ou bien directement en besoins en
employés. Lorsque l’activité est relativement homogène, il est possible d’exprimer les besoins en per-
sonnel pour différents types de vacations fixées a priori (e.g. les centres hospitaliers). En revanche,
lorsque l’activité de l’entreprise est très variable, il peut être nécessaire de spécifier les besoins en
personnel pour un ensemble de créneaux horaires unitaires (e.g. les centres d’appels téléphoniques
ou les restaurants). Parfois, il est même nécessaire d’exprimer la demande sous la forme de tâches
bien précises se caractérisant par une fenêtre horaire d’exécution ou des dates de début et de fin
fixées, une localisation géographique ainsi que des compétences requises. Une telle précision apparaît
notamment dans les transports (e.g. les aéroports et les gares). Les modules de positionnement des
jours de repos et de sélection des horaires de travail correspondent respectivement au Day-Off Sche-
duling Problem et au Shift Scheduling Problem. Le module de construction de plannings individuels
consiste à élaborer un ensemble de séquences composées d’horaires de travail et de périodes de repos
afin de couvrir correctement la demande. Chaque séquence correspond alors à un planning individuel,
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mais n’est pas forcément attribuée à un employé précis. Cette dernière étape correspond au module
d’affectation d’employés. Pour finir, le module d’affectation de tâches consiste à fixer les différentes
activités réalisées par un employé donné au sein d’une vacation donnée.
Tous ces travaux illustrent bien la grande diversité des problèmes de planification de personnel
qui s’explique principalement par l’évolution des pratiques managériales, la multitude des contextes
applicatifs, ainsi que par les différences de législation selon les pays et les secteurs. Remarquons en
particulier que la prise en compte de contexte industriel précis a souvent donné lieu à l’émergence
de problèmes à part entière tels que la planification du personnel hospitalier avec le Nurse Rostering
Problem [46] ou bien la planification d’équipages avec le Crew Pairing Problem [15, 57, 181, 190] et
le Crew Rostering Problem [102, 121]. Ce dernier problème se décline d’ailleurs selon les différents
modes de transport, avec notamment le Bus Driver Scheduling Problem pour le transport routier
[142, 147, 195], le Train Driver Scheduling Problem pour le transport ferroviaire [172], etc. On parle
également du Ground-Crew Rostering Problem [63, 65], par opposition au Crew Rostering Problem,
afin de distinguer le personnel restant au sol, mais dont l’activité est tout de même rythmée par
les arrivées et les départs des équipages. En raison de cette verticalisation, il existe de nombreuses
correspondances entre les différents problèmes de planification de personnel [81]. Par exemple, le
Tour Scheduling Problem est similaire au Crew Rostering Problem, à la différence près que le premier
considère une activité variable alors que le second considère des séquences de trajets. De la même
manière, le Shift Scheduling Problem est similaire au Crew Pairing Problem. Par ailleurs, certains
travaux portant sur le Tour Scheduling Problem, planifient également les activités des employés en
plus de leurs horaires de travail, ce qui s’apparente alors à un problème d’emploi du temps (Employee
Time Tabling Problem [61, 71, 149, 177]).
Ce rapide panorama montre bien la difficulté d’établir une cartographie complète des problèmes
de planification de personnel. Afin de positionner notre cas d’étude par rapport à la littérature, nous
nous focaliserons donc sur les problèmes qui semblent les plus significatifs pour notre étude. Plus
précisément, nous commençons par le Nurse Rostering Problem, dont le contexte métier rappelle
celui de notre cas d’étude, puis nous abordons successivement le Tour Scheduling Problem et le
Crew Rostering Problem. De cette manière, nous balayons les différentes modélisations possibles de
la demande en personnel [81] (besoins exprimés par vacations, besoins flexibles, besoins définis par
un ensemble de tâches).
3.1.2 Besoins exprimés par vacations, cas du Nurse Rostering Problem
Définition du Nurse Rostering Problem
Le Nurse Rostering Problem (NRP) est un problème de planification de personnel se focalisant
sur l’environnement de travail bien particulier des établissements de santé tels que les hôpitaux
ou les cliniques. Les horaires réalisables par les employés sont prédéfinis par un petit nombre de
vacations possibles définissant complètement les journées de travail. Il est par exemple très fréquent
de considérer trois vacations de huit heures correspondant à des horaires précis et couvrant l’ensemble
d’une journée calendaire. Les plannings des employés forment alors des séquences de vacations et
les besoins en personnel s’expriment en nombre d’employés par jour et par vacation. Remarquons
qu’il est éventuellement possible de distinguer les besoins en personnel selon quelques catégories
comme par exemple « infirmier-chef », « infirmier » et « infirmier-étudiant ». La singularité de cet
environnement de travail provient des accords salariaux définissant des contraintes très particulières
sur les plannings des employés. Ces contraintes varient selon les établissements, ce qui signifie qu’il
est difficile d’énoncer un problème générique. La Table 3.1 propose un exemple de ce problème sur
un horizon d’une semaine, avec trois vacations (Matin, Soir et Nuit). Le premier tableau donne tout
d’abord les besoins en employés par jour et par vacation. Par exemple, il faut au minimum un employé
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Vacation Lundi Mardi Mercredi Jeudi Vendredi Samedi Dimanche
Matin (M) 2 1 0 1 0 1 1
Soir (S) 0 1 2 1 1 0 0
Nuit (N) 1 1 0 0 1 0 1
Données d’entrée : la demande en personnel, exprimée en vacations par jour
( ∗, M, −, M, ∗ ) ( ∗, S, −, S, ∗ ) ( ∗, N, −, N, ∗ )
( ∗, M, −, S, ∗ ) ( ∗, S, −, M, ∗ ) ( ∗, N, −, S, ∗ )
( ∗, M, −, N, ∗ ) ( ∗, S, −, N, ∗ ) ( ∗, N, −, M, ∗ )
( ∗, N, M, ∗ ) ( ∗, N, S, ∗ )
Liste des séquences interdites (− : repos, ∗ : une ou plusieurs vacations quelconques)
Personnel Lundi Mardi Mercredi Jeudi Vendredi Samedi Dimanche
1 M M S S - - N
2 N N - - S M M
3 M S S M N - -
Solution : le planning du personnel exprimé en vacations par jour
Table 3.1 – Exemple d’un Nurse Rostering Problem
pour l’horaire de nuit du lundi. Le deuxième tableau donne les séquences de vacations interdites : il
est interdit d’enchaîner une vacation Nuit avec une vacation Matin ou Soir et il est aussi interdit de
positionner un jour de repos isolé. Le troisième tableau donne une solution au problème.
Quelques travaux portant sur le NRP
Nous nous concentrons ici sur les différentes manières dont les vacations et les compétences sont
traitées dans le cadre du NRP, mais Burke et al. [46] ainsi que Cheang [59] proposent chacun un
état de l’art complet sur le sujet. Remarquons tout d’abord que la difficulté principale du NRP est
de gérer efficacement les nombreuses contraintes de séquence portant sur les plannings individuels.
Autrement dit, le problème n’est pas tant de couvrir correctement la demande en personnel que de
le faire de la meilleure manière possible du point de vue des employés.
Dans le cadre du NRP, le nombre de vacations considérées se réduit souvent à trois vacations
travaillées [77, 139, 155, 156, 159, 186, 194]. Certains travaux considèrent cependant un plus grand
nombre de vacations [43, 116, 118, 170], avec un maximum d’une quinzaine de vacations différentes.
Dans l’ensemble, il est possible de conclure que la planification de l’activité de personnel hospitalier
peut se faire avec un petit nombre de vacations différentes, ce qui permet de maîtriser une partie de
la combinatoire du problème.
Puisque l’activité des employés au sein d’une vacation n’est pas explicitement planifiée, il est
généralement inutile de prendre en compte les compétences des employés. Il faut en effet garder à
l’esprit que les besoins en personnel médical sont estimés a priori et peuvent être en décalage par
rapport aux besoins réels. Il est par conséquent logique de conserver une certaine flexibilité vis-à-vis
des activités de travail des employés. Par ailleurs, les employés peuvent être suffisamment polyvalents
pour qu’il soit inutile de distinguer le profil de demande selon chaque compétence. Pour ces raisons, de
nombreux travaux ne prennent pas en compte la notion de compétences [24, 38, 44, 49, 155, 156, 186].
En revanche, d’autres travaux prennent en considération l’expérience des employés en distinguant
par exemple les chefs de service, les employés très expérimentés, les employés peu expérimentés, ou
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encore les employés en cours d’apprentissage [2, 3, 4, 28, 43, 45, 47, 77, 116, 118]. La demande est
alors exprimée pour chaque niveau d’expertise.
Une particularité du NRP est de considérer un nombre important de contraintes souples, i.e.
pouvant être violées mais entrainant alors une pénalité au niveau de l’objectif [35, 48, 60]. Ces
contraintes servent typiquement à prendre en compte les souhaits des employés ainsi qu’à réduire la
pénibilité des horaires de travail. Les souhaits des employés portent généralement sur leurs horaires
de travail, e.g. tel employé souhaite éviter les horaires de nuit, alors que tel autre voudrait être en
repos chaque weekend. La pénibilité du travail est une notion moins subjective qui est généralement
définie pour tous les employés. Tel établissement souhaite par exemple que les employés ayant réalisé
plusieurs vacations de nuit puissent bénéficier d’au moins deux jours de repos, alors que tel autre
souhaite que chaque employé bénéficie d’au moins un weekend entièrement reposé tous les mois. D’un
problème à l’autre, ces contraintes peuvent être souples ou dures, voire éventuellement contradictoires,
ce qui souligne la diversité des problèmes regroupés au sein du NRP.
Différences et point communs avec le cas d’étude
Étant donné que notre problème porte également sur la planification du personnel en milieu médical,
il semble important de le positionner par rapport au NRP. Les deux problèmes visent à planifier
l’activité du personnel de manière à couvrir une certaine demande. De plus, les deux problèmes
prennent en compte la qualité des plannings du point de vue des employés. Cependant, la manière
dont ces deux objectifs sont abordés dans le NRP diffèrent complètement de notre cas d’étude. Dans
le cas du NRP, la demande s’exprime en nombre d’employés par vacation et éventuellement par
niveau d’expérience alors que dans notre cas d’étude, il faut affecter à chaque employé des tâches
fixées dans le temps et requérant des compétences très particulières, ce qui nécessite un grand nombre
de vacations ad hoc, comme nous le verrons au Chapitre 5. Par ailleurs, le NRP comprend également
de nombreuses contraintes de séquences visant à produire des plannings individuels satisfaisant pour
les employés. Dans notre cas d’étude, ces contraintes n’apparaissent pas. Cela s’explique notamment
par l’absence d’horaires prédéfinis et donc de « patrons » à respecter. Cette grande flexibilité permet
à Biotrial de mieux couvrir toutes les tâches cliniques, ce qui est un véritable challenge. La qualité
des plannings est cependant prise en compte via une répartition équitable de la charge globale de
travail (cf. Section 2.1.5).
3.1.3 Besoins flexibles, cas du Tour Scheduling Problem
Définition du Tour Scheduling Problem
Le Tour Scheduling Problem (TSP) est un problème de planification de personnel accordant une
attention particulière à la construction des horaires de travail. Il s’agit d’une part de fixer les jours
de repos des employés, mais également de déterminer les horaires de travail réalisés. Ce problème
apparaît dans de très nombreux contextes et présente une multitude de variantes. Par exemple, selon
les travaux, les vacations peuvent être construites durant la résolution du problème, sélectionnées
parmi un ensemble de vacations possibles ou bien données en entrée du problème. En plus des horaires
de travail, certaines variantes du TSP spécifient également les activités des employés. Lorsque les
employés ont des compétences et des disponibilités spécifiques et lorsque les vacations sont construites
finement, on obtient alors une variante du TSP proche de notre cas d’étude. La Table 3.2 propose un
exemple de TSP considérant deux compétences distinctes, A et B, ainsi qu’une demande en personnel
sur un horizon d’une journée, avec des créneaux d’une heure. Ainsi, il faut par exemple un employé
maîtrisant la compétence A et deux employés maîtrisant la compétence B pour le créneau horaire de
8h. Les vacations ont une amplitude maximale de huit heures et présentent une pause d’une heure
entre 12h et 14h. Le deuxième tableau donne les disponibilités horaire de chaque employé ainsi que
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Activité 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h
A 1 1 2 2 2 2 1 1 1 0 0
B 0 2 2 3 3 2 2 1 1 1 1
Données d’entrée : besoin en employés par activité et par créneau horaire
Employé 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h
e1 (A,B) 0 0 0 1 1 1 1 1 1 1 1
e2 (B) 1 1 1 1 1 1 1 1 1 1 1
e3 (A) 1 1 1 1 1 1 0 0 0 0 0
e4 (A,B) 1 1 1 1 1 1 1 1 1 1 1
e5 (A,B) 0 0 1 1 1 1 1 1 0 0 0
Contraintes de compétence et de disponibilité
Employé 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h
e1 B B B B B B B
e2 B B B B B B
e3 A A A A A A
e4 B A A A B A A
e5 B B B A A
Solution : activités réalisées par les employés pour chaque créneau horaire
Table 3.2 – Exemple d’un Tour Scheduling Problem
ses compétences. Par exemple, l’employé e1 maîtrise les compétences A et B et n’est pas jusqu’à 10h.
Le troisième tableau donne une solution au problème.
Quelques travaux portant sur le TSP
Comme cela est souligné par Mabert et Watts [145], un plus grand degré de liberté dans la construc-
tion des horaires du personnel permet une gestion plus fine de l’effectif, ce qui peut conduire à un
accroissement de la productivité, mais également entrainer un accroissement de la pénibilité du tra-
vail. En effet, le fait de gérer finement l’effectif de travail permet de couvrir au mieux l’activité, ce
qui réduit d’autant les périodes d’inactivité des employés. Cela conduit également à construire des
horaires de travail très variables et à densifier les journées de travail des employés. De manière à
profiter de l’accroissement potentiel de productivité, il faut donc veiller à réduire également la pé-
nibilité des conditions de travail des employés, ce qui requiert d’établir un bon compromis entre ces
deux intérêts. Les auteurs fondent leur réflexion sur une étude comparative de différentes procédures
permettant d’explorer la frontière du bon compromis entre les intérêts de l’entreprise et ceux des
employés. La gestion fine des employés est particulièrement pertinente lorsque l’activité considérée
est très variable, ce qui est le cas pour de nombreuses sociétés de services par exemple. Ainsi, au fil
du temps, de nombreux travaux ont considéré des vacations de plus en plus flexibles, mais également
des effectifs de plus en plus hétérogènes permettant ainsi de mieux prendre en compte les besoins des
entreprises ainsi que les spécificités des individus. Nous proposons ici d’étudier quelques-unes des va-
riantes du TSP selon trois axes principaux, portant respectivement sur l’hétérogénéité de l’effectif de
travail, le détail de construction des vacations et les contraintes prises en compte lors de la construc-
tion des vacations et du planning. Une analyse plus fine des différents travaux portant sur le TSP
est donnée par Alfares [6] qui propose un état de l’art des méthodes de résolution développées pour
le TSP ainsi qu’un ensemble de tableaux comparatifs permettant d’identifier les différentes variantes
étudiées.
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En ce qui concerne l’hétérogénéité des employés, remarquons tout d’abord que de nombreux tra-
vaux portant sur le TSP se sont concentrés sur le cas d’un effectif homogène [5, 11, 16, 39, 58, 89,
113, 134]. Un premier niveau de complexité supplémentaire consiste à distinguer différents groupes
d’employés partageant certaines caractéristiques importantes. Il est par exemple possible de faire la
distinction entre les employés à temps plein et ceux à temps partiel. Les premiers réalisent alors
des vacations de 8 ou 9 heures avec, la plupart du temps, une pause déjeuner alors que les seconds
réalisent des demi-vacations de 4 ou 5 heures [40, 42, 56, 173]. Afin de gagner en flexibilité, il est
également possible de considérer que les employés à temps partiel réalisent des vacations de durée
variable [115]. Il est également possible de regrouper les employés selon leur statut ou leur degré
d’ancienneté [98]. Cette distinction peut servir notamment à départager les employés capables de
réaliser les tâches compliquées de ceux qui sont encore en formation. En poursuivant cette logique
de différenciation, il est possible de considérer chaque employé comme un individu à part entière. La
plupart des travaux atteignant ce niveau de détail différencient les employés via leurs compétences
[18, 50, 120, 141, 143, 153], leurs disponibilités [8, 120, 141, 143, 153] ou leurs préférences [120, 153].
Lorsqu’il s’agit de construire des vacations, il est tout d’abord possible de s’intéresser au profil
des vacations, i.e. leurs dates de début, leurs durées et le positionnement des pauses. Par exemple,
Jarrah et al. [115] considère des vacations de durée variable avec une pause déjeuner flottante. D’un
point de vue pratique, il peut être plus efficace de réduire le niveau de flexibilité de création des
vacations, ce qui peut d’ailleurs coïncider avec un ensemble de pratiques managériales. Par exemple,
Rong et al. [174] considère un TSP avec un seul type de vacation par jour, mais avec une pause dé-
jeuner flottante. Gopalakrishnan et al. [103] considèrent des vacations avec des dates de début fixées,
mais une durée variable. A l’inverse, Brusco et Johns [42] considèrent des vacations avec une durée
fixe, mais une date de début variable. En plus d’une gestion fine du profil des vacations, un second
niveau de détail consiste à distinguer également les différentes activités réalisées au sein de chaque
vacation. Certains travaux considèrent que la même activité est réalisée durant toute la durée d’une
vacation [120, 143, 173] alors que d’autres autorisent les changements d’activités [84, 110, 141]. Par
ailleurs, Brucker et Qu [37] étudient un problème d’affectation de tâches fixées, non préemptables et
requérant des compétences spécifiques tout en construisant les vacations du personnel sur une journée.
Lorsqu’il s’agit de construire un planning individuel, plusieurs contraintes peuvent rentrer en ligne
de compte. En effet, lorsque les vacations des employés ne sont pas prédéfinies, il n’est pas possible
de définir les séquences de vacations interdites, comme cela est le cas pour le NRP. Afin de construire
des plannings valides, il est alors nécessaire de contraindre par exemple l’amplitude des vacations et
leurs dates de début, mais également le positionnement des pauses ainsi que le nombre maximum de
vacations consécutives travaillées. Il est par exemple très fréquent d’imposer un nombre minimum
de jours de repos (potentiellement consécutifs) par semaine ou par mois [173, 174]. Il est également
possible de contraindre les dates de début des vacations de différentes manières. À titre d’exemple,
Brusco et al. [42] limitent le nombre de dates de début différentes de manière à éviter des arrivées
et des départs continuels tout au long de la journée, alors que Cezik et al. [56] cherchent à obtenir
des plannings individuels pour lesquels les dates de début des vacations sont proches. De manière
similaire, il est fréquent d’imposer une durée minimale aux vacations des employés [141, 143]. Selon le
degré de flexibilité de la date de début des vacations, il peut être nécessaire ou non de vérifier le repos
quotidien entre deux vacations travaillées. Par exemple, si les vacations ne commencent qu’entre 7h
et 12h et que leur amplitude est limitée à 8h, leur fin au plus tard est alors de 20h, laissant ainsi un
repos minimum entre deux journées de travail de 11h. Dans une telle configuration, il suffit donc de
vérifier que chaque employé ne travaille pas plus d’une vacation par journée de travail pour garantir
en même temps le repos quotidien. En revanche, lorsque les vacations peuvent commencer à toute
heure du jour ou de la nuit, il faut alors garantir un repos minimum pour chaque employé. Un premier
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moyen de garantir ce repos consiste simplement à poser une contrainte de distance entre la fin de la
vacation k et le début de la vacation k + 1. Une deuxième méthode consiste à imposer un minimum
de régularité au niveau des horaires de chaque employé. Il est par exemple possible de contraindre
les employés à commencer toutes leurs vacations d’une semaine à la même heure, ce qui permet de
respecter automatiquement le repos quotidien.
Un cas d’application intéressant du TSP apparaît au sein des aéroports, lorsqu’il s’agit de planifier
l’activité du personnel non navigant (Ground Crew Rostering Problem), tel que les bagagistes, les
techniciens et ingénieurs en charge de la maintenance des avions ou le personnel chargé des opérations
de contrôle et d’embarquement [63, 72, 73, 111, 148, 158, 178]. Nous identifions ce type de problèmes
comme une application du TSP car le travail des employés au sol est rythmé par les départs et arrivées
des avions, entraînant une activité très variable d’un jour à l’autre et d’une heure à l’autre, dont la
couverture fine requiert une grande flexibilité lors de la construction des vacations. Un vaste état de
l’art, ainsi que plusieurs méthodes de résolution portant sur ce problème sont proposés dans la thèse
d’Herbers [109]. Puisqu’il s’agit d’un problème pratique, de nombreux travaux présentent des outils
d’aide à la décision implémentés pour un contexte spécifique [63, 72, 73, 111, 178]. Selon les travaux,
le problème étudié est par conséquent très variable. Par exemple, Dijkstra et al. [72] considèrent un
problème dans lequel l’effectif de travail est organisé en une douzaine d’équipes, chaque employé d’une
même équipe travaillant aux mêmes horaires, alors que Brusco et al. [41] construisent des plannings
individuels, en imposant à un même employé de commencer toutes ses vacations à la même heure.
Brusco et al. [41] ainsi que Schindler et al. [178] considèrent un nombre variable de vacations avec
une demande exprimée par créneaux horaires de 15 minutes, alors que Dijkstra et al. [72] et Nobert
et al. [158] considèrent des vacations fixées mais une demande très fine exprimée comme une quantité
de travail à réaliser durant une fenêtre horaire. Autrement dit, la date de début de la tâche n’est
pas complètement fixée, et sa durée varie en fonction du nombre d’employés qui y sont affectés.
Remarquons que ces travaux sont à la limite de ce qu’on peut considérer comme un problème avec
demande flexible, car ils introduisent la notion de tâche. Cela s’explique par le contexte applicatif,
qui permet d’estimer avec une grande précision la charge à couvrir. De manière analogue, Dowling et
al. [76] proposent un outil d’aide à la décision composé de deux modules : le premier module construit
le planning général des employés avec une précision d’une demi-heure sur un horizon d’un mois à
partir d’une estimation des besoins en personnel sans prendre en compte les compétences ; le second
module permet d’affecter un ensemble de tâches fixées dans le temps aux employés compétents sur
un horizon d’une journée, avec horaires de travail fixés.
Différences et point communs avec le cas d’étude
Le TSP est à notre connaissance le problème de planification de personnel accordant le plus haut
degré de flexibilité et de détail vis-à-vis de la construction des vacations du personnel, ce qui se rap-
proche de notre propre cas d’étude. Par exemple, certains auteurs planifient l’activité du personnel
sur des créneaux de 15 à 30 minutes, sur un horizon d’une semaine, en considérant les compétences et
les disponibilités des employés [141, 143]. Certaines approches définissent ainsi les horaires de travail
ainsi que les activités réalisées par chaque employé durant chaque créneau horaire, ce qui s’apparente
à notre propre configuration, dans la mesure où cela permet à un employé de réaliser différentes
activités sur des intervalles horaires fixés. D’autres travaux prennent en compte une demande encore
plus fine qui se rapproche de notre notion de tâche [37, 72, 76, 158]. Malgré ces points communs, notre
cas d’étude diffère du TSP sur au moins un point essentiel : l’activité des employés. Dans le TSP,
la demande est exprimée sous la forme d’un nombre d’employés par type d’activité et par créneau
horaire ce qui conduit à considérer soit des tâches unitaires commençant à des intervalles réguliers,
soit des tâches préemptables. Dans le cadre de la planification du personnel de Biotrial, nous sommes
amenés à considérer des tâches cliniques avec des durées très différentes, pouvant commencer à tout
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moment de la semaine et devant être réalisées sans préemption. Par conséquent, le cadre général du
TSP n’est pas approprié pour notre configuration particulière.
3.1.4 Besoins sous forme de tâches, cas du Crew Scheduling Problem
Définition du Crew Scheduling Problem
Les problèmes de planification d’équipage, ou Crew Scheduling Problem (CSP), abordent la plani-
fication du personnel navigant, dont les plannings sont constitués d’une succession de trajets fixés
dans le temps. Ce problème est généralement abordé en deux temps, au travers du Crew Pairing
Problem, noté CPP et du Crew Rostering Problem, noté CRP.
Le CPP consiste à partitionner l’ensemble des trajets de manière à ce que chaque ensemble forme
une rotation, i.e. une séquence de trajets formant un circuit géographiquement et temporellement
cohérent. Une rotation correspond alors à un ou plusieurs jours de travail séparés par une période
de repos, chaque jour de travail comprenant lui même un ou plusieurs trajets réalisables par un
seul employé. Le point de départ d’une rotation est appelé une base. L’objectif du CPP est de créer
un ensemble de rotations de coût minimal. La Figure 3.1 propose une illustration pour le CPP :
l’ensemble des trajets considérés est donné à la Figure 3.1a alors que la Figure 3.1b propose une
solution composée de 6 rotations, deux d’entres elles s’étalant sur deux jours et incluant donc un
repos. Ainsi, par exemple, les trajets C ⇒ D, D ⇒ E et E ⇒ C sont regroupés en une seule rotation.
A→ B D → E E → C B → D B → C A→ B
C → D B → A B → C D → A C → A
A→ B C → D C → B D → C
Temps
(a) Données d’entrée sur les trajets : intervalle, départ et arrivé.
A→ B REPOS B → C C → A
A→ B B → A
C → D D → E E → C
B → D D → A A→ B
B → C C → B
C → D REPOS D → C
Temps
(b) Solution réalisable composée de 6 rotations (une rotation par ligne).
Figure 3.1 – Exemple de Crew Pairing Problem.
Le CRP consiste à construire des plannings individuels de manière à couvrir l’ensemble des ro-
tations tout en respectant les contraintes légales et organisationnelles. Notons que chaque rotation
peut nécessiter plusieurs employés à des postes différents comme par exemple dans les transports
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aériens, où il faut un pilote, un copilote, ainsi qu’une équipe de stewards. Il est fréquent de distinguer
deux variantes importantes du CRP. Une première variante, utilisée principalement en Amérique du
Nord, consiste à construire les plannings individuels de manière anonyme et à laisser les employés
se répartir eux-mêmes les plannings selon une procédure itérative souvent fondée sur l’ancienneté
des employés. Cette méthode permet aux employés de choisir leur planning en toute transparence,
mais cela peut entraîner un surcoût pour l’entreprise qui doit mobiliser davantage de personnel de
manière à pallier les absences ou le manque de compétences des employés qui se retrouvent avec des
plannings ne leur correspondant pas parfaitement. La seconde variante, utilisée en Europe, consiste à
construire les plannings individuels et à les affecter directement aux employés en prenant en compte
des données individuelles telles que les préférences, les disponibilités, et les compétences des em-
ployés. Cette méthode permet une gestion automatique de l’affectation des plannings aux employés,
de manière à répartir équitablement les rotations les plus pénibles et la charge de travail en fonction
des disponibilités et des compétences des employés, mais également en fonction de leurs souhaits.
L’avantage de cette méthode est de réduire le coût de l’effectif en élaborant des plannings prenant en
compte toutes les particularités du personnel. En revanche, une telle méthode peut conduire à une
chute de la satisfaction du personnel dont les préférences sont souvent difficiles à gérer convenable-
ment. La Figure 3.2 propose une illustration pour le CRP : les rotations considérées sont données à
la Figure 3.2a alors que la Figure 3.2b propose une solution réalisable. Par exemple, l’employé E4,
pouvant occuper les postes P1 et P2, est affecté aux rotations R1, R4 et R6, aux postes P1, P2 et P2.
Puisque les décideurs de Biotrial réalisent des plannings individuels pour chaque employé, nous nous
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Figure 3.2 – Exemple de Crew Rostering Problem.
Quelques travaux portant sur le Crew Pairing/Rostering Problem
En ce qui concerne le CPP, les contraintes intervenant lors de la création des rotations sont très nom-
breuses et varient en fonction des cas d’étude. Plusieurs contraintes récurrentes peuvent cependant
être mentionnées, comme par exemple le fait de limiter le temps cumulé des trajets par journée de
travail et par rotation, le fait de respecter l’amplitude maximale des journées de travail et des rota-
tions, mais également le repos minimal entre deux journées de travail ou encore le fait de respecter
le temps de battement minimum entre deux trajets consécutifs et de réserver des périodes de travail
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pour les réunions en début et fin de journée [57, 190]. En ce qui concerne l’objectif du problème,
la majorité des travaux cherchent à minimiser le coût des rotations. Ce coût s’obtient généralement
en considérant trois éléments différents : l’amplitude de la rotation, le temps cumulé de trajet de la
rotation et le coût minimum par rotation des employés [15]. Il s’agit par conséquent de favoriser les
rotations longues et comprenant un minimum de temps de battement. Un autre objectif intéressant
consiste à produire des rotations robustes, en créant par exemple des rotations susceptibles d’être
affectées à de nombreux employés [181]. Dans le cas particulier des vols long-courriers, il peut être
intéressant de faire voyager le personnel en tant que passager de manière à le repositionner sur un
aéroport à forte activité [14].
En ce qui concerne le CRP, notons tout d’abord que Kohl et Karisch [121] proposent une vue
d’ensemble des grandes variantes du CRP et de ses méthodes de résolution dans le contexte aérien.
Les auteurs listent notamment les principales contraintes légales et organisationnelles du CRP. Un
premier ensemble de contraintes porte sur les trajets : les types d’employés requis, ainsi que leurs
qualifications, la complémentarité globale de l’équipage et le nombre maximum d’employés inexpé-
rimentés. Un deuxième groupe de contraintes concerne les employés : prise en compte des absences
et des pré-affectations, mais également des incompatibilité inter-employés ou au contraire des asso-
ciations obligatoires d’employés. Un dernier type de contraintes prend en compte la pénibilité du
travail : repos minimum entre deux rotations consécutives en fonction du type des vacations, nombre
minimum de jours de repos, temps de vol maximal, nombre maximal de changements de fuseaux
horaires, nombre maximum d’horaires de nuit, etc. Parmi toutes ces contraintes, les plus fréquem-
ment étudiées portent sur les compétences des employés [69, 119, 135, 144, 154], leurs pré-affectations
et indisponibilités [119, 144, 154] et leurs préférences [144, 154]. En ce qui concerne la qualité du
planning, Kohl et Karisch [121] distinguent quatre types d’objectif pertinents. Un premier objectif
porte sur la minimisation du coût de couverture des rotations (heures supplémentaires, embauches,
annulation des vols). Un deuxième objectif porte sur la maximisation de la robustesse du planning et
un troisième sur la répartition équitable de la charge de travail et de sa pénibilité. Le dernier objectif
prend en compte le respect des préférences individuelles. Freling et al. [96] identifient des objectifs si-
milaires mais regroupent la répartition équitable du travail et le respect des préférences individuelles
au sein d’un unique objectif de bien-être des employés. De manière générale, le bien être des employés
est l’un des éléments importants du CRP. En ce qui concerne le respect des préférences individuelles
par exemple, Dawid et al. [69] prennent en compte les préférences des employés et proposent une
technique permettant de mieux équilibrer la charge de travail en fonction des différents grades des
employés tout en facilitant l’obtention d’une solution réalisable. En ce qui concerne la répartition
équitable du travail, remarquons que l’utilisation de plannings cycliques constitue une solution idéale
[51, 53], mais limitée au cas où l’activité de la compagnie de transport est elle-même cyclique. L’ob-
jectif est alors de minimiser le nombre d’employés nécessaires. Dans le cas d’une activité acyclique,
l’équité peut être abordée via la minimisation des déviations individuelles de tel ou tel critère par
rapport aux standards moyens [146].
Certains travaux abordent à la fois le CPP et le CRP. Par exemple, Chabrier [57] propose une
approche en deux phases reprenant la séparation classique CPP/CRP. À l’inverse, Freling et al. [96]
proposent une méthode de résolution pour le problème de planification d’équipages pris dans son
ensemble (CPP & CRP). Les auteurs comparent cette méthode à une décomposition classique et
observent une amélioration des résultats par rapport à l’approche séquentielle au prix d’un temps de
calcul plus important.
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Différences et points communs avec notre cas d’étude
Les problèmes de planification d’équipages sont très proches de notre cas d’étude car ils abordent à la
fois le problème de création des plannings individuels, mais également le problème de couverture de
tâches fixées dans le temps. Certains travaux abordent ces aspects simultanément, ce qui correspond
au mode de planification de Biotrial. Contrairement au NRP et au TSP, les vacations des employés
correspondent à des tâches précises ne pouvant être préemptées et chaque employé ne peut réaliser
qu’une seule tâche à la fois.
Une première différence importante porte sur la nature des tâches : dans le cas du CSP, les tâches
correspondent à des trajets et il est par conséquent nécessaire de vérifier la cohérence géographique
des séquences de trajets affectées à un même employé, ce qui n’est pas le cas dans notre problème.
De plus, de nombreuses contraintes découlant de cette donnée géographique, telles que le nombre
maximum de changements de fuseau horaire, n’ont pas de sens dans le cadre de notre étude.
Une seconde différence porte sur l’évaluation du coût d’une rotation. Comme nous avons pu le
voir, une rotation est d’autant plus efficiente qu’elle comprend peu de temps de battement, ce qui
ne correspond pas à notre cas d’étude. Dans le cas de la planification du personnel de Biotrial, il est
au contraire important de garantir du temps de travail non affecté, de manière à ce que les employés
puissent vaquer à leurs activités administratives. Par ailleurs notre fonction objectif ne prend pas en
compte le coût individuel d’une vacation, mais évalue à la place le coût de l’ensemble des vacations,
car nous mesurons l’équité non pas par rapport à des standards moyens bien établis, mais par rapport
au respect d’une charge cible individuelle variant selon l’activité de l’entreprise. Même si on se limite
au problème de satisfaction, la structure des solutions varie fortement entre notre cas d’étude et le
CSP. En effet, les plannings que nous construisons ne portent que sur une partie de l’activité des
employés, conduisant ainsi à des plannings plus flexibles que ceux du CSP où l’activité de chaque
ressource est complètement planifiée.
3.1.5 Gestion de l’équité en planification de personnel
Les problèmes de planification de personnel que nous avons présentés aux Sections 3.1.2 à 3.1.4
considèrent des contextes métiers très différents, ce qui signifie que les activités des employés et
les contraintes qui régissent leurs plannings varient énormément. Ces problèmes ont cependant en
commun un même objectif : organiser l’activité des employés de manière à obtenir des plannings
économiquement efficaces et socialement appréciés. À ce titre, le partage équitable de la charge de
travail apparaît comme une problématique centrale, dont nous dressons ici un rapide panorama.
Le principe d’équité apparaît naturellement dans le développement de nos sociétés car il permet
d’évaluer le ressenti collectif d’un ensemble d’agents vis-à-vis du partage de ressources finies. Autre-
ment dit, l’équité est un indicateur incontournable lorsqu’il s’agit d’évaluer le partage de ressources
limitées. Le partage équitable des ressources peut se définir de la manière suivante :
« Étant donnés un ensemble d’objets et un ensemble d’agents ayant des préférences sur les parts
possibles qu’ils peuvent recevoir, comment partager les objets entre les agents, de manière à ce que le
partage soit le plus équitable possible ? » [31]
Ce problème est largement pluridisciplinaire puisqu’il relève à la fois de la philosophie et de la so-
ciologie, mais également de l’économie et des mathématiques. Pour une étude plus approfondie de ces
différents aspects, nous renvoyons à la thèse de Bouveret [31]. Nous nous concentrerons ici sur la ges-
tion pratique de l’équité dans le contexte des problèmes de planification de personnel. Autrement dit,
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nous nous intéressons ici aux différentes méthodes proposées pour construire des plannings équitables.
Une première manière d’aborder le problème de partage équitable des ressources consiste à
construire des plannings cycliques [9, 16, 17]. Dans ce cas, chaque employé réalise à tour de rôle
les différents horaires du cycle, si bien qu’au bout du cycle chaque employé a réalisé la même quan-
tité de travail, aux mêmes horaires, et avec les mêmes séquences d’horaires. Remarquons tout d’abord
que l’utilisation de plannings cycliques requiert une activité elle-même cyclique, ce qui limite l’intérêt
pratique de cette méthode. Par ailleurs, l’attribution de plannings identiques ne conduit pas auto-
matiquement à un état équitable car les individus ne sont pas forcément égaux initialement, comme
cela est énoncé par Aristote :
« Les contestations et les plaintes naissent quand, étant égales, les personnes possèdent ou se voient
attribuer des parts non égales, ou quand, les personnes n’étant pas égales, leurs parts sont égales.
[...] Tous les hommes reconnaissent, en effet, que la justice dans la distribution doit se baser sur un
mérite de quelque sorte, bien que tous ne désignent pas le même mérite. »
Aristote, Éthique à Nicomaque, Livre V, chapitre 6, traduction Tricot.
Autrement dit, la construction de plannings équitables est particulièrement problématique lorsque
les employés sont différents les uns des autres et/ou lorsqu’il n’est pas possible de recourir à des plan-
nings cycliques. Dans un tel contexte, chaque employé a sa propre perception de la qualité générale du
planning, et il devient alors très difficile pour un décideur unique d’aboutir à un planning équitable.
De manière à prendre en compte le ressenti des employés, il est tout d’abord possible de les solliciter
durant la phase de construction du planning général, au moyen d’un système d’enchères : chaque
employé dispose d’un capital de points et peut faire des offres pour telle ou telle vacation, jusqu’à ce
que toutes les vacations soient attribuées [102, 121]. Remarquons tout d’abord, qu’il faut au préalable
accorder un capital de points à chaque individu, ce qui nous ramène au problème initial. De plus, ce
genre de système entraîne souvent un manque d’efficacité puisque chaque individu poursuit alors ses
propres objectifs, sans avoir conscience des enjeux globaux [121].
Pour obtenir un planning à la fois très efficace économiquement et très apprécié socialement,
de nombreuses approches construisent directement le planning général, en différenciant les employés
selon certains critères, jugés pertinents par rapport au contexte de travail. Une première méthode
consiste à distinguer les employés selon leur contrat de travail, leur grade ou leur ancienneté, ce qui
fait alors émerger des classes d’employés avec des besoins spécifiques [84, 154]. Cependant, au sein de
chaque classe d’employés, la problématique d’équité reste entière. Pour corriger cela, un second ni-
veau de détail consiste à distinguer chaque employé via ses préférences. Dans la plupart des travaux,
les préférences portent sur les horaires de travail [83]. Une préférence peut concerner un jour précis,
par exemple, tel employé souhaite être en repos le 2 juillet, ou bien porter sur une période plus ou
moins longue, par exemple, tel employé voudrait travailler de nuit jusqu’à la fin du mois alors que
tel autre voudrait éviter les horaires d’après-midi chaque mercredi. Lorsque le décideur dispose des
préférences de chaque individu, il cherche alors à déterminer un indicateur de qualité indexé sur le
degré de prise en compte des préférences.
Pour évaluer la prise en compte des préférences, une manière classique de procéder consiste à
attribuer une pénalité variable pour chaque préférence non respectée. La pénalité est alors d’autant
plus forte que le non respect de la préférence correspondante est dommageable. Plusieurs éléments
peuvent intervenir dans le calcul des pénalités, comme par exemple la nature elle même de la préfé-
rence, ou bien le grade ou l’ancienneté de l’employé y correspondant. L’objectif est alors de minimiser
la somme des pénalités [35, 48, 60]. Cette méthode revient cependant à considérer qu’une amélio-
ration minime du planning individuel avec la plus grande pénalité doit être rejetée dès lors qu’elle
50 CHAPITRE 3. ÉTAT DE L’ART
conduit à une dégradation plus importante de plannings moins pénalisés. Autrement dit, cette ap-
proche permet d’obtenir des plannings très satisfaisants pour la plupart des employés, mais n’offre
aucune garantie d’équité.
Une autre méthode consiste à indexer la qualité générale du planning global sur la qualité du
planning individuel le moins apprécié [160]. Cela se traduit par une fonction objectif de type min
max. De cette manière, une amélioration minime du planning le plus pénalisé est acceptée même
si elle entraîne des pénalités importantes sur d’autres plannings, initialement de meilleure qualité.
Autrement dit, cette approche permet de réduire les écarts de qualité entre les plannings individuels,
mais cela peut conduire à une détérioration générale de la qualité du planning.
Le critère d’équité que nous avons retenu à la Section 2.2.3 s’apparente aux méthodes indexant
la qualité générale du planning à la qualité des plannings individuels les moins bons. Dans notre cas,
il s’agit des plannings correspondant aux employés les plus éloignés de leur charge idéale. Le fait de
se focaliser sur le pire cas ne conduit pas à une dégradation générale du planning puisque ce qui
est gagné par un employé est exactement perdu par un autre. En effet, lorsqu’on déplace une tâche
d’un employé travaillant trop à un employé ne travaillant pas assez, les deux employés se rapprochent
alors de leurs objectifs de travail de manière égale. En cas de surcharge généralisée, le fait de déplacer
une tâche d’un employé en très grande surcharge de travail à un employé en grande surcharge de
travail, revient alors à répartir plus équitablement un effort ponctuel, et réciproquement, en cas de
sous-charge générale de travail, cela revient à répartir équitablement l’allègement de la charge de
travail.
3.2 Panorama de problèmes d’affectation de tâches fixées
Mis à part le cas particulier des problèmes de planification d’équipages, nous avons pu voir à la
Section 3.1 qu’il était assez rare d’attribuer aux employés des tâches fixées dans le temps et non
préemptables, car cela requiert une bonne connaissance a priori des besoins en employés. En règle
générale, l’activité des employés est donc organisée de manière plus grossière, ce qui permet d’ailleurs
de gagner en flexibilité et en réactivité face aux aléas opérationnels. Puisque la notion de tâches fixées
dans le temps et non préemptables est une donnée centrale de notre cas d’étude, nous nous focalisons
à présent sur plusieurs problèmes d’affectation de tâches fixées. Contrairement à la section précé-
dente, nous ne nous restreignons pas aux ressources humaines.
Le problème consistant à affecter un ensemble de tâches fixées dans le temps à un ensemble de res-
sources apparaît dans de nombreux contextes : dans les aéroports par exemple, les équipages doivent
être affectés à des vols [53] ; dans les établissements scolaires, les cours sont attribués à des salles
de classe [55] ; dans certaines usines, les tâches sont fixées dans le temps et doivent être affectées à
des machines permettant de réaliser ces tâches [90] ; dans un contexte plus théorique, cela s’appa-
rente à un problème de coloration de graphe d’intervalles (deux nœuds adjacents représentant deux
tâches concomitantes doivent avoir des couleurs différentes) [100, 104]. Ces problèmes d’affectation
prennent fréquemment en compte des restrictions vis-à-vis des possibilités d’affectation : l’équipage
embarquant pour le vol à destination de Madrid doit parler espagnol ; le cours de chimie doit être
affecté à une salle de classe avec des éviers ; pour plier telle ou telle pièce, il faut utiliser une presse
d’une tonne ; chaque nœud ne peut être coloré qu’avec certaines couleurs. Nous nous intéressons par
la suite à quelques problèmes de la littérature abordant ce sujet : le Fixed Job Scheduling Problem
(FJSP), l’Interval Scheduling Problem (ISP) et le Personnel Task Scheduling Problem (PTSP).
Le FJSP est un problème de gestion de la production consistant à affecter un ensemble de tâches
fixées dans le temps à un ensemble de ressources de manière à ce que deux tâches concomitantes ne
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soient pas affectées à la même ressource. Selon le contexte, plusieurs objectifs sont envisageables, mais
de manière générale, il s’agit soit de minimiser le coût des ressources permettant de réaliser toutes
les tâches, soit de maximiser le profit réalisable par un ensemble de ressources. De nombreux cas
particuliers sont bien sûr envisageables. Il est par exemple possible de distinguer les ressources selon
de nombreuses caractéristiques telles que leur coût, leurs disponibilités horaires ou leurs compétences.
Plus généralement, les données relatives aux disponibilités horaires et aux compétences peuvent être
agrégées pour définir les ensembles de tâches réalisables par chaque ressource. Remarquons que deux
états de l’art récents présentent un panorama des problèmes connexes au FJSP [125, 126], tels que le
K-Track Assignment Problem [13], le License Class Design Problem [123], le Class Scheduling Pro-
blem [122] ou encore le Class Room Assignment Problem [55].
Dans un état de l’art relativement récent, Kolen et al. [125] définissent la version basique de l’ISP
comme le problème consistant à trouver une affectation pour un ensemble de tâches non préemptables
et fixées dans le temps à un nombre minimal de ressources, de manière à ce qu’une même ressource
ne soit pas affectée à deux tâches concomitantes. Plusieurs variantes intéressantes sont répertoriées.
Dans une première variante, chaque tâche doit être affectée et il s’agit alors de minimiser le coût de
cette affectation, alors qu’une deuxième variante correspond au cas où les ressources sont limitées,
il s’agit alors de maximiser le gain correspondant aux tâches affectées. Deux autre variantes, moins
intéressantes dans le cadre de notre étude, correspondent respectivement au cas où les tâches ont
une durée fixée, mais peuvent commencer à plusieurs instants, et au cas où les tâches peuvent être
préemptées.
Le FJSP et l’ISP étant équivalents [126], nous emploierons indifféremment l’appellation FJSP
pour ces deux problèmes. De manière générale, le FJSP considère implicitement des ressources ma-
chines et non des ressources humaines, ce qui signifie que les ressources sont généralement considérées
comme étant disponibles de manière continue. À l’inverse, le PTSP s’intéresse au cas où chaque res-
source est associée à une plage horaire de disponibilité, ce qui s’apparente à la notion de vacation
dans le cadre de la gestion des ressources humaines. Le PTSP est un problème relativement récent,
introduit par Krishnamoorthy et al. [127]. Ce problème regroupe en réalité plusieurs variantes iden-
tifiées au moyen d’une nomenclature faisant intervenir quatre éléments distincts : les spécificités des
tâches (T) et celles des vacations (S), les qualifications des employés (Q) et la fonction objectif (O).
Les différentes configurations envisagées par les auteurs pour ces quatre éléments sont données dans
la Table 3.3. Grâce à cette nomenclature, il est alors possible de désigner précisément chaque variante
du PTSP. Par exemple, la version de base du PTSP se note PTSP[F ;F ;H ;W], ce qui signifie que
les tâches sont fixées dans le temps, que chaque ressource est associée à un ensemble connu et fixé
de tâches affectables et que l’objectif est de minimiser le nombre de ressources permettant de cou-
vrir toutes les tâches. Dans le cas particulier où toutes les ressources ont le même coût d’utilisation,
cette variante est alors désignée sous l’intitulé Shift Minimisation Personnel Task Scheduling Problem
(SMPTSP). Il s’agit de la variante la plus étudiée du PTSP [87, 127, 128, 140].
Nous abordons dans la section suivante les problèmes d’affectation de tâches fixées en distinguant
deux variantes relativement courantes. La première variante correspond au cas où il s’agit d’affecter
un maximum de tâches à un ensemble de ressources obligatoires, alors que la seconde s’intéresse au
cas où il faut obligatoirement affecter toutes les tâches aux ressources et chercher à minimiser le coût
de l’ensemble des ressources.
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Attribut Valeur Description
T
F Tâches fixées dans le temps et continues
V Tâches avec une durée variable
S Tâches non continues
C Temps de changement entre deux tâches consécutives
S
F Vacations fixées dans le temps
I Vacations couvrant toutes les tâches
D Vacations non fixées avec une durée maximale
U Nombre illimité de vacations
Q I Qualifications identiques des employésH Qualifications différentes des employés
O
F Problème de faisabilité
A Minimiser le coût de l’affectation
T Minimiser le coût du travail
W Minimiser le nombre d’employés
U Minimiser le nombre de tâches non affectées
Table 3.3 – Nomenclature pour le PTSP.
3.2.1 Problèmes d’affectation avec ressources obligatoires
Il s’agit ici d’affecter un ensemble de tâches fixées dans le temps et non préemptables à un en-
semble de ressources obligatoires. L’objectif est de maximiser le profit correspondant à l’affectation
des tâches, sachant que deux tâches concomitantes ne peuvent pas être affectées à la même ressource
et que chaque ressource ne peut effectuer qu’une partie des tâches. Les ressources sont dites obliga-
toires pour souligner le fait qu’on ne cherche pas à minimiser leur coût. Il s’agit donc d’un problème
opérationnel que nous désignerons par l’acronyme OFJSP pour Operationnal Fixed Job Scheduling
Problem. Plus formellement, considérons un ensemble de ressources R et un ensemble de tâches T .
Chaque tâche t ∈ T est associée à un gain gt résultant de l’affectation de cette tâche. Chaque res-
source r ∈ R ne peut réaliser qu’un sous-ensemble de tâches Tr ⊂ T . De manière symétrique, chaque
tâche t ∈ T ne peut être réalisée que par un sous-ensemble de ressources Rt ⊂ R. Le problème
OFJSP consiste alors à déterminer une affectation des tâches aux ressources qui maximise le gain
total, sachant qu’une ressource donnée ne peut pas être affectée à deux tâches concomitantes. Une
illustration de ce problème est donnée à la Figure 3.3. Sur cet exemple, deux ressources r1 et r2 sont
disponibles pour 5 tâches t1,..,5 (cf. Figure 3.3a). Chaque tâche est associée à un gain et ne peut être
affectée qu’à un sous-ensemble de ressources. Par exemple, la tâche t2 présente un gain de 2 et ne
peut être affectée qu’à la ressource r1. Une affectation réalisable de gain 6 est donnée à la Figure 3.3b.
Nous pouvons constater que la tâche t3 n’est pas affectée, car les deux seules ressources disponibles
sont déjà assignées aux tâches t2 et t1 qui sont concomitantes avec t3.
Quelques travaux portant sur OFJSP
Les premiers travaux portant sur l’OFJSP se sont tout d’abord intéressés au cas où toutes les res-
sources sont identiques, i.e. en mesure de réaliser toutes les tâches [32, 54]. Arkin et Silverberg [7]
ainsi que Kroon et al. [129] étudient ensuite l’impact de la prise en compte des compétences. Par
la suite, plusieurs travaux se sont intéressés au problème avec compétences [13, 122, 193]. Certains
travaux différencient les machines selon d’autres critères comme par exemple leur vitesse de travail
[21] ou leurs disponibilités [36]. Une autre variante du OFJSP consiste à prendre en compte des
contraintes temporelles sur l’utilisation des ressources. Deux contraintes principales sont générale-
ment considérées : les contraintes de charges [187] et les contraintes d’amplitudes [32, 187, 175]. Ces
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t1 : gt1 = 1, Rt1 = {r1, r2}
t2 : gt2 = 2, Rt2 = {r1}
t3 : gt3 = 3, Rt3 = {r2}
t4 : gt4 = 1, Rt4 = {r1, r2}
t5 : gt5 = 2, Rt5 = {r2}
Temps







(b) Solution réalisable de gain total 6.
Figure 3.3 – Exemple de OFJSP.
contraintes sont particulièrement intéressantes dans le cadre de notre étude, car elles s’apparentent
aux contraintes sur le temps présentiel et sur le temps travaillé. En revanche, les travaux prenant en
compte de telles contraintes considèrent des ressources identiques.
Différences et point communs avec le cas d’étude
Étant donné que notre problème porte en partie sur l’affectation de ressources à un ensemble de
tâches fixées dans le temps, non préemptables et requérant des compétences particulières, il semble
important de le positionner par rapport au problème OFJSP. Le fait de maximiser le profit réalisable
par un ensemble de ressources correspond dans notre cas à rechercher une affectation avec un nombre
minimum de tâches non affectées. Certaines variantes du OFJSP prennent en compte des contraintes
d’amplitude et de charge qui correspondent aux contraintes de temps présentiel (travaillé et non
travaillé) maximal. Autrement dit, certaines variantes du OFJSP s’apparentent à notre cas d’étude
sur un horizon d’une journée. En effet, les contraintes de repos entre deux journées de travail ne sont
pas abordées par les problèmes de type OFJSP. Pour résoudre notre problème, il est important de
considérer l’horizon de planification dans son ensemble, de manière à couvrir toutes les tâches. Par
conséquent, le fait que les contraintes de repos entre deux utilisations d’une même ressource ne soient
pas abordées dans le cadre du OFJSP constitue une différence importante. D’autre part, l’objectif
d’équité que nous souhaitons aborder ne correspond pas aux objectifs classiques du problème OFJSP.
3.2.2 Problèmes d’affectation avec tâches obligatoires
Il s’agit ici d’affecter un ensemble de tâches fixées dans le temps et non préemptables à un ensemble
de ressources de manière à ce que le coût des ressources utilisées soit minimal. Il s’agit donc d’un
problème tactique que nous désignerons par l’acronyme TFJSP pour Tactical Fixed Job Scheduling
Problem. En reprenant les notations d’OFJSP et en y ajoutant un coût d’utilisation cr pour la res-
source r ∈ R, le problème TFJSP consiste alors à déterminer une affectation des tâches à un ensemble
de ressources de coût minimal, sachant que chaque tâche doit être affectée à une ressource qualifiée
et que les ressources ne peuvent pas être affectées à des tâches concomitantes. Une illustration de
ce problème est donnée à la Figure 3.4. Sur cet exemple, cinq ressources r1,..,5 de coût unitaire sont
disponibles pour cinq tâches t1,..,5, et chaque tâche ne peut être affectée qu’à un sous-ensemble de
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ressources (cf. Figure 3.4a). Ainsi, par exemple, la tâche t3 ne peut être affectée qu’aux ressources r1
et r3. Puisque le nombre maximal de tâches concomitantes est de trois, avec par exemple les tâches t1,
t2 et t3, il faut au moins trois ressources distinctes pour couvrir l’ensemble des tâches. Une affectation
réalisable mobilisant trois ressources (donc optimale) est donnée à la Figure 3.4b.
t1 Rt1 = {r2, r3, r4}
t2 Rt2 = {r1, r2, r3}
t3 Rt3 = {r1, r3}
t4 Rt4 = {r3, r4, r5}









(b) Solution réalisable mobilisant 3 ressources.
Figure 3.4 – Exemple de TFJSP.
Quelques travaux portant sur TFJSP
Plusieurs variantes du TFJSP ont été étudiées dans la littérature. Par exemple, Fischetti et al.
étudient successivement le cas avec contraintes de charge [91] puis avec contraintes d’amplitude
[90]. Pour ces deux travaux, les ressources sont identiques et il s’agit de minimiser le nombre de
ressources utilisées. Kolen et Kroon [124], ainsi que Kroon et al. [130] évaluent quant à eux l’impact du
relâchement de la contrainte de non préemption des tâches dans deux contextes différents : lorsque les
ressources ont des intervalles de disponibilités différents et lorsque les ressources ont des compétences
différentes. De manière similaire, Dondeti et Emmons étudient également le cas sans préemption
[74], puis le cas avec préemption [75], selon différentes configurations de ressources (identiques ou
différenciées). Le cas où les ressources ont des compétences différentes est par ailleurs fréquemment
étudié [112, 123, 130]. Le cas particulier où les ressources ont des coûts unitaires ainsi que des
compétences et des disponibilités horaires est abordé par le SMPTSP, introduit précédemment. Ce
problème a récemment été étudié dans plusieurs travaux [86, 87, 127, 140, 182, 183]. Nous présentons
au Chapitre 9 une méthode exacte basée sur un modèle de programmation par contraintes permettant
de résoudre à l’optimum toutes les instances de la littérature dans un temps compétitif [87].
Différences et point communs avec le cas d’étude
De la même manière que pour l’OFJSP, le TFJSP ne prend pas en compte les contraintes de repos
entre deux utilisations consécutives d’une même ressource, ce qui constitue en soit une différence
importante. Puisque le TFJSP correspond à un problème tactique, il semble cohérent de le comparer
à la version tactique de notre cas d’étude, qui correspond à la minimisation du coût total des intéri-
maires permettant de couvrir toutes les tâches. Dans la mesure où il s’agit d’un problème tactique, il
est envisageable de considérer que les horaires du personnel sont fixés de manière à respecter automa-
tiquement les temps de repos. Dans un tel contexte, le TFJSP se rapproche de notre cas d’étude. La
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prise en compte des compétences des intérimaires reste cependant un problème majeure car il est très
compliqué pour Biotrial de prévoir l’efficacité des différents intérimaires par rapport aux différentes
tâches qui leur seront confiées. Par ailleurs le coût associé aux embauches d’intérimaires n’est pas
aussi tranché que l’objectif de minimisation du nombre total de ressources. En effet, les intérimaires
peuvent être embauchés sur une période plus ou moins longue, entraînant alors des coûts différents.
De plus, il peut être intéressant d’embaucher un même intérimaire sur une période longue au lieu
d’embaucher deux intérimaires sur des périodes courtes de manière à capitaliser sur plusieurs points
tels que les formations, l’adaptation au rythme de travail et l’intégration aux équipes de travail.
3.3 Conclusion
Le problème que nous étudions se situe au point de rencontre de l’affectation de tâches fixées et de la
planification de personnel. Nous avons par conséquent discuté des points communs et des différences
entre notre cas d’étude et les différents problèmes de la littérature qui abordent ces deux grandes
thématiques. Nous nous sommes tout d’abord intéressés au NRP qui aborde le problème de construc-
tion du planning des infirmiers, mais avec un nombre très limité de vacations disponibles. En réalité,
le NRP s’intéresse davantage à la gestion des contraintes de séquences portant sur les plannings in-
dividuels des employés que sur leurs activités précises au sein de leurs journées de travail. Nous nous
sommes ensuite intéressés au TSP qui se rapproche un peu plus de notre problème de construction
des horaires de travail mais qui ne prend pas en compte la notion de tâche fixée dans le temps et
non préemptable. Par conséquent, même si les horaires du personnel peuvent être construits avec
une grande flexibilité, le TSP ne correspond pas non plus à notre cas d’étude. Ces deux problèmes
de planification de personnel cherchent à couvrir une demande estimée en fonction de prévisions
plus ou moins fiables. L’activité à couvrir est donc susceptible de varier au fil de la journée ce qui
requiert une certaine flexibilité de la part des équipes de travail et donc une certaine flexibilité au
niveau du planning du personnel. Pour cette raison, l’activité du personnel n’est jamais fixée avec le
niveau de précision requis dans notre contexte. Notre cas d’étude nous amène en effet à considérer
une demande parfaitement connue et complètement fixée dans le temps sur un horizon d’une semaine.
Contrairement au NRP et au TSP, le CPP considère une activité connue qui découle de trajets
fixés dans le temps. L’objectif est alors de regrouper ces trajets de manière à former des rotations
respectant des contraintes légales et organisationnelles, mais sans affecter ces rotations aux employés.
Autrement dit, les contraintes de compétences, de disponibilités et de création d’un planning indivi-
duel ne sont pas prises en compte. Le CRP vise quant à lui à affecter des rotations à des employés
qualifiés et disponibles de manière à construire des plannings individuels. En revanche, les journées
de travail des employés sont déjà construites, et il s’agit uniquement de les affecter. Le problème
intégré du CPP et CRP est donc très proche de notre cas d’étude, puisqu’il aborde les contraintes
de compétences, de disponibilités, de non ubiquité, de non préemption, ainsi que les contraintes lé-
gales sur la construction des horaires de travail et leurs enchaînements. Cependant, en raison du
contexte métier sous-jacent, plusieurs contraintes du CPP et du CRP n’apparaissent pas dans notre
cas d’étude (cohérence géographique, repos hors base, changements de fuseaux horaires, etc.). Notre
objectif d’équité est également très différent des objectifs traditionnels des problèmes de planification
d’équipages.
Pour étudier plus particulièrement la problématique d’affectation de tâches fixées dans le temps,
nous nous sommes intéressés à plusieurs problèmes de la littérature portant sur le sujet tels que le
PTSP et le FJSP. Ces différents problèmes correspondent bien à notre problématique d’affectation
de tâches, mais ils occultent le problème de construction des horaires du personnel. En effet, même
si certaines variantes considèrent des contraintes intéressantes de charge maximale et d’amplitude
maximale, les contraintes de repos entre deux périodes d’activité ne sont jamais prises en compte.
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La Table 3.4 propose une vue d’ensemble des différents problèmes mentionnés dans ce chapitre,
permettant ainsi de mieux comprendre le positionnement de notre cas d’étude. Les travaux y sont
classés selon deux axes principaux. Un premier axe correspond au contenu des périodes de travail
des ressources. Plus précisément, nous distinguons le cas où le contenu est non spécifié ou unique
(NRP et certains TSP), du cas où les ressources réalisent des activités différentes durant une même
période de travail. Ce deuxième cas est lui même affiné pour distinguer les activités préemptables
(TSP) de celles qui ne le sont pas (PTSP, FJSP, CPP et CRP). Le deuxième axe porte sur les
périodes de travail des ressources. Nous distinguons tout d’abord le cas où les périodes sont non
spécifiées ou données (FJSP et PTSP) du cas où les périodes doivent être construites sur la base de
contraintes. Ces contraintes peuvent porter sur la conception de l’horaire en lui même (contraintes
intra-horaire) ou sur les séquences d’horaires acceptables (contraintes inter-horaire), ou sur ces deux
cas. Par exemple, le CPP correspond au cas des contraintes intra-horaire car il s’agit de construire
des rotations (i.e. des horaires de travail journaliers contraints), alors que le CRP correspond au cas
des contraintes inter-horaire car il s’agit de construire des plannings individuels à partir des rotations.
Notons que certains travaux apparaissent dans plusieurs configurations, principalement en raison des
contraintes de non préemption. En effet, certains auteurs étudient des variantes d’un même problème
avec et sans préemption, alors que d’autres étudient des problèmes où une partie de l’activité peut
être préemptée, mais pas l’autre.
Le problème étudié dans cette thèse correspond à la configuration où l’on chercher à construire
des périodes de travail comprenant des activités non préemptables tout en respectant des contraintes
inter et intra-horaires. Par rapport aux autres configurations, il s’agit d’un sujet relativement peu
étudié, ce qui souligne son intérêt académique. Les autres travaux considérant également des activités
non préemptables ainsi que des contraintes intra et inter-horaires portent sur le problème intégré du
CPP et du CRP, soit dans les transports aériens, soit dans les transports ferroviaires [52, 82, 96]. La
résolution intégrée de ces deux problèmes permet d’obtenir de meilleures solutions, ce qui souligne
l’intérêt d’une approche intégrée. Néanmoins, ces travaux considèrent des trajets alors que notre
étude porte sur des tâches ce qui induit des différences au niveau des contraintes métier ainsi qu’au
niveau des données. Par ailleurs, l’objectif des approches portant sur le CRP est généralement de
minimiser le nombre d’employés permettant de couvrir tous les trajets, conduisant ainsi à utiliser
chaque ressource au maximum de ses disponibilités, alors que nous cherchons ici à obtenir des plan-
nings équitables vis-à-vis de la distribution de la charge globale en prenant en compte à la fois des
tâches médicales et obligatoires, mais également des activités administratives non fixées et préemp-
tables pour lesquelles il est néanmoins nécessaire de réserver un certain volume horaire.
Puisqu’aucun des problèmes présentés ne correspond tout à fait à notre cas d’étude, il nous semble
pertinent de proposer des méthodes de résolution dédiées au contexte particulier de Biotrial. De plus,
il ne nous semble pas possible de prendre en compte tout le contexte métier de Biotrial au moyen
d’une méthode de la littérature.
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Activités des ressources durant une période de travail




























[40, 76, 111, 120, 143] [67, 84, 110, 132, 141,
174]




[35, 41, 43, 49, 89, 149,
159]











[158] [32, 33, 75, 80, 117, 124,
130, 137, 138]
[7, 13, 32, 33, 54, 74, 80,
87, 95, 112, 117, 122, 123,
124, 127, 129, 130, 138,
140, 182, 183, 193]




Dans ce chapitre, nous formalisons le problème étudié et proposons une notation permettant de distin-
guer les différentes variantes étudiées durant cette thèse. Nous proposons également des algorithmes
de pré-traitement et de post-traitement, ainsi qu’une méthode de calcul d’une borne inférieure pour
l’une des variantes étudiées. Nous donnons une modélisation sous la forme d’un Programme Linéaire
en Nombres Entiers qui cherche à affecter toutes les tâches de manière à minimiser l’inéquité entre
les employés. À partir de ce premier modèle, nous en introduisons un second qui vise quant à lui à
minimiser le nombre de tâches non affectées. Pour finir, nous proposons une version simplifiée de ce
dernier modèle en supprimant la contrainte relative à la pause déjeuner de manière à mieux passer à
l’échelle et ainsi obtenir davantage de bornes inférieures. Une étude expérimentale permet d’évaluer
l’intérêt des modèles et des algorithmes donnés dans ce chapitre.
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4.1 Définition du problème
4.1.1 Notations générales
Les notations du problème sont récapitulées au niveau des Tables 1 et 2, p. 3. Nous noterons res-
pectivement N , T ,M et D l’ensemble des employés, des tâches médicales, des tâches obligatoires et
des jours de la semaine. L’union des ensembles T etM sera notée E . Afin de modéliser la contrainte
d’affectation des tâches de manière souple, nous introduisons un employé fictif, noté N + 1 auquel
il est possible d’affecter toutes les tâches, sans que cela ne viole aucune contrainte. L’ensemble des
employés, complété de l’employé fictif, sera noté N+.
Puisque toutes les tâches sont supposées entièrement fixées (cf. R 3, p. 32) il est possible d’obtenir
l’ensemble des ensembles maximaux de tâches concomitantes en temps polynomial (cf. Section 4.2.1,
p. 64). En effet, cela revient à trouver l’ensemble des cliques maximales dans le graphe d’intervalle
correspondant aux tâches [100], ce qui peut être réalisé en temps polynomial. Cet ensemble est noté
C. Pour toute tâche (médicale ou obligatoire) t ∈ E , nous noterons respectivement startt, endt, proct
et dayt les dates de début et de fin, la durée et le jour de travail, déterminé en fonction de la date
de début. Plus précisément, les tâches commençant entre minuit et six heures du matin sont ratta-
chées à la journée précédente. Étant donné que le travail des employés peut s’effectuer à cheval sur
deux jours calendaires, nous avons adopté un axe des temps unique sur toute la semaine, avec une
granularité d’une minute, ce qui permet de positionner les tâches avec toute la précision requise (cf.
Section 2.1.2, p. 24).
En ce qui concerne les employés, remarquons tout d’abord que les compétences et les disponi-
bilités horaires d’un employé n permettent d’obtenir directement l’ensemble des tâches qui lui sont
potentiellement assignables. Cet ensemble sera noté Tn. Nous noterons égalementMn l’ensemble des
tâches obligatoires de l’employé n. L’union des ensembles Tn et Mn est noté En. Les éléments de
ces différents ensembles étant fixés dans le temps, il est donc possible de les regrouper par jour de
travail. Puisque chaque élément appartient à un seul jour de travail, déterminé en fonction de sa date
de début, nous obtenons ainsi une partition des ensembles Tn,Mn et En, notée respectivement Tn,d,
Mn,d et En,d. La charge médicale idéale de l’employé n est notée targetn. Afin de prendre en compte
le planning de la semaine passée de chaque employé, nous utilisons également les données suivantes :
work−1n Le positionnement de la dernière minute de travail par rapport au dimanche de la semaine
passée à minuit. Une valeur de 30, par exemple, signifie que l’employé n a travaillé jusqu’à
23h30 dimanche de la semaine passée.
off−1n Le positionnement du dernier jour de repos par rapport au lundi de la semaine courante. Une
valeur de 2, par exemple, signifie que le weekend précédent a été travaillé, ce qui signifie que le
dernier repos correspond au vendredi.
break−1n Le positionnement en minutes de la fin du dernier repos hebdomadaire par rapport au lundi
de la semaine courante 0h00. Une valeur de 1440 (24h), par exemple, signifie que l’employé n
a terminé son dernier repos hebdomadaire samedi de la semaine passée à minuit.
4.1.2 Contraintes du problème
Les hypothèses de travail données à la Section 2.2.2, p. 29, nous conduisent à considérer à la fois
des contraintes organisationnelles et des contraintes légales. Les premières correspondent es-
sentiellement au problème d’affectation de tâches, alors que les secondes portent sur le problème de
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construction des horaires de travail.
Contraintes organisationnelles :
C 1: Un employé ne peut réaliser qu’une seule vacation par journée de travail.
C 2: Toutes les tâches pré-assignées à un employé doivent lui être assignées.
C 3: Seules les tâches assignables à un employé peuvent lui être assignées.
C 4: Un employé ne peut traiter au plus qu’une seule tâche à la fois.
C 5: Une tâche est affectée à au plus un employé.
C 6: Une tâche ne peut pas être préemptée.
C 7: Une vacation ne peut contenir deux tâches appartenant à des journées de travail différentes.
Contraintes légales :
C 8: Le temps présentiel d’une vacation est inférieur à Spanmax.
C 9: Le temps travaillé d’une vacation est inférieur à WorkDmax.
C 10: Le temps travaillé hebdomadairement par un employé est inférieur à WorkWmax.
C 11: Deux vacations d’un même employé sont séparées par un repos minimum de BreakDmin.
C 12: Sur 7 jours glissants, un employé bénéficie d’une période de repos de BreakWmin.
C 13: Sur 7 jours glissants, un employé bénéficie d’un jour de repos.
C 14: Les vacations du jour d d’une durée supérieure à SmallD, commençant avant LunchSd et
terminant après LunchEd comprennent un temps de repos cumulé d’une durée de LunchP.
Dans la suite de cette thèse, nous reprenons une notation sous la forme classique α|β|γ de manière
à désigner explicitement les différentes variantes du problème étudié. Le cœur du problème est noté
SDPTSP, pour Shift Design Personnel Task Scheduling Problem. Cet acronyme, utilisé dans le champ
α, permet de positionner notre problème par rapport au PTSP tout en mentionnant clairement la
construction des vacations.
4.1.3 Gestion de l’objectif
Modélisation du critère de réalisabilité
Les observations réalisées à la Section 2.2.3, p. 30, nous ont conduit à supprimer la contrainte métier
stipulant que toutes les tâches doivent être affectées à un employé compétent et disponible. L’objectif
principal de Biotrial reste cependant de construire des plannings pour lesquels toutes les tâches sont
affectées, de manière à réduire le coût des intérimaires. Il s’agit donc de minimiser le nombre de
tâches non affectées, noté U. Si l’instance est réalisable sans intérimaire, il existe alors au moins une
solution pour laquelle U = 0. Dans ce cas, nous parlerons de solutions complètes, par opposition
aux solutions partielles. Le problème consistant à trouver une solution respectant les contraintes
C 1 à C 14 et qui minimise U, est noté SDPTSP||U.
Solution complète : une solution au problème SDPTSP|U=0|-
Solution partielle : une solution au problème SDPTSP|U>0|-
Modélisation du critère d’équité
En ce qui concerne la modélisation du critère d’équité, le but du décideur est de réduire au maximum
la différence de traitement entre les employés. De cette manière, en période d’activité intense, la
surcharge de travail est répartie sur tous les employés, alors qu’en période creuse, tous les employés
profitent de la baisse d’intensité du travail. Dans le cas général, tous les employés doivent avoir assez
de temps pour réaliser leurs activités administratives et obligatoires. Nous proposons par conséquent
de minimiser l’écart entre le plus grand et le plus petit écart à la charge médicale idéale des employés.













écart à la charge médicale idéale
Figure 4.1 – Exemple d’une distribution de la charge médicale
Pour un employé n ∈ N , l’écart à la charge médicale idéale, noté ∆n, est défini comme la différence
entre la charge médicale affectée à l’employé et sa charge médicale idéale. Une petite différence entre
le plus grand et le plus petit écart signifie que la charge de travail est bien répartie entre les différents
employés. Plus formellement, pour un ensemble d’employés N , chaque employé n ∈ N étant associé
à une charge médicale idéale targetn et à une charge médicale affectée Wn, l’inéquité ∆ du planning






∀n ∈ N ,∆n = Wn − targetn (4.2)
La Figure 4.1 propose une illustration de cette fonction objectif. La Figure 4.1a présente trois em-
ployés (n1, n2 et n3) affectés à la même charge de travail médical (W1 = W2 = W3). Cependant, ces
employés n’ont pas la même charge médicale idéale (target1 < target2 < target3). Par conséquent,
n1 est en surcharge par rapport à target1, alors que n3 est en sous-charge par rapport à target3, ce
qui signifie que l’écart à l’objectif de travail médical de l’employé n1, ∆1, est strictement positif, alors
que l’écart à la charge médicale idéale de n3, ∆3, est strictement négatif. Par conséquent, l’inéquité
associée à cette répartition du travail est strictement positive (∆ = ∆1 − ∆3 > 0). A contrario,
la Figure 4.1b, présente des employés réalisant exactement leur objectif de travail médical, ce qui
correspond à une solution optimale (∆ = 0). Le problème consistant à trouver une solution complète
minimisant ∆ sera noté SDPTSP|U = 0|∆.
Modélisation de l’objectif global
L’objectif principal de Biotrial est d’obtenir une solution complète et, si possible, équitable vis-à-vis
de la répartition de la charge de travail. S’il n’est pas possible d’obtenir une solution complète, il
est tout de même intéressant de construire une solution équitable, car il est possible que le décideur
soit en mesure de compléter la solution partielle en violant certaines contraintes. Dans ce cas, il est
préférable que la solution partielle soit équitable pour que les employés acceptent les modifications
proposées par le décideur. Cependant, il est d’autant plus facile de compléter une solution partielle
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que celle-ci présente peu de tâches non affectées. Autrement dit, il s’agit de minimiser le nombre
de tâches non affectées et, si possible, minimiser l’inéquité entre les employés. Par conséquent, nous
considérons les objectifs U et ∆ de manière lexicographique. De cette manière une solution avec
un plus petit nombre de tâches non affectées est préférée à une solution plus équitable, alors que
deux solutions présentant le même nombre de tâches non affectées seront départagées par rapport au
critère d’équité. Le fait de tenir compte de ces deux objectifs nous permet d’améliorer l’équité d’une
solution, même lorsqu’il n’est pas possible d’obtenir une solution complète. Le problème consistant
à trouver une solution respectant les contraintes C 1 à C 14 et minimisant les objectifs U et ∆ de
manière lexicographique est noté SDPTSP||U,∆.
4.1.4 Représentation d’une solution
Puisque toutes les tâches sont fixées dans le temps, une solution correspond directement à une affec-
tation des tâches aux employés. Tout d’abord, à partir d’une affectation tâche-employé, il est possible
de vérifier les contraintes organisationnelles et il est possible de déduire les horaires de travail des
employés, ce qui permet de vérifier les contraintes légales. Autrement dit, l’affectation tâche-employé
permet de vérifier toutes les contraintes. L’affectation tâche-employé permet également d’obtenir le
nombre de tâches non affectées (U) ainsi que l’inéquité entre les employés (∆), ce qui permet de
calculer le coût de la solution. Pour finir, une affectation tâche-employé ne correspond qu’à une seule
solution. Par conséquent, les solutions seront identifiées par leur affectation.
Puisqu’une solution se représente naturellement via son affectation, il semble cohérent d’opter
pour une modélisation de type affectation au lieu d’une modélisation indexée sur le temps. De cette
manière, la contrainte de non préemption peut être traitée de manière implicite, alors qu’une mo-
délisation indexée sur le temps nous conduirait à vérifier qu’une tâche commencée par un employé
est réalisée de bout en bout par ce même employé. Cela est d’autant plus décisif que le problème de
planification de Biotrial s’étend sur un horizon d’une semaine avec une granularité d’une minute.
4.1.5 Variantes étudiées
Les différentes variantes connexes au SDPTSP et intéressantes dans le cadre de notre étude sont
données ci-dessous. Par abus de langage, nous parlerons d’instances irréalisables pour désigner les
instances qui n’admettent aucune solution complète, ce qui correspond à une irréalisabilité du pro-
blème SDPTSP|U=0|-. Dans cette thèse, nous nous concentrerons principalement sur SDPTSP||U,∆.
Nom Description
SDPTSP||U Trouver une solution respectant les contraintes C 1 à C 14
et minimisant U.
SDPTSP|U = 0|∆ Trouver une solution respectant les contraintes C 1 à C 14,
avec une affectation complète et minimisant ∆.
SDPTSP||U,∆ Trouver une solution respectant les contraintes C 1 à C 14
et minimisant lexicographiquement U et ∆.
4.2 Pré/Post traitements et calcul d’une borne inférieure
Nous rappelons tout d’abord l’algorithme permettant d’obtenir l’ensemble des cliques maximales dans
un graphe d’intervalles et montrons comment utiliser cet algorithme en pré-traitement du SDPTSP.
Par la suite, nous proposons une borne inférieure pour SDPTSP||U, ainsi qu’un algorithme de post-
traitement, H∆, permettant de réduire l’inéquité entre les employés.














Figure 4.2 – Exemple d’une recherche des cliques maximales dans un graphe d’intervalles
4.2.1 Ensemble des cliques maximales dans un graphe d’intervalles
Considérons un ensemble de tâches, T , fixées dans le temps. Chaque tâche représente alors un
intervalle [si; ei], et le graphe d’intervalles correspondant s’obtient en associant un sommet à chaque
tâche, et en reliant les sommets correspondant à des intervalles concomitants. Dans le contexte de
notre cas d’étude, la notion de graphe d’intervalles est très intéressante car elle permet de représenter
efficacement le positionnement relatif des tâches. Plus précisément, remarquons qu’un ensemble de
tâches concomitantes se traduit au niveau du graphe d’intervalles par une clique. Par conséquent,
la recherche de l’ensemble des cliques maximales dans un graphe d’intervalles permet de trouver
l’ensemble des ensembles maximaux de tâches concomitantes. La Figure 4.2 illustre cela sur un
ensemble de 5 tâches, conduisant à 3 cliques maximales K1 = {1, 2, 3}, K2 = {3, 4} et K3 = {4, 5}.
Puisqu’un employé ne peut pas travailler sur plus d’une tâche à la fois (C 4), et puisqu’il est interdit de
préempter les tâches (C 6), toutes les tâches d’une même clique doivent être affectées à des employés
différents. Par conséquent, le fait de connaître les cliques maximales permet d’exprimer efficacement
la contrainte C 4. Dans le cas général, la recherche des cliques maximales dans un graphe est un
problème NP-Difficile, mais dans le cas d’un graphe d’intervalles, cela peut être réalisé en temps
polynomial [101], au moyen de l’Algorithme 4.1. Puisque toutes les tâches sont fixées dès le début du
problème, cet algorithme est utilisé une seule fois en pré-traitement. De cette manière, la contrainte
C 4 peut être gérée de manière efficace durant toute la phase de résolution.
4.2.2 Borne inférieure pour SDPTSP||U
Comme mentionné à la Section 2.2.3, il est possible que l’effectif de travail ne puisse pas couvrir
l’ensemble des tâches, ce qui signifie que SDPTSP|U = 0|∆ est alors infaisable. Généralement, il est
difficile d’identifier la raison de cette infaisabilité, car de nombreuses données rentrent en compte :
législation, compétences, disponibilités, positionnement des tâches, etc. Le cas particulier des pics
d’activité est en revanche plus simple à expliquer, puisqu’il correspond à un manque d’effectif sur
une période donnée. Ce manque peut découler du positionnement des horaires de travail, mais il est
possible que l’effectif disponible, indépendamment des horaires de travail, soit simplement insuffisant.
Nous nous intéressons ici à la détection de ces infaisabilités. Pour cela, nous proposons une méthode
utilisant le concept de profil de charge pour obtenir une borne inférieure pour SDPTSP||U (cf.
Algorithme 4.2). Le profil de charge donne l’ensemble des tâches concomitantes à chaque intervalle
horaire, i.e. un intervalle formé de deux événements consécutifs, comme le début ou la fin d’une tâche.
Une illustration de cette notion de profil de charge est donnée à la Figure 4.3. La borne inférieure que
nous proposons, notée U, correspond à la plus grande différence sur l’ensemble des intervalles, entre le
nombre de tâches à couvrir et le nombre d’employés disponibles. Nous considérons ici qu’un employé
est disponible sur un intervalle si cet intervalle n’est ni concomitant à l’une de ses indisponibilités,
ni concomitant à son repos hebdomadaire (quand celui-ci est connu). Les instances vérifiant U ≥ 1
sont alors infaisables pour SDPTSP|U = 0|∆.
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Algorithme 4.1: Recherche des cliques maximales dans un graphe d’intervalles
Données :
I, liste d’intervalles [si; ei]
1 fonction trouverCliquesMax(I)
2 k ← 0
3 continuer ← vrai
4 S ← min
i∈I
si
5 C ← ∅
6 tant que (continuer) faire
7 E ← min
i∈I,ei>S
ei
8 k ← k + 1
9 Kk ← {i ∈ I; si < E ≤ ei}
10 C ← C ∪ Kk
11 si (∃si ≥ E) alors















































Figure 4.3 – Profil de charge & borne inférieure sur le nombre de tâches non affectées
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Algorithme 4.2: HU : recherche d’une borne inférieure pour U
Données :
SDPTSP, une instance du SDPTSP
1 fonction HU(SDPTSP)
2 P ← genererProfil(SDPTSP)
3 P← card(P)
4 U← 0
5 pour (i = 1,..,P) faire
6 nbT ← card(P i)
7 nbW ← nbEmployésDisponible(P i, SDPTSP)
8 si (nbT − nbW > U) alors
9 U← nbT − nbW
10 retourner U
4.2.3 H∆, une descente locale pour réduire ∆
L’inéquité d’une solution, donnée à la Section 4.1.3, se déduit de l’affectation des tâches aux employés
et de leurs charges médicales idéales. A priori, seul un nombre réduit d’employés intervient effective-
ment dans le calcul de cet objectif : les employés qui sont le plus au-dessus de leur charge idéale et
ceux qui sont le plus en dessous. Par ailleurs, les activités administratives n’étant pas fixées dans le
temps, le planning des employés est relativement flexible. Par conséquent, il est aisé de déplacer les
tâches d’un employé à un autre ou de réaliser des échanges de tâches entre les employés. Dans un tel
contexte, la réaffectation d’une tâche depuis un employé très au-dessus de sa charge cible vers un em-
ployé très en dessous de sa charge cible peut conduire à réduire efficacement l’inéquité d’une solution.
Pour réduire l’inéquité ∆ d’une solution, nous proposons une descente locale, notée H∆ (cf.
Algorithme 4.3). Les horaires du personnel sont tout d’abord complétés et étendus au maximum de
manière à gagner en flexibilité vis-à-vis des réaffectations envisageables. Par la suite, les horaires de
travail ne sont plus modifiés et nous réduisons la valeur de l’inéquité en réaffectant et en échangeant
des tâches. Cela se fait au moyen de quatre étapes répétées jusqu’à obtention d’un minimum local.
Nous proposons de réaffecter en priorité les tâches les plus longues de manière à réaliser en premier
les réaffectations les plus significatives. Une première étape consiste à sélectionner l’employé le plus
en dessous de sa charge idéale pour lui assigner l’une des tâches affectée à un autre employé, de
manière à ce que cette réaffectation réduise l’inéquité globale (cf. Figure 4.4). Symétriquement, une
deuxième étape consiste à sélectionner l’employé le plus au-dessus de sa charge idéale pour réaffecter
l’une de ses tâches à un autre employé. Ces deux premières étapes permettent de réduire l’inéquité en
réaffectant certaines tâches, mais elles ne permettent pas de gérer efficacement les réaffectations de
tâches concomitantes. Si on souhaite déplacer la tâche t1 depuis l’employé e1 vers l’employé e2 et la
tâche t2, depuis l’employé e2 vers l’employé e1, il faut alors que e2 soit entièrement disponible durant
la durée de t1 et réciproquement, que e1 le soit durant la durée de t2. Si t1 et t2 sont concomitantes,
alors il faut nécessairement passer par un troisième employé « temporaire ». Cela n’est pas très
efficace car il faut alors trois employés au lieu de deux. De plus, si le mouvement intermédiaire
dégrade l’objectif, il ne sera pas retenu. Pour corriger cela, nous proposons d’appliquer le principe
de ces deux premières étapes dans le cadre d’un échange de deux affectations au lieu d’une simple
réaffectation (cf. Figure 4.5). Cela accroît la marge de manœuvre lors de la réaffectation des tâches,
ce qui permet de réduire l’inéquité alors qu’une simple réinsertion fonctionnerait moins bien.






















































Figure 4.5 – Réduction de l’inéquité via H∆, cas d’un échange
Quelques propriétés de H∆
Bien que cela semble évident, remarquons tout d’abord que H∆ ne donne pas la valeur optimale de
∆. Remarquons également qu’il est possible de continuer à réduire ∆ en appliquant H∆ plusieurs fois
de suite. En effet, la première étape de H∆ consiste à étendre aléatoirement les horaires de travail des
employés à partir de l’affectation courante, ce qui peut conduire à « débloquer » la descente locale.
Pour finir, notons que H∆ ne conserve par l’ordre des solutions. Autrement dit, soient deux solutions
S1 et S2 présentant une inéquité respective ∆1 et ∆2, telles que ∆1 < ∆2. En appliquant H∆ sur S1
et S2, nous obtenons alors deux nouvelles solutions S’1 et S’2 présentant une inéquité respective ∆’1
et ∆’2, telles que ∆’1 n’est pas forcément inférieure à ∆’2.
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Algorithme 4.3: H∆ : descente locale pour réduire l’inéquité
Données :
SDPTSP, une instance du SDPTSP
H, les horaires du personnel
A, une affectation des tâches aux employés
1 fonction H∆(SDPTSP, H, A)
2 H ← ajouterHoraires(H)
3 H ← etendreHoraires(H)
4 répéter
5 succes← ajoutSousCharge(SDPTSP, H, A)
6 jusqu’à (¬succes)
7 répéter
8 succes← retraitSurCharge(SDPTSP, H, A)
9 jusqu’à (¬succes)
10 répéter
11 succes← echangeSousCharge(SDPTSP, H, A)
12 jusqu’à (¬succes)
13 répéter
14 succes← echangeSurCharge(SDPTSP, H, A)
15 jusqu’à (¬succes)
16 retourner(H,A)
4.3 Modèles PLNE autour de SDPTSP
Nous proposons ici une modélisation du SDPTSP|U = 0|∆ sous la forme d’un PLNE, noté PLNE|U=0|∆.
Nous adaptons ensuite cette première modélisation au problème SDPTSP||U, dont la résolution nous
permet d’évaluer la difficulté des instances proposées à la Section 2.3.2, p. 33. Cela nous permet éga-
lement d’établir une base de travail à partir de laquelle nous pourrons évaluer d’autres méthodes de
résolution.
4.3.1 Modélisation PLNE pour SDPTSP|U = 0|∆
Variables du modèle PLNE|U=0|∆
Les variables du modèle PLNE|U=0|∆ sont données à la Table 4.1. Ce modèle repose principalement
sur les variables binaires Assignt,n qui prennent la valeur 1 si et seulement si la tâche t est affectée à
l’employé n. Les variables ∆n donnent l’écart à la charge médicale idéale de chaque employé, ce qui
permet d’obtenir la valeur globale de l’inéquité ∆.
Les dates de début et de fin des vacations des employés, respectivement notées Firstd,n et Lastd,n,
permettent de garantir les temps de repos minimum et les temps de travail maximum des employés.
Les variables binaires Lunchd,n prennent la valeur 1 si et seulement si l’employé n doit avoir une
pause déjeuner durant la vacation d. Le temps travaillé des employés, noté Workd,n, est alors déduit
des variables Firstd,n, Lastd,n et Lunchd,n.
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∆ ∈ N Valeur de l’inéquité
∀n ∈ N ,∆n ∈ Z Écart à la charge médicale idéale de l’employé n
∀n ∈ N ,∀t ∈ E , Assignt,n ∈ {0, 1} = 1 ssi la tâche t est affectée à l’employé n
∀d ∈ D,∀n ∈ N , Pour toute vacation d, pour tout employé n
Firstd,n ∈ Z Début de la vacation d pour n
Lastd,n ∈ Z Fin de la vacation d pour n
Workd,n ∈ N Temps travaillé par n durant la vacation d
Lunchd,n ∈ {0, 1} = 1 ssi n déjeune durant la vacation d
Emptyd,n ∈ {0, 1} = 1 ssi la vacation d de n est vide
Lunch−d,n ∈ {0, 1} = 1 ssi n commence la vacation d avant LunchSd
Lunch+d,n ∈ {0, 1} = 1 ssi n termine la vacation d après LunchEd
Smalld,n ∈ {0, 1} = 1 ssi la vacation d de n dure au plus SmallD
∀t ∈ T , IsF id,n,t ∈ {0, 1} = 1 ssi n commence la vacation d avec la tâche t
∀t ∈ T , IsLad,n,t ∈ {0, 1} = 1 ssi n termine la vacation d avec la tâche t
∀i ∈ {1, 2}, Orderd,n,i ∈ {0, 1} = 1 ssi la vacation d de l’employé n précede son repos i
∀n ∈ N , Pour tout employé n
∀i ∈ {1, 2}, Breaki,n ∈ Z Début du ième repos hebdomadaire de n
∀d ∈ J1; 8K, Offd,n ∈ {0, 1} = 1 ssi n est en repos le jour d
Table 4.1 – Variables du modèle PLNE|U=0|∆ pour SDPTSP|U = 0|∆
Les variables Break1,n et Break2,n donnent respectivement les dates de début du premier et du
second repos hebdomadaire pour chaque employé. Il est nécessaire de positionner deux repos heb-
domadaires pour une seule semaine de manière à gérer le cas limite de cette contrainte glissante.
En effet, si le repos hebdomadaire de la semaine précédente est positionné au début de la semaine
précédente, alors le repos de la semaine courante doit être positionné au début de la semaine cou-
rante. Dans ce cas, le prochain repos hebdomadaire doit être positionné au plus tard au début de
la semaine suivante, ce qui peut entrer en conflit avec certaines affectations de la semaine courante.
Rappelons en effet que les tâches commençant le lundi matin avant 6h sont gérées en tant que tâches
de nuit du dimanche. Autrement dit, il est nécessaire de positionner deux repos hebdomadaires pour
une seule semaine, mais dans le cas général, le second repos sera positionné sur la semaine suivante
et ne limitera pas les affectations de la semaine courante.
Les vacations des employés sont positionnées par rapport aux dates de début et de fin au plus
tôt de ces repos hebdomadaires au moyen des variables binaires Orderd,n,i. Plus précisément, ces
variables prennent la valeur 1 si la vacation d de l’employé n se termine avant son repos i et 0 si
elle commence après. Les variables Emptyd,n et Offd,n permettent de comptabiliser les vacations non
travaillées et les jours de repos des employés. Cette distinction vient du fait qu’une vacation non
travaillée ne correspond à un jour de repos que si la vacation précédente se termine suffisamment
tôt. De plus, les vacations non travaillées doivent être identifiées de manière à calculer leur dates de
début et de fin de manière spécifique.
Les variables Lunch−d,n (respectivement Lunch+d,n) prennent la valeur 1 si et seulement la vacation
d de l’employé n commence avant (respectivement termine après) la fenêtre horaire de la pause
déjeuner. Les variables Smalld,n prennent la valeur 1 si et seulement la vacation d de l’employé n
dure au plus SmallD. Les variables Lunch−d,n, Lunch+d,n et Smalld,n interviennent dans le calcul de
la pause déjeuner. Pour finir les variables IsF id,n,t (respectivement IsLad,n,t) prennent la valeur 1 si
et seulement si la tâche t est la première (respectivement la dernière) de la vacation d de l’employé n.
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Contraintes métier du modèle PLNE|U=0|∆
Nous expliquons ici les contraintes du modèle PLNE|U=0|∆ en précisant à chaque fois les contraintes
métier associées (C 1 à C 14 cf. Section 4.1.2). Tout d’abord, (4.3) et (4.4) permettent de calculer les
écarts à la charge médicale idéale des employés ainsi que l’objectif du problème, i.e. l’inéquité entre
les employés. La contrainte C 1 est vérifiée de manière indirecte via le calcul des dates de début et
de fin des vacations. Ces dates sont en effet obtenues à partir des tâches affectées aux employés et
toutes les tâches d’une même journée de travail appartiennent à la même vacation. Autrement dit, des
tâches suffisamment espacées pour être associées à deux vacations différentes tout en respectant le re-
pos minimum, mais suffisamment proches pour appartenir à la même journée de travail, conduiraient
alors à un dépassement du temps présentiel maximal, car elles seraient associées à une seule vacation.
Le respect des tâches administratives obligatoires (C 2) ainsi que la prise en compte des compé-
tences et des disponibilités (C 3) sont assurés par (4.5) et (4.6). Les contraintes (4.7) vérifient que
les employés ne sont pas affectés à deux tâches concomitantes (C 4) alors que la contrainte C 6 est
automatiquement respectée par construction du modèle, via l’intégrité des variables Assignt,n. De
manière similaire à C 1, la contrainte C 7 est vérifiée de manière indirecte via le calcul des dates de
début et de fin des vacations. En effet, des tâches suffisamment proches pour être associées à une
seule vacation sans dépasser le temps présentiel maximal, mais suffisamment éloignées pour apparte-
nir à des journées de travail différentes, conduiraient alors à une violation de la contrainte de repos,
car elles seraient associées à deux vacations différentes. Les contraintes (4.8) assurent que chaque
tâche est assignée à exactement un employé. Nous verrons à la section suivante comment adapter
cette contrainte de manière à être en mesure de construire des solutions avec une affectation partielle.
La contrainte C 8 est vérifiée de manière indirecte par cohérence entre les variables Workd,n,
Lunchd,n, Firstd,n et Lastd,n. Les contraintes (4.9) et (4.10) permettent de borner le temps travaillé
quotidiennement et hebdomadairement par les employés (C 9 & C 10). Les temps de repos minimum
quotidien (C 11) et hebdomadaire (C 12) sont respectivement vérifiés grâce à (4.11) et (4.12) à
(4.16). Plus précisément, (4.12) à (4.13) permettent de positionner un repos hebdomadaire pour
chaque employé. Les journées de travail des employés, identifiées via leurs bornes Firstd,n et Lastd,n
peuvent soit finir avant le début de ce repos (Orderd,n,1 = 1), soit commencer après la fin de ce
repos (Orderd,n,1 = 0), ce qui interdit tout recoupement entre le repos hebdomadaire et les journées
de travail. Rappelons qu’il est nécessaire de positionner deux repos hebdomadaires sur une même
semaine de manière à gérer le cas limite de la contrainte C 12. Le deuxième repos hebdomadaire
est sujet aux mêmes contraintes que le premier (cf. (4.14) à (4.15)). Une contrainte additionnelle
permet de gérer la distance maximale entre ces deux repos (4.16). La contrainte C 13 étant glissante,
il est nécessaire de la vérifier entre les semaines précédente et courante ainsi qu’entre les semaines
courante et suivante. Pour cela, nous utilisons (4.17) et (4.18). Pour finir, les contraintes (4.19) à
(4.22) définissent les vacations associées à une pause déjeuner (C 14).
Contraintes de liaisons du modèle PLNE|U=0|∆
Les contraintes (4.23) à (4.28) assurent la cohérence entre les vacations des employés et les tâches
qui leur sont affectées. Plus précisément, les contraintes (4.23) et (4.24) donnent respectivement les
bornes supérieures et inférieures des variables Firstd,n. Les dates de début des journées ne compre-
nant aucune tâche (Emptyd,n = 1) prennent la valeur ω (une constante représentant la fin de la
semaine). De manière similaire, les contraintes (4.25) et (4.26) donnent respectivement les bornes
inférieures et supérieures des variables Lastd,n. Les dates de fin des journées ne comprenant aucune
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min ∆
s.t. ∀(n0, n1) ∈ N 2 |n0 6= n1, ∆ ≥ ∆n0 −∆n1 (4.3)
∀n ∈ N , ∆n =
∑
t∈T proct × Assignt,n − targetn (4.4)
Contraintes organisationnelles
∀n ∈ N , ∀t ∈Mn, Assignt,n = 1 (4.5)
∀n ∈ N , ∀t /∈ Tn, Assignt,n = 0 (4.6)
∀n ∈ N , ∀K ∈ C, ∑
t∈KAssignt,n ≤ 1 (4.7)
∀t ∈ E , ∑
n∈N Assignt,n = 1 (4.8)
Contraintes légales (∀n ∈ N )
Temps travaillé maximum quotidien/hebdomadaire
∀d ∈ D, Workd,n ≤WorkDmax (4.9)∑
d∈D Workd,n ≤WorkWmax (4.10)
Repos minimum quotidien/hebdomadaire
∀d ∈ J1; 6K, F irstd+1,n − Lastd,n ≥ BreakDmin (4.11)
∀d ∈ D, Lastd,n −Break1,n ≤ (1−Orderd,n,1)× ω (4.12)
∀d ∈ D, Break1,n +BreakWmin − Firstd,n ≤ Orderd,n,1 × ω (4.13)
∀d ∈ D, Lastd,n −Break2,n ≤ (1−Orderd,n,2)× ω (4.14)
∀d ∈ D, Break2,n +BreakWmin − Firstd,n ≤ Orderd,n,2 × ω (4.15)
Break2,n −Break1,n ≤Week (4.16)
Jour de repos hebdomadaire∑
d∈J2;8KOffd,n ≥ 1 (4.17)∑
d∈J1;7−off−1n KOffd,n ≥ 1 (4.18)
Pause déjeuner
∀d ∈ D, Lunchd,n ≤ Lunch−d,n (4.19)
∀d ∈ D, Lunchd,n ≤ Lunch+d,n (4.20)
∀d ∈ D, Lunchd,n ≤ (1− Smalld,n) (4.21)
∀d ∈ D, Lunchd,n ≥ Lunch−d,n + Lunch+d,n − Smalld,n − 1 (4.22)
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Contraintes de liaisons (∀d ∈ D,∀n ∈ N )
Nature et Positionnement des vacations
∀t ∈ Ed,n, F irstd,n ≤ startt × Assignt,n + (1− Assignt,n)× ω (4.23)
Firstd,n ≥ Emptyd,n × ω +
∑
t∈Ed,n startt × IsF id,n,t (4.24)
∀t ∈ Ed,n, Lastd,n ≥ endt × Assignt,n + (1− Assignt,n)× α (4.25)
Lastd,n ≤ Emptyd,n × α +
∑
∀t∈Ed,n endt × IsLad,n,t (4.26)
∀t ∈ Ed,n, IsF id,n,t ≤ Assignt,n et IsLad,n,t ≤ Assignt,n (4.27)∑
t∈Ed,n IsF id,n,t = (1− Emptyd,n) et
∑
t∈Ed,n IsLad,n,t = (1− Emptyd,n) (4.28)
∀d ∈ J1; 8K, ∑
t∈Od Assignt,n ≤ (1−Offd,n)× card(Od) (4.29)
Pause déjeuner










Lastd,n − Firstd,n + (ω − α + SmallD+ 1)× Smalld,n ≥ SmallD+ 1 (4.32)
Lastd,n − Firstd,n ≤ (Spanmax − SmallD)× (1− Smalld,n) + SmallD (4.33)
Temps travaillé
Workd,n ≤WorkDmax × (1− Emptyd,n) (4.34)
Workd,n ≤ Lastd,n − Firstd,n − LunchP× Lunchd,n + (ω − α)× Emptyd,n (4.35)
Workd,n ≥ Lastd,n − Firstd,n − LunchP× Lunchd,n (4.36)
Workd,n ≥
∑
t∈Ed,n Assignt,n × proct (4.37)
Initialisation (∀n ∈ N )
si work−1n ≥ DayS1, alors Off1,n = 0 (4.38)
First1,n ≥ BreakDmin − work−1n (4.39)
Break1,n ≥ −work−1n (4.40)
Break1,n ≥ −break−1n −BreakWmin et Break2,n ≥ DayS2 (4.41)
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tâche (Emptyd,n = 1) prennent la valeur α (une constante représentant le début de la semaine).
Les contraintes (4.27) à (4.28) assurent la cohérence des variables IsF id,n,t et IsLad,n,t par rap-
port aux tâches affectées aux employés. Plus précisément, ces contraintes permettent de vérifier que
les variables Firstd,n (respectivement Lastd,n) correspondent à la plus petite (respectivement la plus
grande) date de début (respectivement date de fin) parmi les tâches affectées à l’employé n durant la
vacation d. De cette manière, la pause déjeuner ne peut être positionnée aux extrémités des vacations.
Les contraintes (4.29) vérifient que seuls les horaires de travail entièrement non travaillés sont comp-
tabilisés en tant que jours de repos. Cela s’exprime par le fait qu’aucune des tâches concomitantes à
un tel intervalle n’est affectée à l’employé considéré.
Les contraintes (4.30) à (4.31) permettent d’identifier les vacations commençant avant le début
de la fenêtre horaire de la pause déjeuner et se terminant après la fin de la fenêtre horaire de la pause
déjeuner. Les contraintes (4.32) à (4.33) permettent d’identifier les vacations dont le temps présentiel
est strictement supérieur à SmallD. Les contraintes (4.34) à (4.37) permettent d’obtenir le temps de
travail correspondant aux vacations. Ces contraintes prennent en compte les différents cas possibles,
i.e. vacations vides, vacations sans pause déjeuner et vacation avec pause déjeuner. Remarquons que
les valeurs α et ω ont été choisies de manière à ce que les autres contraintes restent cohérentes pour
les vacations vides.
Les contraintes (4.38) à (4.41) permettent de prendre en compte la semaine passée, de manière à ce
que les contraintes glissantes soient respectées en début de semaine. Plus précisément, les contraintes
(4.38) stipulent que les employés dont le dernier travail de la semaine précédente s’est terminé après
DayS1 (lundi de la semaine courante à 6h du matin), ne peuvent être en repos le lundi. Les contraintes
(4.39) vérifient le repos journalier entre la semaine passée et la semaine courante. Les contraintes
(4.40) permettent de gérer le cas limite des contraintes (4.11) et (4.12) : le repos hebdomadaire de la
semaine courante débute après le dernier travail de la semaine passée, et le premier travail du lundi
débute après le repos journalier consécutif au dernier travail de la semaine passée. Pour finir, les
contraintes (4.41) permettent d’initialiser les dates de début au plus tôt des repos hebdomadaires.
4.3.2 Modélisation PLNE autour de SDPTSP||U
Le modèle que nous avons présenté à la section précédente permet de minimiser l’inéquité des affec-
tations complètes. S’il n’existe aucune solution complète, le modèle PLNE|U=0|∆ est alors en mesure
de prouver l’infaisabilité de l’instance, mais il ne permet pas de la quantifier et cela peut prendre
beaucoup de temps. Pour cette raison, nous nous intéressons à présent au problème SDPTSP||U
qui vise à minimiser le nombre de tâches non affectées. Puisque nous cherchons ici à statuer sur la
réalisabilité des instances de manière à être en mesure d’évaluer plus finement les résultats des autres
méthodes, nous ne prenons pas en compte l’équité.
PLNE||U, un PLNE pour SDPTSP||U
À partir du modèle PLNE|U=0|∆, nous pouvons facilement obtenir un deuxième modèle permettant
de résoudre le SDPTSP||U. En effet, si l’on cherche uniquement à trouver une affectation des tâches
aux employés, il n’est alors pas nécessaire de calculer l’inéquité entre les employés, ce qui permet
de supprimer les variables ∆ et ∆n, ainsi que les contraintes (4.3) à (4.4). En revanche, il devient
nécessaire de calculer le nombre de tâches non affectées, ce qui se fait au moyen de la contrainte
(4.42). Nous relaxons également les contraintes (4.8) en vérifiant simplement que chaque tâche est
affectée à au plus un employé (4.43). Ces modifications nous conduisent à un nouveau modèle, noté
PLNE||U.
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U = |E| −∑
n∈N ,t∈E Assignt,n (4.42)
∀t ∈ E , ∑
n∈N Assignt,n ≤ 1 (4.43)
PLNE pour le SDPTSP sans pause déjeuner
Le modèle que nous avons présenté à la section précédente permet de minimiser le nombre de tâches
non affectées, sans prendre en compte l’équité des solutions. Malgré cette première simplification, des
résultats préliminaires ont montré que ce modèle n’arrivait ni à résoudre les instances de moyenne
et grande taille (It= 200, 300 et 400), ni même à calculer de borne inférieure pour U. L’objectif
principal étant d’évaluer l’existence de solutions complètes, nous avons cherché à simplifier le modèle
PLNE||U. Pour cela nous avons retiré la contrainte portant sur la pause déjeuner, car cela entraîne
une simplification importante du modèle et permet malgré tout d’obtenir une bonne borne inférieure
pour U. La contrainte de la pause déjeuner est en effet l’une des contraintes les plus faibles du modèle
PLNE||U, mais elle requiert un nombre important de variables et de contraintes. En supprimant cette
contrainte, nous obtenons un modèle plus léger, sans modifier fortement la réalisabilité des instances.
Bien entendu, une instance admettant une solution complète avec ce nouveau modèle, noté PLNE||Ur ,
peut ne pas admettre de solution complète avec PLNE||U. Par conséquent, nous utiliserons le modèle
PLNE||Ur uniquement pour prouver l’infaisabilité de certaines instances.
Le modèle PLNE||Ur s’obtient à partir du modèle PLNE||U, en retirant les variables et les contraintes
portant sur la pauses déjeuner, ce qui permet une simplification importante du modèle. Tout d’abord,
les variables Lunchd,n, Lunch−d,n, Lunch+d,n et Smalld,n deviennent inutiles puisqu’elles ne servent qu’à
la pause déjeuner. D’autre part, les variables IsF id,n et IsLad,n, qui interviennent dans le calcul des
dates de début et de fin des vacations, peuvent également être retirées du modèle. Ainsi, au lieu de
fixer précisément les vacations des employés au début de la première tâche et à la fin de la dernière
tâche, nous pouvons simplement garantir que les vacations commencent avant le début de la première
tâche et se terminent après la fin de la dernière tâche. Cela revient en fait à poster les contraintes
légales sur « l’enveloppe des vacations » au lieu de les poster sur le « noyau des vacations ». Cette
modification est envisageable car il n’est plus nécessaire de vérifier que la pause déjeuner n’est pas
positionnée aux extrémités des vacations.
La suppression des variables devenues superflues conduit tout d’abord à supprimer les contraintes
métier (4.19) à (4.22) ainsi que les contraintes de liaison (4.30) à (4.33) qui portent toutes sur la pause
déjeuner. D’autre part, les contraintes de liaison portant sur le temps travaillé peuvent également
être simplifiées, puisqu’il n’est plus utile de faire de distinction entre le temps de présence et le
temps de présence travaillé. Plus précisément, les contraintes (4.37) peuvent être supprimées, tandis
que les contraintes (4.35) à (4.36) sont remplacées par les contraintes (4.44) à (4.45). Pour finir les
contraintes de liaison (4.24), (4.26), (4.27) et (4.28) qui positionnent précisément les vacations des
employés peuvent être supprimées.
Workd,n ≤ Lastd,n − Firstd,n + (ω − α)× Emptyd,n (4.44)
Workd,n ≥ Lastd,n − Firstd,n (4.45)
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Méthode utilisée Temps de calcul Instances infaisables
HU - 41
PLNE||U 1 h 78
PLNE||Ur 1 h 98
PLNE||Ur 20 h 100
Total 102
Table 4.2 – Nombre d’instances infaisables pour SDPTSP|U=0|-
4.4 Résultats expérimentaux
4.4.1 Preuves d’infaisabilité pour SDPTSP|U=0|-
Nous avons utilisé HU (cf. Algorithme 4.2) ainsi que les modèles PLNE||U et PLNE||Ur1 pour statuer
sur la faisabilité des instances générées (cf. Section 2.3.2, p. 33), vis-à-vis de SDPTSP|U=0|. Les
résultats obtenus, présentés à la Table 4.2, montrent clairement l’intérêt du modèle PLNE||Ur par
rapport au modèle PLNE||U puisqu’il permet d’obtenir 20 preuves supplémentaires d’infaisabilité au
bout d’une heure de calcul. En revanche, PLNE||U permet d’obtenir 287 solutions complètes au bout
d’une heure, prouvant ainsi la faisabilité de ces instances, alors que le modèle PLNE||Ur ne peut pas
statuer sur la faisabilité des instances. Toutes méthodes confondues, nous obtenons ainsi des preuves
d’infaisabilité (respectivement de faisabilité) pour 102 (respectivement 287) instances sur un total
de 720, ce qui laisse 331 instances ouvertes. Comme cela est souligné par les Tables 4.3 et 4.4, plus
l’instance est chargée (Iv = 1 000) et petite (It = 100), plus il est probable qu’elle soit infaisable.
À l’inverse, le paramètre Ic, définissant les compétences prises en compte, semble avoir un impact
très limité sur la réalisabilité des instances. Par conséquent, nous évaluerons systématiquement les
résultats selon les paramètres It et Iv qui semblent les plus déterminants. Notons que l’augmentation
du temps de calcul n’est visiblement pas un bon moyen de fermer les instances restantes, comme le
montrent les résultats obtenus par PLNE||Ur au bout de 20 heures de résolution.
It
Iv
600 800 1 000 Total
100 6/60 13/60 39/60 58/180
200 0/60 5/60 25/60 30/180
300 2/60 2/60 4/60 8/180
400 1/60 1/60 4/60 6/180
Total 9/240 21/240 72/240 102/720
Table 4.3 – Répartition des instances infaisables
selon It et Iv.
It
Iv
600 800 1 000 Total
Icc 3/120 10/120 39/120 52/360
Icr 6/120 11/120 33/120 50/360
Total 9/240 21/240 72/240 102/720
Table 4.4 – Répartition des instances infaisables
selon Ic et Iv.
4.4.2 Intérêt de la descente locale H∆
Afin d’évaluer l’efficacité de la descente locale H∆, nous avons comparé les valeurs de l’inéquité obte-
nues par les modèles PLNE|U=0|∆ et PLNE||U. Pour chaque modèle, nous donnons l’inéquité moyenne
(en minutes) avant et après l’utilisation de H∆. Les résultats obtenus, présentés à la Table 4.5, illus-
trent clairement l’intérêt de H∆ qui permet de réduire drastiquement l’inéquité sur les solutions
complètes du modèle PLNE||U. De plus, même sur les solutions du modèle PLNE|U=0|∆, H∆ reste très
1 Les algorithmes sont implémentés en JAVA et nous utilisons Cplex 12.4 (configuration par défaut) [114] pour
implémenter les modèles PLNE. Les tests sont réalisés sur un Intel Core i3-540 (3.06 GHz & 8G RAM)
76 CHAPITRE 4. FORMALISATION DU PROBLÈME
Modèle Solutions complètes ∆ avant H∆ ∆ après H∆
PLNE||U 205 1195 262
PLNE|U=0|∆ 86 62 44
Table 4.5 – Valeur moyenne de ∆ après 10 min
efficace. Puisque cette descente locale semble efficace pour réduire ∆, nous l’utiliserons par la suite
au sein des différentes méthodes de résolution développées.
4.5 Conclusion
Dans ce chapitre, nous avons formalisé les différentes variantes du SDPTSP que nous étudions dans
cette thèse. Nous avons également donné des algorithmes de pré-traitement et de post-traitement,
ainsi qu’une méthode permettant de calculer une borne inférieure sur le nombre de tâches non affec-
tées. Nous avons également proposé plusieurs variantes d’un même programme linéaire en nombres
entiers. Ces différentes variantes nous donnent des éléments d’analyses intéressants pour la suite de
notre étude. En ce qui concerne la réalisabilité des instances, nous avons montré qu’une centaine
d’entre elles n’admettent pas de solutions complètes. Ces instances sont intéressantes car elles cor-
respondent au cas où Biotrial doit embaucher des intérimaires pour couvrir toutes les tâches. En
ce qui concerne l’obtention de solutions réalisables, les modèles proposés conduisent à des résultats
très mitigés. Après 10 minutes de calcul, les meilleurs résultats sont obtenus par le modèle PLNE||U
qui obtient une solution complète pour environ un tiers des instances a priori réalisables. Le modèle
PLNE|U=0|∆, quant à lui, trouve très peu de solutions complètes. Puisque les décideurs de Biotrial
souhaitent obtenir une bonne solution en moins de 5 minutes, il semble essentiel de concevoir des mé-
thodes dédiées. Dans la suite de cette thèse, nous nous concentrerons sur le problème SDPTSP||U,∆
qui correspond aux attentes de Biotrial.
5
Une méthode en deux phases
Nous présentons ici une méthode en deux phases (M2P) pour le SDPTSP||U,∆. Ce type d’approche
est particulièrement efficace et naturel pour les problèmes portant sur plusieurs niveaux de décision,
ce qui est le cas ici. La méthode que nous proposons consiste à fixer les horaires du personnel
(Phase 1) puis à affecter les tâches aux employés (Phase 2). Nous itérons entre ces deux phases de
manière à faire évoluer les horaires du personnel selon l’affectation courante. Nous proposons pour cela
plusieurs opérateurs de voisinage permettant de modifier les vacations des employés. Nous justifions
l’architecture globale de la méthode, ainsi que son paramétrage via une série de tests expérimentaux,
et nous concluons sur l’intérêt de cette méthode.
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5.1 Utilisations des méthodes en deux phases
Bien que les méthodes en deux phases ne garantissent pas l’optimalité des solutions, elles présentent
généralement un bon compromis entre le temps de calcul et la qualité des solutions, du fait de la
décomposition en sous-problèmes. Ces méthodes sont par conséquent très pertinentes lorsqu’il s’agit
de trouver rapidement une bonne solution. Il est également très naturel de recourir à ce genre de mé-
thode lorsqu’il s’agit d’aborder un problème portant sur plusieurs niveaux de décision. Les problèmes
de planification de personnel, par exemple, sont tout à fait propices à l’utilisation de méthodes en
deux phases.
Brucker et al. [35] ainsi que Valouxis et al. [188] proposent une méthode en deux phases pour
un problème de planification d’infirmières. Dans une première phase, Brucker et al. établissent une
liste de plannings individuels pour chaque employé, puis, dans une seconde phase, ils construisent le
planning global en sélectionnant un planning individuel pour chaque employé. Cette seconde phase
est répétée plusieurs fois en modifiant l’ordre dans lequel les plannings individuels sont sélectionnés
de manière à trouver des solutions améliorantes. Autrement dit, il s’agit de générer un voisinage sur
les plannings potentiels (phase 1) puis de l’explorer (phase 2). À l’inverse, la méthode proposée par
Valouxis et al. est plus itérative. La première phase consiste à déterminer les jours de travail des
infirmières grâce à une succession de recherches locales appliquées sur une solution initiale obtenue
de manière aléatoire. La seconde phase consiste quant à elle à préciser les horaires de travail réali-
sés par chaque infirmière. Ces deux étapes sont répétées jusqu’à épuisement du temps imparti. La
diversité des solutions obtenues en phase 1 est assurée par le caractère aléatoire de la solution initiale.
Toujours dans le domaine de la planification de personnel, Lequy et al. [138] proposent une mé-
thode en deux phases pour un problème d’affectation d’activités et de tâches. Il s’agit d’affecter
des tâches non préemptables et des activités préemptables à des employés compétents de manière
à respecter les fenêtres horaires de réalisation des tâches tout en minimisant une somme de péna-
lités comprenant notamment le coût de non affectation d’une tâche. La première phase consiste à
affecter les tâches alors que la seconde phase consiste à affecter les activités. Les auteurs proposent
quatre stratégies différentes permettant de résoudre la seconde phase. Ces quatre stratégies corres-
pondent à quatre niveaux de flexibilité vis-à-vis de la remise en cause de la solution de la phase 1 :
aucune flexibilité, flexibilité vis-à-vis du choix des employés affectés aux tâches, flexibilité vis-à-vis
de la date de début des tâches, ou bien une combinaison des deux dernières flexibilités. Les auteurs
montrent expérimentalement que la stratégie offrant le plus de flexibilité conduit systématiquement
à de meilleurs résultats.
Puisque le SDPTSP||U,∆ porte à la fois sur la planification des horaires du personnel et sur l’af-
fectation des tâches, il semble naturel de le décomposer en un problème de planification de personnel,
suivi d’un problème d’affectation de tâches, ce qui s’apparente à la décomposition proposée par Va-
louxis et al. [188]. La différence principale entre notre approche et celle de Valouxis et al. est que
nous proposons de faire évoluer les horaires du personnel d’une itération à l’autre via une succession
de modifications, alors que Valouxis et al. génèrent à chaque itération une nouvelle solution aléatoire.
5.2 Structure de M2P
5.2.1 Fonctionnement général de M2P
L’idée générale de M2P consiste à décomposer le SDPTSP||U,∆ en deux sous-problèmes résolus
successivement et de manière itérative. La première phase fixe les horaires du personnel, alors que la
seconde phase affecte les tâches aux employés en prenant en compte leurs horaires de travail. D’une
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Initialiser les paramètres de M2P
Obtenir une solution initiale
Créer un voisinage des horaires de tra-
vail à partir de la meilleure solution locale
Résoudre le problème d’affecta-
tion des tâches pour chaque voisin
Mettre à jour les paramètres de M2P










Figure 5.1 – Logigramme simplifié de M2P.
itération à l’autre, la phase 1 permet de modifier les horaires du personnel selon les besoins de la
phase 2. Pour cela, nous utilisons plusieurs opérateurs de voisinage prenant en entrée les horaires
du personnel ainsi que l’affectation courante des tâches et donnant en sortie des horaires modifiés.
La descente locale H∆ est utilisée sur la meilleure solution pour réduire l’inéquité (cf. Section 4.2.3,
p. 66). La structure générale de M2P est illustrée par la Figure 5.1.
5.2.2 Phase 1 : construction des horaires de travail du personnel
Nous nous intéressons ici à la première phase de M2P. À ce stade de la résolution, nous disposons
d’une solution courante représentée par l’affectation des tâches mais également par les horaires de
travail du personnel. Compte tenu des éventuelles tâches non affectées, ainsi que des éventuels dés-
équilibres de charge des employés, il s’agit alors de modifier les horaires actuels de manière à favoriser
l’obtention d’une meilleure solution lors de la résolution de la seconde phase. Puisque cette première
phase porte uniquement sur la construction des horaires du personnel, les contraintes relatives à
l’affectation des tâches ne sont pas prises en compte.
80 CHAPITRE 5. UNE MÉTHODE EN DEUX PHASES
Opérateur Fonctionnement
Ajouter(ρ) Choisir un employé parmi un pourcentage ρ des employés les plus en dessous de
leur charge idéale et lui ajouter une journée de travail. Seuls les employés ayant
moins de 5 journées de travail sont éligibles. Les journées de travail sont rajoutées
aléatoirement pour couvrir une des tâches du planning.
Étendre(ρ) Choisir un employé parmi un pourcentage ρ des employés les plus en dessous de leur
charge idéale, choisir l’une de ses journées de travail et l’étendre au maximum soit
à son début soit à sa fin. Les contraintes légales doivent être respectées.
Retirer(ρ) Choisir un employé parmi un pourcentage ρ des employés les plus au-dessus de leur
charge idéale, choisir l’une de ses journées de travail et la retirer.
Déplacer Choisir un horaire de travail et le déplacer d’une durée aléatoire variant entre 4 et
8 heures.
Équilibrer Choisir l’un des employés le plus au-dessus de sa charge idéale et choisir l’une de
ses tâches. Parmi les autres employés auxquels il est possible d’ajouter une journée
de travail couvrant cette tâche, choisir l’un d’entre eux, et ajouter cette journée de
travail.
Couvrir S’il existe des tâches non affectées, choisir l’une d’entre elles, sinon, choisir l’une
de celles qui est la moins couverte par les horaires de travail actuels. Parmi les
journées de travail pouvant être étendues de manière à couvrir cette tâche, choisir
l’une d’entre elles et l’étendre pour couvrir la tâche sélectionnée.
Table 5.1 – Opérateurs de voisinage sur les horaires du personnel
Nous proposons cinq opérateurs de voisinageAjouter(ρ), Étendre(ρ), Retirer(ρ),Déplacer , Équilibrer
et Couvrir (cf. Table 5.1). Chacun de ces opérateurs permet d’obtenir un seul voisin des horaires
courants. Il est par conséquent nécessaire d’utiliser plusieurs fois le même opérateur, ou bien plu-
sieurs opérateurs différents, de manière à obtenir un voisinage sur les horaires du personnel. Afin
de diversifier les voisins explorés, les opérateurs proposés effectuent de nombreux choix aléatoires. A
priori, l’opérateur Couvrir se focalise davantage sur l’obtention d’une solution complète, alors que
les opérateurs Ajouter(ρ), Étendre(ρ), Retirer(ρ) et Équilibrer se focalisent davantage sur l’obtention
d’une solution équitable. L’opérateur Déplacer permet quant à lui de diversifier les horaires du per-
sonnel. Notons cependant que plus le paramètre ρ est proche de 1, moins les opérateurs Ajouter(ρ),
Étendre(ρ) et Retirer(ρ) se focalisent sur l’équité et plus ils contribuent à diversifier les horaires du
personnel.
5.2.3 Phase 2 : affectation des tâches à horaires de travail fixés
Nous nous intéressons ici au problème d’affectation des tâches, selon le critère d’équité défini à la
Section 4.1.3 (p. 61). Les horaires de travail du personnel, obtenus en phase 1, constituent alors une
donnée du problème. Il s’agit par conséquent de résoudre un Fixed Job Scheduling Problem, selon
un critère d’équité. Les contraintes du problème se résument alors aux contraintes de compétence et
de disponibilité ainsi qu’aux contraintes de non préemption des tâches, de non ubiquité des employés
et de respect de la pause déjeuner. Les deux premières contraintes sont traitées simplement en pré-
traitement puisqu’elles portent directement sur les données du problème. Par ailleurs, puisque nous
avons opté pour une modélisation sous la forme d’une affectation tâche-employé (cf. Section 4.1.4,
p. 63), la contrainte de non préemption est automatiquement respectée. Nous nous focaliserons par
conséquent sur les contraintes de non ubiquité des employés et de pause déjeuner.
La contrainte de non ubiquité des employés peut être prise en compte via l’ensemble C des cliques
maximales de tâches concomitantes. En effet, les tâches CK d’une même clique K ∈ C doivent être
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t1 : {n1, n2, n4}
t2 : {n2}
t3 : {n3, n4}
t4 : {n1, n3}
(a) Exemple à 4 tâches et 4 employés.
C = {K1,K2}
K1 = {t1, t2, t3}














(c) Couplage maximum pour K1.
Figure 5.2 – Exemple de graphe d’affectation relatif à une clique donnée.
affectées à des employés différents. L’ensembleWK des employés pouvant être affecté à au moins une
tâche de CK étant connu, il est alors possible de construire le graphe d’affectation GK = (CK∪WK, E),
où E représente l’ensemble des affectations possibles, i.e. respectant les contraintes de compétence
et de disponibilité. La résolution du problème de couplage maximum au sein de GK permet alors
d’affecter un maximum de tâches de l’ensemble CK. Puisque l’affectation ainsi obtenue ne tient pas
compte de la pause déjeuner, il peut être nécessaire de retirer certaines affectations du couplage, pour
que toutes les vacations respectent la contrainte C 14. Autrement dit, il est possible d’obtenir une
solution en résolvant une succession de problèmes de couplage maximum dans les graphes d’affectation
correspondants. Puisque les cliques sont fréquemment concomitantes, les décisions prises sur une
clique impactent automatiquement les cliques voisines. Par conséquent, il est nécessaire de mettre à
jour GK avant de chercher son couplage maximum. Par exemple, à la Figure 5.2, la tâche t3 appartient
à la fois à K1 et K2. De plus, la tâche t4 ne peut être affectée qu’aux employés n1 et n3. Par conséquent,
suite à l’affectation de t3 à n3 au sein de la clique K1, la mise à jour de GK2 requiert de supprimer
n3 et t3 de GK2 , ce qui conduit à affecter t4 à n1.
La recherche d’une succession de couplages maximum présente l’inconvénient de raisonner de ma-
nière extrêmement locale. En effet, pour chaque couplage maximum, l’affectation courante n’est prise
en compte qu’au travers des contraintes de non ubiquité et de pause déjeuner. Autrement dit, cela ne
permet pas de prendre en compte la capacité de mobilisation des employés sur le reste de l’horizon.
Pour raisonner de manière plus globale, nous proposons d’associer à chaque arête un indicateur heu-
ristique correspondant a priori à l’intérêt de l’affectation correspondante. Ainsi, plus une affectation
semble intéressante, plus le poids de l’arête correspondante est élevé. Au fil de la résolution, ces
poids varient de manière à prendre en compte l’état courant de l’affectation. Il devient alors possible,
par exemple, de favoriser les affectations recourant à des employés encore très en dessous de leur
charge idéale, ou bien ceux qui ne peuvent plus être assignés qu’à un nombre très restreint de tâches.
Ainsi, au lieu de résoudre une succession de couplages maximum, nous proposons de résoudre une
succession de couplages de poids maximum. Pour cela, nous utilisons l’Algorithme Hongrois [131].
Bien entendu, le poids des arêtes peut être calculé selon différentes stratégies, et les cliques peuvent
être explorées de différentes manières. Nous proposons par la suite plusieurs stratégies permettant
de pondérer les arêtes et d’explorer les cliques. Ces stratégies, notées respectivement Sp et Sc sont
récapitulées aux Tables 5.2 et 5.3. Le croisement de ces différentes stratégies conduit à un total de
45 variantes pour la phase 2, ce qui permet de diversifier les solutions obtenues. Le fonctionnement
général de la seconde phase est détaillé par l’Algorithme 5.1.
En ce qui concerne les stratégies d’exploration des cliques (Sc), Charge, Charge+Pot, 3.Charge+Pot,
10.Charge+Pot et 20.Charge+Pot permettent de distinguer les employés les uns des autres via le
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Stratégie W (w, t) W (w, t) est d’autant plus grand que w est...
Charge Ch(w) ... en sous-charge.
Charge+Pot Ch(w)− Po(w)  ... en sous-charge et que son temps detravail potentiel est faible.3.Charge+Pot 3.Ch(w)− Po(w)10.Charge+Pot 10.Ch(w)− Po(w)
20.Charge+Pot 20.Ch(w)− Po(w)
NCritiQ −nQ(w, t) ... contraint dans ses affectations (en nombre).
DCritiQ −dQ(w, t) ... contraint dans ses affectations (en temps).
Charge+NCritiQ Ch(w)− nQ(w, t) ... en sous-charge et contraint dans ses affectations
(en nombre).
Charge+DCritiQ Ch(w)− dQ(w, t) ... en sous-charge et que la durée des affectations
alternatives est faible.
Ch(w) écart entre la charge idéale de w et sa charge courante.
Po(w) somme des durées des tâches affectables à w.
nQ(w, t) nombre de tâches concomitantes à t et affectables à w.
dQ(w, t) durées cumulées des tâches concomitantes à t et affectables à w.
Table 5.2 – Sp : stratégies de calcul du poids W (w, t) des arêtes (w un employé, t une tâche)
poids qui leur est associé. En revanche, pour un même employé, toutes les tâches sont a priori équiva-
lentes. L’utilisation de coefficients dans la stratégie Charge+Pot permet de faire varier l’importance
relative de la charge restante des employés par rapport au travail potentiel restant des employés.
Tous les coefficients testés sont supérieurs à 1, car la charge restante des employés (i.e. l’écart à
leur charge idéale) est a priori plus faible que le travail potentiel restant. A contrario, les stratégies
NCritiQ, DCritiQ, Charge+NCritiQ et Charge+DCritiQ recourent à un raisonnement plus local per-
mettant de distinguer chaque affectation. Ces stratégies reposent en partie sur la notion de criticité
d’un employé vis-à-vis d’une tâche donnée. Plus précisément, l’affectation de la tâche t à l’employé w
présente une criticité égale à l’opposé de nQ(w, t). Par conséquent, plus un employé est compétent et
disponible, plus nQ(w, t) est grand, et donc, plus sa criticité est faible. Autrement dit, les employés
ne pouvant réaliser qu’un petit nombre de tâches sont plus critiques que les autres. Notons que nous
utilisons ici une criticité « locale », puisque nous calculons cette criticité par rapport à la fenêtre
horaire d’une tâche. Nous nous inspirons ici de la notion de criticité originellement introduite par
[25] de manière à évaluer l’utilité d’un employé par rapport à une charge de travail.
Nous présentons à présent les différentes stratégies de pondération des arêtes (Sp). Les stratégies
Chronologique et Durée consistent respectivement à explorer les cliques par ordre chronologique et
par ordre décroissant de durée des tâches. Afin de bénéficier pleinement du concept de criticité
introduit précédemment, nous proposons également trois autres stratégies, Densité , DensitéDurée et
DuréeDensité , qui reposent sur la notion de clique dense. Nous considérons qu’une clique est d’autant
plus dense que le nombre de tâches de la clique est supérieur au nombre d’employés assignables à au
moins l’une de ces tâches. Autrement dit, plus une clique est dense, plus il est probable que toutes
les tâches ne puissent être affectées à un employé. Par conséquent, plus une clique est dense, plus il
semble important d’évaluer finement la criticité des employés.
5.2.4 Obtention d’une solution initiale
Puisque la première phase de M2P requiert une solution en entrée pour construire un voisinage sur
les horaires de travail, la toute première étape de M2P consiste à construire une solution initiale.
Pour cela, nous proposons une méthode heuristique fonctionnant en deux temps. La méthode fixe tout
d’abord les horaires du personnel pour couvrir au mieux le profil de charge. La seconde étape consiste
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Stratégie Choix de la clique à explorer
Chronologique Sélectionner la première clique dans l’ordre chronologique.
Durée Sélectionner la clique contenant la plus longue tâche, puis la première clique.
Densité Sélectionner la clique présentant la plus petite différence entre le nombre d’em-
ployés disponibles et le nombre de tâches à affecter, puis la première clique.
DensitéDurée Sélectionner la clique présentant la plus petite différence entre le nombre d’em-
ployés disponibles et le nombre de tâches à affecter, puis la clique contenant
la plus longue tâche, puis la première clique.
DuréeDensité Sélectionner la clique contenant la plus longue tâche, puis la clique présentant
la plus petite différence entre le nombre d’employés disponibles et le nombre
de tâches à affecter, puis la première clique.
Table 5.3 – Sc : stratégies d’exploration des cliques
Algorithme 5.1: Phase 2 : affectation des tâches, à horaires de travail fixés
Données :
FJSP, une instance du FJSP (horaires fixés)
sc ∈ Sc, la stratégie de choix de clique
sp ∈ Sp, la stratégie de pondération des arêtes
1 fonction resoudreFJSP(FJSP, sc, sp)
2 A ← ∅ //Initialiser l’affectation
3 C ← trouverCliquesMax(FJSP) //cf. Algorithme 4.1, p. 65
4 tant que (C 6= ∅) faire
5 K ← selectionnerClique(sc) //Selon la stratégie sc
6 G(K)← grapheAffectation(sp,K) //Selon la stratégie sp et l’affectation actuelle
7 Ac ← algoHongrois(G(K)) //Obtenir une affectation de poids maximum
8 Ac ← pauseDéjeuner(Ac) //Retirer les affectations non valides
9 A ← A∪Ac
10 C ← retirerTâchesAffectées(Ac)
11 retourner A
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alors à affecter les tâches aux employés. Puisque cette dernière étape aborde le même problème que la
deuxième phase de M2P, nous utiliserons la même méthode de résolution, détaillée à la Section 5.2.3.
La seule différence est que nous utilisons successivement chacune des 45 variantes de manière à
trouver une bonne solution initiale, alors que seule la variante la plus adaptée est utilisée en cours
de résolution (cf. Algorithme 5.2). Par conséquent, l’utilisation successive des 45 variantes permet
également de sélectionner la stratégie la plus adaptée.
Algorithme 5.2: Construction de l’affectation initiale
Données :
FJSP, une instance du FJSP
Sc, stratégies de choix de clique
Sp, stratégies de pondération des arêtes
1 fonction construireAffectationInitiale(FJSP, Sc, Sp)
2 AG ← ∅ //Initialiser l’affectation
3 pour (sc ∈ Sc, sp ∈ Sp) faire
4 AL ← resoudreFJSP(FJSP, sc, sp) //Créer un couplage avec sc et sp
5 si (AL meilleure que AG) alors





9 retourner (AG, sc∗, sp∗)
Nous nous focalisons à présent sur le problème de construction des horaires initiaux des employés.
Pour résoudre ce problème, nous proposons une heuristique de liste (cf. Algorithme 5.3). Cette heu-
ristique, illustrée à la Figure 5.3, se décompose en trois étapes principales :
Ligne 3 : Une première étape consiste tout d’abord à trier les employés et les tâches de manière
pertinente : les employés sont triés par criticité croissante, alors que les tâches sont triées par durées
décroissantes (cf. Figure 5.3a). Nous utilisons ici la version « globale » de la criticité utilisée par
l’opérateur DCritiQ. Plus précisément, nous considérons qu’un employé est d’autant plus critique
que la somme des durées des tâches qui lui sont affectables est faible au regard de ses disponibilités
horaire. Autrement dit, un employé est d’autant plus critique qu’il maîtrise peu de compétence et
que les compétences maîtrisées ne lui donnent accès qu’à une faible charge de travail potentiel. De
cette manière, les premiers horaires de travail créés portent sur les tâches les plus longues et sur les
employés dont la charge de travail potentielle est la plus faible au regard de leurs disponibilités.
Lignes 5 à 9 : La deuxième étape consiste à associer au premier employé possible un horaire
de travail permettant de contenir la première tâche non traitée. Quand une tâche est associée à un
horaire, toutes les tâches également incluses dans cet horaire et susceptibles d’être assignées au même
employé sont retirées de la liste des tâches à traiter. De cette manière, nous avons créé un horaire de
travail susceptible de contenir plusieurs tâches pour un même employé (cf. Figures 5.3b à 5.3d).
Lignes 10 à 20 : Il est aisé de voir que les horaires ainsi créés ne permettent pas forcément
de couvrir toutes les tâches. Par exemple, deux tâches se chevauchant complètement et requérant la
même compétence ne conduisent qu’à un seul horaire de travail, alors qu’il faudra les affecter à des
employés différents. La troisième étape de l’algorithme aborde ce problème en essayant de créer de
nouveaux horaires de travail de manière à couvrir le profil de la demande, donné par la fonction Pd
qui à tout instant t associe le nombre de tâches Pd(t) s’exécutant en parallèle à cet instant-là (cf.
Figure 5.3e).
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Algorithme 5.3: Construction des horaires initiaux du personnel
Données :
SDPTSP, une instance du SDPTSP
1 fonction construireHorairesInitiaux(SDPTSP)
2 H ← ∅ //Initialisation des horaires du personnel
3 (N , T )← trierDonnées(SDPTSP)
4 tant que (T 6= ∅) faire
5 t← retirerPremierElement(T )
6 n← premierEmployeAssignable(t,N )
7 h← creerHoraire(t, n)
8 H ← H∪ h
9 T ← retirerTachesAssignables(T , h, n)
10 Pd ← creerProfilDemande(SDPTSP) //Profil du nombre de tâches
11 Pr ← creerProfilRessource(H) //Profil du nombre d’horaires
12 C ← {x|Pd(x) > Pr(x)}
13 tant que (C 6= ∅) faire
14 c← retirerPremierElement(C)
15 n← premierEmployeAssignable(c,N )
16 si (n 6= null) alors
17 h← creerHoraire(c, n)
18 H ← H∪ h
19 mettreAJour(C)
20 retourner H








Tn1 : {t5, t3, t7, t4, t6}
Tn3 : {t8, t7, t1, t4, t6, t9}
Tn2 : {t5, t8, t2, t3, t4, t6, t9}
Tn4 : {t5, t8, t2, t3, t7, t1, t4, t6, t9}








t9 H1 : {t5, t3, t4, t6}
Tn3 : {t8, t7, t1, t4, t6, t9}
Tn2 : { t5, t8, t2, t3, t4, t6, t1, t9}
Tn4 : { t5, t8, t2, t3, t7, t1, t4, t6, t9}





t9 H1 : {t5, t3, t4, t6}
H2 : {t8, t7, t9}
Tn2 : { t8, t2, t1, t9}
Tn4 : { t8, t2, t7, t1, t9}
(c) Étape 2 (itération 2) : création d’horaires pour les plus grandes tâches des employés les plus critiques.
H3
t1
t2 H1 : {t5, t3, t4, t6}
H2 : {t8, t7, t9}
H3 : {t2, t1}
Tn4 : { t2, t1}





(e) Étape 3 : ajout de nouveaux horaires, selon le profil Pd(t).
Figure 5.3 – Exemple d’utilisation de l’Algorithme 5.2 sur un horizon d’un jour.
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5.2.5 Fonctionnement détaillé de M2P
Nous avons vu aux sections précédentes comment obtenir une solution initiale (cf. Section 5.2.4),
comment obtenir un voisinage sur les horaires du personnel (cf. Section 5.2.2) et comment obtenir
une affectation des tâches aux employés (cf. Section 5.2.3). Nous avons également brièvement décrit
l’imbrication de ces différentes étapes à la Section 5.2.1. Nous détaillons à présent le fonctionnement
complet de M2P, donné à l’Algorithme 5.4 :
Lignes 2 à 5 : Les Algorithmes 5.3 et 5.1 permettent d’initialiser la méthode. Comme nous
l’avons vu à la Section 5.2.4, parmi les 45 variantes de cet algorithme (9 stratégies de pondération
des arêtes et 5 stratégies d’exploration des cliques), celle conduisant à la meilleure solution initiale
est conservée pour la suite de la résolution.
Lignes 7 à 9 : Les différents opérateurs de voisinage présentés à la Section 5.2.2 sont alors utilisés
à partir de la meilleure solution locale afin d’obtenir de nouveaux horaires prometteurs. Chacun de
ces horaires donne lieu à la résolution d’un FJSP (cf. Algorithme 5.1) selon les stratégies de choix
de clique et de pondérations des arêtes retenues à l’initialisation de la méthode.
Ligne 11 : Remarquons qu’une fois que toutes les cliques ont été visitées, il peut rester des
tâches non affectées, car les couplages trouvés ne couvrent pas forcément toutes les tâches. Cela peut
notamment être dû à un problème au niveau des horaires de travail du personnel. Par conséquent,
suite à l’Algorithme 5.1, une descente locale tente de réduire le nombre de tâches non affectées en
rallongeant les horaires de travail des employés, ou en leur ajoutant un nouvel horaire de travail. Les
horaires de travail d’un employé ne sont modifiés que lorsque cela permet de couvrir complètement
l’une des tâches non affectées, sans violer aucune contrainte légale ou organisationnelle. Les horaires
de travail déjà existants sont rallongés au minimum, alors que les horaires ajoutés sont générés
aléatoirement entre un horaire maximum, déduit des contraintes, et un horaire minimum, déduit de
la tâche qui est à l’origine de ce nouvel horaire.
Ligne 19 : Notons qu’au fil de la résolution, les horaires des employés s’allongent, notamment en
raison de l’opérateur Étendre(ρ), ce qui conduit à une perte de flexibilité en raison des contraintes
légales. Par conséquent, nous proposons de réduire les horaires de travail des employés à leur minimum
toutes les γ itérations. Les horaires de travail minimum des employés correspondent aux horaires
minimum permettant de couvrir les tâches qui leur sont assignées. Cette réduction consiste donc
simplement à recalculer les horaires des employés directement à partir de la meilleure affectation
locale tâche-employé.
Ligne 25 : Afin d’éviter les optima locaux, nous proposons également une procédure de diversifi-
cation consistant à opter pour une autre variante de la méthode d’affectation des tâches, en changeant
les stratégies Sc et Sp dans l’Algorithme 5.1 au bout de δ itérations consécutives non améliorantes.
Ligne 27 : En fin de résolution, la procédure H∆ permet de réduire l’inéquité de la meilleure
solution obtenue.
5.3 Paramétrage de M2P
Nous présentons dans cette section les résultats de M2P1. Nous détaillons et justifions tout d’abord
le paramétrage des deux phases. Par la suite, nous évaluons la qualité globale des résultats obtenus
et plus particulièrement la qualité des solutions initiales, l’impact de H∆ sur l’inéquité des solutions
et sur l’efficacité des deux phases.
1 Les algorithmes sont implémentés en JAVA et les tests sont réalisés sur un Intel Core i3-540 (3.06 GHz & 8G RAM)
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Algorithme 5.4: Structure détaillée de M2P
Données :
SDPTSP||U,∆, une instance du SDPTSP||U,∆
Sc, les stratégies de choix de clique
Sp, les stratégies de pondération des arêtes
γ, paramètre contrôlant la réduction des horaires du personnel
δ, paramètre contrôlant le changement de sc∗ et sp∗
1 fonction M2P(SDPTSP||U,∆, Sc, Sp)
2 HI ← horairesInitiaux(SDPTSP||U,∆) //cf. Algorithme 5.3
3 (AI , sc∗, sp∗)← affectationInitiale(HI, Sc, Sp) //cf. Algorithme 5.2
4 (AG,AL,HG,HL)← (AI ,AI ,HI ,HI)
5 (nbStag, nbIter)← (0, 0)
6 tant que (temps de calcul non écoulé) faire
7 HV ← genererVoisinage(HL) //cf. Table 5.1
8 stagnation← vrai
9 pour (H ∈ HV ) faire
10 A ← resoudreFJSP(H, sc∗, sp∗) //cf. Algorithme 5.1
11 A ← descenteLocale(A) //Compléter le couplage
12 si (A meilleure que AL) alors
13 (AL,HL)← (A,H)
14 si (A meilleure que AG) alors
15 (AG,HG)← (A,H)
16 stagnation← faux
17 nbIter ← nbIter + 1
18 si (nbIter%γ = 0) alors
19 reduireHoraires(AL,HL)
20 si (stagnation) alors
21 nbStag ← nbStag + 1
22 sinon
23 nbStag ← 0
24 si (nbStag = δ) alors
25 (sc∗, sp∗)← changerDeStrategie(Sc,Sp, sc∗, sp∗) //Modifier l’Algorithme 5.1
26 nbStag ← 0
27 AG ← H∆(SDPTSP||U,∆, AG)
28 retournerAG
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5.3.1 Paramétrage de la phase 1
Nous nous intéressons ici au paramétrage des opérateurs de voisinage présentés à la Section 5.2.2,
p. 79. Nous avons tout d’abord réalisé quelques tests préliminaires afin de vérifier la viabilité des
différents opérateurs. Cette première phase de test nous a permis d’éliminer l’opérateur de voisinage
Déplacer qui était dominé par les autres opérateurs. Par ailleurs, nous avons également pu déter-
miner la taille et la composition les plus efficaces des voisinages. Rappelons en effet que chacun des
opérateurs de voisinage permet d’obtenir un seul voisin. Pour obtenir un voisinage, l’opérateur o est
donc utilisé µo fois (un même opérateur utilisé plusieurs fois conduit à des voisins différents). Les ré-
sultats obtenus montrent qu’il est plus efficace de construire davantage de voisins avec les opérateurs
génériques Ajouter(ρ), Étendre(ρ) et Retirer(ρ) qu’avec les opérateurs dédiés Équilibrer et Couvrir .
Au final, nous avons fixé µAjouter(ρ), µÉtendre(ρ) et µRetirer(ρ) à 10 contre 5 pour µÉquilibrer et µCouvrir .
Cette configuration conduit à explorer 40 voisins à chaque itération. Par la suite, nous avons fait
varier les paramètres ρ et γ de manière croisée.
• Rappelons que plus le paramètre ρ est proche de 0, plus les opérateurs Ajouter(ρ), Étendre(ρ)
et Retirer(ρ) visent à réduire l’inéquité entre les employés. A contrario, lorsque ce paramètre est
proche de 1, ces opérateurs permettent de diversifier les horaires du personnel. Ce paramètre
a été testé pour les valeurs 0.2, 0.6 et 1.
• Rappelons que plus le paramètre γ est proche de 1, plus la fréquence de réduction des horaires
de travail des employés est élevée, conduisant à redonner de la flexibilité lors de la recherche
de nouveaux voisinages. Ce paramètre a été testé pour les valeurs 5, 10 et 50.
γ Moyenne5 10 50
ρ
0.2 536 538 535 536,33
0.6 538 540 534 537,33
1 538 544 537 539,66
Moyenne 537,33 540,66 535,33 537,77
Table 5.4 – Nombre de solutions complètes selon
les valeurs de ρ et γ (5 min)
γ Moyenne5 10 50
ρ
0.2 37,6 38,5 37,5 37,9
0.6 40,0 39,9 39,5 39,8
1 40,2 40,3 41,1 40,5
Moyenne 39,3 39,6 39,4 39,4
Table 5.5 – Équité moyenne des solutions com-
plètes selon les valeurs de ρ et γ (5 min)
Les Tables 5.4 et 5.5 donnent respectivement le nombre moyen de solutions complètes (sur un
total de 618, 102 instances étant infaisables cf. Section 4.4.1, p. 75) ainsi que l’équité moyenne
correspondante (en minutes), lorsque les paramètres ρ et γ varient. En ce qui concerne le paramètre
ρ, il semble plus efficace, du point de vue de la réalisabilité, de prendre une valeur élevée, avec un
maximum d’efficacité pour ρ = 1. Cela souligne l’importance de diversifier les horaires de travail des
employés. En revanche, l’inéquité est d’autant plus grande que ρ est grand. Bien que cette tendance
soit assez claire, le différentiel d’équité reste en moyenne assez faible. Le paramètre γ, quant à lui,
n’a presque pas d’effet sur l’inéquité des solutions. En revanche, la configuration γ = 10 permet
d’obtenir davantage de solutions complètes. Au final, la meilleure configuration (ρ = 1 et γ = 10)
permet d’obtenir 544 solutions complètes présentant une inéquité moyenne d’environ 40 minutes,
contre 534 solutions complètes dans la pire des configurations. Autrement dit, le nombre de solutions
complètes varie relativement peu entre les différentes configurations, ce qui signifie qu’il est sans
doute inutile de chercher un paramétrage plus efficace de ρ et γ.
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5.3.2 Paramétrage de la phase 2
Nous nous intéressons ici aux stratégies d’exploration des cliques (Sc) et de pondération des arêtes
(Sp), présentées à la Section 5.2.3, p. 80. Des tests préliminaires nous ont tout d’abord conduits à
éliminer les stratégies Densité et Durée, ainsi que les stratégies NCritiQ, DCritiQ, 3.Charge+Pot,
10.Charge+Pot et 20.Charge+Pot, en raison de la faiblesse de leurs résultats. Nous avons alors testé
l’impact du paramètre λ qui donne le nombre d’itérations consécutives non améliorantes au bout
duquel les stratégies de choix de clique et de pondération des arêtes sont modifiées. Ce paramètre a
été testé pour les valeurs 1, 5, 10 et 50.
En ce qui concerne le nombre de solutions complètes, les meilleurs résultats sont obtenus pour
λ = 5, avec 544 solutions complètes, contre respectivement 534 et 541 avec λ = 50 et λ = 1.
Autrement dit, il vaut mieux modifier fréquemment Sp et Sc pour trouver davantage de solutions
complètes. En ce qui concerne l’inéquité des solutions complètes, les paramétrage λ = 5 et λ = 10
conduisent tous deux à une inéquité moyenne d’environ 40 minutes contre 50 avec λ = 50. Dans
l’ensemble, il est donc plus efficace de modifier fréquemment Sp et Sc, que ce soit pour trouver plus
de solutions complètes ou pour trouver des solutions plus équitables.
Iv λ
It
100 200 300 400 Total
600
1 53 59 58 59 229
5 53 59 58 59 229
10 53 59 58 59 229
50 53 59 58 59 229
800
1 41 50 53 55 199
5 42 50 53 55 200
10 42 50 53 55 200
50 41 50 53 55 199
1 000
1 11 21 41 40 113
5 11 22 42 40 115
10 9 22 39 40 110
50 9 19 38 40 106
Total
1 105 130 152 154 541
5 106 131 153 154 544
10 104 131 150 154 539
50 103 128 149 154 534




100 200 300 400 Total
600
1 30 38 41 53 41
5 28 34 40 47 38
10 27 33 41 60 40
50 24 31 46 88 48
800
1 32 38 42 50 41
5 35 35 38 44 38
10 29 33 39 47 37
50 27 33 39 66 42
1 000
1 43 48 50 59 52
5 72 42 46 51 49
10 29 54 46 49 47
50 34 44 56 69 57
Total
1 32 39 44 53 43
5 35 36 41 47 40
10 28 36 41 52 41
50 26 34 46 75 48
Table 5.7 – Équité moyenne des solutions com-
plètes selon λ
5.4 Analyse des résultats expérimentaux
Nous présentons dans cette section les résultats de la méthode en deux phases. Pour évaluer l’intérêt
de M2P, nous donnons tout d’abord les résultats obtenus avec la meilleure configuration (ρ = 1,
γ = 10 et λ = 5). Par la suite, nous nous efforçons de mettre en lumière le rôle joué par chacun
des composants de M2P (solution initiale, phase 1 et phase 2). Pour finir, nous mesurons l’impact
de la descente locale H∆ sur l’inéquité des solutions obtenues avec M2P. Pour évaluer la qualité des
résultats, nous prendrons en compte plusieurs indicateurs :
C : le nombre total d’instances pour lesquelles la méthode trouve une solution complète.
I : l’inéquité moyenne des solutions complètes (en minutes).
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A : le pourcentage moyen de tâches affectées pour les solutions partielles uniquement.
T : le temps moyen d’obtention des meilleures solutions (en secondes).
5.4.1 Résultats globaux
La meilleure configuration permet d’obtenir de très bons résultats (cf. Table 5.8). De manière géné-
rale, M2P est en effet capable d’obtenir 544 solutions complètes sur un maximum de 618, soit 88% de
succès vis-à-vis de la réalisabilité. Plus précisément, M2P trouve une solution complète pour 67% des
instances les plus chargées (Iv = 1 000), contre 98% pour les instances les moins chargées (Iv = 600).
Lorsque la méthode n’est pas capable de trouver une solution complète, le nombre de tâches affectées
tourne en moyenne autour de 98%, ce qui permettrait à un décideur d’évaluer finement les besoins
en intérimaires. Par ailleurs, l’équité moyenne est également très satisfaisante puisqu’elle atteint 40
minutes, ce qui est tout à fait acceptable du point de vue industriel. Sans surprise, l’équité obtenue
est d’autant meilleure que l’instance est peu chargée et de taille modeste (It = 100 et Iv = 600), ce qui
correspond aux instances les plus faciles. A contrario, les instances très chargées et de taille modeste
(It = 100 et Iv = 1 000) sont beaucoup plus difficiles à résoudre, à la fois du point de la réalisabilité
des instances et du point de vue de l’équité entre les employés. Comparé au paramètre Iv, l’impact
du paramètre Ic sur la réalisabilité des instances est beaucoup moins net. Plus précisément, M2P
trouve 87,99% des solutions complètes pour les instances sans compétences rares (Ic = Icc), contre




600 800 1 000 Total
C 53/54 42/47 11/21 106/122
10
0 I 28 35 72 35
A 97,50 97,78 96,71 97,05
T 145 155 167 156
C 59/60 50/55 22/35 131/150
20
0 I 34 35 42 36
A 99,00 98,60 97,72 97,93
T 166 138 156 154
C 58/58 53/58 42/56 153/172
30
0 I 40 38 46 41
A 99,67 99,19 98,76 98,94
T 191 186 174 184
C 59/59 55/59 40/56 154/174
40
0 I 47 44 51 47
A 99,75 99,70 99,01 99,17
T 236 202 196 211
C 229/231 200/219 115/168 544/618
To
ta
l I 38 38 49 40
A 98,28 98,47 97,68 97,90
T 184 170 173 176




600 800 1 000 Total
C 37/54 3/47 0/21 40/122
10
0 I 1008 755 - 989
A 97,78 96,54 91,30 94,50
T 0,31 0,32 0,32 0,32
C 55/60 20/55 2/35 77/150
20
0 I 1229 1004 934 1163
A 99,00 98,40 94,70 96,34
T 0,79 0,78 0,8 0,79
C 56/58 30/58 0/56 86/172
30
0 I 1382 1114 - 1289
A 99,42 98,88 97,42 97,97
T 1,06 1,1 1,14 1,1
C 58/59 42/59 3/56 103/174
40
0 I 1456 1207 989 1341
A 99,75 99,18 98,11 98,41
T 1,44 1,44 1,43 1,44
C 206/231 95/219 5/168 306/618
To
ta
l I 1295 1121 967 1235
A 98,27 97,87 95,35 96,94
T 0,9 0,91 0,92 0,91
Table 5.9 – Solutions initiales de M2P
5.4.2 Qualité de la solution initiale
Afin d’évaluer l’intérêt général du fonctionnement itératif de M2P, nous évaluons à présent la qualité
des résultats obtenus suite à la phase d’initialisation de M2P(cf. Table 5.9). Remarquons que certains
jeux de données sont déjà presque entièrement résolus du point de vue de la réalisabilité. Plus
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It
Iv
600 800 1 000 Total
100 31-28 39-35 81-72 39-35
200 39-34 43-35 59-42 44-36
300 53-40 51-38 69-46 57-41
400 75-47 74-44 91-51 79-47
Total 50-38 53-38 76-49 57-40
Table 5.10 – Équité moyenne avant H∆ - après H∆ (en minutes)
précisément, dès la solution initiale, 89% des instances les moins chargées (Iv = 600) présentent déjà
une solution complète. En revanche, seules 5 solutions complètes sont obtenues pour les instances
les plus chargées (Iv = 1 000), ce qui montre clairement l’impact du paramètre Iv. Par ailleurs, le
pourcentage moyen de tâches assignées tourne autour de 96% à l’initialisation, ce qui explique en
partie le gain réalisé sur le nombre de solutions complètes entre les solutions initiales et finales. De
plus, l’équité moyenne est de 1235 minutes à l’initialisation contre environ 60 minutes avant H∆ pour
les solutions finales, soit un facteur 20 en moyenne. Cela montre clairement l’efficacité de l’approche
en termes de réalisabilité et d’équité. Étant donnée la rapidité de cette phase d’initialisation, la
qualité de la solution initiale nous semble très satisfaisante, surtout en ce qui concerne la réalisabilité
de l’instance.
5.4.3 Impact de H∆
Nous avons vu à la Section 5.4.1 que M2P permettait d’obtenir de très bons résultats en terme
d’équité. Ces résultats correspondent à l’utilisation successive de la méthode M2P à proprement
parler, ainsi que de la descente locale H∆. Il semble par conséquent légitime d’analyser l’impact de
H∆ afin d’identifier clairement la qualité des résultats obtenus uniquement par M2P. La Table 5.10
donne la valeur moyenne de l’inéquité des solutions complètes (en minutes) avant et après la descente
locale H∆. Il est clair que cette procédure est efficace, notamment sur les instances de grande taille.
Le gain moyen ainsi obtenu est de 4 minutes sur les petites instances (soit 10% en moyenne), contre
32 minutes sur les plus grandes instances (soit 40% en moyenne). L’équité obtenue directement via
M2P reste cependant de bonne qualité.
5.4.4 Impact des différents opérateurs de voisinage (Phase 1)
Nous nous intéressons à présent aux opérateurs de voisinage et cherchons à évaluer leur capacité à
trouver de bonnes solutions. Pour cela, nous comparons le pourcentage moyen de meilleures solutions
locales obtenues par chaque opérateur, rapporté au nombre de voisins explorés (cf. lignes 12 et 13
de l’Algorithme 5.4). Rappelons en effet que les opérateurs Ajouter(ρ), Étendre(ρ) et Retirer(ρ)
explorent chacun 10 voisins à chaque itération, contre 5 pour les opérateurs Couvrir et Équilibrer .
Les résultats sont récapitulés à la Table 5.11. Il est clair que les opérateurs Ajouter(ρ) et Étendre(ρ)
contribuent davantage à améliorer la solution courante que les autres opérateurs. Le pourcentage
moyen de succès des opérateurs Ajouter(ρ) et Étendre(ρ) est respectivement de 23% et 28%, contre
13, 17 et 19% pour les opérateurs Retirer(ρ), Couvrir et Équilibrer . Remarquons que l’opérateur
Retirer(ρ) semble légèrement plus pertinent pour les instances les plus chargées (Iv = 1 000), ce qui
traduit le fait qu’une instance chargée requiert une remise en question plus importante des horaires
courants, soulignant ainsi la difficulté de positionner correctement les horaires du personnel dans ce
cas.
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Iv Opérateur
It
100 200 300 400 Total
600
Ajouter(ρ) 16,6 15,5 24,4 45,6 25,5
Étendre(ρ) 27,5 31,5 27,9 13,9 25,2
Retirer(ρ) 13,8 12,6 10,0 6,8 10,8
Couvrir 20,3 20,2 17,2 12,4 17,5
Équilibrer 21,9 20,2 20,5 21,3 21,0
800
Ajouter(ρ) 20,2 15,7 17,8 26,1 20,0
Étendre(ρ) 27,1 30,2 31,9 26,8 29,0
Retirer(ρ) 17,3 14,7 13,0 11,4 14,1
Couvrir 15,9 19,1 18,1 15,8 17,2
Équilibrer 19,5 20,3 19,3 19,8 19,7
1 000
Ajouter(ρ) 32,8 23,8 16,0 17,9 22,6
Étendre(ρ) 26,8 25,8 32,3 31,2 29,0
Retirer(ρ) 15,8 15,7 15,4 14,0 15,2
Couvrir 10,4 17,7 18,6 19,7 16,6
Équilibrer 14,3 17,0 17,6 17,3 16,5
Total
Ajouter(ρ) 23,2 18,3 19,4 29,9 22,7
Étendre(ρ) 27,1 29,2 30,7 24,0 27,7
Retirer(ρ) 15,6 14,3 12,8 10,7 13,4
Couvrir 15,5 19,0 18,0 16,0 17,1
Équilibrer 18,5 19,2 19,1 19,4 19,1
Table 5.11 – Pourcentage moyen de meilleures solutions locales obtenues par opérateur de voisinage
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5.4.5 Efficacité des différentes stratégies Sc et Sp (Phase 2)
La Table 5.12 donne le pourcentage moyen de sélection des variantes de l’Algorithme 5.1, qui in-
terviennent pour obtenir la solution initiale ainsi que toutes les δ itérations non améliorantes (cf.
lignes 3 et 25 de l’Algorithme 5.4). Remarquons tout d’abord que les variantes fondées sur les stra-
tégies DensitéDurée et DuréeDensité sont sélectionnées deux fois plus souvent que Chronologique,
ce qui signifie que la notion de clique « Dense », sur laquelle se fondent ces stratégies, est tout à
fait pertinente. Notons également que les variantes fondées sur la stratégie Charge+NCritiQ corres-
pondent à plus de 40% des sélections. Globalement, les combinaisons DensitéDurée-Charge+NCritiQ
et DuréeDensité-Charge+NCritiQ sont bien plus efficaces que les autres variantes, ce qui souligne
l’intérêt des notions de cliques « denses » et d’employés « critiques ». Bien que l’efficacité de ces
différentes stratégies soit très variables, rappelons que la configuration δ = 5 donne de meilleurs ré-
sultats que les configurations δ = 10 ou δ = 50, ce qui signifie qu’il est efficace de changer souvent de
stratégie. Autrement dit, même si certaines stratégies semblent peu efficaces, il est probable qu’elles
contribuent néanmoins à diversifier les solutions, conduisant au final à de meilleurs résultats.
Exploration des cliques (Sc) Pondération des arêtes (Sp)Charge Charge+Pot Charge+NCritiQ Charge+DCritiQ
Chronologique 5,2 3,2 3.8 5.0
DuréeDensité 11,1 2,2 20,3 9,0
DensitéDurée 11,1 1,1 19,1 8,7
Table 5.12 – Pourcentage moyen de sélection des variantes de l’Algorithme 5.1
5.5 Conclusion
Nous avons présenté dans ce chapitre une méthode en deux phases exploitant la structure du pro-
blème afin de simplifier le problème d’affectation des tâches. Cette décomposition, classique dans
la littérature, nous permet de gérer séparément les contraintes légales et les contraintes organisa-
tionnelles. En effet, les premières portent principalement sur les horaires de travail, et sont donc
traitées en phase 1, alors que les secondes portent sur l’affectation des tâches et sont traitées durant
la phase 2. Nous avons proposé un ensemble d’opérateurs de voisinage permettant de faire évoluer les
horaires du personnel selon l’affectation courante des tâches de manière à mieux couvrir les tâches
non affectées, ou à équilibrer la charge de travail des employés. Les résultats obtenus sont très sa-
tisfaisants, à la fois au niveau de la réalisabilité et au niveau de l’équité. La procédure H∆ permet
d’améliorer significativement la qualité de la solution en terme d’équité, sans pour autant qu’il soit
absolument nécessaire d’y recourir pour obtenir une solution convenable du point de vue industriel.
Par ailleurs, les résultats expérimentaux soulignent l’importance de diversifier à la fois l’espace ex-
ploré (ρ = 1) et les solutions construites (δ = 5). Les travaux présentés dans ce chapitre ont été
soumis à International Journal of Production Research [168].
6
Une approche par contraintes
Nous présentons dans ce chapitre une modélisation du SDPTSP|U = 0|∆ sous la forme d’un Pro-
gramme par Propagation de Contraintes, noté PPC|U=0|∆. Contrairement à la méthode en deux
phases (cf. Chapitre 5 p. 77), ce modèle aborde simultanément l’affectation des tâches et la défini-
tion des horaires. Le cœur du modèle PPC|U=0|∆ repose sur l’utilisation de variables ensemblistes
qui permettent d’exprimer de nombreuses contraintes de manière naturelle. À partir de PPC|U=0|∆,
nous introduisons un second modèle, noté PPC||U permettant de résoudre le SDPTSP||U, puis nous
agrégeons les objectifs U et ∆ de manière lexicographique, ce qui conduit à un troisième modèle,
noté PPC||U,∆. Nous présentons plusieurs stratégies de branchement et d’exploration. Une étude ex-
périmentale permet d’évaluer l’intérêt de la méthode ainsi que l’impact des différentes stratégies de
branchement et d’exploration.
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6.1 Utilisation de la Programmation par Contraintes
La Programmation par Contraintes (PPC) constitue à la fois un langage de modélisation et un outil
de résolution permettant d’aborder de nombreux problèmes combinatoires et continus. La structure
générale d’un modèle PPC repose sur la définition de variables, associées à un domaine de définition
et reliées les unes aux autres via un réseau de contraintes [176]. L’étude de l’état de l’art montre que
la PPC permet de modéliser efficacement des problèmes complexes tout en restant très synthétique
et modulable, ce qui est souhaitable dans le cadre d’un projet industriel [192]. De nombreuses études
portant sur l’utilisation de la PPC montrent l’efficacité de cette approche, notamment vis-à-vis de
problèmes de planification difficiles tels que la planification du personnel médical en milieu hospitalier
[1, 60, 139, 150, 151, 194] ou la planification d’équipages [51, 57, 94, 109, 152]. La PPC est générale-
ment plus efficace lorsqu’il s’agit de trouver une solution réalisable que lorsqu’il s’agit de trouver une
solution optimale. Pour cette raison, de nombreux travaux proposent des méthodes hybrides alliant
la PPC à d’autres méthodes telles que la recherche locale ou la génération de colonnes [26, 64, 107].
Dans cette lignée, nous combinons ici une approche PPC avec la descente locale H∆, présentée à la
Section 4.2.3, p. 66.
6.2 Un modèle PPC pour SDPTSP|U = 0|∆
6.2.1 Choix de la modélisation
Étant donné que nous avons opté pour une modélisation de type affectation (cf. Section 4.1.4, p. 63)
trois formulations « classiques » sont envisageables :
1. Il est tout d’abord possible d’indiquer pour chaque employé l’ensemble des tâches qui lui sont
affectées. Les variables de décision sont alors représentées sous la forme d’un vecteur X de va-
riables ensemblistes indiquant pour chaque employé l’ensemble des tâches qui lui sont affectées.
Par exemple, l’affectation des tâches t1 et t5 à l’employé e1 est alors notée : Xe1 = {t1, t5}.
2. Il est également envisageable d’indiquer pour chaque tâche l’employé qui lui est affecté. Les
variables de décision sont alors représentées sous la forme d’un vecteur X de variables entières
indiquant pour chaque tâche, l’employé qui lui est affecté. Par exemple, l’affectation des tâches
t1 et t5 à l’employé e1 est alors notée : Xt1 = e1 et Xt5 = e1.
3. Il est enfin possible de sélectionner les couples tâche-employé correspondant à une affectation.
Les variables de décision sont alors représentées sous la forme d’une matrice X de variables
booléennes prenant la valeur 1 lorsqu’elles représentent un couple tâche-employé sélectionné.
Par exemple, l’affectation des tâches t1 et t5 à l’employé e1 est alors notée : Xt1, e1 = 1 et
Xt5, e1 = 1.
Ces trois formulations permettent de prendre en compte la notion de tâche insécable de ma-
nière implicite et permettent également de modéliser aisément les différentes contraintes d’affec-
tation (ubiquité, unicité, etc.). Remarquons cependant que la plupart des contraintes légales du
SDPTSP|U = 0|∆ portent sur les plannings individuels des employés et s’expriment plus facilement
à partir des ensembles de tâches affectées aux employés qu’à partir des tâches ou des couples tâches-
employés. Pour cette raison, nous privilégions ici la première formulation, fondée sur l’utilisation de
variables ensemblistes.
6.2.2 Variables du modèle PPC|U=0|∆
Les variables du modèle PPC|U=0|∆ sont présentées à la Table 6.1. L’idée directrice du modèle est
de représenter l’affectation des tâches aux employés via des variables ensemblistes. Pour cela, nous
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Variable Définition
∆ ∈ N Valeur de l’inéquité
∀n ∈ N ,∆n ∈ Z Ecart à la charge médicale idéale de l’employé n
∀d ∈ D,∀n ∈ N+, Tasksd,n ⊂ Ed,n Tâches affectées à l’employé n le jour d
∀d ∈ D,∀n ∈ N , Pour toute vacation d, pour tout employé n
Firstd,n ∈ {startt ∪ ω, t ∈ E} Début de la vacation d pour n
Lastd,n ∈ {endt ∪ α, t ∈ E} Fin de la vacation d pour n
Lunchd,n ∈ {0,LunchP} Durée de la pause déjeuner de n durant la vacation d
Spand,n ∈ [0;Spanmax] Temps présentiel de n durant la vacation d
Workd,n ∈ [0;WorkDmax] Temps travaillé par n durant la vacation d
Loadd,n ∈ [0;WorkDmax] Charge de travail de n durant la vacation d
∀n ∈ N , Pour tout employé n
∀i ∈ {1, 2}, Breaki,n ∈ Z Début du ième repos hebdomadaire de n
∀d ∈ J1; 8K, Offd,n ∈ {0, 1} = 1 ssi n est en repos le jour d
Table 6.1 – Variables du modèle PPC|U=0|∆
associons à chaque employé n ∈ N et à chaque jour de la semaine d ∈ D une variable ensembliste
Tasksd,n correspondant à l’ensemble des tâches affectées à l’employé n durant le jour d. Pour simplifier
l’expression de certaines contraintes, nous utilisons également les variables ensemblistes Tasksn qui
donnent l’ensemble des tâches affectées à l’employé n sur toute la semaine. Les variables ∆n donnent
l’écart à la charge médicale idéale de chaque employé, ce qui permet d’obtenir la valeur globale de
l’inéquité ∆. Les dates de début et de fin des vacations des employés, respectivement notées Firstd,n
et Lastd,n, sont déduites des variables d’affectation au moyen de contraintes de liaisons. Ces dates
nous permettent de garantir les temps de repos minimum et les temps de travail maximum des
employés. Les variables Firstd,n et Lastd,n sont par exemple utilisées pour contraindre les variables
Spand,n qui donnent l’amplitude des vacations des employés. Les variables entières Lunchd,n donnent
la durée de la pause déjeuner de l’employé n durant la vacation d, ce qui permet de déduire le temps
travaillé des employés, noté Workd,n. Les variables Loadd,n donnent quant à elles la charge de travail
pour chaque employé et pour chaque jour, i.e. la somme des durée des tâches affectées aux employés
durant la vacation. Cette charge intervient au niveau de la contrainte de la pause déjeuner. Afin
de positionner les vacations des employés par rapport aux repos hebdomadaires des employés, nous
introduisons les variables entières Breaki,n qui donnent la date de début du ième repos hebdomadaire
de l’employé n. Pour finir, les variables binaires Offd,n permettent de comptabiliser les jours de repos
des employés.
6.2.3 Contraintes du modèle PPC|U=0|∆
Certaines contraintes font directement référence à l’organisation interne de l’entreprise ou à la lé-
gislation en vigueur, nous parlerons alors de contraintes organisationnelles ou de contraintes légales,
alors que d’autres contraintes sont utilisées pour des raisons de cohérence entre les variables, nous
parlerons alors de contraintes de liaison. Pour finir, certaines contraintes peuvent être exprimées di-
rectement au niveau des domaines des variables. Nous parlerons alors de contraintes de prétraitement,
afin de mettre en valeur le fait qu’elles n’engendrent aucun coût de calcul supplémentaire durant la
résolution. Nous présentons dans la suite les contraintes du modèle PPC|U=0|∆. Afin d’en faciliter la
compréhension, les différentes contraintes nécessaires à la modélisation du problème sont présentées
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sous leur forme mathématique, leur notation PPC, donnée entre parenthèses, renvoie à un lexique
des contraintes utilisées (cf. Annexe A).
Contraintes de prétraitement
Les tâches obligatoires Md,n de l’employé n sont tout d’abord intégrées au noyau de la variable
Tasksd,n via les contraintes (6.3), ce qui permet de respecter la contrainte C 2. Les tâches non réa-
lisable par l’employé n durant la vacation d ne font pas partie de l’enveloppe initiale des variables
Tasksd,n (cf. Table 6.1), ce qui permet de prendre en compte les contraintes C 1, C 3 et C 7. De
manière similaire, les domaines des variables de Workd,n et Spand,n sont bornés lors de leur création
(cf. Table 6.1), ce qui permet de respecter automatiquement les contraintes C 9 et C 8. Comme
nous pouvons le voir, plusieurs contraintes métier sont ainsi respectées dès la création des variables,
mais de nombreuses contraintes de liaisons seront tout de même nécessaires pour que les différentes
variables soient cohérentes entre elles.
Contraintes métier
Les contraintes (6.1) et (6.2) permettent de calculer la valeur de l’inéquité ∆ en fonction des
tâches cliniques affectées aux employés, de leur charge clinique idéale et de leur charge adminis-
trative obligatoire (cf. Section 4.1.3, p. 61). Les contraintes (6.4) permettent de s’assurer que les
employés ne sont pas affectés à plus d’une tâche à la fois, ce qui permet de respecter la contrainte
C 4. Les contraintes (6.5) permettent de s’assurer que toutes les tâches sont affectées et qu’aucune
tâche n’est réalisée par plus d’un employé. Autrement dit, les tâches affectées aux employés forment
une partition de l’ensemble des tâches, ce qui permet de vérifier la contrainte C 6. Les contraintes
(6.6) permettent de prendre en compte la durée de la pause déjeuner lors du calcul du temps travaillé
quotidiennement par chaque employé. À partir de cette donnée, il est alors aisé de borner le temps
travaillé hebdomadairement par chaque employé via les contraintes (6.7), vérifiant ainsi la contrainte
C 10.
La contrainte (6.8) permet de garantir le repos minimum de chaque employé entre deux journées
de travail consécutives, vérifiant ainsi la contrainte C 11. Les contraintes (6.9) permettent de s’assurer
qu’aucune journée de travail n’empiète sur le repos hebdomadaire. Les contraintes (6.10) permettent
de positionner les deux repos hebdomadaires de manière à ce que la contrainte glissante C 12 soit
respectée. Les contraintes (6.11) et (6.12) permettent de garantir le nombre minimum de jours de
repos pour chaque employé, vérifiant ainsi la contrainte glissante C 13.
Les contraintes (6.13) et (6.14) permettent de garantir une pause déjeuner aux employés dont les
vacations remplissent les conditions de la contrainte C 14. Plus précisément, les contraintes (6.13)
garantissent que la charge totale de travail affecté à un employé ne dépasse pas son temps de présentiel
travaillé, autrement dit, cela garantit que les employés ne travaillent pas durant un temps total
correspondant à la durée de la pause déjeuner, alors que les contraintes (6.14) permettent de calculer
la durée de la pause déjeuner en fonction des dates de début et de fin des vacations.
Contraintes de liaison
Les contraintes (6.15) permettent de déduire les tâches assignées aux employés sur la semaine
à partir des tâches quotidiennes assignées aux employés. Les contraintes (6.16) et (6.17) permettent
de calculer les dates de début et de fin de chaque vacation en fonction de l’ensemble des tâches qu’elles
contiennent. Il n’est pas nécessaire de vérifier que cet ensemble est non vide, car les contraintes minO-
verSet et maxOverSet associées à notre modélisation des vacations vides, permettent de réaliser une
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min ∆ s.c.
∀(n0, n1) ∈ N 2, n0 6= n1 ∆ ≥ ∆n0 −∆n1 (geq) (6.1)





∀n ∈ N , Md,n ⊂ Tasksd,n (prétraitement) (6.3)
∀n ∈ N ,∀d ∈ D,∀K ∈ C, card(K ∩ Tasksd,n) ≤ 1 (card & setInter) (6.4)⋃
n∈N ,d∈D
Tasksd,n = E (partition) (6.5)
Contraintes légales (∀n ∈ N )
Temps travaillé maximum quotidien/hebdomadaire
∀d ∈ D, Workd,n ≤ Spand,n − Lunchd,n (leq) (6.6)∑
d∈D
Workd,n ≤WorkWmax (leq) (6.7)
Repos minimum quotidien/hebdomadaire
∀d ∈ [1; 6], F irstd+1,n − Lastd,n ≥ BreakDmin (geq) (6.8)
∀d ∈ D, ∀i ∈ {1, 2}
{
Lastd,n ≤ Breaki,n ou
Firstd,n ≥ Breaki,n +BreakWmin (or) (6.9)
Break2,n −Break1,n ≤Week (leq) (6.10)
Jour de repos hebdomadaire
card({d ∈ [1; 7− off−1n ] ; Offd,n = 1}) ≥ 1 (count) (6.11)
card({d ∈ [2; 8] ; Offd,n = 1}) ≥ 1 (count) (6.12)
Pause déjeuner
∀d ∈ D, Loadd,n ≤ Workd,n (leq) (6.13)
∀d ∈ D, Lunchd,n = LunchP⇔

Firstd,n ≤ LunchSd et
Lastd,n ≥ LunchEd et
Spand,n ≥ SmallD
(ifOnlyIf) (6.14)
Contraintes de liaisons (∀d ∈ D,∀n ∈ N )
Tasksn =
⋃







∀d ∈ J1; 8K, Tasksd,n ∩ Od = ∅ ⇔ Offd,n = 1 (setInter) (6.18)
|Tasksd,n| = 0⇔
{
Firstd,n = ω et Lastd,n = α (eq)
Spand,n = 0 et Loadd,n = 0 (eq)
(card & ifOnlyIf) (6.19)
|Tasksd,n| > 0⇔
{




(card & ifOnlyIf) (6.20)
Initialisation (∀n ∈ N )
si work−1n ≥ DayS1, alors Off1,n = 0 (prétraitement) (6.21)
First1,n ≥ BreakDmin − work−1n (prétraitement) (6.22)
Break1,n ≥ −work−1n (prétraitement) (6.23)
Break1,n ≥ −break−1n −BreakWmin et Break2,n ≥ DayS2 (prétraitement) (6.24)
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disjonction constructive (cf. Annexe A, p. 171). En effet, lorsqu’une tâche t est retirée de l’enveloppe
de Tasksd,n, il n’est pas nécessaire d’attendre que le noyau de Tasksd,n soit non vide pour conclure
que les valeurs startt et endt ne font plus partie des domaines des variables Firstd,n et Lastd,n. Si
la vacation est vide, les variables Firstd,n et Lastd,n sont alors fixées respectivement à ω et α, ce
qui permet de respecter les contraintes sur l’amplitude maximale d’une vacation et le repos minimal
entre deux vacations consécutives. Les contraintes (6.18) permettent d’identifier les jours de repos
en fonction des tâches affectées aux employés. Les contraintes (6.19) et (6.20) permettent de gérer le
cas des vacations vides. Pour finir, les contraintes (6.21) à (6.24) permettent de prendre en compte
l’historique de chaque employé.
6.3 Modélisations PPC autour du SDPTSP
6.3.1 Modèles PPC pour SDPTSP||U et SDPTSP||U,∆
À partir du modèle PPC|U=0|∆, nous pouvons facilement obtenir un deuxième modèle permettant
de résoudre le SDPTSP||U. Il suffit en effet de supprimer les variables ∆ et ∆n et de remplacer les
contraintes (6.1) et (6.2) par les contraintes (6.25). Nous remplaçons également les contraintes (6.5)
par les contraintes (6.26) qui incluent l’employé fictif. De cette manière, toutes les tâches non affectées
sont réalisées par l’employé fictif, sans que cela ne viole aucune contrainte. Ces modifications nous
conduisent à un nouveau modèle, noté PPC||U. Pour résoudre le SDPTSP||U,∆, nous considérons les
objectifs ∆ et U de manière lexicographique, conduisant ainsi à un troisième modèle, noté PPC||U,∆.
U = |E| − |TasksN+1| (card & scalar) (6.25)⋃
n∈N+,d∈D
Tasksd,n = E (partition) (6.26)
6.4 Stratégies de recherche
Pour trouver de bonnes solutions à un problème donné, il est souvent important d’utiliser une straté-
gie de recherche adaptée au problème. En effet, la PPC est généralement plus efficace pour rechercher
des solutions satisfaisant les contraintes du problème que pour en trouver l’optimum. Pour trouver
une bonne solution dans un temps limité, il est fréquent de chercher tout d’abord une première so-
lution, puis de poursuivre la recherche, en contraignant l’objectif, de manière à trouver des solutions
améliorantes. Dans ce cas, nous parlerons d’approche de type top-down. Il est alors important de
trouver une bonne solution initiale, car cela induit un filtrage plus fort lors de la recherche d’une
solution améliorante.
Bien que cela ne soit pas obligatoire, il est naturel de brancher sur les variables de décision pour
réduire leur domaine. Dans le cas du modèle PPC|U=0|∆, cela revient à brancher sur les variables
Tasksn et à choisir une valeur de l’enveloppe pour l’ajouter au noyau. Autrement dit, il s’agit de sé-
lectionner un employé et de lui affecter une tâche qu’il est capable de réaliser. Les stratégies de choix
de variable (VarOS) et de choix de valeur (ValOS) ont pour buts respectifs de choisir la variable ainsi
que la valeur qui formeront le branchement. Nous proposons ci-dessous plusieurs VarOS et ValOS.
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VarOS : Parmi les variables Tasksn (i.e. les tâches affectées aux employés), on choisit :
• LW (Less Working) : la variable correspondant à l’employé dont la charge médicale est la
plus petite. L’idée sous-jacente est d’affecter les tâches restantes aux employés qui travaillent
le moins, compte tenu de leur charge médicale idéale. Ce schéma de branchement vise à réduire
l’inéquité de la solution courante.
• MW(l) (Most Working(l)) : la variable correspondant à l’employé dont la charge médicale
est la plus grande. Seuls les employés dont la charge médicale est inférieure à une certaine
limite, contrôlée par un paramètre l, sont considérés. Plus précisément, parmi les employés
dont l’écart à la charge idéale est inférieur à l, on choisit l’employé avec le plus grand écart.
Si tous les employés sont au-dessus de cette limite, on choisit un employé aléatoirement. Ce
schéma de branchement peut être utilisé de deux manières différentes selon la valeur de l.
Par exemple, lorsque l est positif cela conduit le solveur à affecter des tâches aux infirmières
travaillant le plus, même lorsqu’elles ont déjà dépassé leur temps cible, ce qui permet, dans
une certaine mesure, de conserver davantage de choix pour les tâches restantes et ainsi éviter
les impasses. Cette stratégie ne vise pas à trouver des solutions équitables, mais à trouver
davantage de solutions complètes. En revanche, lorsque l est négatif, cela conduit le solveur
à affecter un temps de travail minimal à un maximum d’infirmières. Même si l’utilisation de
valeurs négatives lors de la configuration du paramètre l constitue un bon moyen de répartir
la charge de travail globale de manière équilibrée, cette stratégie est cependant très différente
de LW qui tente d’améliorer la solution à chaque branchement, alors que MW(l) permet au
solveur de détériorer la solution courante, en espérant qu’il soit possible de l’améliorer en fin
de résolution.
ValOS Soit nc l’indice de l’employé relatif à la variable Tasksnc choisie, parmi les valeurs du domaine
ouvert de Tasksnc (i.e. dans l’enveloppe, mais pas dans le noyau) :
• BT (Biggest Task) : on cherche la tâche la plus longue.
• BO (Biggest Overlap) : on choisit la tâche appartenant au plus grand ensemble de tâches
concomitantes. L’idée sous-jacente est d’affecter les tâches fixées au niveau des pics d’activité
le plus rapidement possible.
• LN (Lack of Nurse) : on choisit la tâche présentant le plus petit nombre d’employés po-
tentiellement affectables. L’objectif est de repérer en amont les tâches difficiles à affecter de
manière à limiter le nombre de tâches non assignées.
• BID (Best Increase of Density) : on cherche la tâche dont l’ajout permet la plus grande
augmentation de densité de travail. La densité de travail d’un jour est définie comme la charge de
travail de ce jour divisée par l’amplitude de la journée de travail (la densité d’une vacation vide
est initialisée à 0). L’idée sous-jacente est de compléter les journées de travail déjà commencées
de manière à favoriser l’apparition de plannings compacts. Plus formellement, pour chaque
tâche t potentiellement assignable à l’employé nc, il est possible de calculer la nouvelle charge de
travail Loadt+d,nc ainsi que le temps de présence Span
t+
d,nc
correspondant à l’ajout de la tâche t au
jour de travail d de l’employé nc. L’expression δt (6.27) permet ainsi de quantifier l’augmentation
de densité produite par t et il s’agit alors de sélectionner la tâche conduisant à la plus petite
valeur de δt.








∈ [-1; 1[ (6.27)
6.5 Résultats expérimentaux
Nous présentons dans cette section les résultats du modèle PPC||U,∆1. Nous évaluons tout d’abord
l’impact des stratégies de branchement et d’exploration à la fois sur la solution finale et sur la solution
initiale. Par la suite, nous évaluons l’impacte de H∆ sur l’inéquité et nous comparons les meilleurs
résultats de PPC||U,∆ par rapport à ceux obtenus avec M2P. Pour évaluer la qualité des résultats,
nous prendrons en compte plusieurs indicateurs :
C : le nombre total d’instances pour lesquelles la méthode trouve une solution complète.
I : l’inéquité moyenne des solutions complètes (en minutes).
A : le pourcentage moyen de tâches affectées pour les solutions partielles uniquement.
T : le temps moyen d’obtention des meilleures solutions (en secondes).
6.5.1 Impact des stratégies de recherche
Des tests préliminaires ont tout d’abord permis de fixer le paramètre l, intervenant dans la stratégie
MW, à une valeur de 180 minutes, ce qui semblait efficace du point de vue du nombre de tâches non
affectées. Nous évaluons à présent l’impact des stratégies de recherche sur les performances du modèle,
sachant que les résultats détaillés sont donnés à l’Annexe B.1. Par ailleurs, la Figure 6.1 propose
une vue d’ensemble des performances selon les différentes stratégies utilisées. Dans l’ensemble, le
branchement MW permet d’obtenir plus de solutions complètes que LW, ce qui confirme l’intuition
selon laquelle le fait de surcharger certains employés permet de conserver plus de latitude pour
les affectations futures (cf. Table 6.2). Plus précisément, MW conduit en moyenne à 442 solutions
complètes contre 279,4 pour LW. Ce différentiel est très marqué avec la stratégie d’exploration BID
(MW :435 - LW :85), alors qu’il s’inverse légèrement avec LN (MW :477 - LW :481). Remarquons
d’ailleurs que la stratégie LN conduit systématiquement aux meilleurs résultats, ce qui souligne la
pertinence de cette stratégie.
LW MW Moyenne
BO 348 462 405
BT 194 377 285,5
BID 85 435 260
LN 481 477 479
Moyenne 279,4 442 360,5
Table 6.2 – Nombre de solution complètes selon
les stratégies de recherche (sur 618 instances)
LW MW Moyenne
BO 134 157 147
BT 29 248 173
BID 252 172 185
LN 116 128 122
Moyenne 98 195 157
Table 6.3 – Inéquité des solutions complètes se-
lon les stratégies de recherche (en minutes)
En ce qui concerne l’inéquité entre les employés, le branchement LW donne globalement de
meilleurs résultats que MW, ce qui est cohérent avec l’idée générale de ces deux stratégies (cf.
Table 6.3). Plus précisément, LW conduit en moyenne à une inéquité de 99 minutes contre 195 pour
MW. Ce différentiel est très marqué avec la stratégie d’exploration BT (MW :248 - LW :29), alors
qu’il s’inverse avec BID (MW :173 - LW :252).
1 Les algorithmes sont implémentés en JAVA et nous utilisons Choco 3-1-1 [62] pour implémenter les modèles PPC.
Les tests sont réalisés sur un Intel Core i3-540 (3.06 GHz & 8G RAM)
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Figure 6.1 – Positionnement relatif des différentes stratégies.
La Table 6.4 donne le pourcentage moyen de tâches affectées pour les solutions partielles. Globa-
lement, le pourcentage de tâches affectées est plus grand avec le branchement MW (97,77%) qu’avec
le branchement LW (96,96%). Par ailleurs, le temps d’obtention de la meilleure solution est largement
plus élevé avec MW qu’avec LW (cf. Table 6.5). Cette dernière observation nous conduit à évaluer
la qualité des solutions initiales pour mieux comprendre l’origine de cette différence. Pour cela nous
comparons l’évolution du nombre de solutions complètes et de leur inéquité entre la solution initiale
et la solution finale. En ce qui concerne l’inéquité, nous limitons la comparaison aux instances pour
lesquelles la solution initiale est complète. Les tendances observées sur les solutions initiales corres-
pondent à celles observées sur les solutions finales. Autrement dit, MW permet d’obtenir davantage
de solutions complètes (384,2 contre 269,4) mais avec une inéquité plus grande (320 contre 141).
L’inéquité initiale étant assez forte avec MW, il semble cohérent que MW conduise à une réduction
de l’inéquité plus importante au fil de la recherche (cf. Table 6.6). En appliquant le même raison-
nement au nombre de solutions complètes, on pourrait s’attendre à ce que LW conduise à une forte
amélioration vis-à-vis du nombre de solutions complètes, ce qui n’est pas le cas. En effet, durant la
recherche, MW permet d’obtenir environ six fois plus de nouvelles solutions complètes par rapport à
LW (cf. Table 6.7). Il est possible que l’apparition de tâches non affectées se fasse plus tardivement
avec une structure de branchement de type MW qu’avec une structure de type LW. Autrement dit,
la réduction du nombre de tâches non affectées avec une stratégie LW requiert de remonter plus haut
dans l’arbre de recherche.
De la même manière que M2P, la méthode a plus de difficulté à trouver des solutions complètes
pour les instances très chargées (Iv= 1 000) que pour les instances peu chargées (Iv= 600). Par
ailleurs, la méthode semble avoir plus de difficultés à trouver des solutions améliorantes pour les
instances de grandes tailles (It= 400) que pour les instances de petites taille (It= 100).
LW MW Moyenne
BO 97,56 97.92 97,70
BT 96,95 97,21 97,06
BID 95,61 97,81 96,29
LN 97,56 97,83 97,70
Moyenne 96,87 97,68 97,18
Table 6.4 – Pourcentage de tâches affectées selon
les stratégies de recherche.
LW MW Moyenne
BO 75 141 108
BT 37 132 84
BID 53 124 88
LN 63 147 105
Moyenne 55 140 97
Table 6.5 – Temps d’obtention moyen de la
meilleure solution (en secondes)
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LW MW Moyenne
BO 39 131 85
BT 6 150 78
BID 81 137 109
LN 21 111 66
Moyenne 30 135 83
Table 6.6 – Variation de l’inéquité moyenne des
solutions complètes durant la résolution
LW MW Moyenne
BO 9 49 29
BT 6 66 36
BID 22 87 54,5
LN 0 10 5
Moyenne 10 57,4 33,7
Table 6.7 – Variations du nombre de solutions
complètes durant la résolution
6.5.2 Impact de H∆
Comme nous avons pu le voir aux Sections 4.4.2 et 5.4.3, la descente locale H∆ est bien adaptée au
SDPTSP||U,∆ et donne de bons résultats. Contrairement à la méthode en deux phases (M2P), H∆
est ici utilisée sur chaque solution. Cela se justifie par le fait que le nombre de solutions trouvées
est bien plus faible avec PPC||U,∆ qu’avec M2P. Il est donc possible d’appliquer H∆ sur chaque
solution sans que cela ne porte à conséquence sur le nombre de solutions complètes que la méthode
est capable d’obtenir. Pour évaluer l’impact de H∆ sur les résultats de PPC||U,∆ nous comparons
à présent l’inéquité des meilleures solutions avant et après H∆, selon les différentes stratégies (cf.
Table 6.8). En moyenne, H∆ réduit l’inéquité d’un facteur 1.8 pour LW contre 5.3 avec MW. Cette
descente locale permet ainsi de compenser en grande partie le différentiel d’équité entre MW et LW.
Autrement dit, il est clair que cette descente locale est très efficace, notamment dans le cadre d’une
méthode de résolution se focalisant sur l’obtention de solutions complètes.
LW MW Moyenne
BO 253 - 134 987 - 157 672 - 147
BT 41 - 29 1090 - 248 734 - 173
BID 325 - 252 967 - 172 862 - 185
LN 235 - 116 1034 - 128 633 - 122
Moyenne 177 - 98 1037 - 195 704 - 157
Table 6.8 – Moyenne de l’inéquité (avant H∆ - après H∆) selon les stratégies de recherche.
6.5.3 Résultats globaux
La meilleure configuration du modèle PPC||U,∆, obtenue avec la stratégie LW-LN, conduit à des
résultats moins bons que ceux obtenus par M2P (cf. Table 6.9 et Table 6.10). En ce qui concerne
la faisabilité des instances, PPC||U,∆ permet d’obtenir au mieux 481 solution complètes, contre 544
pour M2P. Cette différence est d’autant plus marquée que l’instance est chargée (Iv = 1 000), ce qui
confirme le constat du Chapitre 5 selon lequel le paramètre Iv est fortement corrélé à la difficulté
des instances. Du point de vue de l’inéquité entre les employés, PPC||U,∆ conduit à une inéquité
moyenne d’environ deux heures, contre moins d’une heure pour M2P. De manière similaire à M2P,
les solutions trouvées sont d’autant plus équitables que l’instance est de petite taille (It = 100).




600 800 1 000 Total
C 53/54 42/47 11/21 106/122
10
0 I 28 35 72 35
A 97,50 97,78 96,71 97,05
T 145 155 167 156
C 59/60 50/55 22/35 131/150
20
0 I 34 35 42 36
A 99,00 98,60 97,72 97,93
T 166 138 156 154
C 58/58 53/58 42/56 153/172
30
0 I 40 38 46 41
A 99,67 99,19 98,76 98,94
T 191 186 174 184
C 59/59 55/59 40/56 154/174
40
0 I 47 44 51 47
A 99,75 99,70 99,01 99,17
T 236 202 196 211
C 229/231 200/219 115/168 544/618
To
ta
l I 38 38 49 40
A 98,28 98,47 97,68 97,90
T 184 170 173 176




600 800 1 000 Total
C 53/54 31/47 4/21 88/122
10
0 I 89 101 62 92
A 97,43 97,83 95,57 96,42
T 137 117 95 117
C 59/60 44/55 8/35 111/150
20
0 I 114 116 148 118
A 99,00 98,72 97,37 97,70
T 58 84 78 74
C 58/58 51/58 30/56 139/172
30
0 I 122 121 115 120
A 99,67 99,22 98,74 98,89
T 30 36 30 32
C 59/59 52/59 32/56 143/174
40
0 I 132 114 138 127
A 99,75 99,66 98,96 99,14
T 28 35 31 31
C 229/231 178/219 074/168 481/618
To
ta
l I 115 114 126 116
A 98,19 98,50 97,28 97,64
T 63 68 59 63
Table 6.10 – Résultats PPC||U,∆ (LW-LN, 5 min)
6.5.4 Combinaison des stratégies de recherche
L’une des conclusions du Chapitre 5 mettait en avant l’importance de diversifier les stratégies de
recherche pour obtenir de meilleurs résultats. Pour cela, la méthode en deux phases applique régu-
lièrement chacune des variantes de la seconde phase et poursuit la recherche avec la variante la plus
efficace. Un moyen de transposer cette stratégie au modèle PPC||U,∆ consiste à appliquer successive-
ment plusieurs stratégies de recherche en répartissant équitablement le temps de calcul disponible.
Ainsi, au lieu de résoudre le problème avec une seule stratégie de recherche et un temps limite L, il
est possible de résoudre le problème k fois, avec k stratégies différentes disposant chacune d’un temps
de calcul maximal L/k. L’idée sous-jacente est de bénéficier d’une éventuelle complémentarité entre
les différentes stratégies utilisées. Bien que les différentes résolutions ne profitent pas les unes des
autres, une telle approche peut donner de très bons résultats. Par exemple, une stratégie similaire a
récemment été mise en place par l’équipe en charge du développement du solveur Choco [88] dans
le cadre de la compétition MiniZinc [157], ce qui a permis au solveur Choco de se positionner en
seconde place dans la catégorie « recherche parallèle ».
Nous comparons à présent les résultats du modèle PPC||U,∆ pour deux configurations différentes.
La première configuration correspond à une utilisation classique du modèle PPC||U,∆, i.e. une réso-
lution de cinq minutes avec la stratégie LW-LN, en appliquant la descente locale sur chaque solution
(cf. Table 6.10). La seconde configuration correspond à une résolution séquentielle des différentes
stratégies proposées pour le modèle PPC||U,∆, i.e. les huit stratégies de recherche proposées sont
utilisées successivement, avec un temps limite de 37,5 secondes, de manière à ce que le temps limite
cumulé soit de cinq minutes. Les résultats obtenus soulignent clairement l’intérêt de ce mode de ré-
solution (cf. Table 6.11). Nous obtenons en effet 532 solutions complètes, avec une inéquité moyenne
de 105 minutes, contre 481 solutions complètes avec une inéquité moyenne de 116 minutes avec uni-
quement LW-LN. Cela valide l’intuition selon laquelle les différentes stratégies proposées peuvent
106 CHAPITRE 6. UNE APPROCHE PAR CONTRAINTES
être combinées efficacement de manière à bénéficier de leur complémentarité. Ces résultats restent




600 800 1 000 Total
10
0 C 53/54 41/47 9/21 103/122
I 59 134 296 109
20
0 C 59/60 48/55 19/35 126/150
I 55 121 341 123
30
0 C 58/58 54/58 36/56 148/172
I 45 108 151 94
40
0 C 59/59 57/59 39/56 155/174
I 48 92 190 100
To
ta
l C 229/231 200/219 103/168 532/618
I 51 112 213 105
Table 6.11 – Meilleures solutions obtenues avec PPC||U,∆ (All-All-H∆)
6.6 Conclusions et perspectives
Nous avons présenté dans ce chapitre une méthode intégrée fondée sur une modélisation PPC. Les
contraintes légales sont donc gérées en même temps que les contraintes d’affectation, ce qui permet
de créer des horaires plus fins et mieux adaptés aux tâches à couvrir. L’espace de recherche résultant
étant bien plus vaste, il est a priori plus difficile à explorer. Nous proposons pour cela deux stratégies
de branchement, l’une dédiée à l’obtention de solutions complètes et l’autre dédiée à l’obtention de
solutions plus équitables. Nous évaluons également l’impact de plusieurs stratégies d’exploration,
et montrons qu’il est possible de les combiner efficacement. Nous montrons l’intérêt de la descente
locale H∆ qui donne de très bons résultats, notamment avec MW. Au final, les meilleurs résultats
obtenus sont moins bons que ceux obtenus avec M2P, ce qui illustre la difficulté d’explorer un espace
de recherche plus grand, en adressant simultanément les deux niveaux de décision du problème. Des
résultats préliminaires ont par ailleurs montré que l’apparition de tâches non affectées pouvait sur-
venir relativement haut dans l’arbre de recherche. Dans ce cas, l’obtention d’une solution complète
requiert de revenir très haut dans l’arbre de recherche, ce qui prend beaucoup de temps car toutes
les autres feuilles de l’arbre peuvent éventuellement conduire à des solutions améliorantes du point
de vue de l’équité, et doivent donc être explorée. Cela explique probablement le faible gain entre
les solutions finales et initiales. Cela nous conduit à envisager une exploration plus diversifiée au
moyen d’une recherche par voisinage large. De cette manière, les choix réalisés au haut de l’arbre de
recherche peuvent rapidement être remis en cause, facilitant ainsi l’obtention de solutions complètes.
Dans ce chapitre, nous nous sommes concentrés sur une modélisation reposant sur l’utilisation
de variables ensemblistes. Il serait intéressant de chercher à développer d’autres modélisations, voire
de les combiner entre elles, ce qui conduirait alors à une modélisation redondante du problème. Ce
type d’approche est souvent efficace lorsque les contraintes utilisées peuvent alors filtrer de manière
complémentaire. Par ailleurs, les stratégies de recherche proposées dans ce chapitre se concentrent
chacune sur une idée bien précise. Les travaux présentés dans ce chapitre ont été publiés dans
Computers & Operations Research [133].
7
Une recherche à voisinage large
Nous nous intéressons ici à la résolution du SDPTSP||U,∆ via une méthode de recherche à voisinage
large, plus connue sous le nom de LNS (Large Neighborhood Search). Étant donnés les résultats obte-
nus par le modèle PPC||U,∆, l’utilisation d’une LNS semble en effet pertinente. Nous rappelons tout
d’abord l’idée générale de ce type d’approche et introduisons quelques travaux de référence. Nous dé-
taillons ensuite la méthode proposée qui repose sur deux types de voisinages orthogonaux. Le premier
se focalise sur un sous-ensemble d’employés, impactant ainsi tout l’horizon de planification, alors que
le second se concentre sur un créneau horaire particulier, impactant ainsi tous les employés. Nous
proposons également de gérer l’obtention de solutions complètes ainsi que l’obtention de plannings
équitables selon des modalités différentes. Nous justifions la structure globale de la LNS ainsi que son
paramétrage au moyen d’une étude expérimentale et nous concluons vis-à-vis de l’intérêt de cette
méthode.
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7.1 Introduction aux recherches à voisinages larges
Une LNS est une méthode de résolution permettant d’améliorer la qualité d’une solution initiale,
via un processus itératif de destruction puis de reconstruction d’une partie de la solution courante
(cf. Algorithme 7.1) [166, 180]. Le fait de détruire une partie de la solution courante revient à créer
un voisinage qui peut alors être exploré de manière à construire une solution améliorante. La phase
de reconstruction a d’autant plus de chance de conduire à une solution améliorante que le voisinage
est bien choisi. Par exemple, il est recommandé d’éviter les voisinages trop contraints qui condui-
raient à reconstruire la solution courante. Contrairement aux recherches locales dont le voisinage est
relativement restreint, les LNS permettent de travailler sur des voisinages plus vastes, offrant ainsi
l’opportunité d’échapper aux optima locaux. Autrement dit, les LNS permettent de naviguer plus
librement au sein de l’espace des solutions. Cette technique présente en contrepartie l’inconvénient
d’être plus gourmande en temps et en capacité de calcul. À la fin de chaque itération, une solution
est sélectionnée afin de commencer une nouvelle itération. De voisinages en voisinages, ce procédé
permet ainsi d’explorer des zones très diverses de l’espace de recherche. Dans le cadre d’une modéli-
sation PPC, la phase de destruction revient généralement à désinstancier toutes les variables avant
d’instancier celles qui ne font pas partie du voisinage étudié. Ainsi, au début de chaque itération, un
grand nombre de variables sont déjà instanciées, ce qui permet de profiter d’un filtrage plus efficace.
En ce qui concerne la sélection des variables à désinstancier, Shaw [180] propose de sélectionner
les variables présentant un lien privilégié entre elles. Par exemple, dans le cadre d’un problème de
tournées de véhicules, il semble particulièrement intéressant de désinstancier les variables définissant
une même route, ainsi que celles représentant des clients proches géographiquement. De manière
analogue, dans le cadre d’un problème d’ordonnancement de projet avec contraintes de capacité, il
semble naturel de considérer des activités concomitantes ou liées entre elles par des contraintes de
précédences [163]. Il faut cependant veiller à ne pas construire les voisinages de manière trop déter-
ministe, sous peine de sélectionner régulièrement les mêmes variables. Pour éviter cela, Shaw propose
d’incorporer une dose de hasard lors de cette phase de sélection, mais il est également possible d’in-
troduire une liste tabou, ou de sélectionner les variables à désinstancier de manière complètement
aléatoire, en affectant à chaque variable une probabilité d’être désinstanciée [99].
Algorithme 7.1: Processus général de résolution d’une LNS
Données :
Si, Sc, St, Sb : solutions initiale, courante, temporaire et meilleure
Od,Or : ensemble des opérateurs de destruction et de reconstruction
Dc, Rc : opérateurs courants de destruction et de reconstruction
Ca, Cs : critères d’arrêt et de sélection de la nouvelle solution
1 Si ← resolutionInitiale()
2 (Sb, Sc)← (Si, Si) //Initialisation des solutions
3 tant que (Ca non satisfait) faire
4 Dc ← selection(Od) //Choix d’un opérateur de destruction
5 Sc ← destructionPartielle(Sc, Dc) //Création du voisinage
6 Rc ← selection(Or) //Choix d’un opérateur de reconstruction
7 St ← reparation(Sc, Rc) //Construction d’une solution
8 si (St meilleure que Sb) alors
9 Sb ← St //Mise à jour de la meilleure solution
10 Sc ← selection(St, Sc, Cs) //Sélection de la nouvelle solution courante
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En plus du procédé de sélection des variables à désinstancier, il faut également déterminer la
portée du voisinage, i.e. le nombre de variables qui seront désinstanciées. Plus la portée est grande,
plus le voisinage peut être complexe à explorer efficacement. En revanche, plus la portée est petite,
plus il est probable de reconstruire la solution courante à l’identique. Il s’agit donc de trouver un
bon compromis entre l’intérêt du voisinage et la difficulté de son exploration. Par exemple, Shaw
[180] propose d’incrémenter le nombre de variables à désinstancier suite à un nombre donné d’itéra-
tions successives non améliorantes. Ainsi, les améliorations simples peuvent être réalisées rapidement
grâce à de petits voisinages, alors que les améliorations plus complexes, requérant de travailler sur
des voisinages plus grands seront abordées en fin de résolution.
Après qu’une partie de la solution courante a été détruite, on obtient un espace de recherche qui
peut ensuite être exploré partiellement ou complètement de manière à trouver, si possible, une solu-
tion améliorante. Plusieurs stratégies sont alors envisageables, la plus simple étant d’explorer tout le
voisinage au moyen d’une recherche arborescente. L’avantage de cette stratégie est de garantir l’ob-
tention de la meilleure solution locale. Cependant, lorsque la portée du voisinage augmente, chaque
exploration peut prendre alors beaucoup de temps, ce qui n’est pas forcément efficace. Il est par
conséquent fréquent de n’explorer qu’une partie du voisinage. Il est possible par exemple d’utiliser
une LDS (Limited Discrepancy Search) afin d’explorer uniquement les zones les plus intéressantes de
l’espace de recherche [180]. Il est également envisageable de limiter le nombre de backtracks ou de se
limiter à la première solution trouvée. De manière générale, l’utilisation d’un modèle de PPC (ou de
PLNE) est généralement associée à une exploration partielle du voisinage, car cela permet de mieux
contrôler le temps accordé à chaque étape [68, 165].
L’étude de la littérature montre que les méthodes de type LNS sont très efficaces, notamment dans
le cadre d’une résolution PPC. Cela peut s’expliquer par le fait que la PPC est bien adaptée lorsqu’il
s’agit de trouver une solution, mais qu’elle n’est pas spécialement adaptée au parcours de l’espace
de recherche dans le but d’améliorer la qualité de la solution trouvée. D’autre part, les algorithmes
de filtrage sont généralement plus efficaces en bas de l’arbre de recherche, lorsque les domaines des
variables sont très réduits, contrairement au haut de l’arbre où les domaines des variables sont bien
plus grands. L’utilisation d’une LNS permet justement de rester dans le bas de l’arbre de recherche,
tout en explorant différentes portions de l’espace de recherche et en se concentrant uniquement sur
les portions les plus prometteuses. Ce procédé permet ainsi de bénéficier des mécanismes de filtrage,
propagation et backtrack de la PPC, qui facilitent l’obtention d’une solution, tout en évitant le par-
cours d’une part importante de l’espace de recherche.
7.2 Structure et fonctionnement de la LNS proposée
Puisque le SDPTSP||U,∆ comprend à la fois un problème d’affectation de tâches et un problème
de planification de personnel, il semble naturel de proposer au moins un opérateur de destruction
adapté à chacun de ces problèmes. En ce qui concerne le problème d’affectation de tâches, il semble
relativement naturel de définir des voisinages portant sur des créneaux horaires, afin de permettre
des échanges de tâches d’un employé à un autre. En ce qui concerne le problème de planification
de personnel, il semble plus naturel de définir des voisinages portant sur des employés, de manière
à redéfinir leurs horaires de travail. Nous proposons par conséquent deux opérateurs de destruction.
Le premier, fondé sur le temps, est noté Top alors que le second, fondé sur le personnel, est noté
Pop (cf. Section 7.2.1). À chaque itération, l’un de ces opérateurs est sélectionné pour détruire une
partie de la solution courante. L’espace de recherche ainsi obtenu est alors exploré de manière à
trouver une solution, puis nous utilisons la descente locale H∆ pour réduire l’inéquité des solutions
complètes ainsi que l’inéquité de la meilleure solution globale. Remarquons qu’il serait également
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envisageable d’utiliser H∆ sur toutes les solutions. Ce point précis est abordé à la Section 7.3.5. Le
fonctionnement général de cette LNS est résumé à la Figure 7.1. Nous présentons par la suite les
opérateurs de destruction Top et Pop plus en détail, puis nous expliquons et justifions la stratégie
d’exploration permettant de reconstruire une solution. Pour finir, nous donnons le fonctionnement
détaillé de la LNS.
7.2.1 Opérateurs de destruction
Nous proposons dans cette section deux opérateurs de destruction visant à accroître le nombre de
tâches affectées tout en maximisant l’équité parmi les employés. Puisqu’une solution est entièrement
définie par la liste des affectations tâche-employé, le processus de destruction se réduit ici à sup-
primer une partie de cette liste. La sélection des affectations à supprimer doit permettre de gagner
un maximum de flexibilité, de manière à permettre l’obtention de solutions améliorantes, mais avec
un minimum d’affectations supprimées, de manière à bénéficier d’un filtrage efficace tout en limi-
tant la taille du voisinage. Pour cela, il est important de prendre en compte la structure du problème.
Un opérateur de destruction fondé sur le temps : Top
L’opérateur de destruction Top, détaillé à l’Algorithme 7.2, permet de désaffecter un ensemble de
tâches positionnées sur un créneau horaire donné, ce qui offre l’opportunité de répartir ces tâches de
manière plus appropriée. Cet opérateur sélectionne tout d’abord une tâche non affectée, notée ti, puis
supprime l’affectation des tâches temporellement proche de ti, dans la limite de la portée définie.
Le créneau horaire correspondant aux tâches désinstanciées de cette manière n’est pas forcément
centré autour de ti, ce qui permet d’obtenir plusieurs espaces de recherche différents autour d’une
même tâche. Lorsque toutes les tâches sont affectées, Top commence par supprimer une affectation
aléatoirement. Dans tous les cas, Top supprime toutes les affectations de l’employé fictif (dernière
ligne de l’Algorithme 7.2).
L’intérêt de l’opérateur Top est illustré à la Figure 7.2. Sur cet exemple, la solution courante com-
prend 3 employés, notés n1 à n3 et 11 tâches dont une tâche non affectée, notée t (cf. Figure 7.2a).
Chaque employé est affecté à au moins une tâche concomitante à t, ce qui fait que t ne peut être
directement affectée à un employé. L’opérateur Top permet de supprimer les affectations des tâches
proches de t, comme par exemple les tâches t1 à t6. Puisque la LNS repose sur le modèle PPC||U,∆,
les horaires de travail des employés sont déduits à partir de l’affectation des tâches. Autrement dit,
l’opérateur de destruction Top permet également de redonner une certaine flexibilité aux horaires
des employés. À partir de ce voisinage, il est possible d’obtenir une meilleure affectation des tâches,
comme cela est illustré par la Figure 7.2b. Cet opérateur peut également permettre de réduire l’in-
équité entre les employés.
Pour résumer, l’opérateur Top permet de désaffecter un ensemble de tâches positionnées sur une
plage horaire donnée, mais il ne permet pas de modifier les horaires de travail des employés en
profondeur. Par exemple, il peut être difficile, voire impossible, de remplacer une journée de repos
par une journée de travail, en raison des horaires de travail fixés avant et après la plage horaire
sélectionnée. Pour les mêmes raisons, un horaire de travail de nuit peut être difficile à remplacer par
un horaire de travail d’après-midi ou de matin. Autrement dit, l’opérateur Top ne suffit pas à couvrir
l’ensemble des modifications potentiellement nécessaires à l’amélioration de la solution courante.
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Obtenir une solution initiale via PPC||U,∆
Initialiser les paramètres de la LNS
Détruire une partie de la solution courante





Utiliser H∆ sur les solutions complètes
Mettre à jour les solutions












Figure 7.1 – Logigramme simplifié de la LNS .
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Algorithme 7.2: Top : création d’un voisinage sur la dimension temps.
Données :
T , l’ensemble des tâches
PTop , la portée actuelle du voisinage Top
1 t← selectionnerTâche(T ) //Si possible non affectée
2 supprimerAffectation(t, n)
3 p+ ← nombreAleatoire(1, PTop) //Tirage aléatoire entre 1 et PTop
























Affectation fixée Affectation libre
(b) Solution espérée, toutes les tâches sont affectées
Figure 7.2 – Utilisation de l’opérateur de destruction Top
7.2. STRUCTURE ET FONCTIONNEMENT DE LA LNS PROPOSÉE 113
Un opérateur de destruction fondé sur le personnel : Pop
Pour modifier en profondeur les horaires de travail des employés, il est nécessaire de modifier les
affectations sur plusieurs jours, voire sur toute la semaine. Dans ce cas, il ne semble pas raisonnable
de considérer l’ensemble des employés, car cela conduirait à un voisinage trop grand. Autrement
dit, il s’agit de choisir un sous-ensemble d’employés et de supprimer toutes les tâches qui leur sont
affectées. Pour cela, nous proposons l’opérateur Pop, dont le fonctionnement détaillé est donné à l’Al-
gorithme 7.3. Notons également que Pop supprime toutes les affectations de l’employé fictif (dernière
ligne de l’Algorithme 7.3).
L’intérêt de l’opérateur Pop est illustré sur un exemple à 13 tâches et 3 employés (cf. Figure 7.3).
Sur cet exemple, la solution courante comprend 3 employés, notés n1 à n3 et 13 tâches dont une
non affectée, notée t (cf. Figure 7.3a). L’affectation actuelle est telle que les employés sont tous en
repos durant la plage horaire de réalisation de t. Autrement dit, il n’est pas possible d’affecter la
tâche t aux employés sans modifier les horaires de travail d’au moins un employé. L’opérateur Pop
permet de supprimer toutes les affectations des tâches sur un sous-ensemble d’employés, comme par
exemple les employés n1 et n2, ce qui conduit à supprimer l’affectation des tâches t1 à t8. À partir
de ce voisinage, il est possible d’obtenir une meilleure affectation des tâches, comme cela est illustré
par la Figure 7.3b. Cet opérateur peut également permettre de réduire l’inéquité entre les employés.
Pour résumer, l’opérateur Pop permet de modifier les horaires de travail de quelques employés, en
désaffectant toutes les tâches d’un sous-ensemble d’employés. De cette manière, les opérateurs Pop et
Top permettent de couvrir l’ensemble des modifications potentiellement nécessaires à l’amélioration
de la solution courante.
Algorithme 7.3: Pop : création d’un voisinage sur la dimension personnel.
Données :
T , l’ensemble des tâches
N , l’ensemble des employés
W , un sous-ensemble d’employés
PPop , la portée actuelle du voisinage Pop
1 W ←selectionerEmployées(N , PPop)
2 pour (w ∈ W) faire
3 supprimerToutesLesAffectations(w)
4 supprimerToutesLesAffectationsFictives()
7.2.2 Exploration du voisinage
Les solutions partielles obtenues grâce aux opérateurs de destruction Top et Pop sont ensuite re-
construites au moyen du modèle PPC||U,∆. Étant donné que les espaces de recherche obtenus via
Top et Pop peuvent être relativement grands, nous en limitons l’exploration en nous restreignant à
la première solution atteinte. Bien que le processus de destruction de la solution courante repose
sur une part importante de hasard, il est possible d’obtenir des espaces de recherche très similaires,
voire identiques, ce qui pose la question de la stratégie de recherche. Pour éviter de reconstruire
systématiquement la même solution, il est possible d’utiliser une stratégie de recherche aléatoire ou
adaptative.




































TempsAffectation fixée Affectation libre
(b) Solution espérée, toutes les tâches sont affectées
Figure 7.3 – Utilisation de l’opérateur de destruction Pop
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Stratégie de recherche
Les stratégies présentées à la Section 6.4, p. 100, ne sont ni aléatoire ni adaptative. Par conséquent,
pour un état donné des variables, ces stratégies conduisent systématiquement à la même solution,
ce qui ne semble pas adapté au mode d’exploration envisagé. Les résultats expérimentaux présentés
à la Section 6.5.1, p. 102, montrent qu’une stratégie consistant à affecter prioritairement les tâches
réalisables par le moins d’employés est très efficace pour obtenir des solutions complètes. Nous pro-
posons par conséquent de conserver l’idée générale de cette stratégie tout en utilisant une stratégie
adaptative. Pour cela nous introduisons les variables entières Employet qui donnent pour toute tâche
t ∈ E l’employé affecté à cette tâche. Des contraintes de liaison entre les variables Employe et Tasks
permettent alors de garantir la cohérence entre ces deux ensembles de variables (7.1). Ces variables
nous permettent de nous focaliser directement sur les tâches. Par exemple, le domaine de la variable
Employet correspond aux employés pouvant être affectés à la tâche t. Autrement dit, la stratégie
consistant à brancher sur la variable Employe ayant le plus petit domaine s’apparente à la stratégie
d’exploration LN (cf. Section 6.4, p. 100).
∀t ∈ E ,∀n ∈ N+, t ∈ Tasksn ⇔ Employet = n (chanelingSetInt) (7.1)
Pour bénéficier d’une stratégie adaptative reprenant l’idée de la stratégie d’exploration LN, nous
optons pour la stratégie de branchement dom/wdeg qui sélectionne en priorité les variables présentant
le plus petit ratio entre le domaine de la variable et le nombre de contraintes liées à cette variable
et ayant entraîné un backtrack [30]. De plus, nous renforçons cette heuristique de branchement
au moyen de l’heuristique last-conflict qui sélectionne en priorité les variables à l’origine du
dernier backtrack [136]. De cette manière, plus le domaine d’une variable Employe est petit et plus
son affectation semble difficile, plus cette variable sera sélectionnée rapidement. Ainsi, au fil des
résolutions, le poids de chaque contrainte évolue, ce qui modifie le branchement sur les variables.
En ce qui concerne la stratégie d’exploration, nous optons pour la stratégie min value qui consiste
simplement à choisir la plus petite valeur du domaine. Le fait de choisir systématiquement la plus
petite valeur du domaine conduit à construire en priorité le planning des premiers employés. Dans une
certaine mesure, cette stratégie s’apparente par conséquent au branchement MW qui vise à conserver
un maximum de flexibilité vis-à-vis de la construction des horaires de travail (cf. Section 6.4). Au
final, nous obtenons une stratégie adaptative qui reprend l’idée de stratégies MW et LN qui sont
efficaces pour trouver des solutions complètes.
7.2.3 Gestion de l’objectif
L’objectif du problème est de trouver une solution avec un maximum de tâches affectées et, parmi
toutes les solutions équivalentes sur cet aspect, de trouver une solution qui minimise l’inéquité. Pour
atteindre cet objectif, nous avons vu à la Section 6.3, p. 100 qu’il était possible de considérer simulta-
nément les objectifs U et ∆ de manière lexicographique. Comme nous l’avons signalé à la Section 6.6,
p. 106, cela conduit à une exploration peu efficace de l’espace de recherche. Par conséquent, nous
proposons ici une stratégie visant à trouver une solution équivalente vis-à-vis de l’objectif U, sans
contraindre l’objectif ∆. L’intérêt de cette stratégie est de faciliter l’obtention de solutions au moins
aussi bonnes du point de vue du nombre de tâches non affectées, ce qui permet de « naviguer »
plus facilement parmi l’ensemble des solutions et ainsi éviter les optima locaux. Cela s’apparente en
quelques sortes à un mécanisme de diversification, ce qui est très classique dans le cadre des méta-
heuristiques. Par ailleurs, la descente locale H∆ étant très efficace, l’inéquité des solutions trouvées
peut être améliorée dans un second temps grâce à cet algorithme. Comme nous l’avons signalé à la
Section 4.2.3, p. 66, H∆ ne conserve par l’ordre des solutions. Dans ce contexte, il peut être plus
efficace de chercher à obtenir beaucoup de solutions équivalentes du point de vue du nombre de
tâches non affectées, au lieu de quelques solutions améliorantes du point de vue de l’inéquité.
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7.2.4 Fonctionnement détaillé de la LNS
Le fonctionnement détaillé de la LNS est donné à l’Algorithme 7.4. Notons tout d’abord qu’à chaque
itération, l’opérateur de destruction utilisé est sélectionné aléatoirement. Ensuite, lors de l’explora-
tion du voisinage, nous nous contentons de chercher une solution au moins aussi bonne du point
de vue du nombre de tâches non assignées. La descente locale H∆ est ensuite utilisée sur chaque
solution complète pour réduire l’inéquité. Lorsqu’une solution améliorante est trouvée, la portée de
l’opérateur de destruction courant est réduite. En revanche, au bout d’un certain nombre d’itérations
non améliorantes, la portée de l’opérateur est augmentée. Dans tous les cas, la portée ne dépasse pas
ses valeurs extrêmes. Par ailleurs, notons qu’à chaque nouvelle itération, nous construisons le voisi-
nage à partir de la meilleure solution globale. En effet, puisqu’à la fois la destruction de la solution
courante ainsi que l’exploration de l’espace de recherche reposent sur une part importante de hasard
et puisque nous acceptons les solutions non améliorantes, il ne semble pas nécessaire de construire le
voisinage sur la meilleure solution locale pour diversifier la recherche.
Algorithme 7.4: Structure générale de la LNS proposée
Données :
Si, Sc, Sb : solutions initiale, courante et meilleure
Po, P
i
o, Po, Po : portées courante, initiale, minimale et maximale de l’opérateur o
o, P+o : opérateur de destruction courant et modification de portée de l’opérateur o
Ic, Im : nombres courant et maximal d’itérations non améliorantes
1 Si ← resolutionInitialePPC()
2 (Sb, Sc, Ic, PTop , PPop)← (Si, Si, 0, P iTop , P iPop) //Solutions et paramètres initiaux
3 tant que (temps de calcul non écoulé) faire
4 o← selectionAléatoire(Top, Pop)
5 Sc ← destructionPartielle(Sb, Po, o) //Création du voisinage
6 Sc ← reparationPPC(Sc) //Sélection de la première solution
7 Sc ← H∆(Sc)
8 si (Sc meilleure que Sb)) alors
9 Ic ← 0
10 Po ← max(Po − P+o , Po) //Réduction de la portée
11 Sb ← Sc //Mise à jour de la meilleure solution
12 sinon
13 Ic ← Ic + 1
14 si (Ic = Im) alors
15 Po ← min(Po + P+o , Po) //Accroissement de la portée
16 Ic ← 0
7.3 Résultats expérimentaux
Nous présentons dans cette section les résultats de la LNS1. Pour rappel, la qualité des résultats est
évaluée selon les indicateurs :
C : le nombre total d’instances pour lesquelles la méthode trouve une solution complète.
1 Les algorithmes sont implémentés en JAVA et nous utilisons Choco 3-1-1 [62] pour implémenter PPC||U,∆. Les
tests ont été réalisés sur un Intel Core i3-540 (3.06 GHz & 8G RAM)
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I : l’inéquité moyenne des solutions complètes (en minutes).
A : le pourcentage moyen de tâches affectées pour les solutions partielles uniquement.
T : le temps moyen d’obtention des meilleures solutions (en secondes).
7.3.1 Résultats globaux
Globalement, la LNS conduit à de meilleurs résultats que ceux obtenus par M2P (cf. Tables 7.1 et
7.2). En ce qui concerne la faisabilité des instances, la LNS permet d’obtenir 581 solutions complètes,
contre 544 pour M2P. Par ailleurs, certains jeux d’instances difficiles à résoudre (It= 100 et Iv= 1 000)
sont bien mieux résolus avec la LNS qu’avec M2P. Du point de vue de l’inéquité entre les employés,
la LNS conduit à une inéquité moyenne d’environ 27 minutes, contre 40 pour M2P. De manière
similaire à M2P, les solutions trouvées sont d’autant plus équitables que l’instance est de petite
taille. En ce qui concerne le nombre moyen de tâches affectées pour les solutions partielles, la LNS
donne également des résultats légèrement meilleurs que M2P (98,12% contre 97,90%). Le temps
moyen d’obtention de la meilleure solution est globalement plus petit avec la LNS qu’avec M2P,
mais cela tient essentiellement aux instances de petites tailles. Ces résultats valident l’intérêt d’une




600 800 1 000 Total
C 54/54 46/47 20/21 120/122
10
0 I 17 14 17 16
A 97,67 98,07 97,10 97,38
T 144 117 128 127
C 59/60 53/55 29/35 141/150
20
0 I 27 24 26 26
A 99,00 98,71 98,90 98,13
T 73 175 162 162
C 58/58 54/58 47/56 159/172
30
0 I 33 26 29 29
A 99,67 99,33 98,90 99,10
T 180 170 171 172
C 59/59 58/59 44/56 161/174
40
0 I 34 31 38 34
A 99,75 99,75 99,27 99,34
T 278 289 195 209
C 230/231 211/219 139/168 581/618
To
ta
l I 28 24 30 27
A 98,41 98,60 97,95 98,12
T 158 154 155 155




600 800 1 000 Total
C 53/54 42/47 11/21 106/122
10
0 I 28 35 72 35
A 97,50 97,78 96,71 97,05
T 145 155 167 156
C 59/60 50/55 22/35 131/150
20
0 I 34 35 42 36
A 99,00 98,60 97,72 97,93
T 166 138 156 154
C 58/58 53/58 42/56 153/172
30
0 I 40 38 46 41
A 99,67 99,19 98,76 98,94
T 191 186 174 184
C 59/59 55/59 40/56 154/174
40
0 I 47 44 51 47
A 99,75 99,70 99,01 99,17
T 236 202 196 211
C 229/231 200/219 115/168 544/618
To
ta
l I 38 38 49 40
A 98,28 98,47 97,68 97,90
T 184 170 173 176
Table 7.2 – Résultats M2P (5 min)
7.3.2 Qualité de la solution initiale
Nous comparons à présent la qualité de la solution initiale obtenue avec la stratégie de recherche
dom/deg + last conflict-min value par rapport aux solutions initiales obtenues avec LW-LN (cf.
Tables 7.3 et 7.4). Les résultats expérimentaux montrent que la stratégie de recherche utilisée avec
la LNS permet d’obtenir une trentaine de solutions complètes supplémentaires par rapport à LW-
LN. Autrement dit, le fait de se focaliser sur les tâches difficiles à affecter se révèle très efficace. En
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contrepartie, l’inéquité moyenne est en revanche plus élevée, mais cela ne se répercute pas sur les
solutions finales, comme nous l’avons vu à la Section 7.3.1.
Puisque les solutions initiales sont en moyenne très satisfaisantes, il semble important de mesurer
la robustesse de l’approche en l’initialisant avec une solution moins bonne. Nous comparons par
conséquent les résultats de la LNS au bout de 5 minutes en faisant varier la stratégie de recherche
utilisée pour initialiser la méthode. Dans tous les cas, dès que la solution initiale est trouvée, nous
employons à nouveau la stratégie de recherche dom/deg + last conflict-min value. Nous avons
testé les stratégies MW-LN et LW-LN qui donnent respectivement 467 et 481 solutions complètes
(contre 513 pour la stratégie générale) avec une équité d’environ 240 et 140 minutes (contre 339
pour la stratégie générale). Au final, nous obtenons des résultats presque identiques à ceux de la
Table 7.1, ce qui montre que l’efficacité de la méthode ne tient pas tant à la qualité de la solution
initiale qu’à sa capacité à l’améliorer. Plus précisément, la stratégie MW-LN permet d’obtenir 579
solutions complètes avec une équité d’environ 27 minutes, alors que la stratégie LW-LN permet
d’obtenir 582 solutions complètes avec une équité moyenne de 29 minutes. Autrement dit, cette




600 800 1 000 Total
10
0 C 53/54 31/47 4/21 88/122
I 129 154 108 137
20
0 C 59/60 44/55 8/35 111/150
I 133 144 164 140
30
0 C 58/58 51/58 30/56 139/172
I 132 132 139 134
40
0 C 59/59 52/59 32/56 143/174
I 141 129 162 141
To
ta
l C 229/231 178/219 74/168 481/618
I 134 138 150 138





600 800 1 000 Total
10
0 C 52/54 37/47 5/21 94/122
I 280 487 684 383
20
0 C 59/60 48/55 12/35 119/150
I 260 368 416 319
30
0 C 58/58 51/58 36/56 145/172
I 271 308 471 334
40
0 C 59/59 56/59 40/56 155/174
I 225 325 497 331
To
ta
l C 228/231 192/219 93/168 513/618
I 258 362 486 339
Table 7.4 – Solutions initiales LNS (dom/deg +
last conflict-min value-H∆)
7.3.3 Intérêt des opérateurs de destruction
Pour mesurer l’efficacité et la complémentarité des opérateurs Top et Pop, nous comparons à présent
les résultats obtenus avec la LNS lorsqu’un seul des opérateurs est utilisé (cf. Tables 7.5 et 7.6). Par
rapport à la solution initiale (cf. Tables 7.4) les résultats obtenus avec un seul des opérateurs sont
bien meilleurs. En ce qui concerne la réalisabilité des instances, l’opérateur Top permet d’obtenir
41 nouvelles solutions complètes, contre 53 pour Pop. De cette manière chaque opérateur, pris sé-
parément, conduit à de meilleurs résultats que M2P. Par ailleurs, le fait que la combinaison de ces
deux opérateurs conduise à davantage de solutions complètes souligne leur complémentarité. En ce
qui concerne l’inéquité des solutions complètes, chaque opérateur permet de passer en dessous de 30
minutes, ce qui est très satisfaisant. Remarquons également que les opérateurs Top et Pop obtiennent
des résultats assez différents selon les différents jeux d’instances. Par exemple, Top obtient la plus
grande inéquité pour les instances de petites tailles mais fortement chargées (It= 100 et Iv= 1 000)
alors que la tendance s’inverse pour Pop. En revanche, le nombre moyen de tâches affectées ainsi que
le temps moyen d’obtention des meilleures solutions sont presque identiques. Notons pour finir que
le temps moyen d’obtention des meilleures solutions tourne pour chaque opérateur autour de 230
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secondes contre 140 lorsque les deux opérateurs sont utilisés. Autrement dit, l’utilisation conjointe




600 800 1 000 Total
C 53/54 44/47 14/21 111/122
10
0 I 14 16 106 27
A 97,86 98,13 96,76 97,19
T 265 220 71 185
C 59/60 50/55 19/35 128/150
20
0 I 20 17 25 20
A 99,00 98,75 98,11 98,25
T 295 251 99 215
C 58/58 54/58 44/56 156/172
30
0 I 24 19 44 28
A 99,67 99,22 98,92 99,06
T 290 270 221 260
C 59/59 57/59 43/56 159/174
40
0 I 31 24 48 33
A 99,75 99,75 99,18 99,29
T 295 285 221 267
C 229/231 205/219 120/168 554/618
To
ta
l I 23 19 50 27
A 98,46 98,63 97,85 98,06
T 286 257 153 232
Table 7.5 – Résultats de la LNS avec l’opérateur




600 800 1 000 Total
C 53/54 45/47 15/21 113/122
10
0 I 10 10 16 11
A 97,86 98,07 97,04 97,36
T 265 225 77 189
C 59/60 51/55 25/35 135/150
20
0 I 18 13 19 16
A 99,00 98,83 98,06 98,23
T 295 255 128 226
C 58/58 54/58 46/56 158/172
30
0 I 27 22 20 23
A 99,67 99,33 98,93 99,11
T 290 272 232 265
C 59/59 57/59 44/56 160/174
40
0 I 35 28 29 31
A 99,75 99,75 99,19 99,30
T 294 285 229 269
C 229/231 207/219 130/168 566/618
To
ta
l I 23 19 22 21
A 98,46 98,66 97,92 98,12
T 286 259 167 237
Table 7.6 – Résultats de la LNS avec l’opérateur
Pop uniquement (5 min)
En ce qui concerne la portée des voisinages, des résultats préliminaires nous ont conduits à adop-
ter un paramétrage dépendant de la taille de l’instance. Plus précisément, la portée de l’opérateur
Top (respectivement Pop) varie entre 5 et 30% du nombre de tâches (respectivement 5 et 30% du
nombre d’employés, avec un minimum de deux employés) avec un accroissement de portée d’un quart
toutes les 50 itérations non améliorantes. En ce qui concerne la variation de la portée, il serait égale-
ment envisageable d’incrémenter la portée des opérateurs ce qui simplifie légèrement le paramétrage
du mécanisme général. Des résultats préliminaires ont montré que les résultats obtenus avec une
variation incrémentale de la portée sont similaires à ceux obtenus avec une variation par « bonds ».
Nous avons néanmoins conservé le mécanisme de variation par « bonds », qui nous a semblé plus
robuste. Bien entendu, de nombreux paramétrages alternatifs sont envisageables et il semble difficile
de déterminer la meilleure configuration.
Pour évaluer l’intérêt du mécanisme de modification de la portée des voisinages, nous le com-
parons à une autre configuration où la portée des voisinages est fixée à sa valeur minimale et n’est
jamais augmentée (cf. Table B.13). Globalement, les résultats obtenus sont moins bons à plusieurs
points de vue, ce qui valide l’intérêt d’un mécanisme d’accroissement de la taille des voisinages. Plus
précisément, nous perdons 13 instances complètes, dont 8 sur les petites instances très chargées (It=
100, Iv= 1 000). De plus, le temps d’obtention moyen des meilleures solutions passe de 150 à 200
secondes. L’équité moyenne reste la même, mais cela cache en réalité des différences assez marquées.
Par exemple, sur les instances peu chargées (Iv= 600), nous gagnons en moyenne 4 minutes, alors
que sur les instances les plus chargées (Iv= 1 000), nous perdons en moyenne 12 minutes, avec une
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It
Iv
600 800 1 000 Total
100 616-17 619-14 524-17 602-16
200 691-27 638-24 467-26 625-26
300 749-33 705-26 630-29 699-29
400 803-34 726-31 657-38 735-34
Total 717-28 675-24 590-30 671-27
Table 7.7 – Meilleure équité moyenne (avant H∆ - après H∆) des solutions complètes
perte maximale de près d’une heure pour les instances les petites instances très chargées. Pour ré-
sumer, ce mécanisme n’est pas essentiel sur les instances les plus faciles, mais il permet d’améliorer
significativement les résultats sur les instances les petites instances très chargées.
7.3.4 Gestion de l’objectif
Nous évaluons à présent la pertinence de la stratégie de gestion de l’objectif, présentée à la Sec-
tion 7.2.3, p. 115. Une approche plus classique consisterait à minimiser strictement le nombre de
tâches non assignées ainsi que l’inéquité. Cette configuration permet d’obtenir 580 solutions com-
plètes avec une équité moyenne de 80 minutes. Autrement dit, le fait de minimiser le nombre de
solutions complètes ne permet pas d’en trouver davantage alors que le fait de minimiser strictement
l’inéquité conduit à des solutions globalement moins bonnes, par manque de diversité des solutions
obtenues. En revanche, les solutions de petites tailles (It= 100) sont alors mieux résolues, puisque
l’inéquité moyenne tourne autour de 10 minutes (contre 16 dans le cas contraire). Nous en concluons
qu’il est globalement plus efficace de chercher à obtenir beaucoup de solutions pour les améliorer
ensuite grâce à la descente locale H∆, plutôt que de chercher directement des solutions strictement
améliorantes. Pour confirmer cette intuition, nous avons comparé d’autres configurations en variant
les différentes combinaisons possibles de politique de minimisation. Lorsqu’on accepte les solutions
avec plus de tâches non assignées, on réduit alors le nombre de solutions complètes à 542. Autrement
dit, il est important de chercher à faire au moins aussi bien vis-à-vis du nombre de tâches non assi-
gnées, mais il n’est pas efficace de chercher à faire mieux. En revanche, en ce qui concerne l’inéquité
des solutions, il est systématiquement plus efficace d’accepter les solutions non améliorantes.
7.3.5 Impact de H∆
Nous avons vu à la Section 7.3.1 que la LNS permettait d’obtenir de très bons résultats en terme
d’équité. Puisque ces résultats correspondent à l’utilisation successive de la LNS à proprement parler,
ainsi que de la descente locale H∆, nous cherchons à présent à mesurer l’impact de H∆ sur l’inéquité
des solutions complètes trouvées avec la LNS. La Table 7.7 donne la valeur moyenne des solutions
complètes les plus équitables avant et après la descente locale H∆. Contrairement à M2P, la LNS
ne cherche pas à améliorer directement l’équité, mais à obtenir beaucoup de solutions différentes
qui sont ensuite améliorées grâce à H∆. Par conséquent, les meilleures solutions avant H∆ sont très
inéquitables (environ 11 heures). Ce résultat est cohérent, puisque ni la stratégie de recherche, ni
les opérateurs ni visent particulièrement à réduire l’inéquité. En revanche, l’inéquité moyenne des
solutions après H∆ est très bonne (environ 30 minutes). Ces résultats valident l’idée selon laquelle
la descente locale H∆ peut être utilisée efficacement pour trouver de bonnes solutions. En revanche,
contrairement à M2P, H∆ devient alors un élément indispensable de la méthode.
Nous avons vu à la Section 7.2, p. 109, que la descente locale H∆ était utilisée sur la meilleure
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solution globale et sur chaque solution complète. Pour trouver des solutions plus équitables, il pour-
rait être avantageux d’utiliser H∆ sur chaque solution. Cela pourrait en revanche réduire le nombre
de solutions complètes, comme nous l’avons observé avec M2P (cf. Section 5.4.3, p. 92). Les résultats
expérimentaux sont en fait très proches de ceux obtenus en appliquant H∆ sur chaque solution com-
plète uniquement. Cette configuration conduit à perdre une solution complète, passant ainsi à 580,
alors que l’inéquité moyenne tourne autour de 28 minutes contre 27 avec la deuxième configuration.
Il est intéressant de remarquer que le temps moyen d’obtention de la meilleure solution est cependant
légèrement plus court lorsque H∆ est systématiquement utilisée. Nous en déduisons que le fait d’uti-
liser H∆ sur chaque solution permet soit de faire converger la méthode vers des solutions équitables,
soit de diversifier les solutions explorées. Autrement dit, H∆ permet également de naviguer dans
l’espace de recherche de manière efficace.
7.3.6 Comparaison des méthodes
It Méthode
Iv
600 800 1 000 Total
PLNE 60 60 59 179
10
0 PPC 58 50 17 125
LNS 60 60 59 179
M2P 57 48 29 134
PLNE 60 48 35 143
20
0 PPC 60 49 27 136
LNS 60 60 60 180
M2P 60 54 32 146
PLNE 56 31 20 107
30
0 PPC 60 58 41 159
LNS 60 60 60 180
M2P 60 57 49 166
PLNE
40
0 PPC 60 59 40 159
LNS 60 60 60 180
M2P 60 57 43 160
PLNE 176 139 114 429
To
ta
l PPC 238 216 126 580
LNS 240 240 239 719
M2P 237 216 153 606




600 800 1 000 Total
PLNE 1 1
10
0 PPC 2 3 5
LNS 56 54 41 151
M2P 4 4 16 24
PLNE 1 1
20
0 PPC 7 4 11
LNS 47 52 50 149
M2P 9 9 7 25
PLNE
30
0 PPC 28 6 3 37
LNS 26 50 46 122
M2P 8 5 11 24
PLNE
40
0 PPC 40 9 6 55
LNS 20 42 47 109
M2P 1 13 9 23
PLNE 1 1 2
To
ta
l PPC 75 17 16 108
LNS 149 198 184 531
M2P 22 31 43 96
Table 7.9 – Nombre de meilleurs résultats pour
(U,∆)
Nous comparons à présent les résultats de la LNS par rapport aux autres méthodes : M2P et
PPC||U,∆ (version combinée des stratégies) sur 5 minutes et PLNE||U sur 10 heures. Les résultats
agrégés sont donnés aux Tables 7.8 et 7.9 alors que les résultats détaillés sont donnés à l’Annexe B.4,
p. 178. Globalement les résultats sont très satisfaisants puisque la LNS obtient les meilleurs résultats
sur 531 instances, contre respectivement 108, 96 et 2 pour les approches PPC||U,∆, M2Pet PLNE||U
(cf. Table 7.9). En ce qui concerne le nombre de tâches non affectées uniquement, la LNS obtient
les meilleurs résultats sur 718 instances, contre respectivement 580, 606 et 429 pour les approches
PPC||U,∆, M2P et PLNE||U (cf. Table 7.9). Autrement dit, lorsqu’il s’agit d’affecter un maximum de
tâches, la LNS est clairement la méthode la plus efficace. Les résultats sont un peu plus mitigés en
ce qui concerne l’obtention d’une solution équitable, puisque PPC||U,∆ donne de bons résultats sur
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les instances de grandes tailles, même si la LNS reste globalement l’approche la plus efficace, ce qui
s’explique par la différence de stratégie de recherche.
7.4 Conclusions et perspectives
Nous avons présenté dans ce chapitre une méthode de recherche par voisinage large (LNS). Cette mé-
thode exploite plusieurs caractéristiques du problème. Tout d’abord, deux opérateurs de voisinages
complémentaires permettent d’améliorer rapidement et fortement la qualité de la solution initiale.
De plus, une stratégie de recherche plus adaptée permet de trouver de meilleures solutions initiales.
Par ailleurs, nous exploitons certaines propriétés de la descente locale H∆ et appliquons une politique
de gestion de l’objectif plus fine, ce qui permet de réduire fortement l’inéquité des solutions. Dans
l’ensemble, cette méthode est plus rapide et plus efficace que M2P, à la fois vis-à-vis du nombre
de solutions complètes et vis-à-vis de l’inéquité. Par ailleurs, le temps d’obtention des meilleures
solutions est en moyenne plus faible qu’avec M2P.
Dans ce chapitre, nous nous sommes concentrés sur les mécanismes de destruction d’une partie de
la solution courante et nous avons opté pour une reconstruction fondée sur le modèle PPC||U,∆ avec
une heuristique de branchement adaptative. Puisqu’en moyenne les meilleurs solutions sont trouvées
bien avant le temps limite de résolution, il serait envisageable d’utiliser un port-folio de stratégies de
recherche pour explorer chaque voisinage selon différentes stratégies, ce qui s’est révélé très efficace
au Chapitre 6. Notons d’ailleurs que le fait d’initialiser la LNS avec la stratégie LW-LN a permis
d’améliorer légèrement les résultats, ce qui tend à confirmer que l’utilisation de plusieurs stratégies
de reconstruction pourrait améliorer les résultats globaux. Néanmoins, il faudrait alors trouver un
bon compromis entre le nombre de stratégies utilisées et le temps de calcul requis pour chaque stra-
tégie supplémentaire. Pour cela, une première possibilité serait de faire évoluer la LNS actuelle vers
une ALNS (Adaptative Large Neighborhood Search [166]). L’idée de cette approche est d’utiliser un
mécanisme adaptatif de sélection des opérateurs de destruction et de reconstruction. Autrement dit,
plus un opérateur est efficace, plus il est fréquemment utilisé. Cela permet de réduire l’impact des
opérateurs les moins performants. Il serait également possible de mettre en place un mécanisme de
diversification similaire à celui employé pour la deuxième phase de M2P, i.e. le problème d’affecta-
tion de tâches à horaires fixés. De cette manière, au bout d’une certain nombre d’itérations, nous
pourrions tester à nouveau toutes les stratégies de recherche, puis poursuivre la résolution avec la
meilleure stratégie. Pour finir, il serait également intéressant de tester d’autres opérateurs de des-
tructions, fondés davantage sur une logique « solveur » que sur une logique métier. Par exemple, les
opérateurs génériques proposés par Perron et al. [164], fondé sur la propagation des contraintes, et
par Prud’homme et al. [169], fondé sur les explications peuvent constituer de bonnes pistes.
8
MAESTRO, un logiciel de gestion et
d’optimisation
Nous présentons dans ce chapitre le logiciel d’aide à la décision que nous avons développé pour
Biotrial. Nous commençons par un bref état des lieux, de manière à mieux cerner le contexte tech-
nique du projet. Par la suite, nous détaillons les différentes fonctionnalités implémentées et montrons
plus particulièrement comment utiliser ces fonctionnalités pour simplifier la gestion du planning du
personnel. Nous décrivons également les grandes étapes du projet ainsi que ses différents acteurs.
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8.1 Données opérationnelles et processus actuels
Nous présentons ici un bref état des lieux du processus général de planification du personnel de
Biotrial. Plus précisément, nous expliquons le rôle des différents acteurs ainsi que la chronologie des
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grandes étapes du processus de planification. Nous présentons également les différents documents de
gestion utilisés par Biotrial.
8.1.1 Données générales
L’effectif de travail de Biotrial comprend une trentaine d’employés, ce qui est suffisamment restreint
pour que les décideurs soient capables de retenir par cœur les compétences et le contrat de chaque
employé. Le cas des intérimaires est en revanche plus délicat. Bien entendu, le contrat de travail des
intérimaires ainsi que leurs horaires de travail sont connus dès le recrutement, mais il n’en va pas
de même pour leur profil de compétence. En théorie, certains actes médicaux, jugés classiques, sont
automatiquement maîtrisés par les intérimaires, mais en pratique, Biotrial constate fréquemment un
manque de qualification des intérimaires ou bien des difficultés d’adaptation au rythme et à la logique
de travail. Par conséquent, le profil de compétence d’un intérimaire n’est jamais connu a priori, sauf
si l’intérimaire en question a déjà travaillé chez Biotrial. Dans le cas contraire, les compétences et
l’efficacité de l’intérimaire sont évaluées directement sur le terrain. Autrement dit, il n’existe pas de
document officiel faisant état des compétences maîtrisées par chaque employé travaillant chez Biotrial.
Biotrial réalise quotidiennement une multitude d’actes médicaux. Certains sont relativement clas-
siques, tels que les prises de sang, de tension, ou de température, alors que d’autres sont plus com-
pliqués, comme par exemple les tests cognitifs ou les tests de résistance à la douleur. Par ailleurs,
certains actes, tels que les encéphalogrammes et électrocardiogrammes ou encore l’analyse d’échan-
tillons, requièrent un matériel spécifique, dont l’usage nécessite une formation poussée. Tous ces
actes dépendent des protocoles de tests fournis par les laboratoires pharmaceutiques. Autrement dit,
chaque étude apporte son lot d’actes particuliers. Pour cette raison, il n’existe actuellement aucun
document formel établissant la liste des actes cliniques réalisés par Biotrial. Cela dit, sous l’impulsion
du projet MAESTRO et par souci d’homogénéisation, Biotrial est en train de composer une base des
actes récurrents qui pourra être enrichie au fur et à mesure.
8.1.2 Données spécifiques à l’activité
La plus grande partie de l’activité de Biotrial est surveillée au moyen de trois types de fichiers Excel :
le planning d’activité, le planning du personnel et les plannings d’étude. Ces documents
permettent de piloter l’activité de Biotrial sur les plans tactique et opérationnel. Contrairement aux
informations sur les contrats et sur les compétences, ces données sont renseignées régulièrement et
sont représentées sous un format spécifique à l’activité de Biotrial.
Planning d’activité : il s’agit d’un document représentant les jours d’études des groupes pour
toutes les études en cours. Ce document, élaboré par les infirmières responsables de la plani-
fication de chaque groupe de volontaires, se présente sous la forme d’un diagramme de Gantt
où figurent plusieurs informations, telles que le nombre de volontaires hospitalisés et en ambu-
latoire ainsi que la charge de travail estimée de chaque jour. Ce document permet de piloter
l’activité de Biotrial sur un plan tactique, en évaluant de manière macroscopique les capacités
d’accueil de Biotrial.
Planning d’étude : il s’agit d’un document indiquant les actes à réaliser sur chaque volontaire et
pour chaque jour d’étude. Ce document se présente sous la forme d’un tableau Excel où figurent
la liste de tous les actes médicaux à réaliser, ainsi que leurs horaires de réalisation pour chaque
volontaire. Un système de coloration permet de regrouper plusieurs actes/volontaires pour
former une tâche unique, non préemptive et à affecter à un unique employé. Contrairement au
planning d’activité, il existe autant de plannings d’étude que d’études en cours, soit environ une
dizaine pour chaque semaine. Les plannings d’étude sont réalisés en premier lieu par l’équipe
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projet correspondante, puis ajustés par les infirmières planificatrices. Ce document est très
important pour Biotrial, car il sert de référence aux employés et permet également d’alimenter
le planning du personnel en donnant la liste des tâches médicales à réaliser chaque semaine.
Planning du personnel : il s’agit d’un document indiquant sur un horizon d’une semaine l’activité
de chaque employé au fil du temps. Ce document est réalisé manuellement par les infirmières en
chef, selon un procédé incrémental et itératif. Dans un premier temps, les jours de repos ainsi
que les réunions et autres indisponibilités sont ajoutés sur le planning de chaque employé, ce
qui conduit à la « trame du planning », i.e. le planning obligatoire de chaque employé. Par la
suite, cette trame est complétée en affectant des tâches aux employés, ce qui se fait de manière
itérative, jusqu’à ce que toutes les tâches soient affectées et que le planning soit de bonne
qualité, tout en respectant toutes les contraintes du problème. Ce processus peut éventuellement
déclencher l’embauche d’intérimaires supplémentaires de manière à couvrir toutes les tâches.
Jour de cinétique : il s’agit d’un jour d’étude particulièrement chargé vis-à-vis des tâches médi-
cales techniques, i.e. se déroulant au laboratoire. Ces tâches sont souvent plus longues que
les actes cliniques et peuvent nécessiter un matériel précis et en quantité limité, comme une
centrifugeuse par exemple. Il est donc important de visualiser le positionnement de ces journées
de cinétique pour vérifier que le matériel disponible est suffisant et pour prévoir un nombre
suffisant d’employés de manière à couvrir toutes les tâches.
Un exemple de planning d’activité, représentant une partie du mois de septembre 2011, est donné
à la Figure 8.1. Nous pouvons y voir deux études (Étude 1 & Étude 2 ) ainsi que plusieurs groupes
(G2a, G2b, G3a, etc.). Les labels des cellules, tels que D8∗, D9, D10, etc. correspondent à des jours
d’études, i.e. des jours requérant la prise en charge des volontaires et/ou la réalisation d’actes mé-
dicaux. Les jours marqués d’un astérisque correspondent à des jours de cinétique. Comme nous
pouvons le voir, tous les jours d’étude ne sont pas forcément consécutifs, par exemple les jours
d’études FE∗, correspondant aux fin d’études, surviennent ici après une période de repos d’une se-
maine. Par ailleurs, le total journalier du nombre de lits utilisés par les volontaires hospitalisés, ainsi
que le nombre de volontaires en ambulatoire permet d’évaluer les capacités d’accueils restantes.
Un exemple de planning du personnel pour la semaine 22 est donné à la Figure 8.2. Nous pouvons
y voir trois employés, ainsi que tous les jours de la semaine. L’employé 2 est indisponible lundi, mardi
et dimanche, alors que l’employé 3 est indisponible samedi. Les tâches réalisées par les employés sont
représentées par un label, comme par exemple Day12 Etude1 (Gr2) PK (21h00-21h16) + Pip, indi-
quant le jour, l’étude, le groupe de volontaires, l’acte médical ainsi que ses dates de début et de fin.
Chaque label est associé à une couleur correspondant à une étude donnée, ce qui permet de repérer
facilement la répartition des études parmi les employés. Par exemple, l’employé 1 travaille sur cinq
études différentes, alors que les employés 2 et 3 ne travaillent que sur deux études. Lorsqu’un employé
est affecté à plusieurs tâches du même jour, de la même étude, pour le même groupe, cette infor-
mation commune n’est pas répétée, mais chaque horaire correspond bien à une tâche à part entière.
Ainsi, par exemple, l’employé 2 est affecté à quatre tâches différentes le jeudi soir (19h05-19h55,
20h05-20h50, 20h55-22h20, 23h00-01h50).
Un exemple de planning d’étude avec coloration est donné à la Figure 8.3. On peut constater
que le décideur a regroupé tous les actes d’administration, de manière à ce qu’ils soient réalisés par
un même employé. De la même manière, les électrocardiogrammes, les pressions artérielles et les
prélèvements sanguins des volontaires n°1, n°3 et n°5 ont été regroupés en un seul acte commençant
à 7h30 et s’étalant sur 48 minutes.
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Figure 8.1 – Exemple d’un planning d’activité
Figure 8.2 – Exemple d’un planning du personnel
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Figure 8.3 – Exemple d’un planning d’étude
8.1.3 Processus actuel
Lorsque Biotrial reçoit une demande de test pharmaceutique, les infirmières en chef évaluent tout
d’abord la faisabilité de l’étude, en fonction principalement de la capacité d’accueil des volontaires.
À ce stade, l’effectif disponible n’est généralement pas pris en compte, sachant qu’un manque d’em-
ployé sera compensé au moyen d’intérimaires. Une fois que l’étude est acceptée, les infirmières en
chef constituent une équipe projet (cf. Section 2.1.1, p. 23). Dans un premier temps, l’équipe projet
étudie le protocole de tests de l’étude, de manière à en extraire la liste des actes médicaux à réaliser.
Ces actes sont ensuite renseignés au sein du planning d’étude, puis regroupés en tâches médicales au
moyen d’un système de coloration (cf. Section 2.1.2, p. 24).
Dès que tous les actes médicaux sont renseignés, le médecin de l’équipe projet peut valider le
protocole de tests. À ce stade, les infirmières en chef vérifient la coloration de l’équipe projet afin
d’homogénéiser les regroupements d’actes médicaux qui peuvent varier d’une équipe-projet à l’autre.
En effet, certaines personnes ont tendance à sous-évaluer la difficulté du travail, et proposent alors
des regroupements de tâches trop ambitieux, alors que d’autres surestiment la difficulté du travail, et
proposent alors des regroupements de tâches peu efficaces. Par ailleurs, certains actes pouvant être
regroupés sont parfois séparés lorsque l’activité n’est pas trop chargée, pour un plus grand confort de
travail. Actuellement, aucune consigne précise ne permet de standardiser ce processus de coloration
qui dépend fortement de la charge de travail et de contraintes métier difficiles à capter. Autre-
ment dit, l’harmonisation de ce processus requiert d’une part une vue d’ensemble de l’activité, mais
également une grande expertise métier. Cette tâche est par conséquent confiée aux infirmières en chef.
Une fois que le planning d’étude est finalisé, les infirmières en chef peuvent alimenter les plannings
du personnel avec les tâches médicales correspondant aux études. Autrement dit, chaque semaine, les
infirmières en chef consultent le planning d’activité afin de lister les jours d’études à planifier, puis
pour chacun de ces jours, elles consultent les plannings d’études pour lister les tâches médicales à
réaliser. Une fois que cette liste est connue, il faut alors affecter chaque tâche médicale à un employé
compétent et disponible, de manière à construire des horaires de travail respectant les contraintes
légales et organisationnelles (cf. Section 2.1.4, p. 26). Bien que tous les actes médicaux soient fixés
dans le temps, les tâches attribuées aux employés correspondent elles à des regroupements d’actes
médicaux, susceptibles d’être modifiés au fil de l’étude en fonction des besoins. De plus, une étude
donnée peut être annulée au dernier moment pour des problèmes administratifs, ou bien en raison
d’un problème de recrutement des volontaires. Par conséquent, le processus de planification manuelle
est très itératif, long, complexe et stressant pour les employés et les infirmières en chef. Les premiers
doivent en effet s’adapter à une activité très variable et à un rythme de travail soutenu, alors que
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les secondes doivent régulièrement revoir le planning initial, dans des délais parfois très courts. De
manière à faire face à ces difficultés, les infirmières en chef prennent souvent de l’avance sur le planning
du personnel. Pour cela, elles évaluent grossièrement la charge de travail relative aux protocoles de
tests en cours, sans attendre que l’équipe projet ait finalisé le planning d’étude. De cette manière,
il devient possible de réaliser rapidement une ébauche du planning du personnel, permettant ainsi
d’évaluer les besoins en intérimaires de manière à prévoir les recrutements d’intérimaires suffisamment
en avance.
8.2 MAESTRO, un outil d’aide à la decision
Biotrial a récemment entrepris des travaux d’agrandissement et de restructuration visant à rapatrier
l’activité du site de Rueil sur le site de Rennes, tout en augmentant la capacité d’accueil des volon-
taires. Ces travaux permettront de doubler le nombre de lits disponibles. Par conséquent, cette ex-
tension devrait logiquement s’accompagner d’un fort accroissement du nombre de données à prendre
en compte quotidiennement au sein du service de Rennes : nombre d’employés, nombre d’études,
nombre de volontaires. Étant donné que le processus de planification manuelle est actuellement long,
complexe, stressant et générateur d’importants besoins en intérimaires, Biotrial souhaite mettre en
place un outil informatique lui permettant de rationnaliser son activité, tout en gagnant en efficacité
et en confort pour les employés. Le projet visant à mettre en place cet outil, ainsi que l’outil lui
même ont été baptisés MAESTRO, pourMedical AttendancE ShifT Rostering Optimisation. Nous
détaillons par la suite le périmètre de l’application MAESTRO, ainsi que ses fonctionnalités, en nous
intéressant notamment au moteur de planification issu des travaux de cette thèse.
8.2.1 Périmètre et structure de l’application
D’un point de vue fonctionnel, le but principal de MAESTRO est de faciliter et d’améliorer le proces-
sus de planification du personnel. Les infirmières en chef souhaitent donc que MAESTRO permette
de générer des plannings automatiques, de les modifier et de les vérifier. De plus, MAESTRO doit
également permettre une mise à jour simple et efficace d’un planning donné suite à une modification
des données d’entrée. Pour cela, l’application doit prendre en compte de nombreuses données, telles
que les contrats des employés, leurs compétences et leurs disponibilités ainsi que leur charge médicale
idéale, mais également toutes les données relatives aux études, comme par exemple les équipes-projet,
le profil des études, les volontaires des études et les actes médicaux des études. Certaines de ces don-
nées sont relativement bien formalisées au sein de Biotrial, alors que d’autres sont beaucoup plus
informelles, ce qui nécessite par conséquent de clarifier ces données.
D’un point de vue technique, Biotrial souhaite que MAESTRO soit facilement accessible à tous
les employés via un navigateur internet. En effet, comme nous avons pu le voir à la section précé-
dente, le processus de planification du personnel est fortement lié à la planification des études qui est
réalisée par les équipes-projets. Autrement dit, bien que le but principal de MAESTRO soit d’assis-
ter les infirmières en chef lors de la planification du personnel, MAESTRO doit également pouvoir
être utilisé efficacement par l’ensemble du personnel. Par ailleurs, Biotrial prévoit de déployer cette
application sur son antenne à New York, ce qui nécessite un effort particulier d’internationalisation.
De manière à répondre à ces besoins, nous avons proposé une application web de type client
riche, associée à un moteur de planification. En ce qui concerne la gestion des données, remarquons
tout d’abord que plusieurs éléments, tels que les compétences, les contrats des employés et les actes
médicaux, n’étaient pas formalisés au sein de Biotrial, et par conséquent, il n’était pas possible de
les charger directement. En revanche, d’autres données, telles que les plannings d’études et d’activité
sont disponibles sous format Excel, comme illustré par les Figures 8.1 et 8.3. Cependant, puisque
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MAESTRO est destiné à l’ensemble du personnel, nous avons estimé que les données d’entrée seraient
plus stables en passant par une interface de saisie au lieu d’un système de chargement des données
opérationnelles. Pour finir, le fait de gérer directement toutes les données d’entrée facilite leur mise
à jour et permet d’interagir efficacement entre les plannings d’études et le planning du personnel.
Par conséquent, nous avons décidé de mettre en place une base de données relationnelle regroupant
toutes les informations nécessaires au fonctionnement de MAESTRO.
La version actuelle de MAESTRO comprenant six onglets principaux et deux onglets de moindre
importance :
1. « Bienvenue » : informations d’ordre général.
2. « Législation » : permet de gérer les contrats de travail et par la même, les contraintes légales.
3. « Actes » : permet de maintenir à jour les données des actes médicaux (durée, intitulé).
4. « Personnel » : permet de gérer l’effectif de travail (disponibilités, contrat, compétences).
5. « Etudes » : permet de gérer les études et renseigner les plannings d’études.
6. « Gantt » : permet de consulter le planning d’activité.
7. « Planning » : permet de gérer les plannings du personnel.
8. « DevMode » : permet de lancer certains services de maintenance.
L’onglet « Bienvenue » est le point d’entrée de MAESTRO pour tous les utilisateurs. Les onglets
« Législation », « Personnel » et « Gantt » sont accessibles uniquement aux infirmières en chef. Les
onglets « Actes » et « Planning » sont accessibles à tous les employés en lecture, mais seules les
infirmières en chef peuvent modifier les données et utiliser les fonctionnalités de planification et de
modification d’un planning. Pour finir, l’onglet « Études » est accessible en lecture seule par tous les
employés, les équipes-projet ont les droits de modification de leurs études, et les infirmières en chef
ont tous les droits d’accès sur cet onglet. L’onglet « DevMode » est accessible uniquement au service
informatique de Biotrial et aux développeurs contribuant sur le projet.
8.2.2 Détail des fonctionnalités
L’onglet « Législation » permet de créer, supprimer et modifier des contrats de travail. Rappelons que
seules les infirmières en chef y ont accès. Cet onglet permet par conséquent d’alimenter les contraintes
légales prises en compte pour chaque employé par le moteur de planification. Remarquons que les
contraintes organisationnelles, telles que la non ubiquité des employés, n’apparaissent pas dans cet
onglet, qui est exclusivement réservé aux contraintes légales. Une capture d’écran de cet onglet est
donnée à la Figure 8.4.
L’onglet « Actes » permet de créer, supprimer et modifier les actes médicaux répertoriés (cf. Fi-
gure 8.5). Rappelons que tous les employés y ont accès en lecture seule, mais que seules les infirmières
en chef peuvent modifier les données. Les actes médicaux dont la durée par volontaire est fixée sont
renseignés dans la catégorie clinique, alors que les autres appartiennent à la catégorie des actes tech-
niques. La durée des actes techniques est donc fixée au cas par cas, dans l’onglet « Etude ».
L’onglet « Personnel » permet de créer, supprimer et modifier les employés. Rappelons que seules
les infirmières en chef y ont accès. Nous distinguons quatre catégories d’employés : 1) les infirmiers,
qui réalisent de préférence les actes cliniques ; 2) les techniciens, qui réalisent de préférence les actes
techniques ; 3) les médecins, qui valident et supervisent les études ; 4) les intérimaires. Les employés
sont identifiés via leurs initiales et sont associés à un type de contrat, ainsi qu’une charge médicale
idéale (cf. Figure 8.6). La gestion des intérimaires est presque identique à celle des autres employés.
La seule différence est que chaque intérimaire est associé à des dates de disponibilités (cf. Figure 8.7).
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Figure 8.4 – Capture d’écran de l’onglet « Législation ».
Figure 8.5 – Capture d’écran de l’onglet « Actes ».
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Figure 8.6 – Capture d’écran de l’onglet « Personnel ».
Figure 8.7 – Capture d’écran de l’onglet « Intérimaires ».
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Figure 8.8 – Capture d’écran de l’onglet « Absences et Indisponibilités ».
Figure 8.9 – Capture d’écran de l’onglet « Compétences d’un employé ».
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Figure 8.10 – Capture d’écran de l’onglet « Attribution d’une compétence aux employés ».
Cet onglet permet également d’accéder aux onglets « Absences et Indisponibilités » (cf. Figure 8.8),
ainsi qu’à l’onglet « Compétences » (cf. Figure 8.9). Le premier permet de renseigner les formations,
réunions et absences des employés, alors que le second permet de modifier les compétences d’un
employé. Il est important de faire la différence entre les indisponibilités travaillées (indisponibilités)
et les indisponibilités non travaillées (absences) car cela conditionne la légalité des plannings générés
par MAESTRO. En ce qui concerne les compétences des employés, il est possible de leur associer
une date de maîtrise de la compétence, ce qui permet de planifier les formations des employés en
avance et de prendre en compte cette montée en compétence. Remarquons qu’un onglet similaire est
également accessible depuis l’onglet « Acte » et permet d’attribuer la maîtrise d’un acte à plusieurs
employés à la fois (cf. Figure 8.10). De cette manière, le décideur peut au choix, renseigner le profil
de compétences d’un employé, ou bien modifier les employés qui maîtrisent un acte particulier.
Dans l’onglet « Études », les sous onglets « Création des études », « Profil des études » et « Tâches
des études » regroupent presque toutes les fonctionnalités relatives aux études. Plus précisément, l’on-
glet « Création des études » permet de créer de nouvelles études et de modifier le nombre de groupe
des études (cf. Figure 8.11). Il est également possible d’attribuer une couleur aux études de manière
à identifier rapidement les tâches de cette étude dans l’onglet « Planning ». Par ailleurs, il est éga-
lement possible d’attribuer les droits de gestion sur une étude particulière aux employés constituant
l’équipe projet.
L’onglet « Profil des études » permet de renseigner le profil d’un groupe d’étude, i.e. les jours
calendaires pour lesquels des actes médicaux sont réalisés (cf. Figure 8.12). Le positionnement calen-
daire du profil varie d’un groupe à l’autre, mais la structure du profil peut également être légèrement
différente d’un groupe à l’autre, ce qui justifie le fait que le profil de l’étude soit renseigné au niveau
du groupe et non au niveau de l’étude.
L’onglet « Tâches des études » et l’un des onglets les plus importants de l’application car il per-
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Figure 8.11 – Capture d’écran de l’onglet « Création des études ».
Figure 8.12 – Capture d’écran de l’onglet « Profil des études ».
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Figure 8.13 – Capture d’écran de l’onglet « Tâches des études ».
Figure 8.14 – Capture d’écran de l’onglet « Gantt ».
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Figure 8.15 – Capture d’écran de l’onglet « Planning », avant planification.
met de renseigner les actes médicaux qui se déroulent pour chaque jour de chaque groupe-étude (cf.
Figure 8.13). Cet onglet permet également de regrouper les actes médicaux en tâches médicales au
moyen d’un système de coloration. Cet onglet est particulièrement critique car il a vocation à être
utilisé intensivement par tous les employés de Biotrial. Pour cette raison, une attention particulière
a été accordée à l’ergonomie de cette interface.
L’onglet « Gantt » permet de visualiser les groupes-études en cours sur un horizon donné (cf.
Figure 8.14), ce qui permet tout d’abord de vérifier que tous les jours d’études sont correctement
positionnés. Par ailleurs, un système de coloration graduelle permet de repérer facilement les jours
les plus chargés, à la fois vis-à-vis du nombre de volontaires présents, mais également par rapport à
l’intensité des journées de travail en identifiant les jours de cinétique (cf. Section 8.1.2, p. 124). Par
conséquent, cet onglet contribue également à simplifier le dimensionnement d’équipe en visualisant
la charge prévue ou, lorsque les décideurs en ont la possibilité, en lissant l’activité via un changement
des dates de début des études.
L’onglet « Planning » permet de gérer toutes les interactions avec le planning du personnel. Tout
d’abord, il est possible de visualiser la trame du planning (i.e. les congés et les réunions) ainsi que
les actes médicaux à réaliser. De plus, un système de coloration graduelle permet d’évaluer la charge
de travail globale (cf. Figure 8.15). Il est bien entendu possible d’utiliser le moteur de planification
automatique de manière à affecter rapidement un maximum de tâches (cf. Figure 8.16). Une fois
qu’une première solution est calculée, il est possible de la modifier en déplaçant les tâches d’un
employé à un autre. Une tâche déplacée à la main est automatiquement figée par Maestro, ce qui
signifie qu’une nouvelle planification ne déplacerait pas cette tâche. Bien entendu, il est possible de
« défiger » n’importe quelle tâche, i.e. retirer la contrainte de pré-affectation portant sur cette tâche.
L’idée sous-jacente est qu’un déplacement manuel se fonde sur une expertise métier qui échappe à
l’application. Autrement dit, il est préférable de prendre en compte cette pré-affectation pour chaque
planification. Pour des raisons d’ergonomie, une tâche figée perd alors sa coloration initiale de ma-
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Figure 8.16 – Capture d’écran de l’onglet « Planning », après planification.
Figure 8.17 – Capture d’écran de l’onglet « Planning », mise à jour d’un planning.
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Figure 8.18 – Capture d’écran de l’onglet « Planning », planification d’un sous-ensemble de tâches.
nière à signifier que cette tâche ne sera plus déplacée. Par ailleurs, un système de notification sous la
forme d’alertes et d’erreurs est également disponible et permet de vérifier la validité et la qualité du
planning. Ce mécanisme peut être utilisé à tout moment par le décideur, notamment suite à une série
de modifications manuelles. Afin de juger rapidement de la répartition du travail, un code couleur
permet d’identifier aisément les employés qui sont au-dessus de leur temps cible, ou au contraire en
dessous.
Comme nous avons pu le voir à la section précédente, il est essentiel de mettre à jour les plannings
du personnel en fonction des modifications apportées aux données d’entrée, comme par exemple le
déplacement d’un ensemble de tâches. Dans ce cas, les infirmières en chef souhaitent que l’ancien
planning soit mis à jour, sans pour autant que l’application modifie l’affectation précédente. Cela
peut entraîner des problèmes de réalisabilité, et il est par conséquent important de faire ressortir
clairement les modifications apportées, pour que les infirmières en chef puissent les gérer de manière
adéquate. Afin de faciliter cette procédure de vérification et, si besoin, la replanification, l’application
fige automatiquement toutes les tâches qui n’ont pas été modifiées (cf. Figure 8.17). Les tâches
modifiées apparaissent ainsi clairement. De plus, en cas de replanification, seules les tâches modifiées
seront déplacées. Remarquons que les options permettant de figer et de défiger les tâches peuvent
être appliquées directement au niveau d’une journée complète, ou au niveau d’un employé. De cette
manière, les infirmières en chef peuvent aisément replanifier certains jours sans modifier le reste de
la semaine, ou au contraire replanifier certains employés sur toute la semaine, mais sans modifier le
planning des autres employés. Par exemple, nous pouvons voir à la Figure 8.18 que les tâches du
mercredi, du jeudi et du vendredi peuvent être déplacées par le moteur, alors que les autres tâches
sont toutes figées.
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8.2.3 Moteur de planification
Le cœur du moteur de planification reprend l’idée générale de la méthode de recherche par voisinage
large présentée au Chapitre 7, p. 107. Quelques modifications ont cependant été apportées aux
contraintes de la Section 4.1.2 ainsi qu’à la descente locale H∆ (cf. Section 4.2.3, p. 66) de manière à
prendre en compte certains éléments métiers qui ont émergé au fil des phases de tests de MAESTRO.
Nous avons ajouté un temps de déplacement et de préparation entre chaque tâche de 10 minutes. Cela
permet aux employés de se déplacer d’un bâtiment à un autre, ce qui est devenu important puisque
Biotrial est actuellement en train d’étendre ses locaux. Sans cette contrainte de déplacement, le
moteur de planification attribuait fréquemment des tâches se suivant de très près aux employés, ce
qui ne convenait pas. Par ailleurs, la contrainte sur la pause déjeuner a également été renforcée de
manière à garantir une pause déjeuner non morcelée. Les infirmières en chef préfèrent en effet que le
moteur respecte cette contrainte, même si durant la phase de modification manuelle, les infirmières en
chef peuvent éventuellement réduire ce temps de pause si besoin. Cette modification de la contrainte
C 14 (cf. 4.1.2, p. 60) revient en réalité à remettre en question la restriction R 5 (cf. 2.2.4, p. 32). Par
conséquent, nous avons cherché à évaluer a posteriori la pertinence de cette restriction en calculant
le pourcentage de pauses déjeuner non morcelées par rapport au nombre total de pauses déjeuner
requises. L’analyse des meilleurs résultats obtenus avec la LNS, nous a ainsi permis de constater que
97,10% des vacations éligibles à la pause déjeuner présentait une pause déjeuner entière durant la
vacation. Dans la grande majorité des cas (85,7%), ces pauses sont de plus positionnées au niveau de
la fenêtre horaire du déjeuner. Autrement dit, en moyenne, l’hypothèse de départ semble cohérente
par rapport aux résultats obtenus. Néanmoins, cette moyenne peut cacher des cas pathologiques qui
ne sont pas appréciés par les employés. Par ailleurs, le contexte actuel de modification des pratiques
de travail et de rapatriement de l’activité parisienne sur le site de Rennes est, en soit, générateur
d’inconforts pour les employés, ce qui nous a conduit à revoir l’hypothèse initiale selon laquelle les
pauses déjeuner pouvaient être morcelées. Pour finir, en plus de la répartition équitable de la charge
de travail, nous avons ajouté des critères additionnels à la fonction objectif :
• Le nombre de personnes réalisant des horaires de nuit doit être le plus faible possible.
• Les horaires de travail dépassant le temps de travail habituel sont à éviter.
• Les infirmiers doivent réaliser en priorité les tâches cliniques.
Il est difficile de pondérer l’importance de ces différents critères les uns par rapport aux autres,
car cela dépend de nombreux éléments métier, tels que les activités médicales à réaliser et la charge
de travail global. Actuellement, ces différents éléments sont agrégés au sein d’une somme pondérée,
mais le paramétrage de ces différents coefficients requiert encore quelques itérations avec Biotrial.
8.3 Retour sur le projet MAESTRO
Nous présentons ici les grandes étapes du projet MAESTRO, récapitulées aux Figures 8.19 et 8.20.
Nous dressons ensuite un bilan du projet en nous intéressant plus particulièrement au logiciel déve-
loppé pour Biotrial. Suite à ce bilan, nous discutons des perspectives éventuelles de ce projet, tant
sur le plan académique que du point de vue de Biotrial.
8.3.1 Déroulement du projet
Le projet MAESTRO a mobilisé un nombre important de personnes sur une durée de quatre ans,
à la fois du côté de Biotrial et du côté de l’équipe de recherche et de développement. Du côté de
Biotrial, plusieurs réflexions sur la standardisation des données et des procédures ont été menées. De
plus, des phases de tests régulières ont été réalisées afin de valider l’ergonomie et les fonctionnalités
de MAESTRO. Par ailleurs, le service informatique de Biotrial s’est occupé d’installer, configurer
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et maintenir les serveurs de l’application. En effet, pour des raisons de sécurité, Biotrial a choisi un
hébergement en interne. De son côté, l’équipe de développement s’est chargée de l’étude de faisabilité,
de la compréhension du besoin et de la rédaction des spécifications techniques du logiciel. L’équipe a
également pris en charge une grande partie du développement et du suivi de projet. Au fil de l’avan-
cée des travaux de recherche, nous avons mis à jour le moteur de résolution utilisé par l’application,
et nous l’avons adapté au fur et à mesure de nos échanges avec Biotrial. Les nombreux sprints de
développement ont été réalisés par l’équipe de développement, en collaboration avec un développeur
professionnel et un manager d’équipe (Sprints 0 à 5), ainsi qu’avec deux stagiaires (Sprints 11 à 13).
Les différentes étapes du projet MAESTRO apparaissent sur le diagramme de Gantt (cf. Fi-
gures 8.19 et 8.20). Notons que les activités de recherche réalisées durant la thèse n’apparaissent pas
sur ces diagrammes. Nous pouvons constater qu’une part importante des développements fut réalisée
dans la seconde moitié de l’année 2012. Ces développements nous ont permis de mettre en place la
structure générale de l’application, ainsi que les fonctionnalités essentielles. Plus précisément, nous
avons créé les interfaces de saisie des données d’entrée pour les contrats, les actes, les employés, les
études et les tâches cliniques, ainsi que l’interface de visualisation et d’interaction avec les plannings.
À ce stade, une première version du moteur était déjà fonctionnelle, mais l’essentiel des retours uti-
lisateurs portaient sur l’ergonomie et les fonctionnalités de l’interface de saisie des données. Durant
l’année 2013, nous avons amélioré et complété l’interface de saisie des données, notamment en repen-
sant la gestion des tâches techniques. Nous avons ensuite déployé la nouvelle version du moteur sur
MAESTRO et nous avons réalisé plusieurs tests pour évaluer la qualité des plannings. Au terme de
cette phase de test, nous avons décidé de renforcer la contrainte sur la pause déjeuner et d’ajouter la
contrainte sur le temps de déplacement minimum entre deux tâches. Par ailleurs, nous nous sommes
également rendu compte que plusieurs fonctionnalités importantes devaient être ajoutées à l’interface
de saisie, de manière à gérer certains cas qui avaient été écartés en début de projet, mais qui se sont
révélés très importants par la suite.
Au début de l’année 2014, nous avons fait un point intermédiaire avec notre partenaire. À cette
occasion, nous avons identifié plusieurs éléments majeurs présentant une marge de progression im-
portante. En premier lieu, l’application présentait des temps de chargement trop longs. De plus,
l’interface de saisie des données ne permettait pas de gérer certains cas réels apparaissant de plus
en plus souvent. Pour finir, l’application était également trop contraignante vis-à-vis de la mise à
jour obligatoire des plannings, qui avait été mis en place de manière à garantir l’intégrité et la co-
hérence de toutes les données. Pour remédier à cela, nous avons tout d’abord accéléré le chargement
des données, nous avons ensuite modifié les bases de données et l’interface pour gérer tous les cas
particuliers répertoriés à ce jour, et nous avons également repensé les fonctionnalités de mise à jour
des plannings du personnel. Ces évolutions ont permis à l’application d’atteindre un état de stabi-
lité et d’efficacité suffisant pour envisager une mise en production à moyen terme. La fin du projet
MAESTRO permettra de mettre en place un transfert de compétence entre l’équipe qui a développé
MAESTRO et le service informatique de Biotrial qui assurera sa maintenance.
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8.3.2 Validation itératives des fonctionnalités
De manière à maximiser les chances de succès du projet, nous avons opté pour un mode de déve-
loppement à la fois incrémental et itératif, inspiré des méthodes agiles. Ces méthodes partent du
principe que tout projet comporte une part d’incertitude impossible à prédire complètement. Par
exemple, le demandeur peut changer d’avis au fil du projet, soit parce que certains éléments avaient
échappé à la phase d’analyse et de spécification, soit car le simple fait de construire une première
solution permet de se projeter plus efficacement dans la suite du projet et ainsi entrevoir de nouvelles
contraintes ou opportunités. Par ailleurs, le contexte socio-économique et législatif peut également
évoluer indépendamment de la volonté du demandeur. Pour finir, certaines difficultés techniques
peuvent avoir été sous-estimées et des incompréhensions initiales peuvent conduire le projet dans
une impasse. Pour toutes ces raisons, les méthodes agiles ne cherchent pas à prédire complètement
l’avenir mais à le contrôler. En effet, plus l’équipe en charge du projet est en capacité de le réorienter
au fil du temps, moins il est important de prévoir précisément chaque étape dès le début du projet.
La formule suivante résume bien la philosophie de ce mode de développement :
« Mieux vaut être grossièrement juste que précisément faux. » Alistair Cockburn
Autrement dit, le problème n’est plus de prévoir parfaitement tout le déroulement du projet de
manière à atteindre le but initial, mais plutôt de redéfinir régulièrement les objectifs à court terme de
manière à faire converger le projet vers une issue favorable, potentiellement différente des objectifs
initiaux.
Durant le projet MAESTRO, nous avons réalisé une quinzaine de réunions avec les futurs utili-
sateurs de MAESTRO, ainsi que les services informatique et qualité. Ces réunions nous ont permis
de valider les fonctionnalités développées, de les corriger et de les modifier. Cela nous a également
permis de revoir constamment le périmètre de l’application ainsi que les différentes priorités. Par
exemple, nous avons rapidement conclu que la gestion des services pharmacie et accueil, beaucoup
moins stratégiques et contraints que les services techniques et cliniques, n’était pas prioritaire. Par
ailleurs, certaines hypothèses établies au début du projet ont finalement dû être supprimées en rai-
son de l’évolution des pratiques métier de Biotrial. Cela nous a conduit à réaliser des changements
importants mais essentiels, à la fois sur la base de données, l’interface graphique mais également sur
les services et fonctionnalités de l’application.
8.3.3 Réflexion sur les process
Le développement de MAESTRO a permis de faire le point sur les process de Biotrial, récemment
chamboulés par la réorganisation de l’entreprise et l’augmentation de l’activité. À cette occasion,
il est devenu évident que certains process gagneraient à être adaptés pour mieux correspondre aux
nouveaux besoins de Biotrial. Il est par exemple de plus en plus fréquent d’anticiper sur les autori-
sations de lancement des tests pharmaceutiques. Cette pratique, autrefois exceptionnelle, tend à se
généraliser, ce qui permet à Biotrial d’obtenir des délais plus concurrentiels face aux offres concur-
rentes qui ne sont pas soumises aux mêmes contraintes administratives. Cela conduit néanmoins à
une incertitude sur la date de démarrage des études et sur l’activité des employés. Cette incertitude
est actuellement palliée via un travail d’anticipation de la part des infirmières planificatrices qui
prennent alors en charge une part du travail de l’équipe-projet. Une rationalisation de ce process
permettrait sans doute de gagner en efficacité et apporterait plus de sérénité aux équipes de travail.
La mise en place de MAESTRO peut demander un certain temps d’adaptation de la part des
décideurs et du personnel, mais cela devrait permettre, à terme, de gagner du temps et de la réactivité.
En effet, il faut actuellement plusieurs jours pour centraliser toutes les informations nécessaires à la
planification d’une semaine de travail et pour répartir les tâches médicales sur les employés de manière
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à obtenir une première version du planning. MAESTRO peut générer un planning automatique en
quelques minutes, laissant ainsi du temps pour ajuster ce planning en réaffectant les quelques tâches
difficiles à positionner, ou dont l’affectation automatique ne convient pas tout à fait au regard des
quelques pratiques métier non prises en compte par le logiciel. De la même manière, lorsqu’un imprévu
survient, il est fastidieux de décaler ou réaffecter toutes les tâches à la main tout en vérifiant à nouveau
la validité de chaque planning. Par rapport à cette difficulté, MAESTRO facilite la mise à jour des
plannings en modifiant automatiquement toutes les tâches et en soulignant les modifications réalisées,
permettant ainsi au décideur une vérification ciblée des contraintes métier. Toutes les contraintes
prises en compte par MAESTRO peuvent être vérifiées automatiquement suite à une mise à jour
du planning ou une modification manuelle. Par ailleurs, MAESTRO permet de tester rapidement
plusieurs scénarios vis-à-vis des embauches d’intérimaires. Il est par exemple possible de compléter
l’effectif de travail avec plusieurs intérimaires et de faire varier leur charge médicale idéale ainsi que
leur horizon d’embauche pour converger vers une solution requérant un minimum d’intérimaires.
8.3.4 Mise en place de MAESTRO
Les futurs utilisateurs de MAESTRO sont satisfaits de la version actuelle du logiciel : le périmètre
fonctionnel de l’application permet de répondre correctement au besoin initial et le logiciel est suffi-
samment rapide et agréable pour être utilisé au quotidien.
Puisque MAESTRO a été conçu comme un système autonome et indépendant, sa mise en place ne
risque pas de perturber le système actuel, ce qui signifie qu’il sera possible d’utiliser les deux systèmes
durant toute la phase d’intégration. Cette intégration en doublon présuppose une forte disponibilité
des infirmières en chef. Pour cela, Biotrial envisage une intégration par étape, en commençant par
le service ambulatoire qui est actuellement rattaché au service clinique, mais dont l’activité a voca-
tion à être gérée à part entière. L’antenne de New York pourrait également offrir un environnement
de test propice à l’application, puisque le volume d’études réalisées par cette antenne est bien plus
faible qu’à Rennes. De cette manière, cela permettrait de corriger les derniers problèmes restants dans
un contexte plus souple, de manière à envisager sereinement un déploiement plus large à moyen terme.
Pour finir, en plus des nombreuses phases de tests réalisées tout au long du projet, nous avons
prévu plusieurs jours de formation sur MAESTRO, à la fois vis-à-vis du service informatique de
Biotrial qui assurera par la suite la maintenance de l’application, mais également vis-à-vis des utili-
sateurs.
8.3.5 Perspectives
Comme nous l’avons signalé à la Section 2.3.1, p. 32, Biotrial ne disposait pas, en début de projet, des
données nous permettant de tester le moteur de planification en situation réelle. Au fur et à mesure
du développement de l’application, nous avons collecté des jeux de données, mais nous n’avons pas
pu les utiliser comme base de comparaison en raison d’un biais sur les données d’entrée. Nous nous
sommes rendu compte à cette occasion que la structure de la base de données devait être adaptée
de manière à ce que les données saisies sur MAESTRO correspondent bien aux données réelles de
Biotrial, alors que cela n’était pas possible auparavant. Cette modification importante a été réalisée
avec succès, mais trop tardivement pour que nous puissions collecter de nouvelles données. Par
conséquent, il serait très utile et intéressant de collecter de nouvelles données de manière à évaluer
les gains de temps lors de la planification du personnel ainsi que les gains financiers relatifs aux
embauches d’intérimaires. Il serait également envisageable de comparer les plannings automatiques
avant et après modification manuelle de manière à améliorer le moteur.
9
Résolution du problème tactique
Dans ce chapitre, nous nous éloignons du problème opérationnel de Biotrial, au profit de la problé-
matique tactique, que nous abordons au travers du Shift Minimisation Personnel Task Scheduling
Problem (SMPTSP). Nous rappelons tout d’abord la définition du SMPTSP et montrons l’intérêt de
ce problème dans le cadre de notre étude. Par la suite, nous proposons une modélisation PPC, puis
nous montrons qu’il est possible de renforcer ce modèle en tirant parti de la structure du problème.
Nous présentons une stratégie de branchement et nous évaluons les performances de l’approche sur
plusieurs jeux d’instances. Ces travaux ont été réalisé en collaboration avec Jean-Guillaume Fages,
doctorant de l’équipe TASC (Théorie, Algorithmes et Systèmes en Contraintes, Laboratoire d’in-
formatique de Nantes Atlantique, École des Mines de Nantes).
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9.1 Description du SMPTSP
9.1.1 Notations et modélisation PLNE
Soient T et S deux ensembles correspondant respectivement à un ensemble de tâches et de ressources.
Chaque tâche t ∈ T est associée à un ensemble de ressources affectables, noté St ⊆ S. Le SMPTSP
consiste à affecter à chaque tâche t ∈ T , une ressource s ∈ St, de manière à minimiser le nombre
total de ressources mobilisées, sachant qu’une même ressource ne peut être affectée à deux tâches
concomitantes et qu’une ressource affectée à une tâche doit réaliser toute la tâche. Autrement dit, le
SMPTSP correspond à un problème de coloration de listes dans un graphe d’intervalles, et il s’agit
donc d’un problème NP-Difficile [92]. En revanche, dans le cas particulier où chaque ressource peut
réaliser toutes les tâches, i.e. St = S,∀t ∈ T , le SMPTSP revient alors à un problème de coloration
de sommets dans un graphe d’intervalles, et peut donc se résoudre en temps polynomial [92].
Puisque les tâches concomitantes doivent nécessairement être affectées à des ressources différentes,
le nombre maximal de tâches concomitantes, noté M//, donne une borne inférieure sur le nombre
d’employés requis pour réaliser toutes les tâches de T . Dans un graphe d’intervalles, l’ensemble
des cliques maximales, noté C, peut être obtenu en temps polynomial [101]. Ces cliques maximales
permettent d’exprimer les contraintes de non ubiquité des ressources de manière synthétique. Par
ailleurs, la taille de la plus grande clique correspond à M//.
M// : nombre maximal de tâches concomitantes parmi l’ensemble des tâches de T . Dans le graphe
d’intervalles correspondant, ce nombre correspond à la cardinalité d’une clique maximum.
Nous rappelons à présent la modélisation PLNE proposée par Krishnamoorthy et al. pour le
SMPTSP [127], que nous notons MIP model. Cette modélisation repose sur les variables binaires xt,s
et ys, qui indiquent respectivement si la tâche t est assignée à la ressource s et si la ressource s est
utilisée. Les contraintes (9.2) garantissent que toutes les tâches sont affectées à des ressources qui
leur sont affectables. Les contraintes (9.3) vérifient tout d’abord qu’aucune ressource n’est affectée à
deux tâches concomitantes, mais également que chaque ressource affectée à au moins une tâche est
bien considérée comme étant utilisée. À partir de là, l’objectif du problème est pris en compte via
(9.1).
9.1.2 Exemple de référence
Nous proposons une illustration du SMPTSP à la Figure 9.1. Cet exemple sert de fil conducteur tout
au long de ce chapitre. Les données d’entrée sont représentées à la Figure 9.1a : il s’agit ici d’un
ensemble de 5 tâches T = {t1, .., t5} et d’un ensemble de 5 ressources S = {s1, .., s5}. Chaque tâche,
représentée par un rectangle, est associée à un ensemble de ressources affectables, e.g. la tâche t1 est





s.t. ∀t ∈ T , ∑
s∈St xt,s = 1 (9.2)
∀s ∈ S,∀K ∈ C, ∑
t∈K xt,s ≤ ys (9.3)
∀t ∈ T ,∀s ∈ St, xt,s ∈ {0, 1} (9.4)
∀s ∈ S, ys ∈ {0, 1} (9.5)
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t1 : St1 = {s2, s3, s4}
t2 : St2 = {s1, s2, s3}
t3 : St3 = {s1, s3}
t4 : St4 = {s3, s4, s5}









(b) Solution optimale avec 3 ressources.
Figure 9.1 – Exemple d’un SMPTSP avec 5 tâches et 5 ressources
permettent d’obtenir l’ensemble des cliques maximales C = {K1,K2,K3} avec K1 = {t1, t2, t3},
K2 = {t1, t3, t4}, K3 = {t4, t5}. Par conséquent, M// = 3. Une solution optimale impliquant les
ressources {s1, s2, s3} est donnée à la Figure 9.1b.
9.1.3 Liens avec le SDPTSP||U,∆
Le SMPTSP diffère du SDPTSP||U,∆ sur deux points majeurs. Premièrement, les contraintes légales
ne sont pas prises en compte. Cela revient en réalité à considérer que les horaires de travail sont fixés
en amont du SMPTSP, soit par un décideur, soit par une méthode de construction des horaires du
personnel. Deuxièmement, l’objectif n’est pas de trouver une solution complète et équitable mais
une solution qui minimise le nombre d’employés permettant de couvrir toutes les tâches. Notons par
ailleurs que le nombre maximum d’employés disponibles est toujours suffisant pour couvrir toutes les
tâches.
Dans le cadre de notre étude, le SMPTSP est intéressant sur un plan tactique essentiellement.
Il serait envisageable, par exemple, de concevoir une méthode itérative en deux phases reposant sur
une résolution efficace du SMPTSP de manière à obtenir une borne inférieure sur le nombre d’in-
térimaires. Une première étape consisterait à compléter l’effectif permanent de Biotrial via un large
ensemble d’intérimaires maîtrisant des compétences communes. À partir de là, une première phase
permettrait de fixer les horaires de travail des employés sur plusieurs semaines, alors que la seconde
phase consisterait à résoudre le SMPTSP correspondant. En itérant entre les deux phases, il serait
alors possible de faire converger les horaires du personnel de manière à minimiser le nombre d’intéri-
maires embauchés. Pour faire converger les horaires du personnel, il serait envisageable d’utiliser un
système de voisinage similaire à celui décrit au Chapitre 5.
Cette méthode permettrait d’une part d’évaluer les besoins en intérimaires sur le long terme,
mais cela donnerait également des indications sur les compétences minimales requises pour chaque
intérimaire.
9.2 Modélisation PPC avec la contrainte atMostNValue
Dans cette section nous proposons tout d’abord une modélisation du SMPTSP sous la forme d’un
modèle PPC. Cette modélisation repose sur la contrainte atMostNValue, dont nous détaillons le
fonctionnement en présentant son propagateur le plus efficace : le propagateur greedy [27]. Par la
suite, nous introduisons un nouveau propagateur, de la même famille que greedy. Ce propagateur
permet de filtrer efficacement la contrainte atMostNValue(X , z) lorsque des variables de X doivent
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prendre des valeurs différentes.
9.2.1 Modélisation PPC & Fonctionnement de atMostNValue
Le SMPTSP peut être formulé en PPC au moyen d’un ensemble de variables entières X et d’une va-
riable z correspondant à l’objectif du problème. La variable xt ∈ X donne alors la ressource affectée à
la tâche t. Plus formellement, si l’on note d(xt) le domaine de la variable xt, alors d(xt) = {j} signifie
que la tâche t est affectée à la ressource j et d(z) donne le nombre de ressources affectées à au moins
une tâche. Nous obtenons alors un modèle PPC, noté CP model, qui repose sur deux contraintes
globales : la contrainte allDifferent est utilisée pour interdire l’affectation de tâches concomitantes
à une même ressource (9.8) ; la contrainte atMostNValue est utilisée pour contraindre le nombre de
ressources utilisées (9.7). Les domaines initiaux des variables sont définis par les contraintes (9.9) et
(9.10).
La contrainte atMostNValue appartient à la famille des contraintes du type Number of Distinct
Values. Elle a été introduite par Pachet et Roy [162], mais le premier algorithme de filtrage est proposé
par Beldiceanu [22]. Bessière et al. [27] ont par la suite proposé plusieurs algorithmes de filtrage pour
la contrainte atMostNValue. Suite à leur étude, les auteurs établissent que le propagateur greedy offre
un bon compromis entre filtrage et temps de calcul. Par conséquent, nous prenons ce propagateur
comme point de référence. Avant de décrire plus en détail le fonctionnement du propagateur greedy,
nous rappelons quelques définitions :
Définition 1. Le graphe d’intersection d’un ensemble de variables X , noté GI(X ) = (V,EI), est
défini par : 1) un ensemble de sommets V où chaque sommet i ∈ V est associé à une variable xi ∈ X ,
2) un ensemble d’arêtes EI représentant l’intersection des domaines des variables. Plus formellement,
pour tout couple de sommet (i, j) ∈ V 2, l’existence d’une arête (i, j) ∈ EI signifie que l’intersection
des variables correspondantes est non vide : d(xi) ∩ d(xj) 6= ∅.
Définition 2. Un stable dans un graphe G = (V,E) est un sous-ensemble de sommets non adjacents,
A ⊆ V .
Définition 3. Un stable maximal dans un graphe G est un stable qui n’est inclus dans aucun autre
stable.
Définition 4. Un stable maximum dans un graphe G est un stable de cardinalité maximale. Le
nombre de stabilité d’un graphe G, noté α(G), correspond à la cardinalité d’un stable maximum de
G. L’ensemble des stables d’un graphe G, est noté IS(G).
En reprenant l’exemple donné à la Figure 9.1, nous obtenons un graphe d’intersection complet, ce




s.t. atMostNValue(X , z) (9.7)
∀K ∈ C, allDifferent({xi | i ∈ K}) (9.8)
∀xi ∈ X , d(xi) = {j ∈ Sti} (9.9)
d(z) = [M//, |S|] (9.10)






Figure 9.2 – Graphe d’intersection, GI(X ), sur notre exemple.
L’algorithme de filtrage proposé par Bessière et al. [27] repose sur la recherche d’un stable maxi-
mum dans le graphe GI(X ). Puisque ce problème est NP-Difficile [97], les auteurs proposent une
heuristique gloutonne permettant de construire un stable maximal A de GI(X ) en itérant entre une
phase de sélection d’un sommet de degré minimal et une phase de suppression du sommet sélectionné,
de ses voisins et des arêtes correspondantes [105]. Cette heuristique est notée MD pour Minimum De-
gree. À partir du stable ainsi obtenu, le propagateur filtre selon les règles R1 et R2, avec z et z qui
correspondent respectivement à la borne inférieure et à la borne supérieure de la variable z. Plus
précisément, R1 stipule que la cardinalité de A est une borne inférieure valide pour z. Autrement
dit, si k variables ont des domaines deux à deux disjoints, alors il faut au moins k ressources pour
réaliser toutes les tâches. Lorsque la cardinalité du stable A est égale à la borne supérieure de z,
R2 stipule que les variables de X prennent nécessairement leurs valeurs parmi le sous-ensemble des
valeurs induit par A. Si tel n’était pas le cas, alors il existerait au moins une variable xv ∈ X qui
prendrait une valeur v /∈ ∪a∈Ad(xa). Puisque les variables associées à A prennent déjà des valeurs
deux à deux différentes (par définition d’un graphe d’intersection et d’un stable), cela signifie qu’il
faut au moins |A ∪ v| = z + 1 valeurs différentes pour réaliser toutes les tâches. Autrement dit,
z = z + 1, ce qui est impossible.
R1 : z ← max(z, |A|)
R2 : |A| = z ⇒ ∀i ∈ V, d(xi)← d(xi) ∩ ⋃
a∈A
d(xa)
Pour résumer, le propagateur greedy part d’un graphe G, applique une fonction F pour obtenir un
stable dans G, puis filtre les domaines des variables selon un ensemble de règles de filtrage R. Nous
introduisons la notation AMNV〈G|F|R〉 pour définir une famille de propagateur pour la contrainte
atMostNValue. Avec cette notation, le propagateur greedy est alors noté AMNV〈GI |MD|R1,2〉. Pour
illustrer ce propagateur, nous l’appliquons à notre exemple (cf. Figure 9.3), dans le cas où z est ins-
tancié à la valeur 1. Nous faisons cette hypothèse de manière à déclencher immédiatement le filtrage
de la règle R2. Remarquons qu’il s’agit d’une hypothèse envisageable, même en début de résolution,
puisqu’il est possible, par exemple, de brancher sur l’objectif. En raison des domaines des variables,
le graphe d’intersection correspondant à notre exemple est un graphe complet. Par conséquent, le
stable construit par MD ne contient qu’un seul sommet, comme par exemple x3. R1 stipule alors que le
nombre de valeurs différentes est supérieur ou égal à 1, ce qui n’engendre aucune déduction puisque
d(z) = {1}. R2 stipule alors que les valeurs 2, 4 et 5 doivent être retirées du domaine des variables
(cf. Figure 9.3a). Par conséquent, les arêtes (x1, x5) et (x5, x4) sont retirées, ce qui conduit à un
nouveau graphe d’intersection. À partir de ce nouveau graphe d’intersection, si l’on suppose que MD
construit le stable composé des sommets x1 et x5 (cf. Figure 9.3b) alors R1 stipule que le nombre de
valeurs différentes est supérieur ou égal à 2, ce qui conduit à une contradiction (d(z) = {1}).
En ce qui concerne la complexité temporelle des règles R1 et R2, il est évident que R1 s’effectue







d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}










Figure 9.3 – Utilisation de AMNV〈GI |MD|R1,2〉 sur notre exemple, avec d(z) = {1}.
en temps constant, ce qui n’est pas le cas de R2. Par la suite, les notations n = |X | et l = |S| dési-
gnerons respectivement le nombre de variables et le nombre de valeurs. En supposant que l’union et
l’intersection des domaines de deux variables s’obtiennent chacune en O(log(l)), nous obtenons alors
une complexité temporelle en O(nlog(l)) pour R2. En effet, l’ensemble ⋃a∈A d(xa) est indépendant
de i, ce qui signifie qu’il peut être calculé une seule fois.
9.2.2 Filtrer atMostNValue en présence de contraintes de différence
Puisque le SMPTSP repose uniquement sur deux contraintes globales (atMostNValue et allDifferent),
il pourrait être bien plus efficace de filtrer directement leur conjonction. Nous proposons dans cette
optique un propagateur de la famille AMNV〈G|F|R〉, qui tire parti de la structure du problème. Ce
propagateur repose sur un constat relativement simple : soit un ensemble de variables X et deux
variables xi et xj appartenant à cet ensemble, alors l’existence d’une contrainte de différence entre
xi et xj contraint ces variables à prendre des valeurs différentes, si bien que pour toute solution, les
sommets i et j du graphe d’intersection GI(X ) ne sont jamais adjacents. Cependant, une telle arête
peut initialement exister et rester au fil de la résolution. Dans ce cas, les stables construits à partir de
ce graphe seront vraisemblablement moins grands qu’ils ne pourraient l’être, conduisant à un filtrage
de moindre efficacité. En effet, plus GI(X ) est dense, plus les stables qui y sont construits sont de
taille réduite. Autrement dit, il faut retirer ces arêtes le plus en amont possible. Pour cela, nous
introduisons la notion de graphe contraint d’intersection, et proposons d’utiliser ce nouveau graphe
à la place de GI(X ).
Définition 5. Soit un ensemble de variables X et un ensemble de contraintes de différence D, le
graphe contraint d’intersection de X et D, noté GCI(X ,D) = (V,ECI), est défini par un ensemble de
sommets V où chaque sommet i ∈ V est associé à une variable xi ∈ X , et ECI représente les classes
potentielles d’équivalence : pour chaque couple de sommets (i, j) ∈ V 2, il y a une arête (i, j) ∈ ECI
si et seulement si d(xi) ∩ d(xj) 6= ∅ et neq(xi, xj) /∈ D.
Pour illustrer GCI , nous l’appliquons à présent sur notre exemple, avec d(z) = {1, 2, 3} (cf. Fi-
gure 9.4). En raison des contraintes de différence, GCI est moins dense que GI (cf. Figure 9.4a). Par
conséquent, MD est capable de construire un plus grand stable, conduisant ainsi à une meilleure borne
inférieure de z. Par exemple, si nous considérons le stable {x1, x2, x3} (cf. Figure 9.4b), R1 et R2
stipulent respectivement que le nombre de valeurs différentes est d’au moins 3 et que la valeur 5 peut
être supprimée des domaines des variables.
Puisque nous considérons ici un seul ensemble de variables X ainsi qu’un seul ensemble de
contraintes D, GCI(X ,D) et GI(X ) seront respectivement notés GCI and GI . Par définition, GCI
s’obtient en retirant toutes les arêtes de GI qui correspondent à des variables liées par une contrainte






d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}
d(z) = {1, 2, 3}






d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}
d(z) = {1, 2, 3}
(b) Filtrage à partir d’un stable
Figure 9.4 – Utilisation de AMNV〈GCI |MD|R1,2〉 sur notre exemple
de différence. Par conséquent, GCI ⊆ GI et donc, IS(GI) ⊆ IS(GCI), d’où α(GI) ≤ α(GCI). Autre-
ment dit, un stable maximum dans GI est également un stable dans GCI , mais pas nécessairement
maximal. À titre d’exemple, considérons un ensemble non vide de variables avec des domaines iden-
tiques ainsi que des contraintes de différence sur chaque paire de variable. Dans ce cas, GI est un
graphe complet alors que GCI ne contient que des boucles. Par conséquent, α(GI) = 1 alors que
α(GCI) = |V |. Étant données les règles de filtrage considérées (R1 et R2), il est souhaitable d’obtenir
les stables les plus grands possibles et, par conséquent, il est a priori préférable d’utiliser GCI à la
place de GI (cf. Proposition 1).
Afin de comparer le filtrage de deux propagateurs, nous reprenons ici le vocabulaire de Debruyne et
Bessière [70] : nous dirons que le propagateur A domine le propagateur B si, pour toute propagation,
toute valeur filtrée par B est également filtrée par A ; nous dirons que le propagateur A domine
strictement le propagateur B si A domine B et s’il existe au moins un cas particulier pour lequel A
filtre une valeur qui n’est pas filtrée par B durant une phase de propagation.
Proposition 1. Soit un oracle O capable de trouver tous les stables maximum de n’importe quel
graphe, alors AMNV〈GCI |O|R1,2〉 domine strictement AMNV〈GI |O|R1,2〉.
Démonstration. Tout d’abord, puisque O est capable de trouver tous les stables maximum de n’im-
porte quel graphe, la borne inférieure donnée par R1 dans GCI est égale à α(GCI) alors que celle
obtenue dans GI est égale à α(GI). Puisque α(GI) ≤ α(GCI) (par définition de GCI), AMNV〈GCI |O|R1〉
domine AMNV〈GI |O|R1〉. Ensuite, puisque IS(GI) ⊆ IS(GCI) (par définition de GCI), les valeurs fil-
trées par AMNV〈GI |O|R2〉 sont également filtrées par AMNV〈GCI |O|R2〉. Par conséquent, AMNV〈GCI |O|R2〉
domine AMNV〈GI |O|R2〉. Pour finir, les Figures 9.3 et 9.4 illustrent un cas particulier où α(GCI) >
α(GI). En conséquence, AMNV〈GCI |O|R1,2〉 domine strictement AMNV〈GI |O|R1,2〉.
Proposition 2. Soit un stable A dans GCI tel que |A| = z, toute solution de la conjonction de
atMostNValue et des contraintes de différence D vérifie la relation suivante : ∀i ∈ V \A, ∃a ∈
Ai|xi = xa, avec Ai = {a ∈ A|(i, a) ∈ ECI}.
Démonstration. Soit un stable A dans GCI tel que |A| = z. Supposons qu’il existe une solution S à
la conjonction de la contrainte atMostNValue et des contraintes de différence D telle qu’il existe un
sommet i ∈ V \A pour lequel nous ayons : ∀a ∈ Ai, xi 6= xa. Alors, S est également solution de la
conjonction de la contrainte atMostNValue et des contraintes de différence D∪{neq(xi, xa)|a ∈ Ai}.
Par conséquent, A∪{i} est un stable dans GCI , et R1 stipule alors que z ← |A∪{i}|, i.e. z ← z+ 1,
ce qui est en contradiction avec l’hypothèse de départ. Autrement dit, S n’existe pas, vérifiant ainsi
la proposition 2.
En terme de filtrage, la proposition 2 conduit à la règleR3, qui stipule que chaque variable xi prend
nécessairement une valeur du sous-ensemble de valeurs induit par l’intersection de l’ensemble A avec






d(z) = {1, 2, 3}
d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}







d(z) = {1, 2, 3}
d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}
(b) Filtrage de AMNV〈GCI |MD|R1,3〉
Figure 9.5 – AMNV〈GCI |MD|R1,2〉 comparé à AMNV〈GCI |MD|R1,3〉, sur notre exemple
le voisinage du sommet i. Autrement dit, R3 est une variante de R2. Bien que cette modification soit
relativement simple, elle peut avoir un impact important en pratique, notamment sur des problèmes
de grande échelle où pour tout sommet i ∈ V \A, le cardinal |Ai| est a priori plus petit que le cardinal
|A|. Remarquons également le cas particulier qui survient lorsque, pour un sommet donné i ∈ V \A,
nous avons Ai = {a}. Nous sommes alors en mesure de déduire l’égalité xi = xa. De cette manière,
il devient possible de filtrer le domaine des variables correspondant au stable, en plus des autres
variables. D’un point de vue théorique, R3 domine également R2 (cf. Proposition 3). En revanche,
R3 présente une complexité théorique dans le pire des cas en O(n2log(l)) contre O(nlog(l)) pour R2.
En effet, l’ensemble ⋃a∈Ai d(xa) dépend de i et doit donc être calculé à chaque fois.
R3 : |A| = z ⇒ ∀i ∈ V \A
{
d(xi)← d(xi) ∩ ⋃a∈Ai d(xa)
Ai = {a} ⇒ d(xa)← d(xa) ∩ d(xi)
Pour illustrer R3, nous l’appliquons à présent à notre exemple, avec d(z) = {1, 2, 3} (cf. Fi-
gure 9.5). Si on considère le stable {x1, x3, x4}, alors R1 conduit à d(z) = {3} mais R2 ne peut filtrer
aucun domaine des variables X (cf. Figure 9.5a), car l’ensemble des valeurs induit par le stable com-
prend toutes les valeurs possibles {1, 2, 3, 4, 5}. En revanche, R3 est capable de filtrer la valeur 5 du
domaine de x5, car elle n’est pas incluse dans l’ensemble d(x1)∪ d(x3) = {1, 2, 3, 4} (cf. Figure 9.5b).
R3 est également capable de filtrer les valeurs 1 et 2 du domaine de x2, car elles n’apparaisent pas
dans l’ensemble d(x4) = {3, 4, 5}. Pour finir, R3 est capable de déduire l’égalité x2 = x4, qui permet
à son tour de filtrer les valeurs 4 et 5 du domaine de x4.
Proposition 3. Soit une heuristique déterministe H qui construit un stable A dans le graphe GCI,
alors AMNV〈GCI |H|R3〉 domine strictement AMNV〈GCI |H|R2〉.
Démonstration. Puisque AMNV〈GCI |H|R3〉 et AMNV〈GCI |H|R2〉 utilisent la même heuristique détermi-
niste H dans le même graphe GCI , leur filtrage s’effectue donc à partir du même stable A. Puisque
pour tout sommet i ∈ V , nous avons Ai = {a ∈ A|(i, a) ∈ ECI}, nous obtenons alors Ai ⊆ A. Par
conséquent, toute valeur filtrée par R2 est également filtrée par R3. Autrement dit, AMNV〈GCI |H|R3〉
domine AMNV〈GCI |H|R2〉. La Figure 9.5 illustre un cas particulier où AMNV〈GCI |H|R3〉 filtre plus que
AMNV〈GCI |H|R2〉. Par conséquent, AMNV〈GCI |H|R3〉 domine strictement AMNV〈GCI |H|R2〉.
9.2.3 Diversification du filtrage avec l’algorithme Rk
En PPC, le mécanisme de branchement est généralement déclenché après obtention d’un point fixe,
i.e. un état des domaines des variables où plus aucune contrainte ne peut filtrer la moindre valeur
[179]. Dans ce cas, notre modèle serait amené à contruire des milliers de stables durant la phase
de résolution. Bessière et al. [27] conseillent par conséquent d’utiliser une approche gloutone, telle
que MD, pour obtenir des stables et filtrer la contrainte atMostNValue. L’heuristique MD est très
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efficace, mais si on suppose que les symétries des sommets de même degré sont retirées de manière
lexicographique, alors MD est déterministe et ne permet donc pas de diversifier le filtrage. Comme
cela est suggéré par Beldiceanu [22] et Bessière et al. [27], et souligné par la proposition 4, il peut
être intéressant de chercher plusieurs stables de manière à appliquer les règles de filtrage sur un plus
grand nombre de variables.
Proposition 4. Soient deux fonctions F1 et F2 qui construisent chacune un ensemble de stables dans
GCI, notés respectivement A1 et A2. Si F1 et F2 sont tels que pour tout A1 induit par F1 et pour
tout A2 induit par F2, maxI2∈A2\A1 |I2| < maxI1∈A1 |I1|, alors AMNV〈GCI |F1|R1,3〉 domine strictement
AMNV〈GCI |F2|R1,3〉.
Démonstration. Tout d’abord, la condition maxI2∈A2\A1 |I2| < maxI1∈A1 |I1| implique la relation
maxI2∈A2 |I2| ≤ maxI1∈A1 |I1|, et donc AMNV〈GCI |F1|R1〉 domine AMNV〈GCI |F2|R1〉. Ensuite, suppo-
sons à présent qu’une valeur est retirée du domaine d’une variable de X par AMNV〈GCI |F2|R3〉. Si
ce filtrage est effectué en considérant un stable de A1 ∩ A2, alors le même filtrage est effectué par
AMNV〈GCI |F1|R1,3〉. Sinon, ce filtrage est effectué en considérant un stable I2 de A2\A1. Une condition
nécessaire pour queR3 puisse filtrer est que l’on ait |I2| = z. Puisque |I2| < maxI1∈A1 |I1|, le problème
est alors infaisable, ce qui est capturé par AMNV〈GCI |F1|R1〉. Par conséquent, AMNV〈GCI |F1|R1,3〉 do-
mine AMNV〈GCI |F2|R1,3〉. Supposons à présent que F1 = MD et que F2 = FV, avec FV une heuristique
sélectionnant uniquement le premier sommet. Nous supposons que les symétries sont retirées par ordre
lexicographique, ce qui signifie par exemple que, dans le cas d’un graphe complet, ces deux heuris-
tiques construisent le même stable, composé alors d’un unique sommet. Si le graphe n’est pas complet,
alors il existe au moins un couple de sommets (u, v) ∈ GCI n’étant pas adjacents, et donc, n’importe
quel stable construit par MD comprendra au moins 2 sommets. Par conséquent, AMNV〈GCI |MD|R1,3〉
domine strictement AMNV〈GCI |FV|R1,3〉. Au final, si F1 et F2 sont tels que pour tout A1 induit par
F1 et pour tout A2 induit par F2, maxI2∈A2\A1 |I2| < maxI1∈A1 |I1|, alors AMNV〈GCI |F1|R1,3〉 domine
strictement AMNV〈GCI |F2|R1,3〉.
Si tous les stables maximum d’un graphe sont connus, alors R1,3 peut être utilisée de manière
optimale, i.e. toutes les valeurs pouvant être filtrées par R1,3 sont effectivement filtrées. Une manière
d’obtenir tous les stables d’un graphe est d’adapter l’algorithme de Bron-Kerbosch [34] qui permet
de trouver toutes les cliques maximales dans un graphe non orienté. Cependant, puisque le problème
sous-jacent est NP-Difficile, utiliser l’algorithme de Bron-Kerbosch à chaque phase de propagation
serait a priori extrêmement coûteux en temps de calcul. Sur les instances de la littérature, il s’est
avéré que l’accroissement du filtrage consécutif à l’utilisation de cet algorithme était beaucoup trop
coûteux en temps pour être rentable. Par conséquent, nous suggérons de conserver l’idée initiale de
MD et de chercher à obtenir de la diversification au moyen d’algorithmes rapides. Il est tout d’abord
envisageable de conserver MD en retirant les symétries de manière aléatoire, mais cela n’engendre pas
assez de diversification pour améliorer les résultats. Par conséquent, nous proposons l’algorithme Rk
(cf. Algorithme 9.1).
L’algorithme Rk effectue k itérations, chacune d’elles construisant un stable de manière aléatoire.
Chaque stable s’obtient en itérant entre deux phases consistant à sélectionner aléatoirement un
sommet puis à retirer ce sommet, tous ses voisins et les arêtes correspondantes. On obtient ainsi
un ensemble de k stables, chacun étant maximal du point de vue de l’inclusion. D’un point de vue
théorique, cette approche présente plusieurs propriétés intéressantes. Elle offre tout d’abord un moyen
de contrôler la complexité dans le pire des cas ainsi que la puissance du filtrage. De plus, le fait de
construire les stables de manière aléatoire tend à impacter les domaines des variables de manière
homogène.
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Algorithme 9.1: Algorithme Rk permettant de construire k stables
Données :
GCI , le graphe contraint d’intersection
G, un graphe
k, le nombre d’itérations
1 A ← ∅
2 pour (compteur = 1..k) faire
3 G← copier(GCI)
4 A← ∅
5 tant que (G 6= ∅) faire
6 x← selectionnerAleatoirementSommet(G)
7 A← A ∪ {x}
8 G← G \ {y|(x, y) ∈ G}
9 A ← A∪ {A}
10 retourner A
9.3 Une stratégie de branchement pour le SMPTSP
9.3.1 Un branchement adapté aux règles de filtrage
En général, les solveurs PPC obtiennent l’optimum d’un problème en énumérant les solutions amélio-
rantes. Par conséquent, lorsque la recherche est complète, la dernière solution trouvée est optimale.
On parle alors de stratégie top-down. Rappelons que le filtrage de AMNV〈G|F|R〉 est lié à la borne su-
périeure du problème. Autrement dit, plus la borne supérieure est petite, plus le filtrage est puissant.
Par conséquent, nous optons naturellement pour une stratégie bottom-up. Il s’agit de chercher une
solution de valeur k, où k est initialisé à la borne inférieure de z et incrémenté à chaque fois que le
solveur prouve l’infaisabilité. La première solution trouvée est donc optimale. Il suffit pour cela de
brancher sur l’objectif et de lui assigner sa borne inférieure.
La stratégie de branchement utilisée sur les variables X consiste à sélectionner la variable de
plus petit domaine [106], et de l’instancier à la première valeur possible qui est déjà utilisée dans la
solution courante. Si une telle valeur n’existe pas, alors la variable est instanciée à sa borne inférieure.
Ce branchement est de plus renforcé par l’heuristique last-conflict [136] qui vise à identifier les
variables critiques.
9.3.2 Brancher, c’est parier. . .
Rappelons tout d’abord que, dans le cas où toutes les ressources sont identiques, le problème peut
alors être résolu en temps polynomial. Dans un tel contexte, il serait possible de choisir arbitrai-
rement n’importe quel ensemble de z valeurs et être assuré d’obtenir une solution. En particulier,
il serait possible de choisir les z premières valeurs. En supposant que ces valeurs sont consécutives
et commencent à 1, nous pourrions alors utiliser la contrainte maximum(X ) = z pour réaliser cette
sélection. Une telle contrainte permettrait de couper une large partie de l’arbre de recherche [93].
Bien sûr, dans notre contexte, les ressources ne sont a priori pas identiques, ce qui signifie qu’il
n’est pas possible d’utiliser directement la contrainte maximum(X ) = z. Néanmoins, il est possible
que les ressources soient presque identiques. Dans ce cas, la difficulté principale n’est pas tant de
trouver un sous-ensemble de ressources permettant de couvrir toutes les tâches, mais plutôt de trou-
ver l’affectation des tâches à un sous-ensemble de ressources. Autrement dit, en notant z∗ la valeur
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d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}
d(z) = {3}
d(breif ) = {0, 1}
(a) Domaines avant de brancher sur breif
d(x1) = {2, 3, 4}
d(x2) = {1, 2, 3}
d(x3) = {1, 3}
d(x4) = {3, 4, 5}
d(x5) = {1, 2, 5}
d(z) = {3}
d(breif ) = {0, 1}
(b) Domaines après instanciation de
breif à 1
Figure 9.6 – Impact du branchement breif
optimale de z, il est alors possible de trouver une solution pour un grand nombre d’ensembles de
ressources de taille z∗. Pour bénéficier de la contrainte maximum(X ) = z tout en conservant une ap-
proche exacte, nous introduisons une variable binaire breif permettant de réifier cette contrainte [23].
L’heuristique de branchement instancie tout d’abord breif à 1, ce qui permet de bénéficier du filtrage
de la contrainte et de réduire fortement l’arbre de recherche [85]. Si le solveur prouve l’infaisabilité
de cette branche, le mécanisme de backtrack conduit alors à instancier breif à 0, ce qui revient dans
le cas d’une réification complète à poster l’opposée de la contrainte initiale, i.e. maximum(X ) 6= z.
On conserve ainsi une approche exacte, capable de gérer efficacement le cas de ressources presque
identiques. Bien entendu, la contrainte maximum(X ) 6= z induit un filtrage très faible. Cependant,
l’objectif de ce mécanisme n’est pas de mieux filtrer dans la branche de droite, mais de mieux filtrer
dans la branche de gauche, tout en conservant une approche exacte. Remarquons que l’ensemble
initial des ressources peut être mélangé aléatoirement de manière à gérer le cas où les ressources sont
ordonnées d’une manière spécifique. Ce mécanisme de branchement revient en réalité à parier sur




ensemble de valeurs dont le cardinal est égal à la valeur optimale. Notons K le nombre d’ensembles





babilité que l’ensemble {1, 2, ..., z∗} appartienne à une solution optimale est alors P (breif = 1) = K(|S|z∗) .
Pour illustrer l’utilisation de breif , nous l’appliquons à présent sur notre exemple avec d(z) = {3}
(cf. Figure 9.6). Par souci de clarté, les ressources conservent ici leur ordre initial de manière à ce que
la valeur i ∈ [1, 5] corresponde bien à la ressource si. Cependant, en pratique, nous mélangons les
ressources de manière aléatoire, si bien que les valeurs 1, 2 et 3 peuvent correspondre par exemple aux
ressources s2, s4 et s5. Lorsque breif est instanciée à 1, la contrainte maximum(X ) = z conduit à retirer
les valeurs 4 et 5 des domaines des variables X . Il s’agit ici d’un pari gagné, car il existe une solution
optimale utilisant les valeurs {1, 2, 3}. En tout, seuls deux ensembles de valeurs différents permettent
d’obtenir une solution optimale, i.e. K = 2. Par conséquent, la contrainte maximum(X ) = z a une
probabilité d’être vérifiée sur les solutions optimales de 2(53)
= 0.2, ce qui illustre l’intérêt d’utiliser
une contrainte réifiée.
9.4 Résultats expérimentaux
Pour évaluer l’intérêt de notre approche, nous avons réalisé de nombreux tests expérimentaux1 sur les
instances de la littérature, mais également sur un nouveau jeu d’instances. Nous étudions ensuite la
1 Nos algorithmes sont implémentés en JAVA et nous utilisons Choco 3-1-1 [62] pour implémenter CP model ainsi
que Cplex 12.4 [114] avec la configuration par défaut pour implémenter MIP model. Les tests sont réalisés sur un Intel
Core i3-540 (3.06 GHz & 8G RAM).
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Instances Attribut Valeurs
Nombre de tâches J70, 1600K
Nombre de ressources J60, 950K
Data_100 Disponibilité des ressources

[06h, 14h], [08h, 16h]
[14h, 22h], [16h, 24h]
[22h, 06h], [24h, 08h]
Probabilité qu’une ressource 25%puisse être affectée à une tâche
Nombre de tâches J40, 2000K
Nombre de ressources J20, 250K
Data_137 Disponibilité des ressources [00h, 24h]
Probabilité qu’une ressource 33%puisse être affectée à une tâche
Table 9.1 – Caractéristiques principales des instances du SMPTSP.
qualité de la borne inférieure de l’objectif au nœud racine, puis nous évaluons l’intérêt des procédures
de diversification et d’intensification du filtrage proposées précédemment. Nous analysons également
l’efficacité générale de l’approche, en évaluant la pertinence de notre stratégie de branchement, ainsi
que la capacité de l’approche à borner rapidement et efficacement l’objectif. Pour finir, nous compa-
rons notre approche aux meilleures méthodes de la littérature dédiée au SMPTSP.
Dans toute cette section, nous notons respectivement z∗ et zr la valeur optimale de l’objectif et la
borne inférieure de l’objectif au nœud racine. De plus, dans le cas d’une stratégie du type top-down,
l’utilisation du propagateur AMNV〈G|F|R〉, au sein de CP model est notée ↓AMNV〈G|F|R〉 alors que
dans le cas d’une approche bottom-up nous employons la notation ↑AMNV〈G|F|R〉.
9.4.1 Un nouveau jeu d’instances
Smet et al. [184] ont récemment montré que les 137 instances de la littérature proposées par Krish-
namoorthy et al. [128] admettent toutes une solution réalisable avec une valeur de l’objectif égale à
M//. Puisque chaque ressource ne peut réaliser qu’un sous-ensemble de tâches, ce résultat est quelque
peu surprenant. On s’attendrait en effet à ce que la prise en compte des compétences ait un impact
sur la valeur de l’optimum, mais en réalité cela ne fait que compliquer la recherche d’une solution.
Puisqu’il n’est pas difficile d’obtenir une excellente borne inférieure sur ces instances, la recherche
d’une bonne borne inférieure sur ces instances via notre modélisation PPC n’a pas vraiment de sens.
Par conséquent, nous introduisons un nouveau jeu d’instances pour lesquelles la borne inférieure M//
ne correspond pas à l’optimum du problème. Les caractéristiques principales des instances générées
et des instances de la littérature sont récapitulées à la Table 9.1.
Les nouvelles instances ont été générées via une procédure dédiée, fondée sur plusieurs obser-
vations empiriques de la littérature. Tout d’abord, Krishnamoorthy et al. [128] mentionnent que le
rapport moyen de la somme des durées des tâches sur la somme des durées des fenêtres horaires de
disponibilité des ressources doit être proche de 90% pour obtenir des instances difficiles à résoudre.
Smet et al. [184] expliquent quant à eux que les instances sont d’autant plus difficiles à résoudre
que leur durée moyenne est faible. À partir de ces deux conclusions, nous proposons une procédure
capable de générer de nouvelles instances difficiles à résoudre. Cette procédure génère aléatoirement
un ensemble de tâches avec une durée variant de 15 minutes à 2 heures. Nous considérons des com-
pétences attribuées aléatoirement ainsi que 6 fenêtres horaires de disponibilité pour les ressources.
Nous utilisons tout d’abord trois fenêtres horaires de 8 heures de manière à couvrir entièrement une
















Figure 9.7 – Comparaison des instances sur la base de plusieurs critères.
journée de 24 heures, ce qui est habituel en planification de personnel [189], puis nous complétons
cet ensemble en ajoutant 3 nouvelles fenêtres horaires, obtenues à partir des précédentes en décalant
leur date de début de deux heures, de manière à ce que chaque tâche soit complètement incluse dans
l’une de ces fenêtres horaires. À partir de cette procédure nous proposons 100 nouvelles instances
avec un nombre de tâches et de ressources variant respectivement de 70 à 1600 et de 60 à 950.
Les instances de Krishnamoorthy et al. seront notées Data_137, alors que celles que nous propo-
sons sont notées Data_100. De manière à mieux cerner les différences entre ces deux jeux de données,
nous réalisons à présent quelques comparaisons sur ces jeux de données. Nous comparons tout d’abord
les ratios |S|/|T | et z∗/|T | sur chaque instance (cf. Figure 9.7). Rappelons que |S| et |T | sont des
données d’entrée alors que z∗ est connu ou estimé après résolution. Nous constatons que les deux
jeux de données forment des nuages de points distincts. La différence principale entre les deux jeux
de données se situe au niveau du ratio z∗/|T |, dont la moyenne varie autour de 39% pour Data_100
contre 83% pour Data_137. En ce qui concerne les données d’entrée uniquement, le ratio |S|/|T | est
2, 2 fois plus grand sur Data_100 que sur Data_137. Autrement dit, les instances de Data_100 ont
en moyenne un plus grand nombre de ressources disponibles par tâche que sur Data_137, mais elles
utilisent un plus faible pourcentage de ces ressources. En conséquence, il pourrait être plus difficile
de trouver un ensemble optimal de ressources sur Data_100 que sur Data_137.
Nous investiguons à présent l’homogénéité des ressources. Pour cela, nous utilisons une distance
normalisée de Hamming dH. Plus formellement, la distance dH(s1, s2) entre deux ressources s1 et s2
est égale au nombre de tâches appartenant à une seule des deux ressources, divisé par le nombre total
de tâches dans l’instance. Nous calculons alors cette distance pour chaque couple de ressource et pour
chaque instance. Les résultats obtenus sont analysés au moyen de quartiles, comme cela est illustré
à la Figure 9.8. La distance médiane entre deux ressources est en moyenne relativement similaire
sur les deux jeux d’instances (44.5% sur Data_137 contre 46.6% sur Data_100). En revanche, le
premier et le troisième quartile sont en moyenne très différents sur les deux jeux de données. Plus
précisément, sur Data_100, la plupart des ressources sont soit très similaires, soit très différentes
les unes des autres, alors que sur Data_137, la quasi totalité des ressources sont toujours un peu
différentes, mais presque jamais complètement différentes ou identiques. Cette différence provient sans




















Figure 9.8 – Homogénéité des ressources selon les instances triées par taille croissante.
doute des fenêtres horaires de 8 heures utilisées pour Data_100 : les ressources qui appartiennent
à la même fenêtre horaire sont très similaires, alors que des ressources appartenant à des fenêtres
horaires différentes sont très différentes.
9.4.2 Intérêt du graphe contraint d’intersection GCI
Utiliser GCI à la place de GI revient en réalité à réduire le nombre d’arêtes de manière à obtenir
des stables plus grands et par voie de conséquence, un filtrage plus efficace. Pour évaluer l’impact
de GCI , nous mesurons tout d’abord le ratio |ECI |/|EI |. Sur Data_137, ce ratio varie de 35% à 85%
avec une valeur moyenne de 65%. Sur Data_100, la tendance est différente puisque le ratio varie de
67% à 75%, avec une valeur moyenne de 71%. Ces différences proviennent sans doute de la structure
des instances de Data_100 qui est plus marquée que celle des instances de Data_137. Globalement,
GCI a bien moins d’arêtes que que GI .
Nous comparons à présent la valeur de zr, obtenue avec AMNV〈GCI |MD|R1〉 et celle obtenue avec
AMNV〈GI |MD|R1〉, sur les deux jeux de données. M// sert ici de point de référence. Les résultats sont
illustrés par la Figure 9.10. L’axe des abscisses représente les instances triées par valeur croissante
de M//. Sur chaque jeu de données, l’utilisation de AMNV〈GCI |MD|R1〉 à la place de AMNV〈GI |MD|R1〉
améliore drastiquement la valeur de zr. Plus précisément, sur Data_137, GCI permet d’atteindre un












Figure 9.9 – Ratio |ECI |/|EI | des instances triées par nombre croissant de tâches
écart relatif moyen entre M// et zr d’environ 6%. Puisque M// est toujours égale à z∗ sur Data_137,
cela signifie que zr est très proche de z∗. Sur Data_100, GCI permet d’obtenir des valeurs de zr plus
de deux fois supérieures à M//. De plus, sur les deux jeux de données, notre approche passe bien
mieux à l’échelle que l’approche classique qui n’est pas en mesure d’évaluer correctement zr quelle que
soit la taille de l’instance. Plus précisément, la borne inférieure donnée par AMNV〈GI |MD|R1〉 tourne
autour de 1 (respectivement 6), ce qui correspond au nombre de fenêtres horaires différentes sur
Data_137 (respectivement Data_100). En réalité, cela n’est pas surprenant puisque AMNV〈GI |MD|R1〉
est complètement aveugle aux contraintes allDifferent, qui représentent une part importante du
problème. L’utilisation de GCI à la place de GI permet à la contrainte atMostNValue de voir ces
contraintes allDifferent, améliorant ainsi l’évaluation de zr.
9.4.3 Filtrage, temps de calcul et branchement
Comme cela est expliqué à la Section 9.2.3, l’utilisation de l’algorithme Rk est une manière simple
et efficace d’obtenir de la diversification dans le filtrage. En ce qui concerne la distribution de pro-
babilité de Rk, deux options naturelles sont envisageables. Il est tout d’abord possible d’utiliser une
distribution uniforme, mais il est également possible d’utiliser une distribution pondérée favorisant
la sélection de sommets de plus petit degré. Cette seconde option correspond à une variante aléa-
toire de MD. De manière à profiter au maximum de la diversification du filtrage, nous utilisons une
distribution uniforme. Le paramètre k permet de gérer le compromis entre le temps de calcul et la
qualité du filtrage. Nous avons testé de nombreuses valeurs de k et de nombreuses configurations du
propagateur de la contrainte atMostNValue. Nous présentons à présent tous ces résultats.
Impact des modifications des règles de filtrage
Pour évaluer l’influence des différentes règles de filtrage sur les performances de AMNV, nous compa-
rons le nombre d’optima prouvés par CP model avec les règles de filtrage R1, R1,2 et R1,3, mais sans
le branchement sur breif pour ne pas perturber l’analyse des résultats. (cf. Figure 9.11). Sur les deux
jeux de données, R1,2 n’est pas beaucoup plus efficace que R1 alors que cette règle est plus coûteuse
en temps de calcul. Autrement dit, R1 est à elle seule relativement efficace. À l’inverse, R3 est très
efficace sur Data_137, mais beaucoup moins sur Data_100. Remarquons qu’un nombre minimum
d’itérations est requis pour que R3 soit pleinement efficace. Globalement, R3 conduit à de meilleurs
résultats que R1,2, ou bien à des résultats similaires. De manière surprenante, les meilleures configu-






















M// AMNV〈GI |MD|R1〉 AMNV〈GCI |MD|R1〉
Figure 9.10 – Impact de GCI sur zr. Les instances sont triées par M// croissant.
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↑AMNV〈GCI |MD, Rk|R1〉 ↑AMNV〈GCI |MD, Rk|R1,2〉 ↑AMNV〈GCI |MD, Rk|R1,3〉
Figure 9.11 – Nombre d’optima prouvés après 5 min, en fonction de k, pour plusieurs configurations.
rations pour k changent complètement d’un jeu de données à l’autre. En ce qui concerne Data_137,
quelques dizaines d’itérations suffisent pour améliorer les performances, avec une configuration opti-
male de k = 120. A contrario, des milliers d’itérations sont nécessaires sur Data_100. Remarquons en
particulier qu’il reste préférable de réaliser 5 000 itérations sur Data_100 plutôt qu’aucune. Autre-
ment dit, Rk permet des déductions qui valent la peine de passer beaucoup de temps à construire un
grand nombre de stables. La configuration optimale sur Data_100 tourne autour de 2 000 itérations.
En 5 minutes, la meilleure configuration de CP model est en mesure de résoudre environ 80% des
instances de Data_137 (k = 120), comparé à seulement une petite moitié sur Data_100 (k = 2000).
De manière à conserver un temps de calcul raisonable, nous suggérons une initialisation par défaut
entre 20 et 100, ce qui semble plus efficace en moyenne que MD, sans pour autant que le temps de
calcul n’augmente fortement.
Nous évaluons à présent l’intérêt du branchement sur breif (cf. Figure 9.12). Les résultats montrent
que breif est très efficace sur Data_137. Ce branchement permet en effet de résoudre 136 instances
en moins de 5 minutes pour k = 20. En revanche, breif est loin d’être aussi efficace sur Data_100, il
entraîne au contraire une légère perte d’efficacité.
9.4.4 Passage à l’échelle
Nous évaluons à présent la capacité de notre approche à fournir de bonnes bornes même sur des ins-
tances de grande taille. Pour cela, nous évaluons l’écart relatif (z-z)/z en fonction du modèle utilisé
au bout de 6 minutes. Les valeurs par défaut de z et z sont respectivement de 0 et |S|, i.e. M// n’est
pas utilisée. Par conséquent, lorsqu’une résolution échoue à fournir la moindre borne, l’écart relatif
est alors de 100%. Dans le cas de CP model, le temps de calcul est réparti équitablement entre les
approches top-down et bottom-up. Étant donnée la taille des instances considérées, il peut être difficile
de trouver une affectation réalisable. Puisque la propagation de atMostNValue est déclenchée quand
la borne supérieure de z est atteinte, nous pouvons espérer une propagation forte avec l’approche
bottom-up, ce qui n’est plus le cas avec une approche top-down. Dans le cas d’une approche top-down,
il est a priori préférable de rechercher une propagation plus rapide. Par conséquent, le filtrage de
↓AMNV〈GCI |MD,Rk|R1,3〉 est allégé en posant k = 0 et breif = 0.
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sans breif avec breif
Figure 9.12 – Nombre d’optima prouvés après 5 min par ↑AMNV〈GCI |MD, Rk|R1,3〉, selon k et breif .
La Figure 9.13 illustre la capacité de passage à l’échelle des modèles MIP model et CP model.
Il est clair que MIP model échoue à fournir la moindre borne sur la moitié des instances pour les
deux jeux de données. Sur Data_137, MIP model trouve une borne inférieure mais pas de borne
supérieure pour 12 instances. À l’inverse, l’association des approches top-down et bottom-up permet
à CP model d’obtenir de très bonnes bornes sur les deux jeux de données. Les écarts relatifs moyens
des bornes obtenues par CP model sont respectivement de 0.1% et 1.4%, avec des maxima à 2.9% et
5.7% pour Data_137 et Data_100. Autrement dit, l’écart relatif des bornes augmente peu.
9.4.5 Comparaison à la littérature
Pour évaluer la qualité de notre approche, nous la comparons à présent aux méthodes de la littéra-
ture. Les deux premières approches sont données par Krishnamoorthy et al. [127], qui introduisent
à la fois MIP model ainsi qu’une métaheuristique dédiée. Par la suite, Smet et al. [184] ont proposé
une métaheuristique fondée sur la résolution successive et optimale d’un sous-problème, alors que
Lin et Ying [140] proposent une approche exacte en trois phases : la première phase construit une
solution initiale, qui est ensuite améliorée avec un algorithme glouton et, pour finir, MIP model est
initialisé avec cette solution et résout le problème complet. Nous comparons les performances de CP
model avec ces différentes approches. Pour CP model, nous utilisons ↑AMNV〈GCI |MD,R40|R1,3〉, qui est
la meilleure configuration sur Data_137. A propos des résultats de Lin et Ying [140], il arrive que leur
troisième phase échoue, alors que les phases 1 et 2 ont permis d’obtenir une solution optimale. Il est
probable que les auteurs n’étaient pas conscients que M// donne l’optimal sur toutes les instances,
ce qui a été démontré en premier par Smet et al.. Par conséquent, nous considérons que leur méthode
s’arrête dès que l’une des trois phases trouve une solution utilisant M// ressources.
Comme cela est illustré à la Figure 9.14, CP model ainsi que la métaheuristique de Smet et
al. [184] dominent les autres approches. Ces deux approches sont comparables dans le sens où elles
obtiennent chacune toutes les solutions optimales dans le temps imparti. Néanmoins, Smet et al.
se focalisent essentiellement sur la recherche de bonnes solutions et n’utilisent pas d’autre borne
inférieure que celle donnée par M//. Autrement dit, cette approche n’est pas capable de prouver
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↑↓AMNV〈GCI |MD, Rk|R1,3〉 MIP model
Figure 9.13 – Écart relatif entre z et z, après 6 min.
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Krishnamoorthy et al. [127] MIP model
Lin and Ying et al. [140]
↑AMNV〈GCI |MD, R40|R1,3〉
Smet et al. [184]
Figure 9.14 – Nombre cumulé de solutions optimales trouvées en fonction du temps, sur Data_137.
l’optimalité dans le cas général, contrairement à CP model.
Nous évaluons à présent la capacité de ↑AMNV〈GCI |MD,Rk|R1,3〉 à fournir rapidement une bonne
borne inférieure. Pour cela, nous comparons la valeur et le temps de calcul de zr avec ceux de la
méthode proposée par Krishnamoorthy et al. [127]. Cette méthode étant fondée sur une relaxation
Lagrangienne, nous notons zL la borne qu’elle permet d’obtenir. Dans le cadre d’une résolution com-
plète, ↑AMNV〈GCI |MD,R40|R1,3〉 donne les meilleurs résultats sur Data_137. Cependant, s’il ne s’agit
que de calculer une borne inférieure, il peut être intéressant d’augmenter fortement k, de manière à
réduire l’écart à l’optimum à moindre coût. Par conséquent, nous comparons zL avec zr pour deux
valeurs de k : 40 et 1 000. Pour faciliter la lecture des résultats, zr est notée z40r quand k = 40 et
z1000r quand k = 1 000. Bien entendu, nous n’utilisons pas M// dans notre modèle, puisque cela nous
donnerait l’optimum sur toutes les instances.
Comme cela est illustré par la Figure 9.15a, z40r et z1000r sont bien plus proches de z∗ que zL. Plus
précisément, z1000r est toujours égale à z∗ et z40r est en moyenne plus de dix fois plus proche de z∗ que
zL. De plus, le plus grand écart relatif à l’optimum pour z40r est de 2.26% contre 10.17% pour zL.
Pour finir, comme cela est illustré par la Figure 9.15b, le temps de calcul de z40r et z1000r est bien plus
faible que celui de zL : le temps moyen de z40r tourne autour d’une demi-seconde contre plus d’une
centaine de secondes pour zL. Dans l’ensemble ↑AMNV〈GCI |MD,Rk|R1,3〉 est capable d’obtenir dès le
nœud racine une très bonne borne inférieure, même sur de grandes instances.
9.5 Conclusions et perspectives
Nous avons présenté dans ce chapitre une approche performante pour le SMPTSP. Cette approche
permet d’obtenir rapidement de bonnes bornes, même sur les instances de grande taille. Nous
avons proposé la notation AMNV〈G|F|R〉 pour décrire une famille de propagateur de la contrainte
atMostNValue. Nous capitalisons sur les travaux de Bessière et al. [27] et proposons un nouveau
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(a) Écart relatif entre z et z∗ sur Data_137.
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Figure 9.15 – Efficacité des méthodes de calcul de z
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propagateur AMNV〈GCI |MD,Rk|R1,3〉 pour filtrer la conjonction d’une contrainte atMostNValue avec
des contraintes de différence. AMNV〈GCI |MD,Rk|R1,3〉 repose sur une structure de graphe plus appro-
priée (GCI), une nouvelle règle de filtrage (R3) et un mécanisme simple de diversification du filtrage
(Rk). Pour finir, nous proposons une stratégie efficace de branchement reposant sur l’utilisation de
contraintes globales réifiées.
De manière à prouver l’optimalité des instances tout en profitant au maximum du filtrage, nous
avons opté pour une stratégie de branchement bottom-up. Si le but n’est pas de prouver l’optimalité
mais de trouver rapidement une bonne solution, la stratégie bottom-up n’est pas adaptée, alors que
la stratégie top-down est peu efficace. Il serait par conséquent intéressant d’améliorer cette stratégie
ou de mettre en place une recherche par voisinage large de manière à obtenir rapidement des so-
lutions proches de l’optimum. Par ailleurs, le mécanisme de branchement sur breif s’est révélé très
efficace sur Data_137. Par conséquent, il pourrait être intéressant d’évaluer l’efficacité de ce genre de
branchement sur d’autres problèmes. Ainsi, il serait envisageable d’étendre et de généraliser le bran-
chement sur contraintes réifiées pour gérer des pans entiers de l’exploration d’un arbre de recherche.
Les travaux présentés dans ce chapitre ont été publiés dans Artificial Intelligence [87].
Du point de vue de notre application industrielle, puisque l’approche que nous proposons permet
de résoudre des instances à 2 000 tâches, il serait tout à fait possible de l’utiliser pour évaluer les
besoins en intérimaires sur un horizon de plusieurs semaines. Par ailleurs, puisqu’il s’agit essentielle-
ment d’évaluer les besoins en intérimaires, sans forcément détailler le planning de chaque employé, il
serait envisageable de se contenter d’une bonne borne inférieure sur le nombre d’intérimaires. Dans ce
cas, l’approche que nous proposons semble efficace et rapide. Il serait donc possible soit de travailler
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10.1 Travaux de thèse
Dans cette thèse, nous nous sommes tout d’abord intéressés au problème opérationnel de planifica-
tion de personnel et d’affectation de tâches fixées dans le temps rencontré par Biotrial. Nous avons
montré les limites d’une approche générique et proposé une méthode en deux phases donnant de bons
résultats. Nous nous sommes ensuite intéressés à la gestion simultanée des problèmes de construc-
tion d’horaires et d’affectation de tâches via une méthode PPC puis avec une LNS. Le modèle PPC
donne des résultats intéressants, mais globalement moins bons que ceux de la méthode en deux
phases. L’analyse des résultats montre que cette méthode permet d’obtenir de bonnes solutions ini-
tiales, mais rencontre des difficultés à les améliorer. Contrairement au modèle PPC, la LNS bénéficie
non seulement des mécanismes de filtrage de propagation, propres à la PPC, mais également des
capacités de passage à l’échelle des métaheuristiques. Au final, cette méthode donne de meilleurs
résultats que la méthode en deux phases, validant ainsi le principe d’une approche intégrée, mais
non exacte. Nous avons conçu et développé un outil d’aide à la décision offrant un support adapté
au problème de Biotrial. Cet outil permet notamment de trouver de bonnes solutions au problème
de planification de personnel, grâce à une version légèrement modifiée de la LNS. De cette manière,
les travaux réalisés durant cette thèse sont directement exploitables par Biotrial. Nous nous sommes
également intéressés à un problème de la littérature, connexe à notre cas d’étude, mais présentant
un cadre applicatif plus large. La méthode de résolution proposée s’est révélée efficace et compétitive
avec les méthodes actuelles.
10.2 Perspectives
Plusieurs perspectives semblent intéressantes, tant sur le plan académique qu’industriel. Tout d’abord,
comme signalé au Chapitre 8, la collecte des nouvelles données opérationnelles de Biotrial permettra
d’évaluer les gains de temps lors de la planification du personnel ainsi que les gains financiers relatifs
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aux embauches d’intérimaires. Cela nous permettra également de vérifier les performances des diffé-
rentes méthodes développées durant cette thèse sur des données réelles, et de comparer nos solutions
aux solution réelles. Il sera également envisageable de comparer les plannings automatiques avant
et après modifications de manière à mesurer la qualité des plannings automatiques. Par ailleurs,
une analyse plus fine des modifications apportées aux plannings automatiques nous permettrait sans
doute d’améliorer la LNS utilisée par MAESTRO. En particulier, puisqu’il est envisagé d’affiner la
fonction objectif en y intégrant, par exemple, la longueur et le positionnement des vacations, il se-
rait utile de mettre en place une approche mieux à même d’arbitrer les conflits entre ces différents
objectifs. Ces travaux n’ont pas été entrepris durant la thèse car l’obtention d’une solution com-
plète est prioritaire par rapport à l’obtention d’une solution équitable, mais il n’en est pas forcément
de même entre une solution équitable et une solution respectant les préférences des employés par
exemple. D’ailleurs, la modélisation des préférences mériterait une étude approfondie car il s’agit
d’un sujet complexe pour lequel une bonne modélisation peut fortement améliorer la satisfaction
générale des employés. Dans un tel contexte, il pourrait être pertinent de développer des approches
multi-objectifs [79] de manière à proposer aux décideurs une palette de quelques bonnes solutions,
intéressantes selon différents aspects. Dans ce cas, il faudra alors convenir d’une représentation ergo-
nomique des solutions pour que les décideurs soient en mesure de les comparer rapidement. En effet,
l’analyse détaillée d’une solution automatique peut être assez fastidieuse. Pour finir sur les aspects
métier, il serait également intéressant de concevoir de nouvelles méthodes de résolution, capables de
gérer, par exemple, le positionnement des formations en doublon ou le lissage des horaires de travail
sur le long terme.
Sur un plan plus académique et dans la lignée des travaux présentés, deux pistes principales
retiennent notre attention : le développement de méthodes de résolution plus efficaces pour le
SDPTSP||U,∆, ainsi que l’étude de nouvelles variantes. En ce qui concerne la première piste, il
est tout d’abord envisageable de chercher à développer une méthode permettant de calculer rapide-
ment une bonne borne inférieure sur U. En effet, pour résoudre efficacement SDPTSP||U,∆, l’idéal
consiste en théorie à aborder l’objectif ∆ après avoir atteint l’optimum sur U. De cette manière, cela
évite de distinguer des solutions non optimales vis-à-vis de U, ce qui permet de réduire fortement
l’espace de recherche. Néanmoins, en l’absence d’une bonne borne inférieure sur U, il semble plus
efficace d’aborder simultanément U et ∆. Toujours dans l’optique de résoudre plus efficacement le
SDPTSP||U,∆, il pourrait être pertinent de développer une méthode de génération de colonnes, inté-
grée à une méthode de « branch and price ». Ce type d’approche s’est en effet révélée très efficace sur
les problèmes de planification d’équipage dont la structure est proche de celle de notre cas d’étude.
Puisqu’il s’agit d’une méthode exacte, cela permettrait de trouver de nouvelles solutions complètes
ou, au contraire, de prouver davantage d’irréalisabilité.
En ce qui concerne la seconde piste, il semble naturel de poursuivre le travail initié avec le
SMPTSP afin de concevoir une méthode de résolution pour le problème de dimensionnement d’ef-
fectif. Néanmoins, il faudrait alors déterminer d’une part les horaires de travail, mais également le
profil de compétence des intérimaires, ce qui requiert une attention particulière, comme cela nous a
été signalé par les décideurs de Biotrial. Puisque le profil de compétences des intérimaires est dif-
ficile à prévoir, un moyen de contourner cette difficulté peut consister à développer des approches
capables de construire des plannings robustes vis-à-vis des compétences des intérimaires. Avec de tels
plannings, il devient alors plus facile de réaffecter certaines tâches assignées à des intérimaires qui
se révèlent insuffisamment formés sur certains actes médicaux. De manière plus générale, le déve-
loppement d’une approche robuste semble incontournable dans le cadre de l’activité de Biotrial. En
effet, l’activité de Biotrial étant entièrement fixée dans le temps, le moindre aléa peut avoir un effet
catastrophique sur les plannings qui doivent alors être complètement revus. Autrement dit, le fait
de considérer une activité fixée dans le temps réduit fortement la marge de manœuvre de Biotrial,
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qui est alors très exposée aux aléas tels que que les absences imprévues, ou les études déplacées par
exemple. Une approche robuste permettrait à Biotrial d’accroître cette marge de manœuvre. Bien
qu’il soit essentiel de conserver un maximum de latitude en amont, il est également indispensable
de gérer l’impact des aléas en aval. Cela revient en fait à développer une méthode de replanification
qui permettra à Biotrial de faire face à un pic soudain d’activité, en adaptant les plannings tout
en conservant au mieux les horaires de travail des employés et en automatisant la construction des
horaires de recrutement d’intérimaires, même si des modifications manuelles restent possibles. Sur ce
point les travaux de la littérature portant sur l’ordonnancement réactif [161, 185] pourraient donner




neq(x, y) stipule que les variables x et y sont différentes : x 6= y
eq(x, y) stipule que les variables x et y sont égales : x = y
geq(x, y) stipule que la variable x est supérieure ou égale à la variable y : x ≥ y
leq(x, y) stipule que la variable x est inférieure ou égale à la variable y : x ≤ y




or(c1, .., cn) stipule qu’au moins une des contraintes c est vérifiée : c1 ∨ c2 ∨ ... ∨ cn
ifOnlyIf(c1, c2) stipule que la contrainte c1 est vérifiée ssi la contrainte c2 est vérifiée : c1 ⇔ c2
card(s, c) stipule que la variable c est égale à card(s)




partition(P , < s1, .., sn >) stipule que les variables s1 à sn forment une partition de l’ensemble
P . Cela est équivalent à la conjonction de la contrainte disjoint(< s1, .., sn >) avec la contrainte
union(P , < s1, .., sn >)
union(u,< s1, .., sn >) stipule que la variable u est égale à
⋃n
i=1 si
inter(i, < s1, s2 >) stipule que la variable i est égale à s1 ∩ s2
disjoint(< s1, .., sn >) stipule que les variables si sont deux à deux disjointes :
∀(si, sj), i 6= j, si ∩ sj = ∅
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minOverSet(s,< v1, .., vn >, z) stipule que la variable z est égale à min
i∈s
vi
count(v,< x1, .., xn >, c) stipule que la variable c est égale à card({xi ∈ {x1, .., xn}, xi = v})
channelingSetInt(< s1, .., sn >,< x1, .., xm >) stipule que l’expression t ∈ si équivaut à xt = i.
allDifferent(< x1, .., xn >) stipule que les variables x1 à xn prennent des valeurs différentes :
∀i 6= j, xi 6= xj
allDifferentBut(v,< x1, .., xn >) stipule que les variables x1 à xn différentes de v prennent des
valeurs différentes : ∀(i, j) tels que (i 6= j ∧ xi 6= v ∧ xj 6= v), xi 6= xj
atMostNValue(c, < x1, .., xn >) stipule qu’au plus c valeurs différentes apparaissent dans la col-
lection de variables x1 à xn : card({xi, 1 ≤ i ≤ n})
B
Résultats des méthodes
Nous donnons ici les résultats des méthodes développées durant la thèse. La plupart des résultats
sont donnés de manière agrégée selon les paramètre Iv et It, mais les meilleurs résultats de chaque
approche sont également donnés à la Table B.14. Rappelons que les algorithmes sont implémentés
en JAVA, que nous utilisons Choco 3-1-1 [62] pour implémenter les modèles PPC, Cplex 12.4 avec
la configuration par défaut pour implémenter les modèles PLNE et que tous les tests sont réalisés
avec un temps limite de 5 minutes sur un environnement identique : Intel Core i3-540 (3.06 GHz &
8G RAM). Pour évaluer la qualité des résultats, nous prendrons en compte plusieurs indicateurs :
C : le nombre total d’instances pour lesquelles la méthode trouve une solution complète.
I : l’inéquité moyenne des solutions complètes (en minutes).
A : le pourcentage moyen de tâches affectées pour les solutions partielles uniquement.
T : le temps moyen d’obtention des meilleures solutions (en secondes).
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600 800 1 000 Total
C 53/54 33/47 5/21 91/122
10
0 I 95 151 216 122
A 97,71 97,89 96,05 96,74
T 161 152 96 136
C 59/60 42/55 9/35 110/150
20
0 I 95 144 192 122
A 99,00 98,78 97,71 98,00
T 171 142 95 136
C 58/58 50/58 21/56 129/172
30
0 I 89 131 261 133
A 99,67 99,23 98,92 99,01
T 201 178 99 159
C 59/59 54/59 34/56 147/174
40
0 I 83 111 256 133
A 99,75 99,63 99,07 99,19
T 171 171 129 157
C 229/231 179/219 069/168 477/618
To
ta
l I 90 132 246 128
A 98,37 98,54 97,66 97,91
T 176 161 105 147




600 800 1 000 Total
C 53/54 31/47 4/21 88/122
10
0 I 89 101 62 92
A 97,43 97,83 95,57 96,42
T 137 117 95 117
C 59/60 44/55 8/35 111/150
20
0 I 114 116 148 118
A 99,00 98,72 97,37 97,70
T 58 84 78 74
C 58/58 51/58 30/56 139/172
30
0 I 122 121 115 120
A 99,67 99,22 98,74 98,89
T 30 36 30 32
C 59/59 52/59 32/56 143/174
40
0 I 132 114 138 127
A 99,75 99,66 98,96 99,14
T 28 35 31 31
C 229/231 178/219 074/168 481/618
To
ta
l I 115 114 126 116
A 98,19 98,50 97,28 97,64
T 63 68 59 63




600 800 1 000 Total
C 52/54 34/47 5/21 91/122
10
0 I 102 168 301 138
A 97,50 97,81 96,05 96,70
T 187 134 99 140
C 56/60 44/55 13/35 113/150
20
0 I 89 147 308 137
A 99,25 98,88 97,50 97,93
T 184 156 104 148
C 56/58 49/58 24/56 129/172
30
0 I 117 172 284 169
A 99,50 99,33 98,94 99,07
T 185 145 93 141
C 53/59 47/59 29/56 129/174
40
0 I 84 145 399 177
A 99,71 99,67 99,03 99,29
T 152 153 105 137
C 217/231 174/219 071/168 462/618
To
ta
l I 98 58 337 157
A 98,83 98,69 97,62 98,00
T 177 147 100 141




600 800 1 000 Total
C 49/54 14/47 2/21 65/122
10
0 I 91 127 190 102
A 97,91 97,37 94,36 95,90
T 155 119 98 124
C 55/60 25/55 5/35 85/150
20
0 I 127 123 187 130
A 99,40 98,80 96,53 97,52
T 74 69 99 81
C 52/58 38/58 9/56 99/172
30
0 I 142 131 194 142
A 99,54 99,29 98,42 98,77
T 40 65 66 57
C 52/59 38/59 9/56 99/174
40
0 I 155 150 159 153
A 99,72 99,63 98,88 99,17
T 51 32 34 39
C 208/231 115/219 025/168 348/618
To
ta
l I 129 135 180 135
A 99,00 98,50 96,95 97,65
T 80 71 74 75
Table B.4 – CP-LW-BO-H∆




600 800 1 000 Total
C 52/54 32/47 6/21 90/122
10
0 I 114 185 372 156
A 97,38 97,96 95,85 96,64
T 148 120 108 125
C 55/60 44/55 7/35 106/150
20
0 I 113 169 285 148
A 99,20 98,72 97,16 97,64
T 195 120 63 126
C 57/58 45/58 18/56 120/172
30
0 I 146 187 214 172
A 99,44 99,24 98,67 98,85
T 159 131 68 119
C 53/59 47/59 19/56 119/174
40
0 I 142 205 409 209
A 99,68 99,60 98,86 99,11
T 150 140 84 125
C 217/231 168/219 050/168 435/618
To
ta
l I 129 187 317 173
A 98,74 98,69 97,49 97,89
T 163 128 81 124




600 800 1 000 Total
C 20/54 2/47 0/21 22/122
10
0 I 140 319 - 156
A 97,45 95,33 90,98 94,22
T 92 62 57 70
C 16/60 1/55 0/35 17/150
20
0 I 227 550 - 246
A 98,85 96,50 92,40 95,63
T 58 41 30 43
C 25/58 0/58 0/56 25/172
30
0 I 296 - - 296
A 99,23 96,96 93,39 96,09
T 33 49 48 43
C 20/59 1/59 0/56 21/174
40
0 I 297 480 - 306
A 99,34 97,69 94,33 96,83
T 36 60 67 54
C 081/231 004/219 000/168 085/618
To
ta
l I 244 417 - 252
A 98,71 96,63 92,77 95,69
T 55 53 50 53




600 800 1 000 Total
C 45/54 29/47 2/21 76/122
10
0 I 129 245 288 178
A 97,40 96,81 94,55 95,63
T 178 138 120 145
C 54/60 32/55 3/35 89/150
20
0 I 168 293 172 213
A 99,42 98,18 96,41 97,15
T 187 135 57 126
C 57/58 40/58 8/56 105/172
30
0 I 226 306 493 277
A 99,67 98,97 97,97 98,31
T 178 142 58 126
C 52/59 43/59 12/56 107/174
40
0 I 245 292 566 300
A 99,66 99,51 98,39 98,79
T 187 142 58 126
C 208/231 144/219 025/168 377/618
To
ta
l I 195 287 473 248
A 98,55 98,14 96,73 97,29
T 183 139 73 132




600 800 1 000 Total
C 31/54 5/47 1/21 37/122
10
0 I 26 34 46 28
A 97,76 96,89 92,22 95,14
T 55 73 75 68
C 41/60 5/55 0/35 46/150
20
0 I 29 32 - 30
A 99,26 98,05 94,92 96,82
T 34 26 29 30
C 46/58 11/58 0/56 57/172
30
0 I 29 34 - 30
A 99,57 98,82 97,13 98,08
T 25 25 32 27
C 41/59 12/59 1/56 54/174
40
0 I 25 40 30 29
A 99,68 99,03 97,60 98,46
T 21 22 25 23
C 159/231 033/219 002/172 194/618
To
ta
l I 28 36 38 29
A 98,88 98,15 95,47 97,05
T 34 36 40 37
Table B.8 – CP-LW-BT-H∆
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600 800 1 000 Total
C 53/54 42/47 11/21 106/122
10
0 I 28 35 72 35
A 97,50 97,78 96,71 97,05
T 145 155 167 156
C 59/60 50/55 22/35 131/150
20
0 I 34 35 42 36
A 99,00 98,60 97,72 97,93
T 166 138 156 154
C 58/58 53/58 42/56 153/172
30
0 I 40 38 46 41
A 99,67 99,19 98,76 98,94
T 191 186 174 184
C 59/59 55/59 40/56 154/174
40
0 I 47 44 51 47
A 99,75 99,70 99,01 99,17
T 236 202 196 211
C 229/231 200/219 115/168 544/618
To
ta
l I 38 38 49 40
A 98,28 98,47 97,68 97,90
T 184 170 173 176




600 800 1 000 Total
C 37/54 3/47 0/21 40/122
10
0 I 1008 755 - 989
A 97,78 96,54 91,30 94,50
T 0,31 0,32 0,32 0,32
C 55/60 20/55 2/35 77/150
20
0 I 1229 1004 934 1163
A 99,00 98,40 94,70 96,34
T 0,79 0,78 0,8 0,79
C 56/58 30/58 0/56 86/172
30
0 I 1382 1114 - 1289
A 99,42 98,88 97,42 97,97
T 1,06 1,1 1,14 1,1
C 58/59 42/59 3/56 103/174
40
0 I 1456 1207 989 1341
A 99,75 99,18 98,11 98,41
T 1,44 1,44 1,43 1,44
C 206/231 95/219 5/168 306/618
To
ta
l I 1295 1121 967 1235
A 98,27 97,87 95,35 96,94
T 0,9 0,91 0,92 0,91
Table B.10 – Solutions initiales de M2P
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600 800 1 000 Total
C 54/54 46/47 19/21 119/122
10
0 I 17 14 15 16
A 97,67 98,07 97,17 97,43
T 152 165 166 161
C 59/60 53/55 29/35 141/150
20
0 I 27 24 28 26
A 99,00 98,71 98,00 98,15
T 115 131 142 129
C 58/58 54/58 47/56 159/172
30
0 I 33 31 31 32
A 99,67 99,33 98,90 99,10
T 102 82 121 102
C 59/59 58/59 44/56 161/174
40
0 I 34 31 39 34
A 99,75 99,75 99,25 99,33
T 179 146 160 162
C 230/231 211/219 139/168 580/618
To
ta
l I 28 26 31 28
A 98,41 98,60 97,98 98,14
T 137 131 147 138




600 800 1 000 Total
C 54/54 46/47 20/21 120/122
10
0 I 17 14 17 16
A 97,67 98,07 97,10 97,38
T 144 117 128 127
C 59/60 53/55 29/35 141/150
20
0 I 27 24 26 26
A 99,00 98,71 98,90 98,13
T 73 175 162 162
C 58/58 54/58 47/56 159/172
30
0 I 33 26 29 29
A 99,67 99,33 98,90 99,10
T 180 170 171 172
C 59/59 58/59 44/56 161/174
40
0 I 34 31 38 34
A 99,75 99,75 99,27 99,34
T 278 289 195 209
C 230/231 211/219 139/168 581/618
To
ta
l I 28 24 30 27
A 98,41 98,60 97,95 98,12
T 158 154 155 155




600 800 1 000 Total
C 53/54 45/47 13/21 111/122
10
0 I 13 14 74 20
A 97,86 98,07 97,11 97,39
T 158 119 122 138
C 59/60 52/55 27/35 138/150
20
0 I 19 17 27 20
A 99,00 98,81 97,98 98,17
T 204 186 169 190
C 58/58 54/58 47/56 159/172
30
0 I 28 25 42 31
A 99,67 99,22 98,82 99,02
T 219 206 223 216
C 59/59 58/59 43/56 160/174
40
0 I 34 31 43 35
A 99,75 99,75 99,25 99,33
T 231 215 238 227
C 229/231 209/219 130/168 568/618
To
ta
l I 24 22 42 28
A 98,46 98,59 97,90 98,08
T 204 185 207 198
Table B.13 – LNS avec portée fixe.
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B.4 Résultats détaillés
Le tableau ci-dessous donne les résultats détaillés des méthodes PLNE||U (10 heures) et PPC||U,∆,
LNS et M2P, au bout de 5 minutes. Le modèle PPC||U,∆ est utilisé avec la stratégie combinée All-
All, i.e. toutes les stratégies sont utilisées les unes à la suite des autres durant 37,5 secondes, soit un
temps total de 5 minutes également.
Instance U PLNE PPC LNS M2P MeilleurU ∆ U ∆ U ∆ U ∆
Ta100-Ti600-SkC-i000 0 0 43 0 43 0 20 1 38 LNS
Ta100-Ti600-SkC-i001 0 0 230 0 51 0 18 0 28 LNS
Ta100-Ti600-SkC-i002 3 3 1278 3 63 3 56 4 41 LNS
Ta100-Ti600-SkC-i003 0 0 790 0 32 0 19 0 29 LNS
Ta100-Ti600-SkC-i004 0 0 67 0 34 0 14 0 27 LNS
Ta100-Ti600-SkC-i005 0 0 171 0 45 0 25 0 38 LNS
Ta100-Ti600-SkC-i006 0 0 37 0 53 0 15 0 29 LNS
Ta100-Ti600-SkC-i007 0 0 87 0 42 0 18 0 30 LNS
Ta100-Ti600-SkC-i008 0 0 211 0 29 0 9 0 22 LNS
Ta100-Ti600-SkC-i009 0 0 172 0 14 0 10 0 27 LNS
Ta100-Ti600-SkC-i010 0 0 115 0 38 0 19 0 24 LNS
Ta100-Ti600-SkC-i011 0 0 360 0 52 0 14 0 29 LNS
Ta100-Ti600-SkC-i012 0 0 52 0 42 0 22 0 29 LNS
Ta100-Ti600-SkC-i013 0 0 515 0 33 0 12 0 26 LNS
Ta100-Ti600-SkC-i014 0 0 115 0 78 0 12 0 42 LNS
Ta100-Ti600-SkC-i015 0 0 223 0 70 0 19 0 33 LNS
Ta100-Ti600-SkC-i016 0 0 41 0 35 0 10 0 33 LNS
Ta100-Ti600-SkC-i017 0 0 103 0 29 0 15 0 26 LNS
Ta100-Ti600-SkC-i018 0 0 187 0 43 0 18 0 35 LNS
Ta100-Ti600-SkC-i019 0 0 349 0 34 0 22 0 26 LNS
Ta100-Ti600-SkC-i020 0 0 243 0 62 0 28 0 36 LNS
Ta100-Ti600-SkC-i021 0 0 103 0 40 0 22 0 36 LNS
Ta100-Ti600-SkC-i022 1 1 1013 1 43 1 35 1 30 M2P
Ta100-Ti600-SkC-i023 2 2 1194 2 25 2 16 2 29 LNS
Ta100-Ti600-SkC-i024 0 0 36 0 35 0 8 0 17 LNS
Ta100-Ti600-SkC-i025 0 0 110 0 40 0 7 0 22 LNS
Ta100-Ti600-SkC-i026 0 0 247 0 37 0 28 0 22 M2P
Ta100-Ti600-SkC-i027 0 0 73 0 46 0 15 0 26 LNS
Ta100-Ti600-SkC-i028 0 0 132 0 48 0 11 0 26 LNS
Ta100-Ti600-SkC-i029 0 0 443 0 44 0 12 0 28 LNS
Ta100-Ti600-SkCR-i000 0 0 101 0 41 0 17 0 24 LNS
Ta100-Ti600-SkCR-i001 0 0 115 0 46 0 14 0 30 LNS
Ta100-Ti600-SkCR-i002 2 2 1274 2 74 2 36 2 39 LNS
Ta100-Ti600-SkCR-i003 0 0 288 0 37 0 17 0 24 LNS
Ta100-Ti600-SkCR-i004 0 0 128 0 32 0 22 0 30 LNS
Ta100-Ti600-SkCR-i005 0 0 106 0 36 0 15 0 26 LNS
Ta100-Ti600-SkCR-i006 0 0 161 0 38 0 13 0 24 LNS
Ta100-Ti600-SkCR-i007 0 0 314 0 42 0 19 0 33 LNS
Ta100-Ti600-SkCR-i008 0 0 260 0 42 0 16 0 34 LNS
Ta100-Ti600-SkCR-i009 0 0 295 0 35 0 19 0 26 LNS
Ta100-Ti600-SkCR-i010 0 0 175 0 39 0 13 0 30 LNS
Ta100-Ti600-SkCR-i011 0 0 250 0 43 0 26 0 29 LNS
Ta100-Ti600-SkCR-i012 0 0 124 0 44 0 17 0 19 LNS
Ta100-Ti600-SkCR-i013 2 2 1213 3 64 2 54 3 32 LNS
Ta100-Ti600-SkCR-i014 0 0 51 0 33 0 12 0 20 LNS
Ta100-Ti600-SkCR-i015 0 0 37 0 42 0 23 0 32 LNS
Ta100-Ti600-SkCR-i016 0 0 184 0 42 0 16 0 28 LNS
Ta100-Ti600-SkCR-i017 0 0 122 0 40 0 19 0 36 LNS
Ta100-Ti600-SkCR-i018 0 0 117 0 48 0 17 0 31 LNS
Ta100-Ti600-SkCR-i019 0 0 95 0 31 0 12 0 29 LNS
Ta100-Ti600-SkCR-i020 0 0 412 0 39 0 13 0 15 LNS
Ta100-Ti600-SkCR-i021 0 0 38 0 39 0 22 0 35 LNS
Ta100-Ti600-SkCR-i022 0 0 87 0 30 0 16 0 24 LNS
Ta100-Ti600-SkCR-i023 0 0 150 0 35 0 7 0 24 LNS
Ta100-Ti600-SkCR-i024 4 4 880 4 43 4 35 4 35 LNS-M2P
Ta100-Ti600-SkCR-i025 0 0 347 0 61 0 38 0 25 M2P
Ta100-Ti600-SkCR-i026 0 0 406 1 97 0 17 0 39 LNS
Ta100-Ti600-SkCR-i027 0 0 132 0 39 0 19 0 15 M2P
Ta100-Ti600-SkCR-i028 0 0 93 0 39 0 18 0 28 LNS
Ta100-Ti600-SkCR-i029 0 0 149 0 34 0 14 0 29 LNS
Ta100-Ti800-SkC-i000 0 0 315 0 114 0 21 0 29 LNS
Ta100-Ti800-SkC-i001 0 0 187 0 68 0 8 0 25 LNS
Ta100-Ti800-SkC-i002 0 0 737 0 53 0 4 0 20 LNS
Ta100-Ti800-SkC-i003 3 3 1143 5 44 3 98 4 25 LNS
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Ta100-Ti800-SkC-i004 0 0 61 0 65 0 8 0 17 LNS
Ta100-Ti800-SkC-i005 0 0 422 1 101 0 10 0 28 LNS
Ta100-Ti800-SkC-i006 1 1 522 1 37 1 25 2 32 LNS
Ta100-Ti800-SkC-i007 1 1 981 3 105 1 61 2 42 LNS
Ta100-Ti800-SkC-i008 0 0 366 0 88 0 22 0 39 LNS
Ta100-Ti800-SkC-i009 0 0 30 0 46 0 14 0 24 LNS
Ta100-Ti800-SkC-i010 0 1 966 1 53 1 62 1 71 CP
Ta100-Ti800-SkC-i011 0 0 715 0 41 0 24 0 35 LNS
Ta100-Ti800-SkC-i012 0 0 440 0 66 0 13 0 22 LNS
Ta100-Ti800-SkC-i013 0 0 126 0 70 0 9 1 27 LNS
Ta100-Ti800-SkC-i014 0 0 159 2 77 0 7 0 20 LNS
Ta100-Ti800-SkC-i015 0 0 94 0 48 0 7 0 28 LNS
Ta100-Ti800-SkC-i016 0 0 354 0 55 0 13 0 27 LNS
Ta100-Ti800-SkC-i017 0 0 324 0 58 0 14 0 45 LNS
Ta100-Ti800-SkC-i018 0 0 620 0 45 0 10 0 24 LNS
Ta100-Ti800-SkC-i019 1 1 1052 2 52 1 29 2 28 LNS
Ta100-Ti800-SkC-i020 0 0 274 0 43 0 14 0 28 LNS
Ta100-Ti800-SkC-i021 0 0 62 0 25 0 10 0 25 LNS
Ta100-Ti800-SkC-i022 6 6 606 6 97 6 172 7 36 CP
Ta100-Ti800-SkC-i023 1 1 1101 1 42 1 67 1 27 M2P
Ta100-Ti800-SkC-i024 0 0 726 0 76 0 7 0 12 LNS
Ta100-Ti800-SkC-i025 0 0 532 0 72 0 10 0 43 LNS
Ta100-Ti800-SkC-i026 1 1 821 1 58 1 24 2 23 LNS
Ta100-Ti800-SkC-i027 0 0 250 0 48 0 17 0 29 LNS
Ta100-Ti800-SkC-i028 1 1 785 1 56 1 35 1 37 LNS
Ta100-Ti800-SkC-i029 0 0 273 1 53 0 26 1 35 LNS
Ta100-Ti800-SkCR-i000 0 0 391 0 40 0 10 0 24 LNS
Ta100-Ti800-SkCR-i001 0 0 824 0 82 0 15 0 41 LNS
Ta100-Ti800-SkCR-i002 4 4 861 5 48 4 32 4 27 M2P
Ta100-Ti800-SkCR-i003 0 0 322 0 56 0 14 1 30 LNS
Ta100-Ti800-SkCR-i004 0 0 691 0 46 0 16 0 27 LNS
Ta100-Ti800-SkCR-i005 0 0 101 0 63 0 9 0 22 LNS
Ta100-Ti800-SkCR-i006 0 0 781 2 124 0 13 0 27 LNS
Ta100-Ti800-SkCR-i007 0 0 469 0 56 0 25 0 23 M2P
Ta100-Ti800-SkCR-i008 0 0 100 0 48 0 7 1 31 LNS
Ta100-Ti800-SkCR-i009 0 0 666 0 121 0 37 0 283 LNS
Ta100-Ti800-SkCR-i010 0 0 236 0 104 0 10 0 40 LNS
Ta100-Ti800-SkCR-i011 0 0 382 0 32 0 16 0 17 LNS
Ta100-Ti800-SkCR-i012 0 0 784 0 68 0 11 0 14 LNS
Ta100-Ti800-SkCR-i013 0 0 177 0 61 0 13 0 29 LNS
Ta100-Ti800-SkCR-i014 2 2 865 2 153 2 56 2 36 M2P
Ta100-Ti800-SkCR-i015 2 2 1105 2 60 2 31 2 32 LNS
Ta100-Ti800-SkCR-i016 2 2 598 4 69 2 49 3 25 LNS
Ta100-Ti800-SkCR-i017 0 0 554 0 57 0 15 0 18 LNS
Ta100-Ti800-SkCR-i018 0 0 230 0 55 0 11 0 24 LNS
Ta100-Ti800-SkCR-i019 0 0 321 0 87 0 15 0 25 LNS
Ta100-Ti800-SkCR-i020 0 0 423 0 35 0 13 0 34 LNS
Ta100-Ti800-SkCR-i021 0 0 222 0 44 0 11 0 23 LNS
Ta100-Ti800-SkCR-i022 0 0 271 0 98 0 15 0 27 LNS
Ta100-Ti800-SkCR-i023 0 0 903 1 150 0 13 0 85 LNS
Ta100-Ti800-SkCR-i024 0 0 44 0 78 0 12 0 29 LNS
Ta100-Ti800-SkCR-i025 0 0 239 0 58 0 23 0 32 LNS
Ta100-Ti800-SkCR-i026 0 0 607 0 74 0 23 0 35 LNS
Ta100-Ti800-SkCR-i027 1 1 1421 1 81 1 52 3 32 LNS
Ta100-Ti800-SkCR-i028 0 0 118 0 71 0 34 0 40 LNS
Ta100-Ti800-SkCR-i029 0 0 85 0 56 0 5 0 29 LNS
Ta100-Ti1000-SkC-i000 2 2 900 2 67 2 18 2 18 LNS-M2P
Ta100-Ti1000-SkC-i001 3 3 742 5 122 3 45 3 23 M2P
Ta100-Ti1000-SkC-i002 2 2 1164 4 69 2 252 3 34 LNS
Ta100-Ti1000-SkC-i003 2 2 849 4 58 2 29 2 26 M2P
Ta100-Ti1000-SkC-i004 0 0 1282 0 55 0 9 1 31 LNS
Ta100-Ti1000-SkC-i005 0 0 215 1 39 0 8 0 16 LNS
Ta100-Ti1000-SkC-i006 0 0 885 0 148 0 33 0 40 LNS
Ta100-Ti1000-SkC-i007 3 3 1127 4 205 3 79 3 44 M2P
Ta100-Ti1000-SkC-i008 0 0 685 1 89 0 8 2 133 LNS
Ta100-Ti1000-SkC-i009 5 5 932 7 152 5 78 6 19 LNS
Ta100-Ti1000-SkC-i010 2 2 1118 3 79 2 24 2 26 LNS
Ta100-Ti1000-SkC-i011 1 1 1209 2 51 1 116 2 38 LNS
Ta100-Ti1000-SkC-i012 0 0 388 0 104 0 9 2 33 LNS
Ta100-Ti1000-SkC-i013 6 6 910 7 133 6 33 8 45 LNS
Ta100-Ti1000-SkC-i014 2 2 1464 2 94 2 109 3 36 CP
Ta100-Ti1000-SkC-i015 2 2 814 5 79 2 72 3 27 LNS
Ta100-Ti1000-SkC-i016 1 1 1091 1 40 1 37 1 37 LNS-M2P
Ta100-Ti1000-SkC-i017 1 1 728 3 78 1 229 1 26 M2P
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Ta100-Ti1000-SkC-i018 0 1 1055 2 106 1 40 2 25 LNS
Ta100-Ti1000-SkC-i019 3 3 1413 3 127 3 97 3 40 M2P
Ta100-Ti1000-SkC-i020 5 6 1326 8 47 6 223 6 25 M2P
Ta100-Ti1000-SkC-i021 2 2 1253 3 109 2 20 3 19 LNS
Ta100-Ti1000-SkC-i022 0 0 783 0 58 0 13 0 17 LNS
Ta100-Ti1000-SkC-i023 3 3 857 4 117 4 100 5 24 MIP
Ta100-Ti1000-SkC-i024 1 1 1158 3 177 1 84 1 27 M2P
Ta100-Ti1000-SkC-i025 0 0 452 0 57 0 12 0 23 LNS
Ta100-Ti1000-SkC-i026 1 1 1244 1 22 1 78 2 30 CP
Ta100-Ti1000-SkC-i027 0 0 583 0 185 0 23 1 72 LNS
Ta100-Ti1000-SkC-i028 1 1 992 3 61 1 108 3 25 LNS
Ta100-Ti1000-SkC-i029 0 0 359 1 32 0 29 0 49 LNS
Ta100-Ti1000-SkCR-i000 4 5 1076 7 43 5 173 5 34 M2P
Ta100-Ti1000-SkCR-i001 1 1 828 3 86 1 340 2 30 LNS
Ta100-Ti1000-SkCR-i002 2 2 1133 2 112 2 25 2 20 M2P
Ta100-Ti1000-SkCR-i003 0 0 669 3 91 0 21 0 72 LNS
Ta100-Ti1000-SkCR-i004 8 8 1028 10 86 8 188 8 290 LNS
Ta100-Ti1000-SkCR-i005 0 0 236 1 126 0 11 0 30 LNS
Ta100-Ti1000-SkCR-i006 2 2 1513 2 60 2 597 3 37 CP
Ta100-Ti1000-SkCR-i007 8 8 1168 12 114 8 117 8 12 M2P
Ta100-Ti1000-SkCR-i008 3 3 1293 6 116 3 87 3 54 M2P
Ta100-Ti1000-SkCR-i009 0 0 993 3 75 1 336 0 469 M2P
Ta100-Ti1000-SkCR-i010 1 1 1143 4 100 1 90 2 31 LNS
Ta100-Ti1000-SkCR-i011 0 0 300 3 140 0 33 2 76 LNS
Ta100-Ti1000-SkCR-i012 3 4 724 3 97 3 33 6 26 LNS
Ta100-Ti1000-SkCR-i013 2 2 1736 3 90 2 123 3 28 LNS
Ta100-Ti1000-SkCR-i014 5 5 573 10 76 5 161 8 24 LNS
Ta100-Ti1000-SkCR-i015 0 0 279 0 88 0 6 1 16 LNS
Ta100-Ti1000-SkCR-i016 6 6 1493 7 101 6 181 6 100 M2P
Ta100-Ti1000-SkCR-i017 0 0 319 0 53 0 17 0 36 LNS
Ta100-Ti1000-SkCR-i018 1 1 722 2 46 1 121 3 20 LNS
Ta100-Ti1000-SkCR-i019 0 0 677 3 202 0 9 1 100 LNS
Ta100-Ti1000-SkCR-i020 0 0 626 2 137 0 13 2 37 LNS
Ta100-Ti1000-SkCR-i021 1 1 1458 2 130 1 124 1 23 M2P
Ta100-Ti1000-SkCR-i022 2 3 1062 5 106 3 67 3 26 M2P
Ta100-Ti1000-SkCR-i023 0 0 189 1 36 0 19 0 20 LNS
Ta100-Ti1000-SkCR-i024 0 0 208 3 91 0 8 1 31 LNS
Ta100-Ti1000-SkCR-i025 1 1 745 3 80 1 238 5 20 LNS
Ta100-Ti1000-SkCR-i026 7 7 1220 9 71 7 92 8 41 LNS
Ta100-Ti1000-SkCR-i027 1 1 1155 3 101 1 155 2 29 LNS
Ta100-Ti1000-SkCR-i028 0 0 564 0 90 0 6 0 25 LNS
Ta100-Ti1000-SkCR-i029 4 4 942 9 33 4 27 6 30 LNS
Ta200-Ti600-SkC-i000 0 0 171 0 24 0 28 0 30 CP
Ta200-Ti600-SkC-i001 0 0 192 0 46 0 32 0 36 LNS
Ta200-Ti600-SkC-i002 0 0 685 0 25 0 18 0 45 LNS
Ta200-Ti600-SkC-i003 0 2 1151 2 42 2 40 2 51 LNS
Ta200-Ti600-SkC-i004 0 0 37 0 42 0 26 0 40 LNS
Ta200-Ti600-SkC-i005 0 0 50 0 22 0 17 0 31 LNS
Ta200-Ti600-SkC-i006 0 0 121 0 33 0 40 0 32 M2P
Ta200-Ti600-SkC-i007 0 0 173 0 29 0 16 0 50 LNS
Ta200-Ti600-SkC-i008 0 0 73 0 38 0 27 0 41 LNS
Ta200-Ti600-SkC-i009 0 0 94 0 35 0 22 0 38 LNS
Ta200-Ti600-SkC-i010 0 0 82 0 33 0 26 0 26 LNS-M2P
Ta200-Ti600-SkC-i011 0 0 221 0 36 0 31 0 32 LNS
Ta200-Ti600-SkC-i012 0 0 366 0 40 0 42 0 28 M2P
Ta200-Ti600-SkC-i013 0 0 190 0 41 0 28 0 41 LNS
Ta200-Ti600-SkC-i014 0 0 49 0 32 0 21 0 29 LNS
Ta200-Ti600-SkC-i015 0 0 368 0 42 0 34 0 42 LNS
Ta200-Ti600-SkC-i016 0 0 160 0 16 0 31 0 24 CP
Ta200-Ti600-SkC-i017 0 0 141 0 19 0 16 0 20 LNS
Ta200-Ti600-SkC-i018 0 0 59 0 33 0 25 0 34 LNS
Ta200-Ti600-SkC-i019 0 0 109 0 44 0 25 0 45 LNS
Ta200-Ti600-SkC-i020 0 0 54 0 30 0 24 0 24 LNS-M2P
Ta200-Ti600-SkC-i021 0 0 171 0 25 0 30 0 20 M2P
Ta200-Ti600-SkC-i022 0 0 121 0 37 0 22 0 25 LNS
Ta200-Ti600-SkC-i023 0 0 68 0 33 0 20 0 29 LNS
Ta200-Ti600-SkC-i024 0 0 68 0 24 0 27 0 25 CP
Ta200-Ti600-SkC-i025 0 0 336 0 50 0 17 0 32 LNS
Ta200-Ti600-SkC-i026 0 0 535 0 31 0 23 0 37 LNS
Ta200-Ti600-SkC-i027 0 0 91 0 35 0 26 0 34 LNS
Ta200-Ti600-SkC-i028 0 0 73 0 29 0 20 0 29 LNS
Ta200-Ti600-SkC-i029 0 0 152 0 31 0 30 0 40 LNS
Ta200-Ti600-SkCR-i000 0 0 52 0 37 0 26 0 29 LNS
Ta200-Ti600-SkCR-i001 0 0 61 0 39 0 33 0 35 LNS
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Ta200-Ti600-SkCR-i002 0 0 100 0 42 0 20 0 22 LNS
Ta200-Ti600-SkCR-i003 0 0 99 0 29 0 30 0 29 CP-M2P
Ta200-Ti600-SkCR-i004 0 0 45 0 33 0 30 0 51 LNS
Ta200-Ti600-SkCR-i005 0 0 169 0 36 0 31 0 48 LNS
Ta200-Ti600-SkCR-i006 0 0 165 0 35 0 36 0 36 CP
Ta200-Ti600-SkCR-i007 0 0 106 0 53 0 48 0 29 M2P
Ta200-Ti600-SkCR-i008 0 0 41 0 34 0 31 0 43 LNS
Ta200-Ti600-SkCR-i009 0 0 26 0 38 0 25 0 40 LNS
Ta200-Ti600-SkCR-i010 0 0 378 0 24 0 27 0 33 CP
Ta200-Ti600-SkCR-i011 0 0 36 0 39 0 16 0 35 LNS
Ta200-Ti600-SkCR-i012 0 0 20 0 34 0 28 0 34 MIP
Ta200-Ti600-SkCR-i013 0 0 137 0 41 0 24 0 30 LNS
Ta200-Ti600-SkCR-i014 0 0 80 0 22 0 18 0 27 LNS
Ta200-Ti600-SkCR-i015 0 0 53 0 44 0 33 0 54 LNS
Ta200-Ti600-SkCR-i016 0 0 67 0 28 0 26 0 33 LNS
Ta200-Ti600-SkCR-i017 0 0 601 0 53 0 26 0 31 LNS
Ta200-Ti600-SkCR-i018 0 0 196 0 28 0 22 0 35 LNS
Ta200-Ti600-SkCR-i019 0 0 62 0 34 0 23 0 38 LNS
Ta200-Ti600-SkCR-i020 0 0 81 0 36 0 23 0 39 LNS
Ta200-Ti600-SkCR-i021 0 0 450 0 29 0 28 0 37 LNS
Ta200-Ti600-SkCR-i022 0 0 52 0 38 0 24 0 33 LNS
Ta200-Ti600-SkCR-i023 0 0 170 0 40 0 31 0 25 M2P
Ta200-Ti600-SkCR-i024 0 0 111 0 46 0 29 0 33 LNS
Ta200-Ti600-SkCR-i025 0 0 139 0 32 0 32 0 33 CP-LNS
Ta200-Ti600-SkCR-i026 0 0 392 0 45 0 30 0 37 LNS
Ta200-Ti600-SkCR-i027 0 0 510 0 33 0 28 0 26 M2P
Ta200-Ti600-SkCR-i028 0 0 220 0 42 0 23 0 35 LNS
Ta200-Ti600-SkCR-i029 0 0 106 0 49 0 29 0 39 LNS
Ta200-Ti800-SkC-i000 0 0 118 0 43 0 19 0 22 LNS
Ta200-Ti800-SkC-i001 0 0 240 0 49 0 22 0 31 LNS
Ta200-Ti800-SkC-i002 0 0 140 0 28 0 21 0 34 LNS
Ta200-Ti800-SkC-i003 0 0 833 1 65 0 21 2 64 LNS
Ta200-Ti800-SkC-i004 0 0 124 0 49 0 37 0 37 LNS-M2P
Ta200-Ti800-SkC-i005 0 0 436 0 33 0 23 0 31 LNS
Ta200-Ti800-SkC-i006 0 0 205 0 36 0 30 0 31 LNS
Ta200-Ti800-SkC-i007 0 0 574 0 50 0 34 0 37 LNS
Ta200-Ti800-SkC-i008 2 4 1031 4 38 3 40 3 37 M2P
Ta200-Ti800-SkC-i009 0 0 96 0 41 0 15 0 26 LNS
Ta200-Ti800-SkC-i010 0 0 116 0 34 0 23 0 25 LNS
Ta200-Ti800-SkC-i011 0 0 542 0 48 0 25 0 27 LNS
Ta200-Ti800-SkC-i012 0 2 1409 0 41 0 23 0 38 LNS
Ta200-Ti800-SkC-i013 0 1 1158 0 50 0 30 0 32 LNS
Ta200-Ti800-SkC-i014 0 2 1109 1 52 0 28 1 40 LNS
Ta200-Ti800-SkC-i015 0 0 82 0 49 0 15 0 33 LNS
Ta200-Ti800-SkC-i016 0 0 97 0 32 0 24 0 34 LNS
Ta200-Ti800-SkC-i017 0 0 140 0 48 0 23 0 36 LNS
Ta200-Ti800-SkC-i018 0 0 352 0 40 0 12 0 20 LNS
Ta200-Ti800-SkC-i019 2 3 1255 5 65 3 100 7 58 LNS
Ta200-Ti800-SkC-i020 0 3 1264 1 61 1 36 2 78 LNS
Ta200-Ti800-SkC-i021 0 0 67 0 31 0 20 0 36 LNS
Ta200-Ti800-SkC-i022 0 0 478 0 49 0 24 0 47 LNS
Ta200-Ti800-SkC-i023 0 0 586 0 42 0 20 0 29 LNS
Ta200-Ti800-SkC-i024 0 0 378 0 46 0 30 0 35 LNS
Ta200-Ti800-SkC-i025 0 0 159 0 50 0 35 0 59 LNS
Ta200-Ti800-SkC-i026 0 1 1476 2 48 0 26 0 35 LNS
Ta200-Ti800-SkC-i027 0 0 70 0 46 0 27 0 42 LNS
Ta200-Ti800-SkC-i028 0 0 335 0 49 0 18 0 26 LNS
Ta200-Ti800-SkC-i029 0 0 118 0 89 0 33 0 34 LNS
Ta200-Ti800-SkCR-i000 0 0 77 0 39 0 31 0 27 M2P
Ta200-Ti800-SkCR-i001 0 0 223 0 67 0 31 0 21 M2P
Ta200-Ti800-SkCR-i002 0 2 1371 0 36 0 22 0 32 LNS
Ta200-Ti800-SkCR-i003 0 0 297 0 46 0 27 0 38 LNS
Ta200-Ti800-SkCR-i004 0 0 50 0 49 0 23 0 29 LNS
Ta200-Ti800-SkCR-i005 0 1 1103 0 49 0 31 1 56 LNS
Ta200-Ti800-SkCR-i006 0 0 602 0 75 0 24 0 33 LNS
Ta200-Ti800-SkCR-i007 0 0 299 0 39 0 31 0 30 M2P
Ta200-Ti800-SkCR-i008 0 0 374 0 29 0 15 0 51 LNS
Ta200-Ti800-SkCR-i009 0 0 614 0 37 0 30 0 33 LNS
Ta200-Ti800-SkCR-i010 0 0 536 0 59 0 17 0 28 LNS
Ta200-Ti800-SkCR-i011 0 0 309 0 49 0 36 0 47 LNS
Ta200-Ti800-SkCR-i012 0 0 139 0 49 0 10 0 40 LNS
Ta200-Ti800-SkCR-i013 0 0 121 0 32 0 21 0 30 LNS
Ta200-Ti800-SkCR-i014 0 0 81 0 44 0 19 0 32 LNS
Ta200-Ti800-SkCR-i015 2 3 1263 4 41 3 38 4 33 LNS
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Ta200-Ti800-SkCR-i016 0 0 207 0 40 0 28 0 27 M2P
Ta200-Ti800-SkCR-i017 2 4 1496 5 51 4 63 4 54 M2P
Ta200-Ti800-SkCR-i018 0 1 1517 1 36 0 24 0 65 LNS
Ta200-Ti800-SkCR-i019 0 1 816 0 50 0 20 0 47 LNS
Ta200-Ti800-SkCR-i020 0 0 509 0 61 0 19 0 29 LNS
Ta200-Ti800-SkCR-i021 0 0 55 0 52 0 26 0 25 M2P
Ta200-Ti800-SkCR-i022 0 0 73 1 37 0 22 0 29 LNS
Ta200-Ti800-SkCR-i023 0 0 567 0 38 0 18 0 40 LNS
Ta200-Ti800-SkCR-i024 0 0 100 0 40 0 33 0 46 LNS
Ta200-Ti800-SkCR-i025 0 0 78 0 43 0 29 0 40 LNS
Ta200-Ti800-SkCR-i026 0 0 109 0 33 0 16 0 50 LNS
Ta200-Ti800-SkCR-i027 2 3 1337 3 61 2 64 2 58 M2P
Ta200-Ti800-SkCR-i028 0 3 952 3 62 2 28 2 46 LNS
Ta200-Ti800-SkCR-i029 0 0 47 0 41 0 17 0 34 LNS
Ta200-Ti1000-SkC-i000 0 0 670 4 68 0 16 0 29 LNS
Ta200-Ti1000-SkC-i001 0 1 1441 0 59 0 28 0 38 LNS
Ta200-Ti1000-SkC-i002 2 4 1266 4 84 4 29 4 54 LNS
Ta200-Ti1000-SkC-i003 4 5 943 10 91 5 248 6 54 LNS
Ta200-Ti1000-SkC-i004 1 4 1162 3 61 3 76 4 59 CP
Ta200-Ti1000-SkC-i005 2 2 1361 3 77 2 53 4 46 LNS
Ta200-Ti1000-SkC-i006 2 3 1929 3 57 2 167 2 77 M2P
Ta200-Ti1000-SkC-i007 0 0 199 1 36 0 19 0 50 LNS
Ta200-Ti1000-SkC-i008 0 2 1246 0 54 0 46 4 53 LNS
Ta200-Ti1000-SkC-i009 0 0 209 0 63 0 18 0 39 LNS
Ta200-Ti1000-SkC-i010 0 1 1284 0 65 0 28 1 34 LNS
Ta200-Ti1000-SkC-i011 0 0 215 0 49 0 15 0 38 LNS
Ta200-Ti1000-SkC-i012 0 0 517 0 79 0 25 1 43 LNS
Ta200-Ti1000-SkC-i013 3 4 1327 5 54 4 42 5 44 LNS
Ta200-Ti1000-SkC-i014 0 0 456 3 97 0 16 2 35 LNS
Ta200-Ti1000-SkC-i015 2 6 1343 6 59 5 49 5 49 LNS-M2P
Ta200-Ti1000-SkC-i016 1 3 838 5 54 3 94 5 72 LNS
Ta200-Ti1000-SkC-i017 0 1 1295 0 73 0 29 0 71 LNS
Ta200-Ti1000-SkC-i018 2 5 1583 5 43 5 78 6 35 CP
Ta200-Ti1000-SkC-i019 0 2 1148 2 58 2 67 2 48 M2P
Ta200-Ti1000-SkC-i020 3 7 833 6 72 6 67 6 73 LNS
Ta200-Ti1000-SkC-i021 2 6 1012 7 98 6 106 6 77 M2P
Ta200-Ti1000-SkC-i022 1 3 1210 6 159 3 89 5 55 LNS
Ta200-Ti1000-SkC-i023 2 10 1045 11 99 8 151 12 41 LNS
Ta200-Ti1000-SkC-i024 0 1 1431 2 99 0 28 0 41 LNS
Ta200-Ti1000-SkC-i025 0 0 447 0 81 0 18 0 48 LNS
Ta200-Ti1000-SkC-i026 0 2 1087 3 62 2 48 3 60 LNS
Ta200-Ti1000-SkC-i027 1 4 1523 3 76 3 105 5 119 CP
Ta200-Ti1000-SkC-i028 0 0 161 0 55 0 26 0 37 LNS
Ta200-Ti1000-SkC-i029 7 12 744 11 55 11 58 11 38 M2P
Ta200-Ti1000-SkCR-i000 0 0 471 0 66 0 24 0 32 LNS
Ta200-Ti1000-SkCR-i001 0 0 744 3 171 0 45 0 85 LNS
Ta200-Ti1000-SkCR-i002 0 1 1561 0 69 0 38 0 40 LNS
Ta200-Ti1000-SkCR-i003 0 0 759 0 71 0 27 1 66 LNS
Ta200-Ti1000-SkCR-i004 0 1 1267 2 56 0 13 1 75 LNS
Ta200-Ti1000-SkCR-i005 1 5 1366 5 49 2 103 3 47 LNS
Ta200-Ti1000-SkCR-i006 1 3 1391 6 85 3 114 3 161 LNS
Ta200-Ti1000-SkCR-i007 0 0 39 0 66 0 32 0 37 LNS
Ta200-Ti1000-SkCR-i008 0 0 179 0 67 0 35 0 40 LNS
Ta200-Ti1000-SkCR-i009 3 8 1446 9 76 7 130 8 41 LNS
Ta200-Ti1000-SkCR-i010 0 2 1566 2 53 1 338 2 69 LNS
Ta200-Ti1000-SkCR-i011 7 7 1298 11 72 7 109 8 94 LNS
Ta200-Ti1000-SkCR-i012 0 4 1292 6 58 1 198 6 41 LNS
Ta200-Ti1000-SkCR-i013 3 3 1207 4 71 3 144 4 40 LNS
Ta200-Ti1000-SkCR-i014 0 0 637 0 76 0 62 0 36 M2P
Ta200-Ti1000-SkCR-i015 0 0 148 2 79 0 39 0 61 LNS
Ta200-Ti1000-SkCR-i016 1 3 1388 4 97 3 44 3 77 LNS
Ta200-Ti1000-SkCR-i017 0 0 394 3 63 0 24 1 72 LNS
Ta200-Ti1000-SkCR-i018 0 3 1079 10 83 3 404 4 47 LNS
Ta200-Ti1000-SkCR-i019 0 0 485 1 91 0 23 0 28 LNS
Ta200-Ti1000-SkCR-i020 2 2 1134 2 56 2 59 2 69 CP
Ta200-Ti1000-SkCR-i021 0 2 1380 3 48 0 24 0 42 LNS
Ta200-Ti1000-SkCR-i022 4 9 1078 12 68 6 230 9 53 LNS
Ta200-Ti1000-SkCR-i023 0 1 1559 0 54 0 33 0 42 LNS
Ta200-Ti1000-SkCR-i024 0 0 232 0 56 0 35 0 34 M2P
Ta200-Ti1000-SkCR-i025 0 5 1289 8 69 2 438 6 74 LNS
Ta200-Ti1000-SkCR-i026 0 1 1467 0 58 0 20 0 22 LNS
Ta200-Ti1000-SkCR-i027 5 7 866 10 68 7 101 9 28 LNS
Ta200-Ti1000-SkCR-i028 1 4 1587 5 98 3 188 4 62 LNS
Ta200-Ti1000-SkCR-i029 0 2 1314 0 55 0 27 0 35 LNS
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Ta300-Ti600-SkC-i000 0 0 279 0 22 0 30 0 40 CP
Ta300-Ti600-SkC-i001 0 0 82 0 23 0 26 0 28 CP
Ta300-Ti600-SkC-i002 0 0 411 0 35 0 60 0 40 CP
Ta300-Ti600-SkC-i003 0 0 51 0 18 0 25 0 40 CP
Ta300-Ti600-SkC-i004 0 0 49 0 39 0 42 0 34 M2P
Ta300-Ti600-SkC-i005 0 0 65 0 41 0 32 0 39 LNS
Ta300-Ti600-SkC-i006 0 0 144 0 35 0 33 0 42 LNS
Ta300-Ti600-SkC-i007 0 0 62 0 29 0 40 0 36 CP
Ta300-Ti600-SkC-i008 0 1 1436 0 35 0 29 0 46 LNS
Ta300-Ti600-SkC-i009 0 0 41 0 32 0 35 0 54 CP
Ta300-Ti600-SkC-i010 0 0 742 0 37 0 29 0 48 LNS
Ta300-Ti600-SkC-i011 0 0 82 0 32 0 32 0 29 M2P
Ta300-Ti600-SkC-i012 0 0 60 0 29 0 29 0 38 CP-LNS
Ta300-Ti600-SkC-i013 0 0 58 0 28 0 38 0 41 CP
Ta300-Ti600-SkC-i014 0 0 80 0 20 0 29 0 30 CP
Ta300-Ti600-SkC-i015 0 0 102 0 37 0 35 0 56 LNS
Ta300-Ti600-SkC-i016 0 0 73 0 17 0 16 0 34 LNS
Ta300-Ti600-SkC-i017 0 0 246 0 38 0 60 0 42 CP
Ta300-Ti600-SkC-i018 0 0 479 0 30 0 33 0 49 CP
Ta300-Ti600-SkC-i019 0 0 48 0 46 0 39 0 35 M2P
Ta300-Ti600-SkC-i020 0 0 94 0 32 0 31 0 40 LNS
Ta300-Ti600-SkC-i021 0 0 97 0 28 0 51 0 30 CP
Ta300-Ti600-SkC-i022 0 0 66 0 33 0 34 0 33 CP-M2P
Ta300-Ti600-SkC-i023 0 0 87 0 33 0 26 0 35 LNS
Ta300-Ti600-SkC-i024 0 0 145 0 43 0 31 0 62 LNS
Ta300-Ti600-SkC-i025 0 0 50 0 18 0 25 0 37 CP
Ta300-Ti600-SkC-i026 0 0 560 0 30 0 26 0 50 LNS
Ta300-Ti600-SkC-i027 0 0 228 0 54 0 43 0 40 M2P
Ta300-Ti600-SkC-i028 0 0 81 0 30 0 25 0 31 LNS
Ta300-Ti600-SkC-i029 0 0 74 0 20 0 22 0 33 CP
Ta300-Ti600-SkCR-i000 0 1 933 0 39 0 21 0 35 LNS
Ta300-Ti600-SkCR-i001 0 0 84 0 36 0 33 0 43 LNS
Ta300-Ti600-SkCR-i002 0 1 1911 0 28 0 29 0 44 CP
Ta300-Ti600-SkCR-i003 0 0 121 0 15 0 36 0 42 CP
Ta300-Ti600-SkCR-i004 0 0 166 0 21 0 35 0 42 CP
Ta300-Ti600-SkCR-i005 0 0 579 0 29 0 28 0 35 LNS
Ta300-Ti600-SkCR-i006 0 0 51 0 34 0 40 0 59 CP
Ta300-Ti600-SkCR-i007 0 0 53 0 32 0 34 0 46 CP
Ta300-Ti600-SkCR-i008 0 0 46 0 33 0 38 0 30 M2P
Ta300-Ti600-SkCR-i009 0 0 115 0 48 0 23 0 64 LNS
Ta300-Ti600-SkCR-i010 0 0 55 0 26 0 19 0 28 LNS
Ta300-Ti600-SkCR-i011 0 0 62 0 31 0 22 0 26 LNS
Ta300-Ti600-SkCR-i012 0 0 531 0 26 0 39 0 35 CP
Ta300-Ti600-SkCR-i013 0 0 776 0 29 0 19 0 31 LNS
Ta300-Ti600-SkCR-i014 1 2 2263 1 42 1 101 1 154 CP
Ta300-Ti600-SkCR-i015 0 0 28 0 25 0 61 0 40 CP
Ta300-Ti600-SkCR-i016 0 0 74 0 30 0 48 0 52 CP
Ta300-Ti600-SkCR-i017 0 0 53 0 35 0 38 0 22 M2P
Ta300-Ti600-SkCR-i018 0 0 71 0 25 0 34 0 42 CP
Ta300-Ti600-SkCR-i019 0 0 42 0 31 0 28 0 50 LNS
Ta300-Ti600-SkCR-i020 0 0 116 0 31 0 23 0 30 LNS
Ta300-Ti600-SkCR-i021 0 0 285 0 31 0 34 0 52 CP
Ta300-Ti600-SkCR-i022 0 0 265 0 35 0 22 0 34 LNS
Ta300-Ti600-SkCR-i023 0 0 59 0 40 0 27 0 48 LNS
Ta300-Ti600-SkCR-i024 1 1 1901 1 32 1 83 1 58 CP
Ta300-Ti600-SkCR-i025 0 0 529 0 46 0 67 0 32 M2P
Ta300-Ti600-SkCR-i026 0 0 99 0 26 0 19 0 47 LNS
Ta300-Ti600-SkCR-i027 0 0 499 0 24 0 28 0 57 CP
Ta300-Ti600-SkCR-i028 0 0 40 0 44 0 28 0 29 LNS
Ta300-Ti600-SkCR-i029 0 0 53 0 25 0 22 0 42 LNS
Ta300-Ti800-SkC-i000 0 0 100 0 36 0 16 0 23 LNS
Ta300-Ti800-SkC-i001 0 3 1194 2 41 2 129 2 143 CP
Ta300-Ti800-SkC-i002 0 2 1574 0 51 0 24 0 26 LNS
Ta300-Ti800-SkC-i003 0 1 1385 0 76 0 24 0 42 LNS
Ta300-Ti800-SkC-i004 0 0 30 0 19 0 38 LNS
Ta300-Ti800-SkC-i005 0 2 1523 1 26 1 75 1 40 CP
Ta300-Ti800-SkC-i006 0 0 168 0 40 0 19 0 44 LNS
Ta300-Ti800-SkC-i007 0 0 186 0 36 0 23 0 43 LNS
Ta300-Ti800-SkC-i008 0 0 83 0 36 0 25 0 47 LNS
Ta300-Ti800-SkC-i009 0 2 1811 0 36 0 20 0 41 LNS
Ta300-Ti800-SkC-i010 0 1 1322 0 37 0 20 0 37 LNS
Ta300-Ti800-SkC-i011 0 0 483 0 43 0 41 0 32 M2P
Ta300-Ti800-SkC-i012 0 0 524 0 47 0 19 0 29 LNS
Ta300-Ti800-SkC-i013 0 0 340 0 41 0 23 0 54 LNS
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Ta300-Ti800-SkC-i014 0 3 1520 0 48 0 324 1 100 CP
Ta300-Ti800-SkC-i015 0 0 102 0 38 0 22 0 32 LNS
Ta300-Ti800-SkC-i016 0 0 562 0 58 0 27 0 33 LNS
Ta300-Ti800-SkC-i017 0 4 1497 0 92 0 30 0 67 LNS
Ta300-Ti800-SkC-i018 0 0 275 0 63 0 30 0 37 LNS
Ta300-Ti800-SkC-i019 0 1 1422 0 60 0 18 0 35 LNS
Ta300-Ti800-SkC-i020 0 0 181 0 43 0 34 0 57 LNS
Ta300-Ti800-SkC-i021 0 4 1496 0 30 0 19 0 38 LNS
Ta300-Ti800-SkC-i022 0 0 31 0 51 0 26 0 38 LNS
Ta300-Ti800-SkC-i023 0 0 184 0 36 0 44 0 33 M2P
Ta300-Ti800-SkC-i024 0 0 596 0 44 0 25 0 39 LNS
Ta300-Ti800-SkC-i025 0 0 47 0 45 0 17 0 22 LNS
Ta300-Ti800-SkC-i026 0 0 184 0 39 0 16 0 30 LNS
Ta300-Ti800-SkC-i027 0 1 1465 0 38 0 17 0 31 LNS
Ta300-Ti800-SkC-i028 0 0 244 0 47 0 26 0 44 LNS
Ta300-Ti800-SkC-i029 0 0 737 0 44 0 16 0 43 LNS
Ta300-Ti800-SkCR-i000 0 0 478 0 28 0 19 0 45 LNS
Ta300-Ti800-SkCR-i001 3 4 1182 4 44 3 49 6 70 LNS
Ta300-Ti800-SkCR-i002 0 0 563 0 43 0 29 0 46 LNS
Ta300-Ti800-SkCR-i003 0 1 1685 0 49 0 33 0 58 LNS
Ta300-Ti800-SkCR-i004 0 0 283 0 65 0 17 0 41 LNS
Ta300-Ti800-SkCR-i005 0 1 1684 0 32 0 57 0 32 CP-M2P
Ta300-Ti800-SkCR-i006 0 4 1328 2 56 2 40 2 152 LNS
Ta300-Ti800-SkCR-i007 0 1 1277 0 41 0 22 0 25 LNS
Ta300-Ti800-SkCR-i008 0 0 127 0 42 0 28 0 41 LNS
Ta300-Ti800-SkCR-i009 0 1 2098 0 40 0 22 0 36 LNS
Ta300-Ti800-SkCR-i010 0 1 1321 0 39 0 25 0 33 LNS
Ta300-Ti800-SkCR-i011 0 0 347 0 29 0 28 0 32 LNS
Ta300-Ti800-SkCR-i012 0 3 1081 0 40 0 23 0 29 LNS
Ta300-Ti800-SkCR-i013 0 0 44 0 35 0 19 0 24 LNS
Ta300-Ti800-SkCR-i014 0 1 1229 0 47 0 26 0 33 LNS
Ta300-Ti800-SkCR-i015 0 0 177 0 33 0 42 0 36 CP
Ta300-Ti800-SkCR-i016 0 1 1034 0 40 0 18 0 38 LNS
Ta300-Ti800-SkCR-i017 0 5 1575 0 32 0 31 0 45 LNS
Ta300-Ti800-SkCR-i018 0 2 1067 0 47 0 18 0 37 LNS
Ta300-Ti800-SkCR-i019 0 3 1272 4 45 3 33 4 88 LNS
Ta300-Ti800-SkCR-i020 0 2 1253 0 47 0 22 0 27 LNS
Ta300-Ti800-SkCR-i021 1 1 1285 1 30 1 62 1 48 CP
Ta300-Ti800-SkCR-i022 0 3 1401 0 44 0 37 0 47 LNS
Ta300-Ti800-SkCR-i023 0 1 1237 0 33 0 32 0 45 LNS
Ta300-Ti800-SkCR-i024 0 1 1838 0 38 0 29 0 39 LNS
Ta300-Ti800-SkCR-i025 0 0 130 0 41 0 25 0 37 LNS
Ta300-Ti800-SkCR-i026 0 0 46 0 40 0 35 M2P
Ta300-Ti800-SkCR-i027 0 0 226 0 80 0 37 0 35 M2P
Ta300-Ti800-SkCR-i028 0 0 457 0 46 0 29 0 34 LNS
Ta300-Ti800-SkCR-i029 0 0 173 0 34 0 23 0 48 LNS
Ta300-Ti1000-SkC-i000 0 2 1426 0 71 0 34 0 71 LNS
Ta300-Ti1000-SkC-i001 0 1 1263 2 104 0 34 0 58 LNS
Ta300-Ti1000-SkC-i002 1 2 1977 2 56 2 58 2 72 CP
Ta300-Ti1000-SkC-i003 0 2 1325 0 108 0 64 2 176 LNS
Ta300-Ti1000-SkC-i004 0 1 1772 0 51 0 37 0 38 LNS
Ta300-Ti1000-SkC-i005 0 3 987 4 56 0 22 0 25 LNS
Ta300-Ti1000-SkC-i006 0 0 199 0 49 0 29 0 40 LNS
Ta300-Ti1000-SkC-i007 0 2 905 0 61 0 68 0 36 M2P
Ta300-Ti1000-SkC-i008 0 1 1220 1 65 0 52 0 40 M2P
Ta300-Ti1000-SkC-i009 0 4 1612 4 52 1 203 1 163 M2P
Ta300-Ti1000-SkC-i010 0 0 563 0 57 0 29 0 24 M2P
Ta300-Ti1000-SkC-i011 0 1 1521 0 53 0 18 0 30 LNS
Ta300-Ti1000-SkC-i012 2 5 1267 5 60 5 101 5 23 M2P
Ta300-Ti1000-SkC-i013 0 1 1231 0 55 0 32 0 50 LNS
Ta300-Ti1000-SkC-i014 0 2 1511 0 37 0 17 0 31 LNS
Ta300-Ti1000-SkC-i015 0 1 1585 0 45 0 20 0 60 LNS
Ta300-Ti1000-SkC-i016 0 5 1342 0 50 0 34 0 40 LNS
Ta300-Ti1000-SkC-i017 0 1 1822 0 51 0 45 0 46 LNS
Ta300-Ti1000-SkC-i018 2 6 1229 6 61 6 114 6 129 CP
Ta300-Ti1000-SkC-i019 0 7 1366 6 82 4 287 4 93 M2P
Ta300-Ti1000-SkC-i020 0 4 1530 3 43 2 88 2 115 LNS
Ta300-Ti1000-SkC-i021 0 0 381 0 61 0 37 0 46 LNS
Ta300-Ti1000-SkC-i022 0 5 1198 1 67 0 10 0 65 LNS
Ta300-Ti1000-SkC-i023 0 4 1162 1 85 0 33 0 66 LNS
Ta300-Ti1000-SkC-i024 0 0 255 0 79 0 19 0 28 LNS
Ta300-Ti1000-SkC-i025 0 0 732 0 70 0 25 0 44 LNS
Ta300-Ti1000-SkC-i026 0 0 422 0 67 0 30 1 109 LNS
Ta300-Ti1000-SkC-i027 0 1 1456 1 45 0 35 0 59 LNS
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Ta300-Ti1000-SkC-i028 0 5 1653 8 61 2 254 7 66 LNS
Ta300-Ti1000-SkC-i029 0 3 1703 0 71 0 26 0 72 LNS
Ta300-Ti1000-SkCR-i000 0 1 1344 4 129 1 125 2 128 LNS
Ta300-Ti1000-SkCR-i001 0 2 1231 2 74 0 34 2 67 LNS
Ta300-Ti1000-SkCR-i002 3 11 1363 10 91 10 98 10 46 M2P
Ta300-Ti1000-SkCR-i003 0 1 1481 0 55 0 17 2 41 LNS
Ta300-Ti1000-SkCR-i004 0 3 1350 3 43 3 110 6 50 CP
Ta300-Ti1000-SkCR-i005 0 2 1578 0 73 0 22 0 78 LNS
Ta300-Ti1000-SkCR-i006 0 0 439 0 43 0 40 0 30 M2P
Ta300-Ti1000-SkCR-i007 0 1 1352 0 83 0 26 0 40 LNS
Ta300-Ti1000-SkCR-i008 0 1 1401 0 97 0 38 0 47 LNS
Ta300-Ti1000-SkCR-i009 0 0 238 0 52 0 21 0 104 LNS
Ta300-Ti1000-SkCR-i010 0 2 1460 0 69 0 35 0 67 LNS
Ta300-Ti1000-SkCR-i011 0 3 1327 2 105 1 67 2 81 LNS
Ta300-Ti1000-SkCR-i012 0 1 1769 3 42 0 21 0 26 LNS
Ta300-Ti1000-SkCR-i013 0 4 1516 0 88 0 33 4 195 LNS
Ta300-Ti1000-SkCR-i014 0 0 669 0 43 0 40 0 42 LNS
Ta300-Ti1000-SkCR-i015 0 0 840 0 126 0 32 0 34 LNS
Ta300-Ti1000-SkCR-i016 0 0 412 0 57 0 40 0 62 LNS
Ta300-Ti1000-SkCR-i017 0 0 103 0 67 0 15 0 34 LNS
Ta300-Ti1000-SkCR-i018 0 2 1512 0 60 0 24 0 35 LNS
Ta300-Ti1000-SkCR-i019 0 1 1406 0 46 0 36 0 64 LNS
Ta300-Ti1000-SkCR-i020 0 4 1852 1 39 0 27 0 39 LNS
Ta300-Ti1000-SkCR-i021 0 1 1425 0 49 0 31 0 27 M2P
Ta300-Ti1000-SkCR-i022 0 5 1413 7 45 5 528 6 40 LNS
Ta300-Ti1000-SkCR-i023 0 3 1275 3 63 1 136 3 44 LNS
Ta300-Ti1000-SkCR-i024 0 3 1467 1 86 0 33 0 31 M2P
Ta300-Ti1000-SkCR-i025 0 0 459 0 61 0 21 0 51 LNS
Ta300-Ti1000-SkCR-i026 0 0 119 0 44 0 13 0 28 LNS
Ta300-Ti1000-SkCR-i027 0 3 1044 0 49 0 48 0 22 M2P
Ta300-Ti1000-SkCR-i028 0 1 1247 1 51 0 29 0 30 LNS
Ta300-Ti1000-SkCR-i029 0 1 1446 0 132 0 31 0 55 LNS
Ta400-Ti600-SkC-i000 0 0 26 0 27 0 42 CP
Ta400-Ti600-SkC-i001 0 0 19 0 40 0 42 CP
Ta400-Ti600-SkC-i002 0 0 16 0 25 0 67 CP
Ta400-Ti600-SkC-i003 0 0 31 0 38 0 51 CP
Ta400-Ti600-SkC-i004 0 0 19 0 39 0 88 CP
Ta400-Ti600-SkC-i005 0 0 25 0 28 0 55 CP
Ta400-Ti600-SkC-i006 0 0 23 0 40 0 27 CP
Ta400-Ti600-SkC-i007 0 0 27 0 24 0 27 LNS
Ta400-Ti600-SkC-i008 0 0 22 0 33 0 46 CP
Ta400-Ti600-SkC-i009 0 0 20 0 32 0 42 CP
Ta400-Ti600-SkC-i010 0 0 18 0 27 0 39 CP
Ta400-Ti600-SkC-i011 0 0 32 0 26 0 34 LNS
Ta400-Ti600-SkC-i012 0 0 27 0 27 0 57 CP-LNS
Ta400-Ti600-SkC-i013 0 0 28 0 46 0 30 CP
Ta400-Ti600-SkC-i014 0 0 28 0 22 0 52 LNS
Ta400-Ti600-SkC-i015 0 0 76 0 30 0 40 LNS
Ta400-Ti600-SkC-i016 0 0 21 0 33 0 41 CP
Ta400-Ti600-SkC-i017 0 0 20 0 27 0 33 CP
Ta400-Ti600-SkC-i018 0 0 38 0 47 0 49 CP
Ta400-Ti600-SkC-i019 0 0 26 0 29 0 39 CP
Ta400-Ti600-SkC-i020 0 0 37 0 36 0 64 LNS
Ta400-Ti600-SkC-i021 0 0 31 0 44 0 45 CP
Ta400-Ti600-SkC-i022 0 0 27 0 41 0 85 CP
Ta400-Ti600-SkC-i023 0 0 23 0 18 0 31 LNS
Ta400-Ti600-SkC-i024 0 0 22 0 33 0 53 CP
Ta400-Ti600-SkC-i025 0 0 29 0 22 0 63 LNS
Ta400-Ti600-SkC-i026 0 0 27 0 31 0 45 CP
Ta400-Ti600-SkC-i027 0 0 10 0 28 0 71 CP
Ta400-Ti600-SkC-i028 0 0 41 0 48 0 56 CP
Ta400-Ti600-SkC-i029 0 0 33 0 45 0 56 CP
Ta400-Ti600-SkCR-i000 0 0 37 0 34 0 41 LNS
Ta400-Ti600-SkCR-i001 0 0 30 0 23 0 53 LNS
Ta400-Ti600-SkCR-i002 0 0 34 0 40 0 64 CP
Ta400-Ti600-SkCR-i003 0 0 33 0 22 0 31 LNS
Ta400-Ti600-SkCR-i004 0 0 20 0 38 0 42 CP
Ta400-Ti600-SkCR-i005 0 0 31 0 42 0 36 CP
Ta400-Ti600-SkCR-i006 0 0 36 0 42 0 29 M2P
Ta400-Ti600-SkCR-i007 1 1 35 1 71 1 104 CP
Ta400-Ti600-SkCR-i008 0 0 25 0 38 0 61 CP
Ta400-Ti600-SkCR-i009 0 0 18 0 42 0 41 CP
Ta400-Ti600-SkCR-i010 0 0 18 0 35 0 26 CP
Ta400-Ti600-SkCR-i011 0 0 38 0 42 0 41 CP
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Ta400-Ti600-SkCR-i012 0 0 31 0 39 0 42 CP
Ta400-Ti600-SkCR-i013 0 0 32 0 37 0 34 CP
Ta400-Ti600-SkCR-i014 0 0 21 0 35 0 34 CP
Ta400-Ti600-SkCR-i015 0 0 37 0 32 0 39 LNS
Ta400-Ti600-SkCR-i016 0 0 29 0 31 0 31 CP
Ta400-Ti600-SkCR-i017 0 0 31 0 24 0 38 LNS
Ta400-Ti600-SkCR-i018 0 0 29 0 34 0 49 CP
Ta400-Ti600-SkCR-i019 0 0 23 0 29 0 44 CP
Ta400-Ti600-SkCR-i020 0 0 31 0 47 0 54 CP
Ta400-Ti600-SkCR-i021 0 0 44 0 30 0 66 LNS
Ta400-Ti600-SkCR-i022 0 0 33 0 41 0 70 CP
Ta400-Ti600-SkCR-i023 0 0 38 0 23 0 37 LNS
Ta400-Ti600-SkCR-i024 0 0 37 0 27 0 38 LNS
Ta400-Ti600-SkCR-i025 0 0 21 0 41 0 84 CP
Ta400-Ti600-SkCR-i026 0 0 39 0 36 0 58 LNS
Ta400-Ti600-SkCR-i027 0 0 38 0 27 0 42 LNS
Ta400-Ti600-SkCR-i028 0 0 33 0 31 0 47 LNS
Ta400-Ti600-SkCR-i029 0 0 32 0 31 0 44 LNS
Ta400-Ti800-SkC-i000 0 0 29 0 36 0 27 M2P
Ta400-Ti800-SkC-i001 0 0 34 0 31 0 57 LNS
Ta400-Ti800-SkC-i002 0 0 33 0 18 0 39 LNS
Ta400-Ti800-SkC-i003 0 0 28 0 52 0 30 CP
Ta400-Ti800-SkC-i004 0 0 33 0 19 0 19 LNS-M2P
Ta400-Ti800-SkC-i005 0 0 42 0 31 0 47 LNS
Ta400-Ti800-SkC-i006 0 0 35 0 51 0 45 CP
Ta400-Ti800-SkC-i007 0 0 33 0 27 0 40 LNS
Ta400-Ti800-SkC-i008 0 0 39 0 30 0 38 LNS
Ta400-Ti800-SkC-i009 0 0 41 0 48 1 138 CP
Ta400-Ti800-SkC-i010 0 0 38 0 29 0 32 LNS
Ta400-Ti800-SkC-i011 0 0 34 0 24 0 30 LNS
Ta400-Ti800-SkC-i012 0 0 24 0 28 0 29 CP
Ta400-Ti800-SkC-i013 0 0 30 0 19 0 72 LNS
Ta400-Ti800-SkC-i014 0 0 38 0 36 0 36 LNS-M2P
Ta400-Ti800-SkC-i015 0 0 39 0 33 0 37 LNS
Ta400-Ti800-SkC-i016 0 0 46 0 23 0 39 LNS
Ta400-Ti800-SkC-i017 0 0 35 0 28 0 25 M2P
Ta400-Ti800-SkC-i018 0 0 45 0 24 0 36 LNS
Ta400-Ti800-SkC-i019 0 0 37 0 30 0 79 LNS
Ta400-Ti800-SkC-i020 0 0 44 0 25 0 45 LNS
Ta400-Ti800-SkC-i021 0 0 20 0 18 0 38 LNS
Ta400-Ti800-SkC-i022 0 0 32 0 31 0 54 LNS
Ta400-Ti800-SkC-i023 0 0 41 0 14 2 111 LNS
Ta400-Ti800-SkC-i024 0 0 36 0 19 0 38 LNS
Ta400-Ti800-SkC-i025 0 0 31 0 22 0 42 LNS
Ta400-Ti800-SkC-i026 0 0 24 0 51 0 36 CP
Ta400-Ti800-SkC-i027 0 0 38 0 17 0 41 LNS
Ta400-Ti800-SkC-i028 0 0 39 0 24 0 39 LNS
Ta400-Ti800-SkC-i029 0 0 41 0 24 0 38 LNS
Ta400-Ti800-SkCR-i000 0 0 46 0 38 0 49 LNS
Ta400-Ti800-SkCR-i001 0 0 34 0 35 0 34 CP-M2P
Ta400-Ti800-SkCR-i002 0 0 36 0 46 0 30 M2P
Ta400-Ti800-SkCR-i003 0 0 39 0 36 0 30 M2P
Ta400-Ti800-SkCR-i004 0 0 61 0 24 0 53 LNS
Ta400-Ti800-SkCR-i005 0 0 42 0 41 0 51 LNS
Ta400-Ti800-SkCR-i006 0 0 40 0 21 0 66 LNS
Ta400-Ti800-SkCR-i007 0 0 45 0 23 0 32 LNS
Ta400-Ti800-SkCR-i008 0 1 28 1 72 1 68 CP
Ta400-Ti800-SkCR-i009 0 0 40 0 39 0 43 LNS
Ta400-Ti800-SkCR-i010 0 0 42 0 28 0 36 LNS
Ta400-Ti800-SkCR-i011 0 0 36 0 29 0 49 LNS
Ta400-Ti800-SkCR-i012 0 0 43 0 40 0 34 M2P
Ta400-Ti800-SkCR-i013 0 0 35 0 29 0 53 LNS
Ta400-Ti800-SkCR-i014 0 0 44 0 25 0 24 M2P
Ta400-Ti800-SkCR-i015 0 0 39 0 35 0 26 M2P
Ta400-Ti800-SkCR-i016 1 1 39 1 115 1 130 CP
Ta400-Ti800-SkCR-i017 0 0 39 0 35 0 60 LNS
Ta400-Ti800-SkCR-i018 0 1 54 0 40 1 64 LNS
Ta400-Ti800-SkCR-i019 0 0 88 0 42 0 92 LNS
Ta400-Ti800-SkCR-i020 0 0 33 0 28 0 23 M2P
Ta400-Ti800-SkCR-i021 0 0 79 0 26 0 39 LNS
Ta400-Ti800-SkCR-i022 0 0 38 0 42 0 35 M2P
Ta400-Ti800-SkCR-i023 0 0 41 0 36 0 39 LNS
Ta400-Ti800-SkCR-i024 0 0 30 0 27 0 25 M2P
Ta400-Ti800-SkCR-i025 0 0 33 0 31 0 57 LNS
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Ta400-Ti800-SkCR-i026 0 0 58 0 34 0 40 LNS
Ta400-Ti800-SkCR-i027 0 0 49 0 43 0 122 LNS
Ta400-Ti800-SkCR-i028 0 0 35 0 35 0 55 CP-LNS
Ta400-Ti800-SkCR-i029 0 0 37 0 32 0 86 LNS
Ta400-Ti1000-SkC-i000 0 0 53 0 35 0 68 LNS
Ta400-Ti1000-SkC-i001 0 0 57 0 50 0 108 LNS
Ta400-Ti1000-SkC-i002 0 0 44 0 45 0 30 M2P
Ta400-Ti1000-SkC-i003 0 0 64 0 24 0 73 LNS
Ta400-Ti1000-SkC-i004 0 0 44 0 48 0 60 CP
Ta400-Ti1000-SkC-i005 0 3 43 1 70 2 117 LNS
Ta400-Ti1000-SkC-i006 0 1 63 0 42 0 16 M2P
Ta400-Ti1000-SkC-i007 0 0 42 0 29 0 38 LNS
Ta400-Ti1000-SkC-i008 0 0 62 0 36 0 36 LNS-M2P
Ta400-Ti1000-SkC-i009 0 0 62 0 39 0 59 LNS
Ta400-Ti1000-SkC-i010 0 0 46 0 18 0 44 LNS
Ta400-Ti1000-SkC-i011 0 0 45 0 27 0 35 LNS
Ta400-Ti1000-SkC-i012 0 0 46 0 32 0 56 LNS
Ta400-Ti1000-SkC-i013 0 0 47 0 49 0 51 CP
Ta400-Ti1000-SkC-i014 0 0 49 0 49 0 39 M2P
Ta400-Ti1000-SkC-i015 0 0 53 0 27 0 37 LNS
Ta400-Ti1000-SkC-i016 0 0 48 0 31 0 64 LNS
Ta400-Ti1000-SkC-i017 0 0 77 0 26 0 60 LNS
Ta400-Ti1000-SkC-i018 0 4 43 3 61 3 135 LNS
Ta400-Ti1000-SkC-i019 0 0 63 0 35 0 40 LNS
Ta400-Ti1000-SkC-i020 0 2 65 1 96 1 60 M2P
Ta400-Ti1000-SkC-i021 0 0 55 0 23 0 62 LNS
Ta400-Ti1000-SkC-i022 0 0 45 0 31 0 49 LNS
Ta400-Ti1000-SkC-i023 0 0 31 0 28 0 41 LNS
Ta400-Ti1000-SkC-i024 1 3 46 1 89 5 224 LNS
Ta400-Ti1000-SkC-i025 0 4 53 3 319 6 140 LNS
Ta400-Ti1000-SkC-i026 0 7 39 6 114 6 87 M2P
Ta400-Ti1000-SkC-i027 0 0 41 0 39 0 100 LNS
Ta400-Ti1000-SkC-i028 0 0 77 0 60 0 32 M2P
Ta400-Ti1000-SkC-i029 0 0 47 0 55 0 47 CP-M2P
Ta400-Ti1000-SkCR-i000 0 1 68 0 19 2 213 LNS
Ta400-Ti1000-SkCR-i001 0 2 62 2 74 3 103 CP
Ta400-Ti1000-SkCR-i002 0 0 58 0 41 0 65 LNS
Ta400-Ti1000-SkCR-i003 0 0 44 0 35 0 42 LNS
Ta400-Ti1000-SkCR-i004 0 2 58 0 52 0 115 LNS
Ta400-Ti1000-SkCR-i005 0 0 40 0 18 0 50 LNS
Ta400-Ti1000-SkCR-i006 0 5 49 3 100 4 134 LNS
Ta400-Ti1000-SkCR-i007 0 0 36 0 102 0 45 CP
Ta400-Ti1000-SkCR-i008 1 3 46 1 183 2 93 LNS
Ta400-Ti1000-SkCR-i009 2 12 48 11 290 13 168 LNS
Ta400-Ti1000-SkCR-i010 0 4 46 2 157 4 105 LNS
Ta400-Ti1000-SkCR-i011 0 0 49 0 25 0 46 LNS
Ta400-Ti1000-SkCR-i012 0 6 67 3 217 5 122 LNS
Ta400-Ti1000-SkCR-i013 0 1 59 0 112 1 112 LNS
Ta400-Ti1000-SkCR-i014 2 7 1320 4 65 2 86 5 310 LNS
Ta400-Ti1000-SkCR-i015 0 3 57 1 129 3 110 LNS
Ta400-Ti1000-SkCR-i016 0 0 63 0 23 1 94 LNS
Ta400-Ti1000-SkCR-i017 0 5 44 3 83 5 74 LNS
Ta400-Ti1000-SkCR-i018 0 6 61 5 416 6 267 LNS
Ta400-Ti1000-SkCR-i019 0 0 43 0 39 0 43 LNS
Ta400-Ti1000-SkCR-i020 0 1 59 0 62 0 70 LNS
Ta400-Ti1000-SkCR-i021 0 0 53 0 43 0 51 LNS
Ta400-Ti1000-SkCR-i022 0 0 37 0 24 0 32 LNS
Ta400-Ti1000-SkCR-i023 0 0 51 0 34 0 39 LNS
Ta400-Ti1000-SkCR-i024 0 0 84 0 36 0 52 LNS
Ta400-Ti1000-SkCR-i025 0 0 67 0 45 0 29 M2P
Ta400-Ti1000-SkCR-i026 0 0 53 0 26 0 29 LNS
Ta400-Ti1000-SkCR-i027 0 0 49 0 54 2 209 CP
Ta400-Ti1000-SkCR-i028 0 0 50 0 31 0 38 LNS
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Planification de personnel avec affectation de tâches fixées : méthodes et
application dans un contexte médical
Workforce scheduling with fixed tasks : methods and application in a medical
context
Résumé
Bien que la gestion des ressources humaines soit une
problématique bien étudiée, elle reste d’actualité encore
aujourd’hui, notamment en raison de la grande diversité des
contextes applicatifs. De plus, les outils d’aide à la décision
adressant ces problèmes peuvent encore être améliorés. Dans
cette thèse, nous nous intéressons au contexte particulier où les
activités des employés correspondent à des tâches fixées dans le
temps, requérant des compétences précises et ne pouvant être
préemptées.
Nous étudions tout d’abord un problème issu de l’industrie
pharmaceutique où il s’agit non seulement de trouver une
affectation équitable des tâches, mais également de construire les
horaires de travail du personnel de manière à respecter les
contraintes légales et organisationnelles. Pour résoudre ce
problème, nous proposons et comparons deux méthodes exactes,
l’une fondée sur un modèle PLNE, l’autre sur un modèle PPC, ainsi
que deux méta-heuristiques, l’une reposant sur une décomposition
du problème, l’autre reposant sur une recherche par voisinages
larges. Nous discutons ensuite de l’intégration de la meilleure de
ces méthodes au sein d’un outil d’aide à la décision.
Nous nous intéressons ensuite à un problème d’affectation de
tâches fixées visant à minimiser le nombre d’employés requis. Pour
résoudre ce problème, nous proposons une approche PPC tirant
parti de la structure du problème. Nous montrons que cette
approche permet d’obtenir rapidement de bonnes bornes,
permettant ainsi de prouver l’optimalité sur les instances de la
littérature dans un temps raisonnable.
Abstract
Although workforce scheduling has been studied for decades, it
remains highly relevant. In particular, applications and contexts are
numerous, and they are always changing. Moreover,
decision-support tools dedicated to workforce scheduling could still
be improved In this thesis, we focus on the particular context where
workers are assigned to fixed tasks which cannot be preempted and
require specific skills.
First, we study a problem arising in a company specialized in drug
evaluation where fixed tasks have to be assigned in a fair way to
qualified employees so that the resulting individual shifts and
plannings respect legal and organizational constraints. To handle
this problem, we design and compare two exact methods, one
based on a MIP model, the other on a CP approach, but also two
meta-heuristics, one based on a decomposition strategy, and the
other on a large neighborhood search. The best method is
integrated within a decision support system.
Second, we study a fixed tasks assignment problem, where the
objective is to minimize the number of resources required to perform
all the tasks. To tackle this problem, we suggest a constraint based
approach which takes advantage of the structure of the problem.
This approach enables to compute good bounds quickly, and thus, it
proves optimality over state-of-the-art instances within a reasonable
time limit.
Mots clés
Planification de personnel avec affectation de
tâches fixées, méthodes exactes et approchées,
optimisation.
Key Words
Workforce scheduling with fixed tasks, exact and
heuristic approaches, optimization.
L’UNIVERSITÉ NANTES ANGERS LE MANS
