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A b stra ct

Congestion Control in Frame Relay Networks has been identified as an area of cur
rent research. The literature identifies two forms of congestion control, implicit and
explicit. Explicit congestion control is built into the Frame Relay Protocol in the form
of the BECN and FECN bits. As Frame Relay is a high throughput packet switching
protocol currently being implemented to interconnect LANs across a dispersed geo
graphical area, propagation delay is a factor to consider. This study identifies and
investigates the effect of propagation delay on a star connected Frame Relay Network
during congestion events. It investigates this using a closed queueing network model
with adaptive window control. This model is first validated using Buzen’s algorithm
and queueing theory. A fixed threshold for the average queue length at the congested
node is then used as the statistic of interest. The propagation delay between the source
ingress node and the congested node is converted into the same units as the average
queue length. This is then ignored, added or subtracted from this threshold on a per
virtual circuit basis. The effect on the simulated network is measured and it is found
that the maximum normalised power is observed when propagation delay is subtracted
from the threshold. The main conclusion of this work is that the propagation delay
should be subtracted from the fixed threshold average queue statistic to effect maximum
power in the network.
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Chapter 1
Introduction
One use of a Frame Relay Network is to interconnect LANs (Local Area Net
works) that are geographically dispersed within an organisation. This results in
nonzero propagation delay on the links between network nodes in the Frame Re
lay Network. The literature which deals with congestion control in Frame Relay
Networks currently treats propagation delay as if it has an insignificant effect
on network performance. Whilst this conclusion is doubtless valid for low delaybandwidth product networks, it nonetheless must be questioned in the case of
high speed nation wide networks. In other words, the effect of propagation delay
on congestion control in large delay-bandwidth Frame Relay Networks will be
evaluated in this current work.

1.1 Questions to be examined by this thesis
The literature presents various methods used to detect the onset of congestion
in a network. Some rely solely on implicit signalling such as measuring the total
delay of a frame and comparing it to some predetermined threshold’s and taking
appropriate action (such a method was proposed by [36]). Others use network
defined ’cycle’ times, when the average queue length reaches a predefined thresh
old frames are marked as having encountered network congestion (using explicit
notification). The method used needs to be assessed using the Congestion Control
goals of Section 2.7.
1
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A current application for Frame Relay is interconnecting Local Area Network’s
(LAN’s) to form high speed Wide Area Networks (WAN’s). Traffic between
LAN’s tends to be very bursty. As a result, bursty traffic should not be penalised.
The distance between nodes in the frame relay network and the interfaces will vary
greatly. This provides a varying propagation delay through the network. What
effect does this variation have on the Frame Relay Network during congestion?
The situation where congestion briefly occurs in a Frame Relay Network needs
to be considered. Such a situation would occur over a time span (milliseconds
to seconds scale) that is too short for the management system incorporated into
the network to reroute some of the virtual circuits. The literature suggests that
when a node in the network reaches a utilisation of 80%, the queue start’s to
grow without bound (see [34] page 3921). As the Frame Relay Network node’s
queue will have a finite buffer length, such a utilisation will statistically result in
buffer overflow and translate into frame loss.
Consider the situation where the utilisation briefly increases above an sustain
able rate, and then falls quickly off again. The network may have entered mild
congestion and have marked frames using explicit congestion notification. If the
end to end protocol (such as ISDN’s Q922 specification) actually responds to this
notification using schemes suggested in the standards and the literature, it may
be some time before the network utilization returns to normal levels. One sug
gested method of congestion detection uses a Kalman filter (see [1]). This assumes
an underlying statistically stationary or cyclostationary process. Alternatively,
as is likely to be the case, congestion is a non-stationary random process. This
implies that a different approach should be considered. One technique applied
to the transport layer is proposed in [16] called Random Early Detection. This
technique could easily be applied to Frame Relay Networks using the Q922 end
to end protocol or otherwise with some minor modifications. This is left as future
research.
Another technique is to consider the average queue length at the congested
node, and vary the threshold used to decide when to use explicit congestion
1a result of the 1 - p denominator factor in expected queue size, p =

X/p
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notification within the network. The threshold, on a per virtual circuit basis, is
varied by ignoring ,adding and subtracting the propagation delay. This will then
show if the propagation delay does ,in fact, effect the congestion event or not.
This technique is modelled and applied in this study.

1.2 Contributions of this thesis
• Development of a model that simulates a Frame Relay Network using fixed
thresholds that are a function of propagation delays for explicit congestion
notification (see Section 4.2).
• Chapter 4 provides validation experiments, using the models of a closed
queueing network. A star connected network is modelled and analysed
using BUZEN’s algorithm and a simulation is performed. Simulation and
theory are shown to have very strong agreement (see Section 4.3).
• This study shows that varying propagation delay does effect the Congestion
Control strategy chosen (see Section 4.1 and Section 5.7).
• In Chapter 5 it is shown that the link propagation delays between the ingress
nodes and the congested node are the dominant factor in the performance
of the network under congestion events when the BECN mechanism is im
plemented (see Section 5.4.1).
• Chapter 5 also shows results based on seven different topologies, with four
that vary the link propagation delays when propagation delay is ignored,
added and subtracted. It is shown that subtracting the propagation delay
has the best effect on most of the virtual circuits in terms of normalised
power and normalised throughput2 (see Section 5.6).
• The Results of the simulations show that propagation delay should be sub
tracted from the fixed threshold to maximise the normalised power in the
2Normalised Power is defined as normalised throughput divided by normalised delay (see
Section 2.8).
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network. The best results are obtained when the fixed threshold used is
between 20 to 30 per cent of the queue length of the congested node (see
Section 5.7).

1.3 Outline of this thesis
First, various methods of congestion detection will be examined as recommend
ed in the standards and the associated literature. The explicit binary feedback
mechanism will then be implemented inside a network simulator and its perfor
mance under different network configurations will be analysed and compared.
Performance will be measured against the goals of congestion control as stated
in section 2.7.
Chapter 2 and 3 reviews the literature on congestion control in Frame Relay
Networks. Chapter 4 presents verification of the Frame Relay Network used in the
simulations. Chapter 5 presents results of simulations where explicit congestion
indication is set when average queue length threshold is exceeded, with propa
gation delay ignored, added and subtracted from the threshold used. Chapter 6
presents the conclusions and future research paths.

Chapter 2
R eview of the literature
pertaining to Congestion
Control in Frame Relay
Networks
2.1 Introduction
Since about 1980 work has proceeded on the establishment of telecommunications
standards that will allow the integration of voice and data networks. These
standards have centred on the definition of Integrated Services Data Network
(ISDN). One of the services to arise from this work is Frame Relay Bearer Services.
In 1988, the Consultative Committee for International Telephone and Telegraph
(CCITT) approved Recommendation I.1221, as part of the ISDN standards.
While defining the ISDN standards, a realisation had set in that the charac
teristics of the signalling protocol known as Link Access Protocol - D channel
(LAPD) could be very useful for other applications. One such application was
multiplexing virtual circuits at the Data Link Layer instead of the Network Layer
as in X.25. Since then both the CCITT and ANSI (American National Standard-*
called ’Framework for additional packet mode bearer services’
5
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s Institute) have continued associated standards concerning Frame Relay. The
ANSI committee known as T1S1 under the auspice of the Exchange Carrier Stan
dards Association defined Frame Relay standards, having all the ANSI standards
approved by 1991. The CCITT has moved less quickly but has consulted with
the ANSI committee and is producing compatible standards.
Frame Relay Services typically operate at access speeds between 64 kilobits per
second and 2 megabits per second inclusive. Above these access speeds typically
requires the use of other services2. Frame Relay is a data link layer protocol
that provides routing of frames by using the Data Link Connection Identifier
(DLCI). The DLCI has only local significance and serves the same purpose as the
LCN (Logical Channel Number) in an X.25 network. It is essentially a cut down
version of the X.25 packet switching protocol, taking advantage of the lower bit
error rates available with optical transmission mediums.
X.25 layer’s two and three operates flow control, error control, routing of pack
ets etc. on a link by link basis. It is a useful protocol when packets are being
transmitted on telecommunication links with high bit error rates. However, the
resultant overhead generated by the protocol in terms of processing and encap
sulation, is not justifiable when using high capacity transmission links and low
bit error rates.
Frame Relay removes error recovery and flow control from the network and
requires the end to end communicating peer entity’s to perform such functions3,
leaving the Frame Relay Network to simply switch frames. The characteristics of
a fast packet switching network as outlined in [34] page 115 are:• No link-by-link error control.
• No link-by-link flow control.
• End-to-end error control if necessary.
• The use of internal virtual circuits (the DLCI’s).
2Such as Broadband ISDN
3In some circumstances such services may not be required, eg transmission of real time video
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• Hardware switching.
All these characteristics can be applied to a Frame Relay Network. For this reason
Frame Relay is known as one of the fast packet switching protocols4.

2.2 Definitions
The following terms are used in the Frame Relay Protocol (see Appendix B.l for
a more complete list).
C om m itted Inform ation R ate (CIR) : The rate at which the network agrees
to transfer information under normal conditions.
Excess Inform ation R ate (EIR) : The maximum rate which the network will
attempt to transfer data under normal conditions.

2.3 Congestion in Frame Relay Networks
The Frame Relay Network performs the three core functions of the Frame Relay
Protocol. These are checking for bit errors, checking correct addressing5 and
congestion notification. If the first two checks are in error the frame is simply
discarded. It is up to the end to end protocol (such as Q922) to detect these
losses and respond appropriately.
The end user has two methods to tell if there is congestion in the Frame Relay
Network. These are termed implicit congestion indication and explicit congestion
indication. Implicit congestion indication is where the end users suspect conges
tion in the network by timeouts, receiving reject packets, or comparison of end to
end delay and end to end throughput with known thresholds. Explicit congestion
is where the Frame Relay Network signals to the end entity’s that congestion is
occurring in the network.
4the other is Asynchronous Transfer Mode (ATM), also known as ’’cell relay”.
5using the DLCI
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Two types of explicit congestion notification are provided by the Frame Relay
Network. The first type of congestion notification is called Backward Explicit
Congestion Notification (BECN). This is typically used by the congested node to
notify the source of the traffic that congestion is occurring on that virtual circuit6.
To be effective, it requires frames to be flowing in the reverse direction. This will
always be the case if window flow control is used7, as the acknowledgements will
flow in the opposite direction. Also, due to the smaller size of the acknowledge
ment frames, they will tend to get to the source node quickly, delayed only by the
larger data frames that are queued ahead of them. The ISDN end user standards
recommend that receiving a BECN should result in an immediate response from
the traffic generator (see [9]).
The other type of congestion notification used is called Forward Explicit Con
gestion Notification (FECN). This tells the destination that the Frame Relay
Network has experienced congestion at some point on the path taken by the
frame. It can either delay acknowledgements, or send a congestion indication
frame (see [9]). FECN’s are targeted at destination controlled protocol suites
such as the OSI class 4 Transport protocol operated over the OSI connectionless
network service.
Another mechanism provided by Frame Relay is the ability to label a frame
as being eligible for discard8. Each source at setup must provide or be assigned
a Committed Information Rate (CIR) and Excess Information Rate (EIR). If
a frame causes the CIR to be exceeded then it is to have its DE bit enabled,
indicating that it should be discarded in the event that network resources are
being highly utilised. This provides a policing mechanism to allow transmission
of frames above the agreed rate but below the maximum allowed rate9.
Another indication of congestion sent by the Frame Relay nodes to all ingress
nodes is the use of the Consolidated Link Layer Management (CLLM10) frame
6the DCLI provides a virtual circuit for data transmission
7assuming frames in the reverse direction pass through the same Frame Relay Handlers
8the Discard Eligible (DE) bit is used for this purpose
9frames that exceed the EIR will be discarded at the ingress node
10defined in ANSI standards and Q.922 from CCITT
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using reserved DCLI number 1023. This is a frame that has information indicating
which virtual circuits are encountering congested conditions and reaction to it is
the same as to a BECN. It may be used if the network is in a congested state
and no timely frames are flowing in the reverse direction.

2.4 The congestion phenomenon
The term congestion as applied to a Frame Relay Network, refers to the situation
where the resources available to service the frames in the network is exceeded by
the number of frames offered for service. In other words, congestion occurs when
the rate at which frames can be processed is exceeded by the number of frames
offered for processing. Congestion control is the mechanism or mechanisms that
the network invokes, over some time span, to alleviate and/or avoid congestion
in the network. It is important to point out that congestion control can only
be related to either a fixed or adaptive period of time. This is likely to be even
more important when there are varying propagation delays for individual virtual
circuits.
Consider a Frame Relay Network which chooses not to implement congestion
control. Such a network will still discard frames when its buffers fill up. Fig
ure 2.1 show’s the resultant network response. As the offered load11 increases the
networks throughput12 also increases (linearly), until point A is reached. At point
A 13 the Frame Relay Network has begun to discard frames as some of its buffers
are full. The network is now said to be in mild congestion. As the offered load is
increased further, more and more frames are discarded by the network. At point
B the network enters severe congestion, where a given frame needs to be retrans
mitted many times before reaching the destination. Some frames may reach the
destination but be retransmitted because the acknowledgements are delayed or
discarded by the network (see [34] pages 391 to 392 and [26]). Congestion control
should prevent the network from entering the severe congestion area and provide
11defined as the number of frames transmitted by all subscribers to the frame relay network
12defined as the number of frames delivered to a destination per unit time
13also referred to as the ’’knee” of the delay curve.
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OFFERED LOAD

Figure 2.1: The stages of congestion and its effect on network throughput and
network delay
mechanisms to recover as quickly as possible.

2.5 Short term congestion
In [14] it is pointed out that real time controls are necessary in a Frame Relay
Network. These controls are required to deal with short term congestion situ
ations that can occur in the milliseconds to seconds time frame, which global
schemes (such as rerouting of virtual circuits) can not deal with as they typically
operate at time frames of seconds to minutes.
In [14] it is also recommended that the Frame Relay Handlers should have
resources to keep records on the virtual circuits (called permanent virtual circuit
translation records) so that those virtual circuits which are ’hogging’ resources
or which do not respond to explicit congestion notification can be penalised or
have appropriate control methods applied (such as their frames being discarded
after those frames already marked with their DE bit set). This however requires
more complicated code in the Frame Relay Handlers, adding a little to processing
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time. It will ,however, meet the ’fairness’ criteria as set out in Section 2.7.

2.6 The role of the DE bit in congestion
The CIR is agreed between the customer and the network at connection time
and forms part of the Quality of Service (QOS) guaranteed by the network dur
ing normal operation of the network. However, during congestion the network is
not operating normally. If a large number of frames have been transmitted with
their DE (Discard Eligible) bit set then when the network encounters congestion,
it starts discarding these frames first. At this stage there is no need to use any
explicit congestion notification to indicate the onset of mild congestion. If conges
tion continues, even though all discard eligible frames have been discarded, then
the network has no choice but to start the use of explicit congestion notification14.
It is at this point that the agreed CIR is reduced by the network and explicit
notification mechanism is engaged. In this situation all customers should reduce
their offered load fairly. The network can also penalise any customers who do
not respond to congestion notification by discarding those customer’s frames, pro
vided the network monitors the reaction of every customer. This may best be
done at the ingress nodes by marking a percentage of those customer’s frames as
discard eligible (see [2] section 1.6.2).
This study assumes that all frames are marked as Discard Eligble by setting
the CIR to zero and the EIR equal to the access speed of the ingress links. This
ensures that the priority of all virtual circuits is the same and simplifies the
analysis. This assumption is likely in practice when a Frame Relay Network is
used to interconnect LANs, that tend to exhibit bursty traffic patterns.
14even at this stage only DE flagged frames should have been discarded
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2.7 Congestion Control
The goals for Frame Relay congestion control are defined in CCITT Recommen
dation I.3xx15 and reappear in [34] on pages 394 to 395 as follows:• Minimize frame discard.
• Maintain, with high probability and minimum variance, agreed quality of
service.
• Minimize the possibility that one end user can monopolize network resources
at the expense of other end users.
• Be simple to implement and place little overhead on either end user or
network.
• Create minimal additional network traffic.
• Distribute network resources fairly among end users.
• Limit spread of congestion to other networks and elements within the net
work.
• Operate effectively regardless of the traffic flow in either direction between
end users.
• Have minimum interaction or impact on other systems in the Frame Relay
ing Network.
• Minimize the variance in quality of service delivered to individual Frame Re
lay connections during congestion (eg individual logical connections should
not experience sudden degradation when congestion approaches or has oc
curred) .
Frame Relay has been optimized for throughput and efficiency. This simplicity
makes congestion control difficult to achieve as the Frame Relay Handlers (FRH)
15Congestion Management for the Frame-Relaying Bearer Service
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can only use explicit indication to the end to end interfaces16. Frame Relay
then relies on these interfaces to reduce the offered load. The standards consider
congestion control to be the joint responsibility of the network and end users (see
[9] and [3]).
It may be useful at this stage to introduce two types of congestion control
strategies (see [34] page 395 and [9]):Congestion Avoidance These are any procedures implemented at the onset of
congestion to minimize the effect on the network. These procedures should
be executed near or at the point of mild congestion. These could also include
fairness criteria by first targeting those virtual circuits that are using the
most capacity at the congested queue. This requires some intelligence at
the FRH. Congestion avoidance uses the explicit notification mechanism to
indicate to the end users that congestion is occurring. The end users will
not be able to detect mild congestion otherwise.
Congestion Recovery These procedures are implemented to prevent and re
cover from network congestion when faced with severe congestion. This is
implemented when frames are dropped due to congestion. By this stage all
frames in the network passing through the congested node(s) will be marked
using explicit notification, so the end user’s could determine that the lost
frames are due to congestion in the network. The dropping of frames in
vokes the implicit signalling mechanism available (as described in [9]) in the
end to end protocol.
The standards suggest (see [9] and [3]) that congestion recovery and avoidance,
which encompass implicit and explicit signalling mechanisms are complimentary
control’s and should both be implemented in a Frame Relay Network. The point
should be made that a compliant solution to these standard’s for the protocol
used end to end (such as Q922 upper layer) need not implement procedures that
will lead to the recovery of the network from congestion.
16the only other option is to discard frames, this being done as a last resort with those frames
with the DE bit set being first
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2.8 The concept of Network Power
The literature concerning congestion control in Frame Relay Networks provides
various mechanisms to achieve the goal of maximising good throughput17, 7 , while
minimising delay, E(T). This is usually referred to as increasing the power of the
network18. This can be done in two ways (see Figure 2.1):• Increasing the throughput while keeping the delay nearly constant.
• Decreasing the delay while keeping the throughput nearly constant.
The problem is that delay is a function of utilisation of each server (queue). As
utilisation increases, average queue length increases and so does average delay.
Throughput is a function of the number of frames offered to the network, which
increases the queue length, increasing delay and then resulting in a throughput
increase that is lower than the increase in offered load. It is for this reason that
maximum power occurs when the number of frames offered to the network is
equal to the number of network queues19, as on average each server is serving one
frame with no frames waiting for service. Unfortunately, the luxury of restricting
the total number of frames into the network to the number of queues is not a
reasonable thing to do. It is far better to accept as many frames as possible and
buffer them. Under these circumstances power can still be maximised. Certainly,
the maximum throughput does not occur at the maximum power value. The
plot of good throughput versus offered load shows this. Throughput continues
to increase as offered load is increased until mild congestion is approached, at
which point it starts to level off and then at the approach of severe congestion
actually drops lower. The aim of any network design should be to maximise the
total throughput while avoiding and recovering from congestion.
17the ratio of successfully received packets to transmitted packets
18where power is defined as 7/E(T), see [18]
19assuming a equal distribution of frames amongst those queues and zero propagation delay
between nodes
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2.9 Recommendation Q.922
Recommendation Q.922 is titled ’’ISDN Data Link Layer Specification for Frame
Mode Bearer Services”. It specifies the Data Link core services (referred to as
DL-CORE) and the Data Link control services (referred to as DL-CONTROL).
The DL-CONTROL services provide end to end connectivity. The DL-CORE
services implement the core services of the Frame Mode Bearer Services. The
DL- CONTROL sublayer is connected to the DL-CORE sublayer via a SAP (Ser
vice Access Point). Appendix I of Recommendation Q.92220 outlines proposed
responses to congestion by the DL-CONTROL entity’s.
From Appendix B.l it can be seen that Frame Relay is a rate based protocol.
However, a sliding window can be used, and is widely used in practice, for end to
end control. The use of rate adaption or window control provides the necessary
mechanism to vary the offered load on the network. At the DL-CONTROL
sublayer, dynamic window control is used, providing a closed queueing network.
This window control approximates the rate based control only when the frame
sizes have very low variance (close to zero). This investigation uses window control
to approximate rate based control. Rate based approaches could be implemented
by applying enforcement at the Frame Relay ingress node, with those frames
exceeding the CIR being marked as discard enabled and those frames exceeding
the EIR being either discarded at the ingress node or marked as discard enabled,
depending on the current state of the network. Currently such enforcement has
not been implemented. Recommendation Q.922 allows usage of dynamic window
control to approximate the rate based approach.

2.9.1 Appendix I of Q.922
Appendix 1.1 of Q.922 presents an algorithm used to respond to implicit detec
tion of network congestion based on dynamic window size. Implicit detection is
triggered by loss of I frames. This can either be the timeout of a T200 timer or
reception of a REJ frame. If a T200 timer expires, the DL-CONTROL entity
20titled ’Responses to network congestion’
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transmits a command with the P bit set to 1, and waits to receive an I frame
response or supervisory response in which the F bit is set to 1, but in which the
value of N(R) is less than the current value of V(S)21. If a REJ frame is received,
the window is retransmitted without transmitting a probe frame.
Such a scheme is proposed in [14] page 124 where studies undertaken show
that if the response to the T200 expiration is to resend all the current window
(go-back-N) during periods of increasing congestion, the good throughput de
creases more dramatically than for this scheme where a command frame is sent22.
Once the DL-CONTROL entity detects either one of the above events, the
dynamic window algorithm is invoked. The recommended response is to set the
window size to either a quarter of its current setting or one, whichever is the
greater value (as this is a recommendation only, a higher value can be used, but
it is pointed out that such a value could lengthen the duration of congestion). As
I frames are successfully transmitted and acknowledged, the window size is slowly
increased (the suggested value is by 1 frame) until it again attains its maximum
value, or if further I frames are lost the window size is again decreased and a
command frame is sent.
The system parameters identified for the dynamic window algorithm are:• Transmit working window, V(K) which is the maximum number of sequen
tially numbered I frames that may be outstanding.
• Dynamic window step size (Nw) which is the number of I frames that must
be transmitted and acknowledged before the transmit working window is
increased. A default value of 5 frames is specified.
• Information acknowledge counter (Ia_Ct) which contains the number of
I frames successfully transmitted and acknowledged since the last adjust
ment of V (K).
21N(R) is the other DL-CONTROL entity’s current receive sequence number and V(S) is this
DL-CONTROL entity’s send sequence number, see [9] page 8 Table 2/Q.922
22note that this study shows good throughput still drops even when a command frame is sent
into the network as offered load is increased
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Section 1.2 of Appendix I proposes various responses to congestion indication
based on explicit notification from the network. One method is proposed as
follows. During a defined measurement interval (this time interval is dependent
on whether a rate based or window based implementation is used) the number
of frames with FECN bits set is compared to the number of frames received
without FECN bits set. Then if the number of frames received with the FECN
bit set exceeds or equals the number of frames received without the FECN bit
set then the window size or offered rate should be reduced by 0.875 of its current
value or to a minimum window size of one (if sliding window is used). If the
number of marked frames is less than those with no FECN bits set, then the
offered rate can be increased by one. If the network is ’known’ to be using
explicit congestion notification and a frame is lost, the DL-CONTROL entity
may reduce the offered load by 0.625 instead of by a factor of 0.25. Under such
circumstances the DL-CONTROL entity may increase its offered load by a factor
of 0.125 (instead of 0.0625 or one frame in the use of dynamic window algorithm).
Appendix I makes the point that determination of imminent congestion is a
function of network design and is not subject to any standardization. A method
to detect imminent congestion is provided (suggested as the best method in [29]
with adaptive window control). A regeneration cycle begins when the queue goes
from idle (empty) to busy (one frame or more) and ends upon the next transition
from idle to busy. During the period between the start of the previous cycle and
the current time, the average queue length is calculated. If the average size of
the queue exceeds a threshold value, then FECN (and BECN) bits should be set
by the network. When the average queue falls below this threshold, then the
network stops setting FECNs and BECNs. It is noted further on in Appendix I
that the threshold for BECNs should occur before the necessity to drop frames
([18] also refers to this same need for FECNs).
The reception by the DL-CONTROL entity of BECN requires immediate
action by the entity. It should reduce its offered load to the CIR agreed at
subscription time, if it is exceeding this rate. If a dynamic window scheme is
employed and an entire window of consecutive frames with the BECN bit set is
received, the window size is reduced by 0.675 its current value or to one, whichever
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is the greater. If another window of consecutive frames with the BECN bit set is
received a factor of 0.5 is used. Finally, if another set of consecutive frames with
the BECN bit set is received a factor of 0.25 is used.
Once the BECN bits are cleared, the window size can be increased by one when
half a window of consecutive frames with the BECN bit cleared are received. If
a I frame is lost the implicit detection scheme proposed in Section 1.1 should be
used, with the exception that if the network is known to use explicit congestion
notification, it should operate on the same basis as when receiving FECNs (as
above).

2.10 Congestion Control: Congestion Recov
ery Approaches
2.10.1 LAPD Data network - frame relay and edge ter
minated
In [30] a comparison is made of congestion control in a LAPD data network
with ’frame relay’ and ’edge terminated’ implementations. In a ’frame relay’
implementation, LAPD is terminated at the end systems only, with all network
nodes operating in a Frame Relay mode. In a ’edge terminated’ implementation,
LAPD is terminated at the end-systems as well as at the edge nodes2324.
The study reveals that the ’frame relay’ implementation achieves a higher
throughput as offered load is increased. The reason for this is that the extra
processing required in the ’edge-terminated’ implementation results in increased
processing time. This results in the edge nodes becoming the bottleneck rather
than the trunk transmission speeds. It is also noted that edge terminated system
good throughput drops off more slowly than the corresponding Frame Relay sys
tem good throughput when offered load is increased. The reason for this is that
the ’edge terminated’ system’s edge node restricts access to the network due to its234
23this means that two layers of processing are present at the end systems and edge nodes
24this also means that it is easier to monitor and control traffic at the edge nodes
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increased processing, resulting in a lower throughput. In summary, it was shown
that the ’edge-terminated’ system has a lower throughput than the ’frame relay’
system, however, the ’frame relay’ system will more easily enter the congested
state.
The study also reveals that the Frame Relay implementation results in lower
end to end delays for the shorter frames. This study argues against terminating
the edge nodes of a Frame Relay Network with a full LAPD scheme to com
municate to the access links, but rather have the access links implement LAPD
(or DL-CONTROL of Q922) across the Frame Relay Network. This illustrates
the point that if processing of frames at the switching nodes is the bottleneck,
then increasing trunk transmission capacity will have little effect on the network’s
performance. This study uses cross traffic in its simulations, but the measure
ments are taken on traffic that transverses the same path. Hence, the effect of
propagation delay is not properly considered.

2.10.2 Random stop - Slow start algorithm
In [30] one of the congestion recovery schemes studied is the so-called ” slow start”
algorithm. When implicit congestion is detected (received a REJ frame, or a T200
timer has expired) the offered load is stopped for a random period of time. At
the end of this time, frames are transmitted, but the window size is started at
1 and increased slowly (that is, a ’slow start’ algorithm). As shown in [30] such
schemes can result in idleness in the network unless judicial choice of time delays
is made. Implicit congestion detection does not provide this information unless
the delay or throughput of the virtual circuits are measured, even when the T200
timers expire (such a scheme is provided in [36]).

2.10.3 Probe Frame
In [14] various methods of congestion control in Frame Relay Networks are dis
cussed. The results obtained in [30] are further elaborated on. As Already noted
Q.922 uses in its DL-CONTROL sublayer the recommendation that upon expi
ration of the T200 timer that a command ’probe’ frame should be sent before
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retransmission of the whole window. Studies indicate that such a mechanism
leads to a better throughput performance as offered load is increased (that is as
severe congestion sets in). Reception of a REJ (a more likely event during mild
congestion), results in retransmission of the whole window without the necessity
of transmitting a probe frame.

2.10.4 Full buffer dedication
In [14], it is pointed out that one way to eliminate the need for retransmissions
is to provide full buffer dedication25 and increase the value of the T 200 timer.
Providing full buffer dedication is expensive when the trunk speed ,Cl , to access
speed,Ca, is very high and the activity level, a, is low (a < 0.1). Such traffic
streams are very bursty in nature and because of their low activity level a network
may have a large number of such customers.
On the other hand if the trunk speed to access line speed is not very large, then
the natural elasticity of the window control algorithm will control the number
of such frames and full buffer dedication is feasible. It is also shown that the
higher the level of activity, the less buffer space is required indicating that bursty
traffic in a statistical sense requires more buffering if the intention is not to
drop any frames due to buffer depletion. They recommend that two types of
traffic be identified. Type I traffic is where the virtual circuit has a high CL/Ca
ratio with short bursts of data (low activity level, a, a < 0.1)26 and Type II
traffic is where the virtual circuit has low CL/Ca ratio with larger bursts of data
(a > 0.2)27. In a network with a large number of Type I traffic streams they
suggest that nonpreemptive priority over Type II traffic by Type I traffic will
result in lower buffer sizes, with small probability of Type I traffic buffer overflow.
This scheme is only valid if it is the Type II traffic that is the primary danger
of congestion. If Type I traffic is the source of congestion, other techniques
are required (see Table II [14] ). Such a situation requires explicit congestion
25A network providing full buffer dedication implies that each switch in the network has
sufficient buffer capacity to store all the frames that are transmitted into the network.
26eg interactive and low speed file transfer
27eg very high speed file transfers and LAN bridge traffic
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notification techniques. When Type I traffic is the source of congestion, it is
noted from the study, maximum delay is given by a high trunk speed to access
line ratio and a very low activity level28. The reason for this could be that such
low activity customers may indeed be so numerous that the network designer
makes the assumption that they will not burst their data at the same time (or
in a statistical sense this is an unlikely event) and hence many (> 1000) such
customers are connected to the network. When they all transmit at the same
time the buffer begins to grow without bound, causing a temporary or short term
congestion situation. It further appears that as the activity level is increased, the
number of such customers admitted would decrease and the required buffer size
also decreases significantly, as does the maximum delay. This can be explained in
a similar fashion. Now, the network does not admit as many such customers. Even
if these customers all start transmitting at the same time they will ( on average )
transmit for longer periods. Since fewer such customers are admitted, this leads to
smaller buffering requirements (due to less frames transmitted instantaneously).

2.10.5 Round Robin Discipline
Another variation on full buffer dedication is the use of round robin discipline to
ensure that all virtual circuits get some of the trunk capacity as pointed out in
[14]. This requires the virtual circuits to have their own virtual queues so that
they can be treated individually as FIFO queues but prevents the trunk from
being over utilised by one virtual circuit to the detriment of other virtual circuits,
even under congestion situations. This also allows the node to easily discard the
frames of a virtual circuit that does not respond to congestion notification and
free up buffer space for other more responsive virtual circuits.
A round robin discipline is not strictly FIFO service but still retains the FIFO
nature of the individual virtual circuits. Table III of [14] provides the response
of such a scheme to different offered loads on individual virtual circuits. It shows
28In particular, their study shows that if trunk speed is 1.544 Mbps and access speed is 16 kbps
with an activity level of 0.01 the required buffer size for full buffer dedication is 2020KB and
the maximum delay a packet encounters is 10.5 seconds, see Table 1 of [14]
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that such a scheme allocates the trunk capacity approximately evenly to the
virtual circuits as the total load exceeds a utilisation of unity.

2.10.6 Frame Relay and delay sensitive traffic
In [28] consideration is again given to classifying traffic streams, but this time
in terms of the traffics sensitivity to delay and whether or not sliding window
control is required across the network. To cope with this diverse traffic, priority
queueing is again suggested on a virtual circuit basis (as was the case in [14]). It
should be noted, however, that Frame Relay is a statistical multiplexing packet
switching service that is not well suited to delay sensitive traffic and will require
strict admission criteria to provide such traffic the required quality of service
(QOS)29.

2.10.7 Improvement when frames are rejected at the
ingress node
In [14] it is noted that when the sum of the windows for the virtual circuits set
up on a trunk exceeds the trunk transmit buffer size it is possible that overflow
can occur and frames will be lost. The loss of frames will then result eventually
in retransmissions of some frames that actually were not lost, as a go-back-N
mechanism is used by the window after the command frame is transmitted and
acknowledged on expiry of the T200 timer. This results in a decrease in good
throughput and a wastage of network capacity. It is shown that if those frames in
a virtual circuit received just after a frame is dropped are also dropped the good
throughput performance is excellent as offered load is increased in that the total
good throughput does not drop significantly (see Figure 4 of [14]). It is suggested
that better performance is possible if a mechanism is available to discard these
frames at the ingress node rather than at the congested node as precious network
capacity is wasted at the nodes before the congested node (see [28]) where they
29this probably means that the network may need to be operated at a utilisation lower than
optimal
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suggest an extra Recovery Flag Bit for just this situation).

2.10.8 Traffic shaping
Another approach to congestion control uses traffic shaping and policing at the
ingress nodes to ensure that the chance of network congestion is remote. Admis
sion policies, based on the CIR and EIR, are enforced. If network failure results
in the network having a lower capacity, the ingress nodes can have the rate at
which frames are introduced to the network reduced further. Such a scheme is
proposed in [27].

2.10.9 Recovery Flag Bit
Another interesting idea contributed in [28] requires the addition of an extra
binary feedback bit to the Frame Relay frame header. This is called the Recovery
Flag Bit (RFB). At each node in the Frame Relay Network as part of the virtual
circuit translation table should be a bit called the Recovery Needed Flag (RNF)30.
When a frame is dropped by a congested node, it sends a supervisory frame back
in the direction that the dropped frame came from. As this supervisory frame
passes the intermediate nodes they set the appropriate Recovery Needed Flag and
transmit the frame to the next node. Eventually the end user’s entity receives
this supervisory frame and retransmits the entire window, with the first frame
sent having the Recovery Flag set. In the mean time if any of the nodes receive a
frame on this virtual circuit that does not have the Recovery Flag set, it discards
the frame as it will be retransmitted due to the original frame being dropped.
When these nodes see the first retransmitted frame, they reset the appropriate
Recovery Needed Flag and transmit the frame to the next node. This mechanism
ensures that valuable network capacity is not wasted on transmitting frames that
will be either dropped at the congested node or the destination end user entity.
It does not add too much extra overhead to the Frame Relay Protocol, requiring
only one extra bit in the frame and the generation of one supervisory frame per
30a separate one for either direction is required
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virtual circuit per dropped frame31. Quantifying, in a network with an average
frame length of 5000 bits, adding two bits will add 0.04% to the total frame
length. A much more thorough discussion of the proposed protocol modification
is provided in [28].

2.11 Congestion Control: Implicit Congestion
Avoidance Approaches
2.11.1 Kalman filter
In [1] an implicit congestion avoidance scheme is suggested based on a Kalman
Prediction Filtering technique by monitoring the throughput and using the through
put versus load characteristics to predict the occurrence of congestion. Results
indicate that congestion avoidance allows the network to operate in the area of
high throughput while avoiding the severe congestion region and should be ap
plied to networks where no other congestion controls are in use (such as explicit
congestion notification). As already noted, this scheme may provide reasonable
performance but it makes the assumption that the past history of the throughput
can be used to predict the future throughput value. This is plausible if the net
work traffic is correlated but it is more likely that network users are uncorrelated
with each other (at least in the short term time frame of milliseconds to seconds)
and hence this scheme is likely to predict congestion at times when it was not
going to occur. This scheme will not be pursued further in this dissertation.

2.11.2 Implicit detection -maximizing throughput
In [36] another congestion avoidance scheme is studied. This is again based on
the measured throughput. It includes, in its calculation for the threshold values,
the number of nodes that the frames pass through. They show that by using this
scheme they can maximize power (by maximizing the throughput of the network),
31It may, however, need some modification for the case where the frame that has been dropped
is a acknowledgement frame
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with better power values than obtained in [30] and others. The network topologies
used have multiple virtual circuits passing through different network nodes, but
link propagation delay is assumed to be zero.

2.11.3 Adaptive window algorithm
The discussion in Section 2.10.7 and Section 2.10.8 concerns mechanisms that
the network can implement in the presence of congestion, without indicating to
the end nodes that congestion is occurring. Another complimentary method is
implicit congestion detection as already discussed in Section 2.9.1. In [14] com
menting on work done by B.Barbour, K. J.Chen and K.M.Rege at Bell laboratories
it appears that an adaptive window algorithm that reduces the window size from
W to a minimum, Wmin (typically 1), and if the window size is increased by
one after the successful transmission of a fixed number of frames has the best
good throughput performance when the nominal window size is small (say 3 to 4
frames). They also report that close to this scheme in performance is one where
the window size is reduced to half its current value. This latter approach is su
perior when the window size is larger than 9 frames except under very heavy
congestion. This latter approach is adopted for adaption of the window size in
this study.

2.11.4 Adaptive window algorithm for Congestion Avoid
ance
In [14] it is pointed out that if all end users implement adaptive window control
schemes upon detecting congestion coupled with fair selective discard schemes on
congested trunks then all the goals of congestion can be satisfied (see Section 2.7).
In fact a study of throughput under three scenarios is provided. In scenario A,
all virtual circuits adapt their windows with no network control. As the nominal
offered load is increased from 1.5 to 4.5 the good throughput decreases from
0.68 to 0.64. In scenario B, 50% of the virtual circuits adapt their windows.
In this case the good throughput decreases from 0.53 to 0.45. Obviously, this
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situation is unfair as a lower throughput will be achieved by those virtual circuits
that adapt compared to those that do not. In scenario C, 50% of the virtual
circuits adapt but fairness is enforced at the congested node. This ensures that
all virtual circuits get nearly equal access to the networks resources. The result
is a good throughput of 0.69 to 0.65. Note that this is slightly better than the
performance in scenario A and shows that a network should endeavour to use both
the cooperation of end users and enforcement by the network to assign network
resources as indicated in the standards (for example as in Recommendation Q.922,
discussed in Section 2.9.1).
In [14] it is suggested that good throughput could be achieved by the use of
messages from the congested node to the end users (such as in binary explicit
congestion notification, or as in the ’choke’ messages proposed by [30]). The
study does not include varying propagation delay as a consideration.

2.12 Congestion Control: Explicit Congestion
Avoidance Approaches
2.12.1 Congestion Control using Choke packets
The congestion avoidance scheme studied in [30] makes use of choke packets that
result in the end users ceasing the input of frames for a predetermined (either
fixed or random) time. The study shows that good throughput can be maintained
using this scheme, but that the time that frames are restrained from entering the
network needs to be related to the level of congestion experienced. This is because
the level of congestion is related to the unfinished work in the system. As the
end users stop transmitting this allows the nodes to complete transmission of the
frames. If the end users start to transmit too soon, the congestion state will be
repeated. However, if the end users stop transmitting too long, the network will
exhaust the unfinished work and will have nodes in the ’idle’ state, resulting in
a decrease in good throughput. Also if the end users stop transmitting for too
long, higher layers (such as level 3) may have their timers expire resulting in
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retransmission, again resulting in a lower good throughput.
As only the congested node knows what the level of congestion is and frame
relay does not provide such indication (unless the CLLM messages are used in
this way), this method of congestion control is not applicable to true Frame Relay
Networks as defined in the standards. It also suffers from the problem of actual
ly increasing the overhead of the protocol requiring supervisory packets to flow
from the congested node to the ingress nodes and to the end users. Given these
problems the scheme can be employed only in a hybrid Frame Relay Network.
Of the two schemes studied the random stop duration scheme appears to
be superior to the fixed duration stop scheme for different levels of congestion,
provided the random values are chosen wisely. It may be that some type of
exponential backoff could be used. Instead of using ’choke packets’, the FECN
and BECN mechanism could be used. When FECNs and/or BECNs are received
by the end entity it stops for a random time and then retransmits. If after
retransmitting, more FECNs and BECNs are encountered then it stops for a
longer period, etc32. Also note that propagation delays are considered constant
for all virtual circuits in [30].

2.12.2 Explicit Binary Feedback Congestion Control
In [18] congestion control in Frame Relay Networks using Forward Explicit Binary
Feedback is investigated. It is pointed out that the dynamic window algorith
m is effective but results in a sawtooth pattern for throughput versus time for
each source of frames (see Figure 2 in [18]). The sawtooth pattern implies that
the dynamic window algorithm is potentially unstable under time-varying loads.
The effect of propagation delay is likely to be significant in further decreasing
throughput and decreasing stability (increasing the magnitude of the ’’sawtooth”
oscillations). It is suggested that application of the dynamic window algorithm33
(when all nodes respond) results in the networks buffer oscillating between nearly
32similar to that used by ethernet
33here this refers to the loss of a frame or T200 expiration causes the window size being
dropped to one frame and gradually increased by one frame at a time
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full and nearly empty, resulting in wastage of network resources. In [18] and [29]
it is pointed out that the binary feedback method will attempt to operate the
network at and around the point where delay is about to increase exponentially,
but the throughput has not started to decrease. This point is referred to as the
’’knee” of the delay curve (see Section 2.4).
In [18] it is suggested that the use of the dynamic window algorithm be a
backup to explicit congestion avoidance when it cannot moderate network traffic
sufficiently (due to uncooperative end users or network failure).
Also in [18] it is suggested that the explicit congestion notification bits should
be set half the time and reset the other half for maximum information transfer
(entropy), thus indicating either the congested or uncongested state. The binary
feedback should be filtered by comparing the number of frames with the FECN
bit set to the number with it reset during a full window turn (this can be approx
imated by the time between sending a frame and receiving its acknowledgement).
The approach suggested is identical to that proposed in Recommendation Q.922
Appendix I for the receipt of FECN’s. An implication of this approach is that to
avoid the involvement of the dynamic window algorithm involved when a frame is
lost (as suggested in Recommendation Q.922 Appendix I) the threshold at which
congestion is flagged should not be based on the number of frames lost in a given
measurement interval but rather on an threshold value where that possibility can
be avoided if the offered load is slightly reduced. This would then maximise good
throughput and reduce the chances of congestion causing loss of frames, while re
moving the oscillation of network queues from nearly empty to nearly full caused
by application of the dynamic window algorithm.
The use of explicit binary feedback only works well if the network can indicate
when the node is congested. In [18] (presented also in [34]34 and [9]) the authors
have found that an algorithm for average queue length based on regeneration
cycles35 provides the best results.
The studies referred to in [18] refer to Forward Explicit Binary Notification
34who sources the algorithm from an Appendix to ANSI standard T1.6ca
35a regeneration cycle is defined as the time between the queue going from idle to busy (at
least one frame in the queue) to the time it next goes from idle to busy
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schemes as the DECnet protocol used uses a Transport layer receiver controlled
protocol. It is noted that those protocols that use a transmitter controlled scheme
would make use of the Backward Explicit Binary Notification scheme36 and that
they may not have the same response times available with a receiver controlled
protocol. [18] also assumes that the propagation delays experienced are the same
for all virtual circuits. This same simplification is also made in [29].

2.12.3 Random Early Detection
In [16] an algorithm to detect and prevent congestion in a Transport layer protocol
is presented. While not directly aimed at Frame Relay Networks, the concept
can be directly applied to them. The average queue length is monitored. As the
average queue size increases above an initial threshold, some frames are tagged as
congested (using both the FECN and BECN bits in the case of Frame Relay). As
average queue size increases further, more frames are marked as congested. As
the average queue size exceeds a second threshold, then all frames are marked as
congested. This is called the Random Early Detection (RED) algorithm because
some frames are marked as congested earlier than would usually be the case.
In [16] the technique proposed uses a linear random algorithm to randomly
mark frames. In this way, the virtual circuit that is sending the most frames
during a time approaching congestion will also most likely get the most frames
marked as congested. If this circuit responds to the congestion indication bits by
reducing its window, it may allow other virtual circuits to continue transmitting
frames at a reasonable rate.
In [16] the average queue length is calculated using an exponential weighted
average. It was pointed out in [29] that such a scheme is a time based average
which will be effected by the round trip times of the frames being transmitted.
They argue that as frames are marked randomly, this problem is less prominent.
This approach may lead to improved network performance. This technique is left
for future research and will not be studied further in this dissertation.
36examples would be LAPD and DL-CONTROL of Recommendation Q.922
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2.13 Conclusion
In this chapter, the literature pertaining to congestion control in Frame Relay
Networks has been reviewed. It has been shown that congestion control is an issue
important in the operation of a Frame Relay Network, and cannot be overlooked.
In Chapter 3 it will be shown that the propagation delay is also a factor that needs
to be accounted for when congestion is detected in a Frame Relay Network. As
already indicated, very few studies of Frame Relay Networks have considered this
to date.

Chapter 3
Congestion Control in Frame
Relay Networks with varying
Propagation delays
3.1 Introduction
As seen in Chapter 2, many studies of Frame Relay congestion have been con
ducted in the literature. Most of these studies neglect the effects of varying
propagation delay or assume that all frames suffer the same propagation delay.
The implicit assumption is propagation delays do not affect the network. The
study presented in this chapter will show that this is a false assumption. In this
chapter it will be argued that the propagation delay does have a tangible effect
on the congestion control strategy when using Explicit Congestion Notification.
Then some of the possible methods available to calculate the average queue length
will be examined, with the reasons for choosing the regeneration cycle technique
provided.
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3.2 Review of literature concerning Frame Re
lay with respect to propagation delay
The literature is deficient in its treatment of the effects of propagation delay on
congestion in a Frame Relay Network. When the propagation delay is included it
is kept constant, simulating a series of virtual circuits travelling along exactly the
same path. In [36] propagation delay is implicitly included by providing a factor
for the number of hops that the virtual circuit passes through when considering
where to signal congestion in a particular virtual circuit. It is therefore not a
huge issue when implicit congestion control is implemented across a network.
However, when explicit congestion methods are implemented the propagation
delay is ignored or assumed to be constant and the effects of adapting the window
or the information rate is considered. This assumption simplifies the analysis
but does not reflect real networking situations. There seems to be an implicit
assumption that such delays are insignificant. In low delay-bandwidth product1
networks this may be true, but in the high delay-bandwidth product networks
typically available today this assumption is no longer valid.
An example where propagation delay can effect the performance of a network
is the ethernet. Consider an ethernet that is dispersed over a large area (more
than 100 metres), and very small frames (say 10 bytes) are sent out onto the
ethernet. It is possible that a host may transmit a frame even after another
host has already transmitted a packet as the packet is still ’propagating’ down
the ethernet media and has not reached this host. The result is both hosts will
invoke the exponential backoff mechanism. If the majority of frames are small
and the propagation delay is large (of the order of 1 millisecond) this situation
forms a high delay-bandwidth product network, and the ethernet throughput will
be quite low (due to many collision events). It is likely that a similar situation will
arise in a Frame Relay Network using Explicit Congestion Notification (FECNs
and BECNs).
1defined as the propagation delay times the bandwidth
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3.3 Effect of propagation delay on Explicit Bi
nary Feedback mechanism
Frame Relay is a protocol used in Wide Area Networks (WAN’s) for transmission
of data frames from one site to another. As with other WAN’s end systems can
be a various distance from the hubs switching the Frame Relay frames. In such
networks, propagation delays vary roughly as follows:1. Up to 1 millisecond within Metropolitan Area Networks.
2. Between 1 to 5 milliseconds within the same Australian State.
3. Between 5 to 10 milliseconds within the same country.
4. Between 10 to 250 milliseconds internationally.
Thus the round trip propagation delay could be as little as 1 millisecond (using
BECN in the same metropolitan area) and as large as 500 milliseconds (or more)
using FECN internationally. At a rate of 2Mbps a delay of 1 millisecond repre
sents a bit pipeline of 2000 bits, a delay of 10 milliseconds represents a pipeline of
20,000 bits and a delay of 100 milliseconds represents a pipeline of 200,000 bits.
Assuming 5000 bit frames, 1 millisecond represents 0.4 frames, 10 milliseconds
represents 4 frames, and 100 milliseconds represents 40 frames. Hence, on long
delay routes, some tens or even hundreds of frames could be in transit when a
FECN or BECN is issued by the network. These in-transit frames will not be
slowed down by the FECN or BECN and will either need to be buffered or lost.
Thence, this variation will affect the response of the network to a congestion
incident. As it is highly desirable to avoid congestion and recover from conges
tion events the propagation delay must be considered in any congestion control
algorithm that is implemented.
As already noted, the explicit notification bits ( FECN / BECN ) provide
mechanisms for congestion avoidance. They are used before any frames are dis
carded due to buffer overflow. Consider, in particular, the use of the Backward
Explicit Congestion Notification ( BECN ) facility. The node that detects con
gestion in a Frame Relay Network may be a long distance away from the ingress
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nodes (as illustrated above). This means that there will be a non-zero propagation
delay between the congested node and each of the ingress nodes. Further, these
propagation delays will tend to be different. In this study propagation delays will
vary between 0 and 10 times the average service time. These propagation delays
will have an effect on the congestion avoidance scheme. The network should be
optimised, taking into account the known propagation delays within the Frame
Relay Network.
The studies reviewed in Chapter 2 on congestion control have tended to over
look nonzero propagation delay, but these propagation delays will make a dif
ference. In [25] a study of high speed large delay-bandwidth product networks
is provided. This study provides an analysis and simulation of a adaptive slid
ing window control in the presence of nonzero propagation delays. The analysis
includes the effect of propagation delays, and shows that when the propagation
delays are relaxed to zero the system reduces to the expected form2. It is ap
plied to a network with a data rate of 45Mbps and varying propagation delays
up to 47 milliseconds. It shows that propagation delay will affect the optimal
operating point of the adaptive sliding window. The study provides and proves
analytical design equations that can be used to find the optimal window operating
point, that are a function of propagation delay. It is shown that there is strong
agreement between the analysis and simulation. In a similar manner, nonze
ro propagation delays will effect the Explicit Congestion Notification congestion
avoidance mechanism.
In a Frame Relay Network when a node detects congestion it will send BECNs
and FECNs to the ingress nodes. Those nodes that are closer will be notified of
the congested state early and will also be able to resume transmission upon the
removal of the congested state. Those nodes that are further away will not stop
transmitting frames until after the nonzero propagation delay and the BECNs
are received. In fact, by the time these ingress nodes reduce their offered load
the congestion may have abated. The ingress node then has to wait the nonzero
propagation delay experienced by frames flowing in the reverse direction before
2using a similar analysis to that provided in Section 4.3.3

Chapter 3: Using average queue length for threshold measurements

35

it can increase the offered load (by increasing the window size). This leads to a
decrease in throughput and also an increase in unfairness in the network, as those
nodes closer to the congested node will tend to have a natural advantage. On
the other hand, those nodes further away will tend to store more frames in the
pipeline and hence will be slower to respond to any changes in the network that
may cause congestion. These tradeoffs need to be considered with the overall goal
of optimizing the total average throughput through the network and minimizing
the average delay. As pointed out in Section 2.8 this is the same as optimizing
the total power in the network.

3.3.1 Effect of hysteresis on network power
In [29], a study is made into a connectionless network where packets from different
users pass through the same path. This study used binary explicit feedback
bits and adaptive window control to avoid congestion. Propagation delay for all
packets in this study was kept constant. In [29] part of the investigation was into
the effect of using hysteresis when using the average queue length as the decision
statistic on network power. It was found that the power was a maximum when
the decision to transmit a congestion indication bit was made with no hysteresis
(see [29] section 4.0). While this may change if propagation delay is allowed to
vary, this study does not use hysteresis to set and reset the congestion notification
bit’s in a Frame Relay Network.

3.3.2 Reasons for using average queue length for thresh
old measurements
Many references make use of average queue length as the decision statistic. In
particular, they refer to the use of regeneration cycles in the calculation of this
statistic (see [34], [3] and [29] ). In [29] reference is made to the reasons for
choosing average queue length instead of the instantaneous queue length as the
decision statistic. They are:-
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• It would be unfair to some users to use the instantaneous queue length as
the decision statistic, as the queue length may exceed the threshold, and
then drop back below it. In this time it is possible that a bursty virtual
circuit has transmitted a large proportion of the frames and has received
a proportional number of explicit congestion marked frames, reducing its
window in response and hence its throughput.
• There may also be significant delays in feeding back the congestion notifica
tion, due to queueing delay and propagation delay. By the time the trans
mitting nodes receive the congestion notification and reduce their window
size, the network may have ceased suffering from congestion and become
under utilised, costing the network provider income.
Further in [29], the study examined the method used to calculate the average
queue length. Initially they looked at calculating the average queue length over
a fixed interval, T. They found that the congestion signalling was consistent
to the users and resulted in a fair allocation of the routers resources when the
averaging interval, T, was close to the round trip delay. However, if the interval
was not close to the round trip delay, inconsistent signalling was experienced
by the users. They then examined the use of a weighted exponential running
average of the queue length. Once again, this method uses an average over
an interval, and when this interval was different to the round trip delay, the
users again experienced inconsistency in signalling congestion. They then turn
to using an adaptive averaging technique that averages over a regeneration cycle.
This technique determines the busy / idle periods adaptively at the router, and
the averaging period changes with this cycle. As a result the router adapts to
the characteristics of the offered load placed on it by the users. Hence, the
study showed that the regeneration cycle technique provided more consistent
signalling than the fixed or exponential techniques. The inference within the
current literature seems to be that the regeneration cycle should be recommended.
A regeneration cycle begins and ends when the instantaneous queue length
goes from zero to non-zero with the arrival of a frame. This point is referred to
as the regeneration point The average queue length is calculated by estimating
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the area under the instantaneous queue length versus time curve and dividing by
the time between regeneration points, that is
.C o = j & w *
T,cycle
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where ti is the time of the current arrival or departure event, t{-\ is the time of
the last arrival or departure event, qi-\ is the instantaneous queue length at the
last arrival or departure event, Tcycie is the total time of the cycle, and q(t) is
the calculated average queue length statistic. The calculated average could be
used for generating the congestion signalling for the entirety of the next cycle.
This would, again, lead to inconsistencies in signalling. There is a need to use a
more current average queue length than the last cycles average, especially during
periods of incipient congestion where the current cycle is likely to be prolonged.
For this reason the average is calculated over the last regeneration cycle and the
current regeneration cycle (which may be an incomplete cycle). When a period of
congestion is encountered, the current cycle’s contribution to the average queue
length exceeds that of the contribution of the previous cycle. It was found in [29]
that this adaptive averaging technique generates consistent congestion signalling
to the users. Figure 3.1 is a diagram showing the components used in calculation
of the average queue length, q(t). The algorithm used to calculate the adaptive
average queue length, q(t), is provided in [34] on page 397. Essentially, if t is the
current time, U is the time of the ith arrival or departure event, T0 is the time at
the beginning of the previous cycle, Tx is the time at the beginning of the current
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Figure 3.1: Regeneration cycles used to calculate average queue length
where ft = ft_ 1 + 1 for an arrival event, and ft = ft_i —1 for an departure event,
starting with q0 = 0.

3.3.3 Reasons for using virtual loss probability for thresh
old measurement
While it was decided that the regeneration cycle technique be adopted for this
study, there are other statistics that could be used. One such statistic is the
virtual loss probability. The average queue length can be related to the loss
probability in most cases (though this is often a complex relationship). Even if
this relationship is not known, it is easy to calculate the loss probability over
some time period. If a threshold is used, as is done with the queue length, a
statistic could be formed. If the instantaneous queue length is below this fixed
threshold, it is processed normally. If the arrival of one or more frames results in
the instantaneous queue length exceeding this threshold it is marked as Virtually
lost5, even though it is added to the queue. The virtual loss probability can then
be calculated by dividing the total number of Virtually lost’ frames by the total
number of frames received over a constant or adaptive time frame. This or a
similar scheme based on actual frame loss, may be a superior statistic to the
average queue length statistic. Even though it may be a superior statistic, to
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maintain consistency with the literature, the average queue length will be used.
This will not be pursued further in this dissertation.

3.4 Hypothesis: Varying propagation delay does
have an effect on Congestion Control in a
Frame Relay Network
This study will show that congestion control is effected by varying propagation
delays within a Frame Relay Network. It will do this by examining the effect of
the varying propagation delay in a Frame Relay Network using the BECN bit to
provide congestion signalling. Chapters 4 and 5 will undertake a study to examine
a Frame Relay Network using a computer simulation based on OPNET. One of
the two Remote Frame Handlers will experience congestion. This node will have
a maximum queue length of 100 frames, with all frames being independently and
identically distributed (iid) in an exponential distribution with a mean of 5000
bits. In the validation experiments all nodes will not include processing time and
zero propagation delay for all links will be the case. In the test simulations the
simulator incorporates a processing time of 100 microseconds per frame and 10
microseconds per bit. This ensures that large frames experience a longer delay
than shorter frames (such as acknowledgements). Also, in the test simulations
nonzero propagation delays will be incorporated to test the hypothesis.
The study will measure the response and performance of the network to in
vestigate when BECN’s should be generated to avoid congestion, while maximis
ing the network power and throughput of the network and of individual virtual
circuits. The tradeoff’s that need to be considered in this situation will be exam
ined. Propagation delay will be normalised to the same measure as queue length
(frames) and this value will be ignored, added or subtracted from the fixed thresh
old used on a per virtual circuit basis. The results will be analysed and the best
approach will be chosen.
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3.5 Conclusion
It was stated in this chapter that realistic Frame Relay Networks will have varying
nonzero propagation delays between nodes. Hence, it was argued, the congestion
control scheme that is used will need to consider the effects of nonzero propagation
delay on its effectiveness. This has thus far not been considered as an important
consideration in the literature, but we have shown that this assumption is likely
to be invalid. In Chapter 4 the simulation will be presented that will be used
to investigate the effect of varying propagation delay on the use of BECNs in a
Frame Relay Network. This simulator will then be set up so that all propagation
delays are zero and an analysis performed. It will be shown that the results
obtained from the simulator strongly agree with the analytical values expected.
In chapter 5 the simulator will be set up so that varying propagation delay is
invoked, and the results will be analysed.

Chapter 4
Simulation of a Frame Relay
Network with Realistic
Propagation Delays
4.1 Introduction
In chapter 3 it was argued that realistic Frame Relay Networks will have varying
nonzero propagation delays between nodes and this will effect the congestion
control strategy used. It was also highlighted that the literature on congestion
control has tended to neglect this aspect. The hypothesis was proposed that
nonzero propagation delays will effect the congestion control mechanism in use.
This will be shown by examining the effect of nonzero propagation delay when
the network uses Binary Explicit Congestion Feedback (the BECN and FECN
bits of the Frame Relay header). In this chapter the simulation to be used to test
the hypothesis will be presented. Then this simulation will be shown to satisfy
theoretical considerations by comparing results measured from the simulation to
those calculated using Buzen’s Algorithm. It will be shown that there is very
strong agreement between the calculated and measured results. In Chapter 5 the
simulated network will be used to investigate the effect of congestion in a Frame
Relay (packet switching) network in the presence of varying nonzero propagation
41
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delays using the BECN mechanism of Frame Relay. This will be done by using a
fixed threshold for average queue length at the congested node and,
• Ignoring propagation delay.
• Adding propagation delay on a per virtual circuit basis to the fixed queue
length threshold.
• Subtracting propagation delay on a per virtual circuit basis from the fixed
queue length threshold.
These schemes will be compared and contrasted. If the schemes perform identi
cally, the hypothesis will be disproved. If variation in the network performance
is found, it will show that propagation delay is a significant factor that needs to
be considered in a congestion control scheme.

4.2 The Network Model
4.2.1 Introduction
This study examines the effect of using the BECN (Binary Explicit Congestion
Notification) feedback bit in a Frame Relay Network where the CIR (Committed
Information Rate) is set to zero and the EIR (Excess Information Rate) is set to
the access line speed. To simplify the study the simulated Frame Relay Network
is set up so that only one network node will encounter congestion. The statistic
of interest is then said to be the average queue length calculated at the congested
network node using an adaptive algorithm. For each simulation a fixed threshold
based on the average queue length statistic is varied. This threshold can be
varied on a per virtual circuit basis, as each virtual circuit travels through a
different path. Hence, frames on different virtual circuits experience different
propagation delays. When the average queue length exceeds this fixed threshold
the BECN feedback bit is set on all frames that are in transit on the virtual
circuit(s) concerned.
Under these conditions it will be shown that the propagation delays do effect
the outcome of the congestion event. The simulations are performed by ignoring
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propagation delay, subtracting the propagation delay on a per virtual circuit
basis, and adding the propagation delay on a per virtual circuit basis. This is
performed by converting the propagation delay into a frame statistic and then
adjusting the fixed threshold accordingly on a per virtual circuit basis.
The network to be used in the simulation is a star connected network with
six permanent virtual circuits (see Figure 4.6). The event driven simulation
package OPNET is used for the study. Modules are programmed in a pseudo
’C’ language using the OPNET kernel calls. All results will be referenced in
terms of normalised parameters. In reality, a transmission rate of 64,000 bits
per second is used in the queue server with an average frame size of 5000 bits.
This ensures that the acknowledgements (at 146 bits) are very likely to be much
smaller than the data frames transmitted. Another constraint on the study is
that data frames flow in only one direction, with acknowledgements flowing in
the reverse direction. The acknowledgements flow along the same route taken
by the data frames and experience the same propagation delay. The constraint
of data flow in one direction ensures that queueing of acknowledgements behind
data frames is eliminated.
Klienrock’s Independence Assumption is invoked in all validation and test
simulations. This means that as frames pass through the network they are phys
ically changed in size from one node to another using an exponential distribution
that is independently and identically distributed with a mean of 5000 bits. By so
doing we eliminate one known source of discrepancy between our simulation and
an analytic model of the network.

4.2.2 The Frame size of data and acknowledgement frames
All frame servers in the simulated Frame Relay Network were set up with a
service rate of 64,000 bps. All frames passing from source to destination are data
frames having a mean of 5000 bits. The resultant service rate is then 12.8 p/s
/ 64000\ mhose frames travelling from Destination to Source are fixed at 146 bits,
being acknowledgements of the data frames. The acknowledgement frames have
a service rate at each queue of 438.46 p/s ( ^ ) which is much greater than 12.8
v 5000 /
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p/s for the data frames. Hence, only a small (and essentially constant) delay is
experienced by the acknowledgements. Therefore, this delay can be considered
insignificant. This corresponds to the treatment of acknowledgements in the
theoretical analysis provided in Section 4.3.3.

4.2.3 The Network Map
The network simulation package OPNET layers the network design in a top down
approach. The top layer provides the interconnection of network nodes. This
allows the network links to include the propagation delay and bit error rates
(BER). The propagation delay is left at zero for the validation experiments and is
varied for the test simulations. The bit error rate has been left at zero for all links
in all simulations as the optical transmission media used to interconnect modern
network nodes tend to have negligible bit error rates (BER)1. The Network Layer
designed for the simulation is shown in Figure 4.1. Each path has one and only
one virtual circuit passing from source node, through the network, then on to the
destination. There are six such virtual circuits.

4.2.4 Modelling of Sources used in Simulations
There are two models used for the sources in the simulation. The first model
is used in the validation experiments. The source in this case is modelled and
simulated as a source that produces user packets with exponentially distributed
interarrival times between frames. This is so that the simulation satisfies one of
the assumptions associated with the analysis in Section 4.3.3. The other model
used for sources is used in the test simulations to produce constant load and
bursty controlled sources. These are used to model file servers. This is discussed
in detail in Section 5.2.
1typically BER rates of 10 ®or less
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Figure 4.1: OPNET simulation Network Diagram

4.2.5 Adaptive window algorithm used end to end
An end to end adaptive window is implemented end to end across the Frame Relay
Network. It uses a multiplicative decrease (using the factor of 0.625 recommended
in Appendix I of Q.922, see [9]) and an additive increase (incrementing the window
size in steps of one frame) algorithm as recommended in [29]. Each virtual circuit
has its maximum window size set to 25 frames and its minimum window size set
to one frame. This means that if all six nodes have closed windows and adaptive
changing of window size is disabled, there will be 150 frames in transit through
the network. The maximum buffer size at all nodes in the network is 100 frames.
As the network is configured so that only one node (Remote Frame Handler 1)
will become congested, this is where the majority of frames will be discarded.
When the simulator is allowed to adapt its windows in response to receiving
Explicit Congestion Notification, the algorithm used is as shown in Figure 4.2
and Figure 4.3.
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if receive congestion indication bit set

{
if this is the first congested frame in a sequence

{
reset counter for the number of congestion free frames to zero
change window size so that number of frames in transit equals windows s
}
else

{
increment counter for number of received congested frames
if the number of congested frames is greater than or equal to
the actual window size

{
reset counter for the number of congested frames to zero
decrease the window by a multiplying factor of 0.625
if new window size is less than 1 frame

-C
then set window size to 1 frame (for fairness)

}
>
>

}

Figure 4.2: Algorithm used to adapt the window size down when encountering
congested frame
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if receive congestion indication bit reset
if this is the first congestion free frame in a sequence
i

reset counter for the number of congested frames to zero

}
else

■C
increment counter for number of received congestion free frames
if the number of congestion free frames is greater than or equal to
half the actual window size

{
reset counter for the number of congestion free frames to zero
increase the window by adding 1 frame
if new window size is greater than 25 frames
{
then set window size to 25 frames

}
>
>
>
Figure 4.3: Algorithm used to increase the window size when encountering un
congested frame
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4.2.6 Modelling of Remote Frame Handlers and queues
All frame relay nodes are modelled as FIFO (First In First Out) queues. Each
queues buffer size is 100 frames (including the frame being served). As each
virtual circuit’s maximum window size is limited to 25 frames, only the server
that all virtual circuits pass through can ever experience frame loss due to buffer
overflow. The Remote Frame Handler 1 is this node. It is modelled as six active
inlets and one outlet. Frames are serviced in a FIFO manner. As indicated earlier,
the OPNET simulator works on a top down design basis. Each level increasing the
detail. The layer below the network layer is the node layer. Figure 4.4 shows the
node layer for the Remote Frame Handler node. The central element is modelled
as a queue process. The Process diagram of this central element is shown in
Figure 4.5. Each circle in the process diagram represents a different ’state’ in the
process. Each ’state’ has ’exit’ and ’entry’ code that is implemented on transition
from one state to another. This code is written in Pseudo ’C’.
The average queue length is calculated only at the congested node, Remote
Frame Handler 1. The algorithm used to calculate average queue length is de
scribed in Section 3.3.2. As there are six virtual circuits, the process diagram
calculates a per virtual circuit queue threshold. When the average queue length
exceeds the threshold for a particular virtual circuit, all frames in transit from
source to destination on this virtual circuit2 are marked with the FECN bit set
just before being transmitted to the next node. At the same time, any frames in
transit from destination to source (the acknowledgements) are marked with the
BECN bit set just before being transmitted to the next node. This ensures that
if a frame arrives when the average queue length exceeded the virtual circuit’s
threshold, but is transmitted when the average queue length is below the virtual
circuit’s threshold it will not be marked with a FECN or BECN as the conges
tion state has abated. In accordance with the Frame Relay Protocol, the frame
is passed on with the FECN and BECN bits unaltered if there is no necessity to
change their state.
2using the DLCI to identify the virtual circuits
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Figure 4.4: OPNET simulation Remote Frame Handler Node Diagram

4.2.7 Calculation of network utilisation
The Network Utilisation is defined as the total average offered load3 (in frames /
second) divided by the average service rate (in frames / second) of the congested
node. While this is really the Utilisation of the congested node, the network has
been designed so that this is the node whose utilisation will periodically exceed
unity. All other nodes will, on average, operate below a utilisation of unity. For
the validation experiments all virtual circuit’s offer the same average load. This
symmetry allows an analytic solution. In the test simulations four virtual circuits
offer a total average load of 8.9 frames/second, resulting in a expected utilzation
at the congested node of 69%. The other two virtual circuits will randomly and
briefly send the total offered load up to 17.6 frames/second. This results, briefly,
3The sum of all the individual virtual circuits offered load
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Figure 4.5: OPNET simulation Remote Frame Handler Process Diagram
in a instantaneous utilzation at the congested node of 137%. These bursty sources
are on typically for such a small length of time (see Figure 5.2), that they have very
little effect on the average utilisation but will cause periods of network congestion
in the millisecond to second time frame. The effect of controlled sources is such
that the theoretical offered load is limited by the current sliding window size.
This means that even though the source may have decided to transmit a frame,
if it has received a RNR packet from the Frame Relay end user it must wait till
it receives a RR. For this reason, even though the utilisation reaches 69% for
the constant sources alone, the actual measured simulation value is below this.
Typically the average utilisation during the test measurements was measured
at around 57%. To illustrate, two measurements were taken from two different
network topologies. The first topology used zero propagation delays for all links
and the threshold was set to 30 frames. The Utilisation was measured at 57.8%.
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The second topology is that referred to in chapter 5 as ’Prop 3’. It also used a
fixed threshold of 30 frames (propagation delay was ignored) and its utilisation
was measured at 57%. In both of these simulations, frames were lost due to buffer
overflow.
In the test simulations the simulator incorporates a processing time of 100
microseconds per frame and 10 microseconds per bit. This ensures that large
frames experience a longer delay than shorter frames (such as acknowledgements).
This then simulates the effect of having network nodes that will take time to
process and route the frames.

4.2.8 Calculation of virtual circuit thresholds
As has been pointed out, the propagation delay values are normalized into the
same units as average queue length (frames) and then the threshold per virtual
circuit is fed into the simulator. This calculation was done manually. The prop
agation delay (measured in seconds) is converted into frames by comparing the
propagation delay to the time it takes the congested server to service one average
frame. In this case this is a time of
or 0.078125 seconds. Hence, if the
propagation delay of a link is 0.078125 seconds then it is said to be equivalent, in
terms of average queue length, to one frame. This propagation delay can ’buffer’
one frame worth of bits at any instant in time.

4.2.9 Philosophy adopted to measure simulation results
It was noted that most simulations had reached an equilibrium by the time 2000
simulation seconds had passed. It was then decided to start measuring all statis
tics after 3000 simulation seconds. The duration of simulations was between 5000
simulation seconds to 15000 simulation seconds. The larger time being used to
decrease the variance observed. Also, to decrease the size of the error bars for
the test simulations 37 different simulations were run per point with different
seed values. The Student-t distribution was used to calculate error bars. Error
bars are shown on all graphs with the exception of Figure 5.4. The debug facility
provided by OPNET was used to check that frames were treated as per the Frame

Chapter 4: Verification of the simulators Frame Relay Network

52

Relay Protocol.

4.3 Verification of the simulators Frame Relay
Network
4.3.1 Introduction
The network chosen for the study was a star connected network as illustrated
in Figure 4.6. This allows congestion to occur at one node only in the network,
removing the complexity of having more than one node suffering congestion at
the same time. It also allows all the statistics of interest to be measured at this
node or at the transmitting / receiving pairs. The network has six (6) permanent
virtual circuits. Figure 4.6 shows the network of nodes that make up the Frame
Relay Network for the Source to Destination routes. It also shows the six virtual
circuits as A-A, B-B etc. Using Buzen’s Algorithm the network will be analyzed
and the results obtained will be compared to simulation results. It will be shown
that there is strong agreement between Buzen’s Algorithm and the measured
output of the simulation.

4.3.2 Assumptions Used in the Validation Simulations
The assumptions used in the validation experiments and by the theoretical anal
ysis (including Buzen’s Algorithm) are:
• Klienrock’s Independence Assumption is invoked. This means that at every
server that the frame passes through the frame size is changed using an
independent and identically distributed exponential distribution. This has
the effect of changing the service time of the same frame at every server it
passes through.
• All sources offer the same load using an exponentially distributed interar
rival rate.
• All propagation delays are zero.
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• There is no switching time associated with the frame as it arrives, waits
for service and then is served, only the time that it is in the queue and the
service time are considered significant.
• The frame is acknowledged by the destination as soon as the frame is suc
cessfully received.
• There are no lost frames and no retransmission of frames.

4.3.3 Analysis of Frame Relay Network using Buzen’s
Algorithm
Given a closed queueing network with product form solution and exponential
service times, the equation for probability of state4 of the composite queueing
network can be written as
1
(4.1)
Pn
g(N, M )
Where M is the number of queues in the network, N is the total number of frames
allowed to flow in the network, Ai is the relative arrival rate at queue i , and pi
is the service rate at queue i. The A-s in Equation 4.1 are relative values and
are arbitrary. Hence the ratio ^ is also relative and arbitrary. The factor g^M)
is the normalization constant for the closed queueing network. It is possible
to calculate the statistical parameters of interest for a closed queueing network
using the terms of g(N,M) (see [31] pages 224 to 232). Note that the equation
does not restrict the topologies of the network, however as the numbers N and
M increase the computational complexity required increases. Buzen’s Algorithm
can be applied to closed queueing networks with exponential service time and
hence with a product form solution. Using Buzen’s Algorithm, the g(n,m) are
calculated by:Pm = —
(4.2)
Pm
4If there are a total of N customers allowed into the network, this is the probability that
there are ’n’ packets being queued or serviced.
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(4.3)

with initial starting conditions of:) = px"

(4.4)

g(n, 1

( , m) = 1
(4.5)
with n = 0,1, 2,..., N and, m = 0,1, 2 ,..., M. Using Equation 4.3, starting
with #(0, 1) = 1 and g(0,m) = 1, n and m are incremented to calculate the
g(n,m ) recursively, until finally calculating g(N,M). It should be noted that
as the Aj’s are arbitrary, the g(n,m) values will be different for different sets of
Aj’s. For this reason, the choice of A^’s is restricted simply to satisfy continuity of
flow considerations for the topology under study. In particular, if A* is the frame
arrival rate at queue i, qki is the probability that frames will flow from queue k
to queue i and A^ is the frame arrival rate from queue k, then A* is given by:5 0

M

Ai — ^ ^ Qki^k

(4*6)

k—1

where 1 < i < M. As the service rate at each queue, /¿¿, is fixed the relative
utilzation pi varies as \ varies. Hence, application of Buzen’s Algorithm requires
an arbitrary choice of pi which satisfies the flow conditions in Equation 4.6.
Figure 4.7 is the model of the six virtual circuits to be used in the analysis.
Instead of having six independent virtual circuits with six pairs of sources and
destinations as shown in Figure 4.6, all source / destination pairs are combined
into one source / destination pair where the arrival rate is split six ways into
each different path. Another queue is added ( Queue 26 ) to provide the effect
of the return path for the acknowledgements5. The variable N now represents
the total number of frames flowing in all virtual circuits. This number will be
a multiple of 6, as each virtual circuit is allowed to offer the same load on the
network. Buzen’s Algorithm requires the calculation of g(N, 26). By inspection
of the indicated flows in Figure 4.7 the following relationships can be obtained:_ A P
(4.7)
Pi = P2 = Pa
6
=

•

•

•

-

P25 -

^

5Its service rate is A being the external arrival rate of frames for transmission at the source
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Algorithm
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P
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A 6À1
6pi
(4.9)
p26 —
A A p
Where Ai is the relative arrival rate at queue 1. As the pi s are arbitrary, let
pi = 1 so as to get
_ 6pi _ 6
(4.10)
6Ai

26

A

P

P

p
6

(4.11)

pi

(4.12)

pi

(4.13)

Pl =

rearranging,

P= 6

;t:P3 = 6

Equations 4.7, 4.10, and 4.13 are those normalised utilisations used in Equa
tion 4.3 to calculate g(n,m) and eventually p(iV, M). A listing of the C + +
program is provided in Appendix A.l.
Once the normalization constant g(n, m) have been calculated for a particular
closed network, statistical quantities of interest can be calculated. To calculate
the probability that the number of frames in queueing station i equal or exceeds
k is given by:, . i_\ 9(N ~ k, M)
(4.14)
pini > k ) = —
— Pik
n i l\l

__

Ir

A /i 1

g(N, M)

If k = 1 then this equation reduces to the probability that queue i has at least one
frame to service. This probability times the service rate, pi, equals the throughput
through queue i, 7i>
g(N-l,M)_
g{ N — 1, M)
(4.15)
J i-P iP i

g(N i M)

g{N,M)

As can be seen from Figure 4.7 the 7* are different depending on the location of
queue z. For example, queue 1 (from symmetry) will have a throughput equal to
queue 2 ( or any queue other than 3 or 26 ) but queue 3, being a queue that all six
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virtual circuits must pass through, will experience a higher throughput. Similarly,
the normalization constant may be used to calculate the expected number of
frames in queue i by:N

N

Eini) = ^2pini >k) = ^2p*
k

=1

k

=1

g(N — k, M)
g(N, M)

(4.16)

Using Equation’s 4.15 and 4.16 and Little’s formula6, the end to end delay through
the network can be calculated. Each frame flowing through a virtual circuit
experiences five queues before getting to the destination. The total end to end
delay is then the sum of the individual queueing delays including service time
experienced at each queue, on average. Hence, the end to end delay can be
calculated by choosing one of the virtual circuits and summing the individual
delays. The path chosen is shown as A—A in Figure 4.6, and end to end delay is
given by:
£ (T) = £ ^ M
(4.17)
¿=1 7*
To change p, the utilisation of the network, the offered load to the network,
A must be changed (as the service rate p is fixed). The utilisation was set at
10%, 30%, 50%, 70% and 90% and Buzen’s Algorithm was used to get values for
network throughput and end to end delay. The value of N used as 6 * 65, the
same value used in the corresponding simulations. The throughput and end to
end delay mean values have then been normalised and are tabulated in Figure 4.9
and Figure 4.10.
Another test was developed using Buzen’s Algorithm. Consider the area of
heavy load where A — > oo. Under such conditions p — > oo and therefore
I __>. 0. Hence, queue 26 acts as a short circuit, with p26 = ^ — > 0 and
from Equation 4.3 g{N, 26) = p(lV,25). As a consequence, when a frame is
acknowledged by the destination, another frame is transmitted into the network.
The end to end delay was measured as before, with N being set at 6*5,6*20,6*40,
and 6 * 65. To simulate an infinite arrival rate, the arrival rate was set to 20,000
6which states that a queueing system, with average arrival rate A and mean time delay E ( T )
through the system, has an average queue length E ( n ) given by the expression AE ( T ) = E ( n )
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p/s in the implementation of Buzen’s Algorithm. The results obtained are shown
in Figure 4.12.

4.3.4 Opnet Simulation of 26 node Frame Relay Network
The network shown in Figure 4.6 was setup in an opnet simulation called ’frconglO.sim’. This network is the same network used to study congestion in the Frame
Relay Network, but does not include any processing delays in each server. The
sources were connected to the Frame Relay Network using dte / dee x25 protocol
and then a sliding window protocol was developed and used between end to end
nodes across the Frame Relay Network. For the first validation test the window
size was kept constant at 65 frames per virtual circuit. The source / destination
pairs offer the same load on the network, with utilisation, p, calculated at the
node named RFH1 (Remote Frame Handler 1) being the node that all six virtual
circuits must pass through. The sources are poisson sources with frames being
generated with an exponentially distributed inter-arrival time of f seconds per
frame, where p = - is the utilisation at RFH1. The simulation was set up so that
there was no loss of frames and no time out’s that would cause retransmission
of the entire window (GO - B A C K - N was used). The simulation was run
for utilisations of 10%, 30%, 50%, 70% and 90% measured at the central node
(RFH1). Figure 4.8 shows the plot of normalised throughput ( 2 ) versus nor
malised delay ( pE(T) ) for both the simulations and those values found using
Buzen’s Algorithm. Figure 4.9 shows the tabulated normalised throughput for
simulation and theory and Figure 4.10 shows the tabulated normalised delay for
simulation and theory. All these figures show a very strong agreement between
theory and simulation. The larger variation in the simulation values experienced
at p = 90% is due to the singularity that occurs at p = 1 ( due to factor in
queueing theory ).
The second test performed was to place the network under heavy load and
measure the normalised throughput and normalised end to end delay. Each source
was set up with an inter-arrival rate of 0.05 seconds per frame. This ensured that
there was always a frame ready for transmission when an acknowledgement was
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Normalised Throughput versus Normalised Delay (Buzen and Opnet)

Figure 4.8: Plot of normalised throughput versus normalised delay for 26 node
closed network, theory (Buzen’s Algorithm) and simulation with 95% confidence
intervals
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Normalised Throughput ^
for 26 node closed network of queues
Theory
Simulation
l
lu 95% Confidence interval
high
low
0.01690
0.01666 0.01659 0.01627
0.05080
0.05000 0.05025 0.04971
0.08390
0.08333 0.08390 0.08271
0.1169
0.1167 0.1161 0.1154
0.1509
0.1500 0.1499 0.1489

Figure 4.9: Tabulation of Normalised throughput for Measured Simulation and
theoretical results for 26 node closed network

P

0.1
0.3
0.5
0.7
0.9

Normalised delay pE(T)
for 26 node closed network of queues
Simulation
Theory
lxE{T) »E(T) 95% Confidence interval
high
low
5.191
5.179 5.175 5.159
5.677
5.639 5.656 5.636
6.384
6.364 6.347 6.309
7.978
7.862 7.814 7.650
15.29
14.71 14.44 13.59

Figure 4.10: Tabulation of Normalised delay for Measured Simulation and theo
retical results for 26 node closed network
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Total Closed Network frames, N

Figure 4.11: Plot of normalised delay versus Total frames per virtual circuit, N, for
a 26 node closed network under large external load, theory (Buzen’s Algorithm)
and simulation with 95% confidence intervals
received7. The window size was set ( per virtual circuit ) to 5,20,40, and 65.
Figure 4.11 is a plot of the measured simulation values and the theoretical values
obtained using Buzen’s Algorithm. Figure 4.12 shows these values in tabulated
form. Once again the simulated values and theoretical values agree very strongly.
The only exception is for N = 5 where the theoretical value is just outside the
upper 95% confidence interval point. However, the upper 99% confidence interval
point has been calculated at 30.033 which includes the theoretical value.
ensure that this was the case, the simulation was set up to generate a warning message
if an acknowledgement was received, without a frame being available to transmit. During the
interval used to measure the statistics there was no warning messages issued.
7 t0
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Normalised Delay pE(T)
for 26 node closed network of queues
Simulation
Theory
95% Confidence interval
tiE(T)
liE(T)
high
low
29.9938
29.9999 29.8373 29.6807
119.9999 120.1170 119.7055 120.5285
239.9999 239.9222 239.0011 240.8434
389.9999 390.2778 387.9499 392.6058

Figure 4.12: Tabulation of Normalised delay for Measured Simulation and theo
retical results for 26 node closed network

4.4 Conclusion
The results, based on theoretical considerations, indicate very strongly that the
simulation of the Frame Relay Network to be used in this study generates output
that is consistent with results obtained using standard network analysis. On this
basis, in Chapter 5, the network will be used to test the hypothesis proposed
in Chapter 3. That is, that varying propagation delay will effect the congestion
control strategy in use. This will be done by relaxing the propagation delays from
the zero value used in the validation experiment, to become varying propagation
delays. The network topologies selected will then be subjected to network traffic
patterns that cause congestion when the network is under utilisations of about
60% (as discussed in Section 4.2.7) and an investigation into the use of BECN’s
generated at the congested node will be provided. As the results presented in this
chapter have a strong correlation with the expected theoretical results, the mea
surements made under congested situations within the simulation should provide
a good guide to results that could be measured in a real Frame Relay Network.

Chapter 5
Investigation into the use of
BEC N ’s in a congested Frame
Relay Network using
Regeneration cycles to calculate
the mean average queue length
5.1 Introduction
In chapter 4 a simulation of a Frame Relay Network was presented. It was shown
that this network showed good agreement with analytical analysis in terms of
the measured simulation values. In this chapter an investigation into the use of
Backward Explicit Congestion Notification will be provided. Initially, it will be
shown that if all propagation delay’s are set to zero and the congested node’s
buffer is limited to one hundred frames then congestion can occur in the network
even if average utilisation is around 60% (as discussed in Section 4.2.7). After this
seven different sets of propagation delays will be presented, where the BECN’s
are transmitted on the basis of the average queue length1. After this results will*
xas calculated by the definition in Section 3.3.2
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be presented where propagation delays are subtracted and added to the threshold
for each virtual circuit. An analysis of these results will then be presented.

5.2 Use of Controlled Sources
As Frame Relay is a technology used in Wide Area Networks, where one com
mon type of transaction is that of access to a file server, these are used by the
simulation and modelled as controlled sources. These are sources where data is
transferred in ’on’ / ’off’ states when a file is being transferred. Such states may
correspond to the method used by the file server to store files. In between file
transfers there may be long periods where no transfers occur from a particular
source. Such sources are considered bursty. Other sources may provide a con
stant load on the network. These are also modelled as a file server, but one that
is always transferring files, with smaller breaks between transfers. Both these
sources stop transmitting when they receive a flow control packet such as a Re
ceiver Not Ready ( RNR ) and then start again when they receive a Receiver
Ready ( RR ) packet. Hence, the designation as Controlled Sources. When a
source is transmitting data, the time that it is transmitting is constant as is the
off time between packet bursts. The total time that a source is transmitting is
exponentially distributed, as is the time that the same source is not transmit
ting. Figure 5.1 shows the parameters associated with the controlled source and
Figure 5.2 shows the values chosen for those parameters. These are fixed for all
test simulations so that a comparison between simulation data can be made.

5.3 Comparison of Normalised Power for dif
ferent network delay topologies (ignoring
propagation delays in BECN thresholds)
For this and all other simulations the offered load provided in Figure 5.2 is used.
Each node in the Frame Relay Network included processing time. Note that in
Chapter 4 node processing time was assumed to be zero. In these simulations,
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State 1, transmit data, exponentially State 2, silent, exponentially
distributed with mean
distributed with mean
of 5 or 100 seconds
( of 50 or 0.2 seconds
file server ON time,
deterministic at 2 seconds
_____________
file server OFF time,
deterministic at 0.3 seconds

Figure 5.1: Controlled Sources Parameters

for the time when the virtual circuits send data:"*.*.*.*.file server on": 2
"*.*.*.*.file server off": 0.3

for the two bursty circuits:"top.net0.dte?.app.pk interarrival rate state 1": 0.23

seconds

"top.net0.dte?.app.pk interarrival rate state 2": 10000 seconds
"top.netO.dte?.app.state 1 to 2 transition rate": 5

seconds

"top.netO.dte?.app.state 2 to 1 transition rate": 50

seconds

for the four constant load virtual circuits:"top.netO.dte?.app.pk interarrival rate state 1": 0.45

seconds

"top.netO.dte?.app.pk interarrival rate state 2": 10000 seconds
"top.netO.dte?.app.state 1 to 2 transition rate": 100

seconds

"top.netO.dte?.app.state 2 to 1 transition rate": 0.2

seconds

Figure 5.2: Values used in controlled sources
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each frame experiences an added processing time of 100 p s. This is experienced by
both data frames and acknowledgements, representing the time taken to perform
basic processing on the header of the Frame Relay frame. As Frame Relay still
requires the received frame to pass a checksum test, and the longer the frame
the longer the processing required, a further processing time is added at the rate
of 10 p s per bit. The window size per virtual circuit is limited to 25 frames
per window. It was found that a window size greater than this causes severe
congestion where the average queue size approaches 100 frames. Such a situation
would best be handled by the higher layer protocols and the network re-routing
some of the virtual circuits.
O RFH No 1 queue 2 instantaneous queue length
O RFH No 1 queue 2 average queue length

time (sec)

(xlOOO)

Figure 5.3: Average and Instantaneous Queue length versus time, no congestion
control
Given the values used in Figure 5.1 and Figure 5.2 where virtual circuits 1 and
2 are bursty and virtual circuits 3,4,5 and 6 offer a constant load, a simulation
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was run where all propagation delay values were zero, and the network nodes
can only drop frames when the number of frames exceeds 100. The simulator
measured instantaneous and average queue lengths over a 3500 second interval,
and the result is shown in Figure 5.3. It can be seen from this figure that at no
stage does the network become congested to the point where the instantaneous
and average queue length values are equal, where allocation of extra bandwidth
would be the best solution. Instead, the network oscillates between a full queue
at the congested node to a partially full node (or empty), and then full again.
In this situation the network must decide on when to intervene. Higher level
protocols are unlikely to have time to take corrective action. It is left to the
congestion control mechanisms available to the packet switching protocol. This
requires two elements. The congested node must identify the onset of congestion
and transmit explicit congestion notification bits to the rest of the network. The
interface nodes then must apply end to end control by adapting their windows.
If they fail to adapt their windows, the congested node will eventually have no
other choice than to drop frames. The result will be the situation alluded to in
Figure 5.3.
In order to find out the effect of propagation delay on explicit congestion
notification, it is necessary to measure the network parameters when propagation
delay exists and does not exist. Seven different sets of propagation delay were
chosen for the study. The first three sets have all links with the same propagation
delay. If r is the average time taken to service the average frame, then Prop 0
was the case where all links had zero propagation delay ( such as Frame Relay
used in a local area only ), Prop 1 was the case where all links had a propagation
delay of lOr, and Prop 2 was the case where all links had a propagation delay of
r. The other four sets vary the propagation delays. Two of these sets have the
same propagation delay between the congested node and the ingress nodes, but
have different delays between the congested node and the destination. This is to
see what the effect of the propagation delays between the congested node and the
destination contributes to congestion control using the BECN mechanism.
The set of propagation delays can be expressed using array notation. Let row
%of a 6 x 3 array represent the propagation delay’s experienced by virtual circuit
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i. Further let r be the average service time of a data frame. Then the seven
topologies to be studied can be represented by:-

/ 0
0
0
0
0
0
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The simulations were run over 6,000 to 15,000 seconds, with data only col
lected after the first 3000 seconds to allow for an ’equilibrium’ state to occur.
Initially, the windows were not adapted when BECN’s were received. This corre
sponds to the case where the queue threshold is set to 1002. The effect of explicit
congestion notification was then measured for average queue thresholds of 5, 10,
20, 30, 40, and 503. The average queue length was calculated using the algorithm
detailed in Section 3.3.2. For all simulations the average normalised power was
2as it is very unlikely that the average queue length will equal 100 even under severe
congestion
3Some of the simulations were also done with a threshold of 70, but to save time these were
discontinued as there appeared to be only a small difference between this case and no congestion
control at all!
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Figure 5.4: Normalised Power versus Average Queue Length Threshold for 7
different sets of propagation delays
calculated. This involved taking the normalised throughput (^) and dividing it by
the normalised delay ( / i E ( T )). This, in effect, means that the normalised power
is given by
The throughput and delay measurements were taken on the
total throughput and delay as seen by the higher layers. That is, the throughput
used in the calculation is actually the good throughput as distinct from the Frame
Relay throughput which does not consider the effect of lost frames (this vras also
measured but has not been analysed as it is not a good indicator of the o\erall
performance of the network during congestion events).
Other performance indicators measured were the congested nodes average
queue length, the congested node’s loss probability (this vras measured o\ er the
entire simulation time), network total retransmission, network average normalised
throughput, network average normalised delay and per virtual circuit normalised
power. For those networks where the propagation delays were varied, the per
virtual circuit normalised throughput, and the per virtual circuit stop time (nor
malised to 2000 seconds) was measured. The stop time was measured as the good
throughput only tells half the story, stop time measures that time where the users
were forced to stop transmitting and hence represents potential quality of service

'
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degradation to the user. In the simulations no user is given higher priority than
another, with the implicit assumption that the same quality of service require
ments applies to all users (even though some users are bursty and others provide
a constant load).
Figure 5.4 shows the normalised power for all seven configurations when prop
agation delay is not taken into account when deciding when to send a BECN or
a FECN marked frame. The two extremes identified in the simulations are repre
sented by Prop 0 and Prop 1. It can be seen that the largest normalised power is
experienced when all propagation delays are zero. The lowest normalised power
is experienced when the propagation delay is the largest. All other curves are in
between these extremes.

5.4 The Effect on Network Performance when
BECN’s are generated as a function of the
propagation delay between the congested
node and the ingress node
For topologies Prop 3,4,5 and 6 the propagation delay was added and subtract
ed from the specified queue threshold (see Section 4.2.8). For Prop 3 the case
of adding half the propagation delay was also measured. The results of these
simulations are provided in Appendix C. When adding propagation delay to the
threshold used to send BECN’s and FECN’s for a particular virtual circuit, those
virtual circuits with their ingress nodes further away from the congested node
are allowed to transmit more frames than those that are closer. When the propa
gation delay is subtracted, this directly disadvantages those virtual circuits that
are further away. On the other hand, subtracting the propagation delay ensures
that there are fewer frames in the network resulting in a lower average queue size
at the congested node. When congestion does occur, those nodes closer to the
congested node will respond quicker. This is especially the case as those nodes
with a lower propagation delay also enjoy a higher throughput. These are shown
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Normalised Power

Total Network Normalised Power for Prop3

Figure 5.5: Total Normalised Power versus Average Queue Length Threshold for
Prop 3
in the simulation results obtained.

5.4.1 Effect of the propagation delay between the con
gested node and the destination when using B E C N ’s
Topologies Prop 3 and Prop 4 only differ in the propagation delay between the
congested node and the destination. As BECN’s are used to signal congestion
to the source from the congested node, the only contribution of the propagation
delay between the congested node and the destination is to reduce the virtual
circuits power and throughput. This is revealed in the results obtained. For
example, a comparison of the curves for total normalised power for Prop 3 and 4
as shown in Figure 5.5 and Figure 5.6, shows very similar curves. A similar result
is seen in the comparison of total normalised throughput as shown in Figure 5.7
and Figure 5.8.
Examination of the data for total retransmissions shows that the network
with the lowest total propagation delay (Prop 4) suffers the largest number of
retransmissions when no congestion control is used, but a similar number of re-
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Total Network Normalised Power for Prop4

Figure 5.6: Total Normalised Power versus Average Queue Length Threshold for
Prop 4
Total Normalised Throughput for Prop3

Figure 5.7: T otal N orm alised th rou ghpu t versus Average Queue Length T hresh
old for P rop 3
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Total Normalised Throughput for Prop4

Figure 5.8: Total Normalised throughput versus Average Queue Length Thresh
old for Prop 4
transmissions when the BECN mechanism is invoked. These results are shown
in Figure 5.9 and Figure 5.10. This again suggests that the propagation de
lay between the congested node and the ingress node is the dominant factor in
determining the response of the network to congestion control.
Looking at the performance of the individual virtual circuits shows a similar
pattern. In both Prop 3 and 4, DLCI 6 has the lowest propagation delay of 0
between the congested node and the ingress node. The normalised power for this
virtual circuit is shown in Figure 5.11 for Prop 3 and Figure 5.12 for Prop 4. It
can be seen that they exhibit very similar patterns to each other. The normalised
throughput of DLCI 5 whose propagation delay is 9r (the longest delay) is also
similar in pattern for Prop 3 and Prop 4 as shown in Figure 5.13 and Figure 5.14.
This shows that the throughput and the power are unaffected by the propagation
delay between the congested node and the destination.
From the results obtained from the simulator it can be seen that the propaga
tion delay between the ingress node and the congested node is the dominant factor
in determining the effectiveness of the BECN mechanism in reducing congestion
in a Frame Relay Network.
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Figure 5.9: Total Retransmissions versus Average Queue Length Threshold for
Prop 3

Retrans

Total Retransmissions vs Threshold for Prop4

F igure 5.10: T otal R etransm issions versus Average Q ueue L ength T hreshold for
P ro p 4
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Figure 5.11: Normalised Power for VC6 versus Average Queue Length Threshold
for Prop 3
Normalised Power VC6 vs Threshold for Prop4

F ig u re 5.12: N orm alised Pow er for VC6 versus A verage Q ueue L ength T hreshold
for P ro p 4
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Figure 5.13: Normalised throughput for VC5 versus Average Queue Length
Threshold for Prop 3
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5.5 Comparison of Network Performance when
the BECN threshold per virtual circuit ig
nores, adds and subtracts the propagation
delay between the congested node and the
ingress node
As with many situations in networking there is no clear cut answer to the question
when is the best time to send BECN’s and FECN’s. It often comes down to a
trade off between one factor and another. In particular, the tradeoff between
throughput and delay is seen in the simulation results. It will be shown that the
best approach is to maximise the normalised power in the network. This, however,
leads to a decrease in network normalised throughput if an injudicious choice of
queue threshold is chosen. It is shown that to maximise the power in the network,
the propagation delays should be subtracted from the queue threshold used to
send BECN’s and FECN’s (see Section 4.2.8 for how to normalise propagation
delays to queue length statistics). This seriously disadvantages those ingress
nodes furthest away from the congested node. It should be noted that these
virtual circuits suffer a lower throughput compared to the other nodes, and some
small reduction in throughput may be tolerated by these user’s. If the queue
threshold is chosen such that the throughput for these virtual circuits approaches
95% of the throughput obtained by ignoring propagation delay, the normalised
power of these virtual circuits actually exceed the normalised power obtained
when ignoring and adding propagation delay s.

5.5.1 Effect on Normalised Throughput
The good normalised throughput will be lower if no action is taken by all the end
to end protocols in response to FECN’s and BECN’s signalled by the network.
This is shown in all the graphs provided in this study. If propagation delay
is considered in the calculation for sending FECN’s and BECN’s the network
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Figure 5.15: Total Normalised Throughput versus Average Queue Length Thresh
old for Prop 3
performance changes dramatically. In this section the results of the normalised
throughput will be compared and contrasted.
Total Normalised Throughput
The total normalised good throughput as propagation delay is added, subtracted
and ignored when sending BECN’s and FECN’s is shown in Figure 5.15 through
Figure 5.19. Two perspectives of the data are shown. The first perspective shows
the total normalised throughput for all values. This shows the effect of sub
tracting propagation delay from the threshold used to send BECN’s and FECN’s
on a particular circuit leads to a reduction of throughput for small thresholds,
with the throughput approaching that achieved when propagation delay is added
and ignored. The other perspective narrows in on the shape of the curve when
throughput is at a maximum. This shows the expected effect of throughput in
creasing to a maximum as threshold is increased and then decaying as the network
becomes congested and more frames need to be retransmitted.
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Figure 5.16: Total Normalised Throughput versus Average Queue Length Thresh
old for Prop 3
Normalised Throughput

Total Normalised Throughput for Prop4

F ig u re 5.17: T o tal N orm alised T h ro u g h p u t versus A verage Q ueue L en g th T h re sh 
old for P ro p 4
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Figure 5.18: Total Normalised Throughput versus Average Queue Length Thresh
old for Prop 5
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Normalised Throughput

Normalised Throughput for Prop3 VC1

Figure 5.20: Total Normalised Throughput VCl versus Average Queue Length
Threshold for Prop 3
Individual V irtual Circuits Normalised Throughput
As previously noted there are two types of virtual circuits. Two of the six are
bursty virtual circuits, the other four provide a constant offered load. In all
cases studied, the simulation shows that the level of congestion has a statistically
negligible effect on the normalised throughput of a bursty circuit. This is logical
in the sense that a bursty circuit is defined as a circuit where offered load is
high for a very short time followed by long silence periods. The result is that
even if the circuit bursts at a time that causes congestion, it will be able to
eventually transmit all of the data frames that it planned to. This will in all
likelihood occur before the next data burst experienced by this circuit. The
congestion in the network tends to increase the time taken to transmit the data
and the amount of time that these controlled sources must stop and wait due to
flow control signalling from the Frame Relay Network. A typical plot is shown
Figure 5.20, which shows the normalised throughput for \ irtual Circuit 1 m
Prop 3.
The other tvpe of source is the constant offered load sources (\C3 to VC6). In
these cases the normalised throughput does change depending on the congested
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Normalised Throughput

Normalised Throughput for Prop3 VC6

Figure 5.21: Total Normalised Throughput VC6 versus Average Queue Length
Threshold for Prop 3
nodes distance from the ingress node. In Prop 3, the closest ingress node to
the congested node is for VC6 with a zero propagation delay. The ingress node
furthest away from the congested node is for VC5 with a propagation delay of
9t . These are shown in Figure 5.21 and Figure 5.22.
For VC6 Prop 3, Figure 5.21 shows a great variation in normalised through
put depending on the option chosen for sending BECN’s and FECN’s. If the
propagation delay is subtracted from the queue threshold, VC6 will be the virtu
al circuit which will have BECN’s and FECN’s transmitted to it after all other
virtual circuits. As a result it will tend to be permitted to submit more frames
into the network than the other circuits. It will also start to increase its adaptive
window before the other sources. This advantage is shown in the figure where
VC6 experiences the highest normalised throughput when propagation delay is
subtracted from the queue threshold. At the other extreme, if the propagation
delay is added to the queue threshold then VC6 will be the first virtual circuit to
receive BECN’s and FECN’s in a congested network. This has a large detrimental
effect on the throughput that VC6 can obtain from the Frame Relay Network, as
can be seen in Figure 5.21.
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Figure 5.22: Total Normalised Throughput VC5 versus Average Queue Length
Threshold for Prop 3
For VC5 Prop 3, Figure 5.22 also shows a great variation in normalised
throughput depending on the option chosen for sending BECN’s and FECN’s.
If the propagation delay is subtracted from the queue threshold, VC5 will be
the virtual circuit which will have BECN’s and FECN’s transmitted to it be
fore all other virtual circuits. As a result it will tend to be permitted to submit
less frames into the network. This lower throughput, however, will eventually
increase as the queue threshold is increased in exactly the same way as the total
normalised throughput increased. Conversely, if the propagation delay is added
to the queue threshold the normalised throughput will be slightly higher than
that achieved if the propagation delay is ignored.
What about those nodes that are in between these two extremes. Figure 5.23
shows the normalised throughput for VC3 Prop 3. Typically, when the queue
threshold is very low such as a queue threshold of 5, and the propagation delay
is such that subtracting propagation delay provides the same resultant queue
threshold as for VC5, the throughput drops significantly. However, it tends to
recover quickly to actually exceed that measured when adding and ignoring the
propagation delay. While the normalised throughput does not always exceed the
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Figure 5.23: Total Normalised Throughput VC3 versus Average Queue Length
Threshold for Prop 3
throughput achieved when propagation delay is added and subtracted, it does
always approach the throughput achieved in these cases.

5.5.2 Effect on Normalised Power
Often it is desirable to optimize the power of the network. This is achieved by
maximising throughput and minimising the delay of frames through the network.
It will be shown that when the propagation delay is subtracted from the queue
threshold, in nearly every case, the overall power of the network is maximised.
It will also be shown that even for those virtual circuits disadvantaged by this
scheme, if the best threshold is chosen, the power can be maximised. This reflects
the reduced delay that frames experience through the network is more than the
reduced throughput that these virtual circuits experience.
Total Normalised Power
The total normalised power for three of the four topologies are shown in Fig
ure 5.24 through Figure 5.26. In all four (see Appendix C for the other graph)
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Figure 5.24: Total Normalised Power versus Average Queue Length Threshold
for Prop 3
cases when propagation delay is subtracted and the queue threshold is greater
than 5.0, the normalised power exceeds that obtained when the propagation delay
is ignored or added. Also, a higher power is achieved when the propagation delay
is ignored compared to when propagation delay is added to the threshold used to
send BECN’s and FECN’s. The graphs of normalised power shows that network
normalised power can be optimised by subtracting the propagation delays from
the queue threshold used to generate BECN’s and FECN’s.
To further investigate the effect of varying propagation delay, the round trip
time for a BECN was subtracted from the set threshold on a per virtual circuit
basis. This involved doubling the propagation delay between the congested node
and the ingress node and subtracting this from the fixed threshold. The effect
on Total Normalised Power is shown in Figure 5.27. Once again subtracting the
round trip propagation delay has resulted in an improved power performance
compared to ignoring and adding the propagation delay when the threshold is
set to larger values. Note also that the Total Normalised Power curve for round
trip delay compared to subtracting the ingress links propagation delay has been
shifted to the right. These results further indicate that propagation delay does
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Figure 5.25: Total Normalised Power versus Average Queue Length Threshold
for Prop 5
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Figure 5.26: Total Normalised Power versus Average Queue Length Threshold
for Prop 6
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Figure 5.27: Total Normalised Power versus Average Queue Length Threshold
for Prop 3 including using the round trip delay
effect the congestion avoidance mechanism used.
Another approach to setting the fixed threshold is to use the average of all
the round trip delays and subtract this from the chosen fixed threshold for the
network. Consider the case where the fixed threshold is chosen to be an average
queue length of 30 frames for topology Prop 3. Then the average of all the
round trip delays is 8.4 frames. Subtracting this from 30 frames gives a new
fixed threshold of 21.6 frames. Interpolating back up the ignore propagation
delay curve and the subtract round trip delay curve of Figure 5.27 shows that
subtracting the individual round trip delays results in an significantly improved
normalised power performance. In this case an improvement of 31.6% over using
the average of the round trip delays is experienced. If instead of moving up the
subtract round trip delay curve, the value for normalised power at a threshold
of 30 frames is used, the normalised power is still significantly larger than that
obtained by subtracting the average of the total set of round trip delays. In this
case the improvement measured is 9%.
It is recognised that there is a relationship between the selection of the optimal
fixed threshold, window size and propagation delay. This study does not take this
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into account, as this has already been investigated by others (such as in [29] and
[18]). It is suggested by this study that once the optimal threshold has been found
for a network with zero propagation delays, it can be improved by subtracting
the propagation delays of the individual virtual circuits and using an adjusted
queue length threshold for each individual virtual circuit in the network.
Individual Virtual Circuits Normalised Power
While it is true that the total normalised power is improved if propagation delay
is subtracted from the queue threshold, it is not true that all virtual circuits expe
rience the same benefit. Those virtual circuits that offer constant load and whose
ingress nodes are the furthest away from the congested node experience an initial
drop in power. Even in these cases if the threshold is allowed to increase, eventu
ally the total normalised power will increase to a maximum and then consistently
stay above the power developed in the case of ignoring propagation delay. For
example consider VC5 of Prop 3 as shown in Figure 5.28. When the threshold is
set to 5 and 10 the normalised power lies below the normalised power curves for
ignoring and adding the propagation delay. However, when the threshold is set
to 20, the power curve for subtracting the propagation delay lies above or equal
to that for ignoring or adding propagation delay. As it has already been observed
that the normalised throughput when subtracting propagation delay never equals
or exceeds the normalised throughput experienced when ignoring or adding the
propagation delay, the conclusion must be that the normalised delay is propor
tionately lower than the decrease in throughput. This leads to an increase in the
total normalised power. The same observation can be made of VC6 of Prop 5 as
seen in Figure 5.29.
The virtual circuit(s) whose ingress node is closest to the congested node
enjoys a large increase in normalised power. This is especially the case if there
is no other virtual circuit as close. An illustrative example is given in VC6 of
Prop 3, as shown in Figure 5.30. This shows a doubling of the normalised power
compared to that obtained when ignoring propagation delay. For such circuits it
is clear that the best solution is to use a threshold where propagation delays are
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Normalised Power VC5 vs Threshold for Prop3

Figure 5.28: Total Normalised Power VC5 versus Average Queue Length Thresh
old for Prop 3
Normalised Power VC6 vs Threshold for Prop5

F ig u re 5.29: T o ta l N o rm alised Pow er V C 6 versus A verage Q ueue L e n g th T h re sh 
old for P ro p 5
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Normalised Power VC6 vs Threshold for Prop3

Figure 5.30: Total Normalised Power VC6 versus Average Queue Length Thresh
old for Prop 3
subtracted and the threshold is set to 5. However, this would be grossly unfair
to the other users of the network, and hence would not be considered an optimal
solution in terms of fairness.
The bursty circuits show an increase in power for lower threshold settings,
dropping back to those values measured for ignoring and adding propagation
delays as the threshold is increased. In particular, as the threshold is set to 10
and 20 for most cases the power is higher when subtracting propagation delay.
When the threshold is set to 30 or more there is very little difference between
the three scheme. To illustrate, Figure 5.31 through to Figure 5.34 show the
normalised power for various propagation delay scenarios.
Those constant load virtual circuits that are not the closest or furthest from
the ingress node experience increased normalised power when propagation delay is
subtracted from the threshold. Typically, such circuits suffer a lower power when
the threshold is set to 5, rising dramatically to a peak power at a threshold of 10.
A good example of this is provided in Figure 5.35, where when the threshold is set
to 10 the peak normalised power is about 10% higher than the largest normalised
power measured when propagation delay is ignored or added to the threshold.
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Figure 5.31: Total Normalised Power VC1 versus Average Queue Length Thresh
old for Prop 3
Normalised Power VC2 vs Threshold for Prop4
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Figure 5.33: Total Normalised Power VC1 versus Average Queue Length Thresh
old for Prop 5
Normalised Power VC2 vs Threshold for Prop 6

F ig u re 5.34: T o ta l N o rm alised Pow er V C 2 versus A verage Q ueue L e n g th T h re sh 
old for P ro p 6
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Normalised Power VC4 vs Threshold for Prop3

Figure 5.35: Total Normalised Power VC4 versus Average Queue Length Thresh
old for Prop 3
Further examples can be found in Figure 5.36, Figure 5.37 and Figure 5.38.
In this study, if the threshold chosen is less than or equal to the propagation
delay between the ingress node and the congested node then the threshold used
to set FECN’s and BECN’s is set to zero. While this allows the simulation to be
simplified, in reality it is recognised that such a scheme will result in unfairness to
those nodes with the longest propagation delays. It is possible that the scheme
used when operating at lower network thresholds could be modified so that a
percentage of the propagation delay is subtracted. Also, for such situations,
it may be advisable for the network administrator to recognize that the ignore
propagation delay curve provides a much better normalised power and adopt the
simple scheme of ignoring the propagation delay.

5.5.3 Effect on Total Average Queue Length
As the average queue length is the parameter used to determine when to send
BECN’s and FECN’s it should be expected that there is some correlation between
the average queue length and the threshold. The results for the simulations are
shown in Figure 5.39 through to Figure 5.41. These figures show that the average

Average Normalised Power
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Figure 5.36: Total Normalised Power VC4 versus Average Queue Length Thresh
old for Prop 4
Normalised Power VC3 vs Threshold for Prop5

F igu re 5.37: T otal N orm alised Power VC3 versus A verage Q ueue L ength T hresh
old for P ro p 5
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Figure 5.38: Total Normalised Power VC6 versus Average Queue Length Thresh
old for Prop 6
queue length is always lower when the propagation delay is subtracted from the
queue length threshold. This is consistent with a lower average delay through the
network when propagation delay is subtracted. It is also interesting to note that
when propagation delay is added to the queue threshold, the average queue length
does not increase as much as it decreases when propagation delay is subtracted.

5.5.4 Effect on Loss Probability and R etransm issions
The results measured for loss probability and retransmissions at different queue
length thresholds are shown in Figure 5.42 through Figure 5.45. In general, these
show that the loss probability and retransmissions are lower when propagation
delay is subtracted from the queue threshold, when these measures become sig
nificant (at about queue thresholds of 30 or more). For lower queue thresholds
the loss rate and retransmission rate tends to be about the same for all three
scenarios in a statistical sense.
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Figure 5.39: Average Queue Length versus Average Queue Length Threshold for
Prop 3
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Figure 5.41: Average Queue Length versus Average Queue Length Threshold for
Prop 6
0.02
0.015

0.01
0.005

0

0

10

20

30

40

50

Queue Length Threshold

F igu re 5.42: T otal Loss P ro b ab ility versus A verage Q ueue L ength T hreshold for
P ro p 3

Chapter 5: BECN’s generated as a function of propagation delay
Average Loss Probability

100

0

5

10

15
20
25
Queue Length Threshold

30

35

40

Figure 5.43: Total Loss Probability versus Average Queue Length Threshold for
Prop 6
Total Retransmissions vs Threshold for Prop3

1000

Retrans

800
600
400
200

0

0

10

20
30
40
Queue Length Threshold

50

60

F igure 5.44: T otal R etransm issions versus A verage Q ueue L ength T hreshold for
P ro p 3

Chapter 5: BECN’s generated as a function of propagation delay

101

Retrans

Total Retransmissions vs Threshold for Prop 6

Figure 5.45: Total Retransmissions versus Average Queue Length Threshold for
Prop 6

5.5.5 Effect on N orm alised D elay
The normalised delay, as previously noted, is always lower when the propagation
delay is subtracted from the queue threshold. This is partly due to the network
experiencing a lower throughput and hence less queueing in the network. The
delay experiences a proportionately larger decrease compared to the correspond
ing decrease in throughput. As previously noted this leads to an increase in
network power. The total normalised delay for one of the topologies is shown in
Figure 5.46 (see Appendix C for others).

5.5.6 T he Stop Tim e of the Individual V irtual Circuits
The stop time of the individual virtual circuits was measured and normalised to
a 2000 second simulation time. The average stop time is a measure of the lost
opportunity time that the network has imposed on the end users in order to avoid
congestion in the network. Even when no congestion control is implemented, the
end users are asked to stop. This is because the maximum window size is limited
to 25 frames per virtual circuit. When the window is full, the end users are sent
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Figure 5.46: Total Network Delay versus Average Queue Length Threshold for
Prop 3
a R N R to stop further transmission until an acknowledgement is received. It is
obvious that as window size is adapted down during periods of congestion, the
end users are more likely to be asked to cease transmitting frames. This is shown
in the simulation results obtained. The average stop time for each virtual circuit
and topology is provided in Appendix C4.
First consider the bursty virtual circuits. These have been shown to experience
approximately the same normalised average throughput for all scenario’s and
an improved normalised power when propagation delay is subtracted. When
propagation delay is added or ignored the stop time for lower thresholds is always
larger than that experienced when propagation delay is subtracted provided the
virtual circuit’s ingress node is not furtherst away from the congested node. When
the virtual circuit is furtherst away (such as in the case of Prop 6 VC1, where
it is equal to the largest ingress link propagation delay) the stop time tends
to be much larger exhibiting exactly the same behaviour as experienced by the
constant load sources. Some of the measured results are shown in Figure 5.47
through Figure 5.51.
4only those topologies where propagation delay is varied have been measured
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Figure 5.47: Average Stop Time VC1 versus Average Queue Length Threshold
for Prop 3
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Figure 5.49: Average Stop Time VC1 versus Average Queue Length Threshold
for Prop 5
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Figure 5.51: Average Stop Time VC1 versus Average Queue Length Threshold
for Prop 6
Those constant load virtual circuits whose ingress nodes are closest to the
congested node experience a large increase in stop time when propagation delay
is added or ignored, and a much smaller stop time when propagation delay is
subtracted from the threshold. An example of such a situation is shown in Fig
ure 5.52. Here the ingress node is connected directly to the congested node as
propagation delay is zero. The case where propagation delay is subtracted leads
to zero stop time for low values of threshold, which slowly increases as threshold
is increased, but remains at all times below the other curves. Ignoring propa
gation delay shows a similar curve, shifted in height. Adding the propagation
delay causes the stop time to start high and slowly decrease as threshold is in
creased. The stop time shows the natural advantage that a ingress node close to
the congested node has.
Those constant load virtual circuits that are furtherst away from the congested
node show results exactly opposite to those that are nearest. When propagation
delay is subtracted they experience an large average stop time. When propagation
delay is added they experience a small average stop time. Figure 5.53 shows such a
circuit. In this case the virtual circuit was stopped for 80% of the total simulation
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Figure 5.52: Average Stop Time VC6 versus Average Queue Length Threshold
for Prop 3
time when the threshold was set to five. This falls back down to 10% when the
threshold is increased to 20. When propagation delay is added or ignored the
stop time is very low for this virtual circuit.

5.6 Summary of main observations with refer
ence to the effect of varying propagation
delay on the selected threshold
The results presented in this study suggest that the network should be optimized
for power. It has been shown by the previous results that the network normalised
power is optimized when the propagation delay is subtracted from the average
queue threshold used to send BECN’s and FECN’s. Indeed, this is intuitively
pleasing as it makes sense that the larger the propagation delay, the larger the
number of frames in the link and the longer it will take for the Frame Relay
ingress node to respond to congestion notification from the network. Hence, sub
tracting the propagation delay should allow the network to notify the ingress
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Figure 5.53: Average Stop Time VC5 versus Average Queue Length Threshold
for Prop 3
nodes taking into account that there is a high probability that frames are prop
agating in the links. Subtracting propagation delay does result in a lower total
normalised throughput for those circuits that are further from the congested n
ode. If a network threshold of 20% or 30% is used the best compromise can
be reached between optimizing the network’s normalised power and optimizing
the normalised throughput for both the individual virtual circuits and the total
network’s normalised throughput.

5.7 Conclusion
It can be seen from the simulation results that the propagation delay does effect
the performance of the congestion control mechanism used by the Frame Relay
Network. This is the case because the network responded differently when ig
noring, adding and subtracting the propagation delay from the average queue
length threshold. If propagation delay was not a significant factor, there would
have been no statistical difference between the three approaches. Of the three
scenario’s investigated in this chapter, it appears that the network performance
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is optimised when the propagation delay is subtracted from the queue thresh
old. The recommendation for optimizing the network performance is to subtract
propagation delays from the fixed threshold, and set this threshold at between
20% and 30%5.

5% threshold of buffer size.

Chapter 6
Conclusion
A Frame Relay Network is a statistical packet switching Network that provides
connection oriented data services. Current implementations use Permanent Vir
tual Circuits to interconnect LANs in a WAN configuration. These interconnected
LANs are geographically dispersed, where each link in the Network has a different
propagation delay. Frame Relay is a protocol optimized for high throughput with
minimal overhead, relying on end to end control to recover from frame loss. Such
frame loss can result from bit errors experienced in propagating frames through
the Network, or due to congestion in the Network. In Chapter 2 it was pointed
out that the nodes inside the Frame Relay Network (referred to as the Remote
Frame Handler) are best placed to determine when congestion occurs, but the
end to end protocol (at the ingress node) is best placed to take remedial action
during a congestion event. The congested node, upon detecting congestion, uses
the binary explicit congestion bit to signal this to the ingress nodes. The most
likely decision statistic to be used by the congested node to determine congestion
is the average queue length.
In Chapter 2 a literature review is presented. This review identifies congestion
control as an important and necessary component within the implementation of
a Frame Relay Network. Two methods of congestion control were identified, im
plicit and explicit. The literature largely deal’s with implicit congestion control
techniques. The research dealing with explicit congestion control tend’s to neglect
the effect of varying propagation delays. It is pointed out that this is an oversim109
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plification of a typical Frame Relay Network, which is likely to be geographically
distributed.
In Chapter 3 it is argued that propagation delay has been ignored by previous
studies. It is argued that in large delay-bandwidth product networks propagation
delay will have an effect on the congestion control strategy employed. Also in
Chapter 3 the reasons for using the regeneration cycle averaging technique were
provided. It was pointed out that using an average queue length threshold statis
tic is superior to using the instantaneous queue length statistic as bursty traffic is
not penalised and propagation and queueing delays within the Network are dealt
with more fairly. As the regeneration cycle averaging is an adaptive algorithm
based on the behaviour of the queue at the congested node, it provides consistent
signalling to all users. Finally, the hypothesis that varying propagation delay will
effect the congestion control mechanism was proposed.
In Chapter 4 a validation of a Frame Relay Network simulation was presented.
A star connected Frame Relay Network with six virtual circuits was presented and
analysed using Buzen’s Algorithm. It was shown that the statistics collected from
the simulation agreed very strongly with the calculated statistics obtained from
the use of Buzen’s Algorithm. This suggests strongly that the results obtained
from the simulation provide a good indication of statistic’s likely to be measured
in a real Frame Relay Network.
In Chapter 5 the simulation that was validated in Chapter 4 is used to investi
gate the effect of varying propagation delay on the Backward Explicit Congestion
Notification mechanism when propagation delay is ignored, subtracted and added
during mild congestion. It was shown by the simulation results that the propaga
tion delay does effect the performance of the congestion control mechanism used
by the Frame Relay Network. This is the case because the network responded
differently when ignoring, adding and subtracting the propagation delay from
the average queue length threshold. It follows that if propagation delay was not
a significant factor, there would have been no statistical difference between the
three approaches. It was found that improved network performance was obtained
when propagation delay was subtracted. On the other hand, when propagation
delay was either ignored or added lower normalised power, but higher normalised
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throughput resulted.
When the propagation delay was subtracted from the queue length thresh
old, it was found that the normalised power was maximised for the Network as a
whole. In particular, those virtual circuits whose ingress nodes were closest to the
congested node were proned to an improved normalised throughput, normalised
power and normalised delay. Those virtual circuits that were further away from
the congested node, but not the furthest, also showed some improvement in nor
malised power, and only a small degradation in normalised throughput. Those
virtual circuits with the longest propagation delay suffered a loss of normalised
throughput and normalised power. It was found that as the queue length thresh
old was increased these virtual circuits increased in term’s of both normalised
power and throughput. When the queue length threshold was increased to 20%
or 30% of the total queue length the resultant normalised power was either e
qual to or greater than that found when propagation delay was ignored or added.
At the same time, while never equal, the normalised throughput approaches the
values obtained when propagation delay was ignored or added. As the threshold
was increased the total network normalised power drops back to values measured
when propagation delay is ignored or added, but always stays above or equal to
these measured values.
Given that, in those public Frame Relay Networks that have been implemented
in the USA, the charging policy does not include rates based on distance (see [32]
page 47 ) it is clear that the best approach is to subtract the propagation delay
from the queue length threshold. This threshold should be set between 20% to
30% if fairness is required and 10% if total network normalised power is to be
maximised.
The methodology used to set the optimal average queue length threshold
for zero propagation delay systems has been investigated by other studies (see
[29] and [18]) and this study has not considered the most appropriate threshold
to use. It is recognised that the threshold will be a function of window size,
network traffic loads, network fairness, propagation delays and network topology.
Whatever methodology is adopted to select a optimal queue length threshold, an
improved threshold can be obtained by subtracting the propagation delay.
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It was also shown in Chapter 5 that the dominant factor in the use of the
BECN mechanism was the propagation delay between the congested node and the
ingress node. This is as expected, since the ingress node uses the BECN marked
frames received from the congested node (which will all be acknowledgements)
to reduce the virtual circuits window size during periods of congestion. The
propagation delay of the other links lead to a decrease in normalised throughput
and hence normalised power.
Further Research
Further research is required into the effect on the Frame Relay Network if one
or more of the ingress nodes refuses to adapt their offered load. What percent
age of nodes must adapt their windows and how does propagation delay effect
this? How does the mix of customer types (bursty and constant load) effect the
outcome during congestion events. To provide meaningful data on this will re
quire the set up of a star connected Network with at least 100 virtual circuits
and a corresponding increase in the capacity of the Network in terms of queueing
capacity and server bandwidth.
The technique of Random Early Detection could be applied to the explicit con
gestion notification technique. The results obtained could be compared to results
from this study to ascertain if there is an improvement in Network Performance.
The threshold statistic used in this study and many others is based on the
average queue length statistic. One other statistic that could be used is the virtual
loss probability (see Section 3.3.3). This is where if the instantaneous queue size
exceeds the queue length threshold that frame will be considered as ’virtually
lost’ and used to calculate loss probability. This statistic could be used instead
of average queue length and the results compared to those in this study.

Appendix A
Listings
A .l Buzens Algorithm implementation
// This calculates the normalization function for a 25 node Closed
// Queueing Network of M/M/l’s using Buzens algorithm as Described in
// ’Telecommunication Networks - Protocols Modelling and Analysis’
/ / b y Mischa Schwartz pages 229 - 231
// Author P Vial
#include <stdio.h>

long double huge g[401][27];

// g(N,M) normalization coefficients, N=600, M=<
// used for 6 off M=5 virtual circuits
// note that M=0 column is not used!!

// no point as overflow occurs earlier!! long double huge gl[201][27];
double rho[27];
double E [273;
double th[27];

// normalised utilisations at each node
// expected number in the queue
// local throughput at node index i

double dummy [27];
double global.throughput; // global throughput through the tandem queues
double end_to_end_delay; // end to end delay
double service.rate; // service rate of all queues in packets/sec
double utilisation; // utilisation of the virtual circuit
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void m a i n O

{
//change this to provide the normalised utilisations
service.rate = 64000.0/5000.0;

utilisation = (0.9*service_rate)/service_rate; // arrival rate / service.rate i
int n = 65 * 6; //change this value for different values of N up to (65 * 6)
int N = 60 * 6; // used to calculate the prob of blocking, expected that 0 < N
rho[l] = 1;
rho[2] = rho[l];
rho[3] = 6.0 * rho[l];
for( int i = 4; i<26; i++ )

{

rho[ i ] = rho[l] ;

}

rho[26] = (( 6 * rho[l] ) / utilisation );

//initialize the first array elements
for(i=0;i<401;i++)

{

g[i][l] = 1;

>

for(i=l;i<27;i++)
■C

g[0][i] = 1;

>

// calculate the coefficients

for (i=l;i<(n+l);i++)

gCi]

[2]

= g[i]

C

g[i] [3]

= g[i][

[4]

= g[i][
= g[i][

g[i]

g[i][5]

1] + (rho[ 2] * g[i-l][ 2]);
2] + (rho [ 3] * g[i-l] [ 3]);
3] + (rho[ 4] * g[i-l] C 4]);
4] + (rho [ 5] * g [i-1] [ 5]);
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g[i][6]

= g[i][

5] + (rho [ 6] * g[i-l] [ 6]) ;

g[i][7]

= g[i][

6] + (rho [ 7] * g[i-l] [ 7]) ;

g[i][8]

= g[i][

7] + (rho [ 8] * g[i-l] [ 8] ) ;

g[i] [9]

=g[i][8]

g[i][10] = g[i][

+ (rho[ 9] * g[i-l] [ 9]);

9] + (rho[10] * g[i-l] [10]) ;

g[i][ll] = g[i] [10] + (rho[11] * g[i-l] [11] );
g[i] [12] = g[i] [11] + (rho [12] * g[i-l] [12]);
g[i] [13] = g[i] [12] + (rho [13] * g[i-l] [13]) ;
g[i] [14] = g[i] [13] + (rho [14] * g[i-l] [14]);
g[i] [15] = g[i] [14] + (rho [15] * g[i-l] [15]) ;
g[i] [16] = g[i] [15] + (rho [16] * g[i-l] [16] );
g[i] [17] = g[i] [16] + (rho[17] * g[i-l] [17] ) ;
g[i] [18] = g[i] [17] + (rho[18] * g[i-l] [18]);
g[i] [19] = g[i] [18] + (rho [19] * g[i-l] [19] );
g[i] [20] = g[i] [19] + (rho [20] * g[i-l] [20]);
g[i][21] = g[i][20] + (rho [21] * g[i-l] [21]);
g[i] [22] = g[i] [21] + (rho [22] * g[i-l] [22]);
g[i] [23] = g[i] [22] + (rho [23] * g[i-l] [23]);
g[i] [24] = g[i] [23] + (rho [24] * g[i-l] [24]);
g[i] [25] = g[i] [24] + (rho [25] * g[i-l] [25]);
g[i] [26] = g[i] [25] + (rho [26] * g[i-l] [26]);
>

// print the coefficients

//for (i=0;i<101;i++)

//

{

//

printf ("\r\ng['/,u] [1] = */,f, \r\ng['/,u] [2] = ‘
/.f, \r\ng[*/,u] [3] = */,f, \r\ng['/,i

//

i, g[i] [1], i> g[i] [2] , i, g[i] [3] , i, g[i] [4] , i, g[i] [5] , i, |

//

>

// calculate the expected number in each queue

for(i=0;i<27;i++)
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{
E[i] =0;
dummy [i] =rho [i] ;

>
for(i=l; i<(n+l); i++)

// doing calculations for an M=5 virtual circuit
E[ 1]

+= dummy [ 1] *(g[n-i] [26] /g[n] [26] );

E[ 2]

+= dummy [ 2] *(g[n-i] [26] /g[n] [26] );

E[ 3]

+= dummy [ 3] *(g[n-i] [26] /g[n] [26] );

E[ 4]

+= dummy [ 4] *(g[n-i] [26] /g[n] [26] );

E[ 5]

+= dummy [ 5] *(g[n-i] [26] /g[n] [26] );

E[ 6]

+= dummy [ 6] *(g[n-i] [26] /g[n] [26] );

E[ 7]

+= dummy [ 7] *(g[n-i] [26] /g[n] [26] );

E[ 8]

+= dummy [ 8] *(g[n-i] [26] /g[n] [26] );

E[ 9]

+= dummy [ 9] *(g[n-i] [26] /g[n] [26] );

E[10] += dummy [10] *(g[n-i] [26]/g[n] [26] );
E[ll] += dummy [11] *(g[n-i] [26] /g[n] [26] );
E[12] += dummy [12] *(g[n-i] [26] /g[n] [26] );
E[13] += dummy [13] *(g[n-i] [26]/g[n] [26] );
E [14] += dummy[14]*(g [n-i][26]/g[n][26]);
E [15] += dummy [15] * (g [n-i] [26] /g [n] [26] );
E[16] += dummy [16] *(g[n-i] [26] /g[n] [26] );
E[17] += dummy [17] *(g[n-i] [26] /g[n] [26] );
E [18] += dummy [18] * (g [n-i] [26] /g [n] [26] );
E[19] += dummy [19] *(g[n-i] [26] /g[n] [26] );
E [20] += dummy [20] * (g [n-i] [26] /g [n] [26] );
E [21] += dummy [21] * (g [n- i] [26] /g [n] [26] );
E [22] += dummy [22] * (g[n-i] [26] /g[n] [26] );
E[23] += dummy [23] *(g [n-i] [26]/g[n] [26]);
E [24] += dummy [24] * (g [n-i] [26] /g [n] [26] );
E[25] += dummy [25] *(g[n-i] [26] /g[n] [26] );
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dummy[ 1] = dummy[ 1]*rho[ 1];
dummy[ 2] = dummy[ 2]*rho[ 2];
dummy[ 3] = dummy[ 3]*rho[ 3];
dummy [ 4] = dummy[ 4]*rho[ 4];
dummy[ 5] -

dummy[ 5]*rho[ 5];

dummy[ 6] = dummy[ 6]*rho[ 6] ;
dummy[ 7] = dummy[ 7]*rho[ 7];
dummy[ 8] = dummy[ 8]*rho[ 8];
dummy[ 9] = dummy[ 9]*rho[ 9];
dummy[10] = dummy[10]*rho[10];
dummy[ll] = dummy[11]*rho[ll] ;
dummy [12] = dummy [12] *rho [12] ;
dummy [13] = dummy [13] *rho[13] ;
dummy [14] = dummy[14]*rho[14];
dummy[15] = dummy[15]*rho[15] ;
dummy[16] = dummy[16]*rho [16];
dummy[17] = dummy[17]*rho[17];
dummy [18] = dummy[18]*rho[18];
dummy [19] = dummy[19]*rho[19];
dummy[20] = dummy[20]*rho[20] ;
dummy [21] = dummy[21]*rho[21] ;
dummy [22] = dummy[22]*rho[22];
dummy [23] = dummy[23]*rho[23];
dummy [24] = dummy[24]*rho[24];
dummy[25] = dummy[25]*rho[25];

}
printfC \r\n \r\n");
for (i=l;i<26;i++)

{
printf("E['/,u] = '/,f

}
printfC \r\n \r\n");

", i, E[i] );
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// calculate the throughput

global.throughput = (service.rate * rho[l] * g[n-l][26])/g[n][26];
printf ("\r\nglobal throughput = */,f", global.throughput);

// calculate the end to end delay using little’s result
// need to work out throughput’s!!
th[l]

= service.rate * rho[l]

* (g[n-l] [26] /g[n] [26]);

th[2]

= service.rate * rho[2]

* (g[n-l] [26]/g[n] [26]);

th[3]

= service.rate * rho[3]

* (g[n-l] [26]/g[n] [26]);

th[4]

= service.rate * rho[4]

* (g[n-l] [26]/g[n] [26]);

th[5]

= service.rate * rho[5]

* (g[n-l] [26]/g[n] [26]);

end.to.end.delay = ( (E[l]/th[l]) + (E[2]/th[2]) + (E[3]/th[3]) + (E[4]/th[4])
printf (11\r\ncalculated vc taO end to end delay = '/.fM , end.to.end.delay );

// calculate the Probability of blocking
double prob.blocking = rho[3];
for( i=l; i < N; i++ )

prob.blocking = rho[3] * prob.blocking;

>
prob.blocking = ( prob.blocking * (g[n-N][26]/g[n][26]) );
// at this stage prob.blocking is the probability that there
// are N or more packets in the queue and server at node 3! (the congested
// node in this case)
if (( prob.blocking >=0 ) && ( prob.blocking <= 1 ) )

{
printf("\r\nprob of blocking with %u buffers = /f \r\n\r\n , N, prob.blockii

}
else

{
printf ("\r\nError in blocking value, check n & N values\r\n\r\n");

>

>

Appendix B
Definitions
B .l Definitions
In the addendum to T1.606 standard (please see [2]) Section 1.3 the following
definitions of parameters referred to in a frame relay network are given:Access rate : The data rate of the user access channel. The speed of the access
channel determines how rapidly (maximum rate) the end user can inject
data into the network.
Committed Burst Size (Be) : The maximum amount of data (in bits) that
the network agrees to transfer, under normal conditions, over a measure
ment interval (T). This data may or may not be interrupted (that is, may
appear in one frame or in several frames, possibly with interframe idle flags).
Be is negotiated at call establishment or service subscription time. Data
marked by the end user as having reduced discard priority (DE) is also
accounted for in EIR (rather than CIR).
Excess Burst Size (Be) : The maximum amount of uncommitted data (in
bits) that the network will attempt to deliver over measurement interval
(T). This data may or may not be interrupted (that is, may appear in
one frame or in several frames, possibly with interframe idle flags). Be is
calculated by the following formula. Be = T * EIR. Excess Burst data
119
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may be marked Discard Eligible (DE) by the network.
Measurement interval (T) : The time interval over which rates and burst
sizes are measured. In general, the duration of T is proportional to the
’burstiness’ of the traffic. T is computed as T = Bc/CIR.
Committed Information Rate (CIR) : The rate at which the network agrees
to transfer information under normal conditions. This rate is continuous
ly measured over the measurement interval T. CIR is negotiated at call
establishment or service subscription time.
Excess Information Rate (EIR) : The maximum rate which the network will
attempt to transfer data under normal conditions. This rate is measured
over the measurement interval T. Data marked by the end user as having
reduced discard priority (DE) is also accounted for in EIR (rather than
CIR). If the end user input rate exceeds EIR, the excess data is subject to
immediate discard1.

1taken from [2]
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Graphs obtained when
propagation delay is ignored,
added and subtracted using
regeneration cycle averaging
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Appendix D
Other Supporting Simulations
for Verification
D .l Verification of frame relay modules
D .l.l Introduction
A Frame Relay Network can be analysed using simple queueing theory analysis,
provided all processing time inside the servers is zero and all propagation delays
are zero. This essentially can be applied to a real network where these parameters
are negligible compared to queueing delay and service time. In all the validation
simulations processing delay and propagation delay is set to zero.
To validate the Frame Relay modules developed for the simulation, a sim
ple three (3) node tandem network with infinite buffer storage is used (see Fig
ure D.l). As Klienrocks Independence Assumption has been invoked, it can be
shown (see [31] chapter 5) that the resulting closed network is of product form
solution allowing simple mathematical analysis. This analysis can be used to
predict the theoretical normalised throughput and normalised delay. It will then
be shown that there is excellent agreement between the theoretical result and the
results provided by the OPNET simulation.
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D.1.2 Assumptions Used in the Validation Simulations
The assumptions used in the validation experiments and by the theoretical anal
ysis (including Buzen’s Algorithm) are:
• Klienrock’s Independence Assumption is invoked. This means that at every
server that the frame passes through the frame size is changed using an
independent and identically distributed exponential distribution. This has
the effect of changing the service time of the same frame at every server it
passes through.
• All sources offer the same load using an exponentially distributed interar
rival rate.
• As a consequence of the previous two assumptions, the network can be con
sidered a cluster of M/M/l queues, and hence has a product form solution.
• All propagation delays are zero.
• There is no switching time associated with the frame as it arrives, waits
for service and then is served, only the time that it is in the queue and the
service time are considered significant.
• The frame is acknowledged by the destination as soon as the frame is suc
cessfully received.
• There are no lost frames and no retransmission of frames.

D.1.3 Analysis of a Closed Queueing Network with 3
M /M /l tandem queues
Consider a Closed Queueing network (one using a sliding window protocol),
with N frames flowing from source to destination passing through three (M—3)
tandem queues as shown in Figure D.l. Each queue provides a mean service rate
of \i frames per second. The frame length is varied exponentially as it arrives at
each queue in the virtual circuit (as per Klienrock’s Independence Assumption)
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Source

Destination

Figure D.l: Closed network for 3 tandem M/M/l queues

Source

Destination

Figure D.2: Norton equivalent closed network for 3 tandem M/M/l queues
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and poisson arrival rate (A frames per second) is assumed. This results in a
product form solution where the probabilities of state of the entire network are
given by products of state probabilities in each queue. Two methods are available
to solve for state probabilities. The first step is to calculate the state-dependent
service characteristic u(n), where n is the number of frames in the virtual circuit
and n < N . This can be done by either invoking Nortons theorem1 ( see figure D.l )
or by invoking simple probability theory. By either approach the state-dependent
service characteristic is given by:np
(D.l)
u (n) =
[n + ( M - 1 )]
After using Norton’s theorem on a three queue network, there are two queues (see
figure D.2 ). One in the path between source and destination with state depen
dent service characteristic of u(n) (say Q ue u e 1) and another queue between the
Destination and the Source with service rate Aframes per second (say Q u e u e 2).
Since in a closed network there will always be N frames flowing in the network, if
Queue 1 has n frames in service then Queue 2 must have N - n frames in service.
It is then sufficient to find the probabilities of state of Queue 1 to calculate the
statistics between Source and Destination such as end to end delay ( E ( T ) ) , or
the expected number in the queue ( E ( N ) ) or the throughput, 7 . The equations
of state for Queue 1 are just that of a birth-death process, with arrival rate of A
and service rate of u{n). Hence p n, the probability that Queue 1 is in state n, is
giyen by:Pn =

(D-2)

Ili=iu(0
with po being the probability that Queue 1 has no frames in service or queued.
This can be found by invoking the probability normalization condition that the
sum of probabilities of all states must be equal to 1 , that is.^Pn =
n

=0

1

(D-3)

iThis theorem states that for product form networks, any subnetwork may be replaced with
one composite queue with state dependent service rate. The network remaining has the same
statistical behaviour
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Substituting equation D.l into equation D.2 to get:„ _
Pn

PoA"
TTn
lii=l [ i + ( M - 1 )]

(D.4)

An

P-5)

Rearranging,
Pn _
P°

IL=1 [i+(M-l)]
An

p n.-=i [i+(M—i)]

P-6)

and noting that the utilisation of Queue 1 is given by p = A to get:^

= ------p .---nn —

(D.7)/

V

i

*=1 [i+(M—1)]

1
! w
, n f
( 1 + ( M —1) ) ( 2 + ( M —1) ) ' ‘ ' ( n + ( M - l ) )
n (1 + (M - 1))(2 + (M - 1)) ■ .. (n + ( M - 1))

P\
9

nl

n (1)(2) ■ • • (M -

(D.8 )
(D.9)

1)[(1 + (M - 1)) • • • (n + ( M - 1))] (D.10)
9
(1)(2) • • • ( M — l)n!
(n + (M -l))!
(D.ll)
P (
M
V '
and recognizing that the factorial fraction is simply the binomial coefficient to
get,
M — 1+ n
(D.12)
l

A/f __ 1 _l_ r>

\

n

Po

To calculate Po—, use equation D.3 and equation D. 1 2 to get,
1

N

(D.13)

¿Pn
71=0

N

E^>

71= 0

N

poE^"
71=0

M

—1 + n
n

M — 1+ n
n

P-14)
P-15)
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after dividing both sides by p0,
1_
Po

N

M

=E '

—1 + n
n

n=0

(D.16)

Given equation D.12 and equation D.16, provides expressions for the probability
of state. From these equations all end to end statistical quantities such as end to
end delay and throughput can be calculated. The throughput , 7 , of the window
controlled virtual circuit is given by averaging over all the N possible service
rates:N
7 = ^2u(n)pn
(D. 17)
71= 1

Applying Little’s formula2 to this equation provides the end to end time delay,
F?(T), through the virtual circuit:E(n)

N np 7

(D. 18)
=E 7
Now, consider the region of very heavy load. In particular the region where A->oo
so that A>//. Under these conditions as soon as a frame arrives at the destination
and is acknowledged at the source, there is always another frame to inject into
the virtual circuit. The result is that the Source-Destination path is always kept
at state N. Hence E ( n ) = N and using equation D.17 and equation D.l with
p N = 1 and all other pi = 0 gives:Np
(D.19)
A —>00
7 = u(N)
[N + { M - 1 ) Y
E(T)

1

71=1

rearranging, and noting that normalised throughput is given by J gives:-

1(i ~______
^ ____ = — —— = — —
N + ( M - 1) N + 3 - l
N +2

(D.2 0 )
v '
where M is the number of single server nodes. Using Little’s Formula on equa
tion D.20 this gives:
N
N + M -l
(D.21)
E(T) = -.........................
= ------------7
M
2which states that a queueing system, with average arrival rate A and mean time delay E ( T )
through the system, has an average queue length E ( n ) given by the expression \ E ( T ) = E ( n )
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Destination

Figure D.3: Simulation of 3 tandem M/M/l queues under OPNET
rearranging gives the normalised delay as:
fiE(T) =

N + M- l = N + 3 - l= N + 2

(D.22)

Schwartz ([31] page 188-189) shows that these two equations can be combined
into:
/r£(r) = —
A^°°
(D.23)
\fj.)

thus showing the time delay-throughput tradeoff characteristic of a three node
tandem queue. Essentially, as offered load is increased, normalised throughput
increases as does normalised delay.

D.1.4 Simulation of a Closed Queueing Network with 3
M /M /l tandem queues using frame relay modules
To validate and test the OPNET simulation a three node tandem queue was
set up using the assumptions provided in Section D.1.2. This involved setting up
three tandem queues each with a service rate of 64,000 bps and three queues in
the reverse direction with 64,000 bps. Frames passing from source to destination
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Normalised Throughput versus Normalised Delay (Theory and Opnet)

Normalised
Delay

Normalised Throughput

Figure D.4: Plot of normalised throughput versus normalised delay for 3 tandem
M/M/l queues, theory and simulation with 95% confidence intervals
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Normalised Throughput J
for 3 Tandem M/M/l queues
Theory
Simulation
2
2
95% Confidence interval
M
high
low
0.3345
0.3333 0.3332 0.3319
0.5019
0.5000 0.5000 0.4980
0.6015
0.6000 0.6000 0.5985
0.6690
0.6667 0.6665 0.6640
0.7167
0.7143 0.7142 0.7117
0.7518
0.7500 0.7493 0.7468
0.7804
0.7778 0.7773 0.7742

Figure D.5: Tabulation of Normalised throughput for Measured Simulation and
theoretical results for 3 tandem M/M/l queues
are data frames having a mean of 5000 bits. The resultant service rate is then
12.8 p/s ( i S ) . Those frames travelling from Destination to Source are fixed at
146 bits, being acknowledgements of the data frames. The data frames have a
service rate at each queue of 438.46 p/s (^f^) which is much greater than 12.8
p/s for the data frames. Hence, only a small (and constant) delay is experienced
by the acknowledgements. Therefore, this delay can be considered insignificant.
This corresponds to the treatment of acknowledgements in the theoretical analysis
provided in subsection D.1.3.
The simulator was set up to measure the mean end to end delay through the
virtual circuit and the mean throughput. These values were then normalised by
multiplying end to end delay by the service rate ( p E ( T ) ) and dividing throughput
by the service rate (—). Initially the theoretical and simulation results did not
agree at all. Further investigation into the simulator software revealed that the
size of individual frames were being physically changed if the size was to be
increased but when individual frames needed to be decreased OPNET did not
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Normalised delay p E ( T )
for 3 Tandem M/M/l queues
Simulation
Theory
f i E ( T ) v E ( T ) 95% Confidence interval
high
low
3.013
3.001 2.989
3
4.016
4.000 3.985
4
5.012
5.000 4.988
5
6.024
5.978
6.001
6
7.024
7.000 6.977
7
8.033
8.006 7.980
8
9.041
9.005 8.969
9

Figure D.6 : Tabulation of Normalised delay for Measured Simulation and theo
retical results for 3 tandem M/M/l queues
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decrease the frame size3. This resulted in a skewing of the results in favour of a
larger overall frame size that was not in accordance with Klienrock’s Independence
Assumption. After correcting this problem by modifying the frame definition so
that the simulator could change the physical size of a frame4 the simulation
results then showed very strong agreement with the theoretical results provided
in subsection D.1 .3 .
Figure D.4 is a plot of normalised throughput versus normalised delay for
three (3) tandem M/M/l queues as N (the number of frames allowed into the
network) is changed from 1 to 7, using equation D.20 and equation D. 2 2 to
calculate the theoretical values. Figure D.4 also plots the values obtained from
the OPNET simulation, including 95% confidence intervals. To illustrate further,
Figure D.5 is a table of calculated theoretical and simulation values for normalised
throughput and Figure D.6 is a table of calculated theoretical and simulation
values for normalised delay. Both tables include the 95% confidence intervals
as plotted in Figure D.4. It is evident from these figures that the theory and
simulator agree very strongly.

3a warning message was generated but this warning did not indicate that the frame size had
not been changed
4This involved setting the size of the frame bits to 0 and changing the bulk size of the frame
as it passes through the network. As bulk size is used to calculate service time at a queue, it
satisfied the Klienrock Independence Assumption

Appendix E
Brief presentation of OPNET
simulation of a Frame Relay
Network
E .l Brief Description of simulation ’frconglO.sim’
The simulation used in this study is provided in the layered, object-oriented
simulator provided by OPNET. The top layer is the network layer and this is
shown in Figure E.l. It is composed of network nodes linked together by direct
network connections. Each link has been set up with zero bit rate error. OPNET
allows variables to be promoted from one level to the next highest level. The
propagation delay was one of the promoted variables to be defined at the time
that the executeable program ’frconglO.sim’ is run on the SUN microsystems
computer. This information is passed to the simulation (along with the random
seed value) via an environment file. The environment file is passed as one of the *
arguments passed on the command line. An example would be:
frconglO.sim -ef test.ef -seed 1000

The source nodes in the simulator are named dteO to dte5. The destination
nodes are named dte6 to dtell. To simulate the effect of a Frame Relay Terminal
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Adapter, nodes are provided after the source node and before the destination n
ode. The source Terminal Adapter nodes are named taO to ta5. The destination
Terminal Adapter nodes are named ta 6 to tall. At the edge of the network a
further node is provided. These use the same process modules as the Remote
Frame Handler process modules. The only difference is that the two Remote
Frame Handlers are capable of switching from eight different receivers / trans
mitter pairs. The edge nodes only require two such pairs (for the forward and
reverse directions).
If further code and diagrams are required these can be obtained upon request.

Figure E .l: O PN E T sim ulation Network D iagram
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Figure E.2: O P N E T sim ulation Rem ote Fram e H andler Node D iagram
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Figure E.3: O P N E T sim ulation R em ote Fram e H andler Process D iagram
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Figure E.5: O PN E T sim ulation D estination Nodes Process D iagram
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Figure E.6: O P N E T sim ulation Term inal A dapters VC Process D iagram

178

Appendix E: Brief Description of simulation ’frconglO.sim7

Figure E.7: O PN E T sim ulation Source Nodes (dte) Node D iagram
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Figure E.8: OPNET simulation Terminal Adapters Frame Relay Encapsulation
Process Diagram
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Figure E.9: OPNET simulation Terminal Adapters Frame Relay Interface Node
Diagram
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Figure E.10: O P N E T sim ulation Source Term inal A dapter Node D iagram
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