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Abstract
The aim of this project is to ascertain whether the data in existing 
Police recording systems can be used by existing mature data mining 
techniques in an efficient manner to achieve results that are more 
accurate than those achieved by Police specialists  when analysing 
crime.
The Police Service has no formalised methodology of recording and 
analysing crime data and it is incumbent on each Force to train and 
develop appropriate personnel to provide operational analysis. Police 
data is inconsistent and, frequently, incomplete making the task of 
formal analysis far more difficult and current analytical practices are 
semi-manual  and  time  consuming  producing  results  of  limited 
accuracy. These analytical processes would benefit from using data 
mining techniques within a structured approach as discussed within 
this  thesis.  The  usage  of  supervised  and  unsupervised  learning 
techniques within a structured methodology to mining Police data is 
evaluated. 
The  research  demonstrates  that  data  mining  techniques  can  be 
successfully used in operational policing. High volume crimes such 
as  burglary  that  have  been  committed  by  one  or  more  known 
offenders can be classified and the model used to attribute currently 
undetected  crimes  to  one  or  more  of  those  known  offenders. 
Burglary crimes that previously had no overt relationship and the 
identity of the offender is unknown can be clustered with the ability 
to  suggest  one  or  more  offenders  who  may  be  responsible  for 
committing the crime. The same techniques used in analysing high 
volume crime can be used to link low volume major crimes such as 
serious sexual assaults.
The recognised benefits include an improvement in the accuracy of 
results over current semi-manual processes and a reduction in the 
time taken to achieve those results. 
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1. Introduction
Data  mining is  a  multi-disciplinary  activity  using techniques  from 
artificial  intelligence,  database  technology,  data  visualisation, 
information  theory,  machine  learning,  and  pattern  recognition 
(Kantardzic and Zurada 2005). Its aim is to discover meaningful new 
correlations, patterns and trends by sifting through large amounts of 
data stored in repositories  (Weiss and Indurkhayan 1998, Gartner 
Group 1999)  by  automatic  and semi  automatic  means  (Berry  and 
Linoff   2000).  Its  techniques  are  designed  to  interpret  data  to 
provide additional  information to assist  in understanding the data 
which, in turn, can facilitate decision support, prediction, resource 
handling, forecasting and estimation.
In  order  to  increase  performance,  it  is  not  uncommon in  today’s 
business arena for commercial organisations to use data mining. In 
2002, according to the research company International Data Corp 
(IDC), approximately 66% of North American companies that were 
interviewed were using data mining tools (Roberts-Witt 2002). 
In  the  early  stages  of  data  mining,  conferences  were  mainly 
concerned with techniques but the application of these techniques 
has been a feature. For example, as early as 1994 five papers were 
concerned about novel  applications of  data  mining (ACM SIGKDD 
2006). Table 1.1 illustrates the distribution of application / industrial 
papers to research papers since the ACM SIGKDD 2000 conference 
in Boston MA. Approximately 25% of the conference is  concerned 
with  novel  application  areas,  however,  there  is  little  reference  to 
data mining in operational policing.
Year
Research 
Full/Post
er Papers
Application/Indust
rial Full/Poster 
Papers
2000 50 18
2001 52 12
2002 66 12
2003 70 23
2004 84 26
8
2005 76 25
Table 1.1 – ACM SIGKDD Paper Distribution
The  presence  of  the  industrial/application  stream  in  such 
conferences  demonstrates  that  novel  applications  have  a  role  to 
inform data mining development.  As stated above the use of data 
mining in policing is  rare  and,  as  can be  seen in the  conference 
programmes the research into this area is also rare.
1.1 Research Question
The research question addressed by this thesis is; how can the data 
in existing Police recording systems be used by existing mature data 
mining techniques in an efficient manner to achieve results that are 
more  accurate  than  those  achieved  by  Police  specialists  when 
analysing crime.
The techniques used in this study, Multi Layer Perceptron (MLP) and 
Self Organising Map (SOM) are good representatives of supervised 
and unsupervised learning respectively. The StatLog report (King et 
al  1995)  states  that,  although  there  is  no  single  best  classifier 
algorithm (page 34),  the MLP performed well  in most  categories. 
The  SOM  has  been  shown  to  perform  well  when  tested  using  a 
difficult, artificially generated data set (Ultsch & Vetter, 1994) and 
analysing spatial data (Franzini et al, 2001).
To  answer  the  research  question  three  aims  have  been  set.  A 
scenario describes the problem with the aim describing the proposed 
solution.
Scenario 1
Many offenders  commit  multiple  crimes before  they are  arrested. 
Once they are in custody and before they are questioned regarding 
the  crime  for  which  they  have  been  arrested  and  other  similar 
undetected crimes, an analyst will conduct a semi-manual SQL type 
search on current recorded crime to produce a list of crimes for the 
interview process. This list takes up to 2 hours to produce and is 
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typically 10% to 15% accurate. Police Officers have then to reduce 
the list of crimes to a manageable size suitable of interview purposes 
(approximately  20).  This  can  take  up  to  4  hours  and  does  not 
improve the accuracy.
The 1st aim is to use a supervised learning algorithm to ascertain 
whether crimes that have been committed by known offenders can 
be  modelled  and  whether  those  crimes  that  have  already  been 
committed and not  attributed to an offender can subsequently be 
attributed to one of those known offenders. 
Scenario 2
A  series  of  crimes  may  be  committed  where  the  identity  of  the 
offender(s) is unknown. For example; a network of three offenders 
will purport to be from the Water Company and require access to the 
premise in order to test the pipe work. Over a period of a week it is 
not  uncommon  for  this  type  of  crime  to  occur  in  excess  of  10 
occasions. One offender will talk to the victim (lead person) and the 
other two will search the premise and steal property. The victim will 
be able to offer a reasonable description of the offender with whom 
he/she had a conversation but only a cursory description of the other 
two offenders.
The offenders will  rotate the lead person and alter  their  clothing 
from crime to crime. This results in differing offender descriptions 
for the same network and the same crime series.  Offenders often 
also  alter  their  MO,  alternating  between  water,  gas  and  electric 
companies within the same crime series. Analysts who specialise in 
examining this type of crime perform key word SQL type searches as 
described  above  to  produce  a  list  of  crimes  that  may be  similar, 
based on the offender’s description and MO.
The 2nd aim is to use an unsupervised technique to link crimes using 
the  MO  and  offender  descriptions  when  the  identity  of  the 
offender(s) is currently unknown.
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Scenario 3
When a  serious  sexual  offence  occurs  in  the  UK,  analysts  at  the 
National  Crime  Faculty  (NCF)  receive  details  of  the  case  –  the 
“index” case. All details are encoded and entered into the ViCLAS 
computer  system  described  in  Chapter  4.  The  analyst  will  use 
information from the index case and try to match other crimes in the 
system to this new crime. This is accomplished by performing SQL 
type  searches  as  described  above.  The  result  is  a  report  to  the 
Investigating Officer detailing the list of similar crimes with a view 
to aiding in the investigation of the index case.
In volume crime (aims 1 and 2 above) typically, offenders will have 
numerous crimes associated with them, however, in this section each 
offender has few crimes (2 to 18) thus linking crimes that could have 
been committed by a single offender is more difficult.
The 3rd aim is to use methods from the two aims above and use an 
unsupervised  technique  to  analyse,  classify  and  link  major  crime 
such as serious sexual assaults. 
Aims 1 and 2 were undertaken by initially performing a pilot study to 
ascertain whether the relevant algorithm could be used to solve the 
problem. This was followed by a larger case study using a larger and 
more varied data set together with information from Environmental 
Criminology theory.  Users  (analysts  and Police Officers)  evaluated 
the  results  to  ensure  they  were  usable  in  operational  policing 
(Montgomery 1998, Chen et al 2004).
1.2 Police data
There are 43 Police Forces within England and Wales and there is 
little commonality between the computer systems that are used for 
recording and investigating crime. The current crime system within 
West  Midlands  Police  is  an  Oracle  relational  database   designed 
primarily  for  recording  the  details  of  crimes  that  have  occurred 
within the Force area, all persons associated with each crime such as 
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the  victim,  offender,  person  reporting  etc.  and  property  that  has 
been stolen or damaged as a result of the crime. It has not been 
designed to aid investigation. For example there is no automatic way 
of linking crimes that are similar or identifying which offenders may 
be responsible for committing crimes.
When recording crimes all necessary data is captured and stored in 
fields within the data base, many of which do not validate the entry 
against look up tables or text. This means that the same information 
may  be  entered  with  various  spellings  and  sentence  constructs 
thereby making its automatic extraction more complex. For example 
a person of white European race may be entered in the following 
ways:  -  IC1,  EC1,  WITE EUROPEAN, WHITE EUROPEAN, WHITE 
MALE  EUROPEAN,  MALE  EURO  WHITE.  Included  in  the  list  of 
available fields are free text fields that contain relevant information. 
The following modus operandi (MO), the way an offender commits 
crime, free text fields (Table 1.2 below refers) are 2 representations 
of currently recorded text.
12
1 PERSON/S ENTERED REAR OF PREMISES BY SIDE GATE, RELEASED DOG FROM 
KENNEL OUTSIDE, OFFENDER/S USED INSTRUMENT UNKNOWN TO FORCE OPEN 
UPVC CONSERVATORY DOOR AND ENTERED, THEN USING KEY IN DOOR LOCK 
UNLOCKED DOOR TO ENTER KITCHEN. UNTIDY SEARCH OF LIVING ROOM AND 
BEDROOMS, OFFENDER/S HAVING RELEASED DOG FROM KENNEL LEFT DOG IN 
THE LIVING ROOM, EGRESS AS ENTRY, LOCKING SIDE GATE, TAKING PROPERTY 
AND MAKING GOOD THEIR ESCAPE
2 BTN STATED TIMES OFFENDER FORCED FRONT DOORS ENTERED AND STOLE 
PROPERTY LEFT VIA WAY ENTERED
Table 1.2 – Examples of MO Text
These  fields  have  no  structure  or  even  standard  key  words  or 
phrases that could assist in ensuring date entry uniformity. It is in 
these unstructured free text fields, such as the modus operandi and 
offender  descriptions,  where  the  richness  of  information  would 
support the methods used to investigate crime. To create fields to be 
used in  data  mining,  the  text  was  parsed by creating words  and 
phrases and looking these up in the text indicating a positive flag 
when present. It is unlikely that 100% accuracy is achieved by this 
method due to the vast combinations of spellings/phrases that can be 
used. This incomplete data, therefore, adds to the complexity of the 
data mining studies.
A further issue with police data is that its value will alter over time. 
An offender who commits a series of burglary offences during month 
one may alter his/her MO during month three if the latter crimes are 
committed with one or more associates,  the geographical  location 
alters or the offender returns to criminal activities after a time in 
prison etc. A similar issue occurs when linking crimes using offender 
descriptions. A person will physically alter in appearance over time; 
this applies especially to younger people. The description at 15/16 
years old could greatly differ from when the offender reaches 18/19 
years old.
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1.2.1 Criminal Behaviour 
The  West  Midlands  Police  Force  has  21  geographically  based 
autonomous Operational Command Units (OCU) each having one or 
two trained analysts working on localised problems.
There are many types of offenders who are considered prolific; those 
who commit a large proportion of their crime within the boundary of 
a single OCU, those who remain confined to a relatively small area of 
the Force committing crime close to and across the borders of two or 
three OCUs, those who are localised to a region of the Force such as 
the ‘Black Country’ which encompasses 8 OCUs and those who range 
throughout the Force area and,  often,  beyond.  Each of  the above 
present different challenges to the analysts as they are the people 
who are responsible for identifying crime patterns and suggesting 
which criminal may be committing the crime. If an offender mainly 
confines activities to a single area it is more likely that the person’s 
criminality will be recognised by a trained analyst but this likelihood 
diminishes with the increase in OCUs throughout which the criminal 
offends.  It  is  also  more  difficult  to  identify  links  between  small 
numbers  of  volume  crime  within  a  single  OCU  as  there  are 
insufficient  numbers  to form a  recognisable  pattern,  therefore  an 
offender(s)  who  commits  crime throughout  several  OCUs  may  be 
identified  in  one  but  go  unnoticed  in  another.  Cross  border 
criminality is particularly difficult to identify. 
When an offender commits an offence, the method he or she uses to 
commit the crime, for example how entry is  gained to the house, 
time  of  day,  day  of  week,  premises  type  etc.,  is  recorded  as  the 
modus  operandi  (MO)  and  stored  in  the  database  as  described 
above. The MO together with temporal and spatial information all 
contribute to identify an offender’s pattern of offending. However, 
offenders often work in conjunction with several other like minded 
people  in  a  variety  of  combinations,  for  example  offender  1  may 
offend with offenders 3, 5 and 7 on one day and then offenders 2, 5 
and 9 on another day (multiple offenders are discussed in Chapter 
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6). It  is  possible that the modus operandi will  alter depending on 
with  whom  the  offender  is  currently  committing  crime.  These 
differences  add  to  the  difficulties  in  recognising  patterns  of 
offending that may be attributed to one or more people.
The  accuracy  of  the  data  will  degrade  over  time  as  offenders’ 
descriptions also alter over time. For example; a 14 year old girl who 
commits an offence will  potentially look different to the same girl 
committing  an  offence  4  years  later  as  an  18  year  old  woman 
(Chapter 6). Victims will describe the same offender in a variety of 
ways  (Baber  1997).  Offenders  who  work  together  in  teams  / 
networks may be described differently by the victim(s) depending on 
who takes the lead role (Chapter 7). 
This  all  contributes  to  Police  data  being  incomplete,  noisy  and 
inaccurate.
Theories of Environmental Criminology assist in understanding the 
variances  in  the  data.  Geography,  anchorage  points  (reference), 
distance  to  travel  (reference),  awareness  spaces  (reference). 
Empirical evidence demonstrates the way offenders work in loosely 
formed networks (teams).
1.3 Contribution of this Thesis
This thesis: -
1. Shows how data mining can be used to solve problems in a 
novel application such as Policing.
2. Demonstrates that supervised learning techniques can be used 
to  reliably  model  data  where  the  field  contents  can  be 
inconsistent,  noisy  and  missing.  Therefore,  the  ability  to 
generate a list of currently unsolved crimes with an identified 
level of confidence, to aid in interviewing an offender, can be 
accomplished having greater accuracy than existing analytical 
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methods. The time taken to produce the results is also greatly 
reduced.
3. Based upon offender descriptions which can be inconsistent, 
noisy  and  missing  (as  in  2  above),  demonstrates  that 
unsupervised  techniques  can  be  used  to  link  crimes  more 
consistently and accurately than existing analytical  methods. 
This results in the ability to suggest individual offender(s) who 
may be responsible. 
4. Demonstrates that the data mining techniques that are used in 
analysing large numbers of volume crime (items 2 and 3 above) 
can  also  be  successfully  used  in  analysing  low  numbers  of 
major crime. Crimes can be linked and crime series (crimes 
committed by the same offender)  identified  more accurately 
and quicker than existing analytical methods.
Prior to undertaking this study, data mining techniques had not been 
used on basic police crime reporting data (data that is stored as part 
of the crime reporting process discussed in Chapter 2) to model the 
behaviour of offenders who commit volume crime offences such as 
burglary dwelling. The manual behavioural analysis is accomplished 
each time that an offender is arrested when an analyst performs SQL 
type searches relating to that crime with a view to obtaining a list of 
crimes  that  may  be  termed  as  being  similar  for  use  in  the 
interviewing process. The offender is questioned about crime from 
the list with a view to him/her admitting involvement and thereby 
subsequently classifying the crime as being detected. This process 
typically takes 1 ½ to 2 hours and is approximately 15% accurate. 
Should the offender be arrested a few days later the above process 
is repeated in full with the same degree of accuracy. This study has 
demonstrated that data mining techniques such as a MLP and SOM 
can  be  used  on  basic  crime  recording  Police  data  to  model  an 
offender’s  modus  operandi  and  produce  results  that  can  be 
considered up to 80% accurate. The models that are produced take 
16
approximately five minutes to run and can be repeatedly run each 
time that the offender is arrested. Each Operational Command Unit 
within  West  Midlands  Police  have  several  offenders  who  are 
considered as being prolific and persistent offenders (PPOs) which 
means that they are constantly committing crimes and are frequently 
being arrested. A model can be created for every offender and run 
each time the person is arrested, which will have the effect of being 
far more efficient than the manual procedures in both analysts’ time 
and  accuracy.  Now  that  this  study  has  demonstrated  that  such 
techniques can actually be effectively and efficiently used it can be a 
platform for further study to improve such usage.
1.4 Thesis Organisation
Chapter 2
Chapter  2  describes  the  geographical  and  operational  command 
structures within the West Midlands Police identifying that each base 
analytical  unit  works  within  one  of  the  21  Operational  Command 
Units. The differences between major crime and volume crime are 
discussed identifying that it is in the volume crime arena where more 
computational  assistance  is  required.  The  offence  of  Burglary  is 
selected as a vehicle to ascertain the feasibility of using data mining 
techniques  in  analysing  volume  crime  offences  due  to  the 
complexities within the offender/crime data and combinatorial effect 
of the variables.
Chapter 3
Criminology  in  theory  and  practice  is  discussed  in  chapter  3. 
Understanding Environmental Criminology is important to this work 
as  it  provides  a theoretical  framework for  understanding criminal 
behaviour.  Routine  Activity  Theory  provides  an  opportunity  to 
prevent or reduce crime by interacting with any aspect of the Basic 
Crime Triangle. Crime Pattern Theory offers information about how 
offenders  interact  with  their  environment  and  Rational  Choice 
Perspective  Theory  focuses  on  the  offender’s  decision  making 
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processes.  Examples  are  provided  to  illustrate  how,  in  practice, 
criminal behaviour conforms to current theory.  
Chapter 4
This chapter provides a review of crime recording and investigation 
systems. The review is in four sections, major crime, volume crime, 
specific  burglary systems and the new strain of  data combination 
systems. However the main constraint of all current systems is that 
it is left to the human investigator to ask the right questions. None 
can  automatically  link  crime,  link  offenders  or  link  crimes  to 
offenders. 
Chapter 5
Chapter 5 discusses data mining, its techniques and the analytical 
process  used in this  study.  Three  commercially  available  software 
packages  are  examined  and  the  package  used  in  this  thesis  is 
identified. An overview of modelling algorithms and their practical 
uses is also provided.
Chapter 6
A  supervised  learning  algorithm  is  used  to  model  crime  in  this 
chapter.  Initially,  to  test  the  feasibility  of  such  use,  the  crimes 
relating to a single offender were used. The results showed that, at a 
minimum, the algorithm was  able  to accurately  classify  56% of  a 
single offender’s crimes. A further study was then undertaken using 
a  group  of  offenders  who  regularly  commit  crimes  together.  The 
results  showed  that,  at  a  minimum,  the  algorithm  was  able  to 
accurately classify  45% of  the criminal  networks’  crimes.  Current 
manual analytical methods take between one and two hours and are 
typically  10%  to  15%  accurate.  This  chapter  demonstrates  that 
analytical time has been reduced and accuracy improved.
Chapter 7
In this chapter an unsupervised learning algorithm is used to analyse 
the descriptions of unknown offenders with a view to linking crimes 
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that have been committed by the same offenders.  An initial  study 
was undertaken using a small group of female offenders from one 
Operational Command Unit within the West Midlands Police Force 
area. The results demonstrated that the algorithm could link crimes 
based on personal descriptions. A further study used offenders from 
the whole Force area taking into consideration how offenders work 
together  in  groups.  The  results  showed  that  unsolved  crimes  in 
clusters may be attributed to known offenders in those clusters.
Chapter 8
Using two studies, this chapter illustrates that the techniques used 
in analysing high volume crime such as burglary offences,  can be 
used in the analysis of low volume major crime where there are far 
fewer  instances  of  the  same  offender  committing  more  than  one 
crime.  Serious sexual  offences that  have occurred throughout the 
United Kingdom have been modelled using an unsupervised learning 
algorithm. It has been demonstrated that in both studies the model 
has produced clusters that contain crimes that are similar.
Chapter 9
Chapter  9  concludes  the  thesis  by  summarising  the  results, 
comparing and contrasting the techniques used and the weaknesses 
of  each  technique.  Suggestions  are  made  as  to  a  suitable 
methodology to undertake such analysis and recommendations are 
made for changes to police computer systems in order to provide 
structured data that supports the business of crime detection and 
prevention.
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2. Understanding Crime Recording and 
the Investigation Processes
This  chapter  illustrates  the  policing  framework  within  which  the 
research has been conducted. The West Midlands Police (WMP) and 
National  Crime  Faculty  (NCF)  crime  reporting,  recording  and 
investigation processes and how these fit in operational policing are 
discussed.
As  identified  in  Figure  2.1,  this  research  revolves  around  two 
different  types  of  crime;  WMP  burglary  data  and  NCF  national 
serious  sexual  offences  data.  Burglaries  are  separated  into  two 
distinct types, bogus/distraction and domestic/commercial premises, 
both types and the sexual offences are fully discussed below. 
Figure 2.1 – Research Crimes
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2.1 West Midlands Police Structure and Processes
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The  WMP  area  covers  the  seven  local  authority  boroughs  of 
Birmingham,  Coventry,  Dudley,  Sandwell,  Solihull,  Walsall  and 
Wolverhampton  and  is  policed  by  21  autonomous  Operational 
Command  Units  (OCUs).  Each  OCU  has  a  varying  number  of 
geographically based Sectors and each Sector has a varying number 
of smaller geographical units called Beats. A Chief Superintendent 
commands  an  OCU  and  is  supported  by  an  Operations 
Superintendent  and  a  Detective  Chief  Inspector  who  is  the  OCU 
Crime Manager. Figure 2.2 illustrates the Force structure.
Figure 2.2 - WMP Force Structure
 Each Sector is led by an Inspector who is responsible for managing 
its  24 hour policing demands.  Each Sergeant  is  responsible  for  a 
Beat  within a  Sector  and,  together  with a  number of  Constables, 
provides  the  24  hour  operational  policing.  Generally,  Criminal 
Investigation Department  (CID)  teams  are  aligned to  Sectors  and 
Officers  who  cover  a  Sector  are  responsible  for  investigating  all 
crimes that occur in that Sector. 
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Each OCU has a Community Safety Bureau (CSB) which is the focal 
point for strategic and operational intelligence and structured day-
to-day  policing  operations.  An  Inspector  leads  the  Bureau  and  is 
supported  by  two  very  experienced  Sergeants  who,  themselves, 
guide  the  processes  around  intelligence 
gathering/analysis/dissemination,  managing  of  offenders,  crime 
reduction  and  tracking  key  performance  indicators  (KPI),  for 
example KPI crimes such as burglary and robbery are measured not 
only on the total amount committed but also on those detected and 
the amount reduced over a given time period.
2.1.1 Crime Categorisation
For a crime to occur there has to be an offender, the person who has 
committed the offence, and a victim, a person, company or the state 
against whom the offence was committed. The seriousness of a crime 
will dictate the amount of resources deployed for its detection. 
Major crimes can be regarded as either singular or serial.  In the 
case of serial crimes it is easier to link them together due to clear 
similarities in terms of the modus operandi (MO) or descriptions of 
offenders.  This  linking  is  possible  due  to  the  comparatively  low 
volume of such crimes. Major crimes usually have a team of Officers 
allocated  to  conduct  the  investigation  and  are  devoted  to  that 
investigation for a period of time which is constantly reviewed.
In contrast volume crimes such as burglary and vehicle crime are far 
more prevalent and are usually serial in nature as offenders go on to 
commit many. It is not uncommon for an offender’s set of crimes to 
span several categories such as domestic and commercial burglary, 
theft of and from vehicles,  robbery and drugs and also work with 
other  criminals  who  have  similar  sets  of  crimes.  Therefore, 
identifying similarities in a suspected series is difficult; also a single 
Officer may have up to 20 different volume crimes to investigate at 
any point in time together with other day-to-day policing tasks.
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Within  the  West  Midlands  Police  area,  in  the  financial  years  of 
1998/99 to 2001/02, Table 2.1 illustrates that police establishment 
has risen by only 5.8% whereas major crime has risen by 61.5% and 
it is in this latter where large numbers of resources are deployed.
Police 
Establishmen
t
1998/99 1999/00 2000/01 2001/02
7320 7214 7438 7774
Table 2.1 - Police Establishment
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Crime 
Type
Category 1998/99 1999/00 2000/01 2001/02
Major Murder 48 48 42 48
Major Manslaughter 4 5 12 8
Major Sec 18 Wounding 1212 1374 1337 1317
Major Rape 406 515 568 606
Major Fraud 15610 26919 29383 26127
Major Arson 3236 4283 4282 4765
Major Drug Trafficking 316 447 894 799
Major Possess Class A Drugs 778 991 1382 1438
  
Volume Sec 20/47 Wounding 10866 10356 10388 10082
Volume Other Violence 19880 32728 36738 41259
Volume Other Sexual Offences 1592 1812 1961 2374
Volume Robbery 7291 10097 11355 13298
Volume Burglary Dwelling 37312 35607 30999 31211
Volume Burglary Other Buildings 33288 33204 31655 31824
Volume Theft & U/Taking Vehicles 33767 32499 26932 24500
Volume Aggravated Vehicle Taking 669 764 840 882
Volume Theft From Vehicles 39727 43808 39599 38226
Volume Theft From Person 4316 6638 7834 8199
Volume Theft Of Pedal Cycle 5006 5047 4200 4001
Volume Theft Shops & Stalls 15826 17898 18887 20014
Volume Misc Theft 4355 5828 5692 6493
Volume Other Thefts 19081 23827 25707 27028
Volume Handling Stolen Property 1765 1574 1347 1256
Volume Criminal Damage 13713 17346 17258 18725
Volume Other Offences 44554 51666 55898 6839
  
 Total Major Crime 21610 34582 37900 35108
 Total Volume Crime 293008 330699 327290 286211
 Total Crime 314618 365227 365190 321319
Table 2.2 - Crime Figures
Table 2.2 identifies the West Midlands total crime figures for the four 
financial years 1998/99 to 2001/02 and it is clear to see that there is 
now a downward trend in volume crime.  The increase for years two 
and  three  can  be  accounted  for  by  the  difference  in  recording 
practices  that  occurred during that  time period.  The reduction in 
year four may be attributed to a combination of features including 
targeted policing efforts  and the introduction of the Force Linked 
Intelligence System (Flints) described in Chapter 4. 
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The volume crimes of Burglary dwelling and burglary other buildings 
were  selected  to investigate  the effects  of  data  mining for  Police 
investigations for the following reasons: -
1. Table 2.3 quite clearly indicates that about 82% of  burglary 
dwellings and 88% of burglary other buildings are undetected 
within the West Midlands Police area
2. The effect of burglary dwelling on the victim. The victim often 
feels frightened to leave the home, feels violated, never has the 
same feeling of security and, often, even moves house (Staff 
1996)
3. The commitment of Forces to detect and reduce the crime
Category Year Number of 
Offences
Number 
Detected
Percent 
Detected
Burglary 
Dwelling
1998/99 37312 7990 21%
1999/00 35607 5617 16%
2000/01 30999 4919 16%
2001/02 31211 5663 18%
Average 
Detections
18%
Burglary Other 
Buildings
1998/99 33288 5357 16%
1999/00 33204 3890 12%
2000/01 31655 3236 10%
2001/02 31824 3667 11%
Average 
Detections
12%
Table 2.3 - Burglary Crime Figures
2.1.2 Crime Recording
On discovering that a crime has been committed it is reported to the 
Police and, depending on its type, the paper report will  either be 
completed by telephone or  by  an Officer  who visits  the scene.  If 
completed  by  telephone  the  receiving  person  could  either  be  a 
trained civilian or an Officer, in either instance, reliance has to be 
placed upon the communication skills between the person reporting 
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and the person recording to ensure the completeness and accuracy 
of the data captured. Obviously there will be no visual examination of 
the scene to ascertain a true MO. The majority of vehicle crime and 
non-domestic burglary offences are recorded via the telephone. An 
Officer will always attend the crime scene for domestic burglaries, 
sexual offences and major crime.
The paper crime report contains information relating to the spatial, 
temporal  and  MO  characteristics  including  offender  descriptions 
when  available.  In  some  instances  witness  statements  are  taken 
which fully describe the circumstances leading up to and the crime 
and, when appropriate,  offender details in far more depth than is 
recorded on the crime report. The paper report allows the MO to be 
generally classified by the use of option boxes, however, the more 
specific information is contained in free text. This use of free text 
also  applies  to  offender  descriptions.  Within  the  West  Midlands 
Police,  Civilian  data  entry  clerks  enter  the  crime reports  into  an 
Oracle  relational  database.  The  information  is  subsequently 
transferred  into  the  data  warehouse  for  storage  and  analysis  as 
required.  There  is  a  natural  variation  in  recording  style  both  by 
individual police officers and civilian personnel which causes some 
difficulty in consistency of terminology.
The crime records used in the initial  pilot study for this research 
(discussed  in  Chapter  6)  were  extracted  from  2  different  crime 
recording systems and were amalgamated to provide the data set. 
Appendix 1 illustrates the differences between the two systems. The 
remaining West Midlands Police studies were all conducted on data 
extracted from an Oracle crime recording system which is  still  in 
current use.
2.1.3 The Offence of Burglary
Under  British  statute,  the  Theft  Act  of  1968  defines  legal 
classifications  of  burglary  each  having  constituent  parts  to  prove 
before an offender may be brought to justice.
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A person is guilty of burglary if :-
he enters a building or part of a building as a trespasser and 
with intent to steal  anything in the building or part of the 
building, inflict on any person therein grievous bodily harm, 
rape  any  woman  therein  or  do  unlawful  damage  to  the 
building or anything therein;  or
having  entered  any  building  or  part  of  a  building  as  a 
trespasser  he  steals  or  attempts  to  steal  anything  in  the 
building or part of it or inflicts or attempts to inflict on any 
person therein grievous bodily harm.
The main difference between the two definitions is that in the first 
part  above the offender enters the premises with the intention to 
commit the crime but in the second part,  the offender,  only after 
entering, decides to commit one of the offences.
2.1.3.1 Aggravated Burglary
Although the offence of burglary can be placed in the volume crime 
class, this aspect of the offence raises its severity. A person commits 
this offence if at the time of committing a burglary the offender is in 
possession of a weapon, an imitation firearm, a firearm or explosive.
2.1.3.2 Domestic Burglary
The amount of domestic burglary offences, although being reduced, 
gives great cause for  concern to all  Police Forces throughout the 
world  and,  quite  rightly,  features  high on the list  of  performance 
targets. The victims of burglary have had their privacy violated and, 
on occasion, their home severely damaged by the offender(s). Even 
when little or no damage has been caused, the victim is often left in 
such a state of insecurity that consideration is given to selling the 
family home.
2.1.3.3 Burglary Other Buildings
This  category  includes  such  premises  as  petrol  stations,  business 
offices,  shops,  factories,  hospitals,  domestic  out-buildings  such as 
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sheds and garages etc., it is not uncommon for a shed to be burgled 
thereby obtaining the necessary implements for  gaining access  to 
the  accompanying  house.  Many  offenders  ‘specialise’  in  non 
domestic  burglary  offences  as  offices  and  factories  are  often  on 
business  parks  that  are  relatively  deserted  out  of  working  hours 
thereby giving the offender freedom of movement. 
2.1.3.4 Distraction/Bogus Official Burglary
This refers to a domestic burglary where the offender gains access 
to a premise by deception. The offender(s) may pose as a member(s) 
of the utilities, Police, Social Services, salespersons, even children 
who are  looking for  pets  or toys,  to  gain entry  into the property. 
Typically once inside, the victim is engaged in conversation whilst an 
accomplice searches for and steals property. In this type of burglary 
the victim always meets the offender(s) and therefore should be able 
to provide a description. 
2.1.4 Crime Investigation
Although all  crime requires investigating,  the methods differ from 
Force to Force and between different crime types within each Force. 
However,  the  business  process  is  governed  by  the  National 
Intelligence Model (NCIS 2000). There is empirical knowledge but 
very little systemised doctrine in volume crime investigation but this 
differs  in  the  area  of  major  crime  as  there  is  both  empirical 
knowledge  and  systemised  doctrine  present.  The  sections  below 
identify how burglary crimes are investigated within a single Force 
and how sexual offences are investigated on a national basis.
2.1.4.1 West Midlands Police Volume Crime Investigations
Within WMP, a Crime Screener will examine all paper crime reports. 
If no offenders are seen committing the offence, there is no forensic 
evidence found at the scene or there are no other lines of enquiry, 
the Screener will file the crime pending any evidence that may be 
forthcoming. The crime lies on record for a pre-determined number 
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of  years  depending  on  its  classification.  Crimes  that  have  the 
potential to be cleared, which means that the person(s) responsible 
may  be  caught,  are  assigned  to  an  individual  Officer  for  further 
investigation. 
Officers investigating crime have a number of support mechanisms 
within the OCU and at Force level.  As stated above the CSB have 
overall responsibility for reducing and detecting crime on an OCU, 
therefore, one or two specially trained civilian analysts and a varying 
number  of  Local  Intelligence  Officers  (LIO)  reside  within  that 
bureau.  For example,  when an offender has  been arrested for  an 
offence  and  brought  into  custody,  the  person  is  interviewed 
regarding that offence and any other similar offences that may, as 
yet,  be undetected. The interviewing Officer will  request from the 
CSB,  a  list  of  offences  that  are  similar  to  the  one  for  which the 
person has been arrested with a view to questioning the offender 
and clearing the additional crimes. That is, the offender will admit 
his/her  part  in  committing the  crime and it  is  recorded  as  being 
solved (otherwise known as ‘detected’) to that offender. The analyst 
will examine the base individual crime and then search through the 
crime system to locate those that have similar spatial, temporal and 
MO  features.  This  process  can  take  between  1  and  2  hours 
depending on the complexity of the base crime. It is a semi manual 
task  requiring  a  SQL  search  and  then  manual  reading  of  the 
retrieved documentation. Estimates from the CSB indicate that they 
are about 5% to 10% accurate in supplying a list for interview. This 
figure is based upon the actual number of offences that is attributed 
to the offender during the interviewing process. Although used for 
the  majority  of  offenders  it  is  predominantly  used  when  Local 
Persistent Offenders (Home Office 2001, Blumstein et.al. 1985) are 
arrested. 
Civilian  crime  analysts  receive  specialist  training  in  a  variety  of 
disciplines  including  investigation  techniques,  criminal  psychology 
and  information  technology.   LIOs  are  operational  Police  Officers 
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who specifically  engage  in  intelligence  work.  Included  within  the 
portfolio of both analysts and LIOs is the task to assist investigating 
Officers  by  analysing  crime  trends  and patterns,  identifying links 
between  crimes,  producing  packages  that  targets  an  individual 
criminal  or group of offenders linking them to a series of crimes, 
provide ‘hot spot’ analysis and geographical profiling. 
At Force level WMP have a CSB which is centrally located and lead 
by a Detective Superintendent. The functional structure is similar to 
that found on an OCU but the main responsibilities are liaison with 
other  Forces,  National  Crime Squad (NCS) and National  Criminal 
Information Service (NCIS); cross OCU border crime; major crime 
and  certain  volume  crime  offences  which  include  distraction 
burglaries.
2.1.4.2 National Serious Crime Investigations
Current Police crime recording systems do not transcend individual 
boundaries. Therefore, those crimes that do occur in different Force 
areas are more difficult to detect.  It  is within the National Crime 
Faculty  (NCF)  remit  to  provide  additional  assistance  in  these 
circumstances.  Each Force will  initially record their  offences  in a 
similar  method  to  that  described  above.  Should  the  offence  fall 
within the specified criteria, the Senior Investigating Officer (SIO) 
should complete an in depth document and forward it to the (NCF) at 
the Bramshill  Police Staff  College.   A specified offence includes a 
sexually motivated murder, rape where the offender is a stranger or 
only  has  limited  knowledge  of  the  victim,  abduction  for  sexual 
purposes  and serious indecent  assaults.  Trained analysts  examine 
the  165  question  input  document  and  extract  behavioural 
information from narrative text such as the offender’s speech and 
physical actions immediately prior to and during the commission of 
the  crime  and  input  this  information  into  the  ViCLAS1 database 
which is discussed in Chapter 4.
1 Violent Crime Linkage Analysis System
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 On receipt of the document, Analysts’ Assistants, who use a quality 
control document for guidance to ensure a consistent approach to 
data entry, enter information into the system. It is  the role of the 
NCF Analysts to examine each new case, the index case, with a view 
to identifying similarities with existing offences within the system. If 
such links are made it can identify that the index case is part of an 
emerging series of crimes committed by the same offender(s) who 
may  or  may  not  be  known.  Even  if  a  specific  series  cannot  be 
identified, the analysis may reveal similarities with other crimes that 
will assist the SIO in the investigation of the index crime. 
2.1.5 National Intelligence Model
In the context of the Police Reform Agenda, the NIM is ‘A Model for 
Policing’ that ensures that information is fully researched, developed 
and analysed to provide intelligence that managers can use to:
• provide strategic direction
• make tactical resourcing decisions about operational policing
• manage risk
Launched by the National Criminal Intelligence Service (NCIS) and 
adopted by the Association of Chief Police Officers (ACPO) in 2000, 
the government placed the NIM at the centre of the Police Reform 
Agenda.  The model has been designed to impact at three levels of 
business: local, cross border and serious and organised crime:
• Level 1 – Local issues – usually the crimes, criminals and other 
problems affecting an OCU or small  geographical  area within 
the  Force.  The  scope  of  the  crimes  will  be  wide  and  the 
handling of volume crime will be a particular issue at this level.
• Level 2 – Cross Border issues – usually the actions of a criminal 
or  other  specific  problems  affecting  more  than  one  OCU. 
Problems may affect a group of OCUs, neighbouring forces or a 
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group of forces. Issues will be capable of resolution by Forces, 
perhaps  with  support  from  the  National  Crime  Squad,  HM 
Customs and Excise, the National Criminal Intelligence Service 
or other national resources. In the context of this study, Level 2 
means a group of OCUs.
• Level 3 – Serious and Organised Crime – usually operating on a 
national  and  international  scale,  requiring  identification  by 
proactive  means  and  response  primarily  through  targeting 
operations by dedicated units and a preventative response on a 
national basis.
Figure 2.3 – Overview of the National Intelligence Model
2.2 Discussion
The  WMP  crime  recording  procedures  discussed  above  are  very 
similar to those adopted by all UK Police Forces. There are slight 
differences  locally  adopted  by  individual  Forces  but  the  general 
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process is the same. This is also true for the actual data captured 
whilst recording the crime. Although the computerised data fields in 
different Forces may be different, the information contained within 
will  be similar. Data fields such as times, days,  dates etc.,  are all 
commonly recorded, it is only specific MO and offender description 
data  that  will  greatly  vary.  For  example,  some Forces  use  highly 
structured MO and offender description lookup tables whilst others 
used unstructured free text fields.
Within WMP the volume crimes of domestic and commercial burglary 
offences  are  reducing  but  their  detection  rates  remain  fairly 
constant,  18%  for  domestic  and  12% for  commercial.  Distraction 
burglary  offences  are  not  officially  measured;  they  are  subsumed 
within  the  domestic  burglary  figures.  With  volume  crimes,  the 
limited number of resources available and ever increasing demand 
placed  upon  them,  the  sheer  number  of  offences,  the  paucity  of 
information,  and the high degree of  similarity  between crimes all 
contribute to relatively few crimes being detected. 
The crimes held within a National framework tend to be those of a 
serious  nature.  They  are  less  common,  less  frequent,  have  vast 
quantities  of  data  associated  with  each  crime  and  have  more 
resources  devoted  to  their  detection.  The  difficulties  surrounding 
their  investigation  include  sifting  through  all  of  the  data  and 
understanding the inferences that can be drawn from the data items.
There is a clear requirement for a system that analyses both high 
volume crime and low volume major crime to: -
• link crimes together
• identify patterns of offending behaviour
• be capable of examining large quantities of data
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It  is  the  intention of  this  research to  ascertain  whether  the  four 
items identified above can be systemised and automated to aid in the 
investigation and detection processes of operational Police Officers.
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3. Criminology in Theory and Practice
This  chapter  illustrates  academic  research  in  the  area  of 
Environmental Criminology and how this translates into operational 
policing.  The  deficiencies  within  the  data  capturing  systems  are 
highlighted.
It  is  the  responsibility  of  the  Police,  together  with  partnership 
organisations, to prevent and detect crime. Crime is a problem for 
society  and  to  solve  any  problem  or  prevent  a  problem  from 
occurring  it  firstly  has  to  be  understood.  Criminology  puts  a 
framework of understanding around the behaviour of the criminal.
In  the  last  two  to  three  decades  a  branch  of  criminology  has 
developed  to  study  the  relationship  of  crime,  offending  and 
victimisation to geographical regions. It also includes examining how 
an  offender  interacts  with  the  environment  and  his/her  decision 
making processes. Certain aspects of the different crime theories are 
overlapping. 
Police computer systems have generally been designed to record and 
not to prevent or solve crime. However, a fairly standard set of semi-
manual  procedures  have  evolved  throughout  policing  which 
identifies  methodologies  to aid  the Police in their  responsibilities. 
Police Officers are not formally taught criminology in their career 
structures and this lack is reflected in the supporting technology.
Current theories of criminology and how they are practically applied, 
together with the difficulties  of  using those theories  with current 
data systems, are discussed below. 
3.1 Theory of Environmental Criminology
Environmental Criminology suggests that the analysis of crime has 
four  dimensions;  victim,  offender,  geo-temporal  and  legal  (
Brantingham & Brantingham 1991) stating that concentrating on the 
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crime  location  is  a  necessary  aid  to  full  understanding.  The 
structural  layout  of  a  town  or  city  and  its  road  and  transport 
infrastructure and, the place itself, will have crime attractors (Eck 
1995) such  as  restaurants,  shopping  centres,  car  parks  etc.  The 
location  of  a  crime  is  also  determined  by  the  conscious  or  sub-
conscious  decision  making  processes  of  the  victim  and  offender 
which are shaped by their personal lifestyles. A location could have 
an implied label  which affects the rate of crime in the area. That 
label can affect the types of people who reside, travel through and 
work in the area together with the type of services that are offered 
by Police, Social Services etc. That label can also affect the fear of 
crime  which  can  be  at  variance  with  the  actual  crime  rate.  The 
Brantinghams  (Brantingham &  Brantingham  1991) suggest  that 
there is a theoretical model for urban crime: -
1. Certain persons are motivated to commit crime
2. The commission of the crime is a result of a conscious decision 
making process
3. The location itself indicates that it is ripe for criminal activity
4. The motivated person uses the location indicators to search for 
a suitable victim
5. The motivated person learns from the location indicators and 
forms a personal template for future use.
6. The  template  influences  future  behaviour  becoming  self-
reinforcing.
7. Due to the combinatorial effect of targets, victims and places 
multiple  crime selection templates  are  constructed.  Humans 
are  creatures  of  habit,  thereby  making  the  similarities  in 
templates identifiable. 
The  Brantinghams  use  the  term  backcloth (Brantingham  & 
Brantingham  1998)  to  describe  the  multidimensionality  of  how 
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people  interact  with  their  environments  to  produce  crime.  These 
interactions change and move with time but the time scale may be 
sufficiently slow as to appear static to the human perception. This 
could enable crime analysts to be predictable in aggregate or even 
identify individual patterns as they emerge. People have an affinity 
with physical locations and pathways that connect those locations. 
They develop awareness spaces around locations that are visited, the 
size  of  which  varies  depending  on  the  activity  undertaken.  This 
applies  to  the  connecting  pathways  depending  on  the  frequency 
travelled and the mode of transport.
3.1.1 Routine Activity Theory
Routine activity theory for predatory crime requires that there must 
be a convergence in time and space of three elements for a crime to 
occur (Cohen & Felson 1979;  Felson 1992;  Clark & Felson 1993;  
Policing and Reducing Crime Unit 1998); a likely offender, a suitable 
target and the absence of a suitable guardian which is illustrated in 
Figure 3.1 as the Basic Crime Triangle. Interacting with any aspect 
of  the  triangle  will  give  opportunities  for  preventing  or  reducing 
crime.
Figure 3.1 - Basic Crime Triangle
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A  capable  guardian  is  not  necessarily  a  Police  Officer  or  other 
similar  type  of  official.  It  could  refer  to  any  other  person whose 
proximity would deter the criminal. It could also refer to a physical 
capability such as an alarm, window locks or even a dog.
Likely offender refers to a suitably motivated person who is in the 
appropriate location at the right time.
A suitable  target  can refer  to a  person but  could also  refer  to a 
physical object such as a vehicle or television set. The term “victim” 
is not used as the victim of the crime may be absent as in domestic 
burglary. The target is the property stolen but the victim (the owner) 
may be absent at the time that the crime was committed. 
There are four main features that may influence a target’s risk of 
attack: -
1.  The value of the target to the offender.
2.  The size and weight of the target.
3.  Offenders  must  be  aware  that  the  target  is  “available”  for 
stealing.
4. Suitable  access  to  the  target  meaning  either  suitable 
road/transport  infrastructure  or  simply  target  location  by  a 
door or window.
Therefore a likely offender will look for suitable targets in locations 
where  capable  guardians  are  absent.  However,  this  is  a 
generalisation  as  some  offenders  specifically  commit  burglary 
offences where alarms are present as  they specialise  in disabling 
burglar alarms. 
3.1.2 Crime Pattern Theory
Patterns  in  crime,  although  often  difficult  to  identify,  can  be 
informative  about  how  people  interact  with  their  physical 
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environment. This theory has three concepts; nodes, paths and edges 
(8Policing and Reducing Crime Unit 1998). 
1. Nodes,  is  a  term  from  transportation  that  refers  to  where 
people  travel  to  and  from.  A  node  is  a  personal  anchorage 
point  in an individual’s  lifestyle  such as  a  school,  bar,  town 
centre, car park etc. Some nodes can be generators of crime at 
that  geographical  point  or  nearby,  for  example,  a  football 
ground may generate  disorder  in  the  streets  nearby  but  be 
calm at that physical location.
2. Paths are the transit routes that connect nodes and can refer 
to  both  vehicular  and  pedestrian  travel.  Individuals,  going 
about  their  every  day  activities,  generally  travel  along  the 
same paths when visiting the same nodes, for example, most 
people drive the same way to and from work each day as a 
routine.  Those paths that fall  in with an individual’s  routine 
activity are closely related to where they fall victim to crime. 
3. Edges  refer  to  the  boundaries  of  area  where  people  have 
anchorage points such as a home, work,  socialise etc. Some 
crimes  are  more  prominent  at  those  edges  as  people  who 
seldom know each other come together at these places and, 
because they are unknown, either offend or become a victim. 
Robbery, racial attacks and shoplifting are examples of “edge” 
crimes.  People  who  live  outside  of  the  boundaries  commit 
crimes at the edge and then retreat into the safety of their own 
areas.  Crimes  committed  by  people  who  live  inside  the 
boundaries  (insiders)  are  often  committed  close  to  an 
anchorage point, their own neighbourhoods.
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3.1.3 Rational Choice Perspective Theory
This  perspective  focuses  upon  the  offender’s  decision  making 
processes  making  the  assumption  any  decision  is  taken  with  the 
person’s  own  free  will.  It  assumes  that  an  offender  is  only 
calculating  on  items  that  are  most  evident  or  immediate.  For 
example assessing an open window in a house or a computer left on 
the seat of a car, in both cases when there are no persons in close 
proximity it increases the chance for the crime to be successful. 
Figure 3.2 - Rational Choice Model
Figure 3.2 is an illustration of the variety of decisions that a criminal 
may make in order to commit a crime (Cornish & Clarke 1986). A 
description of the decision making processes is illustrated below: - 
1. Background features include personal information about the 
criminal such as level of intelligence, family background, social 
and demographic factors. 
2. Previous  experience  &  learning identifies  an  offender’s 
criminality and his/her  own perception of  relevant skills.  An 
example would be the comparison of the current target with 
previous successes.
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1. Background Features
7. Readiness to Commit Crime
6. Blocked Opportunities3. Amount of Effort Required
5. Need for Money or Status2. Previous Experience &Learning
4. Situational Factors
8. Crime
3. Amount of effort required is the assessment as to whether 
the rewards or costs of the crime outweigh other methods of 
satisfying the offender’s needs.
4. Situational  factors are  those  that  include  drug/alcohol 
dependency and peer pressure. 
5. Need for money or status may be termed as a motive for the 
crime for example the need to get ahead, show off, drugs habit, 
fulfil a sexual requirement etc. 
6. Blocked opportunities  refer to legitimate avenues available 
for satisfying the criminal’s needs. For example can the same 
amount  of  money  be  made  available  by  working,  gambling 
borrowing etc.
7. Readiness to commit crime is  understood as the offender 
being in the right state of mind often justifying that committing 
the crime is right for him/her believing that the victim does not 
deserve to the have the items. 
3.2 Criminology in Practice
In order to prevent and detect crime it is essential to utilise current 
data  systems  in  conjunction  with  the  theories  discussed  above. 
However the question has to be posed “Are the theories workable in 
operational  policing?”  The  following  paragraphs  illustrate  that 
criminals and their criminality generally conforms to current theory.
It  has  been  stated  that  crimes  against  the  person  such  as  rape, 
homicide  and  assault  occur  closer  to  the  offender’s  home  than 
property  crime  such  as  burglary  (3Brantingham &  Brantingham 
1991;  Rhodes  &  Conoly  1991).  However,  this  research  has 
established that offenders who commit sexual crimes, commit their 
crimes further from home than burglary offenders (Chapters 6 and 8
). 
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The rational choice perspective (7Clark & Felson 1993) states that 
committing a crime is a conscious process by the offender to fulfil 
his/her commonplace needs such as money, sex and excitement. For 
example, an offender within the sexual offences data (11Chapter 8) 
has  committed  22  offences  of  burglary,  the  MO being  indecently 
assaulting the female occupant but does not steal. By these actions 
he is fulfilling two of the stated needs, sex and excitement. Serial 
rapists  are  tied  to  the  structural  and  activity  backcloths  of  their 
routine  behaviour  and  awareness  spaces  (Brantingham  & 
Brantingham 1993). This has been confirmed in the study on serious 
sexual offences (Chapter 8).
 The theories hold true for volume crime. An offender from one of the 
offender networks studied (Chapter 6), commits 85% of his burglary 
offences  within  500  meters  of  his  or  one  of  his  associates  home 
addresses and 74% of his vehicle crime within 100 meters of a main 
road  that  connects  those  addresses.  The  entire  network  commits 
34% of their burglary offences within two adjoining WMP beat areas 
thus reinforcing the theories discussed above.
There  is  no  doubt  that  crime  prevention  and  detection  can  be 
enhanced by the use of criminological theories. However difficulties 
arise  in  utilising  the  theories  within  the  current  data  systems  as 
many facets  are  not  recorded.  For  example  within  WMP systems 
there are no provisions for recording the variety of anchorage points 
relating to a single offender such as place of work, parents address, 
socialising places etc. 
There  are  many  crime  prevention  strategies  from  Environmental 
Criminology  that  can  be  implemented,  one  strategy  being  target 
hardening  such  as  ensuring  that  a  capable  guardian  (suitable 
security) is present as described in Routine Activity Theory above. It 
is  not  easy  to  implement  this  strategy  as  this  information  is  not 
routinely recorded within the base data systems, therefore, it is not 
easy to identify which security features are in place that causes an 
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offender  to  change  his/her  pattern  of  offending  (Policing  and 
Reducing Crime Unit 2002). Another important feature relates to the 
offender’s rational choice, for example the need for fulfilment, it is 
not recorded whether the offender is under the influence of drugs or 
drink when arrested. Changes in policing affect criminal behaviour (
US Department of Justice 2000) in that different strategies will alter 
the triangle of  crime location so that suitable victims may not be 
present at the same time as a motivated offender. These strategies 
are not specifically recorded but their effects can be monitored using 
Statistical Process Control (SPC) charting. With the introduction in 
1997 of the WMP Oracle crime recording system, all crime data has 
been  geo-coded  against  a  known gazetteer  but  the  geography  of 
crime was not fully utilised and automated until the introduction of 
phase  two  of  the  Force  Linked  Intelligence  System (described  in 
Chapter 4) in January 2002. It is true to say that, even now (early 
2003), crime data in some Forces is not automatically geo-coded thus 
creating difficulties in the utilisation of current theories.
To supplement current data systems with additional information and 
extracting data to be used in other systems is costly in both time and 
resources. It is preferable for a single system to interact with the 
basic  Police  systems  to  produce  operational  policing  benefits 
utilising  both  the  data  and  the  theories.  An  example  of  how 
supplemented  data  and  the  crime  theories  work  in  practice  is 
discussed below.
The  South  Australia  vehicle  theft  database  Comprehensive  Auto 
Theft  Research  System  (CARS)  (Leakha  &  Bryan  2000) contains 
information from insurance claims.  It has been operating since 1995 
by the Office of Crime Statistics, Attorney General’s Department and 
is alleged to be 95% complete. It has the ability to produce hot spots 
of vehicle claims.  The base data required separate geo-coding using 
MapInfo  Geographical  Information  System  (GIS),  date  and  time 
stamping  using  Microsoft  Access  functions  and Kernel  Estimation 
used to identify hot spots using ArcView GIS. 
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3.3 Discussion
Environmental Criminology is not routinely taught to Police Officers 
in the UK as part of their initial training and, as such, there are many 
techniques  available  which  are  currently  not  consciously  used  in 
investigating  and  detecting  crime.  However,  within  WMP  the 
majority  of  crime  data  is  automatically  geo-coded  and  within  the 
NCF behavioural  data  is  specifically  encoded which will  facilitate 
integrating some aspects of current criminological theory. 
As  the  volume  crime  data  is  geo-coded  (Crime  Pattern  Theory), 
anchorage points and awareness space information can be used in 
the analysis, but, as discussed above, it is limited to home addresses 
and crime scene locations. The serious crime information is not geo-
coded but similar information is available by using the post codes. 
Much information regarding Routing Activity Theory is not able to be 
used  as  details  are  not  currently  captured  by  crime  recording 
systems; for example data relating to target hardening such as high 
hedges,  secluded  garden,  vulnerable  status  of  the  victim  etc. 
Rational  Choice  Perspective  fares  no  better  in  this  way  as  little 
specific  information  is  routinely  captured.  The  information 
surrounding Figure 3.2 which would be most usefully in analysing 
behaviour is not captured.
Currently, supplemented data is generally used in conjunction with 
current  criminological  theories  to  produce  benefits  in  operational 
policing. Most of that data is separately collected and merged with 
Police data to produce results. It is within the terms of this study, 
however, to use only the base Police data and not to supplement it 
with any additional information as this is the only information readily 
available to trained Police analysts. This will illustrate the benefits 
that Data Mining can bring to operational policing. 
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4. Review of Current Crime Recording 
and Investigation Systems
The objectives of this chapter are to provide an insight into the role 
crime based software systems are playing in the Police Service both 
in the United Kingdom and internationally.  Crime systems can be 
categorised into three main areas, major crime, volume crime and a 
new breed, data combination systems. Many of the crime systems 
are in-house developments by individual Police Forces or commercial 
products, hence few details can be found in the academic literature. 
Some  of  the  information  contained  within  this  chapter  has  been 
gathered by word of mouth from the developers. As a consequence 
details of specific systems are sketchy. 
Most,  if  not all,  of  current  major and volume crime systems both 
manual and computerised revolve around the investigation of crimes 
already  committed.  They  are,  therefore,  reactive.  The  majority  of 
Forces  use  different  types  of  relational  database  management 
systems (RDBMS) for recording and subsequent analysis of crime. 
Standard or interactive queries are written to produce patterns of 
crime, offending and various statistics. 
The new breed of systems revolves around combining data from a 
number of disparate Police systems for subsequent analysis that can 
be used for both reactive and proactive policing. At this point in time 
technologies  associated  with  data  mining,  which  are  discussed in 
Chapter  5,  are  not  routinely  used in  operational  policing systems 
which is discussed in the Introduction section of Chapter 1.
The  following  sections  describe  a  sample  of  Police  computerised 
crime systems representing the three previously described areas.
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4.1 Major Crime Systems
The investigation of a major crime generates a large volume of data 
and information related to that particular crime, or series of crimes 
which  can  overwhelm any  single  individual.  Partitioning  the  data 
between team members may not help due to the partition obscuring 
possible links. This problem has motivated a variety of approaches 
using the power of computers to assist in the management of this 
voluminous data. 
For  the purpose  of  this  study major crime has  been classified as 
murder,  abduction,  kidnapping,  serious  assaults,  serious  sexual 
assaults,  fraud, arson and drug trafficking. The systems discussed 
below are a representative selection currently in use.
4.1.1 Home Office Large Major Enquiry System (HOLMES) 
All 43 UK Police Forces use the current HOLMES system that was 
brought  into use  during the  1980s.  There  are  five  main variants, 
produced by Bull, ICL, CGS UK Ltd., Unisys and MDIS each using its 
own  proprietary  database,  programming  and  query  language. 
Information cannot easily be transferred between systems, in fact, 
there is only a limited linking facility between systems from the same 
manufacturer. 
For example the Bull system; it has 54 different files accessed by the 
various  programs  and  is  written  in  a  proprietary  language. 
Embedded within the system is the Status text processing program. 
HOLMES uses a Bull utility, Transaction Processing System (TPS), to 
extract  text  from  the  files  and  compile  the  Status  database.  To 
search  for  “red  Vauxhall”  the  system  will  instigate  a  procedure, 
which is transparent to the user, by firstly searching the vehicle file 
and then the Status database. 
Within the HOLMES systems all data is limited to a single incident, 
no searching can occur across incidents thereby imposing obvious 
limitations. 
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HOLMES2 is a further development on the original system which has 
ensured  compatibility  between  different  Police  Forces  as  it  was 
designed and built by a single contractor using an Oracle database. 
The testing phase began at the end of 1997 and it is now in service 
throughout  many  UK  Forces  offering  many  advantages  over  the 
previous system. It uses a Dynamic Reasoning Engine (DRE) within a 
RDBMS  in  a  Microsoft  Windows  environment  that  has  been 
developed  by  Cambridge  Neurodynamics  Limited,  England  (
Cambridge  Neurodynamics  1997).  The  engine  is  capable  of 
searching  all  incidents  on  the  system  with  the  facility  of  using 
natural language searches. The results are a list of documents that 
are  possibly  linked  to,  or  have  a  relationship  with,  previously 
unconnected documents and a list of possible keywords is produced 
which may be used in future searches. The engine may be used in 
automatic  mode,  manual  mode  or  a  combination  of  these  modes. 
Data can now be shared between any/all of the Forces that currently 
use this system.
4.1.2 Interpol
Interpol  has  been  the  centre  of  police  co-operation  for  its  177 
member states for almost 75 years. Its computer system centralises 
data from members' National Central Bureaux (NCBs) which amount 
to 100 000 new documents annually. These are stored and archived 
in  the  main  database  which is  operated in  Lyon,  France.  Data  is 
enriched and annotated and a selection is made available to NCBs 
through an Interpol designed Automated Search Facility. It is now 
being  redeveloped  from  its  mainframe-based  system  to  IBM 
RS/6000s running relational database technology from Oracle (Lewis 
1997).
The project was launched in 1996 with the objective of integrating 
the  three  diverse  systems  of  the  core  criminal  database,  the 
Electronic Archive and the Automated Search Facility.  The system 
has been implemented with two copies of the integrated database: a 
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master  copy  for  standard  search  facilities  and  a  replicated  copy 
supporting  the  use  of  more  complex  crime  analysis  tools.  The 
visualisation tool, i2 (see below for software description) is used to 
analyse  complex  searches  through  telephone  or  bank  account 
numbers.  Free  text  searching  across  the  database  retrieves 
information that is often received out of context and the ability to 
store very high resolution colour images assists in the tracking of 
stolen works of art, credit cards etc. It is now possible to provide an 
image of a stolen or counterfeit credit  card to the central  system 
which is then made available to all member states world-wide within 
hours. 
4.1.3 Violent Criminal Apprehension System (VICAP) 
The Federal  Bureau of  Investigation developed the  VICAP system 
that  uses  pattern  analysis  to  monitor  case  activity  enabling  the 
investigator(s)  to  trace  the  travelling  criminal  who  is  actively 
involved in major violent crime. The types of cases examined by this 
system include: -
1. Solved or unsolved murders (or attempted murders) that are 
apparently  random,  motiveless  or  sexually  oriented,  or  are 
known or suspected to be part of a series 
2. Missing persons where there is suspicion of foul play and 
3. Unidentified dead bodies where murder is suspected.
When a new case is entered, the system simultaneously compares 
and contrasts 188 variables relating to MO categories against those 
held in the database. The output is a listing of the ten cases that 
most resemble the one being entered.  The VICAP system has case 
management  administration  facilities,  investigation  support  (time 
lines,  investigative  matrix  etc.)  and  facilitates  crime  investigation 
training. 
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4.1.4 Violent Crime Linkage Analysis System (ViCLAS)
In Canada during the 1980s, following several complex serial murder 
investigations  which  crossed  different  Force  areas,  it  became 
apparent that there was a requirement for a system that had the 
capability to track serial violent crimes and criminals. Based upon 
research that identified a link between the escalations of violence 
that  often occurs  in  sexual  assaults  leading to murder,  the  Royal 
Canadian  Mounted  Police  (RCMP),  during  the  early  1990s, 
developed a system in “FoxPro for Windows” to record all such data. 
After  proving the success of  the system it  was  redeveloped using 
Microsoft SQL Server and is currently in use throughout Canada. A 
number  of  other,  countries  including  England,  Austria,  Belgium 
Holland and Australia,  are  using ViCLAS to  aid  investigation into 
serious sexual crimes.
The information is collected via a 262 question booklet completed by 
the  Officer  investigating  the  case(s).  Details  relating  to  the  MO, 
victimology, forensics and behavioural information are recorded in 
the  booklet  which  is  designed  to  eliminate  as  many  open  ended 
questions as possible thereby allowing the standardisation of data 
collection. The input screens mimic,  as  far as possible,  the actual 
questions that appear in the booklet and free text fields are kept to a 
minimum.
The system was designed to capture data from both detected and 
undetected crimes involving: -
1. Murder.
2. Abduction.
3. Sexual assaults.
4. Currently missing persons where foul play is suspected.
5. Unidentified bodies where murder is suspected.
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When  one  of  the  above  crimes  occurs  the  investigating  Officer 
completes the booklet and sends it to the ViCLAS centre for entry 
into the system (in the UK that centre is within the National Crime 
Faculty, Police Staff  College, Bramshill in Hampshire).  The data is 
entered by trained personnel and subsequently analysed by a highly 
trained analyst through structured queries on the system. The result 
of the analytical process is communicated back to the investigating 
Officer by way of a written report.
Within the UK ViCLAS has been successfully used (National Police 
Training  2000) in  various  cases  including  the  capture  of  the  DJ 
Rapist and the Soho Bomber.
4.1.5 Criminal Geographic Targeting (CGT)
During 1995 the  Vancouver  Police  Department  Police  Department 
introduced the  CGT system which was  developed by one of  their 
Officers,  Dr. Kim Rossmo  (Rossmo 1985). This system investigates 
the  probable  spatial  behaviour  of  an  offender  by  examining 
information that can be found at known crime site locations such as 
encounter/apprehension sites;  murder scenes; body/property dump 
sites. 
The system reverses the approach of environmental criminologists 
who use sociological information such as the offender's background, 
peer  influences  criminal  careers  etc.  to  describe,  understand and 
control  criminal  events.  The  relationship  between  an  offender's 
home and the crimes he or she commits is the underlying theme of 
their  work.  Rossmo  reverses  this  reasoning  to  predict  the  most 
probable location of a criminal's residence by using the locations of a 
series of crimes. The result is a three-dimensional plot, the height 
representing  the  relative  probability  that  a  given  point  is  the 
residence or workplace of the offender that is overlaid onto a local 
map. 
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The system was initially validated on several solved crimes locating 
the  offender's  residence  in  the  top  5%  of  potential  locations. 
Subsequently the system has had a number of successes  (Glaskin 
1996). In one notorious case the then current investigative systems 
suggested  that  the  killer  could  have  lived  within  a  2,000  square 
kilometre area, Rossmo's software indicated that the search should 
be restricted to a 10 square kilometre area. The offender, who lived 
within  that  restricted  area,  was  subsequently  captured  and 
convicted. It was also used in a case where one 16-year-old girl was 
murdered  and  another  left  for  dead.  The  software  suggested  a 
search area  of  1.5  square  kilometres  from a  possible  area  of  26 
square kilometres. The offender who lived within that search area 
was arrested and charged with the offences. 
This system is now commercially produced under the name ORION.
4.2 Volume Crime Systems
Most crime does not fall within the major crime category. Individual 
crimes are of a less serious nature to society as a whole (although 
still serious to the victims) however, the sheer volume of such crimes 
creates  different  types  of  problems for  the  investigator.  The high 
degree  of  similarity  between  them and  the  lack  of  resources  for 
detailed investigation of any one particular crime creates problems 
in both solving a crime and preventing similar future crimes.  The 
challenge  for  advanced  software  developers  is  to  apply  modern 
pattern  matching  and  visualisation  techniques  to  alleviate  the 
problem.
The systems discussed below are a representative selection of those 
developed for this category.
4.2.1 Crime Report Information System (CRIS)
In the late 1980's the London Metropolitan Police conceived CRIS (
Metropolitan Police 1997) as a computerised system to replace the 
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paper based crime reporting system with a database covering the 
entire Metropolitan Police area. Various solutions were tried but it 
was only in August 1994 when a contract was agreed with EDS Ltd. 
based on new high performance computers and data networks that 
the vision could be realised. 
The information is stored in an Ingress database distributed across 
two  VAX  7600  central  computers  that  mirrors  all  63  Divisional 
databases and is updated in real time (Holden 1997). Each Division 
has  both  a  front-end  and  back-end  processor  connected  by  X25 
network and each Sub-Division is connected to this by a multiplexer. 
A Graphical Query Language (GQL) is currently being used to access 
information  and  download  into  Microsoft  Office  applications  and 
MapInfo for geographically plotting 'hot spots'. 
Searches undertaken using divisional data are 'held' on the divisional 
computer,  however,  cross-boarder  searches  are  viable  and  are 
conducted centrally. As the data is stored in real time any requests 
for information will automatically include the most up to date results. 
The system has produced information that has lead to many arrests, 
the first reported being related to car crime (Daily Telegraph 1996). 
Officers used the system to build up a picture of a car crime wave in 
Surbiton, south-west London and found that they followed a pattern 
of  time,  location,  method  and  type  of  car  stolen.  The  Police 
established  a  decoy  vehicle  and  caught  the  offenders  within  two 
hours. This is an illustrative example of how computerised criminal 
investigation software can be used for pro-active policing.
4.2.2 Action Information Management (AIM)
During  1997  Suffolk  Police  piloted  a  crime  mapping  system  that 
extracts  information  from  their  recording  systems  to  display,  via 
Action Information Management software, instances of crime onto an 
Ordinance  Survey  map of  the  relevant  area.  The system will  plot 
all/different  types  of  crime  and  export  summary  data  into 
spreadsheets for reporting or further analysis. By indicating a single 
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crime it is possible to plot all offenders that are associated to that 
crime thereby indicating the distance travelled to commit the crime. 
By indicating an offender it will plot all crimes associated with that 
person thereby indicating the radius of  criminal  activity  including 
date/time and type of crime committed. 
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This  system has  the  ability  to  plot  crime corridors  by placing all 
known  addresses  (e.g.  offenders  and  known  associates)  of  an 
offender on the map and then connecting them by drawing a line 
along the streets. It is then possible for the system to create a 'buffer 
zone' (a polygon) around the street lines at a user defined distance 
e.g.  100  meters.  All  of  the  crimes  within  the  zone  for  which the 
offender has been charged are then displayed followed by all similar 
outstanding  crimes.  This  will  enable  detectives  to  target  the 
offender's  activity  or,  if  already  in  custody,  be  ready  to  further 
question him/her regarding other offences. 
This is illustrated in Figure 4.1, the black squares representing the 
crimes that fall within the zone. 
4.2.3 i2
All  of  the  UK,  Dutch,  Swedish  and  New  Zealand  Police  Forces, 
various Australian Forces and USA legal departments (including the 
FBI) (i2 1997) utilise the data visualisation suite of software, Analyst 
Notebook. There are four main areas within this suite: - 
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Figure  4.1  -  Crime 
Corridor
1. Link Analysis
Figure 4.2 – Linking Events
This  type  of  diagram  displays  the  associations  between  different 
entities,  which  may  be  a  person,  vehicle,  organisation,  telephone 
number etc as illustrated in Figure 4.2. It will also show the flow of 
commodities such as money or property. 
2. Network Analysis
Network diagrams are used on large data sets to extend the link 
analysis  concepts.  This  area  is  mainly  used  to  analyse  telephone 
transactions, account transfers and Internet traffic. The system will 
allow  optical  character  reading  (OCR)  of  information  such  as 
telephone bills and automatically displaying the related links. 
3. Event Sequence
A time line chart reveals how related events unfold. It is particularly 
useful  in  visualising  the  cause  and  effect  between  events  by 
automatically arranging events in chronological order and branching 
between them. 
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4. Transaction Pattern Analysis
The chart  analyses  the  significant  activity  between subjects.  It  is 
particularly useful in visualising repeated activity patterns such as a 
sequence  of  telephone  calls  indicating  a  chain  of  command  or  a 
sequence of account transfers indicating money laundering. 
 The i2 software was used in the preparation for and during the Euro 
96 football  tournament  (Matthews 1997) where in excess of 7500 
potential  troublemakers  were  expected  to  arrive  in  England. 
Specialist  Officers  used  the  software  to  reveal  unexpected  links 
between apparently unconnected people. 
4.2.4 Watson
Watson is an integrated suite of investigative case management and 
intelligence  analysis  software  used  by  several  UK and  Australian 
Police Forces,  many USA Police Departments and various UK and 
USA government departments (Watson 1997).
This  operational  intelligence  tool  has  the  ability  to  track  and 
interpret data from a wide range of sources by connecting to the 
source  or  importing  the  data,  automatically  displaying  links. 
Questions can be formulated without knowing the data contents and 
queries can be saved for later use or applied to different data sets. 
Using the 'Visualisation by Query' methodology, Watson will produce 
custom  designed  charts,  links  between  data  and/or  events, 
hierarchies and transactions. The charting illustrations are similar to 
those in i2. It will also generate activity timelines and reports. 
The linking includes investigating networks of  contacts,  cash flow 
transactions and telephone analysis. 
The  case  management  tool,  which  seamlessly  integrates  with 
Watson, enables SIO's to maintain a structured and methodological 
approach  to  the  investigation  thereby  reducing  the  amount  of 
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administration.  PowerIndexingTM automatically  cross-references 
database  information  identifying  and  tagging  records  and  objects 
then identifying their relationship to one another. An auto research 
function can be applied to transaction data e.g. telephone calls, cash 
transactions,  which  highlights  relationships  between,  possibly, 
thousands of records. There are three management modules within 
this tool: 
1. Action Management
The identification of relevant lines of enquiry
2. Task Management
The allocation of specific tasks to specific people allowing SIO's to 
monitor the workflow and prioritise tasks and resource assignments
3. Document Management
Tracking of the extent that a document was processed, by who and 
when it was last updated.
Watson was used in a notorious UK murder case (the Naomi Smith 
case) (Matthews 1997) by linking into HOLMES data producing data 
links between people, vehicles, crime scenes etc. could be visually 
displayed (e.g. question: "…was there any relationship between Mr X 
and Mr Y…"). In this way a large number of attributes were matched 
at  one  time.  While  detectives  were  utilising  this  information, 
scientists  made a  breakthrough in  identifying the  offender's  DNA 
that resulted in the undertaking that all males between 15 and 28 
years  old  would  be  DNA tested.  Watson,  together  with  HOLMES, 
identified a reduced set of males to be initially tested and, during the 
testing process, the offender's DNA matched one of the first fifteen 
samples. 
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4.2.5 Suspect Prioritization System (SPS)
Royal  Newfoundland  Constabulary  (RNC)  established  a  Criminal 
Behaviour Analysis Unit (CBAU) tasked with providing an offender 
profiling  service.  This  was  developed  based  on  well  documented 
academic  research  which  suggested  that  procedures  could  be 
developed  which  could  analyse  offender  data  thereby  provide 
investigators with a list of suspects in a prioritised order. However, 
this system goes further by correlating crime behaviour to offender 
characteristics (House 1996).
The  Information  Technology  Division  of  the  Constabulary 
implemented  a  database,  to  record  data,  linked  to  a  MapInfo 
Geographical  Information  system  (GIS)  to  visualise  the  crime 
patterns. In excess of 7000 Offenders’ criminal history was entered 
into the system and continues to be expanded by the entering of 
current overnight arrest information. The system generates a report 
indicating suspect(s) in ranked order
The  system,  although  not  yet  in  general  use,  was  used  by  the 
originator  who  had  property  stolen  from  his  car.  The  crime  was 
profiled by the system, the ‘top’ five suspects were investigated and 
the offender was found to be the third ranked suspect.
 4.2.6 Regional Crime Analysis Project (ReCAP)
This project has been implemented by the University of Virginia in 
Charlottesville along with their local Police departments for use by 
crime analysts  (Charles  1998).  ReCAP uses  a  GIS with  statistical 
analysis and machine learning to examine a corporate database that 
is  used  by  the  City  and  County  Police  Forces  as  well  as  the 
University. This subsequently allows the rule based system access to 
relevant  information  across  Police  jurisdictional  areas  thereby 
enabling  spatial  and  temporal  crime  analysis  together  with 
forecasting in an unsupervised  manner.  After  approximately  three 
years of development, the system was deployed to the crime analysts 
during the latter part of 1997. 
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4.3 Domestic Burglary Systems
One area of volume crime that has attracted the particular attention 
for  advanced  software  technologies  is  that  of  domestic  burglary. 
Burglary  offences  possess  special  challenges  because  there  are  a 
large number of offences, the same offender is more than likely to 
commit a series of such crimes and it is rare to have a description of 
the offender.
4.3.1 Devon and Cornwall Constabulary Expert System
During 1985 a pilot system for detecting domestic burglary offences 
was developed using a Mimer RDBMS linked to a Prolog interpreter 
which  itself  was  used  as  a  query  language  and  as  an  inference 
engine  (Lucas  1986).  A  rule-based  system  was  developed  which 
matched crimes using a hierarchical arrangement of modus operandi 
(MO) after separating domestic from commercial offences. 
The MO information was gathered from two viewpoints: -
1. The Officer observations at the scene of the crime
2. From a criminal's perspective
and in six sections: - 
1. The disposition of the dwelling before and during the offence
2. The method of entry
3. How the burglary was executed
4. The method used to remove stolen items
5. The items stolen 
6. Any special peculiarities
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The MO was codified using a keyword system that represented a 
path through the data entry form by ticking nodes from root to leaf. 
An example being: -
[door, front, ground, secure, lock, forced, bodily pressure]
Approximately 100 crime complaint reports were processed and data 
entered  into  the  system.  The  rule  base  comprised  two  main 
components 'detect' and 'extract'. The former used the entire MO set 
for a crime and constructed Prolog terms that constituted effective 
search branches with the objective to identify the most significant 
MO's and, therefore, to create an MO for searching against solved 
crimes. The latter took the created MO and printed a list of criminals 
whose  MO  matched  various  aspects  and  on  which  branches  the 
matches were made. The criminals were not ranked in any order but 
listed  in  the  order  in  which  they  were  found.  The  developers 
established  that  a  criminal's  MO  remained  reasonably  constant 
across  several  crimes and a weighting between one and five was 
introduced to reflect the significance of MO items. 
The  system was  used  for  three  weeks  in  November  1985  during 
which  extractions  were  performed  on  thirty-two  burglaries.  As  a 
result a number of weaknesses were discovered the foremost being 
incomplete and/or insufficient data. The rule base was also enhanced 
to  include  the  calculation  of  consistencies  in  the  MO  and  the 
perceived  significance  of  an  MO,  using  these  in  the  extraction 
process. 
During the live trial no arrests were made for a burglary offence, 
however,  from the tests made by the developers, indications were 
that the system had potential for accurately targeting burglars. 
The system was subsequently developed further for  the Baltimore 
County (Maryland)  Police  (BCPD)  as  ReBES (Residential  Burglary 
Expert  System)  (Ratledge  1989).  Based  on  3,800  cases  their 
development produced: - a list of suspects in ranked order, messages 
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to  aid  investigators,  MO's  that  identify  suspects  because of  some 
unique  behavioural  pattern.  If,  during  the  matching  process,  no 
match was found or the scale scores too low, the system provided a 
general profile of the burglar from the characteristics of the crime. 
The Devon and Cornwall system never extended beyond the alpha 
testing stage (Lee 1997) as the concepts could not be proved. Poor 
data  capture  was  an  issue that  was  often  demonstrated as  there 
were, at that time, insurmountable problems with the amount and 
type  of  data  collected.  A  simplistic  crime  reporting  system  was 
installed  in  the  Force  between  mid  1988  to  the  end  of  1989 
abandoning the expert system concept. The ReBES system was also 
dropped from usage. Reasons given include high turnover in users, 
new users disagreeing with the knowledge it contained, the volatility 
of the knowledge used by ReBES and the lack of integration with 
existing computer systems. 
4.3.2 Ottawa Police Service
During 1992 and in conjunction with the National Research Council, 
the Ottawa Police Service, Canada began development of an expert 
system  to  investigate  domestic  burglaries  (Valcour  1997).  Their 
overall project objective was: -
To develop a knowledge-based system that will assist the police in 
the  investigation  of  residential  break  &  enter  incidents  that  will 
illustrate  the  potential  for  other  applications  in  support  of  police 
investigations.
Eight initial functionality goals were set: -
1. Provide support for gathering and recording case data
2. Generate suspect characteristics from case parameters 
3. Provide the investigator with easy access to:- case parameters, 
other  incidents  in  the  vicinity,  similar  cases,  patrol  officer 
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report  narrative,  witness  information,  sighting  reports, 
investigators' notes
4. Identify the MO of suspects and cleared cases
5. Generate a list of possible suspects
6. Identify patterns in the area
7. Generate reports as appropriate
8. Provide a graphics display capability
The system comprised two main components: data gathering/input 
and analysis. The former relied on a paper-based form completed by 
an  Officer,  verified  and inputted  by an analyst.  The latter,  a  rule 
based  CrystalTM expert  system shell  supplemented  by  C language 
routines  for  database  access.  The  overall  system  structure  is 
illustrated below. 
Alpha testing took place during the end of 1993 with beta testing 
beginning in July 1994. During the former stage an analyst identified 
five offences which occurred in the south of the city which had a 
high probability of being committed by the same person. An offender 
was arrested and subsequently admitted three of these offences.
This system is now being used by a number of the Canadian Police 
Forces and is being marketed by a private software company.
4.3.3 Cleveland Constabulary
The current project at Cleveland Constabulary uses a psychological 
approach  to  classify  offenders  of  domestic  burglaries  into  the 
categories  of  'Raiders',  'Invaders',  or 'Intruders'  by examining the 
relevant variables of each crime. A single variable equates to: - an 
item of property stolen or damaged; time; date;  victim's age; sex; 
house style etc. 
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There are in excess of 250 such variables, however only about 90 are 
relevant  to  distinguishing  the  above  categories.  Smallest  Space 
Analysis (SSA), a technique first used by David Cantor (Cantor 1994) 
in his psychological profiling of criminals, is used to take all of the 
crime  variables  and  correlate  each  against  the  others  thereby 
discovering similarity ratings. 
The results are plotted on a two dimensional chart as illustrated in 
Figure 4.3.
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4.4 Data Combination Systems
A traditional approach to policing involves establishing a task force 
(unit) to deal with an individual crime problem within a geographical 
area, for example robbery units, burglary units, vehicle crime units 
etc. The Officers concentrate their efforts in arresting offenders and 
detecting crimes within their particular unit’s responsibility often to 
the  exclusion  of  other  crime  types  and  geographical  areas.  The 
computing  systems  that  aid  the  investigation  process  also 
concentrate on a single crime type.
It has been established through empirical research within the West 
Midlands Police and through academic research (Coles 2001) that 
Criminals do not restrict their activities to a single crime type. To 
reduce an offender’s burglary offences it may be necessary to target 
other  criminal  activity  in which there  is  involvement.  An example 
being that Al Capone’s criminal activity was curtailed by convicting 
him  for  tax  evasion.  Their  activities  are  not  limited  to  policing 
boundaries. Criminals offend within the awareness spaces in which 
they feel  comfortable,  as  discussed in the previous chapter,  these 
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Figure 4.3 - Smallest Space Analysis Chart
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spaces cross internal boundaries and often cross Force boundaries. 
There is a possibility that policing units from different geographical 
areas  may  be 
unaware  that  they 
are  targeting  the 
same  criminal 
network.
These  systems 
overcome  the 
difficulties  outlined 
above. By combining 
data  from  different 
Police  and  other 
agency systems it is 
possible  to  link 
people  and  their 
activities  in  space 
and time. Figure 4.42 illustrates that, after combining such data, the 
enquiry  entry  point  is  irrelevant  as  all  links  are  displayed.  This 
approach does cause problems to the enquirer as it is possible to be 
swamped with information thereby hiding the relevant items. 
The benefits of such systems are obvious as they offer opportunities 
to  transcend both geographical  and single  crime boundaries.  The 
three  types  described  below illustrate  a  representative  sample  of 
data combination systems.
4.4.1 Force Linked Intelligence System (Flints)
The West Midlands Police have an Oracle data warehouse into which 
data  from  the  basic  policing  systems  is  placed  at  regular  time 
intervals.  Those  basic  systems  comprise  Crime,  Command  and 
Control,  Custody,  Warrants,  Stop  and  Search,  Intelligence 
information,  Fixed  Penalty,  Automatic  Number  Plate  Recognition 
2 Produced courtesy of Flints
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Figure 4.4 - Data Combination
system,  Firearms  Registration,  Family  Protection  and  Forensic 
Information. Every four minutes the base system updates its  area 
within the data warehouse thereby enabling intelligence enquiries to 
be performed in real time.
Flints was introduced into CSBs within the Force in October 2000 
and has undergone three revisions since its initial implementation. 
The  main  search  themes  revolve  around  Geographical  profiling, 
Forensic intelligence, Prolific Offenders, Names, Addresses, Vehicles 
and  Telephone  numbers  returning  information  from  all  systems 
relating  to  the  initial  request  and  Hot  Spot  searches  which 
automatically  identifies  current  problems relating to  an  individual 
place or a particular street. 
The system facilitates proactive and reactive investigation into the 
criminal  behaviour  of  offender  networks  (gangs).  Figure  4.5 
illustrates a graphical view, the target offender being in the middle 
of the screen, identifying the people with whom that target offender 
has co-defendant links at level one (a co-defendant relates to people 
who have been arrested and charged for the same offence) and an 
indication whether the co-defendants themselves are linked to other 
defendants or crimes, level two.
71
Figure 4.5 - Network of Offenders
Figure  4.5  also  identifies  the  offences  linked  to  the  offender  by 
forensic evidence (DNA, fingerprints etc,) and an indication whether 
they  have  been  finalised  or  are  still  outstanding.  The  solid  lines 
represent hard facts from the data. The dotted line represents soft 
intelligence taken from Intelligence information.
Moving from Figure 4.5 identifying a single offender and his/her co-
defendants to Figure 4.6, this illustrates the interaction between all 
offenders  at  both level  one and level  two.  It  is  at  this  level  that 
decisions can be made to disrupt or remove the criminal activities 
belonging to one or more offenders.
Flints also has a GIS capability. Choropleth mapping as illustrated in 
Figure  4.7  is  available  to  identify  areas  of  concern  using  a  red, 
amber, green traffic light system thus bringing the “hot” areas to the 
attention  of  the  investigator.  Crimes  attributed  to  an  individual 
offender,  or  the  entire  network,  can  be  plotted  onto  a  map  at  a 
variety  of  levels  down  to  identifying  individual  premises  and 
corridors of crimes as illustrated in Figure 4.8. 
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Figure 4.6 - Offender Network Interaction
Flints is available to all Officers and front line civilian support staff 
who support operational Policing 24 hours a day. 
Once a large scale area has been identified it is possible to zoom into 
the map thereby identifying individual streets or premises. Figure 
4.8 illustrates the ability to zoom in and out of the mapping levels.
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Figure 4.8 - Flints Mapping Levels
 
  
Figure 4.7 - Flints Choropleth Mapping
4.4.2 Comprehensive Regional Information Management 
Exchange System (CRIMES)
This  product  is  the  latest  policing  development  in  this  section 
becoming  operational  in  June  2002.  It  has  been  developed  by 
Templar  Corporation  (Templar  Corporation  2002)  to  encompass 
information  from  seven  jurisdictions  in  Hampton  Roads,  Virginia, 
USA. Users have the facility to query multiple databases in multiple 
locations via a web browser over a TCP/IP network also having the 
ability to work on mobile devices. 
Information is retrieved via a Query Mapper, illustrated by Figure 
4.9,  which  builds  a  reverse  query  graph  enabling  the  system  to 
search for information that may not be available within a particular 
source.  The information from a second source can, itself, be used as 
a query to search other sources that will accept that information.
74
Figure 4.9 - CRIMES Query Mapper
In  these  early  stages  the  searching  functionality  is  limited  to  a 
person’s name, a vehicle license number, State identification number 
and other control numbers.
4.4.3 CompStat
CompStat, if not the first, was one of the early pioneers in utilising 
Police data from different sources to routinely provide tactical and 
strategic management information. The New York Police Department 
Commissioner at that time was William Bratton (Silverman 1999). He 
required  from  his  area  commanders,  an  accountability  that 
previously had been absent; they were to be held totally responsible 
for the crimes within their jurisdictions. However they had no tools 
with which to ascertain the levels of criminality. In the first instance, 
during the second week in February 1994, a weekly “book” of crime 
statistics was produced for the Commanders meetings. 
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The importance of GIS was realised and Figure 4.10 illustrates an 
early example of using MapInfo’s software to display crime sites as 
“pins”.
Figure 4.10 - Early CompStat Mapping
The  briefing  books  were  expanded  to  include  crime  follow  up 
information, clustering information and crime patterns as illustrated 
by Figure 4.11. 
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These early figures were compiled by hand counted data sent to a 
central position and entered into a Microsoft FoxPro database.
In  1996  CompStat  was  one  of  ten  winners  of  the  Innovations  in 
American Government award from the Ford Foundation and Harvard 
University’s Kennedy School of Government.
4.5 Discussion
Within this chapter, a comprehensive cross section of police crime 
recording and management systems has been identified. It is clear to 
see that there is a substantial difference between the requirements 
for recording and managing crime and its subsequent investigation. 
The  majority  of  current  systems  are  designed  to  be  used  in  the 
recording/investigation of either volume crime or major crime but 
not  both  and  have  been  designed  to  specifically  target  their 
respective markets. Each system performs well when judged against 
its intended use, however, the systems mainly rely on users asking 
specific questions to assist in the investigation process. Specifically 
within  volume  crime,  the  user  may  not  know  which  question  is 
relevant and, therefore, is unable to efficiently link similar crimes in 
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Figure 4.11 – Typical Crime Information
a series. The asking of such questions and subsequent interpretation 
of the answers requires increasing sophistication and specialisation 
to obtain the best results from the software and gain confidence in 
the procedures. This is often difficult to achieve in major crimes due 
to  the  relative  infrequent  occurrence  and  the  voluminous  data, 
therefore the honing of  such skills  is  difficult  to accomplish.  It  is 
even more difficult to achieve when investigating volume crime due 
to the inconsistencies within the recording processes, the changing 
MOs and cross boundary activity of criminals (Chapter 2).To attain 
best  results,  most  UK Forces  utilise  specialist  teams  of  detective 
Officers  who  are  supported  by  trained  Civilian  Support  Staff 
including  trained  crime  analysts  as  (Chapter  2).  Such  specialism 
takes  time to develop and may vary in the degree of  ability with 
different aspects of crime.
It has been shown how investigation systems are being developed to 
harness the power of the computer as a tool to aid the solution of 
both  major  and  volume  crimes.  The  characteristics  of  those  two 
categories  of  crime require different  treatments.  In the case of  a 
major crime series it is necessary to search for connections in two or 
more  crimes  when  there  is  a  strong  prior  belief  that  the  same 
individual(s) committed them. In the case of volume crime it is very 
hard  for  even  the  most  sophisticated  computer  user  to  pick 
discernible  patterns  for  linking  individual  crimes.  Identifying 
characteristics in volume crime where there are no clear suspects is 
quite  difficult  due  to  specific  series  of  crimes  being  lost  in  the 
morass of all reported crimes.
In both categories of crime it is left to the human investigator to ask 
the  right  questions  of  the  system  or  to  interpret  the  processed 
information.  This  requires  increasing  sophistication  and 
specialisation to obtain the best results from the software and gain 
confidence in the procedures. 
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Running  speculative  complex  searches  on  an  on-line  transaction 
processing computer will only slow the system and detract from its 
operational effectiveness; therefore, it is good practice for all data to 
be transferred into a warehouse for subsequent processing. The new 
set  of  systems  described  above  go  some  way  towards  this.  The 
computer, as a tool, plays an essential part in the investigation of 
both major and volume crime. 
Future systems should now exploit data mining techniques that will 
enable the automatic examination and presentation of information. 
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5. Data Mining
This chapter discusses data mining, its techniques and a sample of 
software applications. It also illustrates a framework within which a 
data  mining study can be undertaken.  The difficulties  in applying 
these techniques to Police data are discussed.
Data  mining  embraces  a  range  of  techniques  such  as  neural 
networks, statistics, rule induction, data visualisation etc. examining 
data  within  current  computer  systems  with  a  view  to  identifying 
potential  business  advantages  by  uncovering  useful,  previously 
unknown information. 
Today computers  are  pervasive  in  all  areas  of  business  activities. 
This  enables  the  recording  of  all  business  transactions  making  it 
possible not only to deal  with record keeping and information for 
management  but  also,  via  the  analysis  of  those  transactions,  to 
improve business performance. This has led to the development of 
the  area  of  Computing  known  as  Data  Mining  (Adriaans  and 
Zantinge 1996). The majority of organisations record and store large 
amounts  of  data  in  a  variety  of  databases  and  often  there  is 
restricted access to that data. In order to glean information, a user 
would ask a specific range of questions. However, the question itself 
may not  actually  be  known.  Data  mining can provide  methods  to 
identify  the  questions  to  be  asked  in  order  to  gain  a  greater 
understanding of the data and analytical processes (Meltzer 2004). 
By applying the techniques identified above, companies have utilised 
their data relating to tasks such as identifying customers’ purchasing 
behaviour,  financial  trends,  anticipate  aspects  of  demand,  reduce 
and detect fraud etc. For example, by employing such techniques J 
Sainsbury (Computing 1996) is said to have saved £500,000 a year 
by analysing patterns of shoplifting within its stores. 
Data mining encompasses a range of techniques each designed to 
interpret  data  to  provide  additional  information  to  assist  in  its 
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understanding  which  can  assist  in  the  areas  of  decision  support, 
prediction,  resource  handling,  forecasting  and  estimation.  The 
techniques trawl systems which often contain voluminous amounts of 
data items which has limited value and difficult to examine in its 
original format, finding hidden information producing benefits to the 
organisation.  Although  the  practice  of  mining  data  has  been 
performed for  a  number of  years  the  term Data  Mining has  only 
recently  received  credibility  within  the  business  community.  The 
Gartner Group analysts’ (SAS Home Page 2000) estimate that within 
targeted marketing, the number of companies using data mining will 
increase from the current level of 5% to 80% within 10 years.
Little  use has been made of  these techniques within Policing, the 
majority  of  the  systems  described  above  do  not  utilise  such 
technology.  Early  attempts  to  introduce  mining  concentrated  on 
visualisation techniques and Expert Systems [House 1996; Valcour 
1997;  Haughton  1993)  with  various  degrees  of  success  but  have 
never transferred into main stream policing. There is, however, great 
scope for these techniques to be used (McCue el al 2002). 
Once the Data Mining systems and techniques have been described 
the difficulties of their integration into operational policing will be 
discussed.
5.1 The Modelling Cycle
The  data  mining  modelling  cycle  involves  a  number  of  stages. 
Initially, it is important to have a clear understanding of the business 
domain in order to understand the operational analytical processes 
(Thomsen  1998),  the  problems  that  are  to  be  surmounted,  the 
opportunities that may be realised and to assess the availability of 
data.  Exploring and preparing the data,  although time consuming 
(Sherman 2005), is a crucial stage in the cycle. New fields may be 
derived  from  one  or  more  existing  fields,  missing  and  boundary 
values  identified  and  processed,  relationships  between  fields  and 
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records identified form some of the pre-processing tasks that assist 
in cleaning the data prior to the mining process. Once data has been 
prepared for mining, the modelling stage can begin. Choosing and 
developing models involve domain knowledge (Brachman & Anand 
1996, Chen et.al. 2004), the results of which are validated against 
known or expected results and either deployed or refined. This is an 
iterative  process  as  the results  produced by the techniques alone 
may not provide the desired business advantage. The Cross Industry 
Standard Process for Data Mining (CRISP-DM illustrated in Figure 
5.1) was the data mining cyclic methodology used within this study 
as it was designed by a consortium of businesses to be used with any 
data mining tool and within all business areas (Chapman et al 2000). 
It is also reported to be the most widely used methodology (Giraud-
Carrier  &  Povel  2003)  and  is  recommended  for  use  in  crime 
prevention and detection (Mena 2003).
5.1.1 Business Understanding
This  phase  of  the  cycle  emerges  from  a  commercial  business 
environment  such as  marketing,  customer retention etc.  However 
the  concepts  can  be  utilised  in  policing  as  it  focuses  on 
understanding  criminals  and criminality  (discussed  in  Chapter  3), 
understanding the aims of the Service (reduction and detection of 
crime) and being able to use the above knowledge to concentrate on 
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achieving defined business objectives. One such objective could be 
to reduce burglary dwelling offences by 5% over the next year. 
Figure 5.1 - CRISP-DM
Within a data mining modelling environment understanding the core 
business and its associated data is essential (Stein 1994). There are 
various issues when trying to understand the underlying data: -
• What information for the business is required to be known? 
• What  variables  can  be  used  to  transform  the  data  into 
information?
• Are some variables only used in special instances of the data? 
If so, what are those instances?
• Can  the  significance  of  certain  variables  be  enhanced  by 
combining or deriving other variables?
These issues are discussed below.
5.1.2 Data Collection
Prior to any analysis the purpose must be defined and for any such 
analytical process to take place it is  more cost effective to utilise 
currently stored data.  However,  to reach the goal,  it  may require 
supplemental data to be captured separately by manual processes 
and subsequently stored in electronic format. It may also be possible 
to purchase data sets to compliment that which is currently used e.g. 
census/demographic data, weather data etc.
None of  the processes  described in later  chapters  have used any 
supplementary data as it was important to ascertain the usefulness 
of data mining only utilising captured basic data. The volume crime 
analysis  used  data  from  the  WMP  Oracle  Crime  system  and  the 
sexual offences analysis used data from the NCF SQL Server ViCLAS 
database.
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5.1.3 Data Processing
The potential of using data mining is only as good as the quality of 
the data  (Dragoon 2003).  Data  preparation is  the most  important 
feature of the CRISP-DM process and also the most time consuming 
(Sherman 2005), taking up to 70% of the total project time. It has 
been stated that this stage can take as much as 80% to 90% of the 
total time (Pyle 1999).
This section identifies the generic issues relating to preparing West 
Midlands Police crime data for this and all subsequent data mining 
analysis. Specific issues relating to specific problems will be covered 
in their respective sections in Chapters 6, 7 and 8.
The consistency of the data and its subsequent encoding is directly 
proportional to the results of the mining process (Lawrence 1991, 
Weiss & Indurkya 1998). It is not uncommon for data sets to have 
fields that contain unknown or incorrectly entered information and 
missing  values,  how  should  they  be  treated?  Are  those  fields 
essential to the mining process? There are five basic processes for 
treating records that contain missing values: -
1. Omit the incorrect field(s)
2. Omit the entire record that contains the incorrect field(s)
3. Automatically  enter/correct the data with default  values  e.g. 
select the mean from the range
4. Derive a model to enter/correct the data
5. Tag the value as incorrect
However, it is important to note that the absence of data may itself 
be valid, for example, when completing a questionnaire some people 
may refuse to state their age group thereby leaving this field as a 
null  value  but  this  in  itself  may  be  an  identifying  factor  in  any 
analysis.  During  this  stage  in  the  cycle  a  variety  of  encoding 
techniques may be utilised to provide additional fields for analysis 
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and enable fuzzy concepts. An example of missing data could be that 
some offender description fields may not contain the offender’s hair 
colour. This could either mean that the victim could not remember, 
the  Officer  did  not  ask  the  question  or  the  information  was  not 
entered onto the crime report. Experience would suggest that the 
latter option would be correct as it is common practice to take a full 
written statement at the time of the offence being reported and to 
transfer  brief  information  onto  the  crime  report.  Within  policing 
terms, text based memo fields are rich in information, however, the 
text  is  notably  more  noisy  than other  text  sources  such  as  news 
reports etc., containing many spelling errors, typos and grammatical 
errors (Chau et al 2002). However, in the absence of fully structured 
data, as in the West Midlands Police crime reporting system, the text 
is parsed to extract information that can be employed in the analysis 
of crime.
There are a number of fields within the Police databases that do not 
contain data and are stored in the database as “$null$” or as  an 
empty  string.  These  mainly  relate  to  location  information.  If  an 
address  is  incorrectly  entered  into  the  system  an  ‘unconfirmed 
location’ is registered which permits the crime to be recorded but an 
operator has to manually enter the correct information when time 
permits. These are often subsequently left blank.
When using enterprise wide volumes of data it would be unusual to 
use the entire data set to build the models for the mining process, 
therefore, a relevant subset must be extracted. Care must be taken 
to  ensure  that  the  problem  space  is  fully  represented  by  the 
extracted data and that there are sufficient examples to be modelled. 
Within  the  studies  in  this  thesis,  data  could  be  a  number  on  a 
continuous scale  (such as  age),  binary  (such  as  gender),  nominal 
(such as  hair  colour),  and ordinal  (such as  hair  length).  Valuable 
information can be lost in transforming from one form to another (
Gordon 1981). It is common to standardise variables, but this can in 
itself cause problems being due to the discriminating effect of the 
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variable being lost. For example in scaling age which might range 
from 15 to 65 in to the range 0 to 1 would lead to a 20 year old being 
scaled as 0.1 and a 30 year old 0.3. Thus a difference of ten years in 
age (a value of 0.2) would be ten times less important compared to a 
difference  in  an  attribute  such  as  a  person’s  build  (i.e.  thin,  fat) 
which is coded as a strict 0 or 1 (NB. a difference in build would 
score two, one for each difference). 
With  a  small  number  of  persons  responsible  for  transcribing and 
entering the data, as discussed in the Crime Recording section of 
Chapter 2, it was assumed that the quality of the data would be high. 
However  there  are  inconsistencies  within  the  subsequent 
transcription  particularly  within  the  MO and  offender  description 
entries. When a paper crime report is completed, both the MO and 
offender descriptions are written in unstructured free text which is 
subsequently entered into a computerised recording system. From 
each of the 21 Operational Command Units (OCUs) within the West 
Midlands Police there can be up to 200 Police and Civilian personnel 
writing the text and a further 5 persons entering the data onto the 
system. With no guidelines indicating the language to be used, the 
variety  of  wording  and  spelling  is  vast.  A  structured  encoding 
method would  aid  automatic  investigation and detection methods. 
However, to introduce such encoding would incur a cost to alter the 
existing  paper  and  computer  recording  systems.  In  all  of  the 
following studies  the data  mining software  tool  has  been used to 
encode certain aspects of free text data fields. Due to the nature of 
these fields, even after the encoding process, the data was not 100% 
clean. It would be preferable if such data was encoded at the time of 
inputting as discussed in Chapter 8. 
5.1.3.1 Creating and Deriving New Fields
As shown in Appendix 1, the free text contains relevant information 
that can be used to identify an offender’s “signature”, the way he or 
she commits crime. It is necessary to parse the text for key words 
and phrases which form part of the MO identification process and 
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create additional fields of information for data mining analysis. The 
location  of  each  crime  is  geo-coded  with  a  six  digit  easting  and 
northing grid reference and the location of the offender’s address is 
similarly coded. This enables the distance that the offender travels 
from his/her home address to the scene of the crime by using the 
algorithm illustrated below.
(E1 - E2)    +    (N1 - N2)
22
E = Easting and N = Northing.
The algorithm produces a distance in meters which is then entered 
into the appropriate derived field.
5.1.3.2 Variable Selection
Which variables should be used in the modelling process? Dependant 
upon  the  systems  being  mined  there  could  be  many  hundred 
available  variables  but  not  all  are  relevant  and  will  affect  the 
outcome. It is within this area that the domain expert must provide a 
guide (Wang 2004). 
Various statistical methods can be used for feature selection (Weiss 
&  Indurkhaya  1998),  Genetic  Algorithms  (GAs),  discussed  below, 
have been successfully employed in this area and some commercial 
neural network packages incorporate this feature. 
5.1.4 Model Building
It  is  at  this  stage  in  the  cycle,  when  the  data  is  prepared  for 
modelling,  that  the  appropriate  technique  is  chosen.  Modelling 
algorithms  assist  in  the  extraction  of  complex  interrelationships 
between data variables and identify the decision making rules. The 
models are used in prediction, estimation and classification thereby 
providing ‘expert’ decision support.
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 In the table 5.1 below, data mining problem types are related to 
appropriate modelling techniques.
Problem Type Technique
Classification Rule  induction  methods,  Decision  trees,  Neural 
networks, K-nearest neighbours, Case based reasoning
Prediction Regression  analysis,  Regression  trees,  Neural 
networks, K-nearest neighbours,
Clustering  or 
Segmentation
Clustering techniques, Neural  networks,  Visualization 
methods
Table 5.1 – Appropriate Modelling Techniques
5.1.5 Validation
The  resultant  model  may  be  validated  in  terms  of  its  clarity, 
parsimony, generality and testability (Mayhew 1984) to assess the 
degree  to  which  it  meets  the  required  objectives.  A  number  of 
techniques may be used, for example: -
1. N-fold cross validation (Bishop 1995). 
2. Use a domain specialist to examine the results (Montgomery 
1998, Chen et al 2004).
3. Cluster evaluation (Halkidi et al 2001)
4. Statistical analysis
In each of  the pieces  of  work later  described,  the validation was 
conducted by one or more of the above methods.  Alan Montgomery 
states “It remains uniquely the responsibility of the professional to 
rigorously  test  any  model  or  prediction,  and  crucially,  to  decide 
whether  to  act  on  its recommendations”  (Montgomery  1998). 
Therefore, referencing number 2 in the list above, the results were 
presented  to  highly  trained  civilian  analysts  within  the  NCF 
regarding the sexual offences work and, within WMP, Sergeants from 
the Community Safety Bureaux (described in Chapter 2) were used 
to conduct the validation process. 
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5.2 Techniques for Data Mining
Most data mining systems provide a comprehensive set of tools and 
modelling techniques to assist in the process. It is the prerogative of 
the user to decide which tool or model to use and this decision must 
be based on the nature of the problem, the aims and objectives that 
are to be achieved and the type of data available. 
To date, little use has been made of these techniques within policing, 
a  selection used in  the  data  mining process  are  described below 
together with their use within the specified domain.
5.2.1 Multi-Layer Perceptron
Neural  networks  are  used  in  the  generic  areas  of  prediction, 
forecasting,  categorisation and classification problems.  The output 
from these techniques is a confidence level between zero and one, 
the  closer  to  one  is  an  indication  of  how  good  the  classification 
process has been. 
A wide variety of practical application areas use this technique some 
of  which  are:  -  medical,  utilities,  leisure,  pattern  recognition, 
robotics,  agriculture,  legal,  manufacturing,  condition  monitoring, 
speech and text processing, and chemical analysis. There has been 
specific usage which is similar to the case studies in this thesis (de 
Vel et al ) where by examining the text and header information it was 
possible to link different messages to the true identity of the sender. 
Similar work was completed by Chen whereby they achieved a high 
level of accuracy, up to 90% identifying the author of emails and up 
to 97% identifying the author of bulletin board messages (Chen et al 
2004). The case studies in chapters 7 and 8 use neural networks to 
link a number of crimes to an individual offender. 
One type of neural network is the Multi Layer Perceptron (MLP) (
Swingler 1996) which is a supervised classification technique having 
the ability to form categories  based upon learning from examples 
within  the  data.  Using  known  data  which  are  separated  into  a 
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training set and a testing set, the network is trained on the former 
and tested on the latter which it has not previously seen. 
One specific example where MLP’s are successfully used, which may 
be considered similar to the work undertaken within this study, is in 
the  area  of  fraud  detection.  Many  of  the  High  Street  banks  and 
credit card companies (NEuroNet Roadmap 2003, Information Week 
1996)  use  such  technologies  to  reduce  fraud.  With  in  excess  of 
400,000 transactions per day, a reduction of only 2.5% of fraudulent 
transactions translates into a saving of $1 million per year (Brause et 
al) and 80% correctly identified fraud transactions is considered a 
good result for this type of problem.
Difficulties can be experienced when using MLPs. To create such a 
network there will be an input and output layer together with one or 
more  hidden  layers  and  each  of  which  will  contain  a  number  of 
nodes. Establishing the correct number of layers and nodes can be 
problematic;  however,  software  tools  can  assist  in  this  area. 
Appendix 4 discusses Clementine’s software approach to this area.
5.2.2 Self Organising Map
Self organising maps are used to cluster data and are utilised in a 
variety  of  practical  arenas.  Examples  include  space  exploration, 
signal  processing/robotics,  language  processing, 
utilities/manufacturing,  medical,  finance,  document  classification, 
commerce and chemical analysis. Clustering techniques have been 
used  in  crime  analysis  to  find  links  between  offenders,  places, 
vehicles and other object types ( Hauk(b) et al 2002) which is similar 
to the case studies in chapters 7 and 8 in that links between crimes 
are found using data items from crime records.
A  Self  Organising  Map  (SOM)  (Kohonen 1982) is  a  feed  forward 
neural  network that uses  an unsupervised training algorithm, and 
through a  process  called  self  organisation,  configures  the  output 
units into a topological representation of the original data (Deboeck 
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& Kohonen 2000). It uses the many variables in the data set (multi 
dimensions) and recognises patterns to form a 2 dimensional grid of 
cells.  This technique has similarities to the statistical  approach of 
Multi-Dimensional Scaling. 
A practical example of use that has similar missing data issues to 
that described in Chapter 7 uses a SOM to cluster dwelling houses 
for use in real estate valuation (Tulkki 2000). The mapping of each 
individual variable plainly illustrates that there are clearly defined 
relevant clusters and that: -
"… the appraiser could also search more neurons that are 
close to the input vector …" (Tulkki p135).
Meaning,  for  example,  near  and  similar  clusters  can  form 
“superclusters” as discussed in Chapter 7.
Difficulties  can  be  experienced  in  setting  up  the  network 
configuration  in  that  the  grid  size  must  initially  be  declared. 
Clementine has a software approach to assist in this area (Appendix 
7)  and Ripley  (Ripley  1996)  offers  suggestions.  A large  grid  may 
have  the  facility  to  cluster  on  each  input  variable,  however,  the 
generalisation of the map may suffer (Deboeck 2000), smaller grids 
will, in the main, give better generalisation but if too small may only 
provide a coarse data definition.
5.2.3 Rule Induction
Rule induction decision trees are widely used in data mining where 
knowledge  and information is  inferred from the  data.  One of  the 
more common algorithms, ID-3 (Quinlan 1986), produces results by 
repeatedly  partitioning a  training set  of  examples  according  to  a 
value or group of values of an attribute that ‘best’ describes a class 
within  the  data.  This  process  is  iterated until  there  are  no more 
attributes  or  the  chosen  attribute  does  not  make  sufficient 
improvement to the class description. 
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5.2.4 Genetic Algorithms
Computer generated GAs were first  introduced by John Holland (
Holland 1979). They are computerised optimisation techniques that 
emulate  Darwinian  natural  selection  by  operating  on  encoded 
representations  of  the  solutions  and not  directly  on  the  solutions 
themselves (Srinivas & Patnaik 1994). Each solution is encoded as a 
string  of  binary  bits  and  is  associated  with  a  fitness  value  that 
reflects  how  good  it  is  in  comparison  with  all  other  possible 
solutions. The solutions with the highest value survive into the next 
generation and the weaker solutions are discarded. To overcome the 
problems of the solutions being stuck in local minima, the encoded 
strings are altered through a crossover mechanism that exchanges a 
portion  of  the  string(s)  and  random mutations  are  introduced  by 
randomly altering the individual bit(s) of the strings. 
Genetic algorithms are primarily used as an optimisation technique 
and  utilised  in  a  variety  of  commercial  applications  including 
medical,  finance,  speech/image/text  processing,  commerce  and 
manufacturing. 
5.2.5 Case Based Reasoning
Humans  tend  to  resolve  problems  by  remembering  previous 
solutions and adapting them to fit new areas. Case Based Reasoning 
(CBR)   (Aamodt and Plaza 1994)  compares the current  case to a 
library of stored cases that have known solutions. A case represents 
a complex item of the data i.e. a bank loan application, a crime etc. 
When the new case cannot be matched from within the library it 
becomes  the basis  for  a  new case  which,  therefore,  enabling the 
system  to  learn.  CBR  decision  support  type  tools  are  used  in 
medicine, engineering, manufacturing, law, finance, utilities and help 
desks. 
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5.3 Commercial Data Mining Products
There are a number of commercially available software packages for 
data mining and, depending upon its implementation, each offers a 
combination of relevant features. 
5.3.1 SPSS Clementine 
This  package  utilises  a  visual  approach  to  data  mining  with  an 
emphasis  on  a  person  with  domain  knowledge  performing  the 
analysis. It combines learning algorithms and statistical techniques 
with the facilities to manipulate, display and visualise the data. The 
user interface, illustrated in Figure 5.2, enables the user to interact 
with  the  data  by  selecting  an  icon from one  of  the  palettes  and 
placing it on the drawing area. 
There are 6 palettes of icons each representing a group of functions 
which are described below: -
1. Sources: The ability to introduce data into the program via a 
variety of sources including ODBC, fixed and variable length 
data files.
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2. Record Operations: A number of nodes manipulate the data set 
on a record by record basis. Subsets can be selected, records 
merged  with  or  appended  to  other  data  sets,  sorted, 
aggregated and sampled.
3. Field Operations: New fields can be derived by manipulating 
one or more existing fields and techniques are present to assist 
in the cleansing of noisy or missing data.
4. Visualisation:  There  are  a  number  of  formats  available  for 
displaying the results  of  the data manipulation, all  have the 
capabilities  of  interaction.  By  tagging  elements  within  the 
display, subsets of data may be filtered for further analysis.
5. Modelling: This is  the power of the program and contains a 
number  of  tools  that  provide  a  quick  and  easy  modelling 
methodology.  The  tool  section  includes  statistical  analysis, 
neural networks, clustering algorithms and rule induction.
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Figure 5.2 - SPSS Clementine User 
Interfa e
6. Output:  The  output  may  be  directly  exported  into  other 
packages for further analysis, into a reporting tool, tabular or 
matrix formats for display and into an ODBC source.
The manipulation of  data is  accomplished by placing the relevant 
icons  on  the  screen  and  connecting  them  to  form  a  data  flow 
(stream), an example of which is illustrated in Figure 5.3. It is the 
SPSS Clementine data mining product that has been exclusively used 
in the course of this study.
Figure 5.3 – SPSS Clementine Stream
5.3.2 SAS Enterprise Miner
The Enterprise Miner (SAS Home Page 2002) is an integrated suite 
of software with a graphical user interface which provides a front 
end  for  ease  of  use.  The  SAS  mining  process  is  referred  to  as 
SEMMA as illustrated in Figure 5.4; Sample, Explore, Modify, Model 
and Assess and is driven by a process flow diagram. 
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Figure 5.4 – SAS SEMMA Process
The data may be extracted from a variety of sources and stored in a 
‘local’  database  to  improve  the  performance  of  analytical 
procedures. Using the in-built data visualisation capabilities the user 
is able to reduce the number of measures to those that are more 
likely to have a predictive impact. The Enterprise Miner’s strength 
lies in its analytical engine for the modelling phase which includes a 
comprehensive range of integrated models and algorithms including 
decision trees, neural networks, clustering and a variety of statistical 
techniques.  All  of  these  are  available  through  a  graphical  user 
interface illustrated in Figure 5.5
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Figure 5.5 - Enterprise Miner
5.3.3 IBM Intelligent Miner
IBM has initiated the QUEST Data Mining Project (Quest Home Page 
2000)  at  their  Almaden  Research  Centre  developing  a  variety  of 
technologies  to  discover  useful  patterns  in  large  databases. 
Implemented through their ‘Intelligent Miner’ software (IBM 2002) 
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Figure 5.6 - Quest Architecture
the  technologies  include  association  rules,  classification  and  time 
series clustering which operates on the DB2 relational database. 
The QUEST system architecture (Agrawal et al 1996) is illustrated in 
Figure 5.6. The client side (top part of the diagram) is accessed via a 
graphical  user  interface  (GUI)  and  the  results  of  any  mining 
operation can be imported into a variety of software products. The 
system uses two operating systems, AIX and MVS, accessing data in 
flat files together with the DB2 range of products.
IBM DB2 Intelligent Miner for Data (Intelligent Miner Home Page 
2002) provides a single framework for data mining. It has a suite of 
tools that support the iterative process, described in the modelling 
cycle  below,  offering  data  processing,  statistical  analysis  and 
visualisation techniques complimenting a variety of mining methods. 
The  Intelligent  Miner  can  access  data  from DB2,  flat  files  and  a 
variety of sources via their proprietary DataJoiner. The tool may be 
deployed on a variety of Unix and NT servers and clients.
5.4 Discussion
WMP are reluctant to use individually written or academically based 
software  as  continual  support  and  robustness  must  take  priority, 
therefore, the SPSS Clementine data mining workbench was chosen 
for use within this study for the following three reasons: -
1. It  has the facility to interface with all  Force major systems via 
ODBC, utilise data visualisation techniques, be easy to use and, by 
use of data mining techniques, present information to users without 
firstly  asking  specific  questions.  Having  used  Clementine,  Nisbet 
(2004) makes the following points: -
• Good variety of data mining algorithms. 
• Very  powerful  optimal  parameter  search  routines  built  into 
many  of  the  data  mining  algorithms  (automatic  trials  of 
different parameter sets). 
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• Very powerful combination of the type node and quality node 
for data quality checks and missing value imputation. 
• Power meta-learning models can be built, in which the results 
of one modelling algorithm can be easily streamed as input to 
another modelling algorithm. 
• Powerful (but proprietary) internal scripting language (CLEM) 
for creating complex variable processing. 
• Moderately easy to use
2. InfoWorld (Angus 2004) gave Clementine and overall rating of 8.3 
broken down by the categories listed below: -
• Ease of use 9.0
• Interoperability 9.0
• Reporting 6.0
• Suitability 10.0
• Scalability 8.0
3. In 2002 KDNuggets asked “What main methodology are you 
using for data mining?”  (KDNuggets 2002)  The results were 
listed as follows: -
CRISP-DM   51%
SEMMA  12%
My organization's  7%
My own  23%
Other  4%
None  4%
Mining  Police  data  is  not  without  its  difficulties.  Many  of  the 
techniques  used within this  process  are  described above  and are 
widely  used  in  many  commercial,  research  and  academic  fields; 
however,  little  operational  use  has  been  of  them  in  crime  trend 
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analysis  and  offender  profiling.  Within  this  course  of  study  the 
following techniques were utilised: -
• Multi-Layer Perceptron. This technique has the ability to learn 
from known examples.  Police  crime  recording  systems  have 
sets of data (crimes) that can be attributed to a single offender 
or  groups  of  offenders;  sets  of  known  examples.  An  initial 
study used an MLP to classify a single offender’s  pattern of 
offending to establish the feasibility of using this technique. A 
more  comprehensive  study  was  conducted  on  the  offending 
patterns  of  a  group  of  offenders,  taking  into  account  the 
personal interaction within the group.
• Self Organising Map. A SOM was used in two areas; firstly the 
volume crime element of distraction burglaries and secondly, 
the  major  crime of  sexual  assaults.  The  former  utilised  this 
technique to cluster crimes that were similar based upon the 
MO and within each MO category the offender(s) descriptions. 
Within the  data  set  there  are  descriptions  of  offenders  that 
were seen at the scene of a crime, many of whom cannot be 
identified  by  the  victim or  police.  Linking the  crimes  based 
upon  the  offenders’  MO and  descriptions  may  place  known 
offenders  in  the  same  cluster  as  unknown offenders.  Using 
similar processes, the latter used this technique in two areas, 
to  identify  consistency  in  offender  behaviour  and  the 
identification of a crime series (a group of crimes purported to 
be committed by the same offender(s)).
To prove the effectiveness of the models in live operational situations 
three case studies were undertaken. Unlike Hauk’s study using only 
structured  data  to  link  crimes  using  Tucson  Police  Department’s 
COPLINK data set (Hauk et al  2002),  new fields were created by 
parsing  key  works  and  phrases  from  free  text  fields  and 
subsequently  used  in  each  of  the  studies.  It  was  important  that 
operational personnel validated the resulting models to assess their 
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effectiveness  on  Police  data  (Hauk  &  Chen  1999),  and,  to  quote 
Hand et al 2001: -
Any potential model or pattern should be presented to the 
data  owner,  who  can  then  assess  its  interest,  value, 
usefulness,  and,  perhaps  above  all,  its  potential  reality  in 
terms of what else is known about the data. (p25)
Therefore  each  of  the  case  studies  was  validated  using  trained 
analysts and/or Officers.
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6. Patterns of Burglary Offending
As  stated  in  the  first  chapter  in  examination  of  the  research 
question,  can  data  mining  techniques  be  successfully  used  to 
automatically analyse crime data more accurately than trained Police 
specialists, the initial aim is being pursued is whether a supervised 
learning algorithm can be trained to model crimes committed by one 
or  more  known  offenders  and  subsequently  attribute  currently 
unsolved crimes to those known offenders.
As stated in Chapter 2, when an offender has been arrested he/she is 
interviewed by Police  Officer(s)  about  that  individual  offence (the 
index crime) and regarding other offences that the person may have 
committed. The interviewing Officer will request a list of appropriate 
unsolved  crimes  from  the  analyst  for  use  in  the  interview.  In 
compiling  an  appropriate  list,  the  analyst  will  look  at  the 
circumstances  surrounding  the  crime,  including  spatial,  temporal 
and MO features, for which the offender has been arrested and will 
perform a SQL type search throughout recent crimes to select those 
that have similar features. A key word search is used on the free text 
fields. Due to the way in which the paper crime report is transcribed 
onto  the  computer  system  (described  in  Chapter  2)  the  list  will 
contain crimes  that  are  not relevant  to  the current  offender.  The 
analyst will only examine the current crime for which the offender 
has been arrested to produce the list, however, empirically offenders 
use a variety of MOs to commit the same type of crime. This means 
that an offender’s  portfolio of  MOs would not be matched by the 
analyst in compiling the list thereby resulting in currently unsolved 
offences  not  being  available  to  the  Officer  at  the  time  of  the 
interview. 
There are several factors contributing to the difficulty in providing 
an accurate list for interview: -
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• There could be as many as several thousand active criminals 
on an OCU (an OCU is described in Chapter 2) therefore there 
will  be  many  offenders  who  have  the  possibility  of  being 
included in the search space.
• There are only a finite number of ways in which an offence can 
be committed, however, the number of variables that can be 
used to classify each crime varies depending upon the way that 
the initial crime is recorded on paper combined with the way 
that the subsequent transcription of the paper crime report is 
entered into the computer.
• People who commit crimes together use similar MOs.
• An Offender may commit crimes over a wide geographical area 
which  crosses  policing  boundaries.  Although  all  recorded 
crimes  are  held  on  a  central  computer  system  the 
responsibility  for  investigation  rests  with  local  policing 
initiatives, therefore, a low number of crimes being committed 
in each of a large number of areas may not be recognised as 
being committed by the same offender. The crime series may 
not be recognised by analysts. 
The aims of the pilot were to establish:-
• The method best suited for classifying Police data.
• The minimum number of crimes that must be attributed to an 
offender  before  the  classifier  is  considered  sufficiently 
accurate.
• A threshold for the level of confidence that may be attributed 
to a crime to include it as being on the list for interview.
• The ability to reduce the search space regarding the number of 
offenders who may be responsible for the crimes.
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The combination of missing data, differences in data transcription, 
varying  MOs  by  the  same  offender(s),  and  changing  geographies 
make detecting an Offender’s  crimes a difficult task to undertake 
manually  and,  therefore,  potentially  suitable  for  a  supervised 
learning algorithm.
A  MLP  was  used  in  this  study  is  a  good  example  of  supervised 
learning  techniques  having  the  ability  to  learn  how to  transform 
input  data  into  a  desired  response  by  learning  from  existing 
examples and weighting the importance of fields. The result of the 
modelling process will be the capability to rank a set of undetected 
crimes with a real number between 0 and 1 where 1 = the target 
offender and 0 = a different offender. This process will enable the 
compilation of a suitable list of undetected crimes, those closest to 
the  number 1,  which can be  used in the  interviewing process  as 
described  in  Chapter  2,  especially  in  the  targeting  of  Local 
Persistent Offenders (Home Office 2001, Blumstein et al. 1985). A 
consideration when scoring is that it is more important to reduce the 
amount of  false  positives  as  it  can affect  a  person’s  liberty.  It  is 
preferable to incorrectly give an offender his liberty (false negative) 
than to falsely arrest an individual (false positive). 
The applicability of using a supervised learning algorithm (classifier) 
is examined and evaluated on two case studies.  The first was the 
initial  pilot  study  of  this  research.  The  crimes  committed  by  two 
individual offenders were examined, their MO together with limited 
temporal  and  premises  information  were  used  in  the  modelling 
process. Two offenders were chosen for this study as they offended 
in two distinctly separate areas of the Force and used a variety of 
MOs whilst offending. It is easy, using the current manual processes, 
to  identify  those  offenders  who only target  an individual  building 
type with little variation in MO. The classification task becomes non 
trivial when offenders’ MOs are varied. 
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6.2 Case Study 1 - Identification of Crimes Committed 
by a Single Prolific Burglar
6.2.1 Business Understanding
Criminology and Offender  behaviour  was  discussed  in  Chapter  3. 
Further aspects that relate to a single offender are discussed below.
An offender may commit a range of offences during a criminal career 
that could span a number of years. The method used to commit those 
offences  (MO)  will  change  depending  upon  a  number  of  factors 
which include: -
• Finding a successful MO. 
• Geographical  areas  of  criminality.  Clarke  and  Felson  (1993) 
state  that  the  offender’s  crime  activity  is  influenced  by  his 
routine activities such as where he lives, works etc.
• Persons with whom crime are committed. The data within West 
Midlands  Police  Flints  system (discussed  in  Chapter  4)  has 
demonstrated this within the offender networking module.
The MO of each burglary offence includes the following: -
•  A point of entry. For example through front, rear or side door 
or window.
•  A method of entry. For example the type of force used could 
be  bodily  pressure  or  the  use  of  an  instrument.  The  glass 
could be removed from the door without it breaking etc.
•  A variety of actions taken by the offender whilst inside the 
premises. For example eat food, tidy/untidy search of rooms, 
restrict  search  to  a  particular  floor  of  the  building,  cause 
damage, disable alarms etc.
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•  Specialist actions taken by the offender. For example some 
offenders, one inside the premises, secure the external doors 
to prevent the returning occupier from gaining entry, take a 
bag or pillow case from the premises in which to remove the 
stolen property, defecate etc.
•  The type of  premises attacked.  For example detached/semi 
detached house/bungalow, terraced house, flat etc.
•  The time of day and day of the week.
To identify the MO requires establishing variables to categorise the 
characteristics of each crime. However an offender does not commit 
each crime in exactly the same way, there are variances throughout 
his/her  criminal  career.  There  is  only  a  finite  number  of  ways  in 
which premises can be burgled. This means that there will be many 
similarities of MO between offenders. 
6.2.2 Data Understanding
The database contained 4143 detected burglary offences that had 
occurred between 1ST July 1992 and 31st January 1999. There were 
1695 different offenders  for  the detected crimes each committing 
between a single offence and 177 offences.  Table 6.1 indicates the 
crimes that have been committed by the ten most prolific offenders. 
Offender 
Rank
No  of 
Offences
1 177
2 102
3 87
4 54
5 49
6 42
6 42
8 40
9 33
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10 31
Table 6.1 – Ranked List of Offenders
The initial study used OffenderX who was ranked at number three in 
table 6.1, having committed 87 offences using a variety of MOs. As 
Offender  1  only  targeted  garden  sheds  his  MO was  regarded  as 
being  too  specific  and  65  records  relating  to  Offender  2  were 
incomplete (missing MO data) leaving only 37 full records.
The data contained in the MO memo field illustrated in Table 6.2 
contains more useful information than the delimited text in Appendix 
1.  It  was,  therefore,  decided that  all  variables  would  be  selected 
from  this  field  by  parsing  the  text  and  creating  a  new  field 
containing a Boolean variable of 1 if present and 0 if not present. 
There is a MO memo field for each offence and every offence for 
each of the offenders was individually encoded. Table 6.3 illustrates 
the encoding of the free text memo fields.
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Crim
e
Burglary MO Memo Field
1 OFFENDER(S)  UNKNOWN  GAINED  ACCESS  TO  PREMISES  BY  FORCING  OPEN  REAR 
DOWNSTAIRS WOODEN FRAMED SASH WINDOW USING UNKNOWN MEANS. UNTIDY SEARCH 
OF ALL  ROOMS.  OFFENDERS  REMOVED UPSTAIRS  BEDDING AND BROUGHT  IT  TO REAR 
LOUNGE. OFFENDER(S) POSSIBLY DISTURBED BY RETURN OF IP AND MADE GOOD ESCAPE. 
PROPERTY STOLEN AS LISTED. EXEN.
2 OFFENDER ENTERED REAR GARDEN, SMASHED WINDOW ADJACENT TO DOOR, REACHED IN 
TO RELEASE REAR DOOR LOCK. SMASHED SECURE INTERIOR DOOR WINDOW, RELEASED 
DOOR LOCK, ENTERED. ACTIVATED ALARM AND MADE GOOD ESCAPE VIA WAY ENTERED.
3 PERSON/S  ENTERED  REAR OF  PREMISES  BY  SIDE  GATE,  RELEASED  DOG FROM KENNEL 
OUTSIDE, OFFENDER/S USED INSTRUMENT UNKNOWN TO FORCE OPEN UPVC CONSERVATORY 
DOOR AND ENTERED, THEN USING KEY IN DOOR LOCK UNLOCKED DOOR TO ENTER KITCHEN. 
UNTIDY SEARCH OF LIVING ROOM AND BEDROOMS, OFFENDER/S HAVING RELEASED DOG 
FROM KENNEL LEFT DOG IN THE LIVING ROOM, EGRESS AS ENTRY, LOCKING SIDE GATE, 
TAKING PROPERTY AND MAKING GOOD THEIR ESCAPE
Table 6.2 - Memo Field Text
Variable Crime 1 Crime 2 Crime 3
Rear of Premises 1 1 1
Instrument 0 0 1
Force 1 0 1
Bodily Pressure 0 0 0
Remove Putty 0 0 0
Phone Wires 0 0 0
Insecure 0 0 0
Front of Premises 0 0 0
Other Door 0 0 1
Rear Door 0 0 0
Front Door 0 0 0
Window 1 1 0
Smash 0 1 0
Dog 0 0 1
Prevent Access 0 0 0
Reached In 0 1 0
In Bed 0 0 0
Patio Door 0 0 0
Kitchen Door 0 0 0
Kitchen Window 0 0 0
Untidy Search 1 0 1
Tidy Search 0 0 0
Table 6.3 – Sample of MO Encoding
The above variables were selected based on the knowledge of OCU 
analysts. These were the items considered important in determining 
whether there were similarities between the index crime and other 
unsolved crimes. The variables were created by reading each of the 
free text MOs and creating a dichotomous text parsing node when a 
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phrase  was  present.  This  is  not  ideal  due  to  the  differences  in 
entering information as previously discussed, however,  Clementine 
does not have any inbuilt text parsing capabilities. 
Having encoded the free text memo fields Table 6.4 identified the 
presence of each variable for OffenderX and the all other offenders. 
This illustrates that the MO used by OffenderX has differences when 
compared to the remainder of the other offenders which should be 
capable of being recognised by a classifier.
Frequency %
Variable OffenderX The Rest
% 
Difference
Rear of Premises 52.9 39.2 13.7
Instrument 21.8 14.1 7.7
Force 39.1 30 9.1
Bodily Pressure 6.9 2.3 4.6
Remove Putty 0 0.3 -0.3
Phone Wires 3.4 0.1 3.3
Insecure 9.2 8 1.2
Front of Premises 34.5 23.2 11.3
Other Door 63.2 47.3 15.9
Rear Door 10.3 6.7 3.6
Front Door 20.7 15.6 5.1
Window 62.1 35.2 26.9
Smash 19.5 18.8 0.7
Dog 4.6 0.5 4.1
Prevent Access 0 0.1 -0.1
Reached In 2.3 1 1.3
In Bed 2.3 0.7 1.6
Patio Door 4.6 3.4 1.2
Kitchen Door 20.7 9.7 11
Kitchen Window 24.1 9.4 14.7
Climbed 14.9 10 4.9
Untidy Search 25.3 15.9 9.4
Tidy Search 43.7 30.6 13.1
Table 6.4 –  Variable  Comparison between OffenderX and All 
Other Offenders
In consultation with two Civilian Support Staff crime analysts, two 
additional  pre-processing  tasks  were  undertaken.  Table  6.5 
illustrates the results of  the property description banding process 
(fully detailed in Appendix 2) and Table 6.6 the time banding process 
(fully detailed in Appendix 3).
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Property 
Band
Property Description
12 All detached houses
13 All semi detached houses
14 All terraced housed
Table 6.5 – Sample Offence Bands
Time 
Ban
d
From 
Time
To Time Reason
2 0001 0915 To  capture  those  committed,  on  a  single  day,  during  the 
early hours of the morning often under the cover of darkness 
and being discovered when premises are being opened
3 0800 1300 To capture the morning burglaries on  a single day, people 
working part time, morning shoppers etc. all returning home 
at lunch time
4 1200 1800 Excluding  the  overlap  between  1200  and  1300  hrs,  this 
captures the afternoon burglaries on  a  single day,  people 
working  part  time,  afternoon  shoppers  etc.  all  returning 
home at tea time
Table 6.6 – Sample Time Bands
Geographical information was not available at the time of this study.
6.2.3Model Building
For predictive modelling to take place it is necessary to partition the 
data into training and testing sets. The former is used to train the 
classifier algorithm and the latter contain as yet ‘unseen’ crimes to 
test the ability of the network to recognise the target, in this case, 
OffenderX. 10-fold cross validation (Bishop 1995, Quinlan 1996) was 
used to create the training and testing sets.  The entire modelling 
data set comprised 87 OffenderX crimes and 300 randomly selected 
solved crimes within which ten sets of data were prepared. There 
were  three  sets  comprising eight  OffenderX  crimes  and 30 other 
detected crimes, the remainder contained 9 OffenderX crimes and 
30 other detected crimes.  The ten sets of 300 crimes were taken 
from the set of solved crimes, each crime only appeared in a single 
set.  As  discussed  in  Appendix  4  Clementine  has  the  ability  to 
configure different training methods, have up to three hidden layers 
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of neurons, select the number of neurons in each layer and alter the 
learning  rates.  The  performance  of  any  classification  algorithm 
depends  on  the  application  domain  (Freitas  2000)  therefore  to 
establish the accuracy of the modelling algorithms, the training sets 
described above were modelled using the different neural network 
configurations on the ten different sets of training and testing data 
described above to establish which provides the highest number of 
positives and the lowest number of false positives. 
To separate OffenderX from all other offenders in the hold back set a 
threshold was established by training the data sets using the neural 
network Quick, Dynamic, Multiple and Prune settings each of which 
are discussed in Appendix 1. Using the confidence level as discussed 
in Chapter 5.2.1 above, the percentage of correctly identified crimes 
were  ascertained  at  the  70%,  75%  and  80%  levels.  Table  6.7 
illustrates  the  results  of  the  network  analysis  and  Table  6.8  the 
results of the confidence level analysis.
Dependent 
Variable
(I) 
Network
(J) 
Network
Mean 
Differenc
e (I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive Quick Dynamic -0.97 0.45 0.20 -2.17 0.24
  Multiple -1.03 0.45 0.14 -2.24 0.17
  Prune -1.17 0.45 0.06 -2.37 0.04
 
Dynami
c Quick 0.97 0.45 0.20 -0.24 2.17
  Multiple -0.07 0.45 1.00 -1.27 1.14
  Prune -0.20 0.45 1.00 -1.40 1.00
 Multiple Quick 1.03 0.45 0.14 -0.17 2.24
  Dynamic 0.07 0.45 1.00 -1.14 1.27
  Prune -0.13 0.45 1.00 -1.34 1.07
 Prune Quick 1.17 0.45 0.06 -0.04 2.37
  Dynamic 0.20 0.45 1.00 -1.00 1.40
  Multiple 0.13 0.45 1.00 -1.07 1.34
False Positive Quick Dynamic -1.60 0.66 0.10 -3.37 0.17
  Multiple -0.80 0.66 1.00 -2.57 0.97
  Prune 2.17 0.66 0.01 0.40 3.93
 
Dynami
c Quick 1.60 0.66 0.10 -0.17 3.37
  Multiple 0.80 0.66 1.00 -0.97 2.57
  Prune -0.57 0.66 1.00 -2.33 1.20
 Multiple Quick 0.80 0.66 1.00 -0.97 2.57
  Dynamic -0.80 0.66 1.00 -2.57 0.97
  Prune -1.37 0.66 0.24 -3.13 0.40
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 Prune Quick -2.17 0.66 0.01 -3.93 -0.40
  Dynamic 0.57 0.66 1.00 -1.20 2.33
  Multiple 1.37 0.66 0.24 -0.40 3.13
Table 6.7 – Results of OffenderX Network Testing
Each  set  of  rows,  Positive  and  False  Positive,  corresponds  to  a 
comparison  between  the  types  of  network  and  its  results.  The 
difference  between  the  numbers  identified  is  represented  in  the 
“Mean  Difference  (I-J)”  column.  The  standard  error  is  calculated 
from the within-groups estimate of the standard deviation and the 
sample sizes in each of the groups. The significance level tests the 
null hypothesis that there is no difference between the means of the 
groups.  The  95%  confidence  interval  columns  give  the  range  of 
values  for  the  mean  difference.  The  table  confirms  the  null 
hypothesis  that  there  is  no  significant  difference  in  the  Positive 
group but rejects that hypothesis in the False Positive group. There 
is a difference when comparing the Quick and Prune networks. The 
Quick network produces significantly more false  positives and the 
Prune significantly less. As it is important to reduce the number of 
false positives the Prune network was used for the remainder of the 
study. 
Dependent 
Variable
(I) 
Networ
k
(J) 
Networ
k
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive 70 75 1.73 0.31
0
.00 0.96 2.49
80 2.65 0.31
0
.00 1.89 3.41
75 70 -1.73 0.31
0
.00 -2.49 -0.96
80 0.93 0.31
0
.01 0.16 1.69
80 70 -2.65 0.31
0
.00 -3.41 -1.89
75 -0.93 0.31
0
.01 -1.69 -0.16
False Positive 70 75 -3.90 0.47
0
.00 -5.05 -2.75
80 -1.33 0.47
0
.02 -2.47 -0.18
75 70 -2.58 0.47
0
.00 -3.72 -1.43
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80 1.33 0.47
0
.02 0.18 2.47
80 70 2.58 0.47
0
.00 1.43 3.72
75 3.90 0.47
0
.00 2.75 5.05
Table 6.8 – OffenderX Confidence Level Analysis
The confidence level testing was performed in conjunction with the 
network analysis (discussed above) and Table 6.8 is interpreted in 
the same way as Table 6.7. However the null hypothesis that there is 
no difference between the means is rejected. There is a significant 
difference. There are more correctly identified positive results and 
less  false  positives  for  the  70%  level  than  the  other  two  levels, 
therefore, all networks will be analysed at this level of confidence.
There was a requirement to ascertain the lower limit of crimes that 
could  be  used  to  classify  those  which  can  be  attributed  to  an 
individual  offender.  Table  6.1  clearly  illustrates  that  the  burglary 
crimes that an offender has actually committed is small in number. 
OffenderX’s  crimes  were  sorted  in  date  order  and  a  series  of 
training/testing sets were configured as identified in Table 6.9.  For 
example, in set 1 the first 30 crimes that the offender had committed 
were used to train the model to ascertain whether it could be used to 
predict the remainder of crimes, 30 crimes in the training set and 
the remaining 57 crimes in the testing set.
No. Training 
Set
Testing Set
1 30 57
2 35 52
3 40 47
4 45 42
5 50 37
6 55 32
7 60 27
8 65 22
9 70 17
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10 75 12
11 80 7
12 85 2
Table 6.9 – Training/Testing Sets to Establish Lower Limit of 
Crimes - OffenderX
Figure 6.1 illustrates the results of the above modelling indicating 
that to achieve better than 50% accuracy, the minimum number of 
crimes that can be used is 40. For example using 30 crimes in the 
training set,  only 23% of the remaining 57 crime were accurately 
classified. Using 40 crimes in the training set, just over 50% of the 
remaining 47 crimes were accurately classified. 
Training  set  number  two  showed  little  improvement  over  set  1, 
however there was a 25% improvement using set three taking it to 
the 50% accuracy figure.  This  remained fairly  constant  from sets 
four through to eight with another improvement being seen using set 
nine.  After a slight reduction in accuracy using set ten,  a further 
improvement  was  seen  using set  eleven  but  dropped  to  the  50% 
accuracy figure  using set  twelve.  As  the size  of  the  training sets 
increased the numbers in the testing sets decreased. This will have 
an  effect  on  the  results  of  the  classifier  as  there  records  in  the 
testing set may not be representative of the data on which the model 
was trained. For example in set twelve there were only two records 
in the testing set one correctly and the other incorrectly classified. 
The data in the incorrectly assessed record contained atypical MO 
characteristics.
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Figure 6.1 – Number of Crimes Used in Classification
Having ascertained that the minimum number of crimes that can be 
used to classify this offender is 40, the results obtained in the above 
cross  validation  experiments  may  not  be  a  reflection  of  the 
classification’s  true  capabilities.  Therefore  a  further  three 
experiments  were  conducted.  Each  set  of  OffenderX  crimes  was 
added to a set of 300 detected crimes as described above and the 
70% threshold was used as a success criterion.
1. Establish whether a random 40 crimes can be classified. Select 
a random 40 crimes from the database and add it to a set of 
detected crimes. As OffenderX’s crimes have been selected at 
random there is no guarantee that his entire set is represented 
in the training sets.
2. Establish whether a random 40 crimes can be classified. The 
crimes were in random order within the database. Starting at 
crime 1 the next 40 were selected for the first training set. 
Starting at crime six the next 40 crimes were selected for the 
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second training set. Figure 6.2 illustrates how the sets were 
assembled. This method ensures that all of OffenderX’s crimes 
are represented.
3. Establish  whether  crime  committed  in  a  series  can  be 
classified. In this instance a series means a chronological list 
of  crimes.  OffenderX’s  crimes  were  placed  in  chronological 
order and eight sets of 50 crimes were established in the same 
way  as  discussed  in  (2)  above.  A  random ten  crimes  were 
removed  from  each  set  of  50  and  added  to  a  set  of  300 
detected crimes. A neural network was trained on each set of 
40 crimes and tested on the corresponding set that contained 
the remaining ten crimes.
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Figure 6.2 – Compilation of Training Sets
Experiment 1
Table  6.10  illustrates  the  results  of  the  first  experiment.  As 
previously discussed it is more important to Officers that the number 
of false positives is minimised. These results show that the network 
can accurately classify between 23 and 32 OffenderX crimes, there 
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being  only  between  3  and  10  crimes  by  other  offenders  (false 
positives). 
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Positiv
e
False 
Positiv
e
Negativ
e
False 
Negativ
e
% 
Offende
rX 
Correct
% 
False 
Positives
Exp 1 Mean 28.0 6.0 294.0 12.0 70.0% 16.7%
Stdev 4.4 3.5 3.5 4.4 10.9% 8.0%
Table 6.10 – Random 40 Crimes
Experiment 2
In Experiment 1 OffenderX crimes were randomly selected from his 
set of 87 detected crimes which could not guarantee that his entire 
range  of  offending  was  represented  in  the  classification  process. 
This  experiment  used a  “moving”  random selection (illustrated in 
Figure 6.2) thus ensuring that the maximum numbers of crimes were 
represented.  Table  6.11  illustrates  that  between  17  and  32 
OffenderX crimes can be accurately classified with between 4 and 9 
false positives.
Positiv
e
False 
Positiv
e
Negativ
e
False 
Negativ
e
% 
Offende
rX 
Correct
% 
False 
Positives
Exp 2 Mean 25.0 6.3 293.7 15.0 62.5% 20.7%
Stdev 7.4 2.4 2.4 7.4 18.6% 7.6%
Table 6.11 – Moving Random 40 Crimes
Experiment 3
As discussed in Section 6.2 above, the offender’s MO may change 
over  time.  This  experiment  was  designed  to  establish  whether10 
random  crimes  that  have  been  extracted  from  a  chronologically 
ordered  set  of  crimes  could  be  accurately  classified.  Due  to 
OffenderX  just  having  87  crimes  attributed  to  him  it  was  only 
possible  to  compile  8  training  sets  for  the  cross  validation.  The 
results displayed in Table 6.12 show that between 2 and 9 OffenderX 
crimes can be correctly classified but with between 3 and 9 crimes 
being false positives.
Positiv
e
False 
Positiv
e
Negativ
e
False 
Negativ
e
% 
Offende
rX 
% 
False 
Positives
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Correct
Exp 3 Mean 5.6 5.8 294.1 4.3 56.4% 48.4%
Stdev 3.1 3.0 2.9 2.9 30.9% 28.1%
Table 6.12 – Chronological 40 Crimes
Having ascertained that a neural network can be used to improve 
upon the manual classification of OffenderX’s crimes (Tables 6.10 to 
6.12), another offender, OffenderY, was used to validate the results. 
This person was ranked in joint 6th position in Table 6.1 having 42 
crimes  detected  to  him  this  being  towards  the  lower  limit  as 
identified in Figure 6.1. 
Frequency %
Variable OffenderY The Rest % Difference
Smashed Glass 11.9 11.6 0.3
Force Window 40.5 13.9 26.6
Use Implement 38.1 17.9 20.2
Force Door 40.5 31.1 9.4
Insecure Premises 26.2 16.6 9.6
Occupier Present 4.8 2.2 2.6
Food/Drink Eaten 7.1 2.1 5.0
Occupier On Holiday 4.8 0.2 4.6
Untidy Search 23.8 17.3 6.5
Tidy Search 19.0 10.4 8.6
Climb 23.8 19.5 4.3
Reach In 4.8 0.8 4.0
Unlock 9.5 1.9 7.6
Car Keys 9.5 1.9 7.6
Force Handle 7.1 0.3 6.8
Table 6.13 – Variable Comparison between OffenderY and All 
Other Offenders
Having encoded the free text memo fields Table 6.13 identifies the 
presence of each variable for OffenderY and the all other offenders 
illustrating  the  difference.  The  mean  of  the  differences  is  8.2 
whereas the mean of the differences for OffenderX is 7.1 indicating 
that the crimes committed by OffenderY differ from the “norm” by a 
higher margin than OffenderX. This should make OffenderY’s crimes 
easier to classify.
10-Fold cross validation was again used to separate OffenderX from 
all other offenders. The training and testing sets were created in a 
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similar way to that identified above in the OffenderX experiments 
meaning that 4 OffenderY crimes would be in each set. Using the 
confidence  level  as  discussed  above,  the  percentage  of  correctly 
identified crimes were again ascertained at the 70%, 75% and 80% 
levels to establish whether the levels would be consistent. Table 6.14 
illustrates  the results  of  the  network analysis  and Table  6.15  the 
results of the confidence level analysis.
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Table 6.14 – Results of OffenderY Network Testing
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Dependent 
Variable
(I) 
Networ
k
(J) 
Network
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive Quick
Dynami
c -0.50 0.28
0
.49 -1.26 0.26
  Multiple -0.07 0.28
1
.00 -0.83 0.70
  Prune -0.53 0.28
0
.38 -1.30 0.23
 
Dynami
c Quick 0.50 0.28
0
.49 -0.26 1.26
  Multiple 0.43 0.28
0
.78 -0.33 1.20
  Prune -0.03 0.28
1
.00 -0.80 0.73
 Multiple Quick 0.07 0.28
1
.00 -0.70 0.83
  
Dynami
c -0.43 0.28
0
.78 -1.20 0.33
  Prune -0.47 0.28
0
.62 -1.23 0.30
 Prune Quick 0.53 0.28
0
.38 -0.23 1.30
  
Dynami
c 0.03 0.28
1
.00 -0.73 0.80
  Multiple 0.47 0.28
0
.62 -0.30 1.23
False Positive Quick
Dynami
c -0.23 0.36
1
.00 -1.20 0.74
  Multiple 0.53 0.36
0
.86 -0.44 1.50
  Prune -0.63 0.36
0
.49 -1.60 0.34
 
Dynami
c Quick 0.23 0.36
1
.00 -0.74 1.20
  Multiple 0.77 0.36
0
.22 -0.20 1.74
  Prune -0.40 0.36
1
.00 -1.37 0.57
 Multiple Quick 0.63 0.36
0
.49 -0.34 1.60
  
Dynami
c 0.40 0.36
1
.00 -0.57 1.37
  Prune 1.17 0.36
0
.01 0.20 2.14
 Prune Quick -0.53 0.36
0
.86 -1.50 0.44
  
Dynami
c -0.77 0.36
0
.22 -1.74 0.20
  Multiple -1.17 0.36
0
.01 -2.14 -0.20
Table  6.14  again  confirms  the  null  hypothesis  that  there  is  no 
significant  difference  in  the  Positive  group,  as  in  OffenderX,  but 
rejects  that  hypothesis  in  the  False  Positive  group.  There  is  a 
difference when comparing the Prune and Multiple networks.  The 
Multiple network produces significantly more false positives and the 
Prune significantly less. This confirms that the Prune network is the 
more accurate.
Dependent 
Variable
(I) 
Networ
k
(J) 
Networ
k
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive 70 75 0.40 0.24
0
.31 -0.19 0.99
80 0.65 0.24
0
.03 0.06 1.24
75 70 -0.40 0.24
0
.31 -0.99 0.19
80 0.25 0.24
0
.92 -0.34 0.84
80 70 -0.65 0.24
0
.03 -1.24 -0.06
75 -0.25 0.24
0
.92 -0.84 0.34
False Positive 70 75 -0.53 0.32
0
.32 -1.31 0.26
80 -0.38 0.32
0
.74 -1.16 0.41
75 70 -0.15 0.32
1
.00 -0.93 0.63
80 0.38 0.32
0
.74 -0.41 1.16
80 70 0.15 0.32
1
.00 -0.63 0.93
75 0.53 0.32
0
.32 -0.26 1.31
Table 6.15 – OffenderY Confidence Level Analysis
The confidence level testing was performed in conjunction with the 
network analysis (discussed above) and Table 6.15 is interpreted in 
the  same way  as  Table  6.7.  The  null  hypothesis  that  there  is  no 
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difference  between  the  means  is  again  rejected.  There  are  more 
correctly identified positive results and less false positives for the 
70% level than the other two levels, again confirming that the 70% 
level produced consistent results.
To ascertain whether there was a consistent lower limit of crimes 
that could be used to classify those which can be attributed to an 
individual  offender  a  similar  study  to  OffenderX  was  undertaken. 
OffenderY’s  crimes  were  sorted  in  date  order  and  a  series  of 
training/testing sets were configured as identified in Table 6.16.  For 
example, in set 1 the first 25 crimes that the offender had committed 
were used to train the model to ascertain whether it could be used to 
predict the remainder of crimes, 25 crimes in the training set and 
the remaining 17 crimes in the testing set.
No. Training 
Set
Testing Set
1 25 17
2 30 12
3 35 7
4 40 2
Table 6.16 - Training/Testing Sets to Establish Lower Limit of 
Crimes – OffenderY
Figure 6.3 illustrates the results of the above modelling indicating 
that to achieve better than 50% accuracy, the minimum number of 
crimes that can be used is 35 which is 5 fewer than recorded for 
OffenderX. 
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Figure 6.3 – Number of Crimes Used in Classification
Due to their being only 42 crimes attributed to OffenderY only the 
first of the three OffenderX experiments could be replicated. 
Positiv
e
False 
Positiv
e
Negativ
e
False 
Negativ
e
% 
Offende
rX 
Correct
% 
False 
Positives
Exp 1 Mean 33.8 6.8 293.2 1.2 96.5% 16.1%
Stdev 1.1 4.0 4.0 1.1 3.1% 7.0%
Table 6.17 – Random 35 Crimes
Table  6.17 illustrates  the results  of  the experiment.  These results 
show that the network can accurately classify between 32 and 35 
OffenderX crimes,  there being between 3 and 11 crimes by other 
offenders (false positives). 
6.2.4 Results
The aims for this part  of  the study, discussed in Section 6 above, 
were to identify the best type of classifier amongst the MLP options, 
determine the minimum number of crimes that are required by the 
classifier and to reduce the search space of possible offenders. 
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When modelling crimes it is important to minimise the number of 
false positives as  discussed above.  In both of the cross validation 
experiments the Prune network demonstrated advantages over the 
other three varieties and, therefore, will be used in the second case 
study below.
In  the  testing  sets  there  were  1589  unique  offenders,  several  of 
whom had only committed a single offence, who were responsible for 
committing the 3794 detected crimes. Using the 70% threshold, as 
discussed above, there were 86 unique offenders. To assess any new 
crime that scored more than 70% an investigator would only need to 
examine 86 different offenders, the search space has been reduced 
by 94.6%. OffenderY had similar results  with the same threshold. 
There were 82 unique offenders meaning that the search space has 
been reduced by 94.8%. 
By examining West Midlands Police crime and intelligence systems it 
can be stated that offenders rarely commit crimes on their own. They 
form loosely tied networks of associations with differing behavioural 
patterns in their MOs which are described below in Section 6.3.1. 
This  adds  a  further  dimension  of  difficulty  in  the  classification 
process.  The  second  case  study  employs  the  crime  theories 
described in Chapter 3 relating to awareness spaces using spatial, 
temporal and geographical data to aid in classifying crimes that may 
be attributed to offender networks. 
6.3 Case Study 2 - Modus Operandi Modelling of Group 
Offending
6.3.1 Business Understanding 
Criminology  and  Offender  behaviour  is  discussed  in  Chapter  2. 
Additional  aspects  of  understanding  the  nature  of  criminality  are 
discussed below.
The traditional view of offenders operating together revolves around 
the hierarchical gang structure, a leader, several lieutenants and a 
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number of lower operatives. This may hold true for the more serious 
structured crime such as illegal importation of drugs but when this 
reaches to street level, the formal gang structure no longer exists. 
For  a  whole  range of  crimes,  groups  of  offenders’  work together 
forming  a  network  of  people  who  more  resemble  an  organic 
structure than a hierarchical gang structure, there is no “Mr. Big” 
for the entire network but there may be key persons (Coles 2001). 
The  diagram  below  (produced  courtesy  of  FLINTS),  Figure  6.4, 
illustrates  a group of  14 offenders  who have extensively ‘worked’ 
together. The numbered circles represent individual offenders and 
the connecting lines represent co-defendant instances (people who 
have been arrested and charged for the same offence(s).
Within the network illustrated in Figure 6.2 offenders 2, 3, 4, 7, 8, 9, 
10, 11 and 14 have burglary offences attributed to and it appears 
that they commit their offences together in different combinations of 
people. For example No.14 has committed 6 offences with No. 2, 4 
with No.7, 8 with Nos. 10 and 11, etc. None of the offenders have a 
‘standard’ MO, however, they do favour particular types of building, 
use  a  finite  variety  of  methods  to  gain  entry  to  most  of  those 
buildings but have no strong preferences for any particular day of 
the week for committing their crimes.
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Figure 6.4 – Primary Network Offending
Building upon the Environmental Criminology discussed in Chapter 
2,  the  distance  that  a  criminal  is  prepared  to  travel  to  commit 
offences can be considered important. Based on 2 years of burglary 
crimes in a district of  the West Midlands Police area the average 
distance that a burglary offender travels from his/her home address 
varies  between  ½ mile  and  2  ¼ miles  depending  upon  age,  see 
Figure 6.5 below.
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Figure 6.5 - Distance Chart
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This  information will  need to  be  incorporated into the automated 
routines  subsequently  developed  (Brantingham  and  Brantingham 
1991).
6.3.2 Data Understanding
The burglary database used in this study contained 23382 recorded 
offences  that  occurred  between  January  1997  and  11th February 
2001. Table 6.7 below shows the specific crime categories and the 
numbers of offences associated with each. 
There are a total of 4159 offences which have been detected to a 
variety  of  offenders  representing 17.79% of  the  total  crime.  This 
includes  214  crimes  attributed  to  a  known  network  of  offenders 
(Primary Network) representing 0.92% of the total crime and 5.15% 
of  all  detected  crime.  Table  6.18  identifies  the  percentage  of  all 
detected  crimes  by  the  premises  targeted,  comparing the  figures 
with the crimes committed by the Primary Network and all  other 
offenders.  When  compared  to  the  detected  crimes,  the  table 
demonstrates  that the Primary Network offenders’  have a greater 
preference to target shops and petrol filling stations but do not tend 
to target sheds and offices. 
Drinking 
Places Dwellings Factories
Petrol 
Stations Offices Sheds Shops Other
All Recorded 
Offences 2.75%
(642)
48.73%
(11394)
5.93%
(1387)
1.74%
(406)
4.02%
(939)
17.12%
(4004)
7.01%
(1640)
12.70
%
(2970)
All Primary 
Detected 
Offences 2.34%
(5)
58.88%
(126)
4.67%
(10)
5.14%
(11)
1.87%
(4)
0.93%
(2)
22.43
%
(48)
3.74%
(8)
All Other 
Detected 
Offences 1.95%
(77)
58.15%
(2294)
4.94%
(195)
1.77%
(70)
3.62%
(143)
7.76%
(306)
9.15%
(361)
12.65
%
(499)
Table 6.18 - Classification of Burglary Offences
There are limitations with the data set  that should be recognised 
prior to the research: -
• Even though the data set is complete, it contains all reported 
offences of burglary; it is possible that unsolved crimes held 
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within the database may be attributed to one of the known 
offenders.
• Although people who have received the same training have input 
the crimes there are inconsistencies in the transcription process, 
which have previously been discussed in Chapter 2.
• It has to be assumed that the known offenders have actually 
committed the crimes that have been attributed to them.
The  data  was  encoded  in  four  sections.  Temporal  analysis 
determined the time of day and particular days of the week in which 
the offenders  showed a  preference.  Spatial  analysis  indicated  the 
geographical base of the offences. A large number of building types 
were analysed and categorised into a small number of sets. The MO 
itself was sub classified into a further three sections, which part of 
the building afforded entry, the method of entry to the premises and 
whether  the  premises  was  alarmed  including how the  alarm was 
circumvented.
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6.3.3.1 Encoding Temporal Analysis
Certain offenders have a propensity to offend within certain hours of 
the day and on particular days of  the week.  The detected crimes 
were  compared  against  the  crimes  attributed  to  the  Primary 
Network to ascertain whether there were similarities or differences 
between hours and days.
Figure 6.6 – Day of the Week Analysis
Temporal  analysis  presents  problems  within  the  field  of  crime 
pattern analysis due to the difficulty of ascertaining the exact time at 
which the offence occurred. There are generally two times that are 
relevant, the time that the building was secured and the time that 
the  burglary  was  discovered,  the  from  time/date  and  the  to 
time/date. This duration of time may span two or more days, adding 
to the difficulty. Analysis indicated individual hours of the day did not 
appear to be relevant in determining a pattern of offending, it was 
more important to ascertain a time period. The time banding used in 
this  study  was  amended  to  capture  the  working  traits  when  a 
network of  offenders  commits  crimes  in different  combinations  of 
people.  In  this  study,  for  example,  many  offences  are  committed 
during the working day when the occupier is not at the premises; 
however, the time period may be relevant to the type of premises 
attacked. 
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Figure 6.6 demonstrates that the Primary Network has a preference 
for offending on a Tuesday, in comparison to the mass of detected 
crimes  and  they  have  a  slight  preference,  in  comparison  to  the 
detected  crimes,  to  offending  during  the  evening  and  night  time 
periods as  illustrated by Figure 6.7 and Table  6.19.  In this  study 
“Working Day” means between 0700 hours to 1900 hours, “Evening” 
means  between  1900  hours  and  2200  hours  and  “Night”  means 
between  2200  hours  and  0700  hours. 
Figure 6.7 – Time of Day Analysis
In  order  to weight the temporal  differences  discussed above,  the 
percentage rates were subtracted from the Primary Network rates to 
give  a  figure  that  represents  the  importance  of  the  temporal 
offending  pattern  relating  to  the  Primary  Network.  Table  6.12 
demonstrates that the Primary Network have a greater propensity to 
commit crime during the evening and night comparing with all other 
offenders. A result of zero would indicate no difference.
Time  Of 
Day
Time Of Day 
Difference
Evening 1.85
Night 2.78
Working 
Day
-5.63
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Table 6.19 – Primary Network Temporal Analysis
 6.3.3.2 Spatial Analysis
Using all past and present home addresses as anchorage points, the 
Primary  Network  commit  84.3% of  their  burglary  offences  within 
500 meters  of  their  own or  immediate  co-accused  addresses,  the 
spread of these addresses represents approximately 10% of the West 
Midlands Police Force area.  Clarke and Felson (1993) suggest that 
an  offender’s  awareness  space  is  controlled  by  his  daily  routine 
activities. For example where he lives, works etc. appears to govern 
where  he  commits  crime.  Therefore,  the  geography  of  crime,  as 
discussed in The Theory of Environmental Criminology in Chapter 3, 
is  an  important  factor  in  determining  an  offender’s  pattern  of 
offending. The six figure eastings and northings refer to the British 
Ordnance  Survey  grid  referencing  system which  is  used  by  West 
Midlands Police and is  accurate to one meter.  The grid reference 
integer is truncated to 4 figures reducing the accuracy to 100 meters 
and that fourth digit is rounded up or down to either a five or zero 
which reduces  the  accuracy to  the  required  500 meters  which is 
used in this work 
6.3.3.3 Building Type Analysis
There are 72 individual building descriptions available for use. Many 
crimes are quite opportunistic (Clarke and Felson 1993), whether a 
motivated offender chooses a detached, semi detached or terraced 
house often depends upon the person’s  awareness  space  and the 
opportunities presented at the time. Within the current data set it 
did not appear that the specific type of premises was relevant but by 
amalgamating groups of premises, those groups then became more 
relevant.  Therefore,  the  47  individual  premises  types  were 
categorised into nine sets as illustrated in Appendix 5. 
 Comparing all detected crimes with those committed by the Primary 
Network,  there  is  an  indication  that  the  Primary  Network  has  a 
preference, in comparison to the all detected crimes, for targeting 
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shops  and petrol  filling stations.  The new building type  field was 
created  combining  individual  variables  into  a  single  nominal 
category.
 6.3.3.4 MO Analysis
As previously stated, data encoding is a critical stage in the mining 
process. For this study the MO was classified in three sections; 
which part of the building afforded entry, the method of entry to the 
premises and whether the premises was alarmed including how the 
alarm was circumvented. The first section derived five new fields, 
Main Entrance, Front Door, Rear Door, Front Window and Rear 
Window. The second section derived six new fields, Smashed Glass, 
Damaged Lock, Used Vehicle (to gain entry e.g. ram raiding), 
Implement, Forcing Door and Insecure. The third section derived 
three new fields, Premises Alarmed, Alarm Disabled and Alarm 
Activated. Table 6.20 illustrates an example of the MO encoding.
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Table 6.20 – MO Encoding
6.3.4 Model Building
The 4159 crimes were inspected and those that did not have grid 
references  were  removed  from the  analysis  leaving  a  new set  of 
3989 detected crimes with 1330 unique offenders. This set, including 
those  committed  by  the  Primary  Network,  were  separated  into  a 
series of training and testing sets in order to perform 10 fold cross 
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Crime1 OFFENDERS WENT TO SECURE ALARMED DETACHED HOUSE SMASHED 1'X1' WINDOW 
ADJACENT TO FRONT DOOR LOCK OPENED DOOR STOLE JEWELLERY EXEN WHEN DISTURBED 
MADE ESCAPE IN RED FORD ESCORT
Crime 2 BETWEEN MATERIAL TIMES OFFENDERS UNKNOWN ENTERED REAR GARDEN OF ATTACKED 
PREMISES KICKED OPEN BACK DOOR CAUSING LOCK TO BREAK RIPPED ALARM CONTROL BOX 
FROM WALL CAUSING DAMAGE OFFENDERS OPENED DOOR TO ELECTRICITY MAINS FOR 
UNKNOWN PURPOSE MADE UNTIDY SEARCH OF ALL ROOMS STOLE ITEMS BEFORE MAKING 
GOOD THEIR ESCAPE EGRESS AS INGRESS
Crime 3 OFFENDERS USING MOTOR VEHICLE RAMMED FRONT ROLLER SHUTTER DOORS OF TYRE 
SALES GARAGE DEMOLISHING DOORS ENTERED AND STOLE APPROX 30 CAR/VAN TYRES 
FROM DISPLAY. ALARM ACTIVATED.
Variable Crime 1 Crime 
2
Crime 3
Main Entrance 0 0 1
Front Door 1 0 1
Rear Door 0 1 0
Front Window 1 0 0
Rear Window 0 0 0
Smashed Glass 1 0 0
Damaged Lock 0 1 0
Used Vehicle 0 0 1
Implement 0 0 0
Forcing Door 0 1 1
Insecure 0 0 0
Premises 
Alarmed
0 1 1
Alarm Disabled 0 1 0
Alarm Activated 0 0 1
validation as previously completed in Section 6.2.3 above. As in the 
first  study,  Table  6.21  establishes  that  overall  the  70% threshold 
produced  the  lowest  number  of  false  positives  and  the  highest 
percentage of correct classifications.
Dependent 
Variable
(I) 
Networ
k
(J) 
Network
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive Quick
Dynami
c 0.97 1.18
1
.00 -2.20 4.13
  Multiple -2.57 1.18
0
.19 -5.73 0.60
  Prune -0.87 1.18
1
.00 -4.03 2.30
 
Dynami
c Quick -0.97 1.18
1
.00 -4.13 2.20
  Multiple -2.57 1.18
0
.19 -6.70 -0.37
  Prune -1.83 1.18
0
.74 -5.00 1.33
 Multiple Quick 2.57 1.18
0
.19 -0.60 5.73
  
Dynami
c 2.57 1.18
0
.19 0.37 6.70
  Prune 1.70 1.18
0
.91 -1.47 4.87
 Prune Quick 0.87 1.18
1
.00 -2.30 4.03
  
Dynami
c 1.83 1.18
0
.74 -1.33 5.00
  Multiple -1.70 1.18
0
.91 -4.87 1.47
False Positive Quick
Dynami
c 0.13 0.84
1
.00 -2.13 2.40
  Multiple -0.40 0.84
1
.00 -2.67 1.87
  Prune 0.00 0.84
1
.00 -2.27 2.27
 
Dynami
c Quick -0.13 0.84
1
.00 -2.40 2.13
  Multiple -0.53 0.84
1
.00 -2.80 1.73
  Prune -0.13 0.84
1
.00 -2.40 2.13
 Multiple Quick 0.40 0.84
1
.00 -1.87 2.67
  
Dynami
c 0.53 0.84
1
.00 -1.73 2.80
  Prune 0.40 0.84
1
.00 -1.87 2.67
 Prune Quick 0.00 0.84
1
.00 -2.27 2.27
  
Dynami
c 0.13 0.84
1
.00 -2.13 2.40
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  Multiple -0.40 0.84
1
.00 -2.67 1.87
Table 6.21 – Results of PrimaryNetwork Network Testing
Table  6.21  again  confirms  the  null  hypothesis  that  there  is  no 
significant difference in the Positive group, as in both OffenderX and 
OffenderY above.  However  in contrast  to the above it  shows that 
there is no significant difference for the False Positive group.
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Dependent 
Variable
(I) 
Networ
k
(J) 
Networ
k
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive 70 75 0.40 0.24
0
.31 -0.19 0.99
80 0.65 0.24
0
.03 0.06 1.24
75 70 -0.40 0.24
0
.31 -0.99 0.19
80 0.25 0.24
0
.92 -0.34 0.84
80 70 -0.65 0.24
0
.03 -1.24 -0.06
75 -0.25 0.24
0
.92 -0.84 0.34
False Positive 70 75 -0.53 0.32
0
.32 -1.31 0.26
80 -0.38 0.32
0
.74 -1.16 0.41
75 70 -0.15 0.32
1
.00 -0.93 0.63
80 0.38 0.32
0
.74 -0.41 1.16
80 70 0.15 0.32
1
.00 -0.63 0.93
75 0.53 0.32
0
.32 -0.26 1.31
Table 6.22 – Primary Network Confidence Level Analysis
The confidence level testing was performed in conjunction with the 
network analysis (discussed above) and Table 6.22 is interpreted in 
the  same way  as  Table  6.7.  The  null  hypothesis  that  there  is  no 
difference  between  the  means  is  again  rejected.  There  are  more 
correctly identified positive results and less false positives for the 
70% level than the other two levels, again confirming that the 70% 
level  produced  consistent  results  which  are  the  same  results  as 
achieved in both Offenders X and Y above.
Tables 6.21 and 6.22 illustrate the results on the cross  validation 
experiments. As in the first case study, to maintain consistency with 
the initial study the Prune network was again used in this part. The 
null hypothesis to be tested was that there is no difference between 
the  variable  combinations;  they  are  all  as  equally  useful  in 
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classifying the PrimaryNetwork crimes. To test this hypothesis the 
cross validation was undertaken in four combinations: -
1. Only using MO variables (label MO)
2. Combining MO and temporal variables (label MOTemp)
3. Combining MO and geographical variables (Label MOGeog)
4. Using MO, temporal and geographical variables (label (AllMO)
Using the same success criteria as in Section 6.2.3 above the results 
are illustrated in Table 6.23. The greatest accuracy was achieved by 
using all of the MO variables.
Dependent 
Variable
(I) 
Network
(J) 
Network
Mean 
Difference 
(I-J)
Std. 
Error Sig.
95% Confidence 
Interval
 
      
Lower 
Bound
Upper 
Bound
Positive MO MOTemp 1.00 1.21
1
.00 -2.38 4.38
MOGeog -2.10 1.21
0
.55 -5.48 1.28
AllMO -5.20 1.21
0
.00 -8.58 -1.82
MOTem
p MO -1.00 1.21
1
.00 -4.38 2.38
MOGeog -3.10 1.21
0
.09 -6.48 0.28
AllMO -6.20 1.21
0
.00 -9.58 -2.82
MOGeo
g MO 2.10 1.21
0
.55 -1.28 5.48
MOTemp 3.10 1.21
0
.09 -0.28 6.48
AllMO -3.10 1.21
0
.09 -6.48 0.28
AllMO MO 5.20 1.21
0
.00 1.82 8.58
MOTemp 6.20 1.21
0
.00 2.82 9.58
MOGeog 3.10 1.21
0
.09 -0.28 6.48
FalsePositive MO MOTemp 0.70 1.03
1
.00 -2.19 3.59
MOGeog -1.00 1.03
1
.00 -3.89 1.89
AllMO -0.20 1.03
1
.00 -3.09 2.69
MOTem
p MO -0.70 1.03
1
.00 -3.59 2.19
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MOGeog -1.70 1.03
0
.65 -4.59 1.19
AllMO -0.90 1.03
1
.00 -3.79 1.99
MOGeo
g MO 1.00 1.03
1
.00 -1.89 3.89
MOTemp 1.70 1.03
0
.65 -1.19 4.59
AllMO 0.80 1.03
1
.00 -2.09 3.69
AllMO MO 0.20 1.03
1
.00 -2.69 3.09
MOTemp 0.90 1.03
1
.00 -1.99 3.79
MOGeog -0.80 1.03
1
.00 -3.69 2.09
Table 6.23 – Results of MO Variable Cross Validation
The null hypothesis was upheld regarding the identification of False 
Positives, the different combinations of MO variables has no effect 
on  the  classification.  The  hypothesis  is  rejected,  however,  when 
classifying  correctly  identified  crimes.  Table  6.23  illustrates  that 
combining MO and geographic variables and using all MO variables 
(MO,  Temporal  and  Geographic)  both  are  significantly  better  at 
classifying the PrimaryNetwork’s crimes. Table 6.24 illustrates that, 
on average, using all MO variables produces a classification model 
that  has  higher accuracy than restricting the variable  to MO and 
geographic. 
MO 
Type
Positiv
e
False 
Positive
Negativ
e False Negative
% 
Correctl
y ID
MOGeo
g
Averag
e 6.9 3.5 96.5 15.1 31%
Stdev 2.73 3.24 3.24 2.73
AllMO
Averag
e 10 2.7 97.3 12 45%
Stdev 2.62 2.31 2.31 2.62
Table 6.24 – MOGeog / AllMO Comparison
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6.3.5 Additional Validation
As  previously  stated  in  Section  5.1.5,  “It  remains  uniquely  the 
responsibility of the professional (domain expert) to rigorously test 
any model or prediction, and crucially, to decide whether to act on its 
recommendations” (Montgomery 1998). 
Current undetected crimes were passed through the model and only 
the top 20 crimes with the highest confidence level were utilised in 
the following independent validation. It was decided to use only 20 
crimes as this is the maximum amount that could be evaluated within 
a reasonable  time by the two Sergeants who were not connected 
with  this  study  (Chen et  al  2004).  The  two  Sergeants  work  in  a 
Community Safety Bureau in the area of the West Midlands Police in 
which  the  target  network  of  offenders  mainly  operates  and  are, 
therefore, considered domain experts. These bureaux are the focal 
points  on  each  Command Unit  for  strategic  planning,  operational 
tasking and intelligence. The two Sergeants have been working in 
this environment for a number of years and are highly experienced. 
Their  remit  was  to  ascertain  whether  any  of  the  20  undetected 
crimes could have been committed by one of the Primary Network 
members. They had no other information. The Sergeants researched 
the  crimes  already  attributed  to  the  offenders  by  examining  the 
crime  reports,  case  papers  and  witness  statements  and  then 
examined each of the 20 submitted crimes in a similar way
In their opinion 17 of the 20 crimes could have been committed by 
one of the Primary Network offenders. Of the three remaining, one 
crime had a very similar MO but the suspects’ car did not contain 
any of  the Primary Network members.  The other two crimes  had 
subtle differences in MO and type of property attacked. Using three 
months  of  undetected  crime  data,  a  list  for  interview  could  be 
prepared within 5 minutes with 85% of its content being potentially 
relevant.  This  compares  with  manually  researching recent  crimes 
taking between one and two hours and only being between 5% and 
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10% accurate as stated in Chapter 2, thereby making this a practical 
option for use in operational policing.
The Sergeants’ assessments of the crimes were accurate. Since the 
20 crimes had been examined, five have now been detected. Of those 
five, the assessors originally stated that, in their opinion, one crime 
could not be attributed to the Primary Network and the other four 
could. They were correct in their assessment of that single crime. Of 
the four currently detected crimes that were originally assessed and 
attributed  to  the  members  of  the  Primary  Network,  three  were 
committed by a member the other was not. However, the MO used in 
the wrongly assessed crime was very similar to the other correctly 
assessed crime. This indicates that the 2 Sergeants’ assessment of 
the 20 crimes appears to be reliable.
6.4 Discussion
The MLP classifier used in this study has the ability to be configured 
using a variety of options. The difficulty occurs when deciding which 
options to select that will have the best results on the available data. 
Cross validation was undertaken on the two different offenders to 
identify  the  best  consistent  modelling  method  and  relevant 
confidence  level.  The  results  indicate  that  the  ‘prune’  method 
produced less false positives at the 70% confidence level. 
It would appear that an offenders pattern of offending has a bearing 
on the accuracy of the classification. OffenderX could be classified to 
an  accuracy  of  greater  than  50%  when  40  crimes  had  been 
committed (Figure 6.1). This number reduced to 35 when classifying 
OffenderY  (Figure  6.3).  When  comparing  the  mean  difference 
between each  of  the  two  offenders’  MO to  the  remainder  of  the 
criminal  population OffenderX differed by 7.1% and OffenderY by 
8.2%. The greater difference from the “norm” indicates that fewer 
crimes are required for an accurate classifier to be produced.
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Environmental Criminologists (Clarke and Felson 1993, Brantingham 
and  Brantingham  1991  and  1993)  agree  that  it  is  important  to 
identify  personal  awareness  spaces  and  temporal  data  related  to 
those  spaces  in  order  to  distinguish  behavioural  attributes.  That 
information was missing from the pilot study. However, the results 
achieved  in  the  first  pilot  study  indicated  that  a  MLP  could  be 
trained to recognise  offences  committed  by a  single  offender  but 
with limited accuracy. 
To  ascertain  the  validity  of  the  Environmental  Criminologists’ 
statement regarding the importance of temporal and geographical 
attributes  in  crime  analysis  an  experiment  was  conducted  using 
different combination of MO, temporal and geographical information. 
Table  6.23  confirms  the  statements  made  by  environmental 
criminologists  that  geographical  locations  are  important  in 
identifying criminals. However the table does show that by using all 
available  MO  information  the  classification  process  in  further 
improved.
There are disadvantages with this approach: -
1. A network of offenders must already exist.
2. Crimes must have already been detected to the network.
3. Early  identification  of  a  new  burglary  series  will  not  be 
possible unless 1 and 2 above are present.
The  further  subjective  validation  process  was  conducted 
independently  on  current  undetected  crimes.  Based  upon  this 
validation  it  was  established  that  the  modelling  process  could 
examine three months burglary crimes and produce a list of the “top 
20” similar crimes in five minutes and being 85% relevant.
This has two practical uses in operational policing: -
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1.The ability to examine a number of currently undetected crimes 
with  a  view  to  targeting  the  intelligence  gathering  and 
investigative  work  towards  a  limited  number  of  potential 
offenders.
2.Having arrested an offender, there is a requirement to collate 
information and intelligence prior to interviewing. From taking 
between  one  and  two  hours  to  manually  provide  a  list  for 
interview and only being 5% to 10% accurate, this process has 
reduced  the  time  to  approximately  five  minutes  providing an 
80% to 85% accuracy rating.
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7. Bogus Official / Distraction Burglaries
7.1 Introduction 
In  further  examination of  the research question,  can data  mining 
techniques be successfully used to automatically analyse crime data 
more accurately than trained Police specialists,  the second aim is 
being pursued is  to use an unsupervised technique to link crimes 
when the identity  of  the offender(s)  is  currently  unknown.  In  the 
previous chapter a widely used neural network technique, the multi-
layered perceptron (MLP), was examined and evaluated on two case 
studies. The main findings were:-
1. It required a large number of cases of solved crimes attributed 
to  known  offenders  before  it  could  be  applied  to  cases  of 
unsolved crimes,
2. The  modus  operandi  data  alone  was  insufficient  to  identify 
suspects with sufficient reliability to be of practical use.
In this chapter both these shortcomings are tackled. In Chapter 5 the 
neural  network  technique  of  the  self  organising  map  (SOM)  was 
discussed. It was seen there, that for it to be applicable it did not 
require any form of pre-classification to bias the learning process as 
was the case for the MLP. The result of the SOM will be a grid of 
cells where each cell represents a cluster of similar cases we can 
then proceed to make independent decisions for each cluster (Kleinberg 
et al 1998). However, neighbouring cells will represent clusters of 
cells, which are similar, but not as similar as those within the central 
cell. Thus the grid of cells will represent a topological map where 
crimes within a cell and its neighbours could show sets of related 
crimes. The size of the map is governed by its usage (Deboeck(b) 
2000). For example, the number of cells could be governed by the 
average number of crimes that individual offenders commit or the 
number of crimes that an analyst can examine in a pre-defined time 
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slot etc. Whilst not being able to nominate a list of suspects for the 
crimes the aim is to link crimes committed by the same unknown 
offender.  A  composite  of  this  offender  could  then  be  constructed 
allowing a pattern of behaviour to be more easily identified. 
The second limitation of the modus operandi alone being insufficient 
to identify suspects will not be improved simply by switching from 
the MLP to the SOM. The MLP uses the bias of pre-classification to 
weight the importance of case fields, either directly or indirectly. The 
SOM treats  all  case  fields  as  being equally  important.  Hence the 
SOM is a weaker technique in this respect. Instead of tackling the 
difficulty by a change of technique it is overcome by changing the 
data that is available. This is achieved by addressing the category of 
volume crime known as  a  distraction burglary (aka  bogus  official 
burglary). In these crimes a burglary is committed by the offender 
gaining access by deception rather than forcing entry. In these cases 
the victim makes visual (and auditory) contact with the offender. This 
means the victim is able to provide a description of the offender. This 
description can be  encoded and added to  the  modus  operandi  to 
provide a richer description to which the SOM can be applied.
The applicability of the SOM technique is examined and evaluated on 
two  case  studies.  The  first  was  a  pilot  conducted  early  in  the 
programme of  research.  It  focused  on  a  small  number  of  crimes 
committed by female offenders and using offender descriptions alone 
(i.e. no modus operandi). This subset was selected as it would make 
independent validation easier to accomplish. Lessons learnt from the 
pilot  study  (and  related  studies  –  Chapters  6  and  8)  were  later 
applied to the second study which looked at offenders specialising in 
a specific type of distraction burglary.
By largely ignoring the MO data these case studies have potentially 
far  reaching  importance  because  the  techniques  could  then  be 
applied to any types of crime where descriptions of the offenders are 
available.
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7.2 Case Study 1 – Distraction Burglaries Using Female 
Offender Descriptions
7.2.1 Business Understanding
A distraction  burglary,  also  known as  a  “bogus  official  burglary”, 
refers to a burglary where the offender(s) gains access to a premises 
by  deception.  The  offender(s)  may  pose  as  a  member(s)  of  the 
utilities, Police, Social Services, salesperson or children looking for 
pets, to gain entry to a property. Typically offenders work in teams 
with  one  engaging  the  victim  in  conversation  whilst  the  other(s) 
search for and steal property. Figure 7.3 below illustrates a network 
of offenders who are engaged in this type of crime, Chapter 6 fully 
describes  this  interactive  approach  to  criminality.  In  this  type  of 
crime a description of  the offender(s)  should always  be available. 
However,  descriptions  will  vary  in  reliability.  Victims  are  usually 
elderly and the trauma of the burglary together with the fact that 
only one of the offenders is going to be in prolonged contact with the 
victim will affect data quality. The fact that the data does have value 
is  supported by a  study commissioned by the Metropolitan Police 
(Baber  &  Brough  1997)  which  found  that  the  ability  to  provide 
reliable descriptions was not affected by age.
Offenders who specialise in this type of crime prey over wide areas. 
This makes it difficult to spot series of crimes committed by the same 
offenders. Hence, there is a need for a mechanism for monitoring 
crimes  committed  over  a  wide  area.  The  data  in  this  case  study 
covers  distraction  burglaries  committed  in  south  Birmingham 
between  1996  and  1998  covering  89  crimes  which  involved  105 
female  offenders.  Some  of  these  crimes  saw  females  working 
together  with  males.  Section  6.2.1  in  Chapter  6  discuses  the 
dynamics of offenders working in gangs. 
7.2.2 Data Understanding
The MO characteristics relating to offender(s) criminality, from 108 
crimes, was extracted from the two databases and is described in 
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Appendix 1. The crimes cover a three year period 1996 to 1998, all 
being committed in one OCU area of the West Midlands Police. Table 
7.1  illustrates  a  sample  of  the  description  data.  The  first  row 
contains delimited text from the original crime recording system and 
the  second row from the  current  Oracle  crime recording system. 
Both types of data were used in this study. There was no indication 
from the data whether the crimes had been solved and, therefore, 
any offender(s)  associated with them. In this study, as there is no 
output  field,  supervised  learning  techniques  are  not  suitable, 
therefore the SOM was used.
1 ««  /   /   ««#SX F«16«18«#IC 1«0«0«««SHOULDER LENGTH«DARK JUMPER 
WITH V LONG SLEEVES««HAIR NEITHER DARK OR FAIR.»
2 IC1 FEMALE F503/505 MEDIUM BUILD COLLAR LENGTH BROWN HAIR AGED 30 
TO  40  LOCAL  ACCENT  WEARING  THREE  QUARTER  LENGTH  BROWN 
JACKET/COAT
Table 7.1 – Example Offender Description Data
 Information was extracted from the free text description fields. Data 
was gathered on age, gender, height, hair colour, hair length, build, 
accent, race, number of offenders together with miscellaneous fields 
for infrequently occurring data e.g. did the offender wear glasses. 
Clothing was  not used in this  study as the analysts  stated that it 
varied  depending  on  the  weather  and  time  of  day  therefore  too 
inconsistent to be of practical use.
7.2.3 Data Preparation
Generic  data  preparation  techniques  are  discussed  in  Chapter  5. 
Specific issues related to this part of the study are discussed below.
Care must be taken when preparing data for use by an unsupervised 
learning technique such as the SOM. This is because the techniques 
do not learn the relative importance of each feature. Hence when the 
similarities between cases are being measured, each element of the 
encoded  data  vector  is  equally  weighted.  Yet  the  input  data  is 
measured on different scales; interval (e.g. age and height), ordinal 
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(hair length: short, medium, long) and nominal (accent: local, Irish, 
etc ).  The encoding process must address these issues.  A further 
problem is  that  the descriptions of  the same individuals  will  vary 
between crimes. 
The  approach  adopted  with  interval  data  age  and  height  was  to 
partition each range in to a number of intervals (Connell & Brady 
1985). If the age given in the description lay within a specified range 
it was coded as a one and the other intervals as zero. In order to 
allow  for  slight  discrepancies  between  descriptions  of  the  same 
offender  and to incorporate  some aspect  of  ordering,  two sets  of 
overlapping intervals were used for each variable. This means that 
each age was each encoded as a set of binary variables, two of which 
would be set to one for any given age and the remainder set to zero, 
similarly for height.
To illustrate; suppose an offender is estimated as being about 5’ 5” 
this would be encoded as a one for the interval 5’2” to 5’6” and as a 
one for the interval  5’4” to 5’8”   which incorporates  a degree of 
fuzziness in the description of age and height. However, it is at the 
cost  of  effectively  giving  age  and  height  a  double  count  when it 
comes  to  comparing  similarities  between  descriptions.  Figure  7.1 
illustrates  the encoding of  height attributes.  Sometimes attributes 
such as build are not recorded. This means that in the above system 
of encoding all missing build descriptors will be set to zero, it does 
not mean that  the person does not have a  build but,  more likely, 
either  the  question  has  not  been  asked  by  the  Officer  or  the 
information not remembered by the victim. The problem of missing 
values is notorious in data analysis. There is no universal solution for 
dealing  with  this  problem adequately.  What  is  of  interest  is  how 
robust  the  technique  is  in  dealing  with  missing  values  that  are 
inevitable in this application.
1515’6” 6’5’
A  further  problem  encountered  in  producing  comparable 
descriptions is that of missing 
Each description was  represented by up to eight attributes:  race, 
age, height, number of accomplices, build, hair colour, hair length 
and accent. When translated into a binary encoding this resulted in 
36 binary variables out of which at most ten would be given a value 
of one (height and age being represented by two variables each). In 
practice the number of binary variables taking a value of one varied 
between  three  and  nine  with  an  average  of  7.5.  Table  7.2  is  an 
illustration of descriptive text and its subsequent encoding.
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H11
H12 H13
H22 H23H21 H24
Figure 7.1 - Height Encoding
IC1  FEMALE,  4'10  AND 5'  TALL,  MEDIUM COLLAR LENGTH  BROWN HAIR,  AGE 
25YRS,  ACCENT  BIRMINGHAM.  WEARING:  BROWN  DRESS  BELOW  THE  KNEE, 
FRESH FACIAL COMPLEXION.
IC1 IC2 IC3 IC4 Plump Slim/Thin Medium Under50
0
About 500
1 0 0 0 0 0 0 1 1
About 
505
About50
9
About72 Child PreTeen YoungTeen Teen Early20s Mid20s
0 0 0 0 0 0 0 1 1
About30 Mid30s About40 Mid40s MedHair DarkHair LightHai
r
ShortHair MediumHai
r
0 0 0 0 0 1 0 0 1
LongHai
r
Accomp Local Irish Scottish Southern Norther
n
Asian Foreign
0 0 1 0 0 0 0 0 0
Table 7.2 – Data Encoding Example
7.2.4 Model Building
The perfect solution to this task would consist of the SOM creating 
clusters of offenders where each cluster consists of descriptions for 
all the crimes of a single offender. Additionally neighbouring clusters 
would  contain  offenders  with  similar  descriptions.  Due  to 
discrepancies  between different descriptions of the same offender 
and missing values the perfect solution will always be unattainable. 
However, it was hoped that the members of a cell, and possibly its 
near neighbours, will have sufficiently similar descriptions to act as 
a basis for further investigation. A potential problem is that clusters 
might well be formed consisting of too many offenders for manual 
follow-up investigation. As a consequence it was decided to construct 
a five row by seven column map. This means that given a uniform 
allocation there would be three offenders in each cell e.g. the female 
offender  was  involved  in  three  crimes  during  the  period  under 
investigation.  This  gives  sufficient  freedom  for  the  algorithm  to 
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group together offenders who commit more crimes without forcing it 
to make spurious assignments due to lack of space.
The results produced by using the SOM option can be seen in Table 
7.3. The cells in the table show the number of offenders placed in 
the cluster associated with the cell. The blacked out cells indicate 
empty clusters. Their presence in the SOM tends to indicate large 
spatial differences between clusters on opposite sides.
4 5 2 6 4 5 4 5
3 2 1 2
2 5 2 5 1 7 2 9
1 2 2 1 1
0 5 4 3 3 7 4 6
0 1 2 3 4 5 6
Table 7.3 - Derived Cluster Sizes
In order to interpret this map a symbolic description of each cluster 
was  derived by finding the  average  value  for  each attribute  in  a 
cluster. Provided the average value was greater than 0.5 then that 
attribute name was assigned as the cluster’s  attribute value.  This 
interpretation of the SOM can be seen in Table 7.3. Blank fields are 
due either to variability in the values of the attribute or the absence 
of a description for that attribute in the crime report for the majority 
of cluster members. Blank cells are where either no offenders were 
clustered  or  the  cell  only  contained  less  than  three  offender 
descriptions (Table 7.3 refers).
4 Ic120
Dark Hair
1 Offender
Ic1
5’4
32
2 Offenders
Ic1
2 Offenders
Ic1
2 
Offenders
Ic1
9
2 Offenders
Ic4
4’10”
9 Dark Hair
2 Offenders
3
2 Ic124
1 Offender
Ic1
5’8”
32
Medium
Dark Hair
1 Offender
Ic1
5’6”
14
Dark Hair
2 
Offenders
Ic1
5’
14
Dark Hair
1 Offender
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10 Ic15’4”
24
Dark Hair
Long Hair
2 
Offenders
Ic1
5’6”
23
Dark Hair
2 
Offenders 
Ic1
5’6”
19
Dark Hair
Local 
Accent
2 Offenders 
5’6”
19
Dark Hair
Short Hair
1 Offender
Ic1
5’4”
17
Long Hair
1 
Offenders
Ic1
5’4”
17
Long Hair
2 Offenders
Ic1
17
Slim
Dark Hair
Short Hair
Local 
Accent
2 Offenders
0 1 2 3 4 5 6
Table 7.4 - Symbolic Description of Clusters
The symbolic map in table 7.4 shows the structure that the SOM has 
produced.  Young  small  offenders  appear  in  the  top  right  cluster. 
Older taller offenders appear in the middle. At the bottom right we 
see late teenagers of average height and on the left older persons of 
average height. 
7.2.5 Validation
The  SOM  labelled  map  was  passed  to  a  police  sergeant  for 
independent  verification.  The  sergeant  had  access  to  more 
information than had been made available  to the SOM algorithm. 
This included the MO and full witness statements (often from more 
than one person), case papers and information as to which crimes 
had been solved. 
Time permitted the sergeant to analyse 17 of the 24 clusters {those 
which contained 3 or more offender descriptions – Table 7.3 refers}. 
The  sergeant  was  given  the  brief  to  decide  whether  there  was 
sufficient  evidence  in the  witness  statements,  and,  for  the  solved 
crimes who committed them, to say whether there is a possible link 
between some of the crimes in each cluster. Clusters were analysed 
individually  with  no  attempt  made  to  look  for  links  between 
neighbouring clusters.
Of  the  17  clusters  analysed  one  contained  insufficient  details  to 
make a judgement, five had no apparent links between offenders in 
them (0-2 0-4, 2-4 3-4 and 4-4 in Table 7.3). The remaining eleven in 
the judgement of the sergeant contained crimes that could be linked 
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either due to descriptions of known offenders or similarities in the 
MO.
An example of a description provided by the sergeant is cluster (6,0). 
“6 crimes; 3 with 1 male and 1 female, 2 with 2 female and 1 
with  1  female  and  2  males.  One  crime  was  detected  to 
OffenderX. The female offenders’ ages range from 13 yrs to 
25 yrs across the cluster, only one not being described as 
slim/thin. The heights range from 5’2” to 5’5”. Short hair. In 
three crimes the MO was very similar in that social services 
and food parcel  were mentioned but this did not occur for 
the detected crime.”
7.2.6 Discussion
 The  police  sergeant  conducting  the  validation  mentioned  two 
negative aspects that need addressing. First  many of  the clusters 
analysed  contained  members  that  were,  in  his  opinion,  clearly 
different to the majority of members of the same cluster. Possible 
reasons for this could lie due to the encoding mechanism used and 
the choice of crimes involving females. Females are less variable in 
height  than  males  so  using  the  fuzzy  encoding  of  height  as  two 
binary  variables  out  of  a  set  gives  undue  weight  to  this  feature 
meaning that it will have little discriminating power. Coupled with 
the fact that it is weighted double it will have a distorting effect on 
the topological map. The map interpretation shows it to be largely 
based on a single element. Similarly for age as most of the offenders 
were young. The time span of the study of three years allows time 
for a radical change in appearance of young girls. 
The  second  negative  aspect  was  that  some  of  the  solved  crimes 
appertained to offenders appearing in widely differing clusters on 
the map. He suggested one possible cause being the wide variance 
in descriptions of the same offenders. To illustrate he provided the 
following example again for cluster (6,0). 
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 “2 crimes in this cluster were committed next door to each 
other 3 1/2 hours apart on the same day, the same MO was 
used and 1 male and 1 female were the offenders. In the first 
crime the offenders were described as female, IC1, 18 yrs, 
local  accent, 5’5” thin build  with blond bobbed hair;  male 
IC1, 25 yrs, 6’ thin build with short ginger hair. In the other 
crime the offenders were described as female, IC1, 20 - 25 
yrs, 5’2”, slim build with short dark hair; male, IC1, 25 - 30 
yrs, 5’8”, robust build with fair hair. In the case papers, the 
Officer who attended the scene commented that the victim, 
in the second crime, was confused and forgetful and could 
not be regarded as a reliable witness.”
Another reason for apparently poor description of arrested offenders 
was  later  attributed  to  the  form  of  the  validation  process.  The 
Sergeant was asked to validate each of the crimes in cells of  the 
topological map. Each crime may have been committed by a number 
of  female  offenders.  The  elemental  record  used  by  the  Self 
Organising  map  however,  consisted  of  separate  offender 
descriptions. This means that when the Sergeant checked a cluster 
and found a solved crime he would check the actual description of 
the offender at the time of arrest against that in the police report for 
the crime in the given cluster. This may appear poor because the 
description in that cell actually relating to the accomplice being a 
person in the offender’s network. Offender networks are described 
in chapter 6. 
When  details  from  the  paper  crime  report  are  entered  into  the 
database,  there  is  only  one  memo field  for  offender  descriptions. 
This results in all descriptions being recorded in the same field as 
illustrated in Table 7.5. 
In Table 7.5, crimes 1, 2 and 4 each have two offender descriptions 
and crime 3 has four descriptions. When an offender is arrested for a 
crime it  is  finalised  and  attributed  to  that  individual  offender.  In 
crime 4, it is possible that only a single offender (OffenderX) may be 
arrested for that crime, it will be attributed to that person but it is 
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impossible to tell from the data which actual description belongs to 
OffenderX.  It  is  only  by  examining  the  full  paper  record  and 
comparing it with the arrest details would one of the descriptions on 
the crime record be identifiable to OffenderX. 
1 (1) IC1 MALE  5'5"-5'6" STOCKY BUILD  SHORT BLACK HAIR  20-30 YRS OLD 
LOCAL ACCENT  WRG: DARK CLOTHING./ (2) IC1 MALE 5'7" MEDIUM BUILD 
SANDY RECEDING COLLAR LENGTH HAIR  20-30 YRS OLD  LOCAL ACCENT 
WRG: LIGHT BLUE CLOTHING.
2 OFFENDER 1) IC1 MALE,5FT7-5FT8,STOCKY BUILD,SHORT FAIR WET HAIR,20-
30YRS,ROUND  FACE,SLIGHT  OR  FAIR  MOUSTACHE,LOCAL  ACCENT,BLACK 
TROUSERS,DARK  JACKET  WITH  POSSIBLY  YELLOW  STRIPE  ON  ARM  - 
OFFENDER  2)  IC1  MALE,5FT8-6FT,SLIM,SHORT  FAIR  HAIR  WAVY  ON  TOP-
WET,19-25YRS,LONG FACE,RED COMPLEXION,LOCAL ACCENT,DARK BLUE OR 
BLACK DONKEY TYPE JACKET,BLACK TROUSERS
3 (1) ICI MALE 5'4" MEDIUM BUILD SHORT BROWN HAIR UNDER 20 YEARS OF 
AGE BIRMINGHAM ACCENT - (2) ICI MALE 5'4" TALL SLIM BUILD SHORT FAIR 
UNDER 20 YEARS - BIRMINGHAM ACCENT  - (3) ICI MALE 5'4" TALL MEDIUM 
BUILD SHORT BROWN HAIR UNDER 20 YEARS OF AGE BIRMINGHAM ACCENT - 
(4)  ICI  MALE  SLIM  BUILD  SHORT  FAIR  HAIR  UNDER  20  YEARS  OF  AGE 
BIRMINGHAM ACCENT 5'4" TALL
4 1:- MALE 5FT 8IN FAIR HAIR HESITENT IN SPEECH UNSURE - GREY T-SHIRT, 
VERY SLIM CLEAR COMPLEXION AGED 23 YRS NO ACCENT 2:- FEMALE 5FT 
3IN  PEAK  CAP  WHITE  SMALL  COAT  DARK  NO  ACCENT  21-23YRS  OLD 
MEDIUM/SLIM BUILD CLEAR COMPLEXION NO DISTINGISHING FEATURES
Table 7.5 - Multiple Offender Descriptions
The validation has shown that it is possible to link some of crimes 
based upon the descriptions of offenders. However, the results show 
that descriptions alone are probably insufficient. In Chapter 6 it was 
shown that the inclusion of geographic data on the location of the 
crime  could  aid  the  linking  of  crimes  to  known  networks  of 
offenders. Whether geographic data would aid this task needed to be 
investigated.
The  independent  evidence  provided  by  the  social  services  MO 
provides  suggestive  evidence  for  linking  these  three  crimes.  The 
descriptions  for  them could  be  consolidated  to  form a  composite 
picture of the offender or could provide information as to the identity 
of other team members.
To summarise, the following list of questions have been raised and 
are taken forward to the main case study for answering: -
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• There  needs  to  be  mechanism  for  dealing  with  unreliable 
descriptions.
• How should MO be incorporated?
• Could spatial data be incorporated?
• Do offender networks affect the results of the clustering? 
7.3 Case Study 2 - Description and MO Analysis on All 
Offenders
The data used was extracted from the WMP Oracle crime recording 
system and including both male and female offenders in conjunction 
with MO details. Crimes cover the period from 1st January 2000 to 
31st December 2002.
For validation purposes this part of the study used Officers from the 
West Midlands Force who work exclusively in the detection of crimes 
in this area of criminality. These Officers, although locally based, are 
involved in  a  distraction burglary  policing operation that  involves 
multiple Forces. They were not in place when the pilot study was 
conducted.
7.3.1 Business Understanding
Criminology  and  offender  behaviour  is  discussed  in  Chapter  3. 
Additional aspects of understanding this particular type of criminal 
activity  supplementing  the  earlier  discussion  in  this  chapter,  are 
discussed below.
In Chapter 6 the addition of spatial variables led to an improvement 
in the performance of  the MLP in detecting crimes that could be 
attributed  to  a  network  of  offenders.  It  might  be  expected  that 
similar improvement could be used for this type of crime. However, 
this is not the case. Specialist Officers who work exclusively in this 
crime area state that the criminal behaviour for distraction burglary 
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offences do not revolve around awareness spaces that are based on 
normal  living/working/social  activities.  The  spaces  revolve  around 
the location of  the targeted victims – older people;  from the data 
used in this study, the average age of victims was 78 years old. These 
awareness  spaces,  once  discovered,  are  passed  from  person  to 
person throughout those criminals who prey on this type of victim 
many of  whom are  repeatedly  targeted.  Analysis  of  the  data  has 
established that  8.4% of  victims are  repeatedly  targeted  some of 
whom,  six  offences  have  been  committed  against  them.  Some 
criminal  networks  ‘specialise’  in  this  type  of  criminal  activity, 
therefore, linking the people with whom they commit their crimes is 
more important than the geography of their criminality. 
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Table 7.6 – Offenders Range of Criminality
Table  7.6  supports  the  statement  from  the  trained  Officers, 
illustrating the Command Unit where the offender lived at the time 
that the offence was committed and the Command Unit where the 
offence was actually committed. This table indicates that Offenders 
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are prepared to travel away from the area where they live but mainly 
stay within a geographical region. The regions are as follows: -
• Green  -  Central  -  Birmingham
• Blue  -  Western  -  Dudley, Sandwell, Walsall, Wolverhampton
• Yellow  -  Eastern  -  Coventry, Solihull
To explore  that  spatial  data  lacks  relevance  to  solve  this  type  of 
crime  the  database  was  analysed  to  relate  distance  travelled  by 
arrested  offenders  to  the  locations  of  their  crimes.  Of  the  2,053 
crimes that had been detected (solved) only 1,100 (54%) had been 
attributed to offenders living in the West Midlands Police area.  A 
total of 555 offenders were responsible for the 1,100 crimes. Table 
7.7 shows the average distance travelled from their home address to 
the scene of the crime of the offenders living in the West Midlands 
Police area.
Avera
ge 
Miles
Offender 
Ages
No. of 
Offenders
1.4
Young 
Teen 22
1.8 Late Teen 43
4.7 Early 20s 108
4.5 Late 20s 159
5.7 30-40 174
3.9 Over 40 46
Table 7.7 - Distance Travelled
The average distance travelled is a radius of 3.7 miles which covers 
a substantial area of the West Midlands this is in comparison with a 
radius of 1.8 miles for burglary dwelling offences. This taken with 
the large percentage of non-West Midlands based residents justifies 
omitting spatial data from the study.
The  previous  chapter  incorporated  temporal  and  building  type 
information neither of which is relevant to this study. It is the nature 
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of the victim who is relevant regardless of the building type in which 
they live and all such offences are committed during daylight hours 
which, again, are an attribute of the victim’s behaviour. Therefore, 
the variables are largely dependant upon the nature of the victim.
7.3.2 Data Understanding
The work completed in Chapter 6 ascertained that it is possible to 
train a MLP to classify criminal behaviour provided there have been 
between about  35-40  crimes  attributed to the offender(s).  In  this 
study  there  were  99  unique  offenders  each  having  two  or  more 
offences attributed to them but only six have more than 35. The eight 
offenders identified in Table 7.8 are the offenders having the most 
crimes attributed to them in the list. 
In  order  to  address  the  issue  of  unreliable  descriptions,  an 
investigation was undertaken on the eight top offenders to see how 
accurate victim descriptions were at the time of the offence to the 
description  at  the  time  of  arrest.  If  the  descriptive  element  was 
stated it was included in Table 7.8, missing values were excluded. 
For  example,  referring to  offenders  7  and 8  there  were  no build 
descriptions recorded in the data and no hair colour recorded for 
offender 8. A further issue with Table 7.6 relates to the fact that the 
offender who has  been arrested may not be the person primarily 
described in the crime report, as discussed earlier.
IC 
Code Age Height Build
Accen
t Hair
No 
Offenc
es
Offender 
1 98.9% 54.5% 29.3% 19.8% 64.8% 43%
109
Offender 
2 100% 70.3% 51.3% 75.9% 98% 36.8%
94
Offender 
3 98.4% 68.1% 77.5% 56.9% 100% 46.7%
69
Offender 
4 98.3% 23.9% 31.2% 47% 100% 42.4%
67
Offender 
5 98.3% 0% 46.1% 46.9% 100% 43.9%
65
Offender 
6 98.3% 21.5% 46.2% 46.9% 100% 43.9%
65
Offender 
7 100% 50% 53.3% 0% 91.7% 11.1%
23
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Offender 
8 100% 42.3% 33.3% 0% 100% 0%
20
Average 99.0% 47.2% 46.0% 48.9% 94.3% 38.2%
Table 7.8 – Accuracy for Features of the Descriptions of Known 
Offenders
Table  7.8  identifies  the  descriptive  elements,  their  respective 
accuracy and the actual number of offences attributed to the person. 
It is interesting to note that individual descriptions relating to the 
offenders’ build and hair colour were not very accurate. Specialist 
Officers  stated  that  the  elderly  victims  were  not  accurate  in 
describing an offender’s build or hair colour as their perception will 
vary  according  to  their  own  physical  attributes.  For  example,  a 
stocky build victim could describe a medium build offender as slim or 
a slim victim could describe a medium build offender as Stocky; or 
an offender’s brown hair could be described as either brown or dark. 
Therefore, an individual offender’s build element was combined with 
‘Medium’ and the generic hair colour set to light, dark or ginger. The 
build combination was only performed for analytical purposes and 
not used in the clustering process, however, the hair colour set was 
used in modelling. People’s perception will vary according to their 
own physical attributes. Table 7.9 shows the level of accuracy for the 
modified build and hair. 
As  previously  stated,  the  order  of  accuracy  identified  by  Baber 
(Baber & Brough 1997)  was;  Gender,  Accent,  Race,  Age,  General 
facial appearance, Build, Voice, Shoes, Eyes, Clothes, Hair colour & 
length.  The order  of  accuracy found by this  study,  in order,  was; 
Gender,  Race,  Accent,  Generic  Hair  Colour  combination,  Build 
Combination, Age and Height. General facial appearance and eyes 
were never mentioned by any of the victims and the length of hair 
was mentioned so few times as to be insignificant in this comparison. 
Clothing was not used in this assessment as it was not possible to 
ascertain the actual clothing worn at the time that the offence was 
committed.  Height  was  not  a  feature  of  Baber’s  list.  A  possible 
reason  for  the  difference  between this  study  and  Baber’s  is  that 
Baber’s study was conducted using witnesses to crime whereas this 
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study  reports  on  victims of  crime.  Although both sets  of  persons 
belong to the same age grouping witnesses will not have under gone 
the same traumatic experience 
Percent accuracy of offender descriptions
Build+ 
Medium Hair Set
Offender 1 68.8% 88.5%
Offender 2 86.2% 77.8%
Offender 3 83.5% 86.2%
Offender 4 83.6% 81%
Offender 5 83.1% 82.1%
Offender 6 83.% 82.1%
Offender 7 0% 77.8%
Offender 8 0% 0%
Average 81.4% 82.2%
Table  7.9  Accuracy  of  Modified  Build  and  Hair  Features  of 
Known Offenders.
Data  preparation  is  discussed  above,  however,  the  specific 
difficulties  encountered  in  this  part  of  the  study  are  illustrated 
below.  This  study only has  access  to the electronic crime record, 
therefore, a data table was created comprising a single offender’s 
description and a crime number in each record. 
7.3.3 Data Preparation
The fields of interest in the electronic crime record are free text, 
consisting of a description and MO fields. These fields were parsed 
for  key  words  and  phrases  that  identified  individual  relevant 
features. These were then converted in to Boolean fields (1 or 0) or 
nominal lists. Table 7.10 illustrates an example of such encoded text. 
There are a number of differences between the encoding from the 
first  study  mainly  due  to  the  greater  range  of  persons  being 
described.  The  ethnic  and  accent  codes  have  been  expanded  to 
accommodate for this but the overall groups of codes have remained 
the same, excluding whether the offenders were accompanied.
1/ MALE IC1, 5FT 7 - 5FT 10, MEDIUM TO LARGE BUILD, APPROX 30-40 YRS. JET 
BLACK  WAVY  COLLAR  LENGTH  HAIR  AND  SPOKE  WITH  AN  IRISH  ACCENT, 
WEARING A YELLOW PULLOVER JUMPER, BLACK TROUSERS AND SHOES
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IC1 IC2 IC3 IC4 IC5 IC6 IC7 IC8 IC9
1 0 0 0 0 0 0 0 0
SEX Child YoungTeen LateTeen 20-30 31-40 Oveer40 Under50
0
About 
500
M 0 0 0 0 1 0 0 0
About 
505
About 
509
About72 Plump Slim/ 
Thin
Medium Local Irish Scottish
0 1 0 0 0 0 0 1 0
Souther
n
Northern Asian Foreign Countr
y
Liverpoo
l
Welsh Well 
Spoken
Hair Set
0 0 0 0 0 0 0 0 DARK
Table 7.10 – 2nd Data Encoding Example
A total of 36 fields are available for analysis but, as stated above, not 
all  descriptive  elements  are  present  in  all  records.  Table  7.11 
illustrates  the  frequency  of  recording  the  elements  of  offenders’ 
descriptions. That information in conjunction with that displayed in 
Table 7.8 formed the basis of the descriptive elements used in the 
modelling process. They comprise Race, Age, Height, Build, Accent 
and  Hair  colour  set  (any  set  that  is  present  in  excess  of 
approximately 50%).
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Total 
Records
%Not 
Present
Sex 0%
Hair Colour 3.96%
Race 9.14%
Build 13.65%
Height 14.55%
Age 15.95%
Accent 53.96%
Face Hair 97.25%
Speech 98.60%
Nose 98.96%
Glasses 99.01%
Teeth 99.37%
Scar 99.59%
Tattoo 99.59%
Table 7.11 – Data Not Present
7.3.2.3 MO Analysis
For  this  study  the  free  text  MO field  was  parsed  to  identify  the 
offender(s)  method  of  winning  the  victim’s  confidence  and 
subsequently gaining entry. 
36  MO  nodes  were  created;  ChangeMoney,  Child,  Church, 
CleanWindow, Council, Directions, Electric, Food/Drink, Gardening, 
Gas, Helper, IDCards, Landlord, Loft, Lost/Look, Medical, Neighbour, 
Newspaper, OAPCentre, Pets, Police, Prize, Relative, School, Selling, 
Skip,  Survey,  Telephone,  Toilet,  Tools,  Toys,  Tree,  VehProbs, 
Violence, Water and Writing. 
The nodes fall into five categories: -
1. Actions taken by offender(s) such as Violence used
2. Purporting to be from an organisation such as Gas or Council
3. Requesting assistance such as Lost/Look (being lost or looking 
for something/one) or Writing (requesting pen/paper), 
4. Offering something, such as a service or prize such as Tree 
(trimming trees/bushes) or Prize (won a prize) 
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5. Knowing a friend or relative such as Neighbour or Relative. 
Due to the nature of offending, more that one flag may be set to 
distinguish the MO. 
OFFENDER SHOWED IP AN ID CARD AND STATED HE WAS 
FROM  GAS  BOARD  ALLOWED,  ACCESS  INTO  HOUSE  AND 
EXPLAINED  THAT  HE  WOULD  CHECK  THE  GAS  IN  THE 
LOUNGE WHILST THE IP WAS IN THE KITCHEN, ASKED IP TO 
WRITE HER NAME AND ADDRESS ON A PIECE OF PAPER AND 
LEFT, IP ENTERED LOUNGE FOUND WALLET ON THE FLOOR 
EMPTY,  PROPERTY  STOLEN  300  POUNDS  OFFENDER  THEN 
WENT NEXT DOOR, NOT ALLOWED ACCESS
The text above is from one crime report. In this instance a flag would 
be set in the following nodes: - Gas, IDCard and Writing.
7.3.3 Model Building
Following  discussion  with  a  Detective  specialising  in  this  type  of 
crime it became apparent that offenders tend to use the same MO 
for prolonged periods and then change. Hence treating the entire 
data as a single large set would only complicate the task of linking 
crimes. Instead it is more reasonable to partition the crimes in to 
sets based on MO used and analyse each set separately. Some crimes 
may well appear in more than one set. For example somebody who 
commits violence during an offence will appear in the set of violent 
offenders and the set belonging to the type of subterfuge he used to 
gain entry.
The database  contained 3160 individual  offender  descriptions  but 
due to the propensity of an offender to adherence to a particular MO, 
it  was  decided  to  look  only  at  crimes  having  the  ‘Council’  flag 
positively  set.  This  was  chosen  because  there  was  a  reasonable 
number  of  crimes  (177)  but  small  enough  for  independent 
verification.  
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This study again used a Kohonen self organising map algorithm to 
cluster  similarities  in  the  descriptive  elements.  In  setting  the 
network  parameters  a  7x5  cluster  arrangement  was  used  in  all 
variations  of  the  training  process.  Given  a  uniform  allocation  of 
crimes  approximately  five  would  be  located  in  each  cell  thereby 
keeping  the  cell  numbers  small  enough  for  analysis  (Deboeck(b) 
2000).  Appendix  7  shows  an  example  of  the  network  parameters 
from the SOM algorithm. 
One set of results used for independent verification can be seen in 
Table  7.12.  The  cells  in  the  table  show the  number  of  offenders 
placed in the cluster associated with the cell. The blacked out cells 
indicate empty clusters.
4 11 5 9 3 12 3 9
3 3 3 1 1 5 6
2 11 4 6 5 5 3 9
1 3 1 4 2
0 12 5 11 4 11 4 11
0 1 2 3 4 5 6
Table 7.12 - Descriptive Clusters
The symbolic description of each cell can be seen in Table 7.13 and 
Appendix  8.  Offenders  aged  between  20  to  30  years  or  age  and 
medium build are mainly grouped in the bottom right of the map. 
Slim/thin offenders are grouped to the left with those having a local 
accent towards the top. Plump offenders are grouped in the middle.
Blank descriptive elements are due either to variability in the values 
of the attribute or the absence of a description for that attribute in 
the crime report for the majority of cell members.
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4 Ic1Early 20 
to 30
5’5”
Slim/Thin
Dark Hair
Ic1
20 to 30
5’5”
Slim/Thin
Local 
Accent
Dark Hair
Ic1
5’ 9”
Slim/Thin
Local 
Accent
Dark Hair
Ic1
5’9”
Slim/Thin/Mediu
m
Local Accent
Dark Hair
Ic1
20 to 30
Medium
Local 
Accent
Dark Hair
Ic1
5’
Medium
Local 
Accent
Dark Hair
Ic1
5’9” to 6’
Medium
Dark Hair
3 Ic15’5”
Slim/Thin
Local 
Accent
Dark Hair
Ic1
20 to 30
Slim/Thin
Local 
Accent
Dark Hair
Ic1
20 to 30
5’9”
Plump
Local 
Accent
Dark Hair
Ic1
5’9”
Plump
Dark Hair
Ic1
5’ 5”
Medium
Local 
Accent
Dark Hair
Ic1
20 to 30
5’9” to 6’
Medium
Dark Hair
2 Ic1Late Teens
5’5”
Slim/Thin
Dark Hair
Ic1
Late Teens
6’
Local 
Accent
Dark Hair
Ic1
20 to 30
6’
Plump
Local 
Accent
Dark Hair
Ic1
5’5”
Plump
Local Accent
Dark Hair
Ic1
5’ 5”
Medium
Dark Hair
Ic1
20 to 30
5’5” to 
5’9”
Medium
Irish
Dark Hair
Ic1
20 to 30
5’9” to 6’
Medium
Dark Hair
1 Ic1Dark Hair 20 to 40Plump Ic15’ 5”
Local 
Accent
Ic1
20 to 30
6’
Medium
Irish
0 Ic15’5”
Slim/Thin
Light Hair
Ic1
Slim/Thin
Ic1 Ic1
5’9”
Plump
Ic1
5’ 9”
Local 
Accent
Light Hair
Ic1
20 to 30
5’9”
Medium
Local 
Accent
Light Hair
Ic1
20 to 30
5’ 5” to 5’ 
9”
Medium
Local 
Accent
Light Hair
0 1 2 3 4 5 6
Table 7.13 - Offender Descriptions
All  known  defendants  were  then  passed  through  the  model  to 
allocate a cluster number for each defendant as illustrated in Table 
7.14.  The  number  in  brackets  represents  the  number  of  crimes 
detected to that person within each cluster.
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4 Offender1 
(1)
Offender1 
(1)
Offender8 
(1)
Offender3 
(1)
3 Offender1 
(1)
Offender8 
(1)
2 Offender1 
(1)
Offender6 
(1)
Offender1 
(5) 
Offender1 
(1)
1 Offender7 
(1)
0 Offender2 
(1)
Offender3 
(1)
Offender1 
(2)
Offender4 
(1)
Offender5 
(1)
Offender1 
(1)
Offender1 
(2)
Offender7 
(3)
Offender1 
(1)
Offender2 
(1)
Offender3 
(1)
Offender6 
(1)
Offender9 
(1)
Offender5 
(1)
0 1 2 3 4 5 6
Table 7.14 - Known Defendants
It  is  interesting  to  note  that  the  same  offender  can  appear  in  a 
number of different cells which may not be contiguous. This is an 
illustration  of  the  difficulties  explained  in  the  Data  Preparation 
section above, for example, if there are three offenders who commit 
two crimes together,  at crime 1 offender 1 may be the prominent 
person and, therefore be well described the other two only having a 
sketchy description,  at  crime 2,  offender 2 may be the prominent 
person and be well described but at this crime offender 1 may be in 
the background and the description scarce. This may place offender 
1 in different SOM clusters based upon a variant of the descriptive 
elements. 
The records containing fewer descriptive elements appear to “float” 
between clusters depending upon the initialisation seed of the SOM. 
For  example,  using  the  clusters  4-4  and  5-4  in  Table  7.13,  an 
offender  with  a  Local  Accent  may  appear  in  either  of  the  two 
clusters.
A  variety  of  models  were  created  using  a  variety  of  initialisation 
seeds to ascertain whether crimes would be consistently clustered. 
Appendix  8  identifies  the  work  in  this  area.  The  results  have 
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indicated  that  the  initialisation  seeds  have  little  effect  on  the 
clustering process confirming the findings of Franzini (Franzini et al 
2001). A number of offenders are consistently grouped across all of 
the training seeds, the coloured circles and squares illustrate this in 
Appendix  8  as  does  Table  7.15  below.  Table  7.15  shows  that 
Offender1 consistently offends with a combination of Offenders 2, 3 
and  6  and  Offenders  4  and  5  consistently  offend  together  as  do 
Offenders 8 and 9.
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Offender 
Groupings
Offenders 1, 2 and 3
Offenders 1 and 2
Offenders 1 and 3
Offenders 1 and 6
Offenders 4 and 5
Offenders 8 and 9
Table 7.15 - Consistent Offender Groupings
7.3.4 Validation
Since  the  pilot  study  was  conducted,  the  Flints  intelligence  tool, 
discussed in Chapter 4, had been installed throughout the Force area 
allowing  the  criminality  relating  to  networks  of  offenders  to  be 
analysed.  Therefore the links between male and female offenders 
‘working’ together could readily be identified. 
The crimes in all clusters in which at least one offender was located 
were extracted and a list of the crime numbers and their associated 
cluster identifiers was passed to the team of Officers who specialise 
in  investigating  this  type  of  crime.  They  were  tasked  with 
ascertaining whether  the  undetected  crimes  in  the  clusters  could 
have  been  committed  by  the  offender  or  another  member  of  the 
offender’s network; offender networks are described in Chapter 6. 
For each person in a network, the validating Officers obtained all 
offender descriptions, intelligence, crime reports and case papers. 
Each description was compared with the descriptions in each of the 
clusters in which a defendant was placed as indicated in Table 7.14. 
As previously stated, in this type of crime offenders rarely work on 
their  own  and  the  description  of  offender  1  may  not  entirely 
correspond with the cluster description or some of the offenders 2 to 
9 may have similar descriptions. Using Figure 7.2 as an example; 
offender 1 is placed in cluster 0-4 (Table 7.13) and there are eleven 
offences in that cluster (Table 7.12), ten of which remain undetected. 
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Comparing  the  descriptions  from  the  remaining  members  on  the 
network  and  utilising  current  intelligence,  the  Officers  suggested 
that eight of the undetected crimes could have been committed by 
offender 1 or members of that network (Table 7.16).
Figure 7.2 – Distraction Burglary Offender Network
Using the results from Table 7.14 and comparing it with the number 
of crimes in Table 7.12 there are twelve crimes in cluster 0-0, six of 
which have been detected to five individual offenders; there are five 
crimes in cluster 1-0, only one been detected to an offender. 
The quality of the descriptions within the clusters directly related to 
the ability of the Officers to assess the comparisons. For example in 
clusters 1-0, 2-0, 2-1 and 3-1 in Table 7.13, the descriptions are so 
sparse  that  even  with  current  intelligence  it  was  not  possible  to 
make  plausible  suggestions.  However,  in  the  thirteen  remaining 
clusters in which offenders are placed, the Officers had good results.
4 1
0/8
8/7 2/2 1
1/6
3 4/4
2 1
0/7
5/5 0/0 8/5
1 2/0
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0 6/6 4/0 6/0 1
0/8
2/2 8/8
0 1 2 3 4 5 6
Table 7.16 - Undetected vs. Suggested Crimes
Table  7.16  displays  the  results  of  the  analysis.  The  first  figure 
represents the number of undetected crimes in the cluster and the 
second represents the number of crimes that could be attributed to 
an offender or member of that offender’s network, in that cluster.
As this validation process was a subjective analysis of the crimes it 
was not possible to ascertain exactly the reason why all crimes could 
not  be  attributed to  the  offender  or  members  of  his  network.  As 
discussed in the Model Building section above and Appendices 9 and 
10, an explanation could be due to the following: -
During the model building stage of this process an analysis 
was undertaken comparing the cluster location of crimes for 
each  modelling  process.  Although  there  was  a  nucleus  of 
crimes that always remained together they may appear in 
different cluster locations. For example; crimes 1, 4, 8, 11, 
15, 27 and 33 could appear in cluster 0-1 in the results of the 
first modelling process, they may be in cluster 4-4 in results 
of the second and cluster 6-2 in the results of the third but 
they always remained together.  However crimes 2  and 99 
may appear with the above in the results of the first, crime 
73 in the results of the second and crimes 17 and 45 in the 
results  of  the  third.  A  number  of  these  crimes  ‘floated’ 
between clusters that were close to each other. This was due 
the slight variations of the offender descriptions enabling the 
placing of crimes in differing clusters.
7.4 Discussion
Whilst the results achieved in the initial case study indicated that the 
SOM was able to cluster crimes based only on the descriptions of 
offenders,  modelling the encoded data  produced some clusters  of 
crimes  that  contained  descriptions  of  offenders  that  were  clearly 
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different to the majority of cluster members. In the second study this 
problem was  reduced by eliminating the fuzzy encoding of  height 
and  age  thereby  ensuring  that  each  category  only  resulted  in  a 
single variable. 
A  further  enhancement  to  the  second  study  was  the  removal  of 
descriptive variables that were not commonly found to be present in 
the data as illustrated in Table 7.11, therefore, only using those that 
were present in 50% of the data were used in the clustering process. 
Tables 7.13, 7.14 and Appendix 8 show the results of a number of 
clustering  processes.  It  was  established  that  the  initialisation 
weights (seed) of the SOM had no effect on the modelling outcome 
and certain offenders were regularly grouped together as illustrated 
in  Appendix  8.  Appendix  9  shows  all  crime  descriptions  from all 
seeds and the clusters in which they appear. Taking the “Random” 
seed  as  the  control  point,  the  red  numbers  beside  the  other 
descriptions represent the cluster in which the description appeared 
in  the  control  point.  On  examining  those  crimes  that  regularly 
appear in different clusters, many of the descriptive elements are 
missing.
The second part of the study did initially model the MO and selected 
for further modelling those crimes where both male and/or female 
offenders purported to be from, or working for, the council thereby 
bringing  MO  characteristics  into  the  subsequent  descriptive 
modelling.
The combination of these three enhancements appeared to improve 
the  contents  of  each  of  the  examined  cells.  Although  the  two 
validation  processes  were  undertaken  by  different  persons,  the 
Officers assessing the second case study indicated that only a few 
apparently unconnected descriptions were contained within some of 
the cells as illustrated by Table 7.16.
In  the  assessment  processes  only  single  cells  were  examined.  A 
possible improvement to this validation process is to merge some of 
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the  neighbouring  cells  to  make  allowance  for  slight  variations  in 
descriptions. The SOM row and column settings in the case studies 
were selected to produce a list of offender descriptions that could be 
analysed by operational Officers within a reasonable amount of time. 
Possibly, in each study, the grid size was too big. One way of merging 
clusters  (Ripley  1996)  is  to  use  the  vector  of  average  values 
representing  each  cluster  and  apply  hierarchical  agglomerative 
clustering. This basically means sequentially merging clusters based 
on their  distance  apart  (distance  can be  measured in many ways 
here  we  used  the  standard  squared  Euclidean  distance) 
recalculating the new cluster average and then merge the next two 
nearest. The agglomerative clustering was performed on the same 
data using the SPSS statistical package. The results are displayed in 
the dendrogram in Figure 7.3. A dendrogram is a graphical way of 
showing the hierarchical merging process.
This dendrogram shows that cluster 3-4 should be the first  to be 
merged with 4-4. As these both had the same symbolic description in 
Table 7.3 this is  no surprise.  The next two clusters to be merged 
would be 4-0 and 5-0. This process could be continued indefinitely 
until there is only one cluster. Ripley suggests stopping the merging 
process when a merging is suggested between two clusters that are 
not contiguous on the map. This occurs when 0-2 is suggested as 
being merged with the 2-4, 3-4 and 4-4 supercluster. The results of 
this clustering on the SOM are shown in Table 7.17. 
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Figure  7.3  –  Dendrogram  for  Hierarchical  Agglomerative 
Clustering of SOM Clusters
Merging  to  avoid  missing  possible  links  with  neighbours  will 
undoubtedly  mean  merging  some  unrelated  crime  descriptions 
together,  however,  the  numbers  are  still  at  a  tractable  level  for 
manual analysis. Also it is possible to apply a splitting criterion (e.g. 
race)  to  members  of  the  specific  super  cluster.  Different  super 
clusters might use different splitting criteria.
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C R   C = column R = Row        
 3 4   -+-------+
 4 4   -+       +-------+
 2 4   ---------+       +---+
 0 2   -----------------+   +---+
 0 4   ---------------------+   +-----+
 1 4   -------------------------+     +-------+
 0 3   -------------------------------+       I
 4 0   ---+---------+                         +---+
 5 0   ---+         +-----------+             I   I
 6 0   -------------+           +-------------+   +---+
 5 1   -------------------------+                 I   I
 3 1   -------------------------------------------+   +-+
 5 4   -------------------+---------------+           I I
 6 4   -------------------+               I           I I
 6 2   -------+---+                       +-----------+ I
 6 3   -------+   +---+                   I             I
 5 2   -----------+   +-------+           I             I
 4 2   ---------------+       +-----------+             I
 4 3   -----------------------+                         I
 1 2   ---------------------+-------+                   I
 2 2   ---------------------+       +---------+         I
 3 2   -----------------------------+         I         I
 0 0   -------+-----+                         +---------+
 1 0   -------+     +-------------+           I
 0 1   -------------+             +-----+     I
 2 0   ---------------+-----------+     +-----+
4 5 2 15 4 5
3 2 1
2 5 2 5 1 18
1 2 1 1
0 11 3 3 17
0 1 2 3 4 5 6
Table  7.17 -  SOM  Following  Merging  of  Spatially  Near 
Neighbours
The  SOM within  SPSS Clementine,  described  in  Appendix  7,  has 
limitations. 
1. There are no inbuilt facilities to measure the distance between 
clusters, therefore, it is not easy to group similar clusters. The 
dendrogram  in  Figure  7.3  illustrates  the  advantages  of 
creating  groups  or  superclusters  which  can  be  used  in 
analysing policing problems. 
2. The resultant map is restricted to rectangular cells indicating 
that there can only be a maximum of four neighbours. Many 
other  implementations  of  the  SOM  have  maps  containing 
hexagonal cells giving each cell a maximum of six neighbours 
(Bartkowiak et al 2003) which could give a finer granularity in 
the clustering process.  However,  Cheng (Cheng 2000) found 
that,  on using his data,  the results obtained from hexagonal 
and rectangular maps were similar. 
3. It  is  not  possible  to weight any of  the input variables.  It  is 
feasible to ascertain those variables that have either a greater 
degree  of  accuracy  or  level  of  importance  and  it  would, 
therefore, be desirable to attribute to them a weighting factor.
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Independent validation has shown that the undetected crimes within 
a  cluster  may  have  been  committed  by  the  known offender  or  a 
member of that person’s criminal network. This has the same two 
practical uses in operational policing as discussed in Chapter 6.
It is always desirable to achieve a greater degree of accuracy and 
there is room for improvement in a number of areas: - 
• Consider completely removing descriptions from the analysis 
where there are a number of incomplete values. This does not 
mean  these  crimes  would  be  ignored.  Once  clustering  is 
performed  on  only  the  more  complete  descriptions  the  less 
complete descriptions could be matched against the stereotype 
description  for  each  cluster  and  ranked  in  terms  of  the 
goodness of the match.
• Modifying the final SOM in order to facilitate the search for 
links with descriptions belonging to neighbouring clusters.
• Ensure  better  descriptions  are  entered  into  the  crime 
recording  database  using  structured  fields  for  descriptive 
elements.
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8. Modelling the Behaviour of Offenders 
Who Commit Serious Sexual Assaults
8.1 Introduction
In  further  examination of  the research question,  can data  mining 
techniques be successfully used to automatically analyse crime data 
more  accurately  than  trained  Police  specialists,  the  third  aim  is 
being  pursued  is  build  upon  the  lessons  learned  from  the  two 
previous chapters in modelling volume crime to analyse, model and 
link major crime such as serious sexual assaults.  In volume crime 
(aims 1 and 2 above) typically, offenders will have numerous crimes 
associated with them, however,  in this section very few offenders 
have more than 1 crime attributed to them thus linking two or more 
crimes that could have been committed by a single offender is more 
difficult.
The  work  undertaken  in  this  chapter  was  commissioned  by  the 
National Crime Faculty (NCF), Bramshill to determine whether data 
mining techniques  could complement  work that  had already  been 
completed using manual data manipulation and statistical  analysis 
(Police Research Group 1997).  The manual  study concentrated on 
identifying  distinctive  behaviour  with  a  view  to  linking  series  of 
offences. This chapter extends that work in two areas, each of which 
uses paired variable sets: -
1. Linking crimes based on the method that the offender used to 
approach  the  victim  and  the  subsequent  verbal  interaction 
between the offender and the victim.
2. Linking crimes based on the method that the offender used to 
approach the victim and the precautions that the offender took 
to evade identification and capture.
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Chapter 6 utilises supervised techniques on data sets containing in 
between 35 - 40 crimes that can be attributed to known offenders 
and Chapter 7 utilises unsupervised techniques to link crimes based 
upon  offender  descriptions  where  the  volumes  of  crimes  were 
considerably fewer than those in Chapter 6. Within the NCF data set 
there are very few crimes that can be attributed to known offenders 
(Table  8.2),  therefore  a  supervised  learning  algorithm  was  not 
considered  appropriate  so  an  unsupervised  clustering  algorithm 
(SOM) was  used in  these  studies.  The aim was  to link offenders’ 
behavioural themes to ascertain whether there were series of crimes 
that exhibited similar themes.
The data used in this study is cleaner and of higher quality than that 
used in the analysis of high volume WMP crime data as discussed in 
Chapter 2. A small team of trained analysts input all data using a 
methodology resulting from an internally produced quality assurance 
document  into  a  relational  SQL  Server  database,  however,  as 
illustrated below, inconsistencies within the data are still  present. 
The data fields are structured and, although there are free text fields 
they were not used in this study as the information contained therein 
was not relevant to this analysis.
The NCF analysts requested that this study be focussed on similar 
variables  used  in  a  previous  study  (Grubin  et  al  1977)  therefore 
offender descriptions have not been used.
8.2 Business Understanding 
Criminology and offender behaviour is discussed in Chapter 3. 
The data for this study was drawn from the major crimes database at 
the  National  Crime  Faculty  (NCF)  of  the  National  Police  Staff 
College,  Bramshill,  United  Kingdom  and  limiting  the  research  to 
those  crimes  of  a  serious  sexual  nature.  The  challenge  being  to 
decide  which  of  the  separate  offences  can  be  linked  as  being 
possibly committed by the same offender(s) and to produce a profile 
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of  offender(s)  who demonstrate a consistency of  behaviour across 
several crimes. 
When a specified offence occurs within the United Kingdom (UK) the 
Force in which the offence occurred has the remit to forward full 
details  to  the NCF for  subsequent  entry onto the  ViCLAS system 
which  is  described  in  Chapter  4.  A  specified  offence  includes  a 
sexually motivated murder, rape where the offender is a stranger or 
only  has  limited  knowledge  of  the  victim,  abduction  for  sexual 
purposes and serious indecent assaults. 
The  computer  system  not  only  stores  hard  factual  information 
relating to the crime but also a free text narrative is entered into a 
memo field. This text contains a variety of facts that do not have 
related fields in the database and also ‘key fact evidence’; that is, 
information that the Senior Investigating Officer (SIO) does not wish 
to  be  encoded.  It  is  often  within  this  free  text  that  pertinent 
information  is  present  which  will  readily  identify  the  offender  or 
assist  in the linkage of  crimes,  however,  this  information was not 
analysed during this study as it  is  highly classified and not made 
generally available and could compromise the investigation. 
Environmental  criminological  theories  discussed  in  Chapter  3  are 
relevant  for  this  type of  crime.  Offenders  appear to rely on their 
knowledge of  an area and commit crimes within an area of  their 
anchorage points ((3Brantingham & Brantingham 1991;  Rhodes & 
Conoly  1991;  Brantingham  &  Brantingham  1993;  8Policing  and 
Reducing  Crime  Unit  1998).  Within  this  study  90%  of  all  known 
offenders  have  committed  all  of  their  crimes  within  the  area 
boundaries  of  a  single Police Force and,  where series  of  offences 
have been identified, 84% of all crime series have occurred within 
the same Force area. The average distance that an offender travels 
from his home address to the crime scene is 3.4 miles. 
Further examples of these theories holding true are: -
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1. One  offender  committed  12  offences  within  two  post  code 
areas of his home address and a further single offence 10 miles 
from his home. This last offence was committed near to a shop 
that  the  offender  occasionally  used  thereby  being  an 
anchorage point in a completely different location. Of those 12 
offences, 11 were committed to and from the offender’s place 
of work early in the morning and late in the evening during the 
routine activity of travel. The crime scenes being a frequently 
used transit route that encompassed alleyways between roads 
where the victims were initially attacked. The seclusion of the 
alleyways  precluded  the  opportunity  of  a  guardian  being 
present. 
2. Another offender who resided and committed six offences in 
one  Force  area,  committed  a  further  three  offences  in  two 
other Force areas. Whilst visiting a night club close to home, 
the  offender  “picked  up”  girlfriends  who  lived  in  the  other 
Police areas and whilst visiting them he committed the three 
offences.  His  awareness  space  had  been  expanded  to 
encompass the areas visited on numerous occasions.
8.3 Data Understanding
A copy of the database used in this study contained 2370 recorded 
sexual  crimes  that  occurred  throughout England,  Scotland,  Wales 
and Northern Ireland between March 1998 and June 2000. Table 8.1 
shows  the  eight  specific  crime  categories  and  the  numbers  of 
offences  associated  with  each.  The  categories  are  not  mutually 
exclusive,  an example  being an offender  who commits  a  burglary 
with  a  view to sexually  assaulting the victim,  therefore  there  are 
eight  different  offence  categories  totalling  3310  separate  offence 
categories within those crimes.
Offence
Categor
y
Date
Rape
Burglar
y
Sexual
Assault
Multiple
Offenders
Abductio
n Weapon
Aggravate
d
Assault Other Total
Total 22 138 1786 223 230 306 339 266 3310
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Table 8.1 - Classification of Sexual Crimes
There are 1015 known offenders 90 of whom have believed to have 
committed 2 or more offences. Table 8.2 illustrates that only 8.9% of 
offenders have committed 2 or more known crimes in their series. It 
is  possible,  however,  that  some  of  the  undetected  crimes  in  the 
database may be attributed to these recorded offenders.
No of 
Offences
No of 
Offenders
18 1
13 1
10 1
9 1
7 1
6 1
5 7
4 8
3 9
2 60
Table 8.2 - Crime Attributed to Known Offenders
Within the data set there are 2267 offences committed by persons 
who are not known to the victim known as “stranger assaults”. This 
type of offence is particularly difficult to detect, however, within a 
series, the offender’s behaviour often has consistencies across the 
crime  set  even  though  the  levels  of  violence  may  escalate  with 
perceived  repeated  success  (Hazelwood  &  Reboussin  1989,   
LeBeau1987). 
There are limitations with the data set  that should be recognised 
prior to the research: -
• The data set is not complete. Although all forces have the remit to 
forward specified cases to the NCF it is apparent that this is does 
not always occur. In some instances a force will only forward a 
number of crimes that it has already linked with a view to gaining 
further assistance with identifying the offender for the series.
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• It is possible that unsolved crimes held within the database may 
be attributed to one of the known offenders.
• Although the same team of people has input the crimes there are 
discrepancies in the encoding process, which will be discussed 
later in the chapter.
• Additional information that could be used to identify similarities 
between the crimes is held in free text ‘memo’ fields within the 
database, they are not currently used in this analysis.
• There are a number of identified series held within the database 
but the offender(s) remain unknown. It has to be assumed that 
those crimes have actually been committed by the same 
person(s).
• It has to be assumed that the known offenders have actually 
committed the crimes that have been attributed to them.
8.4 Data Preparation
Only a small number of persons were responsible for encoding and 
entering the data, therefore, it was assumed that the quality would 
be  high.  However  there  were  some  discrepancies  within  the 
subsequent  encoding.  Table  8.3  below  illustrates  an  example  of 
confusing  encoding  of  free  text  information.  In  this  example  the 
question related to whether the victim was specifically targeted as 
an  individual  and  not  targeted  due  to  the  type  of  person,  for 
example, being a prostitute etc. It is clear that both the Yes and No 
contain the same information and all should have been encoded as 
No.
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Yes Text No Text
The intention of  the group involved in 
this offence was to pick up a prostitute - 
so to that extent she was targeted.
Required  prostitute  but  the  individual 
was not targeted
In that she was a prostitute however it 
need not have been specifically her.
The  offender  did  not  target  that 
particular prostitute.
AS BEING A VULNERABLE FEMALE Only  in  as  much  as  she  was  a  single, 
young, vulnerable female.
Table 8.3 - Data Encoding Examples (3 Yes and 3 No) 
Most  of  the  inputting is  completed  by  clicking  on  a  “check  box” 
within a section of the computer screen as illustrated by Figure 8.1.
Figure 8.1 - Sample Input Screen
This type of data entry results in an integer being stored within the 
database as described in Appendix 10.
8.4.1 Missing Data
There are a large number of fields that do not contain data and are 
stored in the database as “$null$”. It is not uncommon for data sets 
to  have  fields  that  contain  unknown  or  incorrectly  entered 
information and missing values. However, it is important to note that 
the absence of data may itself be valid, for example; the fact that a 
person who does not commit a particular sexual act is, in itself, an 
identifying feature.
Some of the field entries within the data set were classified as 
“Unknown”. Within this study both “Unknown” and “$null$” fields 
were set to the number zero (0) when used to encode the variables.
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Pose as a repair person
Pose as a taxi driver
Pose as a sales person
Pose as an Official
Waiting by a building
Waiting by car
Waiting in bushes
Waiting in street
X
X
X
X
8.4.2 Data Encoding
Three individual sets of fields were used in this study in line with the 
NCF  request  identified  above,  each  contain  a  large  number  of 
options, some of which appear to be “close” in meaning: -
1. Table  8.4  illustrates  The  27  options  for  the  approach 
classification which is the type of behaviour that the offender 
exhibited at the beginning of the crime. The figures represent 
the percent present in each of the categories. 
Approa
ch
Authority 
Fig
Pose 
Business
Victim2 
Model
Induceme
nt
Emergen
cy  Show2 Vict
Phone
2 Meet
%Prese
nt 2% 0% 0% 1% 0% 0% 0%
Approa
ch
Ask4 
Assistance
Offer 
Assistance
Stage 
Accident
Phoney 
Police
Solicitati
on
Offer 
Transport
3rd 
Person
%Prese
nt 9% 3% 0% 0% 4% 7% 3%
Approa
ch
Pose 
Customer
Pose 
Repair
WaitIn 
Building
WaitVic 
Vehicle
Wait 
Outside
Threat 
Weapon Sneak
%Prese
nt 2% 0% 1% 0% 9% 4% 21%
Approa
ch VicSleep
Imm 
Overpowe
r
Imm 
Strike
Imm 
Choke
 Imm 
Stab
AppImmSho
ot
%Prese
nt 4% 4% 0% 0% 0% 0%
Table 8.4 – Approach Variables
2. Table  8.5  illustrates  The  24  options  for  the  precaution 
classification which is the type of behaviour that the offender 
took  during  the  commission  of  the  crimes.  The  figures 
represent the percent present in each of the categories.
Precautio
ns Disguise Gloves Mask Cover VictEye GagVict
Disable 
Lights
%Present 3% 5% 4% 10% 4% 1%
Precautio
ns
Use 
Scanner
VictNot 
ToLook
Used 
Lookout
Destroy 
Forensic
Destroy 
Bed
VictTo 
Bathe
%Present 0% 4% 1% 4% 0% 1%
Precautio
ns
Used 
Condom
Disable 
Phone
Disable 
VictCar Admin Drug Bind Vict
False 
Details
%Present 6% 2% 0% 1% 3% 2%
Precautio
ns
Blindfold 
Vict None
Forensic 
Aware
Protect 
OffenderID
Disable 
Victim
Assist 
Escape
%Present 2% 39% 13% 20% 7% 2%
Table 8.5 – Precaution Variables
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3. Table  8.6  illustrates  The  28  options  for  the  precaution 
classification  which  is  the  verbal  interaction  between  an 
offender  and  a  victim.  The  figures  represent  the  percent 
present in each of the categories.
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Verbal 
Theme
Vict 
Report
Safe 
Depart
Police 
Procedur
es
 SexActs 
Mentioned
Prev 
Experien
ce
VictUsual 
Practice
Vict 
Partner
%Prese
nt 10% 8% 2% 25% 4% 1% 0%
Verbal 
Theme
Vict 
Participa
te
Ref 
Underwe
ar
Verb 
Cruelty
 Abuse 
Swear
Verb 
Threat Lies Reassure
%Prese
nt 4% 1% 3% 10% 23% 5% 9%
Verbal 
Theme
NonSex 
Curiosity
Self 
Disclosur
e
Ingrat 
Behaviou
r Compliment
Excuse 
Apol
RefDate 
Comeback
Announc
e Intent
%Prese
nt 9% 11% 5% 6% 6% 5% 6%
Verbal 
Theme
Personal 
Know
Vict 
Interact
Offender 
Answers
Offender 
ClosesDown
IgnorVic 
Protest
RefVic 
tNeeds Justify
%Prese
nt 3% 9% 3% 1% 5% 3% 1%
Table 8.6 – Verbal Themes
The  29  approach  options  have  been  reduced  to  three  mutually 
exclusive dichotomous variables (Canter & Heritage 1990,   Davies 
1992) illustrated in Table 8.7: - 
1. Con – Using a confidence trick to gain the victim’s trust such 
as purporting to be a business person, a taxi driver etc.
2. Surprise – Taking the victim by surprise such as hiding in a 
bush, waiting by beside a car etc.
3. Blitz  –  Using gratuitous  violence  without  warning,  far  more 
violence than is necessary to subdue the victim.
Table 8.7 – Approach Categories
In  conjunction  with  extensive  discussions  with  the  analysts  the 
precautions options have been reduced to four mutually exclusive 
dichotomous variables illustrated in table 8.8: -
1. Assist Escape – For example the offender used a look-out or a 
scanner etc.
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Approac
h Con Surprise Blitz
%Presen
t 35% 31% 5%
2. Disable Victim – For example the offender gagged or bound the 
victim etc.
3. Forensic  Aware – For example the offender wore a condom, 
destroyed items of the victim’s clothing etc.  
4. Protect ID – for example the offender wore a mask or disguise 
etc.
Table 8.8 – Precaution Categories
And after extensive discussions with the analysts, the verbal themes 
reduced to  seven  fuzzy dichotomous variables  illustrated  in  Table 
8.9: -
1. Reassurance and Intimacy – The offender tries to reassure the 
victim and suggests that his actions are of an intimate nature.
2. Intimidation – The offender tries to intimidate the victim by the 
words he uses.
3. Pleasure & Ego – The offender tries to satisfy his ego or gain 
pleasure.
4. Safety – The offender protects his own safety.
5. Getting to know the Victim – The offender tries to engage the 
victim in  conversation  with  a  view  to  striking  up  a  pseudo 
relationship.
6. Victim Driven Interaction – The victim tries to take control of 
the situation by engaging the offender in conversation with a 
view to minimising or even ending the assault.
7. Excuses  /  Justification  –  The  offender  tries  to  justify  his 
behaviour or offer excuses.
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Precautio
n
Assist 
Escape
Disable 
Victim
Forensic 
Aware
Protect 
ID
%Present 1% 3% 13% 14%
This section is not mutually exclusive. For example an offender 
may swear and be abusive to the victim to either boost his ego 
or to intimidate the victim.
Table 8.9 – Verbal Theme Categories
It  is  during the data preparation stage that a variety of encoding 
techniques may be utilised to provide additional fields for analysis 
and enable fuzzy concepts. As discussed above, there are three new 
mutually  exclusive  dichotomous  approach  variables,  four  new 
dichotomous precautions variables and seven new fuzzy dichotomous 
verbal theme variables.
8.4.3 Variable Selection
It is always difficult to ascertain the correct number and combination 
of variables that are to be used in the modelling process but that 
issue is removed in this study as only those variables described 
above were to be used. Within this study the intention was to model 
offenders’ behaviour to establish consistency across crimes 
therefore, to test this, the two different sets of twin variable 
combinations representing particular behavioural traits were used. It 
was possible to accomplish this type of analysis as the data was 
captured at source for this particular crime type, serious sexual 
offences, and designed to assist in the investigation processes. The 
data captured regarding volume crime does not contain consistent 
and detailed information (Chapter 2) therefore it was not possible to 
use variables of this nature in the analysis discussed in chapters 6 
and 7, due to the data not being available.
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Verbal 
Theme
Offende
r Safety
Offender 
PleasureEg
o
Intimida
te Victim
Reassur
e 
Intimacy
Getting2 
KnowVict
VictDriven 
Interaction
Excuse 
Justify
%Prese
nt 19% 31% 18% 23% 15% 14% 6%
8.5 Case Study 1 – Linking Crimes Using the Approach 
and Verbal Themes Variable Sets
The first study used only the approach and verbal themes sets of 
variables from the set of 2267 stranger assaults. This combination 
was selected to examine behavioural traits at the initial 
offender/victim point of contact and the subsequent dialogue 
throughout the crime to establish consistency of human behaviour. 
This resulted in a total of 3 approach and 7 verbal themes variables 
being used in training the model. Not knowing the identity of the 
offenders, the aim was link crimes based upon these variables. 
8.5.1Data Preparation
Each of the seven verbal theme and three approach categories were 
binary encoded, 1 meaning the item was present in the data and 0 
meaning  it  was  not  present.  Tables  8.8  and  8.9  illustrate  the 
percentage that each variable was present in the data.
8.5.2 Model Building
Using the stranger assault data a 20 by 20 self organising map was 
used in this process, which would result in an even distribution of 
approximately six in each cell should the clustering be unsuccessful 
(Ripley 1996). The resulting model produced a set of XY co-ordinates 
relating to the clusters not all of which were populated. The average 
number of crimes in each of the 236 populated clusters was 20. Due 
to working constraints placed on the analysts and understanding the 
investigative procedures, it was felt that approximately twenty 
crimes would be a suitable amount that could be analysed in a 
reasonable amount of time (Dahbur & Muscarello 2003) which was 
similar to chapter 6.
Figure 8.2 illustrates the 2D representation of the resulting 
modelling process. The black lines and circle broadly separate the 
differing types of approach that the offender used at the point of 
contact with the victim. The random selection of seven yellow boxes 
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contains those crimes from each of the Approach types, three of 
which were independently validated. 
Figure 8.2 - Study One Clustering
8.5.2 Validation
NCF  analysts  who  took  no  part  in  the  modelling  undertook  the 
validation process but due to their workload they could not examine 
all  crimes  within  all  cells,  therefore  only  three  cells  were 
independently validated 4-1, 4-10 and 18-6. Each analyst was only 
presented with a list of crime identification numbers with a remit to 
ascertain  whether  the  crimes  in  each  cluster  could  be  linked  by 
variables not used in the clustering process. They were required to 
exclude the approach and verbal theme categories in their analysis, 
they had no other information. The narrative and ‘key fact evidence’ 
text  was  used  to  ascertain  the  similarities  between  the  crimes 
together  with  SQL  type  searches  on  a  range  of  variables  that, 
through experience, the analysts use to compare crimes.
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The  clustering  process  used  the  Approach  and  Verbal  Themes 
variables  and  it  was  established  that  there  were  additional 
similarities between the crimes contained in each cell. 
The additional similarities in cell 1, 4-1, consisted of the following: -
• 80% of the victims were under the influence of alcohol
• The type of sexual assault was 100% consistent
• Precautions were taken by the offender in 80% of crimes
• Although  the  offender  immediately  overpowered  the 
victim on contact, only minor injuries were caused in 80% 
of the crimes
The additional similarities in cell 2, 4-10, consisted of the following: -
• 50% of the offenders were of the same non-white race
• 53% of the victims were walking in public places at the 
time of the offence
• A further 33% of victims were asleep at the time of the 
attack
• There were 2 partial series contained within this cell
• A whole series of 4 crimes were identified
The additional similarities in cell 3, 18-6, consisted of the following: -
• The victim was subjected to a number of different sexual 
acts in 100% of the crimes
• 100% of the offenders took precautions
• In 100% of the crimes the offender disrobed himself  as 
well as the victim
Due to the sparcity of the analyst’s validation, ten random groups, 
each of twenty crimes, were examined utilising the variables most 
used by the analysts to compare crimes and the results averaged to 
provide a ‘control’ group with which to compare all seven cells from 
this study. It was felt that this process was necessary to validate the 
results  in  this  study  due  to  the  small  number  of  cells  physically 
examined  by  the  analysts,  which  is  in  contrast  to  the  validation 
conducted in Chapters 6 and 7.
Cell
Same Sub 
Approach
Same 2 
Sub Verb 
Theme
Negotiatio
n Disrobing Reassurance Questions
Victim 
Build
Victim 
Marital 
Status
Victim 
Drug
1 91% 36% 82% 60% 91% 92% 40% 60% 80%
2 53% 80% 67% 20% 80% 55% 46% 65% 52%
3 75% 100% 75% 25% 50% 50% 24% 100% 25%
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4 43% 72% 86% 14% 86% 43% 57% 57% 29%
5 36% 86% 50% 14% 50% 28% 70% 70% 40%
6 20% 100% 33% 22% 22% 22% 50% 83% 50%
7 88% 100% 81% 13% 88% 50% 50% 75% 25%
Control 
Cluster 19% 38% 73% 30% 71% 59% 44% 58% 27%
Table 8.10 - Cluster Comparison
Both Approach and Verbal themes variables comprise a number of 
sub variables that, individually, are used in this table for comparison 
purposes. An example being, in Table 8.10, 91% of offenders in cell 1 
used the same sub approach type on initial contact with the victim 
comparing  with  the  control  group  or  19%.  This  is,  therefore,  a 
significant behavioural trait appertaining to that cell. 
It is important to note that such traits which fall below the control 
group may also be significant in identifying individual offenders for 
example only  22% of  offenders  in cell  6  use a consistent  method 
when trying to offer reassurance to their victim, comparing with 71% 
from the control group. This is also a significant behavioural trait 
appertaining to that individual cell. 
Further validation was undertaken by constructing a control cluster 
comprising a random 3% of the total crimes – totalling 77 crimes, 
using a Two-Independent-Samples T Test to test the null hypothesis 
that there is no difference between the variables that comprise the 
approach  clusters  and the  control  cluster.  This  was  compared  by 
examining the crimes in every cluster that had a unique approach 
type and contained ten or more crimes by evaluating two individual 
sets of variables with those found in the random cluster. The two 
compared sets of variables were the verbal themes, which were used 
in the clustering process, and the precautions variables, which were 
not used. Figure 8.2 above illustrates the individual  clusters.  Two 
examples of this validation are illustrated below in Table 8.11 and 
Table 8.12.
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Levene's 
Test for 
Equality of 
Variances t-test for Equality of Means
 Cluster 
Variable  F Sig t
Sig. 
2-
taile
d
M
ean 
Diff
Std. 
Error 
Diff
95% Confidence 
Interval of the Diff
        Lower Upper
V_Excuse 
Justify
Equal 
variances 
assumed
11.623 .001 1.507 .135 .104 .069 -.033 .241
 Equal 
variances not 
assumed
  2.968 .004 .104 .035 .034 .174
V_Getting2 
KnowVict
Equal 
variances 
assumed
21.756 .000 1.902 .060 .156 .082 -.007 .319
 Equal 
variances not 
assumed
  3.746 .000 .156 .042 .073 .239
V_Intimidat
e Victim
Equal 
variances 
assumed
.396 .531 -.323 .747 -.031 .096 -.222 .160
 Equal 
variances not 
assumed
  -.308 .761 -.031 .101 -.239 .176
V_Offender 
PleasureEg
o
Equal 
variances 
assumed
43.222 .000 2.356 .021 .221 .094 .035 .407
 Equal 
variances not 
assumed
  4.640 .000 .221 .048 .126 .316
V_Offender 
Safety
Equal 
variances 
assumed
9.673 .002 1.400 .165 .091 .065 -.038 .220
 Equal 
variances not 
assumed
  2.757 .007 .091 .033 .025 .157
V_ReassureI
ntimacy
Equal 
variances 
assumed
13.692 .000 1.558 .123 .145 .093 -.040 .329
 Equal 
variances not 
assumed
  2.143 .037 .145 .068 .009 .280
V_VictDrive
nInteractio
n
Equal 
variances 
assumed
18.804 .000 1.807 .074 .143 .079 -.014 .300
 Equal 
variances not 
assumed
  3.559 .001 .143 .040 .063 .223
Table 8.11 – Blitz Approach with Verbal Theme Variables
Table  8.11 illustrates  the results  of  cluster 17-7,  a  Blitz approach 
type with verbal theme variables, containing 20 crimes. The Levene’s 
test  determines  whether  variance  is  equal  for  both  the  random 
cluster and the Blitz cluster.  If  the level of  significance is greater 
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than or  equal  to  0.05 then equal  variances  are  assumed  and the 
appropriate  horizontal  row is  examined,  if  less  the  variances  are 
unequal  and  appropriate  row  beneath  is  examined.  The  “Sig.  2-
tailed” column determines whether the null hypothesis is accepted 
(>= 0.05)  or rejected (<0.05).   In this  example only the variable 
“Intimidate Victim” has an equal variance as the same variable in the 
control cluster and a significance level > 0.05 therefore accepting 
the null hypotheses meaning there is no significant difference in this 
variable  between  the  two  clusters.  Figure  8.3  below  graphically 
illustrates  this  statement.  Only  one  of  the  seven  verbal  theme 
variables in cluster 17-7 is not significantly different to those in the 
control cluster indicating that the Kohonen clustering process has 
grouped crimes based upon similarities in the variables.
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0.100
0.150
0.200
M
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n 
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at
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Figure 8.3 – Cluster Comparison Intimidate Victim Variable
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Levene's 
Test for 
Equality of 
Variances t-test for Equality of Means
  F Sig. t
Sig. 
2-
taile
d
M
ean 
Diff
Std. 
Error 
Diff
95% Confidence 
Interval of the 
Diff
        Lower Upper
PrecAssist 
Escape
Equal 
variances 
assumed
144.14
5 .000
-18.56
7 .000 -.669 .036 -.740 -.599
 Equal 
variances 
not 
assumed
  -21.668 .000 -.669 .031 -.730 -.609
PrecDisable 
Victim
Equal 
variances 
assumed
33.824 .000 2.840 .005 .023 .008 .007 .039
 Equal 
variances 
not 
assumed
  2.018 .045 .023 .011 .000 .045
PrecForensic 
Aware
Equal 
variances 
assumed
218.84
2 .000 6.519 .000 .118 .018 .082 .153
 Equal 
variances 
not 
assumed
  4.723 .000 .118 .025 .069 .167
PrecProtect 
OffenderID
Equal 
variances 
assumed
235.11
5 .000 6.671 .000 .115 .017 .081 .149
 Equal 
variances 
not 
assumed
  4.740 .000 .115 .024 .067 .163
Table 8.12 - Blitz Approach with Precautions Variables
Table  8.12 illustrates  the results  of  cluster 17-7,  a  Blitz approach 
type with precautions variables, containing 20 crimes and is read as 
discussed above. In this instance the null hypothesis is rejected as 
none of the variables are similar to those in the control cluster.
Table  8.13  below  illustrates  the  results  of  combining  the  verbal 
themes and precautions variables and comparing them to the control 
cluster. For example in cluster 17_7 six of the seven variables were 
significantly  different  to  the  control  cluster,  two  of  the  four 
precautions were significantly different. This established that eight 
of the combined variables were significantly different to the control 
cluster, representing 73% of the examined variables.
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 Cluster 17_7 17_8 0_0 10_0
10_1
0
10_1
2 10_5 10_6
Verbal 
Themes
Sig Diff Verbal 
Themes 6 7 4 7 7 7 5 5
Precautions Sig Diff Precautions 2 4 2 2 3 2 3 2
 Combined Vars 8 11 6 9 10 9 8 7
 
Combined % Sig 
Diff 73% 100% 55% 82% 91% 82% 73% 64%
 Cluster
11_1
0 11_12 11_8
12_1
2
12_1
4 12_6 12_8
13_1
0
Verbal 
Themes
Sig Diff Verbal 
Themes 5 7 7 7 6 7 7 7
Precautions Sig Diff Precautions 2 2 2 3 2 3 3 3
 Combined Vars 7 9 9 10 8 10 10 10
 
Combined % Sig 
Diff 64% 82% 82% 91% 73% 91% 91% 91%
 Cluster
13_1
2 13_13
13_1
4 13_8
14_1
4
14_1
5
14_1
6
15_1
0
Verbal 
Themes
Sig Diff Verbal 
Themes 5 6 7 5 7 6 5 6
Precautions Sig Diff Precautions 3 2 1 3 3 3 3 2
 Combined Vars 8 8 8 8 10 9 8 8
 
Combined % Sig 
Diff 73% 73% 73% 73% 91% 82% 73% 73%
 Cluster
15_1
2 15_17
15_1
8
15_1
9
16_1
2
16_1
4
16_1
5
17_1
2
Verbal 
Themes
Sig Diff Verbal 
Themes 6 6 5 5 7 7 6 6
Precautions Sig Diff Precautions 4 3 2 2 4 4 2 2
 Combined Vars 10 9 7 7 11 11 8 8
 
Combined % Sig 
Diff 91% 82% 64% 64%
1
00%
1
00% 73% 73%
 Cluster
17_1
3 17_14
17_1
7
17_1
9 3_2 3_3 4_0 4_1
Verbal 
Themes
Sig Diff Verbal 
Themes 6 7 5 7 6 5 3 5
Precautions Sig Diff Precautions 3 2 4 2 3 2 1 1
 Combined Vars 9 9 9 9 9 7 4 6
 
Combined % Sig 
Diff 82% 82% 82% 82% 82% 64% 36% 55%
 Cluster 4_4 5_2 5_4 6_0 6_2 8_0 8_2 8_8
Verbal 
Themes
Sig Diff Verbal 
Themes 4 5 6 7 4 6 6 6
Precautions Sig Diff Precautions 4 1 3 4 3 3 4 4
 Combined Vars 8 6 9 11 7 9 10 10
 
Combined % Sig 
Diff 73% 55% 82%
1
00% 64% 82% 91% 91%
 Cluster 9_0 9_9 0_11 0_13 0_15 0_17 0_19 0_7
Verbal 
Themes
Sig Diff Verbal 
Themes 6 5 5 5 7 5 7 7
Precautions Sig Diff Precautions 2 1 2 1 3 2 3 2
 Combined Vars 8 6 7 6 10 7 10 9
 
Combined % Sig 
Diff 73% 55% 64% 55% 91% 64% 91% 82%
 Cluster 0_9 1_19
19_1
9 19_8 2_10 2_12 2_14 2_16
Verbal 
Themes
Sig Diff Verbal 
Themes 7 6 5 7 7 7 5 6
Precautions Sig Diff Precautions 3 2 1 1 3 3 3 2
 Combined Vars 10 8 6 8 10 10 8 8
 
Combined % Sig 
Diff 91% 73% 55% 73% 91% 91% 73% 73%
 Cluster 2_17 2_19 2_6 2_8 3_19 3_6 4_10 4_12
Verbal Sig Diff Verbal 7 5 7 7 6 4 7 6
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Themes Themes
Precautions Sig Diff Precautions 2 3 2 1 2 2 3 2
 Combined Vars 9 8 9 8 8 6 10 8
 
Combined % Sig 
Diff 82% 73% 82% 73% 73% 55% 91% 73%
 Cluster 4_14 4_16 4_17 4_6 4_8 5_14 5_19 6_14
Verbal 
Themes
Sig Diff Verbal 
Themes 4 6 6 6 6 6 6 4
Precautions Sig Diff Precautions 0 2 2 1 1 3 2 2
 Combined Vars 4 8 8 7 7 9 8 6
 
Combined % Sig 
Diff 36% 73% 73% 64% 64% 82% 73% 55%
 Cluster 6_15 6_17 6_19 7_17 7_19 8_16 8_17 8_19
Verbal 
Themes
Sig Diff Verbal 
Themes 6 6 7 6 5 5 6 7
Precautions Sig Diff Precautions 4 4 2 1 4 0 3 4
 Combined Vars 10 10 9 7 9 5 9 11
 
Combined % Sig 
Diff 91% 91% 82% 64% 82% 45% 82% 100%
Table 8.13 – Cluster Analysis Results
88 clusters  were  examined  using the  Two-Independent-Samples  T 
Test,  85 of which contained variables that were in excess of 50% 
significantly different to the control cluster. This indicates that the 
use  of  a  SOM can  differentiate  crimes  from a  randomly  selected 
control group and, therefore, be used in the analysis of low volume 
serious crimes. 
8.6 Case Study 2 - Linking Crimes Using the Approach 
and Precautions Variable Sets
Research conducted on male offenders who have committed rape 
offences within the south of England (Canter & Larkin 1993) 
established that they committed their offences close to their home 
base, therefore, in conjunction with the findings discussed in 
Chapter 3, the second study was restricted to a single Police area, all 
518 crimes from the area being used in the analysis. The variable 
sets of approach and precautions were used. This combination was 
selected to examine behavioural traits at the initial offender/victim 
point of contact and the precautions that the offender took in to 
reduce the possibility of being arrested. This resulted in a total of 3 
approach and 4 precaution variables being used in training the 
model. Not knowing the identity of the offenders, the aim was link 
crimes based upon these variables. 
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8.6.1 Model Building
As discussed above a 10 by 10 self organising map was used in this 
process. Although the numbers of crimes were considerably reduced 
in this data set in comparison to the first study the same grid size 
was used to remain consistent. 
 Figure  8.4  illustrates  the  2D  representation  of  the  resulting 
modelling  process.  Referencing  Figure  7.3  in  the  Chapter  7 
discussion section, a dendrogram was created to establish a Super 
Cluster of  66 crimes classified as “Surprise”,  for further analysis. 
The crimes in cells 6-0, 7-0 and 9-0 were not included in the Super 
Cluster as they were not contiguous in the dendrogram.
Figure 8.4 – Study Two Clustering
8.6.2 Validation
Within the ‘Surprise’ Super Cluster set, a complete crime series of 
four individual crimes and five partial series were identified and the 
following similarities were found: -
• 92% of offences were committed by person(s) unknown to the 
victim
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• 59% of offenders had the same motive
• Full sexual intercourse took place in 51% of offences
• 46% of victims were fondled by the offender
• 41% of offenders committed burglary to commit the offence
• 38% of offenders were concerned about their own safety
• 35% of offenders used the attack to satisfy their ego/pleasure
• A weapon was visible in 32% of offences
Within  the  group,  19  crimes  belonging  to  Operation  X  were 
identified  as  illustrated  by  the  red  crosses  in  Figure  8.5.  This 
operation is a series of crimes that span two adjacent Police Force 
areas, 21 in one Force and one crime in the other. There are two 
crimes that are located in cell  0-2 that have been classified as  a 
different approach type to the main Super Cluster. Those crimes that 
are located in cells 0-0 and 2-0 are where the offender took fewer 
precautions  (compared  to  the  remainder)  when  committing  the 
offence.
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Figure 8.5 - OperationX
8.7 Discussion
Are data  mining techniques transferable? Mining volume burglary 
crime in Chapter 6 required that a minimum of about 35 to 40 crimes 
(depending on the offender’s MO) to have already been attributed to 
an offender or network of offenders prior to training a MLP but in 
more serious crime, relatively few crimes can be so assigned. Table 
7.6  in  Chapter  7  identified  that  there  were  fewer  distraction 
burglary crimes able to be attributed to individual offenders but that 
chapter did demonstrate that the SOM was a tool capable of linking 
crimes. The number of crimes in illustrated in Table 8.2 indicates 
that very few offenders have multiple crimes recorded against them 
thus rendering the MLP inappropriate in this analysis.
The first case study was used to determine whether low numbers of 
crimes could be clustered. Figure 8.2 illustrates the results of the 
modelling  process  and  analysis  has  indicated  that  crimes  within 
individual cells did contain sufficient similarities to indicate that they 
hade been successfully grouped. 
 Cell Same Sub Approach
Same 2 
Sub Verb 
Theme
Negotiatio
n Disrobing Reassurance Questions
Victim 
Build
Victim 
Marital 
Status
Victim 
Drug
% of 
Set
1 91% 36% 82% 60% 91% 92% 40% 60% 80% 30%
2 53% 80% 67% 20% 80% 55% 46% 65% 52% 22%
3 75% 100% 75% 25% 50% 50% 24% 100% 25% 30%
4 43% 72% 86% 14% 86% 43% 57% 57% 29% 22%
5 36% 86% 50% 14% 50% 28% 70% 70% 40% 0%
6 20% 100% 33% 22% 22% 22% 50% 83% 50% 11%
7 88% 100% 81% 13% 88% 50% 50% 75% 25% 11%
Control 
Cluster 19% 38% 73% 30% 71% 59% 44% 58% 27%
Table 8.14 – Closeness to the Control Cluster
By capturing those entries 5% either side of the control cluster to be 
considered  as  similar,  Table  8.14  builds  upon  Table  8.10  thereby 
demonstrating  that  the  cells  one  to  seven  are  different  from the 
control cluster. This indicated that the SOM was able to successfully 
group  crimes.  The  results  from  the  first  study  demonstrate  that 
crimes within a single  cell  have strong similarities  and,  as  in the 
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results from the partial series identified in cell 2, may even contain 
crimes  that  have  been  committed  by  the  same  offender.  This  is 
further  supported  by  demonstrating  the  significant  differences 
between the variables in each of the clusters and a randomly created 
control cluster in table 8.13. With further refinements it should be 
possible  to suggest  names  from the  known offender  list  as  being 
responsible for, as yet, undetected crimes
An  enhancement  discussed  in  Chapter  7  was  to  create  Super 
Clusters based on the merging of cells identified as a result of the 
agglomerative clustering process. This was undertaken in the second 
case study. When identifying the linked crimes, the model correctly 
found those crimes already linked to OperationX. Those 22 crimes 
had been manually linked by a subjective analysis of the individual 
details. It is possible that other crimes in the Super Cluster could 
have  been  committed  by  the  same  offender  but  not  considered 
similar  enough  to  be  linked  by  the  analysts.  This  will  only  be 
determined  in  the  fullness  of  time  when  the  offender  has  been 
captured.
The results from the second study indicate that this type of model 
could  be  used  as  an  initial  match  against  the  index  case  by 
restricting the search space to the Police Force area in which that 
crime occurred. A second pass through the data would include those 
crimes from the adjacent Force areas and a third pass could include 
national data. 
The limitations identified in the Data Understanding section above 
cannot be overstated. In both studies, based on the results of the 
validation process, it  has been illustrated that the models identify 
consistency in offender behaviour. The analysts established that, as 
identified in Figure 8.2, crimes that were analysed in individual cells, 
exhibited strong similarities and the adjacent cells that are based on 
a  variable  theme  such  as  ‘Surprise’  having  similar  traits,  as 
illustrated in Figure 8.4.
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An analyst currently compares the index case against the remainder 
of the database by selecting one or more variables from the screen, 
which is then translated into a SQL query. This process relies on the 
analyst’s  skill  and  intuition  often  resulting  in  a  time  consuming 
process of multiple queries returning different overlapping sets in 
order to ensure that all variances are returned for examination. In 
both  above  studies,  the  analysts  report  that  all  crimes  that  they 
would have wished to examine were contained within the cells. 
Although  useful  in  operational  policing  further  work  could  be 
undertaken to improve the results: -
• Only two sets of two variable types were used in each study. 
There is scope to increase the number of sets and the number 
of  variables  within  each  set,  model  each  and  ascertain  the 
behavioural consistency across each type. An example would 
be approach, verbal themes and precautions within the same 
model.
• Use several  combinations  of  two variable  sets  and establish 
whether the same crimes are clustered in more than one of the 
resulting models. The greater the number of crimes that are 
clustered  across  the  models  may  indicate  that  the  same 
offender is responsible.
• Cluster  on  a  single  two  variable  combination  for  example 
Approach and Precautions as in Study two above and re-cluster 
the results from the ‘triangle’ using a different set of variables.
This chapter does suggest that data mining techniques can be useful 
in analysing low volume serious crime. It took only ten weeks from 
being unfamiliar  with the data  and its  structures,  to gain domain 
understanding,  encode  and  model  the  data  and  pass  the  results 
through the validation process. As a result of this study the NCF plan 
to commence an in depth 12 month pilot using the software.
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9. Conclusions and Discussion
It has been the aim of this study to ascertain whether the data in 
existing Police  recording systems can be used by existing mature 
data mining techniques in an efficient manner to achieve results that 
are more accurate than those achieved by Police specialists  when 
analysing crime, thus facilitate the detection of crime.
As previously stated, Police data differs from the standard databases 
widely  used  for  data  mining  applications  by  including  temporal, 
spatial and geographical data together with unstructured free text 
fields.  These  fields  contain  information  that  is  used  by  trained 
analysts to link and detect crimes. 
The  difficulties  in  identifying  cross  border  criminality  and 
consistency  in  criminal  behaviour  are  compounded  by  the 
inconsistent  approach  to  recording  crime  data.  The  high  volume 
offence  of  burglary  was  used  as  a  medium for  the  analysis.  The 
viability of  using the same techniques in low volume major crime 
such as serious sexual offences has been tested. There are very few 
examples  in  the  data  of  an  offender  committing  more  than  one 
offence  which makes  identifying crime  series  particularly  difficult 
using  existing  analytical  processes.  This  concluding  chapter 
considers  the  success  of  using  these  techniques,  identifying  the 
weaknesses, suggesting guidelines for Police analysts and identifying 
avenues for further work.
9.1 Technique Analysis
The techniques that were used in this study were the MLP and SOM 
as they are good representatives of machine learning algorithms and 
are sufficiently mature to be included in commercially produced data 
mining software tools. 
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9.1.1 Supervised Learning
An  initial  pilot  study  was  undertaken  to  ascertain  whether  a 
supervised  learning  technique  (MLP)  could  be  used  to  classify 
burglary crimes that had been committed by an individual offender. 
Two offenders were selected for this part of the study (Chapter 6 
refers), Offenders X and Y, having 87 and 42 offences attributed to 
them respectively. 
A  set  of  10-Fold  cross  validation  experiments  was  conducted  to 
establish the type of neural network algorithm that could achieve the 
best classification results at the most suitable confidence level. As 
previously stated, although it is desirable to achieve the best positive 
results (Offenders X and Y correctly identified),  it  is  important to 
reduce the number of false positives. The experiments demonstrated 
that  the  “Prune”  network  algorithm  outperformed  the  others  in 
classifying these offenders’ crimes at the 70% confidence level. 
Further  experiments  were  conducted  which  indicated  that  the 
number of crimes that need to be attributed to an individual before 
an  accurate  classification  (greater  than  50%  accuracy)  could  be 
made  was  dependent  upon  the  behaviour  of  the  criminal.  In 
comparing the offender’s MO to that of the “norm” for all recorded 
offenders,  the  greater  the  difference  from  that  norm  the  fewer 
crimes required for an accurate classification. In the two offenders 
above the number of crimes ranged from 35 to 40.
Demonstrating that  a  neural  network  algorithm could  be  used  to 
classify an individual offender to a higher degree of accuracy than 
current manual methods a further study was undertaken on a “real 
world” offender network (the majority of offenders commit crimes 
with  one  or  more  associates).  Cross  validation  experiments 
confirmed that the Prune network at the 70% confidence level was 
again the most accurate.
Further experiments were undertaken to establish the contribution 
made  to  the  classification  process  of  the  different  types  of  MO 
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variables. Environmental Criminologists expound the theory that an 
offender’s  criminal  geography is  very important  in identifying the 
individual.  The  cross  validation  experiments  confirmed  that 
geography is important, however, the best results were obtained by 
using  all  of  the  available  MO  variables  (MO,  temporal  and 
geographic).
The aim of this study was to produce a list of unsolved crimes that 
closely  matches  an  offender’s  MO  which  could  be  considered 
suitable  to be used in interviewing the offender when in custody. 
Current analytical processes take 1 to 2 hours to produce such a list 
which is typically 10% to 15% accurate. The MLP takes 5 minutes to 
produce a list which is 45% to 56% accurate (cross validation) and 
85% accurate (independent user validation).
9.1.2 Unsupervised Learning
This  part  of  the  thesis  examines  the  use  of  an  unsupervised 
technique  (SOM)  as  there  are  insufficient  crimes  that  can  be 
attributed to individual offenders for an MLP to produce an accurate 
classifier. 
An initial study was undertaken examining the distraction burglary 
crimes committed by female offenders which occurred in the south 
Birmingham area.  The study was  so restricted in order assist  the 
independent validation to establish whether the SOM could be used 
to cluster crimes based on the physical descriptions of the offenders. 
A domain expert was used to initially validate  the SOM and used 
information  that  was  not  available  to  the  clustering  process, 
particularly MO data. This initial study had limited success as the 
height  and  weight  encoding affected  the  results,  however,  in  the 
expert’s opinion 12 out of the 17 clusters examined contained crime 
that could be linked.
The second study used both male and female data from the entire 
Force area spanning a three year period of time. MO data was also 
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included.  The  model  was  built  using  MO  data  that  identified 
offenders who purported to be from the Council  thereby reducing 
the number of records to 177. Detected crimes were overlaid onto 
the SOM to place offenders in the same cells as the detected crimes. 
Domain experts again validated the results of the SOM. 16 clusters 
were  examined  with  a  view  to  establishing  whether  the  overlaid 
offender population could be responsible for the undetected crimes 
in each cluster.  Four of the clusters could not match offenders to 
crimes but all other clusters (12) contained in excess of 50% of the 
crimes that could be attributed to the offenders.  In six  of  the 12 
clusters all of the crimes could be matched to the offenders.
When searching for crimes that could be linked based on MO and 
offender descriptions, current analytical processes, which take about 
2 hours, cannot identify criminal associates; they will only identify 
the main criminal.  The SOM will run in minutes and identify both 
individual criminal’s crimes and those committed by associates.
9.1.3 Low Volume Major Crime
This part of the thesis examined serious sexual offences that are held 
in  the  Bramshill  ViCLAS  data  base.  Very  few  crimes  could  be 
attributed to offenders, therefore, a SOM was used to link crimes 
based upon the unknown offenders’  behavioural  themes.  The first 
study  used  approach  type  and  verbal  theme  variables  in  the 
clustering process producing a grid of cells for evaluation. Due to 
time and work constraints the domain experts were only able to fully 
evaluate three cells and found that, in each, crimes could be linked 
by a range of data not used in the clustering process.
Further  evaluation  took  place  by  establishing  a  control  group  of 
randomly crimes and using the Two-Independent-Samples T Test to 
compare  the  two types  of  variable  to  those  found in  each of  the 
clusters. The null hypothesis that there is no difference between the 
variables in the control group and the SOM clusters was rejected 
indicating  that  the  crimes  were  grouped  based  on  the  variables 
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thereby indicating that there were similarities between the crimes in 
the clusters.
The second study used the approach and precaution variables from a 
single  Police  Force  area  with  a  view  to  linking  the  crimes  and 
identifying  crime  series.  Independent  analysis  by  domain  experts 
confirmed that the model  was  able  to demonstrate  consistency in 
offender behaviour and link crimes from a known series.
To  offer  assistance  to  the  SIO  in  detecting  this  type  of  crime,  a 
trained analyst  will  spend several hours extracting and examining 
data and linking crimes or finding similarities in crimes for the final 
report. The SOM will run in minutes giving the analyst the ability to 
examine the contents of those clusters that contain crimes that have 
similarities to the index crime. 
9.1.4 Positive Outcomes
From a policing perspective, three positive outcomes have resulted 
from the work undertaken during this study: -
1. The West Midlands Police Oracle crime recording system has 
been  changed  to  record  each  offender’s  description 
individually  and use  fields  similar  to  those  described  in  the 
Descriptive Nodes section in Chapter 7.
2. NCF are appointing a Senior Analyst and, as a result of the 
study  identified  in  Chapter  8,  one  of  the  person’s 
responsibilities is to investigate the introduction of data mining 
in  investigating  and  linking  serious  crimes  reported  to  the 
National Crime Faculty at Bramshill.
3. The NCF have undertaken a full analysis of the data stored in 
their ViCLAS data base and, as a result of the data problems 
identified in the study, have cleansed existing data, added new 
variables,  back  record  converted  all  records  and  rewritten 
their Quality Assurance document.
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9.2 Contribution of this Project
Using only the data stored in police databases the SPSS data mining 
workbench  tool,  Clementine,  was  used  to  create  streams  that 
retrieved,  manipulated  and  modelled  the  crime  records.  Once 
created, the nodes and streams can be saved to a communal area on 
a Force server to be used by others thereby allowing the work to be 
reused or used as a basis for further development.
Manual Actions Time 
Taken
Accurac
y
Data Mining 
Actions
Time 
Take
n
Accurac
y
On 1st Arrest On 1st Arrest
Analyst  perform  SQL  type 
searches using the current 
crime  as  a  template  to 
produce an initial list
45 mins.
Interviewing Officers refine 
the above list
1 ¼ 
hours
10% to 
15%
Model is built using every 
relevant  crime  that  the 
Offender  has  committed 
throughout  his/her 
criminal career
2 hours
The  current  undetected 
crimes  are  passed 
through the model
5 
minute
s
Using  10 
fold  cross 
validation 
56%, using 
Officer 
validation 
80%
On Subsequent Arrests On Subsequent Arrests
Analyst  perform  SQL  type 
searches using the current 
crime  as  a  template  to 
produce an initial list
45 mins.
Interviewing Officers refine 
the above list
1 ¼ 
hours
10% to 
15%
The  current  undetected 
crimes  are  passed 
through the model
5 
minute
s
Using  10 
fold  cross 
validation 
56%, using 
Officer 
validation 
80%
Table 9.1 Manual vs. Data Mining Procedures
Table  9.1  illustrates  the  comparison  between  the  current  manual 
procedures in compiling a list of offences that are to be used in the 
interviewing  process  with  the  procedures  revealed  by  this  study. 
When an offender is arrested for the 1st time there is little difference 
in the time taken to produce the list. The benefits in analysts’ time 
come about when the offender is subsequently arrested. However, 
the benefits of the data mining procedures are in the accuracy of the 
crimes  that  comprise  the  list.  Using  10  fold  cross  validation,  the 
accuracy is raised to 56% and using Officers to validate the results, 
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the accuracy is raised to 80%. The benefits in the level of accuracy 
are demonstrated from the 1st arrest  and are propagated through 
subsequent arrests.
There are four main contributions of this project: -
1. This thesis has demonstrated that a supervised learning data 
mining technique can be used to classify the data appertaining 
to burglary offenders.  The algorithm can use police data that 
contains a combination of structured and free text fields, the 
data  in  which  includes  temporal  and  spatial  information, 
incomplete  fields  and  miscoded  data.  The  classification 
improves  when  combining  information  from  Environmental 
Criminology  Theory.  Thus  this  data  mining  technique  can 
potentially  be  used  to  solve  the  problem  experienced  by 
trained analysts who are required to analyse unsolved crimes 
and  suggest  those  that  may  have  been  committed  by  an 
offender who has been arrested for an offence. The accuracy 
and time taken to produce results  is  improved over  current 
analytical processes which take one to two hours to produce 
the list which is typically 5% to 10% accurate. The data mining 
algorithm reduced to five minutes the time taken to produce 
results and the accuracy has improved to 85%, according to 
domain expert validation and 45% accurate based on the cross 
validation experiment.
2. This  thesis  has  demonstrated  that  an  unsupervised  learning 
data mining technique can be used to cluster groups of crimes 
where the offender is currently unknown.   The data issues that 
are  described  in  1  above  are  also  applicable  here  but  in 
addition the data used in this process deteriorated over time. 
An Offender’s description is current on day 1 but is subject to 
change as time progresses therefore the same offender may be 
described  differently  over  a  2/3  year  offending  period.  The 
initial  study  demonstrated  that  the  data  could  be  clustered 
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thereby linking crimes that could have been committed by the 
same  offender(s)  but  this  was  accomplished  over  a  small 
geographical area and only used female offender descriptions. 
By  introducing  information  from  Environmental  Criminology 
Theory this data mining technique was able to link crimes from 
the  entire  Force  area  using  both  male  and  female  offender 
descriptions.  When  volume  crimes  are  occurring  within  a 
geographical  area  within a  Police  Force and the offender  is 
unknown, it is the responsibility of a trained analyst to examine 
those  crimes  and suggest  who may  be  responsible.  Current 
analytical processes take about 2 hours to identify crimes that 
may  be  linked  and  suggest  a  single  offender  who  may  be 
responsible. This data mining technique has the capability to 
suggest  one  or  more  offenders  who may be  responsible  for 
committing the crimes and to also suggest offenders who are 
committing  crime  together  (offending  networks).  The  latter 
cannot be accomplished by current analytical processes. 
3. Police Forces currently use different tools to analyse serious 
crime than volume crime. This thesis has demonstrated that 
data mining techniques used to analyse volume crime can also 
be used in analysing low volume serious crime. Serious crime 
is  of  much lower volume and has  a  population of  far  fewer 
known  offenders  but  the  data  that  is  captured  is  more 
structured  and  higher  in  quality.  It  has  been  shown  that 
suitably encoded aspects of human behaviour can be modelled 
and it has been verified that individual and groups of clusters 
contain crimes that exhibit consistent behavioural traits. These 
techniques  have  also  identified  crime series  (several  crimes 
that either have been or are believed to be connected to the 
same offender(s)).
4. Empirically,  when  recording  high  volume  crime,  UK  Police 
Forces  all  use  a  similar  method;  a  Police  Officer  attends  a 
crime scene  when appropriate  and manually  records  details 
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onto a paper report which is subsequently transcribed into a 
computerised  crime  recording  system.   Although  the 
computerised data fields in different Forces may be different, 
the  information contained within will  be  similar.  Data  fields 
such as times, days, dates etc., are all commonly recorded; it is 
only specific MO and offender description data that will greatly 
vary. For example, some Forces use highly structured MO and 
description lookup tables whilst others used unstructured free 
text fields. This thesis has demonstrated that the data which is 
commonly captured as a result of recording high volume crime 
such as burglary can be used in operational policing and will 
be  applicable  for  use  in  conjunction with the data  from the 
majority of current Police Forces’ crime recording systems.
The  use  of  data  mining  techniques  in  current  analysis  has 
considerable  potential  to  impact  on  operational  policing  in  the 
following ways: -
• Reduction in time taken to analyse data
• Improve the accuracy of the analytical process
• Detecting crimes
• Directing and tasking patrolling Officers
• Influencing intelligence gathering strategies
• Influencing crime prevention strategies
9.3 Limitations and Further Work
There have been benefits identified during the course of this study, 
however the benefits must be balanced against the limitations that 
have  been  identified.  Also,  there  is  much  that  can  be  done  to 
enhance and improve upon the results that have been achieved here.
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9.3.1 Limitations
It is always more desirable to prevent crimes from occurring than to 
detect  those  that  have  already  taken  place.  This  study  has  only 
concentrated on the latter.
In order to classify crimes that have been committed by one or more 
offenders a large number of crimes must have already have been 
committed  and officially  attributed  to  those  persons  or  networks. 
Various trials were undertaken using offenders who have committed 
a  number  of  crimes  ranging  from  low  20’s  to  over  100  and  the 
classification process only gave acceptable results when the number 
of  crimes  reached  approximately  40.  This  means  that  the  neural 
network would be unable to identify a small  group of new crimes 
that were the beginning of a series and attribute them to a person 
unless the offender was very prolific.
To link crimes based on offender descriptions using a SOM, there 
must be a large number of descriptions on which to train the neural 
network. The limitations revolve around those descriptions and the 
way  they  are  obtained.  The  manner  in  which  victims  describe 
offenders  is  governed  by  the  trauma  caused  by  the  crime,  the 
victim’s age, social background, race and the ability of the person 
recording  the  details  to  extract  the  relevant  information.  When 
offenders commit crime in groups, different ‘main’ offenders may be 
described. For example; three offenders as a single group commit 
three crimes together. Offender 1 may be fully described in offence 
1, offender 2 in offence2 and offender 3 in offence 3. Due to these 
differences, the other offenders in each crime may only be partially 
described. The SOM, when clustering on offender descriptions, may 
not  place  all  instances  of  the  same  offender  in  the  same  cluster 
therefore the three crimes will not be linked by this method.
When  examining  the  whole  range  of  MO  appertaining  to  an 
offender(s) it is often possible to establish periods of time when they 
were in prison or other institution. This is due to period of time when 
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no  crimes  have  been  committed  by  the  person  followed  by  an 
alteration in the method used to commit new crimes. This change 
also occurs when new offenders appear in their network, as stated in 
Chapter  3,  offenders  learn from each other.  When changes occur 
there will be a requirement to retrain the models, test the results 
and place the new models into operational usage. This will place an 
additional workload on the analysts.
9.3.2 Further Work
1. The model created in Chapter 6 only had the ability to attribute 
a  crime  to  the  Primary  Network  as  a  whole  and  not  to 
individual  members.  Further  work  is  required  to  ascertain 
whether the crime could be attributed to a network and give a 
confidence  level  to  each  individual  within.  The  differences 
within a single offender’s MO compounded with the variances 
within  the  crime  recording  process  and  the  inclusion  of  a 
number of different offenders who are known to work together 
add to the degree of difficulty. A further challenge to overcome 
will  be  the  number  of  crimes  that  can  be  attributed  to 
individual offenders within the network. Although the network 
itself  will  have  a  large  number  of  crimes  attributed  to  its 
members as an entity,  individuals within may have less than 
the 40 as established in this thesis.
2. Assess whether it is  possible to predict where (and perhaps 
when) the offender or network members will commit their next 
crime(s).  Environmental  Criminologists  state  that  offenders’ 
awareness  spaces  are  important  factors  in  establishing  the 
geographical  territory over  which they commit  their  crimes. 
Adding temporal and MO data to the geography could aid in 
this process. One of the main difficulties to overcome will be 
the amount of data available from which the algorithm must 
learn. For example; domestic burglary offences – the type of 
property  and  victim  may  be  important  –  terraced  house 
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occupied by single  parent  or detached house occupied  by a 
family whose adults are out at work all day etc. The number of 
data combinations may be too limited or varied.
3. In Chapter 7, it was only possible to model offences committed 
within the Force area and offenders who have an address in 
the  Force  area.  Offenders  who  commit  distraction  burglary 
crime transcend individual Police Force boundaries.  It would 
be desirable to obtain all records appertaining to a group of 
travelling offenders with a view to predict the area in which 
their next targeted victims reside. This would mean using data 
from several Police Force crime recording systems. Data would 
need manipulating as discussed in both Chapters 6 and 7 to 
ensure that data fields from all systems are consistent and any 
required  new fields  are  derived.  Empirically,  it  is  suggested 
that  distraction  burglary  offenders  commit  crimes  on  a 
geographical  and temporal  “circuit”.  This could be validated 
and used in the prediction model.
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Appendix 1 Descriptions of Data
MO  Description  fields  from both  crime  systems  are  illustrated 
below. It comprises key words which are indicated on the crime 
report  by the Officer  attending the  crime and entered into the 
computer system by the civilian imputers. If the key words are not 
identified  by  the  Officer,  even  if  the  MO text  is  complete,  the 
imputer will use the term ‘N/K’ or ‘NOT KNOWN’ in the relevant 
position, illustrated in the table below. 
MO Description Fields
Old 
System
A FRO:DOO:N/K:TRI:SEV:TID:NON:REA:DOO:KIT:
B N/K:N/K:N/K:SMA:N/K:N/K:FOR.DAM:
New 
System
A BURGLARY:ENTRY:REAR:ROOF:LOUVRE:WOOD:CLIMBED:ALL:UNTIDY:N
OT KNOWN:REAR:WINDOW:PATIO:NOT KNOWN:NOT KNOWN
B BURGLARY ENTRY:REAR:WINDOW:TRANSOM:PLASTIC:CLIMBED:ALL:UN
TIDY:NOT  KNOWN:AS  ENTRY:WINDOW:TRANSOM:NOT  KNOWN:NOT 
KNOWN
The text in the table above contains missing information, for example 
N/K means not known. In example B from the old system very little 
of the MO has been coded, however the textual description from the 
corresponding free text memo field states: -
SMASHED GLASS NEAR CATCH, GAINING ACCESS TO STAFF AREA & ALSO GAINED 
ACCESS  TO HEAD TEACHERS OFFICE,  ALARM ACTIVATED,  MADE GOOD ESCAPE. 
INTERNAL  DOORS  &  CUPBOARDS,  LOCKERS,  ETC  ,FORCED  OPEN  &  SEARCHED. 
PAYPHONE FORCED OPEN & STOLE CONTENTS.
The above memo field example contains more relevant information 
for  the  subsequent  analysis,  however,  the  table  below  illustrates 
examples of free text  MO information and the difficulties and the 
difficulties experienced in analysing this text.
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 1 OFFENDER  APPROACHED  SECURE  UNOCUPPIED  DWELLING  IN  RESIDENTIAL 
AREA WENT TO REAR OF PREMISES AND FORCED REAR ROUND FLOOR PATIO 
DOOR BY BENDING METAL FRAME WITH JEMMY TYPE INSTRUMENT REMOVING 
DOOR  FROM  FRAME  ENTERED  AND  MADE  UNTIDY  SEARCH  OF  ALL  ROOMS 
DEFECATED IN FRONT UPSTAIRS BEDROOM CARPET STOLE ITEMS AND MADE 
OFF EXIT AS ENTRY
2 OFFENDERS  UK  APPROACHED  SEMI  DETACHED  HOUSE  AND  KICKED  FRONT 
DOOR FORCING ENTRY ENTERED AND SEARCHED ALL ROOMS OFFENDERS HAVE 
STOLEN  TV  VIDEO  CASH  CHEQUE  BOOKS   OFFENDERS  HAVE  LEFT  PARCEL 
SHELF FROM AN UK CAR A CHILDS PRAM CHILDS BIKE AND BLANKET OUTSIDE 
FRONT OF HOUSE OF DRIVEWAY MAKING GOOD ESCAPE
3 BTN STATED TIMES OFFENDER FORCED FRONT DOORS ENTERED AND STOLE 
PROPERTY LEFT VIA WAY ENTERED
4 PERSONS U/K  WENT TO REAR OF FACTORY PREMISES CUT THROUGH METAL 
BARS SMASHED INNER GLASS ENTERED OFFICE AND STOLE COMPUTERS
5 SMASHED  GLASS  IN  FRONT  DOOR   REACHED  IN  &  RELEASED  RIM  LOCK 
ENTERED MADE UNTIDY SEARCH OF BEDROOM STOLE PROPERTY
The table above contains five examples of free text MO descriptions. 
Number 3 does not state how the doors were forced, what rooms 
were searched or the mode of search. Numbers 2, 3, 4 and 5 do not 
state whether the premises were occupied. Number 4 does not state 
the  location  of  the  room  in  which  the  computers  were  located, 
whether the removal was tidy or whether the room was ransacked.
The inconsistencies in entering this information are discussed in the 
various chapters.
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Appendix 2 Property Band Coding
The  same  type  of  dwelling  that  was  burgled  has  been  entered 
differently  in  each  of  the  computer  systems,  for  example  ‘DET’ 
represented  detached  houses  in  the  Micro  Crime  system  and 
‘DETACHED’ was used in the Oracle crime system. 
Band Propert
y
Reason
Dwellings
11 A BDW*
B DWELLING
A “catch all” for all Burglary Dwellings
12 A DET
B DETACHED
All detached houses
13 A SEM
B SEMI
All semi detached houses
14 A TER
B TERRACE
All terraced housed
15 A FLA
B FLAT
All flats
16 A DIS and BOG
B DISTRACTION
BOGUS
All bogus officials and distraction burglaries regardless of the dwelling 
type
18 A GAR
B GARAGE
Although for classification purposes this is a Burglary Other Building it 
does relate to dwellings as garages are mainly attached to a dwelling
19 A SHE
B SHED
Although for classification purposes this is a Burglary Other Building it 
does relate to dwellings as sheds are mainly attached to a dwelling
Other Buildings
21 A BOT*
B OTHER
A “catch all” for Burglary Other Buildings
22 A SCH
B SCHOOL
All schools
23 A SHO
B SHOP
All shops
24 A FAC
B FACTORY
All factories
25 A MED
B MEDICAL
All medical premises e.g. chemists
26 A OFF and LIC
B OFF LICENCE
PUBLIC HOUSE
All off licences and public houses
For each property band the letter ‘A’ represents the coding for the 
micro  computer  based  system  and  the  letter  ‘B’  represents  the 
corresponding text contained in the ORACLE based system.
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Appendix 3 Time Band Coding
Crime Analysts wished to identify various times during a single day, 
spanning two days and spanning weekend periods when crimes have 
occurred. 
Time 
Ban
d
From 
Time
To Time Reason
Single Day Times
1 0001 2359 A “catch all” for a single day
2 0001 0915 To  capture  those  committed,  on  a  single  day,  during  the 
early hours of the morning often under the cover of darkness 
and being discovered when premises are being opened
3 0800 1300 To capture the morning burglaries on  a single day, people 
working part time, morning shoppers etc. all returning home 
at lunch time
4 1200 1800 Excluding  the  overlap  between  1200  and  1300  hrs,  this 
captures the afternoon  burglaries on  a  single day,  people 
working  part  time,  afternoon  shoppers  etc.  all  returning 
home at tea time
5 1130 1400 Reclassifies any offences in the overlapping times in 3 and 4 
above and classifies new offences to capture those people 
who “pop out” at lunch time
6 1700 2359 To capture those committed, on a single day, during the late 
hours of the evening often under the cover of darkness and 
being discovered when people return
Times Spanning Two Days
7 0001 2359 A “catch all” for overnight crimes
8 1600 0930 Mainly  capturing  BOT  schools,  sheds,  garages,  shops 
factories. The earlier From Time and later To Time specifically 
captures schools
9 2000 0800 This  band  mainly  relates  to  domestic  burglaries  including 
sheds and garages capturing those who return home from 
work do not go out again until the next day
10 2200 0600 Overnight burglaries when people are asleep
Times Spanning Long Weekends
11 0001 2359 A “catch all” for three and 4 day long weekends the majority 
being  shops,  factories,  schools  it  does,  however,  capture 
those people who holiday for this time period
12 1600 0945 To capture shops factories etc. closing for the weekend
Any crime that did not fall into one or more of the above categories 
was classified as ‘0’.
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Appendix 4 Explanation of Clementine 
MLP
Using  the  ‘Train  Net’  MLP  node  it  is  possible  to  configure  the 
network parameters in a variety of ways as illustrated below.
There  are  five  methods  of  training the  network;  Quick,  Dynamic, 
Prune and RBFN all briefly discussed below.
1. Quick : Automatically creates a network with only one hidden 
layer.
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2. Dynamic : Uses a network that is initially sized at two hidden 
layers  each  of  two  nodes  which  then  grows  according  to  a 
triggering process. This process occurs when over training is 
detected or there is no improvement of the results. A single 
node  is  added  to  each  of  the  layers  incrementally  until  no 
improvement is detected over a number of growing cycles.
3. Multiple  :  Many  networks  are  created  each  comprising  a 
different number of hidden layers and hidden nodes. These are 
then trained in parallel.
4. Prune  :  Starting  with  a  large  two  hidden  layer  network  it 
discards  the  weakest  hidden  nodes  whilst  training.  After 
selecting  the  optimum number  and  size  of  hidden  layers  it 
continues  to  prune  the  input  nodes  until  there  is  no  more 
improvement.
5. RBFN : A Kmeans clustering model is firstly created with the 
cluster  centres  forming  the  single  hidden  layer  of  the 
subsequent MLP.
If the ‘Expert’ mode box is checked, the network parameters may be 
varied. At the bottom of the illustration above, the Learning Rates 
describe those parameters.
1. Persistence : Number of training cycles before the network will 
train without improvement before stopping.
2. Alpha : The momentum used in updating the weights.
3. Eta : The learning rate. 
Initial Eta is the starting value.
Eta Decay is the number of training cycles the network 
performs going from High Eta to Low Eta.
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By checking the Prevent Overtraining box the data that is presented 
to the network is subdivided by the percentage stated in the field 
‘Training %’. The network is automatically trained and tested using 
the sub-divided data. There is a danger when using a MLP that the 
network can not only learn from the training set but have the ability 
to ‘recognise’  each specific crime thereby appearing to give good 
results on the data. However when using the model on unseen data, 
the testing set, it will give poor results as the network does not have 
the ability to generalise. There are ways in which the overtraining 
problem can be overcome. 
Increase the size of the training data set.
Use  different  sets  of  the  training  data  in  various  random 
combinations and combine the results.
Sensitivity Analysis  determines the relative importance of  each of 
the input variables.
Stop On determines how the training will be terminated.
Checking the Set Random Seed box will ensures that the networks 
trained with the same data and seed will be identical. 
Within all studies, the default parameters for Persistence, Alpha and 
Eta were used and the random seed was not set.
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 Appendix 5 Premises Categories
There are 47 different building types used in the data set which were 
categorised into 9 sets that were used in the modelling process.
Official Building Category Category Set
BETTING OFFICE Shop
BUNGALOW - DWELLING Dwelling
CHILDRENS HOME Dwelling
CLUB - SOCIAL Drinking Places
COMMUNITY CENTRE Education
DAIRY Shop
DAY CARE CENTRE Education
DETACHED - DWELLING Dwelling
EDUCATIONAL Education
ESTATE AGENT Shop
FACTORY Factory
FARMHOUSE - DWELLING Dwelling
FAST FOOD OUTLET Shop
FIRE STATION Official
FLAT - DWELLING Dwelling
GARAGE COMMERCIAL Garage
GARAGE DOMESTIC Dwelling
GARDEN CENTRE Shop
HALLS OF RESIDENCE - DWELLING Dwelling
HEALTH CENTRE Official
HOSPITAL Official
HOSTEL - DWELLING Dwelling
HOTEL Drinking Places
LEISURE COMPLEX Education
LIBRARY Education
MAISONETTE - DWELLING Dwelling
NIGHTCLUB Drinking Places
OFF LICENCE - LICENSED PREMISES Drinking Places
OFFICE Office
OLD PEOPLE HOME - DWELLING Dwelling
PETROL STATION Garage
PLACE OF WORSHIP Official
POLICE ESTABLISHMENT Official
POST OFFICE Shop
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Official Building Category Category Set
PUBLIC HOUSE - LICENSED PREMISES Drinking Places
RESTAURANT / CAFE Shop
SEMI DETACHED - DWELLING Dwelling
SHED Shed
SHELTERED/WARDEN CONTROLLED - 
DWELLING Dwelling
SHOP Shop
SHOPPING COMPLEX Shop
SPORTS CLUB Education
SUPERMARKET Shop
SURGERY Official
TERRACE - DWELLING Dwelling
TOWN HOUSE - DWELLING Dwelling
WAREHOUSE Shop
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Appendix 6 Data Mining Symbols
The shapes below identify the notation used by the Clementine data 
mining product.
Data Sources
Record and Field Operators
Graphs
Modeling Nodes
Outputs
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Appendix 7 Explanation Of Clementine 
SOM
Using the Kohonen SOM node it is possible to configure the network 
parameters in a variety of ways as illustrated below.
The random seed (the initialization of the network) can be set. If the 
network  is  trained  with  the  same  settings  and  seed  then  each 
iteration will be identical.
The width and length indicates the number of cells (two dimensional 
co-ordinates). In the above example there will be 35 cells in which 
the data will be placed.
In Phase 1 the neighbourhood for learning starts at the first figure 
and declines to the figure in the Neighbourhood setting in Phase 2. 
The learning rate  starts  at  Eta  1  for  the  number  of  iterations  in 
Cycles 1. The training continues in a similar way in Phase 2. The 
neighbourhood will always end at 1 and Eta 2 will always end at 0.0
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Appendix 8 SOM Clustering Processes
The numbers emboldened and in brackets identify the actual number 
of  offenders  placed  in  the  relevant  cell  (co-ordinate).  Each  cell 
contains  a  textual  description of  its  contents  providing that  more 
than  50%  of  the  contents  have  each  feature.  The  colour  codes 
indicate  the  consistent  grouping  of  offenders  during  each  of  the 
testing seeds.
Random Seed
4 Ic1
Early 20 to 
30
About 5’5”
Slim/Thin
Dark Hair
(12)
Ic1
Early 20 to 
30
5’ to 5’5”
Slim/Thin
Local 
Accent
Dark Hair
(4)
Ic1
20 - 30
about 6’
Medium
Local Accent
Dark Hair
(9)
Ic1
20 - 30
5’ 9” to 6’
Slim/Thin
Medium
Dark Hair
(6)
Ic1
Early 20
About 5’9”
Medium
Light/Ginger 
Hair
(7)
Ic1
About 5’9”
Medium
Local Accent
Light/Dark 
Hair
(6)
Ic1
Medium
Dark Hair
(11)
3 Ic1
20-30
5’5”
Slim/Thin
Local 
Accent
Dark Hair
(3)
Early20s to 
30
Slim/Thin
Local 
Accent
Dark Hair
(2)
Ic1
20 - 30
about 6’
Slim/Thin
Dark Hair
(2)
Ic1
20 - 30
about 6’
Slim/Thin
Plump
Ginger Hair
(1)
Ic1
20 – 30
Medium
(7)
Ic1
20 - 30
5’ 5” to 5’9”
Medium
Local Accent
Dark Hair
(4)
2 Ic1
5’5” to 5’9”
Slim/Thin
Local 
Accent
Dark Hair
(8)
Ic1
20-40
About 6’
Slim/Thin
Local 
Accent
Dark Hair
(5)
Ic1
20 - 40
5’ 9” to 6’
Slim/Thin
Local Accent
Light Hair
(6)
Ic1
20 - 30
5’ 5” to 6’
Slim/Thin
Local 
Accent
(7)
Ic1
20 - 30
(7)
Ic1
20 - 40
5’ 5” to 5’9”
Medium
Local Accent
Dark Hair
(13)
1 Ic1
Late teens
Slim/Thin
Local 
Accent
Dark Hair
(3)
Ic1
Slim/Thin
Local 
Accent
(2)
Ic1
20 - 30
about 5’5”
Slim/Thin
(1)
Ic1
20 - 40
Medium
(2)
Ic1
20 - 40
5’ 5” to 5’9”
Plump
Local Accent
Dark Hair
(7)
0 Ic1
Late teens
5’ to 5’5”
Slim/Thin
Dark Hair
(10)
Ic1
Late Teens
Slim/Thin
Ginger Hair
(4)
Ic1
Late teens 
early 20
About 5’5”
Slim/Thin
Light Hair
(6)
Ic1
About 5’5”
Slim/Thin
(5)
Ic1
(10)
31-40
About 5’9”
Plump
(4)
Ic1
20 - 40
About 5’ 5”
Plump
Local Accent
Light Hair
(7)
0 1 2 3 4 5 6
Random Seed Defendants
4 Offender 1Offender 2
Offender 3
Offender 
4
Offender 
5
Offender 
1
Offender 
6
Offender 7 Offender 1
3
2 Offender 1Offender 8
Offender 9
Offender 
1
Offender 
3
Offender 
1
Offender 
6
Offender 1 Offender 7
1 Offender 1 Offender 
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4
Offender 
5
0 Offender 1Offender 2 Offender 1 Offender 1 Offender 1Offender 8
Offender 9
0 1 2 3 4 5 6
Seed 7
4 Ic1
20 to 40
About 5’9”
Medium
Local 
Accent
Dark Hair
(13)
Ic1
20 to 40
About 5’5”
Plump
Local 
Accent
Dark Hair
(4)
Ic1
20 - 40
about 5’ 5”
Plump
Local Accent
Light Hair
(7)
Ic1
20 - 40
6’
Slim/Thin
Local 
Accent
Dark Hair
(6)
Ic1
About 5’9”
Slim/Thin
Local 
Accent
Dark Hair
(9)
Ic1
Early 20 to 
30
About 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(4)
Ic1
Early 20 to 30
About 5’ 5”
Dark Hair
(16)
3 Ic1
20-40
About 5’ 5”
Medium
Local 
Accent
Dark Hair
(4)
Ic1
20-40
About 5’ 5”
Medium
Local 
Accent
Dark Hair
(1)
Ic1
20 - 30
about 6’
Plump
Local Accent
Dark Hair
(3)
Ic1
31-40
about 6’
Slim/Thin
Dark Hair
(1)
Ic1
Late Teens
Slim/Thin
Local 
Accent
Dark Hair
(9)
Ic1
Late Teens 
Early 20
5’ to 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(2)
2 Ic1
20-30
About 5’
Medium
Local 
Accent
Dark Hair
(6)
Ic1
About 6’
Medium
Dark Hair
(8)
Ic1
Late Teens
Dark Hair
(4)
Ic1
Late Teens
5’ to 5’ 5”
Slim/Thin
Dark Hair
(9)
Ic1
Late Teens 
Early 20
About 5’ 5”
Light Hair
(2)
Ic1
Early 20 to 30
About 5’ 5”
Slim/Thin
(7)
1 Ic1
Early 20 to 
30
Medium
Local 
Accent
Dark Hair
(3)
Ic1
Early 20
5’5”
Medium
Dark Hair
(2)
Ic1
Late Teens
(3)
Ic1
Slim/Thin
(1)
Ic1
Early 20 to 30
5’ 5” to 5’9”
Slim/Thin
(6)
0 Ic1
Early 20 to 
30
About 5’9”
Medium
Dark Hair
(11)
Ic1
Early 20 to 
30
About 5’ 9”
Medium
Light Hair
(4)
Ic1
Early 20
5’5” to 5’ 9”
Medium
Local Accent
Light/Ginger 
Hair
(8)
Ic1
5’5” to 5’ 
9”
Medium
(4)
Ic1
(9)
Ic1
20-40
About 5’
(2)
Ic1
Early 20 to 30
About 6’
Slim/Thin - 
Medium
(11)
0 1 2 3 4 5 6
Seed 7 Defendants
4 Offender 1
Offender 
7
Offender 8 
Offender 9
Offender 5
Offender 4
Offender 
1
Offender 
3
Offender 1
Offender 3
Offender 2
3 Offender 1Offender 2 Offender 2
2 Offender 1 Offender 5Offender 4 Offender 1 Offender 1 Offender 1
1 Offender 1
0 Offender 1
Offender 
6
Offender 7 Offender 1
Offender 8 
Offender 9
Offender 
1
Offender 6
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0 1 2 3 4 5 6
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Seed 99
4 Ic1
20 to 40
5’ 5” to 
5’9”
Plump
Local 
Accent
Light Hair
(7)
Ic1
20 to 40
5’5” to 5’ 
9”
Plump
Local 
Accent
Dark Hair
(8)
Ic1
20 - 40
About 5’ 5”
Medium
Local Accent
Dark Hair
(12)
Ic1
20 - 30
About 5’ 9”
Medium
Dark Hair
(4)
Ic1
Early 20 to 
30
About 5’9”
Medium
Dark Hair
(7)
Ic1
Early 20 to 
30
About 5’ 9”
Medium
Dark Hair
(3)
Ic1
Early 20
5’ 5” to 5’ 9”
Medium
Ginger/Dark 
Hair
(9)
3 Ic1
31 to 40
About 5’9”
Plump
(4)
Ic1
20 to 30
Medium
Local Accent
Dark Hair
(8)
Ic1
Early 20 to 
30
About 6’
Slim/Thin
Medium
Dark Hair
(5)
Ic1
Early 20 to 
30
About 5’
Medium
Local Accent
Dark Hair
(1)
Ic1
Early 20 to 30
About 5’ 5”
Medium
Dark Hair
(3)
2 Ic1(9) Ic1About 5’ 5”
Medium
(3)
Ic1
Medium
Dark Hair
(7)
Ic1
About 6’
Medium 
Plump
Dark Hair
 (4)
Ic1
Early 20 to 
30
About 6’
Plump
Local 
Accent
Dark Hair
(5)
Ic1
Late Teens 
Early 20
About 5’ 9”
Plump
Dark Hair
(2)
Ic1
Early 20 to 30
About 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(12)
1 Ic1
Early 20 to 
30
5’ 9”
(2)
Ic1
Slim/Thin
(1)
Ic1
Late Teens
Ginger Hair
(1)
Ic1
Late Teens 
About 5’
Plump
Dark Hair
(1)
Ic1
Late Teens
Dark Hair
(3)
Ic1
Early 20
About 6’
Slim/Thin
Local Accent
Dark Hair
(2)
Ic1
20 to 30
Slim/Thin
Local Accent
Dark Hair
(3)
0 Ic1
Early 20 to 
30
5’9” to 6’
Slim/Thin
(15)
Ic1
Early 20s
About 5’ 5”
Slim/Thin
(3)
Ic1
Late Teens 
Early 20
About 5’5”
Slim/Thin
Light Hair
(8)
Ic1
Late Teens 
About 5’
Slim/Thin
Light Hair
(1)
Ic1
Late Teens
5’ to 5’ 5”
Slim/Thin
Dark Hair
(10)
Ic1
About 5’ 5”
Slim/Thin
Dark Hair
(2)
Ic1
5’ 9” to 6’
Slim/Thin
Local Accent
Dark Hair
(14)
0 1 2 3 4 5 6
Seed 99 Defendants
4 Offender 8
Offender 
9
Offender 7 Offender 1
Offender 6
3
2 Offender 1 Offender 1Offender 7 Offender 5Offender 4 Offender 1Offender 3
Offender 2
1 Offender 1 Offender 1Offender 3
0 Offender 1
Offender 
6
Offender 1 Offender 1
Offender 2
Offender 1
Offender 5
Offender 4
Offender 8
Offender 9
0 1 2 3 4 5 6
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Seed 123
4 Ic1
20 to 40
5’ 5” to 
5’9”
Plump
Local 
Accent
Light Hair
(11)
Ic1
20 to 40
About 5’
(2)
Ic1
Early 20 to 
30
(7)
Ic1
20 - 30
Slim/Thin
(5)
Ic1
20 to 40
5’9” to 6’
Slim/Thin
Local 
Accent
(9)
Ic1
Early 20 to 
30
About 5’ 9”
Slim/Thin
Local Accent
Dark Hair
(3)
Ic1
20 to 30
About 5’ 5”
Local Accent
Dark Hair
(15)
3 Ic1
20 to 40
5’ 5” to 
5’9”
Plump
Local 
Accent
Dark Hair
(4)
Ic1
20 to 40
5’ 5” to 5’ 
9”
Medium
(1)
Ic1
Early 20 to 
30
6’
Ginger Hair
(2)
Ic1
Early 20 to 
30
About 6’
Local 
Accent
 (1)
Ic1
20 to 40
About 6’
Slim/Thin
Local 
Accent
Dark Hair
(5)
Ic1
20 to 40
Slim/Thin
Local Accent
Dark Hair
(2)
Ic1
Early 20
About 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(3)
2 Ic1
20 to 40
About 5’9”
Medium
Local 
Accent
Dark Hair
(12)
20 to 30
About 5’ 9”
Medium
Dark Hair
(3)
Ic1
Early 20 to 
30
5’ 9” to 6’
Medium
Dark Hair
(7)
Ic1
Early 20 to 
30
About 6’
Medium 
Dark Hair
 (6)
Ic1
About 6’
Slim/Thin
Local 
Accent
Dark Hair
(5)
Ic1
About 5’ 9”
Slim/Thin
Local Accent
Dark Hair
(3)
Ic1
About 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(9)
1 Ic1
20 to 40
About 5’ 9”
Medium
Local 
Accent
(4)
Ic1
Early 20 to 
30
About 5’ 9”
Medium
Local 
Accent
Dark Hair
(2)
Ic1
Early 20
About 5’ 9”
Medium
Dark Hair
(1)
Ic1
About 6’
Medium
Dark Hair
(1)
Ic1
Dark Hair
(2)
Ic1
About 5’ 9”
Slim/Thin
Local Accent
(2)
Ic1
Late Teens
5’ to 5’ 5”
Slim/Thin
Dark Hair
(8)
0 Ic1
Early 20 to 
30
About 5’9”
Medium
Light Hair
(9)
Ic1
Early 20s
5’ 5” to 5’ 
9”
Medium
Local 
Accent
Dark Hair
(2)
Ic1
Early 20 to 
30
5’ to 5’5”
Medium
Local Accent
Dark Hair
(9)
Ic1
Medium
Dark Hair
(3)
Ic1
(11)
Ic1
About 5’ 5”
Slim/Thin
(5)
Ic1
Late Teens 
Early 20
Slim/Thin
Dark Hair
(7)
0 1 2 3 4 5 6
Seed 123 Defendants
4 Offender 8Offender 9 Offender 1 Offender 1 Offender 1 Offender 1 Offender 1Offender 3 Offender 1Offender 2
Offender 3
3 Offender 6 Offender 1
2 Offender 7 Offender 1
Offender 
6
Offender 
5
Offender 5
Offender 4
Offender 1
Offender 8
Offender 9
Offender 1
Offender 2
1 Offender 5Offender 4 Offender 1
0 Offender 7 Offender 1 Offender 1 Offender 1
0 1 2 3 4 5 6
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Seed 333
4 Ic1
20 to 40
About 5’ 5”
Plump
Local 
Accent
(9)
Ic1
31 to 40
About 5’ 9”
Plump
(2)
Ic1
(11)
Ic1
Early 20 - 
30
(2)
Ic1
Early 20 to 
30
Slim/Thin
(10)
Ic1
Early 20 to 
30
About 5’ 5”
Slim/Thin
(4)
Ic1
Late Teens
About 5’ 5”
Slim/Thin
Light Hair
(9)
3 Ic1
20 to 40
About 5’9”
Plump
Light Hair
(4)
Ic1
About 5’ 5”
(2)
Ic1
About 5’ 9”
Medium
(2)
Ic1
Early 20 to 
30
About 6’
Medium
 (3)
Ic1
Early 20 to 
30
5’ 9” to 6’
Plump
Local 
Accent
(1)
Ic1
Slim/Thin
Local Accent
(2)
Ic1
Slim/Thin
Local Accent
Light Hair
(3)
2 Ic1
20 to 40
About 5’9”
Medium
Local 
Accent
 (4)
Ic1
About 5’ 9”
Medium
Local 
Accent
Dark Hair
(2)
Ic1
Early 20 to 
30
About 5’ 9”
Medium
Ginger Hair
(8)
Ic1
Early 20 to 
30
5’ 9” to 6’
Medium 
Dark Hair
 (5)
Ic1
Early 20 to 
30
About 6’
Dark Hair
(7)
Ic1
About 6’
Slim/Thin
Local Accent
Dark Hair
(5)
Ic1
31 to 40
5’ 5” to 5’ 9”
Slim/Thin
Local Accent
Dark Hair
(6)
1 Ic1
20 to 40
About 5’ 9”
Medium
Local 
Accent
Dark Hair
(4)
Ic1
20 to 30
About 5’ 9”
Medium
Local 
Accent
Dark Hair
(4)
Ic1
Early 20
About 5’ 9”
Medium
Dark Hair
(2)
Ic1
About 6’
Medium
Dark Hair
(1)
Ic1
Late Teens 
Early 20
5’ 9” to 6’
Slim/Thin
Dark Hair
(1)
Ic1
Early 20
Slim/Thin
Local Accent
Dark Hair
(1)
Ic1
20 to 30
About 5’ 5”
Slim/Thin
Local Accent
Dark Hair
(6)
0 Ic1
20 to 40
5’ 5” to 
5’9”
Medium
Local 
Accent
Dark Hair
(11)
Ic1
20 to 30
5’ to 5’ 5”
Medium
Local 
Accent
Dark Hair
(1)
Ic1
Early 20 to 
30
5’ to 5’5”
Medium
Local Accent
Dark Hair
(10)
Ic1
Dark Hair
(5)
Ic1
Late Teens
Slim/Thin
Dark Hair
(10)
Ic1
Late Teens 
Early 20
About 5’ 5”
Slim/Thin
Dark Hair
(3)
Ic1
Early 20 to 30
About 5’ 5”
Slim/Thin
Dark Hair
(14)
0 1 2 3 4 5 6
Seed 333 Defendants
4 Offender 1 Offender 1 Offender 1
3 Offender 9Offender 8 Offender 7 Offender 6
2 Offender 1 Offender 6 Offender 4Offender 5 Offender 2Offender 3 Offender 1Offender 9
Offender 8
1
0 Offender 7 Offender 1 Offender 1Offender 2 Offender 1Offender 2 Offender 1Offender 2
Offender 3
0 1 2 3 4 5 6
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Appendix 9 Consistency Of Clustering
A random seed was initially used in the SOM and the results were 
used  as  a  comparison  for  all  other  seeds.  For  an  explanation  of 
seeds, see Appendix 8. The crime number that refers to an offender 
description are displayed in black ink. In the comparison seeds, the 
actual  cluster  co-ordinates  are  in  black  ink  and  the  descriptions’ 
original co-ordinates in the random seed are in red ink.
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Council No 
Seed Seed 7 Seed 99 Seed 123 Seed 333
CRIME_NUMBE
R
Cluste
r
CRIME_NUMBE
R
Cluste
r
CRIME_NUMBE
R
Cluste
r
CRIME_NUMBE
R
Cluste
r
CRIME_NUMBE
R
Cluste
r
20G1/5700/00 0x0 20D2/13891/00 0x0 24 20E1/5199/01 0x0
3
2 20H2/11799/01 0x0 54 20D3/346/98 0x0
6
2
20J2/9311/01 0x0 20E1/5199/01 0x0 34 20G1/5485/01 0x0
4
2 20J2/10539/00 0x0 44 20G2/186/01 0x0
6
1
20K1/14721/00 0x0 20E2/14930/00 0x0 24 20G2/2835/02 0x0
2
2 20J2/5873/02 0x0 44 20H1/1441/02 0x0
6
2
20K1/14960/00 0x0 20G1/5485/01 0x0 34 20J2/10646/00 0x0
2
2 20J2/9311/01 0x0 54 20H2/11799/01 0x0
6
2
20L1/13562/00 0x0 20J2/10539/00 0x0 44 20J2/10646/00 0x0
4
2 20K1/21767/01 0x0 44 20H2/7370/01 0x0
6
2
20L1/17303/00 0x0 20J2/9198/98 0x0 34 20J2/6537/00 0x0
4
2 20K1/21767/01 0x0 44 20J2/6786/00 0x0
6
2
20L1/7690/01 0x0 20K1/21767/01 0x0 44 20J2/6786/00 0x0
4
2 20M1/529/00 0x0 44 20K1/6251/00 0x0
6
2
20L1/9376/01 0x0 20K1/21767/01 0x0 44 20L1/16388/00 0x0
3
2 20M3/8188/00 0x0 44 20L1/18181/01 0x0
6
3
20L1/9376/01 0x0 20L1/1391/01 0x0 34 20L1/18095/00 0x0
3
2 20M3/8188/00 0x0 44 20M1/15306/01 0x0
6
1
20M3/12159/01 0x0 20L1/15001/01 0x0 34 20L1/18095/00 0x0
3
2 20D3/7954/97 0x1 62 20M1/5190/01 0x0
6
2
20E2/12510/01 0x1 20M1/529/00 0x0 44 20L1/20806/00 0x0
2
2 20F3/7842/00 0x1 64 20M2/3630/01 0x0
6
2
20G2/1609/02 0x1 20L1/5547/99 0x1 24 20L1/20806/00 0x0
3
2 20J2/9198/98 0x1 61 20D3/7954/97 0x1
6
1
20L1/17607/00 0x1 20M1/12128/00 0x1 34 20L1/21010/00 0x0
4
2 20L1/18181/01 0x1 63 20G2/3468/02 0x1
6
2
20D2/12899/01 0x2 20M3/13021/00 0x1 24 20L1/263/01 0x0
3
2 20D3/346/98 0x2 62 20H1/12365/98 0x1
6
2
20D3/10783/98 0x2 20D1/3030/01 0x2 14 20M1/11050/01 0x0
4
2 20D3/7954/97 0x2 62 20H1/12365/98 0x1
6
2
20D3/16473/01 0x2 20D2/3879/01 0x2 64 20M3/8036/00 0x0
3
2 20E2/9468/00 0x2 62 20D2/13891/00 0x2
2
4
20E3/13686/00 0x2 20D3/346/98 0x2 14 20J1/11995/00 0x1
4
3 20G2/3468/02 0x2 62 20D3/7954/97 0x2
6
1
20F2/12656/01 0x2 20E2/9468/00 0x2 64 20J2/6537/00 0x1
4
3 20H1/12365/98 0x2 62 20E2/9468/00 0x2
6
2
20G2/15964/00 0x2 20E2/9468/00 0x2 64 20D2/460/01 0x2
3
0 20H1/12365/98 0x2 62 20J2/9198/98 0x2
6
1
20J1/17185/01 0x2 20M2/2237/02 0x2 63 20D2/460/01 0x2
3
0 20H1/1441/02 0x2 62 20D3/10783/98 0x3
5
3
20J1/6473/02 0x2 20J2/6786/00 0x3 62 20E1/15059/00 0x2 4 20H2/11799/01 0x2 62 20G2/15964/00 0x3 6
0 0
20D3/6719/00 0x3 20K1/6251/00 0x3 62 20E2/14675/00 0x2
4
0 20J2/6786/00 0x2 62 20H2/2702/01 0x3
6
1
20E1/3450/02 0x3 20L1/18181/01 0x3 63 20G2/2835/02 0x2
4
0 20K1/6251/00 0x2 62 20D3/3208/02 0x4
6
4
20K2/6234/02 0x3 20M2/3630/01 0x3 62 20J2/6786/00 0x2
4
0 20M1/5190/01 0x2 62 20D3/3208/02 0x4
6
4
20D1/16154/01 0x4 20D3/7954/97 0x4 61 20K1/2525/01 0x2
4
0 20M2/3630/01 0x2 62 20G2/19025/01 0x4
6
1
20D3/11618/00 0x4 20D3/7954/97 0x4 62 20K1/6251/00 0x2
4
0 20G2/186/01 0x3 61 20H1/5366/01 0x4
6
1
20D3/21601/99 0x4 20E2/9468/00 0x4 62 20L1/16456/00 0x2
4
0 20H2/2702/01 0x3 61 20H2/9411/00 0x4
6
0
20D3/6719/00 0x4 20E3/13686/00 0x4 62 20M3/9375/00 0x2
4
0 20K1/16827/01 0x3 61 20J1/14598/00 0x4
6
0
20E1/8116/99 0x4 20G2/186/01 0x4 61 20L1/20819/00 0x3
5
0 20M1/15306/01 0x3 61 20K1/16827/01 0x4
6
1
20F2/3172/00 0x4 20G2/3468/02 0x4 62 20L1/24668/01 0x3
5
0 20D3/10783/98 0x4 53 20L1/20819/00 0x4
5
0
20F3/9047/00 0x4 20H1/12365/98 0x4 62 20L1/24668/01 0x3
5
0 20D3/3208/02 0x4 64 20M2/2237/02 0x4
6
3
20H2/9411/00 0x4 20H1/12365/98 0x4 62 20M1/15306/01 0x3
5
1 20D3/3208/02 0x4 64 20M2/2237/02 1x0
6
3
20J1/4576/02 0x4 20H1/1441/02 0x4 62 20D3/10783/98 0x4
5
3 20G2/15964/00 0x4 60 20E2/14930/00 1x1
2
4
20J2/10556/99 0x4 20H2/11799/01 0x4 62 20D3/3208/02 0x4
6
0 20G2/19025/01 0x4 61 20K1/21767/01 1x1
4
4
20L1/5547/99 0x4 20H2/7370/01 0x4 62 20D3/3208/02 0x4
6
0 20H1/5366/01 0x4 60 20K1/21767/01 1x1
4
4
20M3/10997/00 0x4 20J2/9198/98 0x4 61 20G2/15964/00 0x4
6
0 20H2/9411/00 0x4 60 20M1/12128/00 1x1
3
4
20D3/15221/00 1x0 20M1/15306/01 0x4 61 20H1/5366/01 0x4
6
0 20J1/14598/00 0x4 60 20J2/5873/02 1x2
4
4
20J2/10556/99 1x0 20G2/16532/00 1x0 44 20J1/14598/00 0x4
6
0 20L1/24668/01 0x4 50 20J2/9311/01 1x2
5
4
20L1/17354/00 1x0 20J1/11995/00 1x0 43 20M2/2237/02 0x4
6
0 20L1/24668/01 0x4 50 20D3/16473/01 1x3
0
2
20M2/14007/00 1x0 20M1/529/00 1x0 44 20E2/2624/02 1x0
3
1 20M2/2237/02 0x4 60 20M1/15306/01 1x3
5
1
20G2/19025/01 1x1 20M3/8188/00 1x0 44 20K2/5687/00 1x0
3
0 20D1/6939/01 1x0 54 20L1/24668/01 1x4
5
0
20K1/16827/01 1x1 20E1/15059/00 1x1 64 20K2/5687/00 1x0
3
0 20D1/6939/01 1x0 54 20L1/24668/01 1x4
5
0
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20E2/5989/02 1x2 20F3/7842/00 1x1 64 20D2/13891/00 1x1
3
0 20E2/14930/00 1x1 24 20D1/16154/01 2x0
0
4
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4 20D3/21601/99 6x4 04 20L1/20806/00 6x2
1
2
20L1/18181/01 6x3 20D3/346/98 6x4 62 20M3/9375/00 6x2
1
4 20D3/346/98 6x4 14 20F2/1329/02 6x3
2
2
20M2/2237/02 6x3 20D3/6719/00 6x4 03 20D1/3030/01 6x3
1
4 20D3/6719/00 6x4 03 20G2/19025/01 6x3
1
1
20D1/16154/01 6x4 20D3/6719/00 6x4 04 20J2/10556/99 6x3
0
4 20D3/6719/00 6x4 04 20K1/16827/01 6x3
1
1
20D2/3879/01 6x4 20E1/8116/99 6x4 04 20L1/5547/99 6x3
0
4 20E1/8116/99 6x4 04 20L1/16871/01 6x3
1
2
20E1/15059/00 6x4 20F2/3172/00 6x4 04 20D1/6939/01 6x4
5
4 20F2/3172/00 6x4 04 20D2/13891/00 6x4
3
0
20E2/2057/00 6x4 20F3/9047/00 6x4 04 20D1/6939/01 6x4
5
4 20F3/9047/00 6x4 04 20D3/15221/00 6x4
1
0
20E2/2057/00 6x4 20H2/9411/00 6x4 04 20E1/15059/00 6x4
6
4 20H2/9411/00 6x4 04 20F2/3643/02 6x4
2
0
20E2/9468/00 6x4 20J1/17397/00 6x4 14 20F2/3643/02 6x4
5
4 20J1/17397/00 6x4 14 20F3/11934/00 6x4
2
0
20F3/11934/00 6x4 20J1/4576/02 6x4 04 20J1/11995/00 6x4
4
3 20J1/4576/02 6x4 04 20G2/1609/02 6x4
2
0
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20F3/7842/00 6x4 20J2/10556/99 6x4 04 20J2/10539/00 6x4
4
4 20J2/10556/99 6x4 04 20J2/4054/02 6x4
2
0
20G2/16532/00 6x4 20L1/5547/99 6x4 04 20J2/5873/02 6x4
4
4 20L1/5547/99 6x4 04 20K1/2525/01 6x4
3
0
20J2/4054/02 6x4 20M3/10997/00 6x4 04 20K1/21767/01 6x4
4
4 20M3/10997/00 6x4 04 20L1/7690/01 6x4
2
0
20L1/15001/01 6x4 20M3/9375/00 6x4 14 20K1/21767/01 6x4
4
4 20M3/9375/00 6x4 14 20M2/14007/00 6x4
1
0
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Build
Reassuranc
e
Disrobin
g
Precautio
ns
8 8 $null$ 524288
8 8 32 4
2 4 2 301057
2 8 4 65664
8 8 2 8
8 8 2 524288
8 8 4 128
4 8 10 262169
8 8 $null$ 524288
4 8 8 4096
8 8 10 2097152
4 1 32 0
$null$ $null$ $null$ 16
8 8 2 0
4 8 10 2097152
8 1 10 $null$
8 8 10 2097152
4 4 10 0
4 4 10 786568
8 8 32 0
$null$ $null$ 2 0
Appendix 10 Examples of ViCLAS 
Encoding
Data  storage  within  the  ViCLAS  database  is  reduced  to  fields 
containing integers. Some of the fields are mutually exclusive others 
are not. The Sample Data table below, illustrates a section of four 
columns,  the  left  three  columns  contain  mutually  exclusive  data 
samples and the fourth does not. The integers within the fields relate 
to  a  binary  encoding  of  the  options  presented  at  the  time  of 
inputting. Examples being the offender’s build classification: - 
1 Unknown
2 Thin/skinny
4 Slim
8 Medium
16 Heavy
32 Stocky
64 Fat
Therefore, an offender who was described as being thin would have 
the integer 2 stored in the relevant field as illustrated in the table 
above. This type of field is mutually exclusive. However, there is a 
problem with such encoding; a victim who has been the subject of 
one of these offences is most certainly traumatised and may not be 
able to distinguish between slim and thin or heavy and stocky etc. 
This may also be applicable to the investigating Officer, how will that 
Officer  decide  the  build  (as  used  in  this  example)  when  a 
traumatised victim is describing the offender? In instances such as 
these within the variable encoding process, new fields were created 
combining individual variables into a 1 of n encoding. In this example 
the  seven  responses  were  reduced  to  four;  Unknown, 
Thin/Skinny/Slim,  Medium,  Heavy/Stock/Fat  and  transferred  into 
symbolic fields.
The fourth column of the above table represents a field that is not 
mutually exclusive, at the time of input; operators have the choice of 
selecting one or more options in the section to build the “picture” of 
the offence. Taking the third example in the column, 301057, it will 
be decoded into the following binary figure: - 1 0 0 1 0 0 1 1 0 0 0 0 
0  0  0 0  0  0  1.  In this  column example  the field  has  28 possible 
options for selection. A binary “1” signifies that a particular option 
has  been  selected.  For  the  purposes  of  this  paper,  where  a  “1” 
occurs a dichotomous variable was created for the particular option, 
e.g. the field “verbal themes” – the encoding of the offender’s speech 
during the offence  –  one variable  is  “Abuse & Swearing”.  If  it  is 
present in the offence the variable will be encoded as a 1 or a 0 if 
not present.
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Pose as a repair person 
Pose as a taxi driver 
Pose as a sales person 
Pose as an Official 
Waiting by a building 
Waiting by car 
Waiting in bushes 
Waiting in street 
X
X
X
X
Using  the  above  figure  as  an  example  the  following  binary  code 
would be produced:-
Pose as a repair person  = 1
Pose as a taxi driver = 0
Pose as a sales person = 0
Pose as an official = 1
Waiting by a building = 0
Waiting by car = 1
Waiting in bushes = 0
Waiting in street = 1
Binary Code = 1      0      1      0      1      0 
0      1
Integers = 128          32            8 
1
Entry in Database Field = 169
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