Sensitivity encoding in two spatial dimensions (2D SENSE) with a receiver coil array is discussed as a means of improving the encoding efficiency of three-dimensional (3D) Fourier MRI. It is shown that in Fourier imaging with two phase encoding directions, 2D SENSE has key advantages over one-dimensional parallel imaging approaches. By exploiting two dimensions for hybrid encoding, the conditioning of the reconstruction problem can be considerably improved, resulting in superior signal-tonoise behavior. As a consequence, 2D SENSE permits greater scan time reduction, which particularly benefits the inherently time-consuming 3D techniques.
Recently, arrays of simultaneously operated receiver coils have received increasing attention as a means of enhancing the speed of magnetic resonance imaging (MRI). Several techniques have been proposed, designed to-exploit the intrinsic encoding effect of coil sensitivity for the purpose of scan time reduction [1] [2] [3] [4] [5] [6] [7] . While sharing the underlying principle, these techniques differ significantly in terms of data acquisition, image reconstruction, and application range.
The present work is based on the so-called sensitivity encoding (SENSE) approach [5] . This technique has proven practical in various applications, including cardiac imaging [8, 9] as well as three-dimensional :a Presented in parts at the 16th meeting of the ESMRMB, Sevilla, September, 1999. * Corresponding author. Tel.: + 44-1-632-4581; /~x: +41-1-632-1193.
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(3D) contrast-enhanced angiography [10] and fu.nctional brain mapping [11] . In these applications scan time was reduced by increasing the distance of readout lines in one phase encoding (PE) direction. However, sensitivity encoding as introduced in ReL [5] can indeed be applied to any spatial dimension of the imaging volume. In particular, it can be used in multiple directions simultaneously. Clearly, for the purpose of scan time reduction there is no point in reducing the density of k-space sampling in the frequency encoding direction. Consequently, in 2D imaging, the use of SENSE is limited to the single PE dimension. With this concept, up to three-fold scan time reduction has been achieved, using coil arrays with up to six independent elements. Stronger reduction is possible, yet hampered by deteriorating conditioning of the reconstruction problem, which causes local noise enhancement in SENSE images. This effect is closely related to geometrical properties of the coil setup and has thus been described by the socalled geometry factor, which tends to grow as onedimensional (1D) reduction increases.
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Due to this limitation, it may be advantageous to use sensitivity encoding in more than just one PE direction, which is reasonable in the case of 3D Fourier imaging. In reducing the k-space density in the two PE directions of the common 3D scheme, two reduction factors may be chosen independently, yielding a net reduction that grows as the product of the two. In particular, high net reduction may be accomplished using significantly lower factors in each single dimension. As a consequence, the conditioning of image reconstruction behaves more favorably at a given degree of reduction, entailing lower geometry factors and thus improved SNR. The usefialness of this approach is enhanced by two further considerations: First, the duration of 3D scans is often critically long, making scan time reduction particularly desirable. Second, due to continuous whole-volume excitation these techniques yield relatively high basic SNR, which makes 3D imaging less susceptible to the SNR drawbacks inherent to SENSE imaging.
In the present work, the concept of SENSE with two PE directions is described. The specific role of" the coil arrangement for the SNR in 2D SENSE is investigated by means of numerical simulations of the geometry factor. Initially, basic rules for coil placement are derived using an idealized setup. Then these findings are applied to 3D head MRI yielding three possible coil arrangements. Finally, the in vivo feasibility of 2D SENSE is demonstrated by accelerated head imaging using one of the previously discussed setups.
Methods and materials

Sensitivity encoding
In this section the principles of sensitivity encoding [5] are briefly summarized for the case of Cartesia~n k-space sampling, with an emphasis on the application to two PE directions.
I. 1. Reconstruction
Sensitivity encoding by means of a receiver array enables reducing the number of Fourier encoding steps by a reduction factor R. In the case of Cartesian sampling this is achieved by increasing the distance of readout lines in k-space. After simultaneous acquisition with multiple independent coils, SENSE reconstruction from the undersampled data is performed by first creating an aliased image for each array element by Fourier transform. The final image with the full field-of-view (FOV) is then created from the set of intermediate images by separating aliased signal components using knowledge of the local coil sensitivities. Fig. 1 illustrates this procedure for reduction in one and two PE directions, respectively. A circular object is imaged using a square FOV. Undersampling k-space by a factor of two in one PE direction results in a reduced FOV and aliasing artifact. In each pixel of the reduced FOV, two original pixels are superimposed as sketched in Fig. l a. Due to the shape of the object, the actual degree of aliasing varies between two and zero, as indicated by different gray levels. By greater reduction, Fig. 1 . Schematic representation of 1D and 2D SENSE acquisition and reconstruction with Cartesian sampling. A cylindrical object (top row) is imaged in a quadratic FOV with two PE directions. Three cases are shown: (a) ID SENSE with R = 2; (b) ID SENSE with R =4; and (c) 2D SENSE with R = 2 x 2 = 4. Undersampling in SENSE acquisition results in aliasing after conventional Fourier reconstruction (bottom row). The degree of fi_)tdover is indicated by the gray-scale on the right. The aliasing is removed by SENSE reconstruction (top row). The dotted lines separate the parts of the FOV that are overlaid. As an example one set of superimposed voxels is indicated by the boxes. the degree of aliasing is increased accordingly, and the distance of superimposed pixels is reduced. For R = 4 this is shown in Fig. lb . The same net reduction may be achieved though by applying SENSE wither = 2 to each of the two PE directions (Fig. l c) . The grid describing the locations of the superimposed pixels is now two-dimensional, permitting four-fold aliasing of pixels spaced just as widely as in the 1D case with R= 2 (Fig. la) .
Each coil element yields an aliased image as shown in the bottom row of Fig. 1 , however, with an individual intensity distribution reflecting the sensitivity rolloff of the respective coil element. In each aliased pixel value the signal components are individually weighted by the local coil sensitivity. Due to the distinctness of the coil elements, tl{is sensitivity contribution permits un/olding each pixel, yielding a full-FOV image without sensitivity weighting.
The formal description of the unfolding step, as given by Eqs.
(1)-(3) in Ref. [5] , is independent of the number of encoding directions with reduced sampling density. The actual implementation of 2D SENSE essentially consists in correctly assembling the image values and coil sensitivities in the respective vectors and matrices.
Signal-to-noise-ratio
The SNR at a location p in a SENSE image with respect to full Fourier encoding is SNR rod = S NRfun--,, __,, ....
(1) g~,,,//-R ' with go given by Eq. (23) in Ref. [5] .
SNR t~H denotes the SNR of a fully Fourier-encoded image, obtained with the same coil array and otherwise identical parameters as the SENSE image. It corresponds to a spatially varying noise level in the intensity-corrected flail-Fourier image, that has previously been referred to as the basic noise of the array [12] . The basic noise is generally higher in the object center than at the object borders close to the coils. The local geometry factor g reflects the suitability of the coil array for distinguishing signal contributions from the originally aliased locations. It depends on the individual experimental setup, characterized by the coil configuration, the slice orientation, the FOV, and the degree of reduction. The geometry lector is ideally equal to one and usually grows as reduction increases. In the specific case of two coils, R up to two can be accomplished with very little noise enhancement. However, with more coils unt~.vorably high geometry factors tend to occur as the reduction factor approaches the theoretical limit given by the number of coil elements. Fig. 4 in Ref. [5] illustrates the effect of geometry-related noise enhancement. With R = 2 the noise map is nearly homogeneous showing low values on a relative scale. Correspondingly the SNR in the reconstructed image appears relatively uniform. With R = 4 the geometry factor is locally increased causing much larger and strongly inhomogeneous noise. For an intuitive understanding of this behavior, the aliasing process and its implications for the geometry factor shall be discussed explicitly for this setup as shown in Fig. 1 .
Geometry-related noise enhancement is a consequence of deteriorating condition of the matrix to be inverted in SENSE reconstruction. The condition, in turn, is determined by the distinctness of the coil sensitivities at the locations of the pixels that are superimposed. For any pair of equidistant pixels in Fig. l a this distinctness is virtually perfect. However, coil sensitivities vary relatively smoothly, in particular at some distance from the coil conductors. Therefore the distinctness of the local sensitivities deteriorates as the spacing of aliased locations decreases ( The potential benefit of this improvement forms the focus of this work. As the properties of the used coil array have a strong influence on the geometry factor, different coil arrangements are considered. In this context it should be noted that the total SNR of a SENSE image, as given by Eq. (1), depends also on the basic noise of the array, which is subject to minor variation as coil elements are slightly shifted or changed in size. The resulting tradeoff was previously discussed in Ref. [12] for cardiac imaging with 1D SENSE. However, in the setups discussed in the scope of the present work, the net SNR is dominated by the geometry issue. Thus the behavior of basic noise is not explicitly demonstrated yet discussed where necessary.
Sensitivity assessment and voxel exclusion
Coil sensitivity maps as needed for SENSE reconstruction are determined experimentally by means of additional, fully Fourier-encoded reference images. For inherent homogeneity correction an additional body coil image with identical contrast is used. Based on the same reference data, regions that do not contribute significant signal may be excluded from SENSE reconstruction (voxel exclusion). In doing so, advantage is taken of the fact that the true degree of aliasing is locally reduced when one or more superimposed cornponents are zero. As a consequence, g decreases for the remaining, non-zero contributions, thus improving local SNR. In maps of the geometry t\actor, voxel exclusion is reflected by contours, which correspond to the object shape and indicate borders between regions with different degrees of aliasing. In vivo, pixels eligible for exclusion are mainly bound outside of the body.
Simulations
Simulations were performed in order to study geometry-related noise enhancement in dependence on the coil configuration without experimental effort. A simulation tool was written in PV Wave language (Visual Numerics Inc., Houston, Texas) allowing interactive description of an arbitrary FOV and coil setup. The coil sensitivities were calculated in the FOV on a 1282 grid in the quasi-stationary approximation by using BiotSavart's law based on the reciprocity principle. Using the model underlying Eq. (A4)in Ref. [5] , the receiver noise matrix 7' was approximated as described by Eq. (9) in Ref. [13] by pair-wise summing the scalar products of the electric field over N = 203 equidistant locations representing the object volume:
i=1 whereas unit conductivity cr throughout the object was assumed. This calculation is a correction to Eq. (7) in Ref. [12] . In this model, inductive coupling of the coils was neglected, assuming idealized receiver electronics. Using the calculated sensitivities and the receiver noise matrix, the geometry factor was determined for the full FOV. This was carried out with as well as without voxel exclusion to give a better insight into the robustness of the examined setups against variations of the object shape. From the resulting noise maps, grayscale images were generated.
Materials
All experiments were performed at 1.5 T using a Philips Gyroscan ACS-NT15, providing six independent receiver channels. A custom-built coil array was used, consisting of six freely positionable elements (two circular: ~ = 20 cm, tour rectangular: 10 cm x 20 cm) [121.
Results
i. Simulations
Two different setups were considered in the simulations. Firstly, using an idealized basic setup general SNR properties of 2D SENSE were investigated and rules for appropriate coil positioning were derived. Secondly, these findings were applied to an in vivo setup t'or human head imaging.
As in conventional imaging, a basic prerequisite of the used coil array is that it should provide high and preferably uniform basic SNR. Thus, the coil elements ought to be of appropriate size for ensuring sufficient sensitivity in the center of the object [14] . Furthermore, the elements should be uniformly distributed around the FOV. These two basic rules were taken into account in all simulations. In particular, the shapes and sizes of the elements were restricted to the two coil types described in Section 2.3, such as to match the dimensions of the two objects used. Fig. 2 shows simulations corresponding to the situation in Fig. 1 , using a cylindrical object.with a length of 24 cm orientated along the Bo field direction. The diameter was ~ = 18 cm in a square FOV of (19.2 cm) 2 in the axial plane. Rectangular coils were placed around the object with the long dimension aligned along the cylinder axis.
Basic setup
In Fig. 2a , 1D SENSE with R= 2 was applied to the vertical PE direction using two coils, one on either side of the object. The calculated geometry factors are shown for reconstruction with and without voxel exclusion. Both maps show the expected low values and a relatively homogenous distribution. The maximum and mean values of g are 1.3/1.1 with, and 1.8/1.2 without voxel exclusion, respectively. Comparison the two maps reveals the beneficial effect of voxel exclusion, reducing the geometry /:actor at all locations with no actual aliasing as shown in Fig. l a. In Fig. 2b , 2D SENSE was applied with R = 2 x 2 = 4 by additional reduction in the horizontal PE direction. The observation of low g in the 1D case suggests to analogously place two additional coils for the second PE direction. However, somewhat contrary to intuition, the geometry /'actor now exhibits strong peaks. With voxel exclusion, a maximum value of 3.4 occurs in the regions involved in four-fold aliasing. Assuming a completely filled FOV, the largest values even exceed 200. These results indicate that in some regions the used coil configuration provides insufficient 'differences' in its coil sensitivities for the respective sets of superimposed voxels.
In Fig. 2c , the setup was slightly changed by rotating the coil array by 45 ~ with respect to the orientation of the FOV. By this modification the resulting geometry factor was drastically improved. The maximum and mean values were reduced to 1.2/1.1 and 3.7/1.4 with and without voxel exclusion, respectively. The dependence of g on the rotation angle is a monotonous function that increases slowly for deviations from the optimal position of Fig. 2c and peaks sharply at a zero rotation angle corresponding to Fig. 2b .
Even though not obvious at first sight, the observed behavior can be understood by considering that the aliasing process essentially superimposes a number of image sections. In Fig. 2b and c these are the four image quadrants. In the configuration of Fig. 2c each coil is placed in the corner of such a quadrant, covering it uniquely and thus pe~itting well-conditioned un- folding. In principle, the same consideration applies for the two halves in the simpler case in Fig. 2a . Opposed to that, in Fig. 2b each coil covers two quadrants in a similar fashion, making the separation more difficult. These observations suggest that preferably each aliasing component of an object should be individually covered by one coil element.
In vivo setup
The previously described guidelines for configuring the coil elements were applied to human head imaging. For simulation purposes the head was approximated by an ellipsoid with diameters of 20, 18, and 24 cm in anterior-posterior (AP), .right-left (RL), and feethead (FH) direction, respectively. FH was aligned with the Bo field direction.
A standard situation for 3D imaging of the human brain is depicted in Fig. 3a . The imaging volume covers the head completely in the axial plane, using FOVs of 21.6 cm in AP and 19.2 cm in RL direction. In the FH direction the volume is restricted to the extent of the brain by slab-selective excitation and using a FOV of 13 cm. Usually, for most time-efficient imaging, frequency encoding is performed along the longest dimension of the imaging volume. In Fig. 3a this direction is AP, and PE is applied in the depicted plane along the RL and FH directions. In agreement with the given rules, iterated simulations yielded the depicted four-coil configuration as most suitable for this task. Note that adjacent coils do not overlap, as found advantageous in earlier studies [12] . The simulation result for the centralslice with voxel exclusion is shown in the middle row of Fig. 3a . The geometry factor is relatively homogeneous with a mean value of 1.1. However, there are peaks with maximum values up to 2.1 that are partly located in the object center. This behavior becomes more obvious without voxel exclusion with a mean value of 1.5 and the maxima exceeding 200. The difference of the two g maps demonstrates that even though the configuration may well provide relatively low noise enhancement it is potentially susceptible to variations of the object shape and size. ~ The difficulties with this setup arise from the fact that the various demands on the coil configuration cannot quite be fulfilled simultaneously. With the given size of the coil elements, which is appropriate in terms of sensitivity at the center, the aliased image sections cannot really be separately covered. In addition, the two bottom coils cannot be placed in the corners of the FOV and the top coils suffer from reduced sensitivity due to their inclination towards the Bo field.
In order to improve the situation for 2D SENSE imaging the setup was modified by enlarging the imaging volume in the FH dimension to 25.6 cm. Frequency encoding was then applied to this new largest dimension, and PE was performed in the transverse plane as depicted in Fig. 3b . The new situation is very similar to the earlier basic setup, thus the four rectangular coils were arranged according to Fig. 2c . Not surprisingly, the results are very similar with nearly identically low values of the geometry factor.
However, the setup in Fig. 3b cannot entirely fulfill the basic prerequisite of the coils being uniformly distributed around the object, thus causing a sensitivity drop-off between the top and the bottom pair of coils. Yet due to the oval shape of the object more coil elements can be used. In this case the rule-of-thumb which suggests assigning each aliased section to a separate coil is not quite applicable, as the number of coils exceeds the number of sections. Nevertheless, using the available coil types, iterated simulation still yielded a rather intuitive optimal configuration, as displayed in Fig. 3c . Two additional, larger circular coils were placed at the positions with greater distance from the object center whereas the rectangular coils were positioned laterally in non-overlapping pairs. The simulated maximum and mean values of g are 1.7/1.1 with, and 3.t/1.4 without voxel exclusion. Though these values are larger than for the setup in Fig. 3b , the total SNR is improved for two reasons. Firstly, the basic noise of this arrangement is slightly lower and more homogeneous. Secondly, the large g-values appear exclusively in border regions close to the coil, where the basic noise of the array is considerably lower than in the center of the object.
Experiments
For verification of the simulation results and for demonstrating the in vivo feasibility of 2D SENSE, the setup in Fig. 3c was realized experimentally. Coil arrangement, FOVs, encoding directions, and SENSE reduction were chosen identically to the simulations. Three-dimensional imaging was performed using a T1-weighted (RF-spoiled), flow-compensated gradient echo sequence (~/TE/TR = 20~ ms/10.2 ms). A matrix of 128 x 96 x 108 was acquired yielding an isotropic reso- lution of" 2 mm. Sensitivity assessment was based on a 3D reference data set of the same imaging volume with a resolution of 4 ram. The reference data was acquired with the array and the body coil in an interleaved mode in 6 s using a gradient-spoiled EPI sequence (six echoes per excitation, half Fourier acquisition with 62.5% of PE lines). The scan time of the conventional acquisition with full Fourier encoding was 106 s. The 2D SENSE scan was performed four times faster in 26.5 s. The results are displayed in Fig. 4 showing three selected orthogonal slices. The data sets appear identical concerning resolution and contrast. However, the SNR of the SENSE acquisition is visibly lowered, in particular in the nedk region where net sensitivity drops. The geometry/'actors of the data were calculated with voxel exclusion from the coil sensitivities, and the result for a central transverse slice is presented in Fig. 5 . The geometry factor of the 2D SENSE scan in Fig. 5a shows strong similarities to the simulation in Fig. 3c with comparably small maximum and mean values for g of 2.2 and 1.2, respectively. The remaining differences arise from deviations of the oNect shape and certainly also from limitations of the simulation model. As already observed in the simulations, the largest noise enhancement for this setup occurs in the object corners, where the basic noise of the array is known to be relatively low. This results in a balanced final noise distribution that is the product of the basic noise and g. The total SNR reduction of the 2D SENSE scan with respect to the fially Fourier encoded one was calculated using Eq. (1). With R = 4 and using the above g-values, the values for maximum and mean total SNR reduction are 4.4 and 2.4, respectively. For comparison the geometry factors were also calculated for 1D SENSE with the same setup and reduction of R = 4. As expected the results show strong noise enhancement for both reduction in RE direction (Fig. 5b, maximum: 26.6, mean: 3.6) and in AP direction (Fig. 5c , maximum: 7.4, mean: 2.7).
Discussion
2D SENSE has been presented as a means of improving the encoding efficiency in 3D imaging. The properties of the technique were studied using simulations, and practical setups were developed. In vivo imaging was successfully performed with four-fold 2D SENSE reduction. It has been found that in the used setup 2D SENSE was clearly superior to 1D SENSE due to significantly reduced geometry-related noise enhancement.
Simulations focused on the geometry factor revealed important properties of 2D SENSE, emphasizing the crucial role of the coil configuration with respect to net SNR. In this context it was found that increasing degrees of aliasing make the influence of the coil sensitivities difficult to understand intuitively. Therefore, such simulations form the method of choice for optimizing the coil configuration and for judging the usefulness of 2D SENSE for a specific application with minimal effort. The used simulation approach proved fairly reliable in reflecting the in vivo situation. However, if more accurate results are required, mutual coil coupling and a model for the conductivity distribution should be included. Furthermore, the quasi-static approximation has only limited applicability, in particular when considering field strengths higher than 1.5 T.
As a guideline for the coil arrangement it was found that in the first place the usual rules for array configuration should be observed, i.e. the elements should be of appropriate size with respect to the object and uniformly distributed. Furthermore, for 2D SENSE each aliased section of the imaging volume should preferably be individually covered by one coil. If the number of coils exceeds the total reduction factor, it is more difficult to derive general rules for optimal performance, making simulations indispensable.
The presented simulations of the geometry factor included reconstruction both with and without voxel exclusion. On the one hand, this demonstrated the important role of voxel exclusion in achieving the lowest possible noise enhancement. On the other hand, taking into account the performance without voxel exclusion provides information about the robustness of a coil arrangement against minor variations of the geometrical setup. If a g map determined for a fully filled FOV exhibits the main peaks in border regions as in Fig. 3b /c, the corresponding setup will not cause a sudden increase of g for limited changes in coil positioning, FOV, or object size and shape.
The results of this work were represented only by sample central slices. It was found though that the geometry factor behaves similarly througho.ut the imaging volume, except for regions close to the borders of the coil array. Therefore, just as in conventional 3D imaging, it is important to make sure that the imaging volume is sufficiently covered by the array. In automated 3D imaging with SENSE it would seem advisable to evaluate the expected noise level throughout the imaging volume prior to definitive data acquisition.
A net SENSE reduction of R = 4 , resulting from two-fold reduction in each of the two PE directions, was studied in this work. For each potential application, the actually used reduction factors should be individually adapted, depending on the specific geometrical situation and the SNR requirements. As an important feature in terms of optimizing protocols, the SENSE approach allows for non-integer reduction, resuiting in a spatially dependent degree of aliasing. Therefore, 2D SENSE may be superior to the I D method even at net reductions less than four. Higher reduction is generally possible as long as the largest actual degree of aliasing is not larger than the number of coils. However, for the reasons discussed in Section 2, strong geometry-related noise enhancement becomes increasingly difficult to avoid at reduction factors beyond two in each PE direction. SENSE with high reduction factors clearly benefits from increasing the number of independent receiver channels. It remains to further study, however, to which degree the geometry issue can actually be mitigated by using considerably more than six coil elements.
When selecting,, a conventional ima~in,,,, = protocol for the application of 2D SENSE, various ways of utilizing the improved encoding efficiency can be envisioned. The scan time can be shortened, the spatial resolution can be improved, or the imaging volume can be extended. In all cases, one has to take care of maintaining sufficiently high SNR. The basis for this task is finding a coil arrangement with the lowest possible geometryrelated noise enhancement. Furthermore one must consider that in each case sensitivity encoding affects the SNR in a slightly different fashion. The SNR drawback of simply reducing scan time is described by Eq. (1), including the SNR reduction by , j~ due to less Fourier encoding steps. As side effects this usage of SENSE can reduce motion artifacts or increase patient comfort by enabling shorter breath hold duration. In the case of improving spatial resolution, the impact of the. reduced voxel size on the SNR has to be taken into account, as discussed in Ref.
[10]. The third option, i.e. increasing the imaging volume is demonstrated in this work, when considering the change from Fig. 3a to Fig. 3b/c . This mode permits better coverage of the anatomy of interest without increasing scan time or sacrificing resolution. In terms of SNR, extending the imaging volume is the least critical usage, for two reasons. On the one hand, a larger imaging volume permits easier access fi~r the required number of well separated coils, thus reducing geometry factors. On the other hand, as compared with reducing scan time and improving resolution, this mode provides superior SNR due to a greater number of signal samples and to larger voxel size, respectively.
A variety of applications will potentially benefit from 2D SENSE, including brain, abdominal, and cardiac imaging. In the present work, head imaging was performed as an example. However, the results may readily be transferred to other imaging tasks, as long as the relations of object size, FOV, and coil size are comparable. As a rule-of-thumb, for best performance the FOV should have similar size in the two PE directions. The setup should permit arranging as many coils as possible in the PE plane and close to the FOV, while keeping the elements large enough to provide sufficient sensitivity at object depth.
Special considerations are necessary far contrast-enhanced angiography (CE-MRA), which forms a particularly promising field of application. As already demonstrated with ID SENSE [10], the specific problems related to venous enhancement, bolus timing, and breath-holding can be elegantly tackled by reducing scan time. Special advantages of CE-MRA are the relatively high basic signal level and the flexibility in influencing the SNR by choosing the injection rate and the dose of the contrast agent, as also discussed in [15] . Similar tothe standard brain protocol in the present work, the abdominal protocol used in Ref.
[10] is not well suited for direct application of 2D SENSE for the purpose of reducing scan time. This is due to the relatively narrow slab in the AP PE direction which is not accessible for coils with sufficient penetration depth. Here again, increasing the imaging volume would be the better option.
A very different application that already proved successful with 2D SENSE is spectroscopic imaging (SI) [16] . For imaging a single, spectrally resolved slice, standard SI requires two spatial PE directions as spectral encoding precludes frequency encoding. The need for very long repetition times causes scan times on the order of tens of minutes which makes SENSE reduction particularly beneficial.
....
Another variant of 2D SENSE may be just depicting multiple slices rather than a 3D volume. As proposed in Ref. [17] , multiple slices can be excited simultaneously, imaged by a 2D scheme, and then separated using sensitivity int:ormation. If all sets (e.g. pairs) of slices are at the same distance, SENSE reconstruction on such a multiple-slice data set works identical as on 3D Fourier data. Only the Fourier transf'orm has to be skipped in the direction where PE is replaced by slice selection. This variant would have the same properties concerning the geometry factor as the 3D Fourier case discussed in this work. In certain situations, however, choosing other than equidistant sets of slices may be advantageous in terms of noise enhancement in multiple-slice imaging.
