The purpose of this paper is to investigate neural network capability systematically. The main results are: (1) Every Tauber-Wiener function is quali ed as an activation function in the hidden layer of a three-layered neural network; (2) For a continuous function to be a Tauber-Wiener function, the necessary and su cient condition is that it is not a polynomial; (3) The capability of approximating nonlinear functionals de ned on some Banach space and nonlinear operators has been shown, which implies that (4) we can use neural network computation to approximate the output as a whole (not at a xed point) of a dynamical system.
However, in all these papers, sigmoidal functions must be assumed to be continuous or monotone. Recently 9], we pointed out that the boundedness of the sigmoidal function plays an essential role for its being an activation function in the hidden layer.
In addition to sigmoidal functions, many other functions can be used as activation functions in the hidden layer. For example, Hornik 6] proved that any bounded nonconstant continuous function is quali ed to be an activation function. Mhaskar and Micchelli 11] showed that under some restriction on the amplitude of a continuous function near in nity, any non-polynomial function is quali ed to be an activation function.
It is clear that all the aforementioned works are concerned with approximation to a continuous function de ned on a compact set in R n (a space of nite dimensions).
However, in engineering problems such as computing the output of dynamic systems or designing neural system identi ers, we often encounter the problem of approximating nonlinear functionals de ned on some function space, even nonlinear operators from one function space (a space of in nite dimensions) to another function space (another space of in nite dimensions). In 10], Sandberg gave an interesting theorem on approximating nonlinear functionals by superposition and composition of several linear functionals and a continuous function of one variable. Yet, two problems remain open: 1. Can we give those linear functionals explicitly? 2. Can we approximate nonlinear operators rather than functionals? Problem 1 is essential in application, since otherwise we are not able to construct real networks. Problem 2 is important in computing dynamic systems, for a dynamic system is in fact an operator. In 12], we discussed in detail the problem of approximating nonlinear functionals de ned on some compact set in C a; b] or L p a; b] and obtained some explicit results. However, the problem of neural network's capability in approximating nonlinear operators with its related application in computing the output as a whole of a dynamic system still remains open. Moreover, a uni ed and systematic treatment of neural network approximation to continuous functions, functionals and operators is much needed but nevertheless also remains to be an open problem.
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Speci cally, it is quite natural to raise the following issues: (1) What is the characteristic property for a continuous function in the hidden layer of a neural network?
(2) To give a neural network model to approximate nonlinear functionals de ned on some compact set in C(K), where K is some compact set in some Banach space. (3) To give a neural network model, which can be used to approximate the output of some dynamic system as a whole (not merely at a special point, cf. 10] 12]), thus to identify the dynamic system.
In this paper, we systematically give strong results for these issues.
The paper is organized as follows. In section 2, we review some de nitions and notations. In section 3, we show that the necessary and su cient condition for a continuous function in S 0 (R 1 ) (tempered distributions in R 1 ) to be a Tauber-Wiener function (for de nitions, see section 2) is that it is not a polynomial; and any TauberWiener function can be used as an activation function, i.e., any non-polynomial continuous function in S 0 (R 1 ) is an activation function. What is more interesting is that we show the approximation is equiuniform on any compact set in C(K), which is crucial in discussing approximation to continuous operators by neural networks. In section 4, we show the capability of neural networks to approximate continuous functionals de ned on some compact set in C(K), where K is a compact set in some Banach space; and through which we establish the capability of neural networks to approximate continuous operators from C(K 1 ) to C(K 2 ). The main results in section 4 has a direct application to computing output of dynamic systems thus identifying the systems, which is discussed in section 5. De nition 3. Suppose that X is a Banach space, V X is called a compact set in X, if for every sequence fx n g 1 n=1 with all x n 2 V , there is a subsequence fx n k g, which converges to some element x 2 V .
It is well known that if V X is a compact set in X, then for any > 0, there is a -net N( ) = fx 1 ; : : : ; x n( ) g, with all x i 2 V , i = 1; : : : ; n( ), i.e. for every x 2 X, there is some x i 2 N( ) such that kx i ? xk X < .
In the sequel, we will often use the following notations.
X: some Banach space with norm k k X .
R n : Euclidean space of dimension n. Theorem 3 Suppose that K is a compact set in R n , U is a compact set in C(K), g 2 (TW), then for any > 0, there exist a positive integer N, real numbers i , vectors ! i 2 R n , i = 1; : : : ; N, which are independent of f 2 C(K) and constants c i (f), i = 1; : : : ; N depending on f, such that
then we can prove
Theorem 2 is thus proved.
Prior to proving Theorem 3, we need to establish the following lemmas. 
Approximation to Nonlinear Continuous Functionals and Maps
In this section, we will discuss the problem of approximating nonlinear continuous Theorem 5 Suppose that g 2 (TW), X is a Banach Space, K 1 X, K 2 R n are two compact sets in X and R n respectively, V is a compact set in C(K 1 ), G is a Following lemmas are well known and will be used in the proof of Theorems 4 and 5.
Lemma 5 Let X be a Banach Space and K X, then K is a compact set if and only if the following two conditions are satis ed simultaneously: (1) K is a closed set in X; (2) for any > 0, there is a -net N( ) = fx 1 ; : : :; x n( ) g, i.e. for any x 2 K, there constitute an x k 2 N( ) such that kx ? x k k X < .
Lemma 6 If V C(K) is a compact set in C(K), then it is uniformly bounded and equicontinuous, i.e. (1) There is A > 0 such that ku(x)k C(K) A for all u 2 V and (2) for any > 0, there is > 0 such that ju(x 0 ) ? u(x 00 )j < for all u 2 V , provided that kx 0 ? x 00 k X < . Now pick a sequence 1 > 2 > > n ! 0, then we can nd another sequence By Lemma 6, we can also nd 1 > 2 > n ! 0 such that ju(x 0 ) ? u(x 00 )j < k for all u 2 V , whenever x 0 ; x 00 2 K and kx 0 ? x 00 k K < k .
By induction and rearrangement, we can nd a sequence fx i g 1 i=1 with each x i 2 K and a sequence of positive integers n( 1 ) < n( 2 ) < : : : < n( k ) ! 1, such that the rst n( k ) elements N( k ) = fx 1 ; : : : ; x n( k ) g is an k -net in K.
For each k -net, de ne functions
and T k ;j (x) = T k ;j (x) a subsequence of fu i l g 1 l=1 , which converges to some u 2 V . Otherwise, to each u i , there corresponds a positive integer k(i) such that u i = v k(i) . There are two possibilities: (i) We can nd in nite i l and a xed k 0 such that k(i 1 ) = k(i 2 ) = = k(i l ) = = k 0 , i.e. u i l 2 V k 0 for all i l . By proposition 1. of this lemma, V n( k 0 ) is a compact set, there is a subsequence of fv i n( k(i) ) g, which converges to some v 2 V n( k 0 ) , i.e. there is a subsequence of fu i g converging to v 2 V n( k 0 ) .
(ii) There are sequences i 1 < i 2 < : : : ! 1 and k(i 1 ) < k(i 2 ) < : : : ! 1 such that u i l 2 V n( k(i l ) ) . Let v i l 2 V be such that
Since V i l 2 V and V is compact, we see that there is a subsequence of fv i l g 1 l=1 , which converges to some v 2 V . By the proposition 2. of this lemma, the corresponding subsequence of fu i l g 1 l=1 also converges to v. 
Substituting (40) into (39), we obtain that jG(u)(y) ? A graphical representation of Theorem 5 is shown in Fig. 1 .
Application to Nonlinear Dynamical Systems
In 12], we discussed the problem of approximating the output of a dynamical system at a xed point (or time) by neural networks. As a direct application of Theorem 5, we can use neural networks to approximate the output as a whole of a nonlinear dynamical system. Indeed, built upon the several keystone theorems proved earlier in Section 4, our result on this topic follows naturally.
The signi cance of the previous results lies in that we can use neural networks to identify a system (linear or nonlinear). The procedure is as follows:
Let a system be V = KU, where U is the input, V is the output and K is the system to be identi ed.
Suppose that according to some prior knowledge or experiments, we know several input-output relationships V 1 = KU 1 ; : : : ; V n = KU n . Generally, they can be expressed by discrete data sets fu s (x j ); s = 1; : : : ; n; j = 1; : : : ; mg, fv s (y l ); s = 1; : : : ; n; j = 1; : : : ; Lg. Using these data, and by Theorem 5, we can construct a functional 
can be viewed as an approximant of V (y) = (KU)(y), and so identi es the system K.
If the system is linear, then E, V (y) can be simpli ed as 
The larger the values of n, L, m are, the better accuracy we will obtain for this approximation.
Therefore, we have pointed to a way of constructing neural network models for identifying dynamic systems. 
