We evaluate the relevance of covariances in the transmission mechanism of variance spillovers across the US stock, US bond and gold markets from July 2003 to December 2012. For that purpose, we perform a comparative spillover analysis between a model that considers covariances and a model that considers only variances. Our results emphasise the importance of covariances. Including covariances leads to an overall increase of the spillover level and detects the beginnings of the financial crisis and of the US debt ceiling crisis earlier than the spillover measure that considers only variances. Even for the low-dimensional system that we consider, one misses important variance spillover channels when covariances are excluded.
Introduction
The recent financial and sovereign debt crises have made the interdependence of global markets apparent once again. Starting in the US, the subprime mortgage worries that peaked with the collapse of Lehman Brothers in September 2008 have been propagated through the markets and have resulted in a global financial crisis, whose most recent ramifications are the US and European sovereign debt crises. Such crises usually come along with a regular pattern. Their most notable signal is the significant increase in volatility reflecting the increased uncertainty and activity in the markets. Moreover, volatility usually spreads from one market to others. Therefore, the measuring and monitoring of volatility or variance and its spillovers is of particular interest not only to regulators and policy makers, but also to asset and risk managers.
The most widespread techniques used to model spillovers are correlation or covariance models such as the (dynamic) conditional correlation model of Engle (2002) or the BEKK model of Engle and Kroner (1995) . However, these concepts measure pairwise and linear relationships and are thus of limited use in a setting involving several variables that exhibit potentially nonlinear characteristics as is typical for financial data. Alternative specifications circumventing this difficulty include, for example, the dynamic equi-correlation approach of Engle and Kelly (2012) which uses the average across correlations and thus avoids taking pairwise associations. Similarly, the literature on systemic risk has recently introduced spillover measures, such as the systemic expected shortfall proposed by Acharya, Pedersen, Philippon and Richardson (2010) , the distressed insurance premium presented by Huang, Zhou and Zhu (2011) , or the conditional value at risk of Adrian and Brunnermeier (2011) . Although these measures allow for nonlinear dependence, they only quantify associations between individual and system-wide dependencies. More recently, Yilmaz (2012, 2014 ) developed a unified framework for measuring spillovers that allows one not only to track previous and current crises, but, more importantly, to measure spillovers at levels other than the pairwise level, through system-wide spillovers, in a coherent way.
The analytical tools of the Diebold-Yilmaz framework are system-wide spillovers and (pairwise) directional spillover measures that are obtained from the forecasterror variance decomposition of an underlying vector autoregressive model (VAR). Studies using this method to analyse volatility or variance spillovers are therefore 1 based on vector autoregressive models of volatilities or variances; see, e.g., Diebold and Yilmaz (2009 , 2014 , Kumar (2013) and Louzis (2013) . These vector autoregressive models are merely stacked univariate regression models of volatilities. The large literature on multivariate GARCH and stochastic volatility models, however, emphasises the importance of covariance dynamics. Thus, one may ask whether one misses relevant spillover information by only considering volatility or variance spillovers. We therefore propose to incorporate covariances into the model setting. In contrast to previous volatility or variance spillover studies, we exploit high-frequency data for this purpose. This allows us to estimate accurately the daily covariance matrices, which we model dynamically. We then perform a comparative spillover analysis in order to determine the relevance of covariance spillovers.
For our modelling approach, we extend the heterogeneous autoregressive (HAR) model of Corsi (2009) to the multivariate case by developing a vector HAR that is analogous to the standard vector autoregressive (VAR) model. This multivariate HAR model, which is termed the MHAR-RCov model, allows us to apply the method of Yilmaz (2012, 2014) . Moreover, in the same way as the univariate HAR model, it is able to reproduce patterns of long-range dependence in volatility while remaining parsimonious and easy to estimate; see Corsi, Audrino and Renò (2012) for a detailed discussion of this model.
Based on our models, we investigate the role of covariances in the spillover transmission mechanism between three major markets. Using a period of almost ten years for our study, we compare the variance and covariance spillovers across the US equity, the US bond and the gold markets based on the MHAR-RCov model with the variance spillovers based on a model that considers only variances. Our results highlight the importance of covariances. We find that including covariances leads to an overall increase in the spillover level. Moreover, the approach that considers covariances detects the beginnings of the financial and the US debt ceiling crises earlier than the approach that considers only variances. We can show that this earlier detection is attributable to substantial spillovers across variances and covariances that could be linked to a flight-to-quality phenomenon.
We proceed as follows. Section 2 introduces the model. Section 3 presents the methodological approach. The results of the spillover analysis are discussed in section 4. Section 5 concludes.
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The model
For our analysis, we propose a multivariate version of the heterogeneous autoregressive model (HAR) . Formally, the model can be written as:
where x t = vech(RCov t (h) ) is the N(N + 1)/2 × 1 vector representing the unique elements of the N-dimensional realised covariance matrix for a specific time horizon h,
is the corresponding N(N + 1)/2 × N(N + 1)/2 coefficient matrix and t is an N(N + 1)/2 × 1 vector of innovations. Analogously to Corsi (2009) , the h-period realised covariance matrix is defined as:
where RCov t−j is the daily realised covariance matrix as defined in Eq. (20) in Appendix A for day t − j. The cascade structure (daily, weekly, monthly) in Eq. (1) is motivated by the idea that market participants with different investment horizons are active in the market. Conceptually, our model in Eq. (1) is in the spirit of the VEC(p, q)-GARCH model introduced by Bollerslev, Engle and Wooldridge (1988) . We call it the MHAR-RCov model.
We also consider a model that only includes variances. This model is referred to as the MHAR-RV model, and is defined as:
wherex t is an N × 1 vector containing the realised variances of the N variables in the system for a specific time horizon h,β (h) is the corresponding N × N coefficient matrix and˜ t is an N × 1 vector of innovations.
As the HAR model is a restricted AR(22) model, the MHAR-RCov and MHAR-RV models are constrained VAR(22) models that can be estimated by standard estimation techniques. The VAR(22) structure can be seen by noting that the model in 3 Eq. (1), and analogously the model in Eq. (3), can be written as:
where φ = β, for i = 6, ..., 22.
The number of parameters in the MHAR-RCov model in Eq. (1) is 3(N(N + 1)/2) 2 + N(N + 1)/2. For example, even for N = 3, the model already has 114 parameters to estimate. In order to address the curse of dimensionality, we reduce the parameter space. On the one hand, this can be achieved by economic considerations; see, e.g., Bonato, Caporin and Angelo (2009) . On the other hand, one can impose restrictions by means of a purely data-driven approach. Among the model selection procedures discussed by Brüggemann and Lütkepohl (2001) , Brüggemann, Krolzig and Lütkepohl (2002) and Lütkepohl (2005) , we choose the sequential elimination of regressors (SER) procedure combined with the information criterion of Schwarz (1978) . 1 We apply the SER procedure to both the MHAR-RCov model and the MHAR-RV model.
The final restricted MHAR-RCov and MHAR-RV models can be written as
)/2 and the N × N restriction matrices of the MHAR-RCov and the MHAR-RV models, respectively, taking the value zero when a coefficient is set to zero and one otherwise, and • is the Hadamard product. In the following, we use the MHAR-RCov and MHAR-RV models to refer to the restricted MHAR-RCov and the restricted MHAR-RV models, respectively.
The linear nature of the MHAR-RCov model allows for a direct interpretation of the coefficients and yields unbiased forecasts. Both features are essential for the spillover analysis.
1 More details on the SER procedure and the choice of the selection criterion can be found in Appendix B.
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This is for two reasons. First, the spillover analysis is built on multi-step forecasts. Second, direct interpretability is required in order for one to be able to allocate the spillovers to their source. One could be concerned about the fact that the model fails to guarantee the positivedefiniteness of the covariance matrices. However, the spillover analysis relies on the variance decomposition and not on forecasts. Therefore, the lack of positive-definiteness could only emerge as an efficiency issue. Generally, there are few multivariate variance models available that guarantee the positive-definiteness of the covariance matrix by means of nonlinear transformations. Chiriac and Voev (2011) use the Cholesky decomposition and Bauer and Vorkink (2011) the matrix log transformation. However, as a result of these non-linear transformations, these covariance models lack direct interpretability of the coefficients and yield biased forecasts, so that the spillover method of Yilmaz (2012, 2014 ) cannot be applied. Diebold and Yilmaz (2009 , 2014 suggest that one should assess interdependencies across markets, asset classes or countries by means of spillover measures that are based on the forecast-error variance decomposition of a vector autoregressive (VAR) model. In the light of this, consider a covariance stationary K-variable VAR(p):
Spillover measures
where φ i is a K × K parameter matrix and t is an error term with zero mean and covariance matrix Σ. In our setting, we use the restricted VAR(22) as outlined in Eq. (6) and Eq. (7). Its moving average representation is given by:
where the K × K coefficient matrices A i are derived from
There are two approaches for deriving the variance decomposition. The first approach uses the Cholesky factor orthogonalisation that generates orthogonalised innovations and results in an order-dependent variance decomposition. The second approach exploits the generalised VAR framework of Koop, Pesaran and Potter (1996) and Pesaran and Shin (1998) that allows for correlated, instead of orthogonalised, shocks. As a result, this approach produces an order-independent variance decomposition. In contrast to the Cholesky decomposition, the generalised variance decomposition allows one to analyse the directions of spillovers.
Consequently, exploiting the generalised VAR framework is more compelling.
Following Pesaran and Shin (1998) , the decomposition of the error variance into the variance components attributable to the different variables under consideration, for a forecast horizon H, is given by:
where Σ is the covariance matrix of the error variance , σ jj is the variance of the error term for the jth equation and e i is the binary selection vector whose ith entry takes the value one and whose other entries are all zero. As the shocks to each variable are not orthogonalised, as they are for the case of the Cholesky decomposition, the sum of the contributions to the forecast-error variance is not equal to one. Diebold and Yilmaz (2012) thus propose that θ g ij (H) should be normalised such that the information in the variance decomposition matrix can directly be used for the spillover index. This yields: Diebold and Yilmaz (2009) define own variance shares and cross variance shares of an H-stepahead forecast-error variance. Own variance shares are the fractions of the H-step-ahead forecast-error variances in forecasting variable i that are attributable to shocks to variable i for i = 1, ..., K, while cross variance shares or spillovers are the corresponding fractions attributable to shocks to variable j for j = 1, ..., K such that j = i. The spillover index is defined as the sum of the cross variance shares divided by the sum of all variance shares. The resulting spillover index for the H-step-ahead forecast horizon is hence defined as:
Spillover index
Essentially, this spillover index is the sum of all the off-diagonal elements of a generalised variance decomposition relative to the number of variables considered in the specific VAR at hand. It summarises how much of the forecast-error variances can be explained by spillovers.
Directional spillovers
As Yilmaz (2012, 2014) point out, using the generalised VAR framework as opposed to the Cholesky based framework allows one to determine the direction of spillovers.
The directional spillovers received by variable i from all other variables j are defined as:
while the directional spillovers transmitted by variable i to all other variables j are measured by:
The set of directional spillovers provides a decomposition of the spillover index into spillovers coming from (or to) a specific source. It hence allows one to identify the systemically important drivers of the spillover index, which is particularly relevant for regulators and for risk and asset managers.
Pairwise directional spillovers
We can further decompose the directional spillovers into pairwise directional spillovers. The pairwise directional spillovers from variable j to variable i are defined as :
and from variable i to variable j are defined as:
Note that generally S g ij = S g ji . The decomposition into pairwise spillovers allows us to determine the spillover linkages between two variables. We can hence identify the relevant spillover interconnections of the directional spillovers and the spillover index. Since the realised covariance estimator does not necessarily lead to positive-definite covariance matrices, we check for the positive-definiteness of the covariance matrices. If there is a violation, we replace the estimate by the nearest positive-definite covariance matrix, using the projection algorithm of Higham (2002) . In Figure 1 , we display our estimates of the realised variances, covariances and correlations of the three markets under consideration.
Static analysis: spillover table
We estimate the model in Eq. (1) and apply the sequential elimination procedure as outlined in Appendix B. For the full sample, the SER procedure based on the Schwarz criterion sets 61 of the 114 parameters to zero. In Table 1, we provide the spillover table for the full sample and a forecast horizon 4 of H = 25 days. Analogously, we also apply the SER procedure to the MHAR-RV model and provide the corresponding spillover table in Table 2 . The spillover table contains the variance decomposition where the forecast-error variance components in forecasting variable i coming from shocks to variable j (for all i and j) are reported. The ijth entry in the table is the approximate contribution to the forecast-error variance of the realised (co)variance i coming from innovations to the realised (co)variance j. It also includes the spillover index in the lower right corner. The off-diagonal column sums labelled "directional TO others" and the off-diagonal row sums labelled "directional FROM others" represent the directional spillovers; see Yilmaz (2012, 2014) .
A number of features should be noted in Table 1 . For the pairwise directional spillovers, we find clear blocks of high and low pairwise directional spillovers. For example, the variance of the bond market (Var US ) and the covariance between the bond and the stock market (Cov US,SP ) exhibit substantial pairwise directional spillovers (26% and 15%, respectively).
Similarly, we find high pairwise directional spillovers of 29% and 24% for the variance of the stock market (Var SP ) and the covariance between the bond and the stock market (Cov US,SP ).
Of lower magnitude, but still substantial, are the pairwise directional spillovers between the variance of the gold market (Var GC ) and the covariance between the bond and the stock market (Cov US,SP ). Hence, spillovers from the covariance between the bond and the stock market (Cov US,SP ) to the variances and vice versa are substantial and relevant. We also find notable pairwise directional spillovers among the variances and covariances. For example, we find pairwise directional spillovers of 10% and 11 % among the variance of the bond market (Var US ) and the stock market (Var SP ), and of 28% and 21% among the covariances involving the gold market (Cov US,GC and Cov SP,GC ). Nevertheless, the largest individual elements are the diagonal elements, that is the own variance shares. In contrast, we find rather low pairwise directional spillovers across the two covariances involving the gold market and the three variances.
The row sum of the pairwise directional spillovers in Table 1 yields the directional spillovers from others. Similarly, the column sum of the pairwise directional spillovers results in the directional spillovers to others. We consider first the "directional FROM others" column. The highest directional spillovers go to the covariance between the bond and the stock market (Cov US,SP ) and to the variance of the stock market (Var SP ), while the covariance between the gold and the stock market (Cov SP,GC ) receives the smallest directional spillovers. Moreover, the variance of the gold market, as well as the two covariances involving the gold market, receive substantially less spillovers (< 37%) than the other variances and covariances (> 47%).
Considering the "directional TO others" row, we find a similar pattern. More specifically, we find that the covariance between the bond and the stock market (Cov US,SP ) is the most relevant spillover transmitter. This is because the most substantial spillovers (73%) originate from the covariance between the bond and the stock market (Cov US,SP ). In contrast, the variance of the gold market (Var GC ) and the covariance between the bond and the gold market (Cov US,GC ) are the least relevant spillover transmitters (26% and 30%). Thus, together with the covariance between the stock and the gold market (Cov SP,GC ), they are not only the least relevant spillover receivers, but also the least relevant transmitters. The gold market can hence be considered as a market that is less subject to systemic risk. In contrast, the stock and bond market are substantially exposed to spillovers, which emphasises the strong linkages between these two markets.
The system-wide spillovers of the realised covariance matrix are measured by the spillover index in the lower right boldface entry of Table 1 . The spillover index measures the systemic risk associated with the multivariate system. A spillover index of 43% means that 43% of the covariance forecast-error variance comes from spillovers. This illustrates how highly interconnected the variances and covariances of the three markets are. In contrast, for the MHAR-RV model Table 2 reports a substantially lower spillover index of 23%. Thus, the spillover index of the MHAR-RCov model is almost twice the size of the spillover index based on the MHAR-RCov model. This shows that neglecting covariances underestimates the systemic risk associated with an investment in these three markets.
In order to evaluate the relevance of the covariances, we evaluate the contributions of the variances and the covariances. We therefore define own covariance spillovers as the spillovers from covariances to covariances and cross covariance spillovers as the spillovers from covariances to variances, in the spirit of Eq. (13) and Eq. (14). Analogously, we define own variance spillovers and cross variance spillovers. We report their contributions for the full sample in Table 3. The contribution of the own variance and the own covariance spillovers amounts to 22% and 23%, respectively. They thus contribute equally to the spillover index. In contrast, the contribution of the cross covariance spillovers (30%) is larger than the contribution of the cross variance spillovers (25%). In terms of total contribution, the cross variance and the cross covariance spillovers account for 55% (=25%+30%) of the spillover index. Consequently, more than half of the spillover index is attributable to spillovers between variances and covariances, emphasising not only their strong interdependence, but also explaining the substantially higher spillover index found using the MHAR-RCov model.
Dynamic analysis: spillover plot
The spillover table provides only a summary of the average spillovers. In order to account for time-variation, we move from a static sample analysis to a dynamic sample analysis.
As Diebold and Yilmaz (2014) argue, allowing for time-varying spillovers effectively means allowing for time-varying parameters. Although there are several ways of introducing timevarying parameters, Diebold and Yilmaz (2009 , 2014 use the rolling window approach because of its simplicity and its coherence with a wide variety of time-varying parameter mechanisms. We also follow this idea. We recursively estimate and apply the SER procedure to the MHAR-RCov and the MHAR-RV model using 500-day rolling windows 5 , and subsequently plot the corresponding time series of spillover indexes. We provide two spillover plots: the spillover plot based on the MHAR-RCov model, in Figure 2 , and the spillover plot based on the MHAR-RV model, in Figure 3 . Moreover, we focus on a time horizon of H = 25 days, but also report the results for the time horizons of H = 2, 10 days as robustness checks.
Comparing Figure 2 with Figure 3 , we can make three observations. First, there is a noticeable level difference in the spillovers. On average, the spillover index based on the MHAR-RCov model is about 17 percentage points higher. In the same way as for the static analysis, the spillover plots confirm that the true systemic risk associated with an investment in the stock, the bond and the gold market is severely underestimated when covariances are neglected. Second, both spillover plots document an overall increase in spillovers, reflecting an increased interdependence during the financial and sovereign debt crises. As has been argued by Castiglionesi, Feriozzi and Lorenzoni (2009) We now describe the time-varying behaviour of the spillover index for both models in more detail. Considering first the spillover plot with covariances in Figure 2 , we find that the spillover index starts at a value of around 30%. It reacts to the first signs of subprime worries as it begins to rise in February 2007 when the subprime mortgage defaults increase.
However, the most active period for the spillover index starts at the beginning of the financial crisis in July 2007; this date is marked in the spillover index with a peak of around 50%.
In a similar way to Diebold and Yilmaz (2012) the MHAR-RCov model, i.e., it peaks at 66% and remains high during the subsequent global spreading of the financial crisis until the second half of 2011. In contrast to the spillover plot including covariances, the US debt ceiling crisis is reflected rather late in the spillover plot based on the model that considers only variances, as can been seen from the sudden peak of the spillover index that coincides with the downgrading of the United States' credit rating.
The spillover index based on the MHAR-RV model thus reacts to the same major economic events as does the spillover index based on the MHAR-RCov model. However, it detects the financial and the US debt ceiling crises later.
In conclusion, the spillover index based on the MHAR-RCov model ranges between 17%
and 83 %, while the spillover index based on the MHAR-RV model is between 10% and 66%.
They both respond to major economic events during the recent financial and sovereign debt crises. Including covariances, however, leads to a higher spillover level, on average. Moreover, including covariances allows us to document the beginnings of the financial crisis and the US debt ceiling crisis at an earlier stage and more precisely than the spillover plot based on the model that includes only variances. As a consequence, modelling only variances underestimates the interdependence and the systemic risk.
Dynamic analysis: own and cross spillover plots
In order to determine the relative contribution of the covariances and the variances in the dynamic setting, we provide the cross spillover plot in Figure 4 . The cross spillover plot displays the spillovers across covariances and variances in a dynamic context. The top two panels illustrate the cross variance spillovers (spillovers from variances to covariances) and the cross covariance spillovers (spillovers from covariances to variances), while the bottom panel corresponds to the difference between the cross variance and the cross covariance spillovers, i.e., the net cross spillovers.
Considering the cross variance and cross covariance spillovers in Figure 4 , we see that they share similar dynamics and are roughly of the same magnitude. The net cross spillovers confirm this observation as they are close to zero throughout our sample. Hence, both the cross variance and the cross covariance spillovers can be considered to be equally important spillover channels.
The own spillover plot in Figure 5 is analogous to the cross spillover plot. The distinction between the own variance and the own covariance spillovers is of particular interest as it allows us to analyse the role of covariances better. Most importantly, the own variance spillover plot in the MHAR-RCov model setting can be considered as the analogue of the spillover plot in the MHAR-RV model setting. More precisely, like the own variance spillover plot, which displays the spillovers between variances, the spillover plot based on the MHAR-RV model contains only variances and hence only own variance spillovers. Consequently, we can evaluate the extent to which the spillover information of the MHAR-RV model is preserved in the MHAR-RCov setting, and how much information is additionally contributed by the co- beginnings of the financial and the US debt ceiling crises. We therefore provide in Figure 6 the spillover plot based on the MHAR-RV model and the dynamics of the adjusted 6 own variance spillover plot. Comparing the two plots confirms that the own variance spillover plot can be considered as the analogue to the spillover plot based on the MHAR-RV model.
In other words, the spillover plot based on the MHAR-RCov model contains the information provided in the MHAR-RV model.
Furthermore, by comparing Figure 4 with Figure 5 we can identify the following drivers of the reaction to the financial and the US debt ceiling crisis: first, the cross variance, second the cross covariance, and third the own covariance spillovers. This is because the own variance spillovers do not react to the subprime worries emerging in 2007, and remain fairly calm until the collapse of Lehman Brothers. Moreover, the own variance spillovers display a delayed reaction to the US debt ceiling crisis. Consequently, the tracking and monitoring of crises is better achieved in a setting where covariances are considered. The spillover information contained in the MHAR-RV model is clearly insufficient. To sum up, the cross spillovers are of slightly larger magnitude than the own spillovers.
As regards only the cross spillovers, both the cross covariance and the cross variance spillovers are equally important spillover channels, and both react early to the financial and US debt ceiling crises. Comparing the cross spillovers with the own spillovers, we find that the own covariance spillovers display a similar pattern to the cross covariance and cross variance spillovers, while the own variance spillovers differ. More specifically, the cross variance, cross covariance and own covariance spillovers are the drivers for the early reaction of the spillover index to the financial and the US debt ceiling crisis. In contrast, the spillover information from the MHAR-RV model and the own variance spillover information from the MHAR-RCov model, respectively, are not sufficient.
Dynamic analysis: directional and pairwise directional spillover plots
The spillover plot, as well as the own and the cross spillover plots, give a first impression of the time-varying behaviour of the spillover index and its composition, yet they discard directional information. We therefore derive the dynamics of the directional spillovers using Eq. (13) and Eq. (14) . This allows us to analyse the spillover dynamics to and from a specific source. We focus on the directional spillovers to and from variances, as we are particularly interested in how the directional spillovers to and from variances change when covariances are considered. We therefore decompose the directional spillovers into directional cross and Figure 7: Directional spillovers from and to the variances with cross and own spillover decomposition. The figure shows the directional spillovers from and to the variances along with a directional cross and own spillover decomposition for a forecast horizon H = 25 days based on the MHAR-RCov model. The left column displays the directional spillover to the variances (receiver side). It further decomposes these directional spillovers into directional own variance spillovers (dark grey area) and directional cross covariance spillovers (light grey area). The right column depicts the directional spillovers originating from the variances (transmitter side). They are also decomposed into directional own variance (dark grey area) and directional cross variance spillovers (light grey area).
directional own spillovers, and provide the results in Figure 7 . The left column displays the receiver side of the directional variance spillovers ("directionals FROM" column entries), while the right column shows the transmitter side ("directionals TO" row entries).
In terms of magnitude, the most relevant directional spillover receiver and transmitter is the variance of the stock market (Figure 7 , middle panels), while the other two variances are spillover receivers and transmitters of smaller size (Figure 7 , top and bottom panels). Moreover, the decomposition into own and cross directional spillovers reveals the importance of the directional cross spillovers for all three variances (Figure 7 , light grey areas). They are not only substantial, but they clearly dominate the directional spillovers from and to the variances (Figure 7 , light grey areas vs. dark grey areas). More specifically, the directional spillovers to and from the variance of the bond market react early to the financial crisis by receiving and transmitting substantially more cross spillovers from the start of the financial crisis in mid-2007 until the end of 2012 (Figure 7 , top panels, light grey areas). For the stock market, we can observe a similar pattern (Figure 7 , middle panels, light grey areas vs. dark grey areas): the directional spillovers from and to the variance of the stock market are also mainly driven by cross spillovers. They increase early in 2007 and gain momentum with the emergence of the financial crisis in mid-2007. Subsequently, they temporarily decline during the global spreading of the financial crisis, and increase again with the emerging US debt ceiling crisis at the beginning of 2011 (Figure 7, middle panels, light grey areas) . In contrast, the directional spillovers from and to the variance of the gold market exhibit directional own and cross spillovers that share similar dynamics until the emergence of the US debt ceiling crisis (Figure 7 , bottom panels, light grey areas vs. dark grey areas). Both the directional cross and the directional own spillovers remain calm until the collapse of Lehman Brothers and they increase with the global spreading of the financial crisis. With the emerging US debt ceiling crisis, however, the directional cross spillovers to the variance of the gold market dominate the directional own variance spillovers (Figure 7 , right column, bottom panel, light grey area vs. dark grey area), while the directional cross spillovers from the variance of the gold market continue to display a similar pattern to the directional own variance spillovers (Figure 7 , left column, bottom panel, light grey area vs. dark grey area). In other words, the cross variance and the cross covariance spillovers, not the own variance spillovers, are the principal drivers of the early reaction.
We further decompose the directional spillovers from and to the variances into pairwise directional spillovers, using Eq. (15) and Eq. (16). This is to determine the main drivers of the dynamics in the directional spillovers to and from variances. Figure 8 provides the pairwise directional cross (variance and covariance) spillover plots, while Figure 9 reports the pairwise directional own variance spillover plots.
We start with the decomposition of the directional cross spillover plots in Figure 8 . On the receiver side (Figure 8 , left column), two important observations can be made. First, the main cross covariance spillover source is the covariance between the bond and the stock market (Figure 8 , sum of the dark grey areas in the left column). Second, the variance of the stock market is the largest cross spillover receiver (Figure 8 , left column, middle panel), and is closely followed by the variance of the bond market (Figure 8 , left column, top panel).
Consequently, there is a strong linkage between the covariance of the bond and the stock market and the corresponding variances. In contrast, the remaining two covariances, i.e., Cov US,GC and Cov SP,GC , are a relatively negligible source of cross covariance spillovers (Figure 8 , sum of the light and medium grey areas in the left column). They are mostly relevant to the variance of the stock and the gold market. We observe similar patterns on the transmitter side.
Furthermore, the pairwise directional cross spillover plots also allow us to identify different drivers of the financial and the US debt ceiling crises in the cross variance and the cross covariance spillover plots and subsequently in the spillover plot. On the receiver side, the cross covariance spillovers to the variance of the bond and the stock market (Figure 8 This spillover pattern might be linked to a flight-to-quality phenomenon. A flight-toquality phenomenon occurs during financial turmoil when investors sell risky assets and buy safer assets, resulting in decreasing and negative correlations; see Chordia, Sarkar and Subrahmanyam (2005) , Conolly, Stivers and Sun (2005) , Baur and Lucey (2009), and Creti, Jots and Mignon (2013) , among others. Although our analysis does not allow us to determine the direction in which the covariances will change, the higher spillovers indicate that the covariances either increase or decrease. Considering the relevant realised covariances in Figure 1 (middle column, top and bottom panel), we can observe that the increased cross spillover activity coincides with the episodes of substantially negative realised covariances. Simultaneously, we can also observe that the corresponding realised correlations in Figure 1 column, top and bottom panel) display pronounced negative trends during these episodes.
Consequently, the observed spillover patterns are consistent with a flight-to-quality phenomenon. More specifically, during the first half of 2007 and in particular during the stock market panic at the beginning of 2008, the increased spillovers from and to the covariance between the bond and the stock market on the one hand and between the stock and the gold market on the other hand indicate that all three variances and the covariances involving the stock market change. This spillover pattern could be induced by investors swapping out of US equities and into US treasuries and gold. On the contrary, the emergence of the US debt ceiling crisis is mainly characterised by spillovers across the covariance between the stock and the gold market and the variance of the stock and the gold market. This observation could be associated with investors fleeing into the gold market, since the bond market might have been perceived as a less safe investment in the wake of the US debt ceiling crisis.
We also analyse the directional own variance spillovers provided in Figure 9 . In contrast to the previous directional (variance and covariance) cross spillover plots in Figure 8 , the dynamics of the directional own variance spillovers on the receiver and the transmitter side do not exhibit a similar time evolution for all markets. For the variance of the stock and the gold market, we observe an asymmetric pattern ( Figure 9 , middle and bottom panels).
Consider first the variance of the stock market. On the receiver side, the variance of the stock market starts to receive substantially more own variance spillovers with the Lehman
22
Brothers collapse (Figure 9, left column, middle panel) . In contrast, on the transmitter side, the directional own variance spillovers decline with the Lehman Brothers collapse (Figure 9 , right column, middle panel). Moreover, for the US debt ceiling crisis, we observe that the directional own variance spillovers substantially increase on the transmitter side, while they decline on the receiver side. We find the exactly opposite directional own spillover pattern on the receiver and on the transmitter side of the gold market's variance (Figure 9 , bottom panels). Consequently, the variance of the gold market receives substantially more own variance spillovers in mid-2011 (Figure 9 , left column bottom panel), while it is the variance of the stock market that transmits more directional own variance spillovers with the downgrading of the US credit rating in mid-2011 (Figure 9 , right column, middle panel). Finally, and in contrast to variance of the stock and the gold market, the directional own variance spillovers to and from the variance of the bond market (Figure 8 , top panels) display similar directional own variance spillover dynamics on the receiver and the transmitter side.
The decomposition into pairwise directional own variance spillovers reveals that these own variance spillover patterns are intertwined. The reaction to the financial crisis of the directional own variance spillovers on the receiver side is due to the increased directional own variance spillovers to the stock market's variance ( . In other words, during the financial crisis, the variance of the gold market transmits more spillovers than it receives, and the variance of the stock market receives more of these spillovers than it transmits. The reverse pattern can be observed for the US debt ceiling crisis. The variance of the stock market transmits more spillovers to the variance of the gold and the bond markets than it receives from them ( Figure 9 , left column, top and bottom panels, dark grey areas vs. left column, middle panel, medium and light grey area, period from mid-2011 until end of 2012). Together with the cross spillover analysis, we can therefore conclude that the late reaction to the financial and US debt ceiling crisis in the own variance spillover plots in Figure 5 is mainly due to the delayed own variance spillovers between the variance of the stock and the gold market. paring the (pairwise) directional own variance spillover plots based on the MHAR-RCov model in Figure 9 with the (pairwise) directional own variance spillover plots based on the MHAR-RV model in Figure 10 , we find strong similarities. This implies that the spillover information inherent to variances is preserved in the directional spillover analysis based on the MHAR-RCov model. Moreover, our (pairwise) directional spillover analysis has shown that the spillovers across variances and covariances are meaningful, and that they allow us to track the events witnessed during the recent financial and sovereign debt crises better.
Consequently, in excluding covariances, one misses an important spillover channel essential to all three variances.
Conclusion
This paper investigates the role of covariances in the transmission mechanism of variance spillovers, using the spillover measures introduced by Yilmaz (2012, 2014) . In order to do this, we provide a comparative analysis for a model including covariances and a model excluding covariances. We perform the spillover analysis on three asset classes (equity, fixed income and gold) over a period of almost ten years.
The spillover analysis shows the significance of the covariances. First, the spillover measure based on the model including covariances displays a higher overall level compared with the spillover measure based on the model that considers only variances. To ignore covariances is thus to underestimate the systemic risk associated with an investment in the three asset classes. Moreover, the time evolution of the spillover measure including covariances detects the beginnings of the financial and the US debt ceiling crises earlier than the spillover measure that only considers variances. We find that the cross variance, cross covariance and own covariance spillovers are the main drivers for these early reactions. In other words, the spillover information from the variances only is not sufficient. Ignoring covariances thus results in a major loss of spillover information that is relevant to all three variances.
The decomposition of the directional spillovers to and from variances into (pairwise) directional own variance and (pairwise) directional cross (variance and covariance) spillovers emphasises the importance of cross (variance and covariance) spillovers. Moreover, the decomposition reveals the drivers of the early reaction to the financial and the US debt ceiling crisis in the cross variance and the cross covariance spillovers and thus also in the systemwide spillovers. The driver of the financial crisis is the covariance between the stock and the gold market as well as the covariance between the bond and the stock market, while the driver is only the first of these in the case of the US debt ceiling crisis. This particular spillover pattern might be linked to a flight-to-quality phenomenon. The cross spillovers we observe with the emergence of the financial crisis could be generated by investors fleeing out of equity into US treasuries and gold, whereas the cross spillovers observed during the emergence of the US debt ceiling crisis could be explained by investors fleeing into the gold market and to a lesser extent into the bond market.
The insights of this study are important for risk managers, asset managers and policy makers for two reasons. First, measuring spillovers across covariances and variances provides deeper insights into the spillover transmission mechanisms that are relevant to portfolio diversification. Second, evaluating variance and covariance spillovers among the stock, the bond and the gold market as opposed to only (own) variance spillovers improves the detection and tracking of crises. This allows one to adjust the risk exposures of portfolios accordingly and in good time, and may reduce the transaction costs arising from unnecessary adjustments in portfolios.
Although we perform our analysis on a small portfolio that considers only three markets, we find a substantial loss of information when we ignore covariances. We expect these losses to increase as the dimensions of the underlying universe of assets become higher. Clearly, this would require an extension of our modelling approach to larger portfolios. We leave this for future research.
