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Multimedia has received a great deal of attention in the last few years. Multimedia 
has various applications in the felds of digital television, interactive graphics environ-
ment, teleconferencing, electronic cameras, communication over computer networks, and 
ultrasonic scanning [3]. These applications need storage and transmission of multimedia 
data. 
Multimedia information is highly data intensive and hence requires large amounts of 
memory for storage. As a result, the transmission of this data from one machine to another 
often requires large bandwidth; thus, compression of multimedia data is very important 
to many applications. By using data-compression techniques, it is possible to reduce the 
number of bits required to represent multimedia data by removing redundant information. 
There are two types of data-compression techniques - lossless and lossy compression. 
In lossless compression schemes, the reconstructed information is identical to the original 
information. Examples of lossless compression are huffman coding, run-length coding, 
and arithmetic coding. In lossy compression, the reconstructed data is of a degraded qual-
ity relative to the original data. The ratio of the original data size to the compressed data 
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size is known as the compression ratio. Lossy compressions achieve high compression 
ratios with some loss of data. 
A typical lossy data-compression system consists of three components, namely (a) 
Transformer, (b) Quantizer, and (c) Entropy Encoder. Compression is accomplished by 
applying a linear transform to decorrelate the multimedia data, quantizing the resulting 
transform coeffcients, and entropy coding the quantized values. The multimedia data is 
reduced by an encoder and sent over the network channel to a decoder at the other end. 
The decoder follows the reverse process of the encoder to reconstruct the data. 
Data is often lost in transit across networks; i.e, packets are discarded at random due 
to network failure and congestion. Conventional methods require retransmission of data 
causing signifcant network delays and waste of network bandwidth. Hence, there is a 
need for a framework that avoids retransmission of data while still preserving multimedia 
data quality at the receiver. Methods to avoid retransmission include error-protection al-
gorithms which assign Forward Error Correcting (FEC) codes to the multimedia data. The 
most straightforward approach to FEC protection is that of Equal Loss Protection (ELP) 
in which the error-protection is applied equally to all bits of the compressed data. Al-
ternatively, Unequal Error Protection (UEP) algorithms assign unequal amounts of FEC 
protection to the data in an effort to vary protection strength according to each bit’s impor-
tance to the image quality. This latter approach tends to perform better than the former in 
terms of quality of the data [6]. 
3 
In a scene, different regions of multimedia data vary in importance. If, for example, 
a scene contains a person reading news, the person reading the news is more important 
than the background. In object-based coding, in contrast to conventional coding, a scene 
is viewed as a composition of objects. Object-based coding allows encoding and decoding 
of arbitrarily shaped objects and thus provides random access to these objects. This allows 
a user to access an arbitrarily shaped object and manipulate this object independently. 
In object-based coding, the objects in an image are encoded independently along with 
information on its position in the image. At the receiver, users can decode the object of 
interest and interactively manipulate object composition without the need to recover or 
decode the entire scene [3]. 
MPEG4, the latest video-compression standard, relies on object-based representation 
of scenes. MPEG4 objects include arbitrarily shaped video objects and arbitrarily shaped 
still-image texture objects. 
This thesis investigates the FEC protection of object-based codings. Specifcally , we 
explore the assignment of UEP to objects of an image so that each object 1) is protected 
within itself according to the importance of each of its bits to image quality, 2) has an 
object-level amount of error-protection proportional to the object’s importance to recon-
struction quality of the scene, and 3) can be accessed randomly independent of other ob-
jects of the image. Hereafter, only arbitrarily shaped still-image objects, which are a spe-
cial case of multimedia data, are considered. The general approaches considered, though, 
apply to other multimedia forms. 
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The outline for the rest of this thesis is as follows: In Chapter 2, embedded coding 
using Set Partitioning In Hierarchical Trees (SPIHT), an image-coding technique, and 
protection of embedded bitstreams against packet losses using UEP algorithms are dis-
cussed in detail. Chapter 3 introduces two methods that protect still-image objects and 
considers the problem of random accesses to the objects. Experimental results exploring 
the performance of these two methods are presented in Chapter 4, and fnally , Chapter 5 
suggests future work to conclude our discussion. 
CHAPTER II 
BACKGROUND THEORY 
SPIHT, an embedded image-coding technique, and UEP, a loss-protection algorithm, 
are the building blocks for object-based UEP. This chapter provides an overview of em-
bedded coding techniques and also explains the different ways data can be protected over 
lossy channels. 
2.1 Embedded Coding 
In an embedded code, the bits of a bitstream are arranged in the order of importance. 
This is similar to binary fnite-precision representations of real numbers. For each extra 
bit added to the right in a representation of a real number, the precision increases. For 
�
example, if an embedded encoder produces two fles from the same source with size 
� �
and  bits in an embedded fashion, where   , then the fle with bits is exactly 
�
the same as the frst bits of the fle with size  . Using an embedded code, the encoding 
process can stop at any point once the desired target bit count is met. Similarly at the 
decoder, decoding can be stopped at any point and reconstructions for lower-rate encodings 
can be produced [10]. Progressive transmission of the data is thus possible in that the 
5 
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decoder can produce multiple reconstructions of increasing fdelity as it receives more and 
more of the embedded bitstream. 
2.1.1 Set Partitioning in Hierarchical Trees (SPIHT) 
SPIHT is a fully embedded image-compression technique with precise rate control and low 
complexity [9]. SPIHT outperforms other image-compression techniques such as JPEG 
[12], vector quantization, and stack run [11]. SPIHT is a refnement of the Embedded 
Zerotree Wavelet algorithm [10]. It orders data progressively; i.e., globally important data 
is sent frst. The decoder can stop decoding at any point in the decoding process and a 
lower bit-rate image can be decompressed and reconstructed. 
SPIHT uses the 9-7 biorthogonal wavelet with symmetric extention in the Discrete 
Wavelet Transform (DWT) of an image. The organization of the wavelet coeffcients is 
in the form of a hierarchical subband system. The lower-frequency components, where 
most of the image energy is concentrated, are in higher levels and the frequency increases 
when moving from higher levels to lower levels. The highest-level component is treated 
as the tree root. In this tree structure, each node consists of either four direct descendants 
(offsprings) or no offsprings (leaves). The structure signifcance test is done on wavelet co-
effcients with respect to a given threshold; i.e., a coeffcient is considered to be signifcant 
if it is greater than the threshold. If a coeffcient is insignifcant, then all the coeffcients at 
a fner scale of the same spatial orientation are assumed to be insignifcant. 
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SPIHT encoding forms sets of the wavelet coeffcients according to spatial orienta-
tion and performs magnitude tests to order them. The magnitude-ordered coeffcients are 
coded using a set-partitioning algorithm and are transmitted in bit planes with the most-
signifcant bit plane frst. There are two major passes in the SPIHT algorithm. In the 
frst pass, known as the sorting pass, coeffcients which are signifcant with respect to the 
current threshold are identifed, and their pixel coordinates are sent. In the second pass, 
known as the refnement pass, the precision of the previously sent coeffcients is increased 
by sending the next most-signifcant bit from their binary representations. The output is 
fully embedded code which allows the encoder to meet an exact target bit rate. 
2.1.2 Shape Adaptive SPIHT Encoding 
In object-based coding, an image is partitioned into various objects of arbitrary shapes, and 
shape adaptive encoding is used for compression of these arbitrarily shaped objects. The 
SPIHT algorithm can be made to be shape adaptive by incorporating a Shape Adaptive-
Discrete Wavelet Transform (SA-DWT) such as that of [4]. In a SA-DWT, the number 
of coeffcients is exactly equal to the number of pixels in the objects, which is achieved 
by using a mask that is opaque for object pixels and transparent everywhere else. In 
Shape Adaptive SPIHT (SA-SPIHT) encoding, each time a coeffcient is to be encoded, 
its position with respect to the mask is taken into consideration. If a coeffcient is within 
the opaque region of the mask, it is encoded. All transparent coeffcients are considered to 
be insignifcant at all times, and thus encoding is avoided. Similarly, shape information is 
8 
also used to determine which coeffcients need to be decoded and which need not during 
the decoding process. 
2.2 Error-Protection Algorithms 
2.2.1 Erasure Codes 
The bitstream obtained after encoding is packetized for transmission over the network 
channels, and these packets either arrive intact or are discarded at random due to network 
failures. The conventional method of combatting packet loss is retransmission of lost 
packets, which can cause increased delay and additional congestion. To overcome these 
drawbacks, the transmitter can instead send some amount of redundant information (FEC 
codes) along with the source data. This redundant information allows the reconstruction 
of lost data without the need for retransmission, and codes with this capability are called 
erasure codes due to their ability to recover lost or “erased” data. The principle of erasure 
codes is that  blocks of source data are encoded to produce  blocks so that any 
subset of  blocks out of the  encoded blocks is suffcient to reconstruct the  blocks 
of source data [8]. In such a 	
 code,  is the number of source blocks,  is the total 
number of blocks sent, and 	 is the number of redundancy blocks added. Such a 
code allows the receiver to lose up to 	 blocks in the total of  blocks and still 
recover all  blocks of the source. Reed-Solomon codes [8] are the most common type of 
erasure code. In the following, we discuss various error-protection strategies built upon 
9 
the general properties of 	˘ erasure codes. Reed-Solomon, or any other 	ˇˆ˘ erasure 
code, may be assumed in our discussion and in our results. 
2.2.2 Unequal Error Protection (UEP) 
UEP is a framework that assigns FEC codes to bitstreams such that the most important 
information receives the greatest protection. UEP attempts to provide graceful degrada-
tion of image quality as the packet losses increase [6]. There are several techniques that 
have been proposed for UEP [6, 1, 7]. In this thesis, we focus on the algorithm due to 
Mohr ˙˛˝˜°! [6] which is designed to protect embedded bitstreams with UEP FEC assign-
ments so as to optimize reconstructed image quality for a given probabilistic packet-loss 
model. 
In the algorithm of [6], FEC’s and data bytes form a “stream”, with the number of 
streams equal to the number of bytes in each packet to be transmitted. In other words, a 
stream contains one byte from every packet transmitted. This arrangement is illustrated in 
Figure 2.1. 
Figure 2.1 shows a bitstream arranged with data bytes and FEC with 7 streams and 
6 packets. The number of streams is equal to the packet length, so the packet length is 
7 bytes. The tenet central to the algorithm of [6] is that all the bytes of a stream can be 
decoded if the number of packets lost is less than or equal to the number of FEC bytes in 
that stream. Since the bitstream for which the UEP is applied is embedded so that earlier 
parts of the bitstream are more important than latter parts, a greater number of FEC’s must 
10 
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Figure 2.1 Packet arrangement: Letter ’F’ represents the FEC code and the digits represent 
the data bytes. The streams and packets are determined by rows and columns respectively. 
This fgure is adapted from [6]. 
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be assigned to earlier parts than to latter parts [6, 5]. The algorithm of [6] attempts to fnd 
an optimal arrangement of these FEC’s. 
The following example explains the process of FEC arrangement and data recovery. 
Figure 2.1 shows the arrangement for sending 32 bytes of data with 10 FEC bytes over a 
lossy channel. Figure 2.2 shows the case where the "$#&% packet is lost and the other f ve 
packets have been received correctly. Given that a stream can be retrieved intact if the 
number of packets lost is either less than or equal to the number of FEC’s in that stream, 
the initial 26 bytes of data can be decoded. Because the "'#&% packet is lost in this case, 
byte numbers 27, 28, 29, 31, and 32 are received correctly, and the (*)$#&% byte is lost. In an 
embedded bitstream, a byte cannot be decoded unless the previous byte is decoded. In this 
case, bytes 31 and 32 are not useful because byte 30 is lost and thus 29 bytes are used to 
decode and reconstruct the image. Figure 2.3 shows data recovery for this case. Similarly, 
if the + #&% packet is lost, 30 bytes can be decoded. On the other hand, if two packets are 
lost out of the six packets, the frst 11 bytes of data can be retrieved, and recovery of 
bytes 12-15 depends on which packets are lost. In an embedded bitstream, each extra byte 
recovered improves the quality of the image. Hence, this arrangement leads to graceful 
degradation of image quality with increasing packet losses [6]. 
In this algorithm, if ,.- is the number of FEC bytes assigned to stream / , the FEC 
assigned to each stream can be given as a vector, 
0,21435,768ˆ,:9<;=;>;=;?,:@BA; (2.1) 
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For a given 
D C , EGFIHJCDLK is the sequence of data bytes in the M5N&O stream. The data-byte 
sequence in each stream is given as a vector, 
EVU˛HWCDLK EX.HYCDLKZ>Z=Z EG[\HWCDYK]ZE4H	PRQ˜CDLKTS (2.2) 
The incremental PSNR of decoding the M5N&O stream is the difference in PSNR between 
K 
decoding the M5N&O stream and the H^M`_ba N&O stream given in equation 2.1, 
c DLKTSegf˜hjilk E4H^MmQ D\Kon DYKIn5ZFdH C C _ epfThqilk ErH	Ms_ta*Q C (2.3) 
D D K 
Since the data is embedded, F˜u F>vBU , and, if the H	Mxwya N&O data byte can be decoded, 
then the M N&O byte can also be decoded. 
The number of FEC’s required for a message fragment depends on the packet-loss 
model. The packet-loss model is defned in terms of a probability mass function (pmf) 
z|{ , the probability of losing } packets, where } S�~ Q<a*Q Z=Z>Z Q h . The probability of losing • 
packets is then: 
† H‡• KTS — … Z (2.4){<–ƒ z|{ 
D 
The expected PSNR for a received message as a function of C is, 
[⁄ HWCDxK˜S — † D K c FoHWCDLKZH F (2.5)–F U 
⁄ DxK D 
The H C is maximized to get C for a packet-loss model given by the pmf; the details 
of this maximization can be found in [6]. 
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Note that a profle of PSNR-vs.-prefx, PSNR[ ‹ ], which gives the PSNR when a prefx 
of ‹ data bytes is decoded, is needed in (2.3). Such a PSNR profle is easily obtainable 
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Figure 2.2 Packet model after packet 4 is lost. This fgure is adapted from [6]. 
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Figure 2.3 Data recovery: Grey indicates those bytes recovered by inverting the FEC. This 
fgure is adapted from [6]. 
CHAPTER III 
OBJECT-BASED UNEQUAL ERROR PROTECTION 
This thesis attempts to combine object-based representation with UEP to transmit 
object-based still-image data with optimal quality over lossy networks. The objective of 
this work is to protect each byte of an object according to its importance and to provide 
random access to all objects. 
It is assumed that an image is frst partitioned into a set of objects which can be done 
in practice by an automated feature-detection algorithm or manually. Each of the objects 
of the image are encoded individually and these bitstreams are transmitted over networks. 
Prior to transmission, FECs are assigned to the object bitstreams to provide graceful degra-
dation of image quality with increase in packet losses. 
For this thesis, we will assume that individual objects of the image are encoded in an 
embedded manner using the SA-SPIHT algorithm. Below we explore two approaches for 
providing error-protection within each object bitstream depending on the importance of 
each byte. 
In an embedded coding such as the one produced by SPIHT, each object is coded as 
a sequence of bitplanes. We assume that, in the global bitstream representing the scene, 
the individual object bitplanes are arranged in an interleaved fashion. For example, let us 
16 
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assume that we have two objects in the image with ›V− bitplanes from object 1 and ›‰ 
bitplanes from object 2. Each of the individual bitplanes of the objects are interleaved to 
form a single compressed bitstream „ where “`”’‘ is bitplane ‚ from object ™ , 
„ffy“˜−o−]Łˆ“‰m−ˆŁˆ“T−	‰<ŁŒ“‰o‰.Łˆ“˜−	Š<Łˆ“‰oŠ˛Ł<Ÿ>Ÿ=Ÿ=Łˆ“T−5ŽłıŁˆ“‰IŽłıˆŁˆ“`‰mœšŽłı5žY−5�€Ł˛Ÿ>Ÿ=Ÿ>ŁŒ“‰IŽ¢¡]Ÿ (3.1) 
In this arrangement, both objects are refned equally fast. If the bitstream received at 
the receiver after losing some packets in transmission is £„¤f “˜−o−]Łˆ“T−	‰<Łq£“T−	‰ , then we need 
to reconstruct the image by doing the following: 
1) reconstruct object 1 using the frst bitplane, “T−o− , and the truncated version of the 
second bitplane “T−	‰£ . 
2) reconstruct object 2 using the its frst bitplane, “‰m− . 
3) composite the reconstructed object 1 and object 2 to form a reconstructed image. 
The whole-image PSNR is calculated as the PSNR between the composited recon-
structed image and the original image. 
3.1 Combined Unequal Error Protection (CUEP) 
The most straightforward approach to providing UEP for the bitstream of (3.1) would be 
to apply the algorithm of [6] to it directly. Given PSNR-vs-prefx profles for the indi-
vidual objects, a global profle for the interleaved bitstream is obtained as described in 
Appendix A. 
18 
Figure 3.1 illustrates the packet arrangement for Combined Unequal Error Protection 
(CUEP) approach. The bitplanes of object 1 and object 2 are interleaved and the error-
correcting codes are assigned to the individual object bytes according to their contribution 
to the entire-image PSNR. This does not provide random access to the objects as the 
individual object bytes are not in continuous packet locations. A particular packet can 
have bytes from both object 1 and object 2. Hence, random access to individual objects is 
possible only when the decoder inverts the UEP code matrix, which can occur only after 
all packets are sent by the encoder and the decoder determines which packets are missing. 
The performance of this approach is measured by an expected PSNR. Let ¥`¦^§B¨o©Œª¬« be 
the probability that §B¨ packets are lost in a total of ª packets, and �¦®§B¨^« be the PSNR 
obtained in this case. Note that �¦®§B¨^« depends on the FEC arrangement of the bitstream 
¯ 
determined by the algorithm of [6]. The expected PSNR is calculated as, 
³° ´ �²± ¨&µ¶ ¥s¦^§B¨o©ˆªj«·�¦®§B¨^«¸ (3.2) 
In subsequent experimental results, we use an exponential probability loss model for 
probability density ¥s¦^§B¨d©Œª¬« . 
3.2 Individual Unequal Error Protection (IUEP) 
In order to ensure random access to the individual objects in the bitstream of (3.1), an 
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apply the algorithm of [6] to each object individually. For the bitstream of (3.1), we would 
generate two bitstreams ¾À¿ and ¾ÂÁ , 
¾Ã¿˜ÄÆÅ˜¿o¿ÇˆÅT¿	Á˛ÇˆÅT¿	È.Ç<É=É=ÇˆÅT¿5ÊłËˆÇ (3.3) 
¾ÂÁ¢ÄÆÅ`Ám¿ÇˆÅÁoÁ˛ÇˆÅÁoÈ.Ç<É=É=ÇˆÅÁIÊÍÌÎÉ (3.4) 
In Individual Unequal Error Protection (IUEP) case, we have two PSNR-vs.-prefx 
profles, one for each object. The algorithm of [6] is applied individually to bitstreams ¾Ã¿ 
and ¾ÏÁ to get the FEC confguration for each. Figure 3.2 shows the packet arrangement for 
this approach. The frst 3 packets are from object 1 and next 3 packets are from object 2. 
The data bytes of object 1 and object 2 are in continuous packet locations and individual 
object data bytes are confned to particular packets. Hence, this approach provides random 
access to objects. For example, the decoder can invert the UEP code matrix for object 1 
after only the frst 3 packets are transmitted and accounted for. The advantage of this 
method over CUEP is that it provides random access without the need to wait until all 
packets have been transmitted. 
The performance of this approach is measured by an expected PSNR. Let Ð`Ñ^ÒBÓ‡ÇˆÔÃÓ®Õ be 
the probability that ÒBÓ packets are lost from ÔÀÓ packets in object Ö . Then Ð`Ñ®ÒL¿]ÇˆÔl¿·Õ®Ð`Ñ^ÒJÁ.ÇŒÔpÁÕ 
is the probability that ÒL¿ packets are lost from object 1 and ÒJÁ packets are lost from ob-
ject 2. The expected PSNR is calculated as 
c Ú Ë Ú ÌØ Ä 
Ù Ù
ÌoÜÝ Ð`Ñ^ÒL¿ˆÇˆÔl¿mÕ®Ð`Ñ^ÒJÁ<ÇŒÔpÁ]Õ 
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where ä¬å^æLç]èmæJéê is calculated from individual object PSNR profles as described in Ap-
pendix A. In subsequent experimental results, we assume an exponential probability loss 
model for probability densities ë`å®æLç]èˆìlç€ê and ëså^æJé.èˆìÃéê . 
CHAPTER IV 
RESULTS 
This chapter presents experimental results of the methods discussed in the previous 
chapter. Performance of the algorithms under consideration is presented in the following 
sections. All the experiments are conducted using the SPIHT implementation in Qcc-
Pack [2]. 
4.1 Image Data 
The standard 512 X 512 gray-scale lenna and 352 X 288 coastguard images are used for 
results. The lenna image is partitioned into two objects, object 1 is lenna and object 2 is 
background. The coastguard image is also partitioned into two objects, object 1 is ship 
and object 2 is background. The partitioning is done manually. The original lenna image 
is shown in Figure 4.1 and the two objects, lenna and the background, are shown in Fig-
ure 4.2(a) and 4.2(b), respectively. The original coastguard image is shown in Figure 4.3, 
and the two objects, ship and background, are shown in Figure 4.4(a) and 4.4(b), respec-
tively. In all the experiments, a bit rate of 0.5 bits per pixel is assumed for the entire image. 
The tests are done assuming an exponential packet-loss model at a mean loss rate of 20%. 
23 
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We assume 47 bytes of data in each packet, as ATM packets have a payload length of 48 
bytes in which one byte is required for a packet-sequence number. 
4.2 CUEP 
The packet distribution for lenna image using this method is as follows: 
A total of 349 packets are sent with a total payload length of 16403 bytes. The algo-
rithm of [6] applied to the interleaved bitstream of (3.1) yields 9935 data bytes with the 
remaining 6468 being FEC codes, while in the total of 9935 data bytes, 7992 bytes are 
from object 1 and 1343 are from object 2. The PSNR of the entire image with CUEP is 
34.1 dB when all packets are received. 
The PSNR-vs.-prefx profle for the interleaved bitstream is shown in Figure 4.5(a). 
The FEC arrangement obtained with the algorithm of [6] for this bitstream is shown in 
Figure 4.5(b). Clearly, unequal amounts of error codes are assigned to the data bytes, with 
the amount of FEC codes assigned to the data decreasing as the stream number increases; 
i.e., each byte is protected according to its importance. 
4.3 IUEP 
The packet distribution for lenna image using this method is as follows: 
When the algorithm of [6] is applied to the deinterleaved bitstreams of (3.3) and (3.4), 
a total of 350 packets are sent of which 180 packets are from object 1 and 170 packets are 
from object 2. The total payload length in this case is 16450 bytes of which 8342 bytes 
25 
Figure 4.1 Original image. 
(a) (b) 
Figure 4.2 (a) Object 1, lenna, (b) Object 2, backgound. 
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Figure 4.3 Original image. 
(a) (b) 








































Figure 4.5 CUEP: (a) PSNR-vs.-prefx profle, (b) Stream number vs. data fraction. 
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are data bytes. In the total of 8342 data bytes, 4784 bytes are from object 1 and 3540 bytes 
are from object 2. The PSNR of the entire image with IUEP is 32.9 dB when no packets 
are lost. 
PSNR-vs.-prefx profle is shown for each object in Figure 4.6. In Figure 4.7, the 
FEC arrangements for object 1 and object 2 bitstreams are shown where the amount of 
FEC codes assigned to the data decreases as the stream number increases. These fgures 
illustrate that the error-protection is of unequal nature, and that each data byte is protected 
according to its importance. 
4.4 Comparison of the Two Methods 
The comparison of results for lenna image are as follows: 
The two approaches described above assign FEC codes to the compressed bitstream 
using different organizations of the bitstream. These algorithms assign error-protection 
codes depending on the importance of the data but operate differently. IUEP supports ran-
dom access of object where as CUEP does not support random access. We now compare 
the performance of these approaches to determine the cost of obtaining random access. 
In Figure 4.8, the expected PSNR is shown for CUEP and IUEP approaches under 
a variety of channel conditions; i.e., for each approach, we design the FEC arrange-
ment assuming a channel with an exponential-loss model with mean loss rate of 20% 
and then determine the performance using an exponential-loss channel with a loss rate of 
í\îˆï ð í ñ ò.ï*ï7ó 
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Figure 4.7 IUEP: Stream number vs. data fraction, (a) Object 1, (b) Object 2. 
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(3.5) for IUEP. Hence, Figure 4.8 gives the expected PSNR under conditions that the ac-
tual channel during transmission potentially differs from the channel used in FEC design. 
It is shown that the PSNR obtained using CUEP is around 1.25 dB higher than the IUEP 
method up to channels of about 30% packet loss. From 30% to 100%, the difference in 
the PSNR gradually increases, and, at 100% packet loss, IUEP is about 7.5 dB less than 
the CUEP. This difference in PSNR can be considered to be the cost for obtaining random 
access to objects, and this cost increases as the mismatch between the actual and design 
channels increases. 
The images for both CUEP and IUEP at 0%, 20%, 40%,and 50% packet losses are 
shown in Figures 4.9 and 4.10. Until 40% packet loss, image quality is high in both 
methods. The image quality begins to degrade at 50% packet loss. The whole image for 
CUEP at 50% packet loss has the same quality, but, for IUEP, the background, i.e. object 2, 
is more clear than the object 1, because, in this case, more bytes are received for object 2 
than object 1. There is an advantage using IUEP if there are objects with different level of 
importance. In the lenna image, object 1 is more important than the object 2. In this case, 
we can obtain greater protection for objects with greater importance. 
The comparison of results for coastguard image are as follows: 
The expected PSNR for CUEP and IUEP approaches under a variety of channel con-
ditions is shown in Figure 4.11. It is shown that the PSNR obtained using CUEP is around 
0.4 dB higher than the IUEP method up to channels of about 20% packet loss. From 
20% to 100%, the difference in the PSNR gradually increases, and, at 100% packet loss, 
32 
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Figure 4.9 Image quality at various packet losses: (a) 0% loss for CUEP, PSNR=34.11 dB, 
(b) 0% loss for IUEP, PSNR=32.86 dB, (c) 20% loss for CUEP, PSNR=34.11 dB, (d) 20% 




Figure 4.10 Image quality at various packet losses: (a) 40% loss for CUEP, 
PSNR=29.69 dB, (b) 40% loss for IUEP, PSNR=27.62 dB, (c) 50% loss for CUEP, 
PSNR=28.83 dB, (d) 50% loss for IUEP, PSNR=25.53 dB. 
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IUEP is about 6 dB less than the CUEP. As before, the cost for obtaining random access 
increases as the mismatch between the actual and design channels increases. 
The images for both CUEP and IUEP at 0%, 25%, 35%,and 45% packet losses are 
shown in Figures 4.12 and 4.13 respectively. Until 25% packet losses, image quality is 
high in both methods and begins to degrade at 35% packet loss. 
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Figure 4.12 Image quality at various packet losses: (a) 0% loss for CUEP, 
PSNR=27.27 dB, (b) 0% loss for IUEP, PSNR=26.89 dB, (c) 25% loss for CUEP, 




Figure 4.13 Image quality at various packet losses: (a) 35% loss for CUEP, 
PSNR=26.33 dB, (b) 35% loss for IUEP, PSNR=24.52 dB, (c) 45% loss for CUEP, 
PSNR=23.77 dB, (d) 45% loss for IUEP, PSNR=21.02dB. 
CHAPTER V 
CONCLUSIONS AND FUTURE WORK 
CUEP and IUEP methods are presented in this thesis to provide Object-Based UEP. 
These two methods assign FEC codes to the object of an image according to its impor-
tance using SPIHT encoding and an UEP algorithm. CUEP out performs IUEP method in 
PSNR. But CUEP does not provide random access to the objects. Hence there is a cost 
assigned with the random access in terms of PSNR using IUEP, and this cost increases as 
the mismatch between the actual and design channels increases. 
Potential future work in this regard would be to develop an IUEP algorithm to improve 
its performance when the packet losses increase. It might be possible to determine an 
object level of importance and assign more protection to objects according to their contri-
bution to the entire image PSNR automatically. Additionally, this work can be extended to 
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APPENDIX A 







Let ÷¬ø^ùLúûmùJü]ý be the PSNR of the composite image with ùLú bytes from object 1 and 
ùJü bytes from object 2. Object 1 is reconstructed from bitstream þÀú with ùLú bytes, and 
object 2 is reconstructed from bitstream þÂü with ùJü bytes. ÷¬ø^ùLú·ý and ÷ø^ùJüˆý are the 
object-only PSNR values taken from the individual PSNR-vs.-prefx profles of object 1 
and object 2, respectively. The MSE’s are, 
 ü ˘ˆ̌	
ø^ù�̂ ý (A.1) 
Now, the PSNR ÷ø^ùLúˆûmùJü]ý is calculated from the PSNR-vs.-prefx curves of individual 
objects as, 
÷ø^ùLúû·ùJü]ý̇  ˝	˙˛˜° ú"! 
# ü 
ø®ùLú]ûmùJüý û (A.2) 
where 
ø^ùLúû·ùJü]ý$ 
% ú ø^ùLú€ý'&% ú(& 
% 
% ü ü 
ø®ùJüý û (A.3) 
and 
% � is the number of pixels of object ) . 
The equations (A.1), (A.2) and (A.3) are repeated for all the byte combinations of 
object 1 and object 2 to obtain the global PSNR-vs.-prefx profle. 
