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ABSTRACT In this paper, we address the problem of accurately modeling the cloud data center energy
consumption. As minimizing energy consumption has become a crucial issue for the efficient operation and
management of cloud data centers, an energy consumption model plays an important role in cloud datacenter
energy management and control. Moreover, such model is essential for guiding energy-aware algorithms,
such as resource provisioning policies and virtual machine migration policies. To this end, we propose a
holistic cloud data center energy consumption model that is based on the principal component analysis and
regression methods. Unlike the exiting approaches that focus on single system component in the datacenter,
the proposed approach takes into account the energy consumption of the processing unit, memory, disk, and
network interface card as well as the application characteristics. The proposed approach is validated through
extensive experiments with the SPECpower benchmark. The experimental results show that the proposed
energy consumption model achieves more than 95% prediction accuracy.
INDEX TERMS Energy consumptionmodel, energy consumption contribution, task characteristic, principal
component analysis.
I. INTRODUCTION
CLOUD computing provides access to a large pool of shared
computational resources as a service over Internet in an on-
demand, self-service, automatically scalable and pay-per-use
model [1], [2]. Although Cloud computing provides many
benefits, the high energy consumption of cloud datacenter is
a serious concern [3]. The global data center electricity con-
sumption in 2013 is estimated to be more than 4.35 gigawatt
with estimated annual growth rate of up to 15% [4], [5].
Moreover, it is reported that only 10-15%of the supplied elec-
tricity to the data center is consumed by servers in datacen-
ters [6], [7]. The high Cloud datacenters energy consumption
have received signficant attention recently due to its (i) high
operating costs, (ii) adverse effect on the environment, and
(iii) significant impact on performance.
As Cloud datacentres energy consumption has been
steadily increasing over the last few years, the minimiza-
tion of cloud datacenter power and energy consumption has
become a challenging problem. A variety of energy-aware
algorithms and mechanisms have been proposed to man-
age and control energy consumption in Cloud datacentres.
Energy consumption model plays an important role in Cloud
datacenter energy management and control [8]. Thus, any
practical approach for minimizing Cloud datacenter energy
consumption requires an accurate modelling of the Cloud dat-
acenter energy consumption. An energy consumption model
is essential for guiding energy-aware algorithms such as
resource provisioning policies and mechanisms such as vir-
tual machine migration policies. Moreover, it affects the
pricing mechanism which cloud service providers charge
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their customers. Therefore, it is necessary to propose an
accurate energy consumption model to perform effective
management and control.
Existing approaches [12], [16], [19] on energy manage-
ment models in datacenters primarily focus on CPU energy
consumption [32], while ignoring the energy consumption
by other subsystems such as memory, disk and NIC sub-
systems. As CPU is only one of the critical resources in
cloud datacenters, datacenter energy consumption minimiza-
tion techniques should consider all resources contributing
to the overall energy consumption at the same time. With
Cloud datacenters using huge storage subsystems to store
and process data and the increasing communication traffic
seen by the datacenters make the disk and NIC subsystems
significant contributors to the energy consumption of the
datacenters. Therefore, in addition to the energy consumed
by CPU and memory subsystems, the energy consumed by
the disk and NIC subsystems should be considered in build-
ing the energy consumption model for Cloud datacenters.
Furthermore, existing approaches do not consider application
characteristics when modeling energy consumption model
for Cloud datacenters. The fact that different applications
impose different resource requirements, considering appli-
cation characteristics in the development of the model also
becomes a primary concern.
In this paper, we propose a holistic Cloud datacenter energy
consumption model that is based on the Principal Component
Analysis (PCA) and regression methods. Unlike the exiting
approaches that focus on a single system components in
the datacentre, the proposed approach takes into account the
energy consumption of the processing unit, memory, disk and
NIC (Network Interface Card) as well as the application char-
acteristics. The experimental results of the proposed approach
show that the proposed energy consumption model achieves
more than 95% prediction accuracy. The main contributions
of the paper are summarized as follows.
• A novel holistic Cloud data center energy consumption
model that considers CPU, memory, disk and NIC sub-
systems, as well as the application characteristics (CPU
intensive task, transactional web task, and I/O intensive
task);
• Principal Component Analysis (PCA) and regression
methods are used to analysis each subsytem parameter’s
contribution accounting for total energy consumption
• Extensive experimental analysis to validate the proposed
model using widely adopted benchmarks to evaluate the
power and performance characteristics of servers [19].
• Comaprison of the proposed model with three baseline
energy consumption models, the Ramon Model [12],
Linear Model [16] and Cubic Model [19].
The rest of the paper is organized as follows. In Section 2,
the related works are discussed. Section 3 describes the
methodology we used to develop the model. Section 4
presents the feature extraction and selection while the
energy consumption modeling is described in Section 5.
The performance analysis, results and discussion are dis-
cussed in Section 6 and Section 7, respectively. Section 8
presents the conclusion remarks.
II. RELATED WORK
The need for managing energy consumption level have
become an important is in various domains [23], [24],
[33]–[36]. Generally speaking, computational resources
(e.g., CPU, memory, disk, and networking) and cooling
system such as air conditioning equipment are the main
energy consumption sources in datacenters. There are many
energy-aware algorithms such as resource provisioning poli-
cies and virtual machine migration policies that aim to min-
imize energy consumption of Cloud datacenter. For exam-
ple, a three-threshold energy-saving algorithm based on
the empirical power model is proposed in [23] and [24].
Beloglazov and Buyya [25] explored the virtual machine
migration based on an empirical power model. This power
model can be obtained through recording energy consump-
tion and CPU utilization at different load level. An approach
that tracks per-VM power consumption is proposed in [26].
These energy-aware algorithms generally depend on the
underlying powermodels used to develop them. Therefore, an
accurate power model is the prerequisite to achieve the fine-
grained power control and management in Cloud datacenter.
Prior works on power modeling focus on three
main aspects: (i) performance-monitor-counter (PMC)
based models [9]–[15]; (ii) resource utilization based
model [16]–[22]; and (iii) their usage to guide energy-aware
algorithms [23]–[26]. The PMC-based approach have three
main steps. In the first step, events related to hardware units
such as CPU, memory, disk, and NIC are monitored. In the
second step, the events are analysised and those events that
are related to the PMC set are screened out. In the final step,
the energy consumption model is built based on the relation-
ship bewteen the PMC events and energy consumption by the
system components.
Min et al. [9] proposed a surrogate model that is based on
the PMCmethod. The model can sustain the absolute estima-
tion error of 5.32 percent when running the SPEC benchmark.
In addition, the authors validated the nonlinear relationship
between the server energy consumption and CPU utilization.
In [10] and [11], the authors used the microprocessor per-
formance counters to account for the entire system power
consumption. Although the approach is promising, the power
model did not solve the high relative error problem. The
PMC-basedmodel proposed by Bertran et al. [12] utilized the
CPU and memory models for the virtualized environments.
The analysis confirmed that: (1) virtual machines (VMs)
assigned the same amount of CPU cycles do not consume
equal amount of energy; (2) PMC-based method can be used
in virtualized environments; (3) DVFS (Dynamic Voltage and
Frequency Scaling) method does not affect the accuracy of
the power model. The methodology proposed in this paper is
promising, albeit it did not consider the consumption of disk
and NIC.
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FIGURE 1. Construction of energy consumption modeling approach.
In [13] and [14], the authors leveraged PMC method to
build real-time power model. In order to accurately mea-
sure the energy consumption of a virtual machine, authors
in [15] proposed a new virtual machine power model based
on a concept called a ‘relative PMC’. Based on the power
model, the authors proposed a virtual machine scheduling
algorithm to reduce the energy consumption and minimize
SLA (Service Level Agreement) violations. However, the
approach is complicated as it collects toomany events leading
to high overheads. Furthermore, the approach is not suitable
to extend to other servers or VMs in a data center.
The resource utilization based approaches leverage the
resource utilization of a server (such as CPU utilization,
memory utilization, and so on) to construct energy con-
sumption model. Garg et al. [16] proposed an approach
based on the CPU utilization. This model does not
reflect the true energy consumption in data centers [18].
Beloglazov et al. [17] leveraged the maximum power con-
sumption, idle power consumption and CPU utilization of a
server to build powermodel. Hsu et al. [18] proposed an expo-
nential model based on CPU intensive tasks. Zhang et al. [19]
argue that the relationship between the energy consumption
and the CPU utilization is not linear and instead it is a cubic.
Thus, the authors proposed a modified power model named
Cubic Model in order to improve the accuracy of the power
model. The model proposed in [20] and [21] estimates the
energy consumption of the system component (such as CPU)
and then build a linear power model based on statistics. The
E-mc2 framework [22] models the requirements of energy
consumption in Cloud computing systems. This framework is
easy to perform although the accuracy of power model should
be further improved.
There are many energy-aware algorithms such as resource
provisioning policies and virtual machine migration poli-
cies that aim to minimize energy consumption of Cloud
datacenter. For example, a three-threshold energy-saving
algorithm based on the empirical power model is proposed
in [23] and [24]. Beloglazov and Buyya [25] explored the
virtual machine migration based on an empirical power
model. This power model can be obtained through recording
energy consumption and CPU utilization at different load
level. An approach that tracks per-VM power consumption is
proposed in [26]. These energy-aware algorithms generally
depend on the underlying power models used to develop
them. Therefore, an accurate power model is the prerequisite
to achieve the fine-grained power control and management in
Cloud datacenter.
In summary, although both the disk and NIC subsys-
tems consume considerable energy as compared to CPU
and memory subsystems, they are generally ignored in the
development of the model. Moreover, different application
characteristics lead to different energy consumption. Thus,
an accurate Cloud datacenter energy consumption model
must consider not only the CPU, memory, disk and NIC sub-
systems but also the application characteristics. By account-
ing for CPU, memory, disk and NIC subsystems contribution
to the total energy consumption as well as the application
characteristics, our approach tackles the shortcomings of the
exiting models.
III. METHODOLOGY
Fig. 1 shows the general steps used to develop the pro-
posed energy consumption model. The methodology consists
of the feature extraction, feature selection, modelling and
27082 VOLUME 6, 2018
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evaluation steps. The feature extraction step is responsible for
collecting features of the resources and applications relevant
to the energy consumption modeling. This step can be per-
formed by using either resource utilization based method or
PMC-based method. Some features extracted in this step may
be related to power model while others may not be related to
power model.
The feature selection step is responsible for finding good
feature representation. This step can be accomplished by
deploying approaches such as Correlation Matrix (CM) or
Principal Component Analysis (PCA). The power model is
then built using the subset features returned from the feature
selection step. In this paper, we will use regression methods
to build the model. An effective power model is characterized
by its accuracy, representativeness, and extensibility. Finally,
in the ‘evaluate’ step, the accuracy of the model is assessed
in order to ensure its effectiveness.
IV. FEATURE EXTRACTION AND SELECTION
In this section, we discussed the steps performed to produce
the collection of features used to build the energy consump-
tion model.
A. FEATURE EXTRACTION
In building a proper power model, it is necessary to include
appropriate subsystem parameters related to energy con-
sumption. Let Psystem be the total power that can be consumed
by a server in a datacenter. Therefore, Psystem can be modeled
with the following equation:
Psystem = PCPU + Pmemory + Pdisk + Pnetwork + σ (1)
where PCPU , Pmemory, Pdisk , and Pnetwork are the power of
CPU, memory, disk, and NIC, respectively. The parameter σ
can be considered as a constant and represents the power of
other subcomponents of a system excluding CPU, memory,
disk, and NIC. The parameter PCPU can be modeled with the
following equation [22]:
PCPU = (Pmax−Pidle)×U+Pidle (2)
where Pmax represents the maximum power of the server,
Pidle is the power consumed when the server is idle while
U denotes the CPU utilization of the server. As the value
of PCPU is related to U, we choose parameter ‘‘Processor
Time’’ as energy-consumption representative of the CPU.
Note that the ‘‘Processor Time’’ refers to the percentage of
an elapsed time that the processor spends executing a non-
idle thread. We can monitor the value of ‘‘Processor Time’’
to get the CPU utilization.
The parameter Pmemory, it can be modeled as follows [22]:
Pmemory = PPRE + PACT + PRD + PWR + PREF (3)
where PPRE , PACT , PRD, PWR, and PREF are the power of
pre-charge (PPRE ), activate (PACT ), read (PRD), write (PWR)
and refresh (PREF ), respectively. As the value of Pmemory is
associated with writing and reading, we choose ‘‘Memory
Used’’ and ‘‘Page Fault/Sec’’ parameters as energy consump-
tion representative of memory subsystem. ‘‘Memory Used’’
and ‘‘Page Fault/Sec’’ represent the memory utilization and
an average number of error pages per second, respectively.
For the parameter Pdisk , it could be modeled with the
following equation [22]:
Pdisk = PREAD + PWRITE + PIDLE (4)
where PREAD, PWRITE , and PIDLE represent the power needed
for reading, writing and remain idle, respectively. We select
parameters ‘‘Disk time’’ and ‘‘Disk Bytes/Sec’’ as the energy-
consumption representative of the disk. ‘‘Disk time’’ is
the percentage of elapsed time that the selected disk drive
was busy servicing the read or write requests. The ‘‘Disk
Bytes/Sec’’ refers to the total number of bytes sent to the
disk (write) and retrieved from the disk (read) over a period
of one second.
As for the parameter of Pnetwork , it can be modeled as [22]:
Pnetwork = C0 + C1 × SB (5)
where parameters C0 and C1 can be considered as constants,
parameter S is the file size in MB; parameter B is the band-
width inMB/s. We choose parameters ‘‘Bytes Total/Sec’’ and
‘‘Current Bandwidth’’ as energy-consumption representative
of the NIC. ‘‘Bytes Total/Sec’’ is the rate at which the network
adapter is processing data bytes; ‘‘Current Bandwidth’’ is the
bandwidth.
TABLE 1. The configuration of dell poweredge R720.
B. FEATURE SELECTION
In this section, we discuss the process used to select a subset
of relevant features from those extracted in the preceding
section for use in building power model. In order to determine
the subset features, we use a Principal Component Analy-
sis (PCA) [28]. To select a subset features, we deployed three
application domains: CPU-intensive applications, Transac-
tional Web and I/O intensive applications on DELL Pow-
erEdge R720 with the configuration shown in Table 1. The
SPEC CPU2006 benchmark [27] is a typical example of
CPU-intensive task, and it includes ‘‘401.bzip2’’, ‘‘403.gcc’’,
‘‘429.mcf’’, ‘‘453.povray’’ and ‘‘450.soplex’’ subsets. For the
transactional web application, we used the HP LoadRun-
ner [29], which is a typical transactional web application.
For I/O-intensive application, we used Iozone dataset [30],
which is a typical I/O intensive task.
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TABLE 2. The parameter values and energy consumption under different workload.
Table 2 shows the feature values (Processor Time, Mem-
ory Used, Page Fault/Sec, Disk Time, Disk Bytes Total/Sec,
Bytes Total/Sec, and Current Bandwidth) and correspond-
ing energy consumption under three application domains
(CPU-intensive applications, Transactional Web and I/O
intensive applications).
For example, regarding CPU Intensive application, when
‘‘Processor Time’’ = 4.23%, ‘‘Memory Used’’ = 4.47%,
‘‘Page Fault/Sec’’ = 512.78, ‘‘Disk Time’’ = 0.66,
‘‘Disk Bytes/Sec’’ = 4102.28, ‘‘Bytes Total/Sec’’ = 562.00,
and ‘‘Current Bandwidth’’ = 9.22 × 1018, the total
energy consumption is 122.49 W. Similarly, for Transac-
tional Web application, when ‘‘Processor Time’’ = 6.90%,
‘‘Memory Used’’ = 4.29%, ‘‘Page Fault/Sec’’ = 28192.04,
‘‘Disk Time’’ = 2.86, ‘‘Disk Bytes/Sec’’ = 689229.22,
‘‘Bytes Total/Sec’’ = 64.13, and ‘‘Current Bandwidth’’ =
9.22× 1018, the total energy consumption is 107.00 W.
How these features influence the energy consumption?
Which feature is related to energy consumption? Which
feature is not related to energy consumption? To solve
these problems, we make a Principal Component Analysis
(PCA) [28] for factors’ contribution, and the each factors’
contribution is listed in Table 3.
As shown in Table 3, the top three features (i.e., Processor
Time, Disk Bytes/Sec and Disk Time) contribute signifi-
TABLE 3. Contributions of various features.
cantly while Page Fault/Sec, ‘‘Memory Used’’ and ‘‘Bytes
Total/Sec’’ contribute very little while ‘‘Current Bandwidth’’
does not contribute at all. This is because a CPU-intensive
application also called compute-intensive task requires a lot
of processing power as compared to other resources.
The transactional web application is similar to CUP-
intensive application regarding the contribution of the
features. As shown in Table 3, the top three features (i.e., Pro-
cessor Time, Disk Bytes/Sec and Disk Time) contribute
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significantly while Page Fault/Sec and ‘‘Memory Used’’
contribute very little with and ‘‘Bytes Total/Sec’’ and
‘‘Current Bandwidth’’ contributing nothing. The results for
the I/O-intensive application is similar to the other two appli-
cations with the top three features (i.e., Processor Time, Disk
Bytes/Sec and Disk Time) contribute significantly while Page
Fault/Sec and ‘‘Memory Used’’ contribute very little with and
‘‘Bytes Total/Sec’’ and ‘‘Current Bandwidth’’ contributing
nothing.
Therefore, we choose the non-zero features (i.e., Proces-
sor Time, Disk Bytes/Sec, Disk Time, Page Fault/Sec, and
Memory Used) to build the energy consumption model.
V. ENERGY CONSUMPTION MODELLING
We used the subset features from the previous section and
a regression method to construct the energy consumption
model. In this section, we use four modeling methods
namely a linear regression, a power regression, an exponential
regression, and a polynomial regression in combination with
the representative parameter (see Section 3.2) and EViews
8.0 [31] software to build the energy consumption models.
In the following subsection, we use y, x1, x2, x3, x4, x5,
and x6 to represent the features used for use in building power
model as shown in Table 4.
TABLE 4. Parameters used.
A. MULTIVARIATE LINEAR REGRESSION MODEL
The multivariate linear regression model is defined as
follows:
y = β0 + β1x1 + β2x2 + · · · + βmxm + ε (6)
where y is the real energy consumption, β0, β1, β2, . . . , βm
are the regression coefficients and ε represents a stochastic
error. For CPU2006 benchmark [27], which is CPU intensive
task, the energy consumption model of linear regression is
given in Eq. (7).
y = 102.9169+1.967511×x1−1.37×10−5×x2
− 0.001408×x3+1.29×10−5×x4+2.528892×x5
(7)
For the transactional web task LoadRunner [29], the energy
consumption model based on the linear regression is given
in Eq. (8):
y = −869.7−14.18× x1−8.68×10−5×x2+22.92×x3
+ 0.002449×x4+234.2339×x5−0.067755×x6 (8)
For I/O intensive task Iozone dataset [30], the energy con-
sumption model based on the linear regression is given
in Eq. (9).
y = 111.5943+ 9.173805× x1 − 1.51× 10−6 × x2
+ 2.037900×x3−0.000781×x4−19.46270×x5 (9)
B. POWER REGRESSION MODEL
The power regression model is represented as follows:
y = β0xb11 · xb22 · xb33 · · · xbmm + ε (10)
where y is the real energy consumption, β0, β1, β2, . . . , βm
are the regression coefficients and ε represents a stochas-
tic error. The energy consumption model based on power
regression approach for CPU2006 benchmark [27] is shown
in Eq. (11).
y = e4.840775 × (x1)0.219818 × (x2)−0.056527 × (x3)0.067893
×(x4)0.000708 × (x5)0.096609 (11)
For the transactional web task LoadRunner [29], the energy
consumption model based on the power regression is given
in Eq. (12):
y = e8.920533 × (x1)0.198811 × (x2)−0.008926 × (x3)−0.028378
×(x4)−0.016527 × (x5)−2.920025 × (x6)−0.014455 (12)
For I/O intensive task Iozone dataset [30], the energy con-
sumption model based on the power regression is given
in Eq. (13).
y = e5.626638 × (x1)0.038072 × (x2)−0.000339 × (x3)−0.054210
×(x4)0.010081 × (x5)−0.751834 (13)
C. EXPONENTIAL REGRESSION MODEL
The exponential regression model is defined as follows:
y = β0eβ1x1+β2x2+···+βmxm + ε (14)
where y is the real energy consumption, β0, β1, β2, . . . , βm
are the regression coefficients and ε represents a stochastic
error. The energy consumption model based on exponential
regression approach for CPU2006 benchmark [27] is shown
in Eq. (15).
y = e4.641940 × e
(0.016× x1 − 1.35× 10−7 × x2 + 0.00085
×x3 + 1.56× 10−7 × x4 + 0.022× x5)
(15)
For the transactional web task LoadRunner [29], the energy
consumption model based on the exponential regression is
given in Eq. (16):
y =e−4.67 × e
(−0.13× x1 − 8.18× 10−7 × x2 + 0.217× x3
+2.30× 10−5 × x4 + 2.23× x5 − 0.0006× x6)
(16)
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FIGURE 2. Energy consumption for the seven models.
FIGURE 3. Relative error for the seven models.
For I/O intensive task Iozone dataset [30], the energy con-
sumption model based on the exponential regression is given
in Eq. (17).
y = e4.741696×e
(0.078× x1 − 1.27× 10−8 × x2 + 0.017× x3
−6.53× 10−6 × x4 − 0.1736× x5) (17)
D. POLYNOMIAL REGRESSION MODEL
As for polynomial regression, the regression model is defined
as follows:
y = β0 + β1(x1)2 + β2x2 + · · · + βmxm + ε (18)
where y is the real energy consumption, β0, β1, β2, . . . , βm
are the regression coefficients and ε represents
a stochastic error. The energy consumption model for
CPU2006 benchmark [27] based on the polynomial regres-
sion model is shown in Eq. (19).
y = 111.4598+ 0.151606× (x1)2 − 1.83× 10−5 × x2
+0.420755× x3 + 1.08× 10−7 × x4 + 1.816320× x5
(19)
For the transactional web task LoadRunner [29], the energy
consumption model based on the polynomial regression is
given in Eq. (20):
y = −334.1569− 0.115852× (x1)2 − 6.70× 10−5 × x2
+16.867× x3 + 0.000406× x4 + 102.1× x5
−0.0797× x6 (20)
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For I/O intensive task Iozone dataset [30], the energy con-
sumption model based on the polynomial regression is given
in Eq. (21).
y = 78.99736+ 1.459156× (x1)2 − 1.51× 10−6 × x2
+2.667544× x3 − 0.000969× x4 − 12.17560× x5
(21)
VI. PERFORMANCE ANALYSIS
In this section, we discuss the experimental analysis of
the energy consumption model proposed in this paper.
All experiments were run on DELL PowerEdge R720 with
2.0 GHZ (2× Six-core), 20 GB RAM and 2 TB disk
storage. The parameters and values for the server configu-
ration is given in Table 1. The benchmark for CPU inten-
sive task is SPEC CPU2006 [27] (it includes ‘‘401.bzip2’’,
‘‘403.gcc’’, ‘‘429.mcf’’, ‘‘453.povray’’ and ‘‘450.soplex’’
subsets), and the benchmark for transactional web task is HP
LoadRunner [29], and for I/O intensive task is Iozone [30].
To evaluate the accuracy of energy consumption model,
we define the following metric:
Powererror = Powerpredict − Power turePower true (22)
where Powerpredict is the predicted value of the energy
consumption by the model, Power ture is the true value
of the energy consumption, and Powererror is the relative
error of the energy consumption. The true value of the
energy consumption is measured using the Power Bay-SSM
tool.
We compared the proposed approach with three baseline
approaches: the Ramon Model [12], the Linear Model [16]
and the Cubic Model [19]. The Ramon Model focuses on
CPU and memory, while the Linear Model and the Cubic
Model focus on CPU alone.
VII. RESULTS AND DISCUSSION
In this section, we discuss the experimental results for
the seven models (i.e., linear regression, power regres-
sion, exponential regression, polynomial regression, Ramon
Model [12], Linear Model [16] and Cubic Model [19]) under
the execution of various applications.
A. ANALYSIS FOR CPU INTENSIVE TASK
Fig.2 show the energy consumption of the sevenmodels while
Fig.3 shows the relative error generated by the seven models
for the CPU intensive task CPU2006 [27].
Compared to Ramon Model [12], Linear Model [16]
and Cubic Model [19], the four modeling methods (linear
regression, power regression, exponential regression, and
polynomial regression) perform slightly better. The reason
is two folds. Firstly, the four modeling methods consider
all components related to energy consumption such CPU,
memory, disk, and NIC during the construction of power
model, while Ramon Mode only takes into account the con-
sumption of the CPU and memory, and Linear Model and
FIGURE 4. Energy consumption for the seven models.
FIGURE 5. Relative error for the seven models.
Cubic Model only consider consumption of CPU. Secondly,
the four modeling methods leverage PCA method to improve
the accuracy of power model based on the application
characteristics.
B. ANALYSIS FOR TRANSACTIONAL WEB TASK
For the transactional web task LoadRunner [29],
Fig.4 and Fig.5 show the energy consumption and relative
error under the transactional web task, respectively.
The four modeling methods (linear regression, power
regression, exponential regression, and polynomial regres-
sion) perform better than Ramon Model [12], Linear
Model [16] and Cubic Model [19]. The reason includes
two aspects. On the one hand, the characteristic of the
transactional web task determines that this task visits mem-
ory and network frequently. Therefore, only considering
CPU or memory factor is not enough to build power
model. Conversely, the four modeling methods not only
consider CPU and memory factors, but also disk and NIC
factors. On the other hand, the four modeling methods
utilize PCA method to improve the accuracy of power
model based on task characteristics. Fig.4 and Fig.5 also
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FIGURE 6. Energy consumption for the seven models.
illustrate that Ramon Model is better than Linear Model
and Cubic Model, this can be explained by the fact that
Ramon Model considers both CPU and memory factors,
while Linear Model and Cubic Model only consider CPU
factor.
C. ANALYSIS FOR I/O INTENSIVE TASK
Fig.6 and Fig.7 show the energy consumption and the rela-
tive error for the seven models under the I/O intensive task,
respectively.
In comparison with the Ramon Model [12], the Linear
Model [16] and the Cubic Model [19], the proposed four
models (i.e. linear regression, power regression, exponen-
tial regression, and polynomial regression) improve more
than 2% accuracy of the energy consumption model. The
reason can be explained by the fact that the four mod-
eling methods consider tack characteristics and all fac-
tors related to energy consumption (such as CPU, memory,
FIGURE 7. Relative error for the seven models.
disk, and NIC) during the construction of power modeling.
Fig.6 and Fig.7 also show that Ramon Model has better
performance than Linear Model and Cubic Model, this rea-
son is that Ramon Model considers both CPU and memory
factors, while Linear Model and Cubic Model only consider
CPU factor.
D. THE COMPARISON OF THE FOUR
MODELING METHODS
Fig.8 and Fig.9 respectively show the comparison for the four
modelingmethods (linear regression, power regression, expo-
nential regression, and polynomial regression) in terms of
energy consumption and relative error. Fig.8 and Fig.9 reveal
that, no matter the task belongs to CPU intensive task or
transactional web task or I/O intensive task, power regression
leads to the highest accuracy of power model in most cases.
Therefore, we recommend using power regression to build
power model in further research.
FIGURE 8. Energy consumption for the four modeling methods.
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FIGURE 9. Relative error for the four modeling methods.
VIII. CONCLUSION
This paper propsed an energy consumption model for dat-
acentres based on application characteristics (such as CPU
intensive task, transactional web task, and I/O intensive task)
and various subsystems (i.e., CPU, memory, disk and NIC).
Experimental results show that: (1) during the process of
building energy consumption model, considering all compo-
nents related to energy consumption such as CPU, memory,
disk, and NIC is more effective than only consider CPU and
memory; (2) taking into account the task characteristics (CPU
intensive task, transactional web task, and I/O intensive task)
provides a better performance than only focusing on CPU
intensive task during the construction of the power model.
Moreover, the energy consumption model proposed in this
paper is more accurate than the existing ones. The proposed
energy consumption model can be extended to other servers
in data centers, so as to guide the energy-saving algorithm to
save energy-consumption.
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