Abstract. We prove that a Riemannian manifold (M, g), close enough to the round sphere in the C 4 topology, has uniformly convex injectivity domains-so M appears uniformly convex in any exponential chart. The proof is based on the Ma-Trudinger-Wang nonlocal curvature tensor, which originates from the regularity theory of optimal transport.
Let (M, g) be a C ∞ compact Riemannian manifold of dimension n ≥ 2, and exp the associated Riemannian exponential. For any x ∈ M , v ∈ T x M \ {0}, we define t C (x, v) = cut time of (x, v) = max t ≥ 0; exp x (sv) 0≤s≤t is a minimizing geodesic .
Then for any x ∈ M we let TCL(x) = tangent cut locus of x = t C (x, v)v; v ∈ T x M \ {0} ; I(x) = injectivity domain of the exponential map at x = tv; 0 ≤ t < t C (x, v), v ∈ T x M \ {0} .
We write exp −1 or log for the inverse of the exponential map: by convention log x (y) = exp −1
x (y) is the set of minimizing velocities v such that exp x v = y. In particular TCL(x) = log x (cut(x)), and I(x) = log x (M \ cut(x)). So the injectivity domain at x is the parameterization of M (after "cutting out the cut locus") in the maximal exponential chart centered at x.
Ever since its introduction by Poincaré [31] , the cut locus has retained some mystery; see Berger [2, Section 6.5.4] for a review. Around 1960 it played a key role in Klingenberg's proof of the topological sphere theorem, as exposed e.g. in [10, Chapter 13] . Since then not so much has been found, except for explicit computations in particular geometries (shockingly, the cut locus of the ellipsoid was rigorously described only a few years ago [20] ), and local properties, such as the Lipschitz continuity and (n − 1)-dimensional rectifiability [6, 21, 25, 30] . The second-order behavior is still open: for instance it is not known whether I(x) is a semiconvex set [28, Appendix B] , or if TCL(x) is an Alexandrov space [21, Problem 3.4] . A genuinely nonsmooth object, the cut locus is in general not triangulable [32] and in high enough dimension does not depend smoothly on the metric, even for generic manifolds [4, 3] .
In the present paper we prove a global, perturbative geometric result of a new nature on the injectivity domain, or equivalently on the tangent cut locus: THEOREM 1.1. Let (M, g) be a C 4 perturbation of the round sphere S n . Then all injectivity domains of M are uniformly convex.
An informal way to paraphrase the conclusion is to say that M appears convex from any of its points. Here are some first comments. Remarks 1.2. (1) In Theorem 1.1, "C 4 perturbation" means that M is S n equipped with a metric g, such that g − g 0 C 4 ≤ δ, where g 0 is the round metric, δ = δ(n) is small enough, and the C 4 norm is computed in a choice of local charts.
This implies that the exponential map is a C 3 perturbation of the "round" exponential (recall that the geodesic equations involve the Christoffel symbols, which are derivatives of the metric).
(2) One may think that the result still holds under the more intrinsic assumption that the Riemannian curvature of g is C 2 -close to the Riemannian curvature of g 0 , in the sense used by Delanoë & Ge [8, 9] . We shall not however pursue in this direction.
(3) Theorem 1.1 was established for n = 2 in [14] , except for the fact that only strict convexity was proven.
In the next section we shall provide much more comments, discuss the main difficulties and ingredients behind Theorem 1.1, and set up some preliminaries for the proof. 
It is a classical result that I(x) ⊂ NF(x), see, e.g., [18, Corollary 3.77] or [34, Problem 8.8] . In negative sectional curvature, there is no focalization and TFL is empty; conversely, in positive curvature there is focalization in all directions, and the tangent cut locus is "surrounded" by the tangent focal locus (remember that M is assumed to be compact).
The tangent focal locus is much better understood than the tangent cut locus. For instance, for any complete Riemannian manifold (M, g) the tangent focal locus is included in a countable union of smooth hypersurfaces; and nonfocal domains are semiconvex [6] . However, the focal locus is also the source for most of the major difficulties in the analysis of the cut locus. In fact the "bad set" is the tangent focal cut locus, defined by TFCL(x) = TCL(x) ∩ TFL(x). (2.1) To illustrate this, let us consider M = RP n = S n /{±Id}; then TFCL = / 0. This nonfocality property makes it possible to locally describe TCL(x), for a perturbation of RP n , by the Implicit Function Theorem [28, Appendix C] . Then it is easy to prove the convexity of injectivity domains as soon as (M, g) is just a C 3 perturbation of RP n . In other words, if in Theorem 1.1 we replace S n by RP n the result becomes just an exercise, and the conclusion can be improved.
More generally, the nonfocality property is also true for any manifold with sufficiently pinched positive curvature and nontrivial topology. Indeed, if all sectional curvatures are close to 1 and M is not homeomorphic to the sphere, then by the Grove-Shiohama theorem [19] [1, Theorem 1.9], there is ε > 0 small such that the diameter D satisfies D ≤ π/2 + ε, in particular t C ≤ π/2 + ε throughout the whole unit tangent bundle; while by classical comparison theorems [10, Chapter 10] t F π. We are not aware of any general result of convexity of injectivity domains on quotients of the round sphere, but if such a property holds then it will survive C 3 perturbations.
But on S n things are made much more tricky by the focalization (in this case TFCL = TCL, i.e., the whole tangent cut locus is focal). If M is an perturbation of S n , then the tangent focal locus of M is locally defined by the equation det(d v exp x ) = 0, so the convexity of the nonfocal domains is guaranteed only if d exp is a C 2 perturbation of the "round" d exp; this means that g should be C 4 -close to the round metric. (The sufficiency of the C 2 -perturbation of d exp is easy on S 2 because we can apply the Implicit Function Theorem. In dimension n a more subtle reasoning is required, see Section 4 below.)
And focalization is not a rare event for simply connected manifolds: according to a classical result by Klingenberg [24] , amplified by Weinstein [35] , if M is a simply connected Riemannian manifold with strictly 1/4-pinched positive sectional curvatures, then the injectivity radius coincides with the conjugate radius, therefore the tangent focal locus and tangent cut locus intersect (TFCL = / 0). In even dimension, the pinching condition is not necessary and positive curvatures are sufficient. (For surfaces, such results go back to Poincaré himself.)
Conclusion. What makes Theorem 1.1 nontrivial is the fact that the sphere is simply connected, allowing focalization at the cut locus; and it is for the same reason that the exponent 4 (rather than 3) is natural, and possibly optimal.
The Ma-Trudinger-Wang tensor.
Although the conclusion of Theorem 1.1 is natural and simple, our proof is quite indirect, since it is based on the Ma-Trudinger-Wang curvature tensor (MTW tensor), introduced in [29] and further studied in [9, 14, 15, 23, 22, 26, 28, 33, 34] , in relation with the regularity theory of optimal transport; see [13] or [34, Chapter 12] for a presentation and survey. Below is a precise definition, with the same conventions as in [34] ; we write ∇ 2
x F for the Hessian of F at x, and d for the geodesic distance.
the pseudo-scalar product of ξ and ζ is defined by
the MTW tensor evaluated on (ξ, ζ) is
The MTW tensor is a nonlocal generalization of sectional curvature. Indeed, if P is a tangent plane included in T x M , with orthonormal basis {ξ, η}, then S (x,x) (ξ, η) is the sectional curvature at x along P [34, Particular Case 12.30] . (Kim and McCann [22] reinterpret this tensor as a sectional curvature on the pseudo-Riemannian manifold (M × M, h), where h is the mixed second-order derivative of the squared distance.)
The Ma-Trudinger-Wang condition requires that for all
This condition implies nonnegative sectional curvature. It may or may not be satisfied by M ; and if it is not, this has dramatic consequences on the regularity theory of optimal transport [34, Theorem 12.44] .
Various conditions reinforcing the MTW condition (extended or not) have been introduced and studied; they can be thought of as nonlocal variants of the condition of positive lower bound on the sectional curvature. Away from focalization, all these conditions are equivalent, but it is not so in presence of focalization. To state the condition used in this paper, we need first an extended notion of the MTW tensor, and secondly a bit of background in Jacobi fields analysis.
2.3.
The extended Ma-Trudinger-Wang tensor. In Definition 2.1 the exponential map induces a one-to-one correspondence between v ∈ I(x) and y ∈ M \ cut(x), and its differential induces a one-to-one correspondence between η ∈ T x M and ζ ∈ T y M ; so it makes sense to abuse notation by writing, say S (x,y) (ξ, ζ) = S (x,v) (ξ, η). Then the latter object may be extended by letting v vary in the whole nonfocal domain rather than in the injectivity domain.
To define this extension, we let x ∈ M , v ∈ NF(x), and 
is a smooth diffeomorphism from V to W. Then we may define c (x,v) 
If v ∈ I(x) then for y close to exp x v and x close to x we have c (x,v) 
In contrast, all the x-derivatives of c(x, exp x v) remain bounded (but not continuous) if v approaches a nonfocal cut velocity.
Jacobi fields.
Jacobi fields are variations of geodesics [10, Chapter 5] . Given a geodesic γ and a moving reference frame along γ, all Jacobi fields along γ can be reconstructed from two "elementary" matrix-valued functions, which we denote by J 0 and J 1 . In the next statement we use dots for derivatives with respect to the t variable, and write I n for the n × n identity matrix, 0 n for the n × n zero matrix.
Definition 2.3 (elementary Jacobi fields). Let
.. ,e n ) be an orthonormal basis of T x M with e 1 = v/|v| x . For t ≥ 0 let γ(t) = exp x (tv), and let (e 1 (t),... ,e n (t)) be the orthonormal basis of T γ(t) M obtained by parallel transport of (e 1 ,... ,e n ) along γ. Let further, for t ≥ 0, (2.4) where Riem stands for the Riemann curvature tensor. We define J 0 (t), J 1 (t), implicitly depending on x and v, as the matrix-valued solutions of 
The proof can be found in [34, Chapter 14] , see in particular p. 414. This statement is also implicit in [7, Section 2] or [14, Section 2] .
For any
By mimicking the proof of Proposition 2.4, one easily obtains the following result: if v ∈ NF(x), then for any ξ ∈ T x M ,
In particular, the extended MTW tensor can be computed as follows:
In the sequel, we will always use this formula to compute the extended MTW tensor on perturbations of the sphere, see Section 5. Let us further observe that, since the above formula involves only derivatives of Jacobi fields, the (extended) MTW tensor depends on the metric only through its Riemannian curvature. (Compare with Remark 1.2(2).)
does the reverse; so S is an endomorphism of T x M . Accordingly, we shall never need to consider the moving basis (e 1 (t),... ,e n (t)), but only the fixed basis (e 1 ,... ,e n ) which we identify with the canonical basis of R n .
The symmetric matrix S has an eigenvalue 1 on Re 1 (the extended squared distance grows quadratically along the geodesic). For the round sphere, all other eigenvalues of S −1 vanish at focalization (t = π). If the metric g is close to the round metric g 0 and t is close to, but strictly less than the focalization time t F (v/|v| x ), we may define Λ by
where I n−1 can be thought of as the identity on (Re 1 ) ⊥ . The operator Λ is smooth even at focalization, where its determinant vanishes.
In the sequel we shall abuse notation by writing Λ −1 for the operator ξ → Λ −1 ξ, where ξ is the orthogonal projection of ξ on e ⊥ 1 . Note carefully that while Λ is defined only near the focalization time, Λ −1 is defined for any v ∈ NF(x) as the restriction of −S to (Re 1 ) ⊥ . 
where κ, c are positive constants, and we used the notation defined in Section 2.4.
) is a C ∞ compact Riemannian manifold satisfying (2.10), and all its nonfocal domains are uniformly convex, then all its injectivity domains are also uniformly convex.
Theorem 2.7 may look surprising and calls for comments. The convexity of the nonfocal domains is a "pseudo-local" property, in the sense that it only depends on the behavior of the metric in the neighborhood of an arbitrary geodesic (before focalization time). The same is true for the positivity of the extended MTW tensor, for instance in the form of (2.10). However, the combination of these two properties will imply a property about injectivity domains, which is of "completely global" nature. So our results can be compared to other theorems relating local curvature conditions to global properties, the most classical being the Bonnet-Myers theorem.
We also note that the positivity of the MTW tensor carries more information than just the convexity of tangent injectivity domains, since it implies continuity results for the solution of optimal transport problems (see [14] for the twodimensional case, and [15] for the general case).
Theorems 2.5, 2.6 and 2.7 will be proven respectively in Sections 4, 5 and 6. As a preliminary step, in Section 3 we shall establish useful integral representations for variations of Jacobi fields.
A somewhat mysterious step in the proof will be an explicit computation, performed in Section 5.4, in which all the potentially dangerous terms in a certain inequality will combine for no apparent reason to form an exact square. This might be the indication of some deeper unexplored structure.
Bibliographical notes.
For the convenience of the reader, we shall present self-contained proofs; but our work builds on a number of earlier conceptual contributions. Here is a short account.
The uniform convexity of nonfocal domains on an perturbation of the sphere was already proven by Castelpietra and Rifford [6] with a "symplectic" approach. In this paper we shall provide a more direct Riemannian approach.
After the works of Ma, Trudinger and Wang [29] and Loeper [26] , it was known that the positivity of the MTW tensor, together with the convexity of tangent injectivity domains, were sufficient conditions for the regularity of optimal transport on Riemannian manifolds, when the cost function is the squared distance, and cut locus issues are avoided (we refer to the above-mentioned references for precise statements). Then Loeper [27] discovered the relation with sectional curvature. He further showed that the round sphere satisfies a strict form of the MTW condition; this result was improved by Kim and McCann [22] , and Figalli and Rifford [14, Appendix] .
Loeper and Villani [28] conjectured a general relation between the MTW condition and the shape of the tangent cut locus, and proved that the positivity of the MTW curvature implies the convexity of injectivity domains, under a stringent technical restriction of nonfocality.
The focalization problem was the motivation for several progress: a "probabilistic" perturbation lemma for paths crossing the tangent cut locus [17] , and more importantly the introduction of the extended Ma-Trudinger-Wang tensor by Figalli and Rifford [14] . Then in [14] the stability of the extended MTW condition around the round two-dimensional sphere was established, and from there the strict convexity of tangent injectivity domains was deduced. In the present work we shall work in higher dimension, and improve the conclusion from strict to uniform convexity.
Many of the above-mentioned works use an inequality of maximum principle type, introduced by Loeper [26] , simplified by Kim and McCann [22] , later simplified again and modified in [14, Lemma 3.3] , [28, Theorem 3.1] , and [34, Theorem 12.36] . Another variant of this inequality will be used in Section 6 below.
Variations of Jacobi fields.
It is well known that if the matrix-valued function J(t) satisfies the Jacobi equationJ + RJ = 0, then U =JJ −1 solves the Ricatti equationU + U 2 + R = 0. In this section, we shall establish equations of a related spirit bearing on first-order variations of Jacobi fields. 
LEMMA 3.2. The general solution of the matrix-valued inhomogeneous Jacobi equationJ
is given by the formula
Proof of Lemma 3.1. Property (a) is equivalent to the symmetry of J −1 1 J 0 , which follows from Proposition 2.4. Then by time-differentiation of (a) we geṫ
which means thatJ 0 J * 1 −J 1 J * 0 is symmetric. By time-differentiation again, and use of the Jacobi equation and of (a), we obtain
This matrix is obviously antisymmetric, but it is also symmetric as the timederivative of a symmetric matrix; so it vanishes identically, which proves (b). Theṅ J 0 J * 1 −J 1 J * 0 is time-independent, and therefore constantly equal to its value at t = 0, which yields (c).
Proof of Lemma 3.2. Both sides of (3.2) have the same conditions at t = 0, so it is sufficient to check thatG + R G = M , where G is the right-hand side of (3.2). Thanks to the Jacobi equation and Lemma 3.1(a)(c), we havë
, and the proof is complete.
Now comes the main result of this section:
are a family of Jacobi fields, defined by (2.5), and depending smoothly on an extra parameter α, then
where 
Then the conclusion follows in a straightforward way from Lemma 3.2.
Convexity of nonfocal domains.
In this section we prove Theorem 2.5, referring to [28, Appendix B] for some basic properties of uniformly convex sets.
We first note that for the round metric g 0 , we have t F (x, σ) = π for all σ ∈ U x M S n−1 (the space of unit tangent vectors at x). The goal is to prove that for any given ε > 0, if g is close enough to g 0 then for all σ ∈ U x M ,
The last condition should be interpreted in the weak sense of support functions: to prove (4.1) it is sufficient to show that for every σ there is a C 2 function τ = τ (σ), defined in a neighborhood of σ, such that
The inequalities (4.1) will imply that I TFL (v) ≥ 1 − γ (the second fundamental form of the tangent focal locus, evaluated at v, defined in weak sense, is bounded below by 1 − γ), where γ = γ(ε) → 0. In other words, the tangent focal locus is uniformly convex, and the uniform convexity constant approaches the constant of the round sphere.
For any unit tangent vector σ, we can define S(x, σ, t) as in Proposition 2.4, and Λ = Λ(x, σ, t) as the restriction of −S −1 (x, σ, t) to σ ⊥ (as in (2.8) ). The operator Λ is intrinsically defined, independently of any choice of orthonormal basis (e 1 = σ, e 2 ,... ,e n ), and makes sense near focalization. For the round sphere, by explicit calculation it is equal to Λ 0 = −(tan t/t) Id σ ⊥ .
Then it follows from the definition of t F that
In the above formula, we need to restrict the set of times to t ∈ [3π/4, 5π/4] to ensure that Λ is well defined for g close to g 0 in C 2 topology.) By what we said above, to prove (4.1) it is sufficient to establish that, for any fixed h in T x M , h⊥σ,
So let us fix σ and h, two unit orthogonal tangent vectors, and let
For the round sphere, this is equal to q 0 (σ, t) = −(tan t)/t, so
It follows by the Implicit Function Theorem that θ(σ) = t F (x, σ; h) is well defined by the implicit equation
in a neighborhood of θ = π and for g close to g 0 in C 3 topology. (Since q depends on second derivatives of g, this assumption implies that q is close to q 0 in C 1 topology.) Moreover, differentiating (4.5) we find
Since ∂q/∂σ, ∂ 2 q/∂σ 2 and ∂ 2 q/∂t ∂σ vanish for the round metric, we conclude that |∂θ/∂σ| and |∂ 2 θ/∂σ 2 | are bounded above by ε for g close enough to g 0 in C 4 topology (so q is close to q 0 in C 2 topology). This concludes the proof.
Stability of MTW condition.
In this section we use equation (2.7) to compute the extended MTW tensor for the sphere and its perturbations, in order to prove our stability result. Let us remark that, being S (x,v) bilinear in both ξ and η, it suffices to prove the estimate for ξ, η unit tangent vectors at x. So in this whole section we will always assume that |ξ| x = |η| x = 1.
Computations.
Let us fix a geodesic (γ(t)) 0≤t≤T with γ(0) = x, γ(1) = y,γ(0) = σ, |σ| = 1. We assume that T ≤ t F (σ), so that the geodesic is nonfocal except maybe at its final point. We pick up (e 1 = σ, e 2 ,... ,e n ) an orthonormal basis of T x M , and identify tangent vectors at x with their coordinates in this basis. Under this identification the metric g x is given by the canonical scalar product of R n .
Next, we let (γ α (τ )) τ ≥0 be the geodesic starting at x with initial velocity σ α = (cos α, sin α, 0,... ,0). We further define σ ⊥ α = (− sin α, cos α, 0,... ,0). For any α ∈ R, |α| small, and τ ≥ 0, we solve the Jacobi equation (2.5) with e 1 (α, 0) = σ α , e 2 (α, 0) = σ ⊥ α , e i (α, 0) = e i for i ≥ 3, and R(α, τ ) defined by (2.4) evaluated along the geodesic (γ α (τ )) τ ≥0 . If w = τ σ α with τ < t F (σ α ), then the matrix of S (x,w) in the orthonormal basis (σ α ,σ ⊥ α ,e 3 ,... ,e n ) is
Then the matrix of S (x,w) in the original basis of R n is Q(−α) S(α, τ ) Q(α); in other words, Moreover, by direct computation, at s = 0 we have
Combining (5.3) with (5.4) we arrive at our final expression for the MTW tensor: writing
we have (note the minus sign)
In the rest of this paper, we shall systematically use a dot to designate a derivative with respect to τ ("time"), and a prime to designate a derivative with respect to α:Ṡ = ∂S/∂τ , S = ∂S/∂α, etc.
The round sphere.
In this subsection we establish a strict form of the MTW condition for the round sphere S n . We shall not try to get the best possible estimates near focalization; this will be examined more in detail in the next subsection.
If the metric is the round metric, then S(τ, α) does not depend on α, and is equal to 
where α > 0 is independent of t ∈ (0,π). Moreover, a slightly more refined analysis than the one in [ 
where ξ = ξ 2 e 2 + ξ 3 e 3 , and κ > 0 is a small constant.
Computations again.
Now we go back to (5.6), assume the metric to be close to the round metric, and we work near focalization. Before studying the asymptotic behavior of (5.6) we shall rewriteṠ,S, S , S andṠ in a suitable way, by means of Section 3.
As a first illustration, let us first take care ofṠ:
Of course this expression is symmetric. A similar computation yields
Then we can iterate the process and derive expressions for second-order variations: thus, using the Jacobi equation (2.5), we get after a bit of algebra:
Now the symmetry is not obvious, but comes from the identity
and Lemma 3.1(b). The other second-order variations will not be "obviously" symmetric either:
0 J 1 (5.14)
Behavior near focalization.
Let us rewrite (5.6) in the form .16) and compute the coefficients a ij . After some computation, we find
where
all admit e 1 as an eigenvector, and apart from K the associated eigenvalue is 0. It follows that Z has vanishing first row and first column. Moreover, Z(π) = 0 for the round metric g 0 , so Z(α, τ ) is very small (say |Z| ≤ ε) if τ π and g g 0 . In the sequel, we shall use Z as a generic symbol for a matrix-valued function satisfying these two properties (vanishing of the first row and column, and smallness as τ π, g g 0 ).
Similarly,
and
Fifteen (!) of the terms in (5.17)-(5.19) combine in (5.16) to form a "perfect square":
Recalling (2.8), separating the first component from the rest, we write
Thus, we deduce
(Recall that |η| x = 1, so Z is small.) Let us observe that, since Z has vanishing first row and first column, we have
Furthermore, the two terms coming from Z can be respectively bounded by
Hence, we can control the "dangerous" terms in (5.20):
where δ is small, c is a positive constant, and we choose ε much smaller than δ and c −1 . With these bounds we conclude that if g is close enough to g 0 and t close enough to π,
where κ is a positive constant, and
Let us write ξ = 0, 0,ξ 3 ,... ,ξ n . Since |Λ −1 ξ| 2 controls ξ 2 2 + | ξ| 2 , and thanks to (5.21), up to slightly reducing the value of κ we deduce from (5.22)
(5.23)
Remark 5.1. These computations use the fact that all the eigenvalues of K in (Re 1 ) ⊥ vanish simultaneously for the round sphere, so these eigenvalues are still very small for the perturbed sphere. This simultaneous vanishing is of course very particular, but should also be the most degenerate situation. Apart from that, the above arguments do not really take advantage of the closeness to the round metric; we shall see in [16] that, in dimension 2, similar inequalities hold as soon as the nonfocal domains are uniformly convex near the tangent focal cut locus.
Improved inequality on the sphere.
Before going on, let us notice that the results of Subsections 5.2 and 5.4 imply a very strong nonlocal curvature inequality on the round sphere:
where ξ denotes the orthogonal projection of ξ on v ⊥ .
Remark 5.2. The expression in (5.24) is strictly positive as soon as v = 0 and ξ, η are not both parallel to v. In contrast, for v = 0 the right-hand side of (5.24) vanishes as soon as ξ and η are parallel; this was expected since in this case the MTW curvature reduces to sectional curvature. An informal way to state this conclusion is that nonlocality improves the curvature of the sphere. This improvement is all the more dramatic as we approach the cut locus (|v| → π), since then all the eigenvalues of Λ −1 diverge.
Stability.
Back to the study of perturbations of the round metric, we can now prove Theorem 2.6. Let δ > 0. We define
From (5.6) we see that
is a smooth function of the metric g as (x, v, ξ, η) varies in the compact set Θ δ . It follows from (5.24 ) that this function is always positive for the round sphere; so it also has a positive lower bound for g close enough to g 0 in C 4 topology. We now observe that, if a smooth function of (z 1 ,z ) is bounded below by κ on z 1 = 0, then it is bounded below by κ − c |z 1 | on a compact set. As a consequence, there exist κ > 0 and c > 0 such that for all x ∈ M , v ∈ NF(x) with dist(v, TFL(x)) ≥ δ, and ξ, η unit tangent vectors at x,
Observing that Λ −1 is uniformly bounded away from TFL(x), we deduce that (2.10) is satisfied away from the focal locus for a perturbation of the round metric.
On the other hand, by Section 5.4, the inequality is true also near the focal locus (again, for a perturbation of the round metric), and Theorem 2.6 follows.
Remark 5.3. One may ask whether the stronger inequality (5.23) is also stable under perturbation. Informally, this amounts to asking whether the MTW tensor on the perturbed sphere is positive even when evaluated on non-orthogonal tangent vectors ξ, η. According to Delanoë and Ge [8] , the answer is positive in dimension 2.
Convexity of injectivity domains.
In this section we prove Theorem 2.7. We shall need some preparations before we start the core of the proof.
Preliminaries.
In this subsection we recall some facts from Riemannian geometry. The first one is the formula of first variation [18, Paragraph 3.31] 
With the notation c = d(x, y) 2 /2, this can be reformulated as
where (gv)ζ = g(v, ζ).
Next, the map
is an involution between nonfocal tangent vectors. (If γ(t) = exp x (tv), it maps (γ(0),γ(0)) to (γ(1), −γ(1)).) Then we have the useful formula
Let us briefly recall the proof of (6.4). Let γ(t) = exp x (tv), and let X, Y be Jacobi fields along γ defined by X(0) = 0,Ẋ(0) = ξ, Y (1) = 0,Ẏ (1) = −η. From the properties of Jacobi fields we have
where Riem is the Riemann curvature tensor. This quantity being symmetric in X and Y ,
, which is the same as (6.4). Now we recall a key result about the size of the cut locus. By [25, Corollary 1.3] (see also [6, 21] ), for any x ∈ M we have
where K ⊂ M is any compact set, and H n−1 is the (n − 1)-dimensional Hausdorff measure.
As a final preparation, we give a partially coordinate-wise expression for the MTW curvature: if we pick up a coordinate system (x i ) 1≤i≤n around x, and write u ij = ∂ 2 u/∂x i ∂x j , then
where c(x, exp x v) should be understood as c (x,v) 
x /2. The key observation is that (6.6) is an intrinsic expression, independent of any choice of coordinates (e.g. geodesic), although c ij ξ i ξ j in itself does not make sense unless we specify a choice of coordinates.
To prove (6.6), it will be sufficient to prove this intrinsic property and recall Definition 2.2. But a change of coordinates in the right-hand side of (6.6) induces the replacement of c ij (x, exp x (v + sη)) by c ij (x, exp x (v + sη)) + Γ ij (x) c (x, exp x (v + sη)), where c = ∂c/∂x and Γ ij are smooth functions. According to (6.2) , the extra terms Γ ij (x) c (x, exp x (v + sη)) are linear in v + sη, and thus disappear under the action of d 2 /ds 2 in (6.6).
Main technical ingredients.
The next proposition is the key to the use of the MTW tensor. It is extracted from [14] ; precursors appeared in [22, 28] .
Then, with the notation
(6.8)
Remark 6.2. We shall only use Proposition 6.1 in the case x = x; then h(t) measures the difference between the "real" cost c = d 2 /2, and the "extended" cost c = c (x,p t ) , defined in (2.3), evaluated at x. In particular h(t) = 0 if and only if p t ∈ I(x).
Proof of Proposition 6.1. Since (y t ) does not cross cut(x), the function y → d(x, y) 2 is smooth, and by (6.1)
On the other hand, since p t = (exp x ) −1 (y t ), recalling (6.4) we have
This combined with (6.9) implies (6.7). To prove (6.8) it will be convenient to introduce coordinates, since intrinsic notation becomes rather cumbersome. So let (x i ) 1≤i≤n , (y j ) 1≤j≤n be coordinate systems around x and y t respectively. Writing c = c (x,p) , we have
where c i = ∂ c/∂x i and c ,j = ∂ c/∂y j . After differentiating and applying the inverse c i,j of c i,j = ∂ 2 c/∂x i ∂y j , we get, using Einstein's summation convention,
where of course c k, j = ∂ 3 c/∂x k ∂y ∂y j . Since (6.7) can be rewritten aṡ
we deduce, with obvious notation,
Noting that c(x, y t ) = c (y t ,q t ) (y t , exp y t q t ), we see that the expression inside square brackets coincides with
Then we apply (6.6) to conclude thaẗ
and (6.8) follows.
The next perturbation lemma is borrowed from [17] .
LEMMA 6.3. Let x, x ∈ M , and let (p t ) 0≤t≤1 be a smooth path valued in NF(x). Then for any ε > 0 there is a path ( p t ) 0≤t≤1 such that
is finite.
Proof of Lemma 6.3 . First, since (p t ) is valued in NF(x), it is equivalent to perturb p t in the C 2 topology, or to perturb y t := exp x p t in the C 2 topology. So in the sequel we shall construct y t = exp x p t .
Since cut(x) has empty interior, for any fixed t 0 ∈ [0, 1] we can perturb the path (y t ) in C 2 topology into a path ( y t ), such that y t 0 / ∈ cut(x). Repeating this operation finitely many times, we can ensure that y t j lies outside cut(x) for each t j = j/2 k , where k ∈ N and j ∈ {0,... ,2 k }. If k is large enough, then for each j the path ( y t ) t j ≤t≤t j+1 can be written as a straight line segment, in some well-chosen local chart. Moreover, since cut(x) is closed, for any j there will be ε j > 0 and r j > 0 such that on the interval [t j − ε j ,t j + ε j ] the path y t is entirely contained in the small ball B j = B( y t j ,r j ), and the larger ball 2B j = B( y t j , 2r j ) does not meet cut(x).
If we prove that the path ( y t ) can be approximated on each interval [t j−1 + ε j−1 ,t j − ε j ] by a path ( y t ) meeting cut(x) at most finitely many times, then we can "patch together" these pieces by smooth paths defined on the intervals [t j − ε j ,t j + ε j ] and staying within 2B j . Obviously the resulting perturbation will meet cut(x) at most finitely many times.
All this shows that we just have to treat the case when (y t ) takes values in a small open subset U of R n and is a straight line. In these coordinates, Σ := cut(x) ∩ U has finite H n−1 measure by (6.5). Without loss of generality, we can assume that U is the cylinder B(0,σ) × (−τ, τ ) for some σ, τ > 0, and y t = t e n for t ∈ (−τ, τ ) (where (e 1 ,... ,e n ) is an orthonormal basis of R n ).
For any z ∈ B(0,σ) ⊂ R n−1 , let y z t = (z, t). The goal is to show that H n−1 (dz)-almost surely, y z t intersects Σ in at most finitely many points. To do this one can apply the co-area formula in the following form (see [11, p. 109 
Thanks to (6.5) the left-hand side is finite, and the right-hand side is exactly #{t; y z t ∈ Σ}H n−1 (dz); so the integrand is finite for almost all z, and in particular there is a sequence z k → 0 such that each (y z k t ) intersects Σ finitely many often. Now comes a maximum principle type lemma, borrowed from [34] . Let now t * ∈ [0, 1] be such that f ε is minimum at t * . If t * ∈ (t j ,t j+1 ) for some j ∈ {0,... ,N − 1} thenḟ ε (t * ) = 0, so by (6.12)f ε (t * ) < 0, which is impossible. Thus t * = t j for some j ∈ {0,... ,N }.
Let us assume that j ∈ {1,... ,N − 1}. Ifḟ ε is discontinuous at t j , then by semiconcavityḟ ε (t − j ) >ḟ ε (t + j ), which is incompatible with t j being a minimum of f ε . If on the contraryḟ ε is continuous at t j , then by semiconcavity again f ε is differentiable at t j . Because t j is a minimum,ḟ ε (t j ) = 0, and by (6.12),f ε < 0 in a neighborhood of t j , soḟ ε is positive on the left of t j and negative on the right of t j , which again is impossible.
We conclude that j ∈ {0,N } i.e. f ε ≥ min(f ε (0),f ε (1)), and the claim follows by letting ε → 0.
Proof of Theorem 2.7.
Let M satisfy the assumptions of Theorem 2.7. Let x ∈ M and p 0 ,p 1 ∈ I(x). Fix δ > 0 to be chosen later, and let (p t ) 0≤t≤1 be a path valued in T x M , joining p 0 to p 1 , such that |p t | x ≤ δ |p 0 − p 1 | 2
x . If we can show that p t ∈ I(x) for all t ∈ [0, 1], then this will imply the uniform convexity of I(x).
Since I(x) ⊂ NF(x) and the latter set is assumed uniformly convex, we know that for δ small enough (p t ) is valued in NF(x). By Lemma 6.3, for any δ > δ and any ε > 0 we may find a path ( p t ), also valued in NF(x), such that |p t − p t | x ≤ ε,
x , p 0 , p 1 ∈ I(x), and exp x p t meets cut(x) only for finitely many times t. If we can prove that ( p t ) is valued in I(x) then we are done.
In the sequel, for simplicity we shall note δ for δ and p t for p t . Let The reverse inequality is obviously true, so p t is a minimizing velocity, that is p t ∈ I(x), and the proof is complete.
Remark 6.5. In this section we have shown that, if all NF(x) are uniformly convex, and the strong version of the extended MTW condition given in (2.10) holds, then all I(x) are uniformly convex. It is actually possible to prove also some "weaker" versions of this result, which are important for applications to the regularity theory of optimal transport:
• If all NF(x) are convex, and S (x,v) (ξ, η) ≥ 0 for all ξ ⊥ η, then all I(x) are convex.
• If all NF(x) are strictly convex, and S (x,v) (ξ, η) ≥ 0 for all ξ ⊥ η with strict inequality unless ξ = 0 or η = 0, then all I(x) are strictly convex. We refer to [15] for a proof of these results.
