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Abstract
The J-matrix method is extended to difference and q-difference operators and
is applied to several explicit differential, difference, q-difference and second order
Askey-Wilson type operators. The spectrum and the spectral measures are dis-
cussed in each case and the corresponding eigenfunction expansion is written down
explicitly in most cases. In some cases we encounter new orthogonal polynomials
with explicit three recurrence relations where nothing is known about their explicit
representations or orthogonality measures. Each model we analyze is a discrete
quantum mechanical model in the sense of Odake and Sasaki [36].
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1 Introduction
The J-matrix method started with the pioneering works of Yamani, Heller and Reinhardt
[40], [20], [19] in the early 1970’s and has been applied by Yamani, Heller and Reinhardt
to different physical models. Some of the recent applications of the J-matrix method
to physics are spearheaded by Alhaidari and his research team, [2], [3], [4], [5] and
[7]. The J-matrix principle says that the spectrum of a tridigonalizable operator is
the same as the tridiagonal matrix representing it. Such a tridiagonal matrix can be
split into irreducible blocks, and to each of these blocks there is a corresponding set
1
2of orthogonal polynomials. Moreover, the eigenfunctions of a tridiagonalizable operator
can be expressed using these corresponding polynomials, and in the self-adjoint case the
spectral measure is related to the orthogonality measures of the orthogonal polynomials.
This general set-up is described and proved in [23] where we considered the Schro¨dinger
equation with the Morse potential as an example. Our later work [24] develops a general
scheme for tridiagonalizing differential, difference, or q-difference operators arising from
two sets of related orthogonal polynomials. In particular, we find the Jacobi transform
and its special case the Mehler-Fock transform originally introduced by Mehler to study
electrical distributions.
The link between more general differential, difference or q-difference operators, and
Jacobi matrices can be very useful to study the spectral decomposition of the original
operator in terms of the orthogonal polynomials and vice versa. So we can obtain
information on one of the operators by transferring information from the other, and we
show this in particular examples in this paper. In particular, in case information on both
operators is known, we obtain even more explicit results, and examples of this approach
can be found in [24]. In the tridiagonalization of the operators in this paper it is often
the case that the polynomials cannot be matched directly with known polynomials [29]
[22], and in these cases we have given some information on the support of the spectral
meaure of these polynomials. A treatment of the spectral theory of differential operators
can be found in many sources, and we refer the interested reader to the excellent book
by Edmunds and Evans [15]. The spectral theory of tridiagonal matrices and their
connection with orthogonal polynomials and the moment problem is in [1], [14], [30],
[38].
The contents of the paper are as follows. In Section 2 we record the formulas used in
the sequel. The basic references are [8], [22], [37], [16], [17], and [29]. The expert reader
may easily skip Section 2. In Sections 3 and 4 we start with an operator with known
orthogonal polynomial eigenfunctions then multiply it by a linear function of the space
variable and study the spectral properties of the new Hamiltonian. Section 3 treats
the case of Laguerre polynomials, leading to tridiagonalization involving continuous
dual Hahn polynomials. It is simple enough but contains all the ingredients of the
method. Section 4 treats the Meixner polynomials and the J-matrix method leads to a
one parameter generalization of the continuous dual Hahn polynomials. In Section 5 we
introduce a different modification. We start with an operator T which is diagonalized by
a known polynomial system. We then consider the Scho¨dinger operator T +γx. Such an
equation arises for example in the case of a charged particle in the presence of a uniform
electric field. In this case γ = −qF , where F is the magnitude of the electric field and
q is the electric charge, see [32, §24], or [10].
The Scho¨dinger operator T + γx is automatically tridiagonal in the basis which
diagonalizes T . We study the spectral properties of T + γx for four different sets of
polynomials. In Section 6 we combine both generalizations of Sections 3 and 4 and
Section 7 for the case of the Laguerre and Meixner polynomials. Finally, in Section 7 we
study this approach for two families of q-orthogonal polynomials, namely the Al-Salam–
Chihara polynomials and the q−1-Hermite polynomials. The q−1-Hermite polynomials
correspond to an indeterminate moment problem, so we study the corresponding q-
3difference operator on the weighted L2-space corresponding to a N-extremal measure.
It turns out that the polynomials in the tridiagonalization is again corresponding to
an indeterminate moment problem, so that the q-difference operator is not essentially
self-adjoint on the space of polynomials.
We end by noting that more differential, difference and q-difference operators can be
studied using the J-matrix method. In particular, we can study classes of higher-order
operators in this way as well.
2 Preliminaries
In this section we recall some results needed in the sequel. We first record the prop-
erties of the Laguerre polynomials. They satisfy the differential relations, [22, (4.6.13),
(4.6.15)]:
d
dx
L(α)n (x) = −L(α+1)n−1 (x),(2.1)
1
xαe−x
d
dx
[
xα+1e−x
d
dx
L(α)n (x)
]
= −nL(α)n (x).(2.2)
A generating function of the Laguerre polynomials is
∞∑
n=0
L(α)n (x)t
n = (1− t)−α−1 exp
( −xt
1− t
)
.(2.3)
[22, (4.6.4)], [37], [29] and it implies
L(α)n (x) = L
(α+1)
n (x)− L(α+1)n−1 (x)(2.4)
The orthogonality relation is∫
∞
0
xαe−xL(α)m (x)L
(α)
n (x)dx =
Γ(α+ n + 1)
n!
δm,n, α > −1.(2.5)
The Meixner polynomials are, [22, §6.1], [29, §1.9]
Mn(x; β, c) = 2F1(−n,−x; β; 1− 1/c),(2.6)
and have the generating function
∞∑
n=0
(β)n
n!
Mn(x; β, c)t
n = (1− t/c)x(1− t)−x−β.(2.7)
The orthogonality relation is
∞∑
x=0
Mm(x; β, c)Mn(x; β, c)
(β)x
x!
cx =
c−n n!
(β)n(1− c)β δm,n,(2.8)
4valid for β > 0, 0 < c < 1 and their three term recurrence relation is
−xMn(x; β, c) = c(β + n)
1− c Mn+1(x; β, c) +
n
1− cMn−1(x; β, c)
−n + c(β + n)
1− c Mn(x; β, c).
(2.9)
The Meixner polynomials satisfy the second order difference equation
x!
cx(β)x
∇
(
(β + 1)xc
x
x!
∆
)
Mn(x; β, c) =
n
β
c− 1
c
Mn(x; β, c),(2.10)
where
(∆f)(x) = f(x+ 1)− f(x), (∇f)(x) = f(x)− f(x− 1).(2.11)
The Meixner-Pollaczek polynomials {P (λ)n (x;φ)} satisfy the orthogonality relation
[29, (1.7.2)]
1
2π
∫
R
e(2φ−pi)x|Γ(λ+ ix)|2P (λ)m (x;φ)P (λ)n (x;φ) dx =
Γ(n + 2λ)
(2 sinφ)2λ n!
δm,n,(2.12)
for λ > 0, 0 < φ < π, and the three term recurrence relation [29, (1.7.3)]
(n+ 1)P
(λ)
n+1(x;φ) + (n+ 2λ− 1)P (λ)n−1(x;φ)
= 2[x sinφ+ (n+ λ) cosφ]P (λ)n (x;φ),
(2.13)
with P
(λ)
0 (x;φ) = 1, P
(λ)
1 (x;φ) = 2[x sinφ+ λ cosφ].
We parametrize the independent variable x by x = (z +1/z)/2 and given a function
we set
f˘(z) = f(x).(2.14)
The Askey-Wilson operator Dq and the averaging operator Aq are defined by, [22],
(Dqf)(x) = f˘(zq
1/2)− f˘(zq−1/2)
e˘(q1/2z)− e˘(q−1/2z) ,
(Aqf)(x) = 1
2
[f˘(zq1/2)− f˘(zq−1/2)]
(2.15)
where e(x) = x = (z + 1/z)/2.
The Askey-Wilson operator is well-defined on H1/2, where
(2.16) Hν :=
{
f : f((z + 1/z)/2) is analytic for qν ≤ |z| ≤ q−ν} .
Let Hw denote the weighted space L2(−1, 1;w(x)dx) with inner product
(2.17) (f, g)w :=
∫ 1
−1
f(x) g(x)w(x) dx, ‖f‖w := (f, f)1/2w
5and let T be defined by
(2.18) Tf(x) := − 1
w(x)
Dq (pDqf) (x).
for f in H1. We shall assume that p and w are positive on (−1, 1) and also satisfy
(2.19)
(i) p(x)/
√
1− x2 ∈ H1/2 , 1/p ∈ L(−1, 1),
(ii) w(x) ∈ L(−1, 1), 1/w ∈ L
(
−1, 1; dx
(1− x2)
)
.
The expression Tf is therefore defined for f ∈ H1, and the operator T acts in Hw.
Furthermore, the domain H1 of T is dense in Hw since it contains all polynomials. The
following theorem is due to Brown, Evans and Ismail [12].
Theorem 2.1. The operator T is symmetric in Hw and positive.
The Al-Salam–Chihara polynomials are defined by [22, (15.1.6)]
(2.20) pn (x; t1, t2 | q) = 3φ2
(
q−n, t1e
iθ, t1e
−iθ
t1t2, 0
∣∣∣∣ q, q
)
.
Their weight function is
w(cos θ; t1, t2) :=
(e2iθ, e−2iθ; q)∞/ sin θ
(t1eiθ, t1e−iθ, t2eiθ, t2e−iθ; q)∞
,(2.21)
and their orthogonality relation will be stated in (7.5). The generating function for the
Al-Salam–Chihara polynomials is [22, (15.1.10)]
∞∑
n=0
(t1t2; q)n
(q; q)n
(
t
t1
)n
pn(cos θ; t1, t2) =
(tt1, tt2; q)∞
(t1eiθ, t1e−iθ; q)∞
.(2.22)
Theorem 2.2. Consider the three term recurrence relation in orthonormal form
xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n ≥ 0, an > 0, bn ∈ R,(2.23)
with a0p−1(x) := 0. Then the moment problem is determinate, that is has a unique
solution, if one of the following conditions hold
∞∑
n=0
|bn+1|
an+1an+2
=∞,(2.24)
an + bn + an+1 ≤ C, for some C(2.25)
an − bn + an+1 ≤ C, for some C(2.26)
The condition (2.24) is Exercise 2 on page 25 of [1], while (2.25)-(2.26) are Theorem
(VII.1.4) and its corollary in [11, pp. 505–506].
6Theorem 2.3. Let pn(x) be generated by (2.23). Then the zeros of the polynomial pn(x)
are in (A,B), where
B = max{xj : 0 < j < n}, A = min{yj : 0 < j < n},
where yj ≤ xj and
xj , yj =
1
2
(bj + bj−1)± 1
2
√
(bj − bj−1)2 + 16a2j , 1 ≤ j < n.(2.27)
Theorem 2.3 is the special case cn = 1/4 of a result due to Ismail and Li in [26]. The
full result is also stated and proved in [22, Theorem 7.2.7].
The zeros of orthogonal polynomials are real and simple, so we shall follow the
standard notation in [39] or [22] and arrange the zeros xn,j, 1 ≤ j ≤ n as
xn,1 > xn,2 > · · · > xn,n.(2.28)
3 A differential operator related to the Laguerre
polynomials
Consider the differential operator
(TLf)(x) =
1
xαe−x
d
dx
[
xα+2e−x
df
dx
]
.(3.1)
We will discuss a generalization of this operator in §6. The boundary value problem
we are interested in is TLy = λy with the boundary conditions x
1+α/2f(x)e−x/2 → 0 as
x→ 0 and x→∞. The equation TLy = λy is
x2y′′ + (α+ 2)xy′ − x2y′ = λy.(3.2)
It is easy to see that TL is symmetric on weighted L2 space with the inner product
(f, g) =
∫
∞
0
xαe−xf(x)g(x) dx.(3.3)
The (m,n) matrix elements of TL as an operator in L2(0,∞, xαe−x) in the basis
{L(α)n (x)} are given by multiples of∫
∞
0
L(α)m (x)
d
dx
[
xα+2e−x
d
dx
L(α)n (x)
]
dx
=
∫
∞
0
[L(α+1)m (x)− L(α+1)m−1 (x)]
d
dx
[
xα+2e−x
d
dx
(L(α+1)n (x)− L(α+1)n−1 (x))
]
dx
=
∫
∞
0
xα+1e−x[L(α+1)m (x)− L(α+1)m−1 (x)][nL(α+1)n (x)− (n− 1)L(α+1)n−1 (x)]dx
=
Γ(n+ α + 2)
(n− 1)! δm,n −
Γ(m+ α + 2)
(m− 1)! δm+1,n −
Γ(n+ α + 2)
(n− 1)! δm,n+1 +
Γ(n+ α + 1)
(n− 2)! δm,n
= −Γ(m+ α + 2)
(m− 1)! δm+1,n + (α + 2m)
Γ(n+ α + 1)
(m− 1)! δm,n −
Γ(m+ α + 1)
(m− 2)! δm,n+1.
7Thus the sought matrix representation of TL is tridiagonal. It is also clear the constants
are in the null space of TL, so we mod out by the constant functions. Let {Am,n(L)} be
the matrix elements. Thus Am,n(L) is
√
m!n!
Γ(m+α+1)Γ(n+α+1)
times the above expression.
Thus
Am,n(L) = −m
√
(m+ 1)(m+ α + 1) δm+1,n
+m(2m+ α) δm,n − (m− 1)
√
m(α +m) δm,n+1.
(3.4)
The effect of modding out by the constants is to delete the first row and column of
the matrix is to shift m and n by one. Thus we consider the tridiagonal matrix B =
(Bm,n, m, n = 0, 1, · · · ),
Bm,n = −(m+ 1)
√
(m+ 2)(m+ α + 2) δm,n−1
+(m+ 1)(2m+ α + 2) δm,n −m
√
(m+ 1)(α+m+ 1) δm,n+1.
Now the spectral equation EX = BX where X is a column vector, when written com-
ponentwise is a three term recurrence relations and the component of X are pn(E). The
corresponding monic polynomials satisfy the three term recurrence relation
Epn(E) = pm+1(E) + (m+ 1)(2m+ α + 2)pm(E)
+m2(m+ 1)(m+ α + 1)pm−1(E).
(3.5)
This is [29, (1.3.5)] and identifies the pm’s as continuous dual Hahn polynomials with
the parameter and variable identifications
a =
1− α
2
, b =
1 + α
2
, c =
3 + α
2
, E = x+
(α− 1)2
4
.(3.6)
When a, b or c is < 0 the orthogonality measure of continuous dual Hahn polynomials
will have discrete masses. In the present case however we assumed α > −1 hence only a
can be negative. Indeed the discrete spectrum is at the points x = −[k+(1−α)/2]2, k =
0, 1, . . . , m, wherem =max {k : k+(1−α)/2 < 0}. With a, b, c as in (3.6) the normalized
spectral measure is given by
µ′(x) =
1
2πΓ(a+ b)Γ(b+ c)Γ(b+ c)
∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c+ ix)Γ(2ix)
∣∣∣∣
2
Jk =
Γ(b− a)Γ(c− a)
Γ(−2a)
(2a)k(a+ 1)k(a + b)k(a+ c)k
k!(a)k(a− b+ 1)k(a− c+ 1)k (−1)
k,
(3.7)
where Jk is the mass at x = −(a + k)2, k = 0, 1, · · · , m.
This discussion of the differential operator TL is related to the set-up of [24], where
the case related to Jacobi polynomials is considered. In [24] we assume that we did
not need to mod out a null space. The differential operator TL can be related to the
confluent hypergeometric differential equation in the same way as the hypergeometric
differential operator shows up in [24, §3].
84 A difference operator related to Meixner polyno-
mials
The generating function (2.7) implies
βMn(x; β, c) = (β + n)Mn(x; β + 1, c)− nMn−1(x; β + 1, c)(4.1)
The second order linear operator to be considered is TM ,
(TMf)(x) :=
x!
cx(β)x
∇
(
(β + 2)xc
x
x!
∆f
)
(x).(4.2)
We consider the inner product spaces endowed with the inner product
〈f, g〉β =
∞∑
x=0
cx(β)x
x!
f(x)g(x).(4.3)
The operator TM is formally selfadjoint with respect to 〈., .〉β.
Using (4.1) and (2.10) we see that
TMMn(x; β, c) =
(β + x)(c− 1)
β2c(β + 1)
× [n(β + n)Mn(x; β + 1, c)− n(n− 1)Mn−1(x; β + 1, c)] .
Therefore
β2
c(β + 1)
(c− 1) 〈Mm(x; β, c), TMMn(x; β, c)〉β
= 〈(β +m)Mm(x; β + 1, c)−mMm−1(x; β + 1, c),
n(β + n)Mn(x; β + 1, c)− n(n− 1)Mn−1(x; β + 1, c)〉β+1
= m(β +m)2hm(β + 1)δm,n −m(m+ 1)(β +m)hm(β + 1)δm,n−1
−m(m− 1)(β +m− 1)hm−1(β + 1)δm,n+1 +m2(m− 1)hm−1(β + 1)δm,n,
where
hn(β) = 〈Mn(x; β, c),Mn(x; β, c)〉β = c
−nn!
(β)n(1− c)β .(4.4)
Since TM annihilates constants we mod out by the space of constants and let the matrix
elements of TM be {Bm,n : m,n ≥ 0}. Thus
Bm,n(M) =
〈Mm+1(x; β, c), TMMn+1(x; β, c)〉β√
hm+1(β)hn+1(β)
.
In other words
cβ(β + 1)Bm,n = −[(m+ 1)(m+ β + 1) +m(m+ 1)c] δm,n
+m
√
c(m+ 1)(m+ β) δm.n+1 + (m+ 1)
√
c(m+ 2)(β +m+ 1) δm.n−1.
(4.5)
9Now scale the energy parameter E by E = −x/(cβ(β + 1). This translates into the
monic three term recurrence relation
xPm(x) = Pm+1(x) + [(m+ 1)(m+ β + 1) +m(m+ 1)c]Pm(x)
+cm2(m+ 1)(β +m)Pm−1(x).
(4.6)
The polynomials generated by (4.6) seem to be new. They give a one parameter gen-
eralization of the continuous dual Hahn polynomials which is different from the Wilson
polynomials. Finding the orthogonality measure of these polynomials remains a chal-
lenge. It clear that the measure is unique and is supported on an unbounded subset
of [0,∞). They are birth and death process polynomials corresponding to birth rates
bn = (n + 1)(β + n + 1) and death rates dn = cn(n + 1), see (5.7). By (2.26) the
corresponding moment problem is determinate.
5 Operators with additional potential
We consider the case of second order operators which arise from classical orthogonal
polynomials. Let pn(x) be a monic family of classical orthogonal polynomials and T a
second order operator such that
Tpn(x) = λnpn(x)(5.1)
Also assume that the three term recurrence relation for the pns is
xpn(x) = pn+1(x) + αnpn(x) + βnpn−1(x).(5.2)
We now consider the spectral problem
(T + γx)ψ(x, E) = Eψ(x, E).(5.3)
One can think of Ty = Ey as a free particle problem then (5.3) will be a Schro¨dinger
problem with potential γx. Let µ be the orthogonality measure of {pn(x)} and assume
we deal with the case when the polynomials are dense in L2(R, µ), which is true with
very few exceptions. The orthonormal polynomials are {pn(x)/
√
β1β2 . . . βn } and form
a basis for L2(R, µ). The matrix element of T + γx with respect to this basis are
Bm,n =
1∏m
j=1
√
βj
1∏n
k=1
√
βk
∫
R
pm(x)(T + γx)pn(x)dµ(x)(5.4)
Clearly
Bm,n = (λn + γαn)δm,n + γ
√
βmδm,n+1 + γ/
√
βm+1δm,n−1.
The matrix B = {Bm,n} is tridiagonal and generates the monic orthogonal polynomials
via {φn(E)}
φ0(E) = 1, φ1(E) = E − λ0 − α0,
φn+1(E) = (E − λn − γαn)φn(E)− γ2βnφn−1(E).
(5.5)
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We can still scale E by E = ξ(x−η) and introduce additional parameters to help identify
the polynomials as known ones. Thus we let ψn(x) = ξ
nφn(E) and transform (5.5) to
ψ0(x) = 1, ψ1(x) = x− η − (λ0 + α0)/ξ,
ψn+1(x) = [x− η − (λn + γαn)/ξ]ψn(x)− (γ/ξ)2βnψn−1(x).
(5.6)
The importance of this scaling will be made clear in the examples.
Recall that (5.2) generates a birth and death process polynomials if there are se-
quences {bn} and {dn} such that
αn = bn + dn, βn = dnbn−1(5.7)
and for n > 0, bn−1 > 0 and dn > 0, with d0 ≥ 0. One can represent the transition
probability of going from state m to state n in time t as the Laplace transform of the
product of two orthogonal polynomials and their orthogonality measure. For details,
and additional information and references see [22, Chapter 5] and the survey article [25].
The bns and dns are birth and death rates at state (population) n. In the case of
birth and death processes with absorption (killing) Karlin and Tavare´ [28] showed that
the corresponding orthogonal polynomials satisfy (5.2) where (5.7) is now replaced by
αn = bn + dn + cn, βn = dnbn−1(5.8)
where cn is the absorption rate at state n. This leads to the following remark.
Remark 5.1. Assume that T is a positive linear operator and (5.1) holds where {pn} are
birth and death process polynomials with birth and death rates {bn} and {dn}, respectively.
Then the orthogonal polynomials in (5.6) which arize in the tridiagonalization of T +γx
are polynomials associated with a birth and death process with absorption where the birth
and death rates {bn} and {dn}, respectively and the absorption rates are {λn/γ}.
The phenomena described in Remark 5.1 seems to be related to shape invariance and
related topics in Discrete Quantum Mechanics recently developed by R. Sasaki and his
coauthors, see the recent survey [36].
Example 1: Laguerre Polynomials
In this case T is as on the left-hand side of (2.2) and
λn = −n, αn = 2n+ α + 1, βn = n(n + α), pn(x) = (−1)nn!L(α)n (x).
The recursion in (5.6) is
ψn+1(x) =
[
x− η + n(1− 2γ)
ξ
− γ(α + 1)
ξ
]
ψn(x)− n(n+ α)γ
2
ξ2
ψn−1(x),(5.9)
with E = ξ(x− η). When γ = 1/4 we take ξ = 1/4, η = −2α− 2. This identifies ψn(x)
as (−1)nL(α)n (x). Hence the spectrum is purely continuous and is given by x ≥ 0, that
is E ≥ (α + 1)/2. Thus
µ′(E) =
exp ((α + 1)/2)
4α+1Γ(α + 1)
[E − (α + 1)/2]αe−4E , E ∈ [(α+ 1)/2,∞).(5.10)
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We next assume γ > 1/4 and compare (5.9) with the following monic form of (2.13)
ψn+1(x) = [x− (n+ λ) cotφ]ψn(x)− n(n + 2λ− 1)
4 sin2 φ
ψn−1(x).
We make the parameter identification
γ =
1
4
sec2(φ/2), ξ = tan(φ/2), λ = (α+ 1)/2, η =
α + 1
2
cot(φ/2).(5.11)
With this choice of parameters we identify the ψ’s as Meixner-Pollaczek polynomials.
Indeed ψn(x) = P
(λ)
n (x;φ) where
γ = (1 + ξ2)/2, λ = (α + 1)/2, η =
α + 1
2ξ
,(5.12)
and
φn(E) = ξ
−nP (λ)n (η + E/ξ).(5.13)
The spectral measure µ is absolutely continuous and when normalized to have a total
mass = 1, it’s Radon Nikodym derivative is
µ′(E) =
(
2ξ
1 + ξ2
)α+1
exp(2φ− π)x)
π ξ Γ(α + 1)
|Γ(ix+ (α + 1)/2)|2 .(5.14)
We now consider the case 0 < γ < 1/4. We identify (5.9) with the monic form of (2.9),
namely
yn+1(x) =
[
x+
n+ c(β + n)
1− c
]
yn(x)− cn(n+ β)
(1− c)2 yn−1(x).
This done through the parameter identification
γ =
√
c
1 +
√
c)2
, ξ = −1 −
√
c
1 +
√
c
, β =
α + 1√
c
, η = 0.(5.15)
It is clear from (2.9) that the yn’s are monic Meixner polynomials.
Note that such a division also occurs in the spectral decomposition of suitable ele-
ments in the Lie algebra su(1, 1) in the discrete series representations, see [33], [31]. So
one can ask for Lie algebraic interpretations along the lines of [34], see [35] for a related
result.
Example 2: Ultraspherical polynomials
In this case [22, (4.5.8)]
T = (1− x2)−ν+1/2 d
dx
(
(1− x2)ν+1/2 d
dx
)
, λn = −n(n + 2ν).
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The coefficients in the monic form of the three term recurrence relation has the coeffi-
cients [29, (1.8.18)]
αn = 0, βn =
n(n+ 2ν − 1)
4(n+ ν)(n + ν − 1) .
Thus the recursion in (5.6) becomes
ψn+1(x) = [x− η + n(n + 2ν)]ψn(x)− γ ξ
−2n(n + 2ν − 1)
4(n+ ν)(n+ ν − 1)ψn−1(x).(5.16)
We do not know the orthogonality measure of the polynomials in (5.16). The special
case ν = 1 appeared earlier in the work of Alhaidari and Bahlouli [6, (3.8)] where they
applied the J-matrix method to quantum model whose potential is an infinite potential
well with sinusoidal bottom. The same case also appeared in the work [18] by Goh and
Micchelli on certain aspects of the uncertainty principle. Determining the orthogonality
measure of these polynomials will be very useful.
The parameter η can be absorbed in x, hence we assume η = 0. In the notation of
(2.23)
bn = −n(n + 2ν), a2n =
γn(n+ 2ν)
4ξ2(n+ ν)(n + ν − 1) .
In this case, and since bn < 0 and bn − bn−1 < 0, Theorem 2.3 implies that the smallest
zero of pn(x) is approximately
1
2
(bn + bn−1)− 12 |bn − bn−1|. Hence
xn,n = −n(n + 2ν) +O(1).(5.17)
On the other hand an is monotone decreasing if ν ≥ 1 or −1/2 < ν ≤ 0 and monotone
increasing if 0 < ν ≤ 1. Using
1
2
(bn + bn−1) +±1
2
√
(bn − bn−1)2 + 16a2n
≤ 1
2
(bn + bn−1) +
1
2
|bn − bn − 1|+ 2an ≤ 2max {a1, a∞},
where a∞ = limn→∞ an. Therefore
xn,1 < max {a1, a∞}.(5.18)
Thus the spectrum is unbounded below and is contained in (−∞, 2 max{a1, a∞}). It
is important to note that p1(0) = 0, hence the right end point of the spectrum, being
limn→∞ xn,1 is positive. The case ν = 1 is the case when our starting point is the
Chebyshev polynomials of the second kind. In this case an = a1 for all n and the largest
zero of p2(x) is −32 +
√
a21 +
9
4
> 0.
Example 3: q-Ultraspherical polynomials
The weight function is supported on [−1, 1] and is given by [22, §13.2]
w(x; β)dx =
(e2iθ, e−2iθ; q)∞
(βe2iθ, βe−2iθ; q)∞
dθ, x = cos θ, β < 1.(5.19)
13
The second order operator is [22, §13.2]
T =
1
w(x|q)Dq [w(x; qβ)Dq] , λn = −
4q1−n
(1− q)2 (1− q
n)(1− β2qn).(5.20)
In this case
αn = 0, βn =
(1− qn)(1− β2qn−1)
4(1− βqn)(1− βqn−1) ,(5.21)
and the recurrence relation in (5.6) gives
ψn+1(x) =
[
x− η + 4q
1−n
(1− q)2 (1− q
n)(1− β2qn)
]
ψn(x)
− γ
2(1− qn)(1− β2qn−1)
4ξ2(1− βqn)(1− βqn−1)ψn−1(x).
(5.22)
It is clear η can be absorbed in x so we may assume η = 0. We do not know
any explicit formulas for the above polynomials. It is clear that they orthogonal on an
unbounded set and that Condition (2.24) is satisfied, hence the orthogonality measure is
unique. As in Example 2 we can show the the spectrum is bounded above and unbounded
below and estimate the largest and smallest zeros of pn(x). In the present case
bn = − 4q
1−n
(1− q)2 (1− q
n)(1− β2qn), a2n =
γ2(1− qn)(1− β2qn−1)
4ξ2(1− βqn)(1− βqn−1) .(5.23)
Here again the bn’s are negative and decreasing in n. A simple calculation shows that
an increases with n if 0 < β < q and decreases with n if q < β < 1. Thus
A := max{an : n = 1, 2, · · · } =
{
a∞ if 0 < β < q
a1 if q < β < 1.
Therefore Theorem 2.3 shows that the smallest zero xn,n satisfies
xn,n >
1
2
(bn + bn−1) +
1
2
(bn − bn−1)− 2an = bn − 2an > bn − 2A.(5.24)
Indeed xn,n = bn +O(1). To determine the other end of the spectrum note that√
(bn − bn−1)2 + 16a2n < |bn − bn−1|+ 4an = bn−1 − bn + 4an.
Now
B := min{an : n = 1, 2, · · · } =
{
a∞ if q < β < 1
a1 if 0 < β < q.
Thus
1
2
bn + bn−1) +
1
2
√
(bn − bn−1)2 + 16a2n
<
1
2
(bn + bn−1) +
1
2
(bn−1 − bn) + 2an = bn−1 + 2an ≤ 2B, n > 0.
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Consequently the largest zeros xn,1 is > 2B > 0. Therefore the spectrum of T + γx is
unbounded below and is contained in (−∞, B].
Example 4: Chebyshev polynomials.
The Chebyshev polynomials of the first and second kinds are special ultraspherical
polynomials and special q-ultraspherical polynomials as well. We will only discuss the
polynomials {Un(x)} but the reader can easily write down the corresponding formulas
for the polynomials {Tn(x)}.
The Un’s correspond to ν = 1 of (5.16) and the case β = q of (5.22). Thus we are
led to the following systems of orthogonal polynomials
rn+1(x) = [x− η + n(n+ 2)]rn(x)− γ ξ
−2
4
rn−1(x),(5.25)
sn+1(x) =
[
x− η + 4q
1−n
(1− q)2 (1− q
n)(1− qn+2)
]
sn(x)− γ
2
4ξ2
sn−1(x).(5.26)
Here again we do not know any explicit representations or orthogonality measures for
the polynomials {rn(x)} or {sn(x)}. Again condition (2.24) is satisfied for {rn(x)} and
{sn(x)}. Therefore the orthogonality measures of both families of polynomials unique.
6 Adding a linear potential
In this section we yet have a variation on the problems of potential introduced at the
beginning of Section 5. We start with (5.1) where the eigenfunctions satisfy (5.2). We
then consider the Schro¨dinger operator
S = (x+ c)T + γx.(6.1)
We illustrate this idea by considering the operators TL and TM for the Laguerre and
Meixner polynomials defined in (3.1) and (4.2), respectively.
The Laguerre Case:
Here we take c = 0 and
T =
ex
xα+1
d
dx
[
xα+2e−x
d
dx
]
.
With the notation in (3.1) we let
S = TL + γx.(6.2)
We use the inner product (3.3) and our weighted L2 space is L2(0,∞, xαe−x). The matix
elements Sm,n are√
m!n!
Γ(α +m+ 1)Γ(α+ n + 1)
[∫
∞
0
Lαm(x)
d
dx
{
xα+2e−x
d
dx
Lαn(x)
}
dx
+γ
∫
∞
0
Lαm(x)xL
α
n(x)x
αe−xdx
]
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Using the recurrence relation
xLαn(x) = −(n + 1)Lαn+1(x)− (n+ α)Lαn−1(x) + (2n+ α + 1)Lαn(x),(6.3)
and the calculation of the matrix elements in (3.4) we find that
Sm,n = [m(α + 2m) + γ(2m+ α + 1)]δm,n
−(γ + 1)
√
(m+ 1)(m+ α + 1) δm,n−1 − (γ +m− 1)
√
m(m+ α) δm,n+1.
(6.4)
The null space of S is trival so there is no need to mod out by the null space as we did
in Sections 3, 4. The monic polynomials {pn(E)} which arise through tridiagonalization
are generated by p0(E) := 1, p1(E) := E − γ(α + 1), and
Epn(E) = pn+1(E) + n(n + α)(γ + n− 1)2pn−1(E)
+[n(α + 2n) + γ(2n+ α + 1)]pn(E).
(6.5)
The polynomials in (6.5) form a two parameter subfamily of the continuous dual Hahn
polynomials [29, §1.3] with the parameters
a = γ − (α + 1)/2, b = c = (α+ 1)/2.
In the above analysis we assumed α > −1, hence b = c > 0. If γ > (α + 1)/2 then S
has purely a continuous spectrum supported on [(α+ 1)2/4,∞). The spectral measure,
which we denote by µ(E;α, γ) is given by
µ′(E;α, γ) =
1
4π
Γ(γ − α+1
2
+ i
√
xΓ(γ − α+1
2
− i√x
Γ(α + 1)
√
x Γ(2i
√
x)Γ(−2i√x)
×
[
Γ(α+1
2
+ i
√
x)Γ(α+1
2
− i√x)
Γ(γ)
]2
,
(6.6)
where
E = x+ (α + 1)2/4.(6.7)
If γ < (α + 1)/2 µ will have a discrete spectrum. The spectrum consists of the points
xk := −(γ+k−(α+1)/2)2 such that k+γ−(α+1)/2 < 0, that is 0 ≤ k < −γ+(α+1)/2.
The mass at x = xk is
(−1)k (γ + k − (1 + α)/2)(2γ − α− 1)2k[(γ)k]
2
(γ − (α + 1)/2) k! [(γ − α)k]2 .
At x = xk we have
E = Ek = (γ + k)(α + 1− γ − k).(6.8)
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Remark 6.1. In this case S = TL+γx can be written as S = x (D
α+1 + γ), where Dα+1
is the second order differential operator
Dα+1 =
1
xα+1e−x
d
dx
[
xα+2e−x
d
dx
]
,
for which Dα+1Lα+1n (x) = −nLα+1n (x). This shows that S is of the type considered in
[24]
The Meixner Case:
With the notation in (4.2) we let
S˜ = TM +
(1− c)γ
cβ(β + 1)
x.(6.9)
We use the inner product (4.3) and our space is now L2 weighted with the orthogonality
measure of the Meixner polynomials with parameters c and β. The matix elements S˜m,n
are √
(β)m(β)n(1− c)2β
c−m−nm!n!
[
∞∑
x=0
Mm(x; β, c)∇
(
(β + 2)xc
x
x!
∆Mn(x; β, c)
)
+
(1− c)γ
c(β + 1)
∞∑
x=0
cx(β)x
x!
Mm(x; β, c)xMn(x; β, c)
]
.
We already calculated the matrix elements of TM in (4.5) but we must replace m,n
by m − 1, n − 1, respectively. Using the recurrence relation (2.9) we then compute the
matrix elements of a constant times x. This leads to
cβ(β + 1)S˜m,n = −[m(m+ β) +m(m− 1)c+ γm+ cγ(β +m)] δm,n
+(m− 1− γ)
√
cm(m+ β − 1) δm.n+1 + (m− γ)
√
c(m+ 1)(β +m) δm.n−1.
(6.10)
Therefore the polynomials pn(E) have the three term recurrence relation
cβ(β + 1)Epm(E) = −[m(m+ β) +m(m− 1)c+ γm+ cγ(β +m)]pm(E)
+(m− γ)
√
c(m+ 1)(β +m)pm+1(E)
+(m− 1− γ)
√
cm(m+ β − 1)pm−1(E).
(6.11)
We assume 0 < c < 1, β > 0, since we are dealing with the Meixner polynomials.
In order to have (6.11) satisfy the conditions for an orthonormal polynomial system
we assume γ < 0. The polynomials generated by (6.11) seem to be new. Here again
we have neither explicit representations or generating functions, nor do we know their
orthogonality measure. One can say however that their orthogonality measure is unique
since condition (2.25) is clearly satisfied for sufficiently large n. Using Theorem 2.3 and
some estimates we see that the support of the orthogonality measure is contained in
(−∞, a] for some a > 0.
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7 The Al-Salam–Chihara Polynomials
Recall that w as defined in (2.21). The generating function (2.22) implies
(1− t1t2)pn(x; t1, t2)
= (1− t1t2qn)pn(x; t1, qt2)− t1t2(1− qn)pn−1(x; t1, qt2)
(7.1)
We will first consider the case when the operator T is
L :=
1
w(x; t1, t2)
Dq
[
w(x; q1/2t1, q
3/2t2)Dq
]
.(7.2)
Apply (15.1.6) and (12.2.2) in [22] to see that
Dqpn(z; t1, t2) = 2t1q
1−n(1− qn)
(1− q)(1− t1t2) pn−1(x; t1
√
q, t2
√
q).(7.3)
Moreover
Dq [w(x,√qt1,√qt2)pn−1(x;√qt1,√qt2)] = 2(1− t1t2)
t1(q − 1) w(x, t1, t2)pn(x; t1, t2).(7.4)
The Al-Salam–Chihara polynomials {pn(x; t1, t2)} satisfy the orthogonality relation [22,
(15.1.5)]
hn(t1, t2)δm,n =
∫ 1
−1
pm(x; t1, t2)pn(x; t1, t2)w(x; t1, t2)dx,(7.5)
hn(t1, t2) =
2π(q; q)nt
2n
1
(q, t1t2; q)∞(t1t2; q)n
(7.6)
and are complete in L2(−1, 1;w(x; t1, t2)dx). In view of (7.5) the orthonormal Al-
Salam–Chihara polynomials are
p˜n(x; t1, t2) =
√
(q, t1t2; q)∞(t1t2; q)n
2πt2n1 (q; q)n
pn(z; t1, t2).(7.7)
Theorem 7.1. Let {Am,n(AC)} be the matrix elements of L in the basis {p˜n(x; t1, t2)}.
Then
Am,n = −4q
1−m(1− qm)
(1− q)2 [1− t1t2q
m + t22(q − qm)] δm,n
+
4t2q
−m(1− qm)
(1− q)2
√
(1− qm+1)(1− t1t2qm) δm,n−1
+
4t2q
2−m(1− qm−1)
(1− q)2
√
(1− qm)(1− t1t2qm−1) δm,n+1
(7.8)
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Proof. Clearly equation (7.3) implies∫ 1
−1
pm(x; t1t2)w(x; t1, t2)Lpn(x; t1t2)dx
=
2t1(1− qn)q1−n
(1− q)(1− t1t2)
∫ 1
−1
pm(x; t1, t2)Dq
[
w(x; q1/2t1, q
3/2t2)pn−1(x; t1
√
q, t2
√
q)
]
dx.
In view of (7.1) the integrand in the last step is[
(1− t1t2qm)
1− t1t2 pm(x; t1, qt2)−
t1t2(1− qm)
1− t1t2 pm−1(x; t1, qt2)
]
×Dq
[
w(x; q1/2t1, q
3/2t2)
{
(1− t1t2qn)
1− qt1t2 pn−1(x;
√
qt1, q
3/2t2)
− t1t2(q − q
n)
1− qt1t2 pn−2(x;
√
qt1, q
3/2t2)
}]
Applying (7.4) we see that the quantity after the × is
2
t1(q − 1)w(x; t1, qt2) [(1− t1t2q
n)pn(x; t1qt2)− t1t2(q − qn)pn−1(x; t1qt2)] .
Therefore
−(1 − q)
2(1− t1t2)2
4(1− qn)q1−n
∫ 1
−1
pm(x; t1t2)w(x; t1, t2)Lpn(x; t1t2)dx
=
∫ 1
−1
w(x, t1, qt2)[(1− t1t2qm)pm(x; t1, qt2)− t1t2(1− qm)pm−1(x; t1, qt2)]
×[(1− t1t2qn)pn(x; t1qt2)− t1t2(q − qn)pn−1(x; t1qt2)]dx
= [(1− t1t2qm)2hm(t1, qt2) + t21t22(1− qm)(q − qm)hm−1(t1, qt2)]δm,n
−qt1t2(1− qm)(1− t1t2qm)hm(t1, qt2)δm,n−1
−t1t2(1− qm)(1− t1t2qm−1)hm−1(t1, qt2)δm,n+1.
The result follows since
Am,n =
1√
hm(t1.t2)hn(t1, t2)
∫ 1
−1
pm(x; t1t2)w(x; t1, t2)Lpn(x; t1t2)dx.
The monic orthogonal polynomials generated by the matrix A = {Am,n(AC)} are
generated by
Pn+1(x) = [x− q−n(1− qn+1)[1− t1t2qn+1 + t22q(1− qn)]Pn(x)
−t22q1−2n(1− qn+1)(1− qn)2(1− t1t2qn)Pn−1(x)
(7.9)
Note that the recurrence relation (7.9) is invaraint under q → 1/q after scaling and
renaming the parameters. The recurrrence coefficients grow exponentially, and by [11,
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Thm VII.1.5] we can easily check that the moment problem corresponding problem
does not have a unique solution (indeterminate). Nothing is known about the explicit
formulas of the polynomials generated by (7.9) or any of their orthogonality measures.
The q−1-Hermite Polynomials
We now study the q−1-Hermite polynomials of Askey [9], see also Ismail and Masson
[27]. They are generated by h0(x|q), h1(x|q) = 2x, and
hn+1(x|q) = 2xhn(x|q)− q−n(1− qn)hn1(x|q).(7.10)
Here we use the parameterization x = sinh ξ. Recall the definitions [21], [22, Chapter
21]
f(x) = f˘(eξ), (Dqf) := f˘(q
1/2eξ)− f˘(q−1/2eξ)
(q1/2 − q−1/2)(z + 1/z)/2
(Aqf)(x) = 1
2
[
f˘(q1/2eξ)− f˘(q−1/2eξ)
]
.
(7.11)
The corresponding moment problem is indeterminate but all the N -extremal measures
have been determined in [27], see also [13, §4] for another proof. They are purely
discrete and are enumerated by a parameter a ∈ (q, 1). The support is {xn(a) : n =
0,±1,±2, · · · } and
xn(a) =
1
2
[q−n/a− aqn], µ(xn(a)) = a
4nqn(2n−1)(1 + a2q2n
(−a2,−q/a2, q; q)∞ ,(7.12)
where µ is the corresponding normalized orthogonality measure. The orthogonality
relation is ∫
R
hm(x|q)hn(x|q) dµ(x) = q−n(n+1)/2)(q; q)nδm,n(7.13)
The lowering operator is
Dqhn(x|q) = 2(1− q
n)
1− q q
(1−n)/2hn−1(x|q).(7.14)
The second order operator equation satisfied by the q−1-Hermite polynomials is [21]
q1/2(1 + 2x2)D2qy +
4q
q − 1xAqDqy = λny, λn := −
4q(1− qn)
(1− q)2 .(7.15)
With the measure µ defined as in (7.12) the matrix elements of the operator on the left
side of (7.15) on L2(R, µ) with basis {qn(n+1)/4hn(x|q)/
√
(q; q)n} are given by
Therefore the polynomials {pn(E)} are generated by
Epn(E) =
γ
2
q−n−1(1− qn+1)pn+1(E)− 4q(1− q
n)
(1− q)2 pn(E) +
γ
2
pn−1(E).(7.16)
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This is essentially a perturbation of the Jacobi matrix of the q−1-Hermite polynomials
by the diagonal matrix −4q(1−qn)
(1−q)2
. Apart from the shift −4q
(1−q)2
Id, this is a compact
perturbation of the Jacobi matrix for the q−1-Hermite polynomials. Using [11, Chapter
VII, Theorem 1.5] the moment problem corresponding to the orthogonal polynomials
generated by (7.16) is indeterminate.
We now give bounds for teh zeros of pn(E). In the present case
a2n =
γ2
4
q−n(1− qn), bn = −4q(1− q
n)
(1− q)2 .
It is clear that an is monotonic increasing while bn in monotic decreasing. The use of√
(bn − bn−1)2 + 16a2n < |bn − bn−1|+ 4an,
shows that the xj ’s and yj’s in (2.27) satisfy
xj <
1
2
(bj + bj−1) +
1
2
(bj−1 − bj) + 2aj = bj−1 + 2aj < 2an,
yj >
1
2
(bj + bj−1)− 1
2
(bj−1 − bj)− 2aj = bj − 2aj ≥ −2an − 4q
(1− q)2 .
Therefore
xn,1 < γq
−n/2
√
1− qn, xn,n > −γq−n/2
√
1− qn − 4q
(1− q)2 .(7.17)
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