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A QUANTUM CANONICAL
EMBEDDING
Leonid L. Vaksman
with the participation of
O. A. Bershtein, Ye. K. Kolisnyk, and S. D. Sinel’shchikov
0 Foreword
These notes constitute a compilation of a part of a book by Leonid Vaksman ‘Quantum Bounded
Symmetric Domains’. The book was in the process of writing down during the last decade and
is concentrated on expounding the results of L. Vaksman and his team on quantum bounded
symmetric domains, along with a large variety of mathematical background and preliminary
information. The Russian text of this book can be found at arXiv:0803.3769 [math.QA]. It is
frustrating to observe that the above monograph has not been finished for publication purposes
before L. Vaksman passed away so suddenly. Nevertheless, a great deal of the material is available
in preprints and journal papers. Perhaps, the only essential exception here is the chapter on
the canonical embedding (for a special case we refer to [36]), and so the principal motive of the
people listed as participants was to fill this gap.
The canonical embedding we are about to produce is a q-analog for a map of complex varieties
which derives the Borel embedding of a bounded symmetric domain from the Harish-Chandra
embedding. Additionally, we produce a quantum analog of the Harish-Chandra embedding of
the associated real varieties, see (1.2) below.
The exposition is preceded with some background material as well as the simple example of
the quantum disc. This section has been added recently for the convenience of the reader.
Special thanks are to be expressed to Prof. H. P. Jakobsen for many fruitful discussions on
the entire text.
1 Preliminaries
In this section we list some important results and notations from the theory of quantum bounded
symmetric domains. All these facts can be found in various papers, but we list them here for
the sake of convenience.
Let (aij)i,j=1,...,l be a Cartan matrix and g the corresponding simple complex Lie algebra.
Hence the Lie algebra can be defined by the generators ei, fi, hi, i = 1, ..., l, and the well-known
relations, see [18]. Let h be the linear span of hi, i = 1, ..., l. The simple roots {αi ∈ h
∗|i =
1, ..., l} are given by αi(hj) = aji. Also, let {ωi|i = 1, ..., l} be the fundamental weights, hence
P =
⊕l
i=1 Zωi = {λ = (λ1, ..., λl)|λj ∈ Z} is the weight lattice and P+ =
⊕l
i=1 Z+ωi = {λ =
(λ1, ..., λl)|λj ∈ Z+} is the set of integral dominant weights.
Fix l0 ∈ {1, ..., l}, S = {1, ..., l}\{l0}, and the Lie subalgebra k ⊂ g generated by
ei, fi, i 6= l0; hi, i = 1, ..., l.
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Define HS ∈ h by
αi(HS) = 0, i 6= l0; αl0(HS) = 2.
We restrict ourselves to Lie algebras g that can be equipped with a Z-grading as follows:
g = g−1 ⊕ g0 ⊕ g+1, gj = {ξ ∈ g| [HS, ξ] = 2jξ}. (1.1)
Let δ be the maximal root, and δ =
∑l
i=1 ciαi. In this setting (1.1) holds if and only if cl0 = 1.
In this case k = g0, and we use more conventional notation p
± def= g±1. The pair (g, k) is called
a Hermitian symmetric pair.
Recall two important embeddings that arise in the theory of bounded symmetric domains
(see [46], [25]). The Harish-Chandra embedding gives us the canonical realization of a bounded
symmetric domain D as a unit ball in p−. On the other hand, D = GR/KR is a Hermitian
symmetric space of noncompact type, where GR is the group of isometries of D and KR is the
stabilizer of a point. Let P ⊂ G be the connected complex Lie subgroup with LieP = k⊕p+. The
Borel embedding theorem claims that D can be embedded into the projective variety X = G/P
as an open GR-orbit. Moreover, we have the following embeddings:
GR/KR = D →֒ p
− →֒ G/P. (1.2)
In this paper we develop a quantum analog for the second embedding.
1.1 An algebra Pol(p−)q
Now we recall some basic notions from the theory of quantum bounded symmetric domain. We
describe the construction of a noncommutative associative algebra Pol(p−)q which is considered
as a quantum analog of the algebra of polynomials on p−. This notion was introduced by three
groups of mathematicians independently. Kamita, Morita and Tanisaki established quantum
analogs of some prehomogeneous spaces of commutative parabolic type (see [23]). Jakobsen
developed quantum Hermitian symmetric spaces in [17]. Finally, Vaksman and Sinel’shchikov
managed to introduce quantum analogs of bounded symmetric domains. The equivalence of
these approaches to the construction of Pol(p−)q was proved by D. Shklyarov in [35]. Here we
recall the Vaksman-Sinel’shchikov construction of the Uqg-module algebras Pol(p
−)q briefly, we
refer the readers to [37] for the proofs.
We fix in the sequel q ∈ (0, 1). Consider the Hopf algebra Uqg over C given by the generators
{Ei, Fi,K
±1
i }
l
i=1 and the Drinfeld-Jimbo relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
KiEj = q
aij
i EjKi, KiFj = q
−aij
i FjKi,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
E
1−aij−m
i EjE
m
i = 0,
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
F
1−aij−m
i FjF
m
i = 0,
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where di > 0, i = 1, 2, . . . , l, are coprime integers such that the matrix b = (diaij)i,j=1,2,...,l is
positive definite, qi = q
di , 1 ≤ i ≤ l,[m
n
]
q
=
[m]q!
[n]q![m− n]q!
, [n]q! = [n]q . . . [2]q[1]q, [n]q =
qn − q−n
q − q−1
.
We equip this Hopf algebra with a grading as follows:
degKj = degEj = degFj = 0, j 6= l0
degKl0 = 0, degEl0 = 1, degFl0 = −1.
Recall certain important notions. First of all, a Uqg-module V is called weight if it decom-
poses into a direct sum of subspaces as follows:
V =
⊕
λ∈P
Vλ, Vλ = {v ∈ V |Kjv = q
λj
j v, j = 1, ..., l}.
For any λ ∈ P+ denote by L(λ) a Uqg-module with one generator v(λ) and the defining
relations
Eiv(λ) = 0, K
±1
i v(λ) = q
±λi
i v(λ), F
λi+1
i v(λ) = 0, i = 1, 2, . . . , l.
L(λ) is a simple weight finite dimensional Uqg-module [18].
Recall the notion of a generalized Verma modules, see [28]. Denote by Uqq
+, Uqq
− and Uqk
the Hopf subalgebras generated by
{K±1i , Ei}i=1,2,...,l ∪ {Fj}j 6=l0 , {K
±1
i , Fi}i=1,2,...,l ∪ {Ej}j 6=l0 ,
{K±1i }i=1,2,...,l ∪ {Ej , Fj}j 6=l0 ,
respectively. Evidently, Uqk = Uqq
+ ∩ Uqq
−.
Easy observations show that generalized Verma modules can be defined in terms of generators
and relations. Namely, denote by N(q+, 0) a Uqg-module with the generator v(q
+, 0) and the
defining relations
Ej v(q
+, 0) = 0, K±1j v(q
+, 0) = v(q+, 0), j = 1, 2, . . . , l;
Fj v(q
+, 0) = 0, j 6= l0.
N(q+, 0) is called a generalized Verma module with highest weight 0. Similarly, denote by
N(q−, 0) a Uqg-module with the generator v(q
−, 0) and the defining relations
Fj v(q
−, 0) = 0, K±1j v(q
−, 0) = v(q−, 0), j = 1, 2, . . . , l;
Ej v(q
−, 0) = 0, j 6= l0.
N(q−, 0) is called a generalized Verma module with lowest weight 0.
The Uqg-modules N(q
±, 0) are weight. Moreover,
N(q+, 0) =
⊕
j∈Z+
N(q+, 0)−j , N(q
+, 0)−j =
⊕
{µ∈h∗|µ(HS)=2j}
N(q+, 0)µ,
N(q−, 0) =
⊕
j∈Z+
N(q−, 0)j , N(q
−, 0)j =
⊕
{µ∈h∗|µ(HS)=2j}
N(q−, 0)µ,
with N(q−, 0)j , N(q
+, 0)−j being finite dimensional.
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Let Uqg
cop stand for the Hopf algebra derived from Uqg by replacing its comultiplication
with the opposite one.
We intend to use the generalized Verma modules for producing coalgebras dual to covariant
algebras. To provide a precise correspondence between these two notions, we are going to replace
Uqg by Uqg
cop in tensor products of generalized Verma modules.
Consider the Uqg-modules N(q
±, 0). There exist evident morphisms of Uqg
cop-modules:
∆± : N(q±, 0) → N(q±, 0) ⊗N(q±, 0); ε± : N(q±, 0)→ C
such that
∆± : v(q±, 0) 7→ v(q±, 0)⊗ v(q±, 0), ε± : v(q±, 0) 7→ 1.
Just as in the case q = 1, one can verify that the maps ∆± are coassociative, and that ε±
are the counits for the coalgebras corresponding to ∆±, respectively. These constructions equip
N(q±, 0) with the structures of a Uqg
cop-module coalgebra.
Introduce the notation
C[p−]q =
⊕
j≥0
C[p−]q,j, C[p
−]q,j
def
= N(q+, 0)∗−j ,
C[p+]q =
⊕
j≥0
C[p+]q,−j, C[p
+]q,−j
def
= N(q−, 0)∗j ,
By standard reasons, C[p−]q and C[p
+]q are Uqg-module algebras (i.e. the multiplications
are morphisms of Uqg-modules, one can find the details in [37]). These covariant algebras may
be considered as q-analogs of polynomial algebras (holomorphic or antiholomorphic identified
by ‘-’ or ‘+’, respectively) on the quantum prehomogeneous space p−.
Equip C[p−⊕ p+]q
def
= C[p−]q ⊗C[p
+]q with an algebra structure by defining a multiplication
m : C[p−]q ⊕ p
+]q ⊗ C[p
− ⊕ p+]q → C[p
− ⊕ p+]q.
Namely, set
m = (m− ⊗m+)(idC[p−]q ⊗ Rˇ⊗ idC[p+]q),
Here m+, m− are the multiplications in C[p
−]q, C[p
+]q respectively, and Rˇ : C[p
+]q ⊗
C[p−]q → C[p
−]q ⊗ C[p
+]q is the morphism of Uqg-modules defined below by use of V. G.
Drinfeld’s universal R-matrix [6].
It is easy to show that the universal R-matrix determines a linear operator in C[p+]q⊗C[p
−]q.
Now we are in a position to define the operator Rˇ in a standard way: Rˇ = σ ◦ R with
σ : a ⊗ b 7→ b ⊗ a being the permutation of tensors. Thus Rˇ becomes a morphism of Uqg-
modules since [6, 5, 4] R intertwines ∆ and ∆op.
The associativity of the multiplication in Pol(p−)q, the existence of a unit and the covariance
of Pol(p−)q are proved in [37].
Equip Uqg with an involution ∗ defined on the generators as follows:
(K±1j )
∗ = K±1j , j = 1, 2, . . . , l,
E∗j =
{
KjFj , j 6= l0,
−KjFj , j = l0,
, F ∗j =
{
EjK
−1
j , j 6= l0,
−EjK
−1
j , j = l0.
The Hopf ∗-algebra (Uqg, ∗) is a q-analog of the algebra UgR ⊗R C with gR = Lie(GR). This
involution allows us to consider quantum analogs of noncompact real Lie groups. One can use
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similar settings to introduce quantum analogs of compact real groups via the involution ⋆ such
that
(K±1j )
⋆ = K±1j , j = 1, 2, . . . , l,
E⋆j = KjFj , F
⋆
j = EjK
−1
j , j = 1, .., l.
These two involutions satisfy the relation ∗ = θq⋆ = ⋆θq with θq being a q-analog for the Cartan
involution in Uqg
θq(K
±1
j ) = K
±1
j , j = 1, 2, . . . , l,
θq(Ej) =
{
Ej, j 6= l0,
−Ej, j = l0,
, θq(Fj) =
{
Fj , j 6= l0,
−Fj, j = l0.
Now we can introduce an antilinear involutive anti-homomorphism ∗ in Pol(p−)q such that
Pol(p−)q becomes a (Uqg, ∗)-module ∗-algebra, i.e.
(ξf)∗ = S(ξ)∗f∗, f ∈ Pol(p−)q, ξ ∈ Uqg.
Lemma 1.1 For any ξ ∈ Uqg there exist N ∈ N such that
ξ
(
C[p−]q,k C[p
+]q,−j
)
⊂
⊕
|k′−k|≤N & |j′−j|≤N
C[p−]q,k′ C[p
+]q,−j′
for all k, j ∈ Z+.
Proof. A set of all ξ that satisfy the statement is a subalgebra which contains all Ei, Fi,
K±i , i = 1, 2, . . . , l. 
Lemma 1.2 1. Consider the graded Uqg-module algebra C[p
−]q. There exists a unique element
zlow ∈ C[p
−]q,1 such that
Fl0zlow = q
1/2
l0
, Fjzlow = 0, j 6= l0. (1.3)
2. One has
K±1i zlow = q
±ail0
i zlow, i = 1, 2, . . . , l, (1.4)
El0zlow = −q
1/2
l0
z2low,
El0z
∗
low = q
−3/2
l0
, Fl0z
∗
low = −q
5/2z∗2low, K
±1
i z
∗
low = q
∓ail0
i z
∗
low, i = 1, 2, . . . , l.
Proof. 1. It follows from the definitions that the Uqk-module C[p
−]q,1 is simple. Hence its
lowest weight vector zlow 6= 0 is determined up to multiplication by a non-zero constant. We
claim that
Fl0zlow 6= 0.
Indeed, otherwise one has Uqn
−zlow ⊂ Czlow, where Uqn ⊂ Uqg is the subalgebra generated by
all Fj , j = 1, ..., l. Thus for any ξ ∈ Uqn
− the linear functional ξ zlow ∈ C[p
−]q,1 annihilates the
vector v(q+, 0) ∈ N(q+, 0). So zlow annihilates all vectors from Uqn
− v(q+, 0). Hence zlow = 0,
which contradicts the choice of zlow.
The element zlow can be chosen in a such way that Fl0zlow = q
1/2
l0
and it is the unique element
with the properties (1.3).
2. (1.4) is evident since the lowest weight of the Uqk-module C[p
−]q,1 is αl0 while the highest
weight vector of the dual Uqk-module N(q
+, 0)−1 is Fl0v(q
+, 0) with weight −αl0 .
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The relation El0zlow = const ·z
2
low follows from the fact that the lowest weight subspace of the
Uqk-module C[p
−]q,2 is generated by z
2
low, together with the fact that El0zlow ∈ C[p
−]q,2 belongs
to that weight subspace since its weight is 2αl0). The final equality const = −q
1/2
l0
is obtained
from the following:
(El0Fl0 − Fl0El0)zlow =
Kl0 −K
−1
l0
ql0 − q
−1
l0
zlow.
The compatibility of the involutions implies the rest statements of the lemma. 
Lemma 1.3
z∗lowzlow = q
2
l0zlowz
∗
low + 1− q
2
l0 .
Proof. Recall the multiplicative formula for the universal R-matrix, keeping in mind certain
reduced expression of w0 ∈W . Consider the subgroup WS ⊂W generated by simple reflections
sj, j 6= l0. Fix the reduced expression as follows: w0 = w
S
0 ·
Sw0, with w
S
0 ∈WS,
wS0 = si1si2 . . . siM′ ,
Sw0 = siM′+1siM′+2 . . . siM .
The definition of the multiplication m : Pol(p−)⊗2q → Pol(p
−)q implies that (up to flipping
tensors) m(z∗low ⊗ zlow) equals
expq2
M′
((q−1M ′)EβM′ ⊗ FβM′ )q
−t0z∗low ⊗ zlow.
One can easily show that
βM ′ = αl0 , EβM′ ⊗ FβM′ = c · El0 ⊗ Fl0 , c ∈ C\{0}. (1.5)
Now one has
q−t0(z∗low ⊗ zlow) = q
−
Hl0
⊗Hl0
2
l0
(z∗low ⊗ zlow).
Hence,
z∗lowzlow = q
2
l0zlowz
∗
low + c(1− q
2
l0), c 6= 0. (1.6)
It remains to show that c = 1. For that it suffices to apply Fl0 ∈ Uqg to both sides of the
relation
z∗lowz
2
low = q
4
l0z
2
lowz
∗
low + c(1− q
4
l0)zlow,
which leads to a second-degree equation in c, whose solutions (c = 0, c = 1) are easily guessed.

1.2 The simplest example
Let g = sl2. The algebra Uqsl2 is given by its generators K
±1, E, F and the relations
KK−1 = K−1K = 1, K±1E = q±2EK±1, K±1F = q∓2FK±1,
EF − FE = (K −K−1)/(q − q−1).
Recall that the comultiplication ∆, the counit ε, and the antipode S are defined on the above
generators as follows:
∆(E) = E ⊗ 1 + K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F, ∆(K±1) = K±1 ⊗K±1;
ε(E) = ε(F ) = 0, ε(K±1) = 1;
6
S(E) = −K−1E, S(F ) = −FK, S(K±) = K∓.
In the notation
q = e−h/2, K±1 = e∓hH/2, E = X+e−hH/4, F = ehH/4X−
the V. G. Drinfeld formula for the universal R-matrix [6] takes the form
R = expq2((q
−1 − q)E ⊗ F ) · exp(H ⊗H · h/4),
with expt(x) =
∞∑
n=0
xn
(
n∏
j=1
1− tj
1− t
)−1
.
The involution ∗ in Uqsu(1, 1) = (Uqsl2,
∗ ) is defined on the generators E, F, K±1 by
E∗ = −KF, F ∗ = −EK−1, (K±1)∗ = K±1.
It is well-known that the ∗-algebra Pol(C)q is defined by a generator z and the defining
relation
z∗z = q2zz∗ + 1− q2.
The Uqsl2-module algebra structure is given by
Fz = q1/2, K±1i z = q
±2
i z, Ez = −q
1/2z2,
Ez∗ = q−3/2, Fl0z
∗ = −q5/2z∗2, K±1i z
∗ = q±2i z
∗.
1.3 An embedding Pol(C)q →֒ C[w0SU1,1]q,x
The unit disc D = {z ∈ C||z| < 1} is a SU1,1-space and in the category of SU1,1-spaces
D ∼= U1 \ SU1,1, (1.7)
where U1 =
{
diag(eiϕ, e−iϕ)| ϕ ∈ R/(2πZ)
}
. The isomorphism (1.7) yields an embedding of the
∗-algebra Pol(C) into the ∗-algebra of rational functions on the real affine algebraic group SU1,1
such that
z 7→ t−111 t12. (1.8)
Does this embedding have a q-analog? To obtain a positive answer, one must change the question
slightly. Let w0 =
(
0, −1
1, 0
)
. The group SU1,1 is to be substituted by its principal homogeneous
space
w0 SU1,1 =
{(
t11, t12
t21, t22
)
∈ SL2
∣∣∣∣ t11 = −t22, t12 = −t21} . (1.9)
and the embedding (1.8) by the embedding
z 7→ t−112 t11. (1.10)
We now introduce a quantum analog of the algebra of regular functions on the SU1,1-orbit
(1.9): equip C[SL2]q with the involution
t∗11 = −t22, t
∗
12 = −qt21 (1.11)
and denote by C[w0SU1,1]q = (C[SL2]q, ∗) the defined ∗-algebra. To justify such an involution,
note that under the formal passage to a limit as q → 1 one gets a system of equations t¯11 = −t22,
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t¯12 = −t21. This allows one to recover the real space w0SU1,1 from SL2. A more substantial
reason is Proposition 1.4 below.
Recall that the algebra C[SL2]q of regular functions on the quantum group SL2 is generated
by the matrix elements tij of the vector representation of Uqsl2, and C[SL2]q is equipped with
a Uqsl2-module algebra structure, see [22].
The next statement follows from the definitions.
Proposition 1.4 C[w0SU1,1]q is a Uqsu1,1-module algebra, i.e. one has
(ξf)∗ = (S(ξ))∗f∗, ξ ∈ Uqsu1,1, f ∈ C[w0SU1,1]q. (1.12)
As in the classical case q = 1, cf. (1.10), the algebra of regular functions is too small for our
purposes, so we have to extend it. Recall the useful fact that the element
x = −qt12t21
is self-adjoint and quasicommutes with all tij:
t11 x = q
2 x t11, t22 x = q
−2 x t22, t12 x = x t12, t21 x = x t21.
Hence the multiplicative system xZ+ satisfies the Ore condition. It is well-known that C[SL2]q
is an integral domain, see [20, p. 266]. Therefore it admits an embedding into its own local-
ization C[w0SU1,1]q,x with respect to the multiplicative system x
Z+ . The self-adjointness of x
allows us to extend the involution ∗ on C[w0SU1,1]q,x and to prove that the natural embedding
C[w0SU1,1]q,x →֒ C[w0SU1,1]q,x is a ∗-algebra homomorphism.
Evidently, t12, t21 are invertible in C[w0SU1,1]q,x:
t−112 = t21 x, t
−1
21 = t12 x.
Proposition 1.5 1. The Uqsu1,1-module algebra structure is uniquely extendable from C[w0SU1,1]q
to C[w0SU1,1]q,x.
2. For any ξ ∈ Uqsu1,1, f ∈ C[w0SU1,1]q,x there exists a unique Laurent polynomial pf,ξ in
one variable with coefficients from C[w0SU1,1]q,x such that
ξ(f · xn) = pf,ξ(q
n) · xn (1.13)
for all n ∈ Z.
Proof. The uniqueness is obvious in both cases. It is easy to prove that for any polynomial
ψ in one variable
K±1ψ(x) = ψ(x),
Eψ(x) = −q1/2t11
ψ(q−2x)− ψ(x)
q−2x− x
t21 = −q
1/2t11t21
ψ(q−2x)− ψ(x)
q−2x− x
,
Fψ(x) = −q3/2t12
ψ(q−2x)− ψ(x)
q−2x− x
t22 = −q
3/2t12t22
ψ(x)− ψ(q2x)
x− q2x
.
It follows from these observations that for any ξ ∈ Uqsu1,1, f ∈ C[w0SU1,1]q there exists a Laurent
polynomial pf,ξ with coefficients from C[w0SU1,1]q,x such that (1.13) holds for all n ∈ Z+. Any
Laurent polynomial is uniquely determined by its values at the points of the geometric series qN.
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This fact implies that (1.13) determines a well-defined action of ξ ∈ Uqsu1,1 on C[w0SU1,1]q,x
since
pf,ξ(q
n)x = pf ·x,ξ(q
n−1), n ∈ Z.
One can easily prove that the corresponding map
π : Uqsu1,1 → End(C[w0SU1,1]q,x)
is linear and an algebra homomorphism. Furthermore, the involutions (1.12) are compatible
for obvious reasons. Indeed, the required identities can easily be written in terms of Laurent
polynomials by replacing f ∈ C[w0SU1,1]q,x by the elements fn = f · x
n, n ∈ Z+. It remains to
note that any of the Laurent polynomial identities holds at the points qn for n ∈ N large enough.
Finally, we consider the formula
ξ(f1f2) =
∑
i
ξ′i(f1) ξ
′′
i (f2), f1, f2 ∈ C[w0SU1,1]q,x, ξ ∈ Uqsl2, (1.14)
with ∆ξ =
∑
i
ξ′i ⊗ ξ
′′
i . As before, one can prove the existence and uniqueness of a Laurent
polynomial pf,ξ in two variables such that for all m,n
ξ(xmfxn) = xm pf,ξ(q
m, qn)xn.
For m,n ∈ Z+ large enough, we have
x−m ξ(xmf1f2x
n)x−n =
∑
i
(x−mξ′i(x
mf1)) (ξ
′′
i (f2x
n)x−n) (1.15)
since C[SL2]q is a Uqsl2-module algebra. Thus we get the equality of two Laurent polynomials at
all the points {(qm, qn)} with m,n large enough. Hence these polynomials are equal and (1.15)
holds for all m,n ∈ Z. Fix m = n = 0 to get (1.14). 
Proposition 1.6 The map I : z 7→ t−112 t11 can be uniquely extended to an embedding of Uqsu1,1-
module algebras
I : Pol(C)q →֒ C[w0SU1,1]q,x.
Proof. The uniqueness of the ∗-algebra homomorphism is obvious, while its existence is due
to the following identities in C[w0SU1,1]q,x:
(t−112 t11)
∗ = q−1t22t
−1
21 , (t
−1
12 t11)(t22t
−1
21 )− q
−2(t22t
−1
21 )(t
−1
12 t11) = q − q
−1.
To prove the uniqueness of I, consider a pre-Hilbert space with an orthonormal basis {ej}j∈Z+
and a representation π+ of C[SL2]q such that
π+(t11)ej =
√
q−2(j+1) − 1 ej+1, π+(t12)ej = q
−jej ,
π+(t21)ej = −q
−(j+1)ej, π+(t22)ej =
{
−
√
q−2j − 1 ej−1, j 6= 0,
0, j = 0.
This is a ∗-representation of C[w0SU1,1]q. Maintain the notation π+ for its extension to a
∗-representation of C[w0SU1,1]q,x.
It follows from the definitions that the representation π+ ◦ I of Pol(C)q is equivalent to its
Fock representation. Hence π+ ◦ I is faithful. Therefore I is injective.
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Now let us prove that I is a morphism of Uqsl2-modules. Since Pol(C)q and C[w0SU1,1]q,x
are Uqsu1,1-module algebras, it is sufficient to prove I(ξf) = ξI(f) for ξ ∈ Uqsu1,1, f ∈ C[z]q.
For what remains, we use the embedding of Uqsl2-module algebras
C[t1, t2]q → C[SL2]q, t1 7→ t11, t2 7→ t12
(here C[t1, t2]q is the well-known algebra with two generators t1, t2 and the relation t1t2 = qt2t1,
see [22, p.101]) and the embedding of the Uqsl2-module algebra C[z]q into C[t1, t2]q,t2 defined as
follows:
z 7→ t−12 t1. 
The described embedding of the Uqsu1,1-module algebra Pol(C)q into C[w0SU1,1]q,x will be
called the canonical embedding.
Remark 1.7 Example: the algebra of functions on the quantum group SU2.
Consider the well-known Hopf algebra Uqsl2 and the Hopf ∗-algebra Uqsu2 = (Uqsl2, ⋆)
together with the Hopf algebra C[SL2]q.
Equipping C[SL2]q with an involution by duality, we obtain the Hopf ∗-algebra C[SU2]q,
which is a quantum analog to the algebra of regular functions on the group SU2. The definitions
imply (
t⋆11, t
⋆
12
t⋆21, t
⋆
22
)
=
(
t22, −qt21
−q−1t12, t11
)
. (1.16)
Now recall an irreducible ∗-representation of C[SU2]q. Let {ej}
∞
j=0 be the standard ba-
sis of the Hilbert space l2(Z+). The following defines an irreducible infinite dimensional ∗-
representation Π of C[SU2]q in l
2(Z+):
Π(t11)ej =
{√
1− q2j ej−1, j > 0,
0, j = 0
, Π(t12)ej = q
j+1ej ,
Π(t22)ej =
√
1− q2(j+1) ej+1, Π(t21)ej = q
jej.
1.4 A Fock representation
In this section we recall the notion of a Fock representation of the algebra Pol(p−)q. It was
introduced in [36] in the special case p− = Matn. Also it was proved there that the Fock
representation is a unique (up to a unitary equivalence) irreducible faithful representation by
bounded operators in a Hilbert space. We now introduce the Fock representation of the ∗-algebra
Pol(p−)q = (C[p
− ⊕ p+]q, ∗) for the general case although we do not discuss many important
problems related to it.
Consider the C[p− ⊕ p+]-module H with one generator v0 and the defining relations
fv0 = 0, f ∈
∞⊕
j=1
C[p+]q,−j, (1.17)
or, equivalently,
fv0 = 0, f ∈ C[p
+]q,−1. (1.18)
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Lemma 1.8 The linear map
C[p−]q →H, f 7→ fv0
is an isomorphism of vector spaces.
Proof. The kernel of the linear map C[p−⊕ p+]q →H, f 7→ fv0 is a left ideal of the algebra
C[p− ⊕ p+]q generated by
∞⊕
j=1
C[p+]q,−j. This ideal coincides with
∞⊕
i=0
∞⊕
j=1
C[p−]q,i ⊗ C[p
+]q,−j.
Hence H ∼=
∞⊕
i=0
C[p−]q,i = C[p
−]q. 
The vector space Pol(p−)q decomposes as follows:
Pol(p−)q =
∞⊕
i,j=0
C[p−]q,i · C[p
+]q,−j, (1.19)
and C[p−]q,0 · C[p
+]q,0 = C · 1. That is, for any f ∈ Pol(p
−)q there exists a unique expansion
f = 〈f〉 · 1 +
∑
{(i,j)∈Z2+|(i,j)6=(0,0)}
fi,j, fi,j ∈ C[p
−]q,i · C[p
+]q,−j, (1.20)
where 〈·〉 is the linear functional on Pol(p−)q determined by the last formula.
Proposition 1.9 The sesquilinear form (f1, f2)
def
= 〈f∗2 f1〉 in C[p
−]q is non-degenerate, and
(f1, f2) = (f2, f1), f1, f2 ∈ C[p
−]q. (1.21)
Proof. Firstly, we prove that
〈f∗2 f1〉 = f
∗
2 ⊗ f1(R(v(q
−, 0) ⊗ v(q+, 0))), f1, f2 ∈ C[p
−]q, (1.22)
where R is the universal R-matrix. Recall that
N(q−, 0)⊗N(q+, 0) =
∞⊕
i,j=0
N(q−, 0)i ⊗N(q
+, 0)−j .
Equip the finite dimensional vector spaces N(q−, 0)i ⊗ N(q
+, 0)−j with the standard topol-
ogy, and N(q−, 0) ⊗ N(q+, 0) with the weakest topology where all projections on N(q−, 0)i ⊗
N(q+, 0)−j along to
⊕
i′ 6=i,j′ 6=j
N(q−, 0)i′ ⊗N(q
+, 0)−j′ are continuous. The space of formal series
∑
i,j
fi,j, fi,j ∈ N(q
−, 0)i ⊗N(q
+, 0)−j
is a completion of the topological vector space N(q−, 0) ⊗ N(q+, 0) and is denoted by
N(q−, 0)⊗̂N(q+, 0). The pairing (C[p+]q ⊗ C[p
−]q) × (N(q
−, 0) ⊗ N(q+, 0)) → C extends by
continuity to a pairing (C[p+]q ⊗ C[p
−]q)× (N(q
−, 0)⊗̂N(q+, 0))→ C. Since
ϕ =
∑
i
ϕi, ϕi ∈ C[p
−]q,i, ψ =
∑
i
ψj, ψj ∈ C[p
+]q,−j,
we have ϕ0 = ϕ(v(q
+, 0)), ψ0 = ψ(v(q
−, 0)). Hence the definition of the multiplication in
C[p− ⊕ p+]q and S ⊗ S(R) = R imply (1.22).
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The action of Uqg⊗Uqg in N(q
−, 0)⊗N(q+, 0) and the antilinear operator v1⊗v2 7→ v
∗
2⊗v
∗
1
in this space are extendable by continuity to N(q−, 0)⊗̂N(q+, 0).
Since (1.22), the equality (1.21) follows from
R21 (v(q+, 0)⊗ v(q−, 0)) =
(
R (v(q−, 0) ⊗ v(q+, 0))
)∗⊗∗
.
The latter can be checked explicitly.
The non-degeneracy of the sesquilinear form (·, ·) in C[p−]q follows from (1.22) and the
multiplicative formula for the universal R-matrix (see [22, p. 259]). 
Proposition 1.10 The Hermitian form
(f1v0, f2v0) = 〈f
∗
2 f1〉, f1, f2 ∈ Pol(p
−)q,
in H is well defined, positive definite, and one has
(fv′, v′′) = (v′, f∗v′′), v′, v′′ ∈ H, f ∈ Pol(p−)q.
The last proposition allows us to introduce a representation TF of the ∗-algebra Pol(p
−)q
in the pre-Hilbert space H. It is called the Fock representation, and the vector v0 is called the
vacuum vector.
Consider the special case g = sl2. It is easy to show that
(znv0, z
nv0) = ((1− q
2y)zn−1v0, z
n−1v0) = (1− q
2n)(zn−1v0, z
n−1v0) = (q
2; q2)n.
Hence the action of TF (z), TF (z
∗) in the orthonormal basis
{√
(q2; q2)n z
n v0
}
n∈Z+
is described
via
TF (z)en =
√
1− q2(n+1) en+1, TF (z
∗)en =
{√
1− q2n en−1, n ∈ N,
0, n = 0.
Remark 1.11 Obviuosly, the Fock representation is irreducible. Indeed, let H1 ⊂ H be a non-
zero common invariant subspace of the operators of this representation. Thus H1 contains a
non-zero vector v such that TF (f)v = 0 for all f ∈ C[p
+]q,−j, j 6= 0. This vector is orthogonal
to
∞⊕
j=0
C[p−]q,jv0 , so it belongs to Cv0. Therefore v0 ∈ H1 and H1 = H.
We now prove the faithfulness of the Fock representation of Pol(p−)q. One can prove that
Lemma 1.12 For all j, k ∈ Z+ the map
C[p−]q,k · C[p
+]q,−j → Hom(Hj ,Hk), f 7→ TF (f)|Hj
is a bijection.
Proposition 1.13 The Fock representation of Pol(p−)q is faithful.
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Proof. Equip Z2+ with the standard partial order (i.e. (k1, j1) ≤ (k2, j2) if and only if k1 ≤
k2 & j1 ≤ j2), and the vector space Pol(p
−)q with the bigrading
Pol(p−)q =
∞⊕
k,j=0
C[p−]q,k C[p
+]q,−j.
Suppose that there exists f 6= 0 such that TF (f) = 0. Use the expansion
f =
∞∑
k,j=0
fk,j, fk,j ∈ C[p
−]q,kC[p
+]q,−j,
to choose a non-zero component fk0,j0 in the expansion with a minimal (k0, j0). TF (f) = 0
implies that TF (fk0,j0)|Hj0 = 0 since TF (fk0,j0)|Hj0 is a product of the linear operator TF (f)|Hj0
and the projection onto Hk0 along to
⊕
k 6=k0
Hk. It remains to note that
fk0,j0 6= 0, fk0,j0 ∈ C[p
−]q,k0C[p
+]q,−j0 , TF (fk0,j0)|Hj0 = 0.
This is a contradiction with Lemma 1.12. 
2 The canonical embedding
2.1 Introduction
In what follows, all the pairs (g, k) are assumed to be Hermitian symmetric. A duality argument
allows one to define a Hopf ∗-algebra ((Uqg)
∗, ♯):
f ♯(ξ) = f((S(ξ))∗), f ∈ (Uqg)
∗, ξ ∈ Uqg. (2.1)
It follows from Burnside’s theorem that the homomorphism of algebras Uqg → EndL(Λ) is
onto for all Λ ∈ P+, hence (EndL(Λ))
∗ →֒ (Uqg)
∗. Since
♯ : (EndL(Λ))∗ → (EndL(−w0Λ))
∗,
the involution ♯ admits a restriction to the subalgebra
C[G]q =
∑
Λ∈P+
(EndL(Λ))∗ ⊂ (Uqg)
∗.
Consider the Hopf ∗-algebra C[GR]q = (C[G]q, ♯). It can be viewed as a q-analog of the
algebra of regular functions on the real affine algebraic group GR = {g ∈ G | f
♯(g) = f(g), f ∈
C[G]}. It is a well known fact that GR acts by automorphisms of a bounded symmetric domain
D which admits a standard embedding into p−, see [25].
The presence of a distinguished point 0 ∈ D allows one to associate to every function f(z)
on D a function f(g−1 · 0) on GR. We are interested in quantum analogs of function algebras on
D and their images under the above embedding into algebras of functions on GR.
In the special case g = sl2, GR is the real affine algebraic group SU1,1 ; it is easy to verify
that
t♯11 = t22, t
♯
12 = qt21, (2.2)
with {tij}i,j=1,2 being the standard generators of C[SL2]q. In fact, consider the automorphism
θ∗q of the Hopf algebra C[SL2]q which is dual to the automorphism θq : Uqsl2 → Uqsl2,
θq : K
±1 7→ K±1, θq : E 7→ −E, θq : F 7→ −F.
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Its action on the generators tij is given by(
θ∗q(t11), θ
∗
q(t12)
θ∗q(t21), θ
∗
q(t22)
)
=
(
t11, −t12
−t21, t22
)
.
What remains is to use the relation ∗ = θ⋆, together with the explicit formulas(
t⋆11, t
⋆
12
t⋆21, t
⋆
22
)
=
(
t22, −qt21
−q−1t12, t11
)
.
Recall that the canonical embedding in the case g = sl2 (that is, D = {z ∈ C | |z| < 1}) has
been described in details in section 1.3.
2.2 A quantum analog of the Weyl group element w0
The construction of the canonical embedding becomes considerably more intricate under the
passage from the special case g = sl2 to the general case, and the passage requires the notion of
the quantum Weyl group described below.
Proposition 2.1 There exists a unique linear functional s on C[SL2]q such that
s(t22f) = s(ft11) = 0,
s(t12f) = s(ft12) = qs(f),
s(t21f) = s(ft21) = −s(f)
for all f ∈ C[SL2]q with the property f(1) = 1.
Proof. Let {ej}, j ∈ Z+, be the standard basis of the Hilbert space l
2(Z+) and Π the
∗-representation of the algebra C[SU2]q = (C[SL2]q, ⋆) in this space defined as follows:
Π(t11)ej =
{√
1− q2j ej−1, j > 0,
0, j = 0
, Π(t12)ej = q
j+1ej ,
Π(t22)ej =
√
1− q2(j+1) ej+1, Π(t21)ej = q
jej.
The linear functional s(f) = (Π(f)e0, e0) possesses all the required properties. The unique-
ness of s follows from the fact that C[SL2]q is a linear span of the monomials
{td22t
c
21t
b
12t
a
11 | a, b, c, d ∈ Z+}. 
Remark 2.2 It is easy to prove that every element of C[SL2]q admits a unique decomposition
f =
∞∑
j=1
tj22 fj(t12, t21) + f0(t12, t21) +
∞∑
j=1
f−j(t12, t21) t
j
11,
with each fj being a polynomial in two variables. This observation provides another proof of
existence for s:
s(f) = f0(q,−1), f ∈ C[SL2]q.
s ∈ C[SL2]
∗
q is a q-analog of the element
(
0 1
−1 0
)
of SL2 since(
s(t11) s(t12)
s(t21) s(t22)
)
=
(
0 q
−1 0
)
. (2.3)
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We equip the vector space Uqsl2 with the weakest among those topologies in which all
the irreducible finite dimensional weight representations πλ : Uqsl2 → End(L(λ)), λ ∈ Z+ω,
are continuous. As these representations separate elements of Uqsl2, the above topology is
Hausdorff and the completion of Uqsl2 is canonically isomorphic to the direct product of algebras
×
j
EndL(jω), that is, to the algebra C[SL2]
∗
q with the weak-∗ topology. The following claim is
a direct consequence of the definitions.
Lemma 2.3 Every finite dimensional weight representation of the algebra Uqsl2 in a vector space
L extends by continuity to a representation of C[SL2]
∗
q , thus equipping L with the structure of a
C[SL2]
∗
q-module.
Recall that, given a weight Uqsl2-module V , one has well defined linear operators H and X
±
in V such that
K±1 = q±H , X+ = Eq−
1
2
H , X− = q
1
2
HF. (2.4)
Let j ∈ Z+. We follow the conventions of the quantum theory of angular momentum in
introducing the standard basis {ejm}m=j,j−1,...,−j of the vector space L(2jω) by setting
Hejm = 2me
j
m, X
+ejm =
{
([j −m]q[j +m+ 1]q)
1/2ejm+1, m 6= j
0, m = j
X−ejm =
{
([j −m+ 1]q[j +m]q)
1/2ejm−1, m 6= −j
0, m = −j
,
with [n]q =
qn − q−n
q − q−1
.
Lemma 2.4 ([42, p. 8]) For all j,m
s¯ejm = (−1)
j−mqj
2+jq−(m
2+m)ej−m,
hence
sKs−1 = K−1.
Let us turn from the special case G = SL2 to the general case. Recall that the group G in our
situation is assumed to be simply connected. Equip the vector space C[G]∗q
∼= ×
λ∈P+
End(L(λ))
with the direct product topology, i.e., the weak-∗topology. Consider the standard embeddings
of Hopf ∗-algebras
ϕi : Uqisl2 →֒ Uqg,
ϕi : K
±1 7→ K±1i , ϕi : E 7→ Ei, ϕi : F 7→ Fi, i = 1, 2, . . . , l.
Proposition 2.5 The embeddings of algebras ϕi : Uqisl2 →֒ Uqg extend by continuity to embed-
dings of algebras ϕi : C[SL2]
∗
qi →֒ C[G]
∗
q .
Proof. The possibility to extend follows from Lemma 2.3, and the injectivity is due to
dimHomUqisl2(L(kω), L(kωi)) > 0, k ∈ Z+,
with the Uqg-module L(kωi) being treated here as a Uqisl2-module. 
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Let si = ϕi(s), i = 1, 2, . . . , l. It is well known [29, p. 157], [24, p. 427] that the elements
s1, s2, . . . , sl of the algebra C[G]
∗
q satisfy the braid relations
sisjsi · · · = sjsisj · · · , (2.5)
where the number of factors in either side of (2.5) is two if aijaji = 0, three if aijaji = 1, four
if aijaji = 2, and six if aijaji = 3.
1 Let w = si1si2 · · · siM be a reduced expression of an element
w ∈W and set
w = si1si2 · · · siM .
This element of C[G]∗q does not depend on the choice of reduced expression, as is clear from
(2.5), together with a well known property of Coxeter groups [2, p. 19].
We get a quantum analog w of w ∈ W and, in particular, a quantum analog of the longest
element w0 of the Weyl group W .
An application of Lemma 2.4 allows one to prove
Proposition 2.6 ([26, p. 138]) The elements si ∈ C[G]
∗
q are invertible, and
siKjs
−1
i = KjK
−aij
i , i, j = 1, 2, . . . , l.
Corollary 2.7 Let V =
⊕
λ
Vλ be a finite dimensional Uqg-module which may be decomposed
as a direct sum of its weight subspaces. Then
wVλ = Vwλ, w ∈W. (2.6)
We claim that the relation
w˜0 = w
−1
0 · q
− 1
2
lP
i,j=1
cijdidjHiHj
(2.7)
determines an element w˜0 of C[G]
∗
q . Firstly, by Proposition 2.6, the si are invertible, hence so is
their product w0. Secondly, C[G]
∗
q is a direct product of the finite dimensional algebras EndL(λ)
and all L(λ) are Uqg-weight modules. Hence the second factor in (2.7), which is normally called
the Cartan correcting multiplier, determines an element of C[G]∗q .
In the case g = sl2 one has w˜0 = s¯
−1 · q−
H2
4 . It can be verified [24, p. 425] that
w˜−10 X
+w˜0 = −q
−1X−, w˜−10 X
−w˜0 = −q X
+,
∆w˜0 = (w˜0 ⊗ w˜0)R,
with ∆ : C[SL2]
∗
q → (C[SL2]
⊗2
q )
∗ and R ∈ (C[SL2]
⊗2
q )
∗ corresponding to the universal R-matrix
of the Hopf algebra Uqsl2, see [24, p. 425].
In a similar way, we introduce in the general case an element R of (C[G]⊗2q )
∗ corresponding
to the universal R-matrix of the Hopf algebra Uqg, cf. [20, p. 289].
Proposition 2.8 ([29, p. 252]) In (C[G]⊗2q )
∗ the following relation is valid:
∆w˜0 = (w˜0 ⊗ w˜0)R (2.8)
with ∆ : C[G]∗q → (C[G]
⊗2
q )
∗.
1The last possibility is beyond the Hermitian-symmetric case we consider here.
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Remark 2.9 In [29, 24] w˜−10 is used instead of w˜0.
Consider the elements X±i of C[G]
∗
q given by
X+i = Eiq
−
Hi
2
i , X
−
i = q
Hi
2
i Fi,
cf. (2.4).
The following result is due to Joseph [21].
Proposition 2.10 In C[G]∗q one has
w˜−10 X
±
i w˜0 = −q
∓1
i X
∓
i′ , i = 1, 2, . . . , l,
with i′ being determined by αi′ = −w0αi.
Remark 2.11 Our choice of the Cartan correcting multiplier in (2.7) is conventional, see, e.g.,
[29, p. 252], and differs a little from that used by Joseph, see [21, p. 422].
2.3 Fundamental representations and special bases.
The study of algebras of functions on compact quantum groups extensively utilizes the matrix
elements of representations πΛ of Uqg corresponding to the simple finite dimensional Uqg-weight
modules L(Λ), Λ ∈ P+. In this approach, some unpleasantness is related to an ambiguity in
choosing an orthonormal basis of weight vectors in L(Λ).
Even in the special case of a fundamental weight Λ and λ, µ ∈WΛ, λ 6= µ, with one dimen-
sional weight subspaces, the matrix element cΛλ,µ is determined only up to a scalar multiplier of
modulus one. We are going to remove this ambiguity by removing the arbitrariness in the choice
of an orthonormal basis of weight vectors.
Let S = {1, 2, . . . , l}\{l0}. WS is the stabilizer of the fundamental weight ω = ωl0 [15, p. 22],
that is WS = {σ ∈ W |σω = ω}. Hence the set Wω is in a natural one-to-one correspondence
with the set SW of shortest elements in the cosets σWS, σ ∈W , see [15, p. 19].
Recall that the representation πω of the ∗-algebra (Uqg, ⋆) in L(ω) is unitarizable and
the Hermitian form (·, ·) in question is uniquely determined by the normalization condition
(v(ω), v(ω)) = 1.
An orthonormal basis formed by weight vectors of the Uqg-module L(ω) will be called special
if the weight vectors with weights in Wω are given by
vωσω =
σ−1v(ω)∥∥σ−1v(ω)∥∥ , σ ∈ SW.
Here σ ∈ C[G]∗q is the quantum analog of σ introduced in the previous section (its invertibility
and (2.6) are used).
We now give an equivalent definition of a special basis, cf. [27, p. 153]. Let σ = siLsiL−1 · · · si1
be a reduced expression for σ ∈ SW . Set uj = sijsij−1 · · · si1 ,
λj =
{
ujω, j = 1, 2, . . . , L,
ω, j = 0,
mj =
2(λj , λj−1)
(λj , λj)
.
One has mj ∈ N [2, p. 93]. The validity of the following claim is a consequence of Lemma 2.4.
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Proposition 2.12 An orthonormal basis of weight vectors is special if and only if
vωσω =
FmLiL F
mL−1
iL−1
· · ·Fm1i1 v(ω)∥∥∥FmLiL FmL−1iL−1 · · ·Fm1i1 v(ω)∥∥∥
for all σ ∈ SW .
We introduce the notation
cΛλ,i;µ,j(ξ)
def
=
(
ξvΛµ,j , v
Λ
λ,i
)
for matrix elements of the representations πΛ corresponding to the Uqg-modules L(Λ), with
vλ,i being an orthonormal basis of weight vectors in any weight subspace L(Λ)λ. We write c
Λ
λ,µ
instead of cΛλ,i;µ,j if this does not lead to ambiguities.
Proposition 2.13 One has the following relations for the matrix elements of the fundamental
representations in the special bases:
S(cωσ′ω,σ′′ω) = (−1)
l(σ′)−l(σ′′)q(µ−λ,ρ)c−w0ω−σ′′ω,−σ′ω , (2.9)
(cωσ′ω,σ′′ω)
⋆ = (−1)l(σ
′)−l(σ′′)q(λ−µ,ρ)c−w0ω−σ′ω,−σ′′ω , (2.10)
with σ′, σ′′ ∈ SW , and ρ being half the sum of positive roots.
Proof. Let πω, π−w0ω be the fundamental representations of Uqg corresponding to the
Uqg-modules L(ω) and L(−w0ω), respectively. Equip Uqg with the antilinear involution τ
τ(K±1j ) = S(K
±1
j ), τ(Ej) = qjS(Ej), τ(Fj) = q
−1
j S(Fj),
with j = 1, 2, . . . , l. To any Λ ∈ P+ we assign the Uqg-module L(Λ) and the ∗-representation
πΛ in the finite dimensional Hilbert space L(Λ). Let π
τ
Λ be the representation of Uqg in L(Λ)
defined as follows:
(πτΛ(ξ)v1, v2) = (v1, πΛ(τ(ξ))v2), ξ ∈ Uqg, v1, v2 ∈ L(Λ).
Since ⋆τ = τ⋆,
(πτΛ(ξ)v1, v2) = (v1, πΛ(τ(ξ))v2) = (πΛ((τ(ξ))
⋆)v1, v2) =
= (πΛ(τ(ξ
⋆))v1, v2) = (v1, π
τ
Λ(ξ
⋆)v2).
Hence πτΛ is a ∗-representation with highest weight −w0Λ. So we have shown that there exists
a unique isometric linear map
U : L(ω)→ L(−w0ω), U : v
ω
ω 7→ v
−w0ω
−ω ,
and this establishes the equivalence of πτω and π−w0ω. Proposition 2.12 and the definition of τ
imply that
Uvωσω = (−1)
l(σ)v−w0ω−σω , σ ∈
S W.
What remains is to apply the next proposition which, inessentially, differs from the Soibelman
result, see [26, p. 100].
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Proposition 2.14 Let U : L(Λ) → L(−w0Λ) be a unique (up to multiplying by a constant)
map such that πτΛ(ξ) = U
−1 π−w0Λ(ξ)U for all ξ ∈ Uqg. In the ∗-algebra C[K]q one has
S
(
cΛλ,i;µ,j
)
= q(µ−λ,ρ) · c˜ −w0Λ−µ,j;−λ,i,(
cΛλ,i;µ,j
)⋆
= q(λ−µ,ρ) · c˜ −w0Λ−λ,i;−µ,j,
with
{
cΛλ,i;µ,j
}
,
{
c˜ −w0Λλ,i;µ,j
}
being the matrix elements of the representations πΛ, π−w0Λ in the bases{
vΛµ,j
}
,
{
U vΛ−µ,j
}
.

In closing, consider an important special case of the fundamental weight ω corresponding to
a simple root whose coefficient in the decomposition of the highest root is 1. Even more, we
restrict ourselves to the simple-laced Lie algebras (the series A, D, E). Under these assumptions
ω is a microweight, i.e., all the weights of the Uqg-module L(ω) belong to its W -orbit [2, p. 164].
Now (2.9), (2.10) take the form
S(cωλ,µ) = (−q)
(µ−λ,ρ) c−w0ω−µ,−λ, λ, µ ∈Wω,
(cωλ,µ)
⋆ = (−q)(λ−µ,ρ) c−w0ω−λ,−µ, λ, µ ∈Wω,
because l(siσ) = l(σ) + 1, siσ ∈
SW , implies that
(si σω − σω, ρ) = −
αi, l∑
j=1
ωj
 = −1.
2.4 The canonical embedding C[p−]q →֒ C[X
−
S
]q,t.
We maintain our assumptions that S = {1, 2, . . . , l} \ {l0} and that the simple root αl0 has
coefficient 1 in the decomposition of the highest root. Consider the fundamental weight
ωl1 = −w0ωl0
together with the associated fundamental representation πl1 of Uqg in the vector space L(ωl1).
Pick a special basis in L(ωl1) and maintain the notation for matrix elements of representations
of Uqg. We consider the following distinguished matrix element of πl1 :
t = c
ωl1
ωl1 ,−ωl0
.
One can show
Proposition 2.15 1. tt⋆ = t⋆t.
2. Let Λ ∈ P+ and λ, µ be weights of L(Λ). The matrix elements c
L(Λ)
λ,j;µ,k of the algebra C[G]q
quasi-commute with t, t⋆. Specifically,
t c
L(Λ)
λ,j;µ,k = const1 c
L(Λ)
λ,j;µ,k t, t
⋆ c
L(Λ)
λ,j;µ,k = const2 c
L(Λ)
λ,j;µ,k t
⋆,
where const1, const2 ∈ q
1
s
Z depend on Λ, λ, µ, q, and s is the cardinality of the quotient group
P/Q.
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Set x = tt⋆ = t⋆t.
Corollary 2.16 If Λ ∈ P+ and λ, µ are weights of L(Λ) then
x c
L(Λ)
λ,j;µ,k = const c
L(Λ)
λ,j;µ,k x, (2.11)
with const depending on Λ, λ, µ, q, and belonging to q
1
s
Z.
The multiplicative system xZ+ is an Ore set, see (2.11). Let C[G]q,x be a localization of C[G]q
with respect to this multiplicative system. The fact that C[G]q is a (left and right) Noetherian
integral domain, see [3, p. 266], implies that C[G]q →֒ C[G]q,x.
Proposition 2.17 1. The Uqg-module algebra structure of C[G]q admits a unique extension
to C[G]q,x.
2. For all ξ ∈ Uqg and f ∈ C[G]q,x there exists a unique Laurent polynomial pf,ξ in one
variable with coefficients from C[G]q,xsuch that
ξ(f · xn) = pf,ξ(q
n
s )xn
for all n ∈ Z.
Proof. Consider first the second claim. The fact that C[G]q is a Uqg-module algebra allows
one to reduce the general case ξ ∈ Uqg to the special case ξ ∈ {K
±1
j , Ej , Fj | j = 1, 2, . . . , l}.
Within this special case, the existence of a Laurent polynomial pf,ξ follows from Corollary 2.16
and the explicit formulas for △(K±1j ), △(Ej), △(Fj). The rest of the statements of Proposition
2.17 can be proved in the same way as the corresponding claims in Proposition 1.5. 
We thus get a well known statement.
Corollary 2.18 The multiplicative system tZ+ is an Ore set in C[G]q, so that the latter algebra
is embeddable into the localization C[G]q,t, and the structure of Uqg-module algebra is uniquely
extendable from C[G]q to C[G]q,t.
Remark 2.19 A different approach to proving that the structure of Uqg-module algebra admits
an extension to a localization is presented in works by V. Lunts and A. Rosenberg [31], [30].
Now introduce the matrix element
t′ = c
ωl1
ωl1 ,−ωl0+αl0
of the fundamental representation πl1 of Uqg in a special basis of the vector space L(ωl1). Note
that the weights −ωl0 , −ωl0 + αl0 belong to the W -orbit of the highest weight ωl1 , hence t, t
′
do not depend on a choice of a special basis.
It follows from the definitions that for all j ∈ {1, 2, . . . , l}
Fj t = 0, K
±1
j t =
{
q∓1j t, j = l0,
0, j 6= l0,
Ej t =
{
t′, j = l0,
0, j 6= l0.
(2.12)
Proposition 2.20 The map i : zlow 7→ t
−1t′ is uniquely extendable to an embedding of Uqg-
module algebras
i : C[p−]q →֒ C[G]q,x. (2.13)
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Proof. The pair (g, k) in question is Hermitian symmetric. Hence the uniqueness of the
homomorphism (2.13) is due to the fact that the Uqk-module C[p
−]q,1 is simple together with
the fact that the subspace C[p−]q,1 generates the unital algebra C[p
−]q. Both statements are
proved in [36].
We now turn to proving the existence of morphism (2.13). Consider the Uqg-module w˜0Uqg,
the dual Uqg-module (w˜0Uqg)
∗, and its largest weight submodule F ⊂ (w˜0Uqg)
∗ formed by
Uqb
−-finite elements. Here Uqb
− is the standard notation for the Hopf subalgebra generated by
{K±j , Fj}j=1,2,··· ,l. That is, F =
⊕
λ∈P
Fλ, with
Fλ =
{
f ∈ (w˜0Uqg)
∗| dim(Uqb
−f) <∞, Hif = λ(Hi)f, i = 1, . . . , l
}
.
The vector subspace C[G]q is dense in F with respect to the weak topology. An application
of (2.8) makes it easy to prove that the structure of Uqg-module algebra on C[G]q admits an
extension by continuity to F. In fact,
〈f1f2, w˜0ξ〉 = 〈RFF△(ξ)(f1 ⊗ f2), w˜0 ⊗ w˜0〉,
〈ξf, w˜0η〉 = 〈f, w˜0ηξ〉, ξ, η ∈ Uqg, f, f1, f2 ∈ F.
Here RFF is the linear map in F⊗ F determined by the action of the universal R-matrix.
It was noted in the proof of the uniqueness of the morphism (2.13) that zlow generates
the Uqk-module algebra C[p
−]q. Thus, the existence of the embedding (2.13) is proved if one
produces embeddings of Uqg-module algebras
i1 : C[G]q,t →֒ F, i2 : C[p
−]q →֒ F,
such that i1(t
−1t′) = i2(zlow).
To produce an embedding i1, extend the natural pairing C[G]q × w˜0Uqg → C to a pairing
C[G]q,t × w˜0Uqg → C. In the classical case q = 1 such extension is possible because w0 belongs
to the domain t 6= 0 where all the functions from C[G]q,t are regular. In the quantum case we
are going to use
〈t, w˜0〉 6= 0, (2.14)
which follows from (2.6).
Let f ∈ C[G]q,λ be a weight vector with weight λ ∈ P and set ck(f) = 〈ft
k, w˜0〉. An
application of the equations〈
ftk, w˜0
〉
=
〈
RC[G]qC[G]q(ft
k−1 ⊗ t), w˜0 ⊗ w˜0
〉
,
(2.12) and an explicit formula for the universal R-matrix makes it easy to prove that the sequence
of numbers {ck(f)}, k ∈ Z+, is a solution of a first order difference equation whose coefficients
do not depend on f . Specifically,
ck(f) = q
const1·(k−1)+const2·λ · 〈t, w˜0〉ck−1(t), k ∈ N.
Using the last formula and (2.14), we can introduce {ck(f)} for all k ∈ Z. Thus we get a ‘natural’
extension of the linear functional f 7→ 〈f, w˜0〉 from C[G]q to C[G]q,t.
Proposition 2.17 implies that the subalgebra C[G]q,t ⊂ C[G]q,x is a Uqg-module algebra.
Consider the pairing
C[G]q,t × w˜0Uqg→ C, f × w˜0ξ 7→ 〈ξf, w˜0〉
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together with the associated morphism of Uqg-modules
i1 : C[G]q,t → (w˜0Uqg)
∗, i1 : f 7→ 〈f, ·〉.
Let us prove that i1 is injective. It follows from invertibility of w˜0 ∈ C[G]
∗
q that the vector
subspace w˜0Uqg is dense in C[G]
∗
q with respect to the weak topology. Hence Ker i1 ∩C[G]q = 0.
What remains is to note that i1(f) = 0 implies i1(f · t
j) = 0 for all j ∈ N since
〈f · tj , w˜0ξ〉 =
〈
RC[G]q,tC[G]q,t△(ξ)(f ⊗ t
j), w˜0 ⊗ w˜0
〉
.
Note that i1C[G]q,t ⊂ F since i1 is a morphism of Uqg-modules and all f ∈ C[G]q,t are
Uqb
−-finite.2
We now prove that the embedding i1 : C[G]q,t →֒ F we have just obtained is a morphism of
algebras. It suffices to show that, given a pair of weight vectors f1, f2 ∈ C[G]q, the equation
〈(f1 · t
k)(f2 · t
k), w˜0〉 =
〈
RC[G]q,tC[G]q,t(f1 · t
k ⊗ f2 · t
k), w˜0 ⊗ w˜0
〉
(2.15)
holds for all k ∈ Z. As the sequences of numbers in either sides of (2.15) are linear combinations
of sequences of the form qak
2+bk, a, b ∈ Q, it suffices to prove (2.15) for large k. For example,
one may restrict considerations to the special case f1, f2 ∈ C[G]q. In this case (2.15) follows
from (2.8).
The embedding i1 is thus produced. Now for the construction of i2: let i2 : C[p
−]q →
(w˜0Uqg)
∗ be a linear map dual to
I : w˜0Uqg→ N(q
+, 0), I : w˜0ξ 7→ S(ξ)v(q
+, 0).
It follows from the definitions that i2 is an injective morphism of Uqg-modules. Hence i2 :
C[p−]q →֒ F since the Uqg-module C[p
−]q is locally Uqb
−-finite dimensional.
Now properties of the universal R-matrix and the fact that v(q+, 0) is the highest vector
with zero weight imply that
〈ξ(f1f2), v(q
+, 0)〉 = 〈△(ξ)(f1 ⊗ f2), v(q
+, 0)⊗ v(q+, 0)〉 =
= 〈RC[p−]qC[p−]q△(ξ)(f1 ⊗ f2), v(q
+, 0) ⊗ v(q+, 0)〉 =
= 〈RFF△(ξ)(i2(f1)⊗ i2(f2)), w˜ ⊗ w˜〉 = 〈ξ(i2(f1)i2(f2), w˜〉,
with f1, f2 ∈ C[p
−]q, ξ ∈ Uqg. Hence i2 is a morphism of algebras.
We now prove that i1(t
−1t′) ∈ i2C[p
−]q. It suffices to demonstrate that i1(t
−1t′) is orthogonal
to the subspace Ker I = w˜0(Uqq
+)0, where (Uqq
+)0 = Uqq
+ ∩Ker ε, and ε is a counit of the Hopf
algebra Uqq
+. Consider the ‘regular’ representation Lreg of the algebra Uqg
op in the space C[G]q
defined as follows:
Lreg(ξ) : f(η) 7→ f(ξη),
with f ∈ C[G]q, ξ, η ∈ Uqg. Applying the ideas of the proof of Proposition 2.17, we may extend
Lreg(ξ) to C[G]q,t. In this way, C[G]q,t is furnished with a structure of Uqg
op-module. Given
ξ ∈ (Uqq
+)0, the element η = w˜0 · ξ · (w˜0)
−1 of (C[G]q)
∗ belongs to the subalgebra Uqg, and
Lreg(η)(t
−1t′) = 0. (2.16)
In fact, while proving this relation, ξ may be assumed homogeneous of positive degree. Equip
the Uqg
op-module V = {Lreg(ζ)(t
−1t′)| ζ ∈ Uqg
op} with the grading corresponding to the subset
2It suffices to prove the last statement for f ∈ C[G]q and f = t
−1. On the other hand, C[G]q =
L
λ∈P+
EndL(λ),
and dim(Uqb
−
· t−1) = 1, as one can see from (2.12)
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S1 = {1, 2, . . . , l} \ {l1}. It is easy to demonstrate that the element Lreg(η)(t
−1t′) ∈ V has
incompatible homogeneity properties, hence is zero.
Now (2.16) implies the required orthogonality.
To finish the proof of Proposition 2.20, one has to establish that the element z with the
property i1(t
−1t′) = i2(z) is just zlow. Recall that S = {1, 2, . . . , l} \ {l0} and C[G]q,t is a weight
Uqg-module. Hence we have a well defined linear map HS in C[G]q,t. The relations
HSt = −ωl0(HS)t, Fjt = 0, j = 1, 2, . . . , l,
HSt
′ = (−ωl0(HS) + αl0(HS))t
′, Fjt = 0, j 6= l0,
imply that
HS(t
−1t′) = 2t−1t′, Fj(t
−1t′) = 0, j 6= l0.
Thus the element z ∈ C[p−]q with the property i1(t
−1t′) = i2(z) is the lowest weight vector of
the Uqk-module C[p
−]q,1. A straightforward computation shows that
t′ = q
1
2
l0
El0t,
Fl0(t
−1t′) = q
1
2
l0
. Hence Fl0(z) = q
1/2
l0
, and the relation z = zlow now follows from Lemma 1.2. 
The embedding i : C[p−]q →֒ C[G]q,x just produced will be called the canonical embedding.
Proposition 2.21 The image of C[p−]q under the canonical embedding into C[G]q,x is the
subalgebra generated by {t−1 c
ωl1
ωl1 ,λ
}, with c
ωl1
ωl1 ,λ
being the elements of the ’top row’ of the matrix
of the fundamental representation πl1.
Proof. Let F ⊂ C[G]q,x be the subalgebra generated by {t
−1c
ωl1
ωl1 ,λ
}. It follows from the
definitions that it is a Uqg-module subalgebra.
We now establish that iC[p−]q = F . To begin with, observe that iC[p
−]q ⊂ F since
i(zlow) ∈ F , hence iC[p
−]q,1 ⊂ F . The opposite inclusion iC[p
−]q ⊃ F is easily accessible
via an application of the fact that the linear span L of the set {c
ωl1
ωl1 ,λ
} is just Uqb
+ · t, since t is
the lowest weight vector of the Uqg-module L ≈ L(ωl0). 
Remark 2.22 An application of the canonical embedding, together with the well-known Hua-
Schmid theorem (see., e.g., [19, p. 73], [41, p. 443]), allows one easily to establish that
dimHomUqk(L(k, λ), L(jω l0)) ≤ 1
for all λ ∈ P S+, j ∈ N.
Let C[X−
S
]q ⊂ C[G]q be the smallest Uqg-module subalgebra which contains t, and C[X
+
S
]q ⊂
C[G]q the smallest Uqg-module subalgebra which contains t
⋆. This can also be formulated
as follows: the subalgebra C[X−
S
]q is generated by the matrix elements
{
c
ωl1
ωl1 ;λ,j
}
, and the
subalgebra C[X+
S
]q is generated by
{
c
ωl0
w0ωl0 ;λ,j
}
, see (2.10).
We equip the algebra C[X−
S
]q with a grading by setting deg
(
c
ωl1
ωl1 ;λ,j
)
= 1. This grading
is well-defined since it can be imposed in a different way by using the linear map Lreg(HS1).
Specifically, deg f = j if and only if Lreg(HS1)f = jf .
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The above results imply the following statements, which are well-known in quantum group
theory.
Firstly, the multiplicative system tZ+ is an Ore set in C[X−
S
]q , and this algebra is naturally
embeddable into its localization: C[X−
S
]q →֒ C[X
−
S
]q,t.
Secondly, C[X−
S
]q is a Uqg-module subalgebra.
Thirdly, the structure of Uqg-module algebra on C[X
−
S
]q admits an extension to C[X
−
S
]q,t,
and this extension is unique.
Now Proposition 2.20 can be used to obtain
Corollary 2.23 The map i : zlow 7→ t
−1t′ is uniquely extendable to an embedding of Uqg-
module algebras i : C[p−]q →֒ C[X
−
S
]q,t.
Remark 2.24 In a similar way one can equip the localization C[X+
S
]q,t⋆ of C[X
+
S
]q with respect
to the multiplicative system (t⋆)Z+ with the structure of a Uqg-module algebra and obtain an
embedding C[p+]q →֒ C[X
+
S
]q,t⋆ .
Consider the classical case q = 1. We are about to use an isomorphism of Ug-modules
L(ωl1)
∗ ≈ L(ωl0). Consider the cone X
−
S
⊂ L(ωl0) generated by the G-orbit of the highest
weight vector v(ωl0) ∈ L(ωl0). It is a homogeneous space of the group G, and the stability
group of the point Cv(ωl0) is a standard parabolic subgroup [14, p. 291].
We have produced a quantum analog of the embedding of p− into the above homogeneous
space, which is called a generalized flag variety. In the classical case q = 1 such an embedding
is well-known and has been extensively investigated [38, p. 34, 35]. In the special case g = slN
a result close to ours has been obtained by Fioresi [8].
2.5 A ∗-algebra (C[XS]q, ∗).
Consider the smallest unital Uqg-module subalgebra C[XS]q ⊂ C[G]q which contains t, t
⋆.
It is known [40, p. 480] that C[XS]q consists of functions f ∈ C[G]q such that
Lreg(Ej)f = Lreg(Fj)f = Lreg(K
±1
j − 1)f = 0, j 6= l1.
Example 2.25 If g = sl2, then
C[XS]q = C[SL2]q.
Proposition 2.26 There exists a unique antilinear involution ∗ in C[XS]q such that (C[XS]q, ∗)
is a (Uqg, ∗)-module algebra and t
∗ = t⋆.
Proof. The uniqueness of the required involution is obvious. We prove its existence by
equipping C[G]q with a (Uqg, ∗)-module algebra structure such that t
∗ = t⋆.
Firstly, we apply the following natural embeddings Uqg →֒ C[G]
∗
q , w˜0Uqg →֒ C[G]
∗
q . The
image of w˜0Uqg under the embedding is dense in C[G]
∗
q
∼= ×
λ∈P+
EndL(λ) in the product topology
since w˜0 is invertible. Therefore the canonical pairing 〈·, ·〉
C[G]q × w˜0Uqg→ C
is non-degenerate. Now we need some auxiliary observations.
Lemma 2.27 There exists a unique antilinear map ∗ in C[G]q such that
〈f∗, w˜0ξ〉 = 〈f, w˜0(S(ξ))∗〉 (2.17)
for any f ∈ C[G]q, ξ ∈ Uqg.
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Proof. The uniqueness is obvious. We establish the existence by using the involution ♯ in
C[GR]q (see 2.1).
The representation Lreg admits an extension by continuity to a representation Lreg of C[G]
∗op
q .
Comparing (2.17) with (2.1), one has that for all f ∈ C[G]q, ξ ∈ Uqg〈
Lreg(w˜0)f
∗, ξ
〉
=
〈
Lreg(w˜0)f, (S(ξ))
∗
〉
=
〈(
Lreg(w˜0)f
)♯
, ξ
〉
.
Hence,
Lreg(w˜0) · ∗ = ♯ · Lreg(w˜0). (2.18)
Finally,
f∗ = Lreg(w˜
−1
0 ) (Lreg(w˜0)f)
♯ .
The last equation yields an anti-linear operator with the required properties. 
We now prove that ∗ is an involution of C[G]q.
Lemma 2.28 1. f∗∗ = f for any f ∈ C[G]q.
2. (f1f2)
∗ = f∗2f
∗
1 for any f1, f2 ∈ C[G]q.
Proof. The square of the antilinear operator ∗S : Uqg → Uqg is the identity map. This
proves the first statement:
〈f∗∗, w˜0ξ〉 = 〈f, w˜0(S((S(ξ))
∗))∗〉 = 〈f, ξ〉
for any f ∈ C[G]q, ξ ∈ Uqg.
Consider the second statement. Strictly speaking, the universal R-matrix should be substi-
tuted by the corresponding map RC[G]qC[G]q in the coming proof. For the sake of clarity, we
do not do this. We use some properties of the operator ∗S. These properties come from the
following equalities
△(S(ξ)) = (S ⊗ S)△cop(ξ), △(ξ∗) = (△(ξ))∗⊗∗,
S ⊗ S(R) = R, R∗⊗∗ = R21,
where R21 is obtained from R via a flip of tensor factors. The last equality follows from the
well-known properties of the universal R-matrix, see, for example Proposition 2.3.1 in [26].
For any f1, f2 ∈ C[G]q, ξ ∈ Uqg
〈(f1f2)
∗, w˜0ξ〉 = 〈f1f2, w˜0(S(ξ))∗〉 = 〈f1 ⊗ f2, (w˜0 ⊗ w˜0)R△(S(ξ))∗〉;
〈f∗2 f
∗
1 , w˜0ξ〉 = 〈f
∗
2 ⊗ f
∗
1 , (w˜0 ⊗ w˜0)R△(ξ)〉 =
= 〈f2 ⊗ f1, (w˜0 ⊗ w˜0)(∗S ⊗ ∗S)(R△(ξ))〉 =
= 〈f2 ⊗ f1, (w˜0 ⊗ w˜0))R21△cop((S(ξ))∗)〉 =
= 〈f1 ⊗ f2, (w˜0 ⊗ w˜0))R△((S(ξ))∗)〉.
Therefore 〈(f1f2)
∗, w˜0ξ〉 = 〈f
∗
2 f
∗
1 , w˜0ξ〉 for any f1, f2 ∈ C[G]q, ξ ∈ Uqg. 
Consider the ∗-algebra C[w0GR]q
def
= (C[G]q, ∗). It is a q-analog of the algebra C[w0GR] of
regular functions on the real affine algebraic variety w0GR, where GR is a noncompact real form
of G.
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Example 2.29 If g = sl2, then (α,α) = 2, (ω, ω) =
1
2 , (H,H) = 2. Using (2.3), one can
explicitly find the action of w˜0 in the fundamental representation π of the algebra C[SL2]
∗
q :
π(w˜0) = q
−1/4
(
0 −1
q−1 0
)
.
Hence, (
Lreg(w˜0)t11 Lreg(w˜0)t12
Lreg(w˜0)t21 Lreg(w˜0)t22
)
= q−1/4
(
0 −1
q−1 0
)(
t11 t12
t21 t22
)
.
One can easily check that the involutions (1.11), (2.2) satisfy (2.18). For example,
Lreg(w˜0)t
∗
11 = Lreg(w˜0)(−t22) = −q
−5/4t12 = (−t21)
♯ =
(
Lreg(w˜0)t11
)♯
.
Hence Lreg(w˜0)f
∗ =
(
Lreg(w˜0)f
)♯
for f = t11.
Therefore one can see that the new definition of the involution ∗ generalizes the previous
definition (1.11), which is applicable only in the special case g = sl2.
Lemma 2.30 C[w0GR]q is a (Uqg, ∗)-module algebra.
Proof. For any f ∈ C[G]q, ξ, η ∈ Uqg we have that
〈(ξf)∗, w˜0η〉 = 〈ξf, w˜0(S(η))∗〉 = 〈f, w˜0(S(η))∗ξ〉;
〈(S(ξ))∗f∗, w˜0η〉 = 〈f
∗, w˜0η(S(ξ))
∗〉 = 〈f, w˜0(S(η(S(ξ))∗))∗〉 =
= 〈f, w˜0(S(η))∗(S((S(ξ))∗))∗〉 = 〈f, w˜0(S(η))∗ξ〉.
Hence for any f ∈ C[G]q, ξ ∈ Uqg one has
(ξf)∗ = (S(ξ))∗f∗. 
We now prove that t∗ = t⋆.
Lemma 2.31
t∗ = const · c
ωl0
−ωl1 ,ωl0
.
Proof. Consider the fundamental Uqg-module L(ωl0) and the corresponding representation
πl0 together with its dual π
∗
l0
. The elements t∗, c
ωl0
−ωl1 ,ωl0
belong to the same weight subspace of the
simple Uqg
op ⊗ Uqg-module
{
f ∈ (Uqg)
∗
∣∣Ker f ⊃ Kerπ∗l0 } ⊂ C[G]q, which is one dimensional.

Lemma 2.32 t∗ = t⋆.
Proof. It is sufficient to prove that t∗ = (−q)(ωl1+ωl0 ,ρ)c
ωl0
−ωl1 ,ωl0
since t⋆ = (−q)(ωl1+ωl0 ,ρ)c
ωl0
−ωl1 ,ωl0
(see (2.10)). Therefore one should establish the following〈
(c
ωl1
ωl1 ,−ωl0
)∗, w˜0
〉
=
〈
c
ωl1
ωl1 ,−ωl0
, w˜0
〉
= (−q)(ωl1−w0ωl1 ,ρ)
〈
c
ωl0
−ωl1 ,ωl0
, w˜0
〉
,
or, equivalently (see (2.7)),〈
c
ωl1
ωl1 ,−ωl0
, w−10
〉
= (−q)(ωl1−u1 ωl1 ,ρ)
〈
c
ωl0
−ωl1 ,ωl0
, w−10
〉
, (2.19)
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Here u1 is the shortest element in the coset w0WS1 of the subgroup WS1 ⊂ W generated by
{sj | j 6= l1}.
If ωl1 −u1ωl1 =
∑
k
nkαk, then (ωl1 −u1ωl1 , ρ) =
∑
k
nkdk since (αk, ωj) = djδjk. Hence if one
considers a reduced expression u1 = si1si2 . . . siM of u1, one gets
(−q)(ωl1−u1ωl1 ,ρ) =
M∏
j=1
(−qij).
It follows from the last equality and the definition of w−10 that it suffices to prove (2.19) in the
simplest special case g = sl2. Here we can just use (2.1). 
Proposition 2.26 follows from the lemmas above. 
In the sequel we use the notation S1 = {1, 2, · · · , l} \ {l1} as in the proof of Lemma 2.32.
Remark 2.33 One has the following equation for the matrix elements in a special basis of
L(ωl1) (
c
ωl1
ωl1 ,λ
)∗
= (−1)λ(HS1 )+ωl0(HS1 )
(
c
ωl1
ωl1 ,λ
)⋆
, λ ∈Wωl0 .
In particular, for l = m + n − 1, l0 = n, g = slm+n, the involution ∗ can be written explicitly
[36, p. 859]:
t∗ij = sign
((
i−m−
1
2
)(
j − n−
1
2
))
t⋆ij.
2.6 The canonical embedding of Pol(p−)q.
Consider the subalgebra C[XS]q,x ⊂ C[G]q,x generated by C[XS]q and x
−1. It is a localization of
the algebra C[XS]q with respect to the multiplicative system x
Z+ .
The involution ∗ is uniquely extendable from C[XS]q to C[XS]q,x, and we have (x
−1)∗ = x−1.
It is easy to prove that the structure of Uqg-module algebra and the involution are compatible,
i.e. we get the (Uqg, ∗)-module algebra (C[XS]q,x, ∗), see Proposition 2.17.
Similarly, one can introduce the (Uqg, ∗)-module algebra
C[w0GR]q,x
def
= (C[G]q,x, ∗).
Theorem 2.34 1. There exists a unique homomorphism of (Uqg, ∗)-module algebras I :
Pol(p−)q → C[XS]q,x such that I : zlow 7→ t
−1t′.
2. I is injective.
Proof. Let C[XS]q,t be the subalgebra in C[XS]q,x generated by C[XS]q and t
−1.
It follows from Proposition 2.20 that the map i : zlow 7→ t
−1t′ is uniquely extendable to an
embedding of Uqg-module algebras i : C[p
−]q →֒ C[XS]q,t.
Furthermore, Pol(p−)q = (C[p
− ⊕ p+], ∗), and the multiplication
m : C[p−]q ⊗C[p
+]q → C[p
− ⊕ p+]q, m : f− ⊗ f+ 7→ f−f+,
is a bijection.
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Hence the homomorphism I is unique, and, if it exists, one has
I(f−f+) = i(f−)(i(f+))
∗, f± ∈ C[p
±]q. (2.20)
Now we prove the existence. Consider the linear map I : Pol(p−)q → C[XS]q,x defined by
(2.20). Here, I is a morphism of Uqg-modules since Pol(p
−)q and C[XS]q,x are (Uqg, ∗)-module
algebras. It remains to prove that I is an algebra homomorphism.
Consider the embedding C[XS]q,x ⊂ C[G]q,x. It is sufficient to obtain the equality
(If+)(If−) = mRˇIC[p+]q,IC[p−]q(If+ ⊗ If−), (2.21)
where f± ∈ IC[p
±]q,±1, and m is the multiplication in C[G]q,x. Instead of (2.21) we prove a
more general statement:
qck
2
I(f+)t
∗k · tk · I(f−) = mRˇIC[G]q,t∗ ,IC[G]q,t(I(f+)t
∗k ⊗ tkI(f−)), (2.22)
where k ∈ Z, C[G]q,t∗ = {f
∗| f ∈ C[G]q,t}, and c is a rational number that depends on f−, f+.
The last equality can be proved under the additional assumption that
I(f+)t
∗k ∈ C[X+
S
]q, I(f−)t
k ∈ C[X−
S
]q, (2.23)
where C[X−
S
]q, C[X
+
S
]q ⊂ C[XS]q are Uqg-module subalgebras generated by t, t
∗, respectively
(see also section 2.4).
Note that C[X+
S
]q = (C[X
−
S
]q)
∗.
We equip C[XS]q with the grading via
deg
(
c
ωl1
ωl1 ;λ,j
)
= 1, deg
(
c
ωl0
−ωl1 ;µ,k
)
= −1.
As in section 2.4, one can prove that the grading is well-defined.
The commutation relations in C[G]q (see also the explicit formula for the universal enveloping
algebra and the definition of the grading in C[XS]q), and the equalities
Lreg(Fj)ψ+ = Lreg(Ej)ψ− = 0, j = 1, 2, . . . , l,
Lreg(Hj)ψ± = 0, j 6= l1, (HS,HS) = (HS1 ,HS1),
imply that
q− deg(ψ+) deg(ψ−)/(HS,HS)ψ+ψ− = mRˇC[G]q,C[G]q(ψ+ ⊗ ψ−), (2.24)
where ψ+ ∈ C[X
+
S
]q]q, ψ− ∈ C[X
−
S
]q.
Using (2.23), one can prove (2.22) from (2.24).
The existence and uniqueness of the homomorphism I are now proved. Let us prove its
injectivity. We intend to prove this without assuming q to be transcendental. Our proof requires
some auxiliary results.
The proof consists of a construction of a representation T of C[G]q,x such that the corre-
sponding representation T ◦ I of C[p− ⊕ p+]q is faithful. This will prove the injectivity of I.
In the construction of T we follow the standard approach for producing ∗-representations
of C[K]q = (C[G]q, ⋆) which is described in [18]. Indeed, let w
S
0 be the shortest element in the
coset WSw0 ⊂ W of the subgroup WS generated by the simple reflections si, i 6= l0, see [15, p.
19]. Choose a reduced expression
wS0 = si1si2 . . . siN
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and introduce an irreducible representation of the Hopf ∗-algebra C[K]q in l
2(Z+)
⊗N
Π = Πi1 ⊗Πi2 ⊗ · · · ⊗ΠiN ,
where Πij are the ∗-representations of (C[G]q, ⋆) in l
2(Z+) defined as follows:
Πi = Π ◦ ψi.
Here Π is the ∗-representation of C[SU2]q defined in Remark 1.7 and
ψi : (C[G]q, ⋆)→ C[SU2]qi , i = 1, 2, . . . , l,
are the Hopf ∗-algebra homomorphisms conjugate to the Hopf ∗-algebras embeddings
Uqisl2 →֒ Uqg, K
±1 7→ K±1i , E 7→ Ei, F 7→ Fi.
It follows from the definitions of Πij and Π that the operators Π(f), f ∈ C[G]q, admit a
restriction to the linear span L of elements of the standard basis {ek1 ⊗ ek2 ⊗ · · · ⊗ ekN } of
the Hilbert space l2(Z+)
⊗N . It is known [39, p. 314, 315] that these elements of the basis are
eigenvectors of the bounded self-adjoint compact linear operator Π(x), and the corresponding
eigenvalues are positive. Besides, the eigenspace of the highest eigenvalue is one dimensional,
and e = e0 ⊗ e0 ⊗ · · · ⊗ e0 belongs to it. Hence the linear operator Π(x)|L is invertible in the
pre-Hilbert space L. Therefore the representation Π|L of C[G]q is canonically extendable to the
representation T of its localization C[G]q,x
T(f)v = Π(f)v, f ∈ C[G]q, v ∈ L.
It remains to prove the faithfulness of the representation TI = T · I of C[p
− ⊕ p+]q. First of all,
we establish the existence of an involution ⋆ in C[p− ⊕ p+]q such that
I(f⋆) = I(f)⋆, f ∈ C[p− ⊕ p+]q. (2.25)
Indeed, put
f⋆
def
= (−1)deg ff∗,
where the grading is defined as follows:
C[p− ⊕ p+]q,j =
{
f ∈ C[p− ⊕ p+]q
∣∣ HSf = 2jf} , j ∈ Z.
We introduce the notation Pol(U)q = (C[p
−⊕p+]q, ⋆). Note that Pol(U)q is a (Uqg, ⋆)-module
algebra, since Pol(p−)q is a (Uqg, ∗)-module algebra.
Now (2.25) follows from the fact that I(f∗) = I(f)∗ for any f ∈ Pol(p−)q and the definitions
of the involutions. Hence TI is a ∗-representation of Pol(U)q in the pre-Hilbert space L. The
eigenvalue of the eigenvector e is maximal, so the commutation relations lead to the following:
T
(
c
ωl1
ωl1 ,λ
)
e = 0, λ 6= w0ωl1 ; TI(z)e = 0, z ∈ C[p
−]q,1. (2.26)
Now we intend to introduce a Fock representation TF of the ∗-algebra Pol(U)q and a non-
zero intertwining operator between TF and TI . Then the faithfulness of TI will follow from the
faithfulness and irreducibility of TF .
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The well-known equality (S ⊗ id)R = (id ⊗ S−1)R = R−1 (see [5, p. 326]) leads to the
invertibility of the linear map RˇC[p+]q,C[p−]q . This allows us to turn from the expansion (1.19)
to the expansion
Pol(U)q =
∞⊕
i,j=0
C[p+]q,−jC[p
−]q,i.
Obviously, C[p+]q,0 = C[p
−]q,0 = C · 1. Hence for any f ∈ Pol(U)q there exists a unique
decomposition similar to (1.20):
f = 〈f〉 · 1 +
∑
(i,j)6=(0,0)
fij, fij ∈ C[p
+]q,−jC[p
−]q,i,
where 〈f〉 is a linear functional on Pol(U)q.
Following section 1.4, we introduce the Pol(U)q-module H with a generator v0 and defining
relations fv0 = 0 for any f ∈ C[p
−]q,1, i.e. fv0 = 〈f〉v0 for f ∈ C[p
−]q. Evidently,
C[p+]q
≈
→ H, f 7→ fv0,
which allows us to equip H with the sesquilinear form
(f1v0, f2v0) = 〈f
⋆
2 f1〉, f1, f2 ∈ C[p
+]q. (2.27)
It follows from (2.26) that
〈f〉 = (TI(f)e, e), f ∈ Pol(U)q.
Hence (2.27) is a nonnegative Hermitian form. Its positivity can be proved using methods from
the function theory on compact quantum groups. Indeed, if 〈f⋆f〉 = 0 and f ∈ C[p+]q, then
for k ∈ N large enough, the element I(f)t⋆k belongs to (C[G]q, ⋆) and is annihilated by all its
irreducible representations, see [26, p. 121]. Hence the L2-norm of I(f)t⋆k is equal to 0. The
orthogonality relations imply that I(f)t⋆k = 0, and Proposition 2.20 leads to f = 0.
Thus, H is a pre-Hilbert space and a Pol(U)q-module. Denote by TF the corresponding
∗-representation of Pol(U)q in H; this is the mentioned Fock representation.
For obvious reasons, there exists a unique linear operator I : H → L which intertwines the
representations TF and TI , and such that I : v0 7→ e.
The irreducibility of TF can be proved similarly to the irreducibility of TF in section 1.4.
Indeed, if H′ 6= 0 is a common invariant subspace of TF (f), f ∈ Pol(U)q, then H
′ has a non-zero
vector v such that
TF (f)v = 0, f ∈
∞⊕
j=1
C[p−]q,j.
Hence v is orthogonal to the subspace
(
∞⊕
j=1
C[p+]q,−j
)
v0 and, therefore, Cv = Cv0, H
′ = H.
The irreducibility of TF is thus proved.
We equip H with the grading
H =
∞⊕
j=0
Hj , Hj = C[p
+]q,−jv0.
The subspaces Hj are pairwise orthogonal and finite dimensional. As in section 1.4, one can
prove that for any j, k ∈ Z+ the map
C[p+]q,−j ⊗ C[p
−]q,k
m
→ C[p+]q,−jC[p
−]q,k → Hom(Hk,Hj), f 7→ TF (f)|Hk ,
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is bijective (see Lemma 1.12). Now use the positivity of the Hermitian form (·, ·) in H to obtain
the faithfulness of TF (see Lemma 1.13).
The irreducibility and faithfulness of TF , hence the faithfulness of TI and the injectivity of
I are now proved. 
The next statement follows from the fact that C[G]q is an integral domain.
Corollary 2.35 The algebra Pol(p−)q is an integral domain.
2.7 Uqk-invariant polynomials
We introduce pairwise commuting Uqk-invariants y1, . . . , yr ∈ C[p
−]q to be used extensively in
the sequel. Here r denotes the rank of an irreducible bounded symmetric domain D.
Lemma 2.36 The set of all eigenvalues of the linear operator HS in L(ωl1) is the set
{ωl1(HS) , ωl1(HS)− 2 , . . . , −ωl1(HS) + 2 , −ωl0(HS) }.
The number of eigenvalues is r + 1, with r being the rank of the bounded symmetric domain D.
Proof. The highest weight of the Uqg-module L(ωl1) equals ωl1 , the lowest one equals to
−ωl0 . Hence the first statement follows from the simplicity of the Uqg-module L(ωl1) and the
definition of HS ∈ h. The second statement is equivalent to
ωl1(HS) + ωl0(HS) = 2r. (2.28)
The last equation is obtainable from the Cartan list of irreducible bounded symmetric domains
[11]. Indeed, the ranks of these domains are known from [11, Sec. 9.4.4], and the summands in
the left hand side of (2.28) are just the coefficients of αl0 in the expansions of the fundamental
weights ωl1 , ωl0 into sums of simple roots of g. These coefficients are listed in [2]. 
Recall the notation introduced in section 2.3
v
ωl1
λ,j , c
ωl1
ωl1 ;λ,j
for the elements of a special basis of L(ωl1) and the matrix elements of the corresponding
fundamental representation in this basis.
Lemma 2.37 For any matrix element c
ωl1
ωl1 ;λ,j
there is a unique element zλ,j of C[p
−]q such that
I(zλ,j) = t
−1 · c
ωl1
ωl1 ;λ,j
.
Proof. The uniqueness follows from the injectivity of I. To prove the existence of zλ,j,
consider the subspace t · IC[p−]q ⊂ C[G]q,x. It contains t and is a Uqb
+-submodule of the
Uqb
+-module C[G]q,x since for any j = 1, 2, . . . , l
K±1j (tI(f)) = (K
±1
j t)I(K
±1
j f),
Ej(tI(f)) = (Ejt)If + (Kjt)I(Ejf), f ∈ C[p
−]q,
and K±1j t, Ejt ∈ t · IC[p
−]q. Hence,
t · IC[p−]q ⊃ Uqb
+ · t,
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and it now just remains to observe that c
ωl1
ωl1 ;λ,j
∈ Uqb
+ · t. 
For short, we use the notation zλ instead of zλ,1 in case the weight subspace L(ωl1)λ is one
dimensional.
Lemmas 2.36, 2.37 make it possible to introduce the elements
yi =
∑
{(λ,j)| λ(HS)=−ωl0(HS)+2i}
zλ,j · z
∗
λ,j , i = 1, . . . , r. (2.29)
Obviously, yi = y
∗
i for any i = 1, 2, . . . , r. Put y0 = 1.
Proposition 2.38 1. The elements y1, y2, . . . , yr of Pol(p
−)q are Uqk-invariant and do not
depend on the choice of the orthonormal basis
{
v
ωl1
λ,j
}
in L(ωl1).
2 . yiyj = yjyi, i, j = 1, 2, . . . , r.
Proof. The first statement follows from the facts that Pol(p−)q is a (Uqk, ∗)-module algebra,
the Hermitian form in L(ωl1) is Uqk-invariant, and the basis
{
v
ωl1
λ,j
}
is orthonormal.
The second statement follows from the Uqk-invariance of yi, together with the following result
obtained by D. Shklyarov.
Lemma 2.39 The subalgebra of Uqk-invariants in Pol(p
−)q is commutative.
Proof. Consider the Uqk-submodule C[p
−]qf0 ⊂ D(D)q. Using the Hua-Schmid theorem
(see [19, p. 73], [41, p. 443]), one can prove that, as a Uqk-module,
C[p−]qf0 ≈
⊕
λ∈A+
L(k, λ),
where A+ =
⊕r
j=1 Z+(
∑j
i=1 γj) ⊂ P
S
+ with γ1, ..., γr being positive noncompact strongly orthog-
onal roots. Hence any endomorphism of the Uqk-module C[p
−]q acts as a scalar multiplication
in any Uqk-isotypic components of C[p
−]q. Therefore the algebra of endomorphisms of the Uqk-
module C[p−]q is commutative.
In particular, the operators of multiplication by ϕ, ψ
f 7→ ϕf, f 7→ ψf,
commute if ϕ,ψ ∈ Pol(p−)q are Uqk-invariant. This means that the operators of the Fock
representation TF (ϕ), TF (ψ) of Pol(p
−)q in the pre-Hilbert space H ∼= C[p
−]qf0 commute. The
result then follows from Lemma 1.13 on the faithfulness of the Fock representation. 
Remark 2.40 In the category of Uqk-modules,
H =
⊕
λ∈A+
Hλ, Hλ ≈ L(k, λ),
and any Uqk-invariant ψ ∈ Pol(p
−)q is determined by its ‘Fourier coefficients’ ψ̂(λ) = TF (ψ)|Hλ
(see the proof of Lemma 2.39).
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2.8 Representations of the ∗-algebra Pol(p−)q.
In this section we finish the proof of the existence and uniqueness of a faithful irreducible ∗-
representation of Pol(p−)q by bounded operators in a Hilbert space.
Use y1, y2, . . . , yr introduced in the last section.
Proposition 2.41 There exists a unique element y in Pol(p−)q such that Iy = x
−1. It is
Uqk-invariant and is given by
y = 1 +
r∑
i=1
(−1)iyi. (2.30)
Proof. The uniqueness of y is obvious. We now show that its existence and (2.30) follow
from the orthogonality relations. Indeed, the orthogonality relations imply that∑
(λ,j)
c
ωl1
ωl1 ;λ,j
·
(
c
ωl1
ωl1 ;λ,j
)⋆
= 1. (2.31)
But (
c
ωl1
ωl1 ;λ,j
)⋆
= (−1)
λ(HS )+λ(ωl0
)
2
(
c
ωl1
ωl1 ;λ,j
)∗
(2.32)
since
t⋆ = t∗, F ⋆j =
{
F ∗j , j 6= l0,
−F ∗j , j = l0,
and
(ξf)⋆ = (S(ξ))⋆f⋆, (ξf)∗ = (S(ξ))∗f∗
for any ξ ∈ Uqg, f ∈ C[G]q. It follows from (2.31), (2.32) that
tI
(
r∑
i=0
(−1)iyi
)
t∗ = 1.
Now it just remains to multiply both sides of the last equality by t−1 and (t∗)−1.
(2.30) and Proposition 2.38 imply the Uqk-invariance of y. 
Corollary 2.42 For any z ∈ C[p−]q,1 one has
z y = q−2l0 y z, z
∗ y = q2l0 y z
∗. (2.33)
Proof. In the special case z = zlow the commutation relations (2.33) are easily deducible
from the equality Iy = x−1 and the commutation relations for the matrix elements in a special
basis, together with Corollary 2.16. The general case reduces to the special one via the action
of Uqk. 
Recall the notation TF for the Fock representation of Pol(p
−)q in the pre-Hilbert space H
and its completion H. As is proved in [36], the operators TF (f) are bounded, hence TF admits
an extension by continuity to a representation TF in the Hilbert space H.
Proposition 2.43 1. The representation TF is a faithful irreducible ∗-representation of
Pol(p−)q by bounded operators in a Hilbert space.
2. A representation with these properties is unique up to a unitary equivalence.
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Proof. 1. The faithfulness of TF follows from the faithfulness of TF that is proved in section
1.4. Now let us turn to the proof of irreducibility.
It follows from (2.29) that the self-adjoint linear operator TF (y) is compact and its spectrum
is a closure of a geometric series. More precisely,
TF (y)|Hk = q
2k
l0 · 1, k ∈ Z+, (2.34)
with Hk = C[p
−]q,k ·v0. Let A be the closure of the algebra of operators
{
TF (f)
∣∣ f ∈ Pol(p−)q}
with respect to the operator norm. It follows from (2.34) that the algebra A contains the
orthogonal projections onto all the subspaces Hk. These subspaces are pairwise orthogonal,
finite dimensional, and their sum is dense in H. Hence Lemma 1.12 implies that A contains all
compact linear operators in H. This leads to the irreducibility of TF .
Obviously, TF is a ∗-representation.
2. Let T ′ be a faithful irreducible ∗-representation of Pol(p−)q by bounded linear operators
in a Hilbert space. We now show that T ′ and TF are unitary equivalent.
The faithfulness of T ′ implies that T ′(y) 6= 0. This allows us to use the commutation relations
(2.33) to prove the fact that the spectrum of the self-adjoint linear operator T ′(y) is the closure
of a geometric series.
Let v′ be a normalized eigenvector with eigenvalue of maximum modulus. Then (2.33) implies
T ′(z)∗v′ = 0 for any z ∈ C[p−]q,1. Hence (T
′(f)v′, v′) = (TF (f)v0, v0) for any f ∈ Pol(p
−)q.
Therefore the map v0 7→ v
′ admits an extension to an isometric linear operator that intertwines
TF and T
′. The operator is surjective since T ′ is irreducible. 
Remark 2.44 In the proof of uniqueness we only use the fact that T ′(y) 6= 0, not the faithfulness
of T ′. This observation has an interesting application. Let J = J∗ be a non-zero two-sided ideal
of Pol(p−)q. If the factor algebra Pol(p
−)q/J has irreducible ∗-representations that separate its
points, then y ∈ J . In the special case of the quantum matrix ball and the defining ideal J
of its Shilov boundary [43, p. 381-383], this implies the inclusion (y) ⊂ J , which means that
the Shilov boundary belongs to the topological boundary of the ball. Here (y) stands for the
two-sided ideal generated by y.
The multiplicative system yZ+ is an Ore set of the integral domain Pol(p−)q, see (2.33) and
Corollary 2.35. Consider the localization Pol(p−)q,y of the algebra Pol(p
−)q with respect to
the set yZ+ . Evidently, Pol(p−)q →֒ Pol(p
−)q,y. Moreover, the natural extension of TF from
Pol(p−)q to Pol(p
−)q,y is a faithful representation of Pol(p
−)q,y in H. Similarly to the proof of
Theorem 2.34, one has
Proposition 2.45 The natural extension of the canonical embedding Pol(p−)q →֒ C[XS]q,x to
the localization Pol(p−)q,y is an embedding of algebras
Pol(p−)q,y →֒ C[XS]q,x. (2.35)
Remark 2.46 As in the previous sections, one can prove that the (Uqg, ∗)-module algebra
structure is canonically extendable from Pol(p−)q to Pol(p
−)q,y. Also, (2.35) is a morphism of
(Uqg, ∗)-module algebras (we use the fact that the elements ξ(fy
n)y−n, ξ ∈ Uqg, f ∈ Pol(p
−)q,
are values of the corresponding Laurent polynomials on a geometric series).
We maintain the notation I for the canonical embedding (2.35) and now describe the image
of Pol(p−)q,y under it.
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Let K be the connected affine algebraic subgroup of G with Lie algebra k, see section 1.4,
w0 the longest element of W , and
K1 = w0Kw
−1
0 .
Obviously, if a, b ∈ G then w0 ·Ka = w0 ·Kb is equivalent to K1 (w0a) = K1 (w0b).
Solutions of the system of equations
Lreg(Ei)f = Lreg(Fi)f = 0, i 6= l1,
Lreg(K
±1
j )f = f, j = 1, 2, . . . , l
form a subalgebra in the Uqg-module algebra C[G]q. It can be treated as a quantum analog of
the algebra C[K1\G] of regular functions on the affine algebraic variety K1\G; see Proposition
2.10. Denote by C[K1\G]q the latter Uqg-module algebra.
The algebra C[K1\G]q is generated by c
ωl1
ωl1 ;λ,j
(c
ωl1
ωl1 ;µ,k
)⋆. Hence it can be defined as the
smallest Uqg-module subalgebra that contains x. This definition is used implicitly in the sequel.
In section 2.6 the algebra C[XS]q is equipped with a grading. We now extend it to the
localization C[XS]q,x.
Lemma 2.47 There exists a unique Z-grading of C[XS]q,x such that deg
(
c
ωl1
ωl1 ;λ,j
)
= 1,
deg
(
c
ωl0
−ωl1 ;µ,k
)
= −1.
Proof. The uniqueness is obvious. A construction of a grading with the required properties
can be done as in section 2.4. Indeed,
Lreg(Hl1)c
ωl1
ωl1 ;λ,j
= c
ωl1
ωl1 ;λ,j
, Lreg(Hl1)c
ωl0
−ωl1 ;µ,k
= −c
ωl0
−ωl1 ;µ,k
,
and the differentiation Lreg(Hl1) on C[XS]q admits an extension to a differentiation on C[XS]q,x.
It remains to set deg f = j for any f ∈ C[XS]q,x such that Lreg(Hl1)f = jf . 
Note that the localization C[K1\G]q,x of C[K1\G]q with respect to the multiplicative system
xZ+ is naturally embedded into C[XS]q,x.
Proposition 2.48 I Pol(p−)q,y = C[K1\G]q,x.
Proof. The embedding of Uqg-module algebras I Pol(p
−)q,y ⊂ C[K1\G]q,x is obvious. To
prove the opposite inclusion, consider the subspace ∞⊕
j=1
tj · I Pol(p−)q,y
 ⊕ I Pol(p−)q,y ⊕
 ∞⊕
j=1
I Pol(p−)q,y · t
∗j
 .
This is a Uqg-module subalgebra; it contains t, t
∗, x−1. Hence it coincides with C[XS]q,x.
Therefore I Pol(p−)q,y contains all elements of degree zero from C[XS]q,x. It remains now just
to use the fact that non-zero elements of C[K1\G]q,x have zero degree. 
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2.9 Appendix. A cone over ∂D.
Consider the two-sided ideal (y) of the algebra Pol(p−)q generated by y = y
∗, and the corre-
sponding factor-algebra
C[∂D]q = Pol(p
−)q/(y).
It is a q-analog for the algebra of regular functions on the affine algebraic variety ∂D which
is the topological boundary of D. It is important to note that the two-sided ideal (y) is a
Uqg-module subalgebra of the Uqg-module algebra Pol(p
−)q. Indeed,
Ejy = Fjy = 0, j 6= l0, K
±1
i y = y, i = 1, 2, . . . , l,
and it remains to prove that El0y ∈ (y), Fl0y ∈ (y). The last statement can be verified easily by
using the equality I y = t−1(t∗)−1. Hence C[∂D]q is a (Uqg, ∗)-module algebra.
Consider the auxiliary ∗-subalgebra of C[X]q,x generated by the set IC[p
−]q,1 and t. It is a
(Uqg, ∗)-module subalgebra since
Ejt = Fjt = (K
±1
j − 1)t = 0, j 6= l0,
Fl0t = (K
±1
l0
− 1)t = 0, El0t = q
−1/2
l0
t (Izlow).
One can describe the latter ∗-algebra by its generators t, z ∈ C[p−]q,1 and the relations
tt∗ = t∗t, tt∗y = ytt∗ = 1, (2.36)
tz = q−1l0 zt, t
∗z = q−1l0 zt, z ∈ C[p
−]q,1. (2.37)
Moreover, the set of relations should include the defining relations of the ∗-algebra Pol(p−)q.
To obtain (2.36), (2.37), one can identify an element z ∈ C[p−]q,1 with its image under the
canonical embedding I.
The action of Uqg is given as before
Ejt = Fjt = (K
±1
j − 1)t = 0, j 6= l0,
Fl0t = (K
±1
l0
− 1)t = 0, El0t = q
−1/2
l0
t (Izlow).
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