Conjectures homologiques, catégories stables et représentations de carquois infinis by Paquette, Charles
Conjectures homologiques, catégories stables et représentations
de carquois infinis.
par
Charles Paquette
thèse présentée au Département de mathématiques
en vue de l'obtention du grade de philosophiae doctor (Ph.D.)
FACULTÉ DES SCIENCES
UNIVERSITÉ DE SHERBROOKE
Sherbrooke, Québec, Canada, août 2010
??? Library and ArchivesCanada
Published Heritage
Branch
395 Wellington Street
OttawaONK1A0N4
Canada
Bibliothèque et
Archives Canada
Direction du
Patrimoine de l'édition
395, rue Wellington
OttawaONK1A0N4
Canada
Your file Votre référence
ISBN: 978-0-494-70609-1
Our file Notre référence
ISBN: 978-0-494-70609-1
NOTICE: AVIS:
The author has granted a non-
exclusive license allowing Library and
Archives Canada to reproduce,
publish, archive, preserve, conserve,
communicate to the public by
telecommunication or on the Internet,
loan, distribute and sell theses
worldwide, for commercial or non-
commercial purposes, in microform,
paper, electronic and/or any other
formats.
L'auteur a accordé une licence non exclusive
permettant à la Bibliothèque et Archives
Canada de reproduire, publier, archiver,
sauvegarder, conserver, transmettre au public
par télécommunication ou par l'Internet, prêter,
distribuer et vendre des thèses partout dans le
monde, à des fins commerciales ou autres, sur
support microforme, papier, électronique et/ou
autres formats.
The author retains copyright
ownership and moral rights in this
thesis. Neither the thesis nor
substantial extracts from it may be
printed or otherwise reproduced
without the author's permission.
L'auteur conserve la propriété du droit d'auteur
et des droits moraux qui protège cette thèse. Ni
la thèse ni des extraits substantiels de celle-ci
ne doivent être imprimés ou autrement
reproduits sans son autorisation.
In compliance with the Canadian
Privacy Act some supporting forms
may have been removed from this
thesis.
While these forms may be included
in the document page count, their
removal does not represent any loss
of content from the thesis.
Conformément à la loi canadienne sur la
protection de la vie privée, quelques
formulaires secondaires ont été enlevés de
cette thèse.
Bien que ces formulaires aient inclus dans
la pagination, il n'y aura aucun contenu
manquant.
14-1
Canada
Le 17 septembre 2010
le jury a accepté la thèse de Monsieur Charles Paquette
dans sa versionfinale.
Membres du jury
Professeur Shiping Liu
Directeur de recherche
Département de mathématiques
Professeur Thomas Brustle
Membre
Département de mathématiques
Professeur Kiyoshi Igusa
Membre externe
Brandeis university
Professeur Ibrahim Assem
Président rapporteur
Département de mathématiques
SOMMAIRE
Cette thèse comprend les résultats de trois articles dont deux sont publiés. L'un a été
rédigé par l'auteur et l'autre par l'auteur ainsi que son directeur. Le dernier article est en
cours de rédaction. Les résultats de cette thèse qui apparaissent dans ce dernier article
ont tous été travaillés par l'auteur. Cette thèse comprend donc des résultats qui touchent
des sujets de l'algèbre légèrement différents.
La première partie de la thèse s'intéresse aux algebres strictement stratifiées. Nous mon-
trons qu'une algèbre strictement stratifiée a toujours une dimension finitiste injective
finie et nous donnons une borne pour celle-ci. Nous montrons également que tout module
simple de dimensions injective et projective finies n'admet pas d'auto-extension non nulle.
Ceci montre une version plus faible de la conjecture forte d'abscence de boucles ( Strong
no loop conjecture, en anglais). Finalement, nous montrons qu'une algèbre strictement
stratifiée a toujours un déterminant de Cartan positif. De plus, nous montrons que ce
déterminant vaut un si et seulement si la dimension globale de l'algèbre est finie. Cela
montre, en particulier, la conjecture du déterminant de Cartan et sa réciproque pour la
classe des algebres strictement stratifiées.
Dans la seconde partie, nous nous intéressons à la catégorie stable injective (ou projec-
tive) d'une algèbre d'Artin. Nous montrons qu'elle est triangulée si et seulement si A
est stablement équivalente à une algèbre auto-injective, si et seulement si A est auto-
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injective ou de Nakayama de longueur de Loewy deux. Nous montrons également que ces
conditions sont équivalentes à demander que la catégorie stable injective soit faiblement
abélienne. Ce résultat montre la réciproque d'un résultat de Happel (voir [22, théorème
2.6]) affirmant que si A est auto-injective, alors la catégorie stable injective est triangulée.
Finalement, la dernière partie de cette thèse s'intéresse aux représentations localement de
dimension finie d'un carquois Q sur un corps algébriquement clos. Nous supposons que Q
est infini, connexe, localement fini et fini par intervalle. Nous nous intéressons à l'existence
de suites presque scindées dans la catégorie qui contient ces représentations, notée rep(Q).
Nous montrons, en particulier, que pour tout objet X de rep+(Q), la sous-catégorie pleine
de rep(Q) des représentations de présentation finie, il existe une suite presque scindée
dans rep(Q) se terminant en X. Nous donnons des conditions nécessaires et suffisantes
pour que la catégorie rep+(Q) admette des suites presque scindées à droite ainsi que
des suites presque scindées. Sous l'hypothèse que rep+(<5) admette des suites presque
scindées à droite, nous étudions les composantes du carquois d 'Auslander-Reiten de la
catégorie rep+(Q). Nous donnons une description complète de ces composantes. Nous
montrons qu'il existe deux types de composantes régulières. Celles de type ZA00 et celles
de type N-A00. Nous montrons également que le nombre de telles composantes est fini si
et seulement si le carquois Q est de type Dynkin infini. Nous montrons finalement que si
le carquois Q satisfait à une certaine condition sur ses marches acycliques infinies, alors
toutes les composantes régulières du carquois d'Auslander-Reiten sont de type N-A00.
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INTRODUCTION
La théorie des représentations des algebres associatives a pour but principal l'étude de la
catégorie des modules d'une algèbre associative A. Souvent, nous supposons que l'algèbre
A est une fc-algèbre d'Artin (A; étant un anneau commutatif artinien) . La condition donnée
sur A est en quelque sorte une condition de finitude qui nous permet d'avoir un minimum
de propriétés sur la catégorie des A-modules. Parfois, on restreint davantage les objets
d'étude aux algebres de dimension finie sur un corps k.
Il y a plusieurs façon d'aborder l'étude de mod(A), la catégorie des A-modules à droite
de présentation finie. L'une d'elle consiste à étudier les propriétés homologiques de cette
catégorie. Parmi les propriétés homologiques de cette catégorie, on note les propriétés
des foncteurs dérivés de M ®A -, - <g>A N, EomA(M,—) et EomA(—,M) avec M un
module de mod(A) et N un module de mod(i4op). L'étude de ces foncteurs fait intervenir
la notion de dimension homologique. Parmi les dimensions homologiques connues, des
plus importantes sont les dimensions projective et injective d'un module. Ces dimensions
donnent lieu à ce que l'on appelle la dimension finitiste d'une algèbre. L'une des conjec-
tures les plus populaires en théorie des anneaux dit que cette dimension est toujours
finie lorsque A est une algèbre d'Artin. Pour certaines classes d'algèbres ayant de bonnes
propriétés homologiques, la dimension finitiste est plus facile à étudier. Dans cette thèse,
nous étudions cette dimension pour une certaine classe d'algèbres. D'autres conjectures
1
homologiques, telles la conjecture du déterminant de Cartan et la conjecture d'absence
de boucles, sont aussi étudiées.
Ensuite, il va de soi que nous pouvons étudier la catégorie mod(A) comme telle, c'est-
à-dire dans son ensemble, en tant que catégorie. Nous savons, par exemple, qu'elle est
abélienne et qu'elle admet suffisamment d'objets injectifs et projectifs. Il est bien connu
que si A est auto-injective, les catégories stables associées à mod(^) sont des catégories
triangulées. La deuxième partie de la thèse consiste à étudier la réciproque de l'énoncé
cité plus haut : si les catégories stables associées à mod(A) sont triangulées, est-ce que
A est une algèbre auto-injective (ou du moins, stablement équivalente à une algèbre
auto-injective) ?
Finalement, une troisième façon d'étudier mod(A) est d'étudier les morphismes de cette
catégorie. La théorie d'Auslander-Reiten est l'outil clé pour faire cette étude. Cette théo-
rie étudie les morphismes dit irréductibles de la catégorie mod(^4). Ce sont, grosso modo,
des morphismes qu'on ne peut factoriser davantage. Cette théorie est bien connue pour les
algebres d'Artin. La troisième partie de cette thèse portera sur l'étude des morphismes ir-
réductibles pour des modules sur une algèbre qui n'est pas une algèbre d'Artin (et donnée
par un carquois infini) . Les morphismes irréductibles entre les modules indécomposables
donnent lieu à ce que l'on appelle le carquois d'Auslander-Reiten de la catégorie de mo-
dules. Nous étudions les composantes connexes de ce carquois pour une certaine catégorie
de modules qui correspondent à des représentations sur un carquois infini. Notons que les
carquois infinis et localement finis de même que les représentations de ces carquois inter-
viennent dans l'étude de la catégorie dérivée bornée d'une algèbre d'Artin de longueur de
Loewy deux (voir, par exemple, [H]) et dans l'étude des revêtements d'un carquois fini
non-acyclique (voir [14]). D'où l'importance d'étudier les représentations d'un carquois
infini et localement fini.
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CHAPITRE 1
Quelques rappels en algèbre non
commutative
Dans ce chapitre, nous donnons un rappel de certaines notions reliées aux algebres d'Artin
et aux modules sur ces algebres. Nous supposons que le lecteur est déjà quelque peu
familier avec l'algèbre non commutative et la théorie des représentations des algebres.
Les notions de base en algèbre non commutative peuvent se trouver dans [3].
Soit A une fc-algèbre associative où k est un anneau artinien commutatif. Plus loin, nous
supposerons que k est un corps. Mais dans ce chapitre, nous gardons le cas le plus général
où k est artinien, à moins d'indications contraires. Nous supposons aussi que A est une
algèbre d'Artin sur k, dans le sens où A, en tant que fc-module, est de longueur finie sur
k. Nous notons Mod(A) la catégorie des A-modules à droite et mod(A) la catégorie des
A-modules à droite de présentation finie. À moins d'avis contraire, tout A-module, dans
cette thèse, est un A-module à droite. Remarquons que les deux catégories précédentes
sont abéliennes. Notons aussi que puisque A est une algèbre d'Artin, un A-module est
de présentation finie si et seulement si il est de type fini.
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Le radical de Jacobson de A sera noté rad(A). Rappelons que le radical est un idéal
bilatère de l'algèbre. De plus, dans le cas d'une algèbre d'Artin, c'est un idéal nilpotent
tel que l'algèbre quotient A/iad(A) est semi-simple. L'indice de nilpotence du radical est
appelé la longueur de Loewy de A. On note Aop l'algèbre opposée de A. La donnée
d'un A-module à gauche revient à la donnée d'un Aop-module à droite. Nous ferons donc
cette association au cours de cette thèse. Finalement, on note D la dualité standard
de mod(A) vers mod(Aop). Cette dualité est le foncteur Homfc(-, U{k)) : mod(A) -»
mod(,4op) où U(k) est une enveloppe injective du A;-module k. Notons que si k est un
corps, on a D — Homfc(-, k). Notons aussi que, bien que D soit un foncteur de Mod(^4)
vers Mod(Aop), D n'est pas une dualité entre ces deux catégories.
1.1 Notions homologiques
Soit M un .4-module. Les foncteurs ExtA(M, -) et Torf (M, -), i > 1, sont définis comme
foncteurs dérivés de EomA(M, -) et M®A-, respectivement. De même pour les foncteurs
ExtA(-,M) et Torf (-,N) lorsque N est un j4op-module. Nous utiliserons à plusieurs
reprises les foncteurs d'extension ExtlA(-,M) et ExtA(M,-). Pour pouvoir définir ces
foncteurs, il faut que la catégorie Mod(^4) admette suffisamment d'objets projectifs et
injectifs. C'est le cas si A est une algèbre d'Artin. Remarquons que si ce n'est pas le cas,
on peut tout de même définir les foncteurs d'extension au moyen de classes d'équivalence
de suites exactes courtes. Pour plus de détails concernant ceci, le lecteur est invité à
consulter [33],
Rappelons les résultats suivants qui seront fort utiles dans le chapitre 4.
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Proposition 1.1.1. Soit 0 —>· L —> M -^ N —> 0 une suite exacte courte de A-modules.
Alors pour X G Mod(A), le fondeur HoHi^(X, — ) induit une suite exacte longue
0 -> HomA(X, L) -> ?????a(?, M) -> ?????(?, iV)
-> EXtJ1(X, L) -> EXtJ1(X, M) -> EXtJ1(X, JV) -> · · ·
• · · -> ExtJi(X, ¿) -> EXtJ1(X, M) -> EXtJ1(X, iV) -> · · ·
de k-modules et le fondeur Hom/1(— ,X) induit une suite exacte longue
0 -»· Hom^iV, X) -> Hom^M, X) -> Hom^L, X)
-> EXtJ1 (N, X) -> EXtJ1(M5X) -> Ext\(L, X) -> ¦ ¦ ¦
¦ · ¦ -> EXtJ1(TV, X) -+ EXtJ1(M, X) -> EXtJ1(L, X) -> · · ·
de k-modules.
Pour M G Mod(^4), la dimension projective de M, notée dp4(M) (ou dp(M) s'il n'y
a pas de risque de confusion), est le plus grand entier non négatif i, s'il existe, tel que
EXtJ1(M, — ) est non nul. Ici, on a identifié Ext^(— , ?) à Hom(— , ?). Si cet entier n'existe
pas, on pose dp^(M) = oo. De même, la dimension injective de M, notée diA(M) (ou
di(M) s'il n'y a pas de risque de confusion), est le plus grand entier non négatif i, s'il
existe, tel que Ext¿(— , M) est non nul. Si cet entier n'existe pas, on pose di^M) = oo.
On définit ensuite la dimension globale de A, notée dimgl(A), comme étant le plus
grand entier non négatif i, s'il existe, tel que ExtJ1(-,?) est non nul. Sinon, on pose
dimgl(>l) = oo. D'après les considérations précédentes, la dimension globale de A est
le suprémum des dimensions projectives de tous les modules de Mod(i4), de même que
le suprémum des dimensions injectives de tous les modules de Mod(-A). Cependant, le
calcul de cette dimension est beaucoup plus simple qu'il n'y paraît. Il est bien connu que
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lorsque A est une algèbre d'Artin,
dimgl(A) = sup{dp(S) | S est un Amodule simple}
= sup{di(5) I S est un A-module simple}.
1.2 Groupe de Grothendieck
Étant donné une algèbre d'Artin A, on peut lui associer un groupe abélien additif, noté
K0(A) et appelé groupe de Grothendieck, défini par générateurs et relations. Les
générateurs sont les symboles [M], où [M] note la classe d'isomorphisme du A-module
M de mod(A). Étant donné une suite exacte courte
0 ->· L-> M ->¦ N -> 0
dans mod(-A), on a la relation [M] = [L] + [iV], et ce sont toutes les relations de K0(A).
Soit {ei, e2, . · . , em} un ensemble complet d'idempotents primitifs et deux à deux ortho-
gonaux de A. Supposons, sans perte de généralité, que les modules projectifs e,.A sont
deux à deux non isomorphes lorsque 1 < i < ? < m et que si ? < i < m, il existe j entre
1 et ? tel que e¡A = e¿A On a alors que
Si — eiA/eiTad(A), i = 1,2, ...,?
sont les A-modules simples, à isomorphisme près. Comme tout module de mod(A) admet
une suite de composition, il est aisé de voir que {[Si], [S2], ¦ ¦ ¦ , [Sn]] est un ensemble
générateur de K0(A). On a, en fait, le résultat suivant.
Proposition 1.2.1. Avec les notations précédentes, K0(A) est le groupe abélien libre de
base {[S\], [S2], · ¦ ¦ , [Sn]] ¦ Si M est un module de présentation finie tel que pour 1 < i < ?,
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Si apparaît exactement a¿ fois comme facteur de composition de M, alors
?
[M] = 5>[SJ.
i=\
Cette proposition nous dit, en fait, que Kq(A) = Z™. Il serait cependant commode d'avoir
un isomorphisme « naturel » entre ces deux groupes. Étant donné un /c-module X, on
note £(X) sa longueur. On a le lemme suivant dont la démonstration est élémentaire et
laissée au lecteur.
Lemme 1.2.2. Soit M un module de mod(^4) et supposons que Si apparaît exactement
r fois parmi les facteurs de composition de M. Alors r = ¿(Mei).
Maintenant, en utilisant le lemme précédent, on a l'isomorphisme suivant.
Proposition 1.2.3. La fonction [M] i-> (£(Mei),£(Me2), ... ^i(Men)) est un isomor-
phisme de groupes de Kq(A) vers Z".
Étant donné un module M, l'élément (1(Me1)J(Me2), . . .J(Men)) de Zn est appelé le
vecteur dimension de M.
t
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CHAPITRE 2
Algebres de carquois et de carquois liés
Dans ce chapitre, on se fixe k un corps. Nous construisons une classe de fc-algèbres à
l'aide d'une notion appelée carquois. Les algebres construites ne sont pas nécessairement
des algebres d'Artin, c'est-à-dire des algebres de dimension finie sur k. Nous commençons
avec la notion d'algèbres de chemins.
2.1 Algebres de chemins
Notre objectif premier dans cette section est de définir une algèbre (pas nécessairement
une algèbre d'Artin) à partir de la notion de carquois.
Définition 2.1.1. Un carquois Q = [Qq, Qi, s, t) est un quadruplet avec Qo et Qi des
ensembles et s : Q\ -> Qq, t : Q\ —>· Qq des applications. Les éléments de Qq sont appelés
des sommets ou des points et les éléments de Qi des flèches. Pour une flèche a € Qi,
on dit que s(a) est sa source et t(a) son but. Finalement, on dit que le carquois Q est
fini si les ensembles Qq et Qi sont finis.
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Il est important de noter qu'il peut y avoir plusieurs flèches qui vont d'un sommet a
vers un sommet b dans un carquois. De plus, rien n'interdit la présence de boucles. Le
lecteur aura remarqué la ressemblance des concepts de carquois et de graphes orientés.
Dans cette thèse, un carquois Q = [Qo, Qi, s, t) est souvent noté brièvement [Qo, Qi) ou
encore Q lorsqu'il n'y a aucun risque de confusion. Pour une flèche a S Q1 avec s [a) = a
et t[a) = b, on écrit souvent a : a —>· b.
Exemples 2.1.2. Voici deux exemples de carquois finis :
a
et un exemple de carquois infini :
d
N3
l ^2 ^3 ^4 »-·
Voici maintenant la définition de chemin dans un carquois.
Définition 2.1.3. Soit Q = [Qo, Qi, s, t) un carquois. Un chemin ? de Q est une
suite finie notée ? = üjiu¡2 ---U)n de flèches de Qi telle que t[u¡i) = s[ui+i) pour i =
1,2, ... ,? — 1. La longueur du chemin ? est définie comme étant l'entier n. La source
et le but de ? correspondent à la source de u>i et au but de ??, respectivement.
On définit également, pour chaque a G Qo, un chemin stationnaire de longueur 0, noté
ea, ayant comme source et but le sommet a.
Notons qu'il est également possible de définir la notion de chemin infini.
Définition 2.1.4. (a) Un chemin infini à droite dans Q est une suite infinie notée
? = u¡iU)2U)3 · - ¦ où pour tout ? > 1, u>iu)2 · · -U)n est un chemin fini.
(b) Un chemin infini à gauche dans Q est une suite infinie notée ? = · · · U^u2Ui où
pour tout ? > 1, ?? ¦ ¦ ¦ ?2?\ est un chemin fini.
Un chemin infini à droite peut se visualiser de la façon suivante :
alors qu'un chemin infini à gauche, de la façon suivante :
Le lemme de König sera très utile dans le chapitre 6 pour déterminer si un carquois
donné contient ou non des chemins infinis à gauche ou à droite. On dit qu'un carquois
Q est localement fini si, étant donné un sommet a de Qo, le nombre de flèches se
terminant en a et le nombre de flèches commençant en a est fini. Le lemme de König a
été originalement cité pour les graphes infinis qui sont des arbres localement finis. Un tel
arbre admet nécessairement un chemin infini. Voici donc une version de ce lemme que
nous utiliserons à plusieures reprises.
Lemme 2.1.5 (Lemme de König). Soient Q un carquois localement fini et x G Qq. S'il
existe une infinité de chemins se terminant (ou commençant) en x, alors il existe un
chemin infini se terminant (ou commençant, respectivement) en x.
Démonstration. Nous montrons seulement le premier cas. Soient Xn,Xi2, · · · ,^In1 les
prédécesseurs immédiats de x. Par hypothèse, il existe 1 < J1 < nx tel qu'il existe une
infinité de chemins se terminant en x et passant par XiJ1. Soit a\ : XiJ1 —» x une flèche
reliant XiJ1 et x. Si x2i, X22: · · · , ^n2 notent les prédécesseurs immédiats de XiJ1, alors il
existe 1 < j2 < n2 tel qu'il existe une infinité de chemins se terminant en XiJ1 et passant
par X2J2- Soit a2 : X2 J2 -* x\ J1 une flèche reliant X2 j2 et XiJ1. On continue la construction
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ainsi et on obtient un chemin infini
se terminant en x. ' D
Voici maintenant la définition principale de ce chapitre.
Définition 2.1.6. Soit Q un carquois. L'algèbre des chemins kQ de Q sur k est la
k-algèbre dont le k-espace vectoriel sous-jacent admet l'ensemble des chemins finis de Q
comme base. La multiplication des éléments de base est définie de la façon suivante : si
lui et ?2 sont deux chemins finis de Q, alors le produit ???2 est défini comme étant la
concaténation des chemins ?\ et ?2 si le but de ui\ et la source de ?2 coïncident et 0,
sinon. La multiplication de deux éléments quelconques de kQ est alors déduite de celle
des éléments de base de kQ en utilisant la distributivité.
Cette définition nous indique que l'algèbre des chemins d'un carquois est une algèbre de
dimension infinie sur le corps k si le carquois Q admet des cycles orientés ou encore si Q
n'est pas fini. Cependant, si le carquois est fini et n'admet aucun cycle orienté, l'algèbre
kQ est de dimension finie sur k (et donc une fc-algèbre d'Artin).
On note d'ailleurs que si Q est fini, alors kQ admet ^2aeQo ea comme identité. De plus,
on remarque que kQ n'est généralement pas commutative. Par exemple, si Qx contient
des flèches qui ne sont pas des boucles, alors l'algèbre kQ n'est pas commutative.
Notons Rq l'idéal de kQ engendré par les flèches de Q1.
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Exemple 2.1.7. Soit Q = (Q0, Qi) avec Q0 = {1, 2, 3, 4} et Q1 = {a, ß. 7, d} le carquois
suivant :
y?
1
\ß
Comme Qo et Q\ sont finis et que le carquois Q n'admet aucun cycle orienté, kQ est de
dimension finie sur k. En fait, il est aisé de voir que dimkkQ = 12.
2.2 Carquois liés
Les algebres de chemins définies dans la section précédente sont très utiles et faciles à
utiliser : elles donnent lieu à plusieurs exemples. Dans cette section, nous construisons
une classe d'algèbres qui généralisent la classe d'algèbres introduite dans la section pré-
cédente. Comme nous le verrons, ces algebres constituent un outil puissant qui nous
permet d'exprimer de façon visuelle plusieurs algebres de dimension finie sur un corps.
Étant donné un carquois Q, nous allons définir une certaine classe d'idéaux bilatères de
kQ que nous appelons idéaux admissibles. Nous allons ensuite considérer le quotient de
l'algèbre des chemins de Q par un idéal admissible.
Définition 2.2.1. Soit Q = (Qo, Qi) un carquois. Un idéal I de kQ est dit admissible
s'il existe un entier m > 2 tel que Rq QIQ Rq- Dans ce cas, la paire (Q, I) s'appelle
un carquois lié. L'algèbre quotient A = kQ/I est appelée l'algèbre du carquois lié
(Q, I) ou simplement une algèbre de carquois lié.
Nous expliquons un peu plus loin la motivation de la définition d'idéal admissible. Pour
l'instant, nous montrons que les générateurs d'un idéal admissible peuvent être choisis de
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façon à satisfaire à un certain critère. Soit (Q, I) un carquois lié et soient ??,?2, . . . ,??
des chemins de Q de mêmes sources et de mêmes buts et de longueur au moins 2. Enfin,
soient A1, A2, . . . , An des éléments non nuls de k. L'élément ? = S?=? A¿o;¿ e / s'appelle
une relation sur Q. On appelle ??,?2,...,?? les composantes de p.
Par ailleurs, si ? > 2 et si pour tout sous-ensemble propre et non vide O de {1, 2, . . . , n),
on a Yiiçn^iUi g I, alors ? est une relation minimale. Dans le cas où ? = 1, on dit
que ? est une relation monomiale. On peut vérifier sans difficulté qu'étant donné un
idéal admissible / de kQ, il est toujours possible de choisir des relations minimales et
monomiales comme générateurs de /.
Le lecteur peut- se demander pourquoi on doit se restreindre aux idéaux admissibles
dans la définition de carquois liés. La raison est très simple. Dans la définition d'idéaux
admissibles, on demande d'une part qu'il existe m > 2 tel que Rq Ç / pour ne pas avoir
de chemins arbitrairement longs dans l'algèbre. Dans le cas où Q est fini, cela implique
que l'algèbre kQ/I est de dimension finie. D'autre part, on demande que I Ç RQ afin
qu'il n'y ait pas de flèches redondantes dans le carquois. En effet, soit ? G / un élément
tel que ? g RQ. Alors il existe A G kt, a G Q1 et ? une combinaison linéaire de chemins
de kQ telles que ? = ?a + p. En utilisant le fait que K% C I, on peut montrer qu'il est
possible de choisir ? d'une telle sorte que a n'apparaît pas dans les composantes de p.
Par conséquent, l'expression a + I = -X'1 ? + / fait de a une flèche redondante dans
l'algèbre kQ/I.
Exemple 2.2.2. Soit Q le carquois suivant :
et I l'idéal de kQ engendré par les relations monomiales s2, µ2, ja, ?a, aµ, µ-y et la
relation minimale a?-ß?. On peut vérifier sans difficulté que (Q, I) est un carquois lié car
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R% QIC R1Q. De plus, un calcul simple permet de vérifier que l'algèbre correspondante
A = kQ/I est de dimension 19 sur k alors que l'algèbre des chemins kQ est de dimension
infinie sur k car le carquois Q admet des cycles orientés.
Soit A = kQ/I une fc-algèbre donnée par un carquois lié (Q, I). On peut vérifier sans
peine que le radical de Jacobson de A est donné par rad(A) = Rq/I, ce qui correspond à
l'idéal de A engendré par les classes d'équivalence des flèches de. Q, modulo l'idéal L Cette
dernière observation est particulièrement utile dans l'étude des A-modules projectifs et
des A-modules simples. Supposons que Q est fini. Si |Q0| = n, alors la catégorie mod(A)
admet exactement ? modules projectifs indécomposables deux à deux non isomorphes.
Il suffit de remarquer que l'ensemble {ë^| a e Qo}, où ea — ea 4- /, est un ensemble
complet d'idempotents primitifs orthogonaux de A de sorte que les modules projectifs
indécomposables sont {ëaA \ a G Qo}· Les modules simples de mod(A), à isomorphisme
près, sont alors donnés par {Sa = ?a?/?at??(?)\ a E Qo}· Ils sont tous de dimension un
sur k.
2.3 Les représentations d'un carquois
Dans cette courte section, on se fixe Q un carquois localement fini.
Définition 2.3.1. Une A; -représentation M de Q (ou simplement une représentation
de Q) est la donnée d'un k-espace vectoriel M (a) pour chaque sommet a de Qq et d'une
application linéaire M(a) : M(a) -4 M(b) pour chaque flèche a : a —» b de Q\.
Le carquois Q s'identifie à une fc-catégorie Cq de la façon suivante. Les objets de Cq sont
les sommets de Q et pour deux sommets a, 6 G Qo, les morphismes de base du fc-espace
vectoriel Cq (a, b) sont les chemins de a vers b. La composition des morphismes de Cq
est obtenue à partir de la multiplication des chemins de kQ. Par contre, les chemins
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d'un carquois se composent de gauche à droite alors que les morphismes se composent de
droite à gauche. Ainsi, si ?\,?2 sont deux chemins de kQ tels que le but de ?? est égal
à la source de ?2, alors le morphisme de Cq correspondant au chemin ui\u2 de kQ s'écrit
?2?\. Nous devrons faire attention à cette différence dans le reste de la thèse. En fait,
lorsqu'un chemin sera considéré comme un morphisme, nous le dirons explicitement. On
note qu'une représentation de Q est simplement un foncteur covariant de la catégorie Cq
vers Mod(A;), la catégorie des fc-espaces vectoriels.
Étant donné deux représentations .M, N de Q, un morphisme / : M —»¦ N est une
famille {/„ : M(a) -» N(a)}aeQ0 telle que pour toute flèche a : a —>¦ b E Q1, on a
N(a) fa — fbM(a). On voit donc que / est en réalité un morphisme fonctoriel du foncteur
correspondant à M vers le foncteur correspondant à N.
On dit qu'un module M de l'algèbre des chemins A = kQ est unifère si l'on a MA = M.
Si {e¿}¿eQ0 sont les chemins stationnaires correspondant aux sommets du carquois, alors
on a A = ©iëQ0 Ati. On voit donc que M s'écrit
M = 0 Me,.
¿eQo
Nous pouvons donc associer à un tel module M une représentation M' de Q qui est telle
que pour a G Q0, M' (a) = Mea et pour a : a ->· b E Q1, M' (a) est l'application linéaire
qui est telle que pour ? E Mea = M' (a), on a M'(a)(x) = ra£ Meb = M'(b).
Inversement, si M' est une représentation de Q, alors on pose
M = 0 M'(a).
aÇQo
Si ???a2 ¦ ¦ ¦ Ct7. : a —» b est un chemin fini de a vers b dans Q et ? — (x¿)¿eQ0 G M, alors
on pose
XaxOt2 ¦ ¦ ¦ ar = (y¿)¿eQ0
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où
yb = M'{ar) o MV-i) ° · · · ° ?'(a?)(*«)
et ¡ji = 0 si i F b. Cela permet de donner à M une structure de /!-module unifère. Cette
association donne que la catégorie des représentations de Q, que l'on note Rep(Q), est
équivalente à la catégorie des /!-modules unifères à droite, que l'on note Mod(.A), par
abus de notation. La preuve détaillée de ce fait, lorsque Q est fini, se trouve dans [4,
théorème 1.6]. La preuve dans le cas où Q est infini est identique.
La sous-catégorie pleine de Rep(Q) des représentations M telles que M(i) est de dimen-
sion finie pour tout i G Qo est notée rep(Q). Une telle représentation est dite localement
de dimension finie. Notons qu'une représentation de dimension finie est nécessairement
localement de dimension finie mais la réciproque est fausse si Q est infini.
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CHAPITRE 3
Théorie d 'Auslander-Reiten
Dans ce chapitre, k est un anneau commutatif artinien et C une catégorie abélienne et
fc-linéaire. Nous supposons aussi que C est svelte (le squelette est une petite catégorie).
3.1 Le cas général
Les preuves des énoncés de cette section se retrouvent dans [8]. Nous commençons avec
quelques définitions.
On dit qu'un objet X de C est fortement indécomposable si son algèbre d'endomor-
phisme est une algèbre locale. Dans ce cas, l'algèbre d'endomorphisme Endc(X) est une
algèbre ayant seulement 0 et 1? comme idempotents. En particulier, X est indécompo-
sable.
Un morphisme / : X —> Y est dit presque scindé à gauche. si
(1) / n'est pas une section,
(2) Si h : X —> W n'est pas une section, alors h se factorise par /.
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On dit que / est minimal presque scindé à gauche si, de plus, lorsque h : Y —> Y
est tel que hf = /, alors h est un isomorphisme. Dualement, un morphisme g : Y —>¦ Z
est dit presque scindé à droite si
(1) g n'est pas une rétraction,
(2) Si h : W —> Z n'est pas une rétraction, alors h se factorise par g.
On dit que g est minimal presque scindé à droite si, de plus, lorsque h : Y —>¦ Y est
tel que gh = g, alors h est un isomorphisme. Voici maintenant la définition principale de
la section.
Définition 3.1.1. Une suite exacte courte non scindée
0 X -^* Y -2^ Z ^O
dans C est dite une suite d 'Auslander-Reiten ou suite presque scindée si X et Z
sont fortement indécomposables et g est presque scindé à droite.
On note que la dernière condition de la définition précédente est équivalente à demander
que / soit presque scindé à gauche.
Proposition 3.1.2. Soit
0 —»? X -^ Y—1^Z --0
une suite exacte non scindée dans C avec X et Z fortement indécomposables. Alors f est
presque scindé à gauche si et seulement si g est presque scindé à droite.
Dans la définition 3.1.1, puisque X et Z sont fortement indécomposables, on a en fait
que / est minimal presque scindé à gauche et g est minimal presque scindé à droite.
Maintenant, nous avons l'énoncé suivant qui, essentiellement, donne l'unicité des suites
presque scindées.
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Proposition 3.1.3. Soit Z un objet fortement indécomposable. S'il existe dans C deux
suites presque scindées se terminant (ou commençant) en Z, alors ces deux suites sont
isomorphes.
Rappelons qu'un morphisme u : M ->· N de C est dit irréductible s'il n'est ni une
section ni une rétraction et toute décomposition u = vw donne que w est une section ou
? est une rétraction. On peut vérifier que si / : X ->· Y est minimal presque scindé à
gauche dans C, alors / est irréductible. De plus, si Y = Y1 T Y2 et / = (/i,/2)T est la
décomposition correspondante de /, alors /i et /2 sont également irréductibles. On a les
résultats duals pour un morphisme minimal presque scindé à droite.
3.2 Le cas des algebres d 'Artin
Dans cette courte section, nous rappelons quelques faits à propos des suites presque scin-
dées de mod(A) lorsque A est une algèbre d'Artin. Tous les énoncés de cette section se
retrouvent dans [9]. Remarquons que la catégorie mod (A) est une catégorie abélienne,
fc-linéaire telle que tout objet indécomposable est fortement indécomposable. Les propo-
sitions de la section précédente s'appliquent donc.
Tout d'abord, voici un théorème d'existence.
Théorème 3.2.1. On a les énoncés suivants.
(a) Si Y est un module indécomposable non injectif de mod(A), alors il existe une suite
presque scindée
0^Y -> E -5- X ^O
dans mod(A) avec X non projectif. Si Y est injectif indécomposable, alors la pro-
jection canonique Y —»· Y/soc(Y) est minimale presque scindée à gauche.
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(b) Si X est un module indécomposable non projectif, alors il existe une suite presque
scindée
0-> Y -> E -» X ->0
dans mod(A) avec Y non injectif. Si X est projectif indécomposable, alors l'inclu-
sion canonique rad(X) —> X est minimale presque scindée à droite.
Si X est un module indécomposable non projectif, alors le module Y du théorème est
obtenu comme suit. On considère d'abord le foncteur de transposition Tr qui est défini de
mod(A) vers mod(i4op) de la façon suivante. Étant donné un module M, on prend une pré-
sentation projective minimale pM '¦ P\ —> Pq de M et on applique le foncteur EomA(—,A)
pour obtenir Hom^ (;?>/, A). On prend ensuite le conoyau de ce morphisme, que l'on note
Tr(M). On définit Tr sur les morphismes de la façon suivante. Si / : M —> N est un
morphisme et Pn : P[ —> P¿ est une présentation projective minimale de N, alors / induit
un morphisme (/i, /o) de Pm vers Pn en utilisant les propriétés des modules projectifs. Le
morphisme Tr(/) est obtenu par passage aux conoyaux de (RomA(fi, A), Hom^(/0, A)).
Il est à noter que Tr n'est pas un foncteur de mod(^l) vers mod(Aop). On peut vérifier,
cependant, que c'est bien un foncteur de modfA) vers mod(Aop). Maintenant, le foncteur
composé t = DTt où D = Homfc( — , U(k)) est la dualité standard, est un foncteur de
mod(A) vers mod(.4). Dans le théorème précédent, on a t? = Y . On peut vérifier que
le foncteur r est en fait une équivalence entre mod(^4) et mod(^4).
Théorème 3.2.2. Le joncteur t est une équivalence de mod(A) vers mod(A) dont le
foncteur quasi-inverse, noté r" , est obtenu en prenant la construction duale de r.
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3.3 Carquois d'Auslander-Reiten
Dans cette section, on se fixe C une catégorie abélienne, ^-linéaire et Hom-finie, c'est-à-
dire que si X, Y G C, alors Home (X, Y) est de longueur finie sur k. En particulier, C est
une catégorie de Krull-Schmidt, c'est-à-dire une catégorie /c-linéaire dans laquelle tout
objet X se décompose de façon unique, à isomorphisme près, en une somme directe finie
d'objets indécomposables. Notons que si X G C est indécomposable, alors Ende (X) étant
de longueur finie sur k doit être une algèbre locale dont le radical est nilpotent. Etant
donné deux objets indécomposdables X, Y G C, on note rade (X, Y) les morphismes de C
qui sont dans le radical de la catégorie C, c'est-à-dire les non-isomorphismes de C. On note
In(X, Y) l'espace quotient radc(X, ?)/tß?%(?, Y). Il est bien connu que / G rad^(X, Y)
si et seulement si / se factorise comme / = gh où h n'est pas une section et g n'est pas
une rétraction. Ainsi, si / G In(X, Y) est non nul, alors / est un morphisme irréductible
de X vers Y. Pour un objet indécomposable Z, on note kz = Endc(Z)/rad(Ende(Z)) le
corps résiduel de Z. Le fc-module In(X, F) est en fait un ky - kx bimodule. On note
dxY la dimension de In(X, Y) en tant que fcy-module et d'XY sa dimension en tant que
fcx-module.
Le carquois d'Auslander-Reiten de C, noté Fc, est obtenu de la façon suivante. L'en-
semble des sommets du carquois est un ensemble complet de représentants des classes
d' isomorphisme des objets indécomposables de C. Étant donné deux objets indécompo-
sables X, y de C, il y a une flèche de X vers Y si et seulement si In(X, Y) f 0. À cette
flèche, disons a, on attache le couple d'entiers (???,?'??) appelé la valuation de a.
On dit que C a des suites presque scindées à droite si pour tout objet indécomposable
non projectif X G C, C admet une suite presque scindée
0^F^£-^X^0.
De plus, on demande que si X est projectif indécomposable, alors il existe un morphisme
21
W -> X qui est minimal presque scindé à droite. Étant irréductible, ce morphisme doit
être un monomorphisme. Dualement, on dit que C a des suites presque scindées à
gauche si pour tout objet indécomposable non injectif Y e C, C admet une suite presque
scindée
0^Y-+E^X^0.
De plus, on demande que si Y est injectif indécomposable, alors il existe un morphisme
Y —> W qui est minimal presque scindé à gauche. Étant irréductible, ce morphisme doit
être un épimorphisme.
On dit que la catégorie C admet des suites presque scindées si elle admet des suites
presque scindées à gauche et à droite.
Les preuves des affirmations suivantes se trouvent dans [9, chapitre 7] dans le cas où la
catégorie C est m.oà(A) avec A une algèbre d'Artin. Cependant, les preuves s'appliquent
aussi dans notre cas.
Supposons maintenant que C admette des suites presque scindées à droite. Soit X un
objet indécomposable non projectif et
O^ Z ^Y -> X ^O
une suite presque scindée. Si E est indécomposable, alors Iu(E, X) f 0 si et seulement
si E est un facteur direct de Y. De plus, l'exposant de E dans Y est donné par l'entier
dEX = dirakE(In(E, X)). Dualement, on vérifie que Irr (Z, E) f 0 si et seulement si E est
un facteur direct de Y. De plus, l'exposant de E dans Y est dZE = dimfcs(Irr(Z, E)). Par
conséquent, la valuation (dZE, d'ZE) de Z -> E et la valuation (dEX, d'EX) de E -> X sont
telles que d'EX = dZE. De même, si X est indécomposable projectif, alors le morphisme
minimal presque scindé à droite W -> X donne les morphismes irréductibles se terminant
en X.
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On dit qu'un objet indécomposable X de C est quasi-injectif si X n'admet pas de suite
presque scindée commençant en X dans C. Un tel objet n'est pas nécessairement injectif.
On verra plusieurs exemples de ce fait dans le chapitre 6. Si. X est indécomposable et
non projectif et que
est presque scindée, on pose t? = Z. Remarquons que les sommets quasi-injectifs de
rc sont les sommets pour lesquels il n'existe pas d'objet indécomposable Y dans C tel
que tY = X. En utilisant l'unicité d'une suite presque scindée, on obtient que r est
une bijection allant des sommets non projectifs du carquois Tc vers les sommets qui ne
sont pas quasi-injectifs dans Tc. On obtient ainsi que (rc, r) est un carquois à transla-
tion valué. En effet, si X est indécomposable non projectif, le nombre de prédécesseurs
immédiats de X est fini et est égal au nombre de successeurs immédiats de rX et les
valuations sont compatibles, comme montré ci-haut. Pour de- plus amples informations
sur les carquois à translation, le lecteur est invité à consulter [14].
Maintenant, si k est un corps algébriquement clos, les corps résiduels des objets indé-
composables sont tous isomorphes à k. Les valuations des flèches du carquois sont donc
toutes de la forme (a, a) pour un entier positif a. Nous disons alors que les valuations
sont symétriques. Étant donné un carquois à translation valué (G, t) dont toutes les
valuations des flèches sont symétriques, on peut lui associer un carquois G" non valué tel
que G'0 = T0 et pour chaque flèche ? -> y de G de valuation (a, a), on a a flèches dans G"
de ? vers y. Nous utiliserons ceci plus loin dans cette thèse.
Remarquons aussi que le carquois d'Auslander-Reiten de C peut avoir plus d'une com-
posante connexe (que l'on appelle simplement composante). Dans le chapitre 6, nous
étudions ces composantes.
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CHAPITRE 4
Algebres strictement stratifiées
Dans [1], la notion d'algèbres strictement stratifiées a été introduite. Ces algebres se
veulent être une généralisation des algebres standardement stratifiées introduites par
Cline, Parshall et Scott dans [16]. Ce sont des algebres stratifiées telles que définies
par ces trois mêmes auteurs. Dans ce chapitre, nous étudions les algebres strictement
stratifiées sur le plan homologique. Nous montrons que le dimension finitiste injective de
ces algebres est toujours finie. Nous montrons ensuite que le déterminant de Cartan vaut
un si et seulement si l'algèbre est quasi-héréditaire, ce qui revient à affirmer que l'algèbre
soit de dimension globale finie. Nous montrons, finalement, un .cas faible de la conjecture
forte d'absence de boucles.
Dans ce chapitre, A note une algèbre d'Artin sur un anneau artinien k. Nous supposons,
de plus, que A est sobre. Rappelons qu'une algèbre d'Artin A est sobre si, lorsque
{ei, ß2, · · · , e„} note un ensemble complet d'idempotents primitifs orthogonaux de A, on
a que les modules projectifs e¿A, 1 < i < ?, sont deux à deux non isomorphes.
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4.1 Algebres stratifiées et standardement stratifiées
Comme mentionné en introduction de ce chapitre, la classe des algebres d'étude est com-
prise dans la classe des algebres stratifiées et contient la classe des algebres standardement
stratifiées. Nous verrons ceci plus loin. Pour l'instant, nous rappelons les définitions des
algebres standardement stratifiées et des algebres stratifiées.
Définition 4.1.1. Un idéal bilatère I de A est dit standardement stratifiant si I =
AeA où e est un idempotent primitif de A, et I est projectif en tant que A-module à
droite.
Voici maintenant la définition d'algèbres standardement stratifiées.
Définition 4.1.2. Une algèbre A est dite standardement stratifiée s'il existe une
chaîne
¦ 0 = I0 C I1 C · · · C In = A
d'idéaux bilatères de A telle que h+i/h est un idéal standardement stratifiant de AjU
pour i = 1, 2, ... ,? — 1.
Notons qu'un telle chaîne doit nécessairement être de longueur égale au rang du groupe
de Grothendieck de A, que nous notons Tg(K0(A)) et que nous supposons égal à m > 1.
En effet, supposons que I1 = Ae1A avec e ? primitif. Soit {ei,e2, . . . ,em} un ensemble
complet d'idempotents primitifs et orthogonaux de A. On vérifie aisément que {e2 +
I1, e3 + 11, . . . , em + I1) est un ensemble complet d'idempotents primitifs et orthogonaux
de A/11. Ainsi, par récurrence, la longueur ? de la chaîne doit être égale à m.
Définition 4.1.3. Un idéal bilatère I de A est dit héréditaire si I = AeA où e est un
idempotent primitif de A, I est projectif en tant que A-module à droite et erad(A)e = 0.
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On remarque donc que tout idéal héréditaire est également standardement stratifiant. On
peut démontrer (voir [17]), que la condition erad(A)e = 0 avec le fait que / est projectif
en tant que .A-module à droite donne que / est également projectif en tant que A-module
à gauche. Voici maintenant la définition d'algèbre quasi-héréditaire.
Définition 4.1.4. Une algèbre A est dite quasi-héréditaire s'il existe une chaîne
0 = Jo C I1 C · · ¦ C In = A
d'idéaux bilatères de A telle que Ii+1Jk est un idéal héréditaire de A/Ii pour 1 < i < n — \.
La notion d'algèbre quasi-héréditaire est fortement reliée à la notion d'algèbre standar-
dement stratifiée. En effet, il est bien connu que si A est standardement stratifiée, alors
A est quasi-héréditaire si et seulement si la dimension globale de A est finie ; voir, par
exemple, [38] pour une preuve.
Exemples 4.1.5. Dans cet exemple, k note un corps,
(a) Soit A l'algèbre de carquois lié donnée par le carquois
a
Ci
ß
et les relations -y2, -ya, aß. On a que l'idéal I1 = Ae1A où e\ note l'idempotent associé au
sommet 1 est isomorphe à C1A(Ee1A en tant que A-module à droite. Ainsi, l'idéal I1 est
standardement stratifiant. Maintenant, l'algèbre A/h est simple et donc standardement
stratifiée. Ainsi, la chaîne
O = I0C I1C I2 = A
est telle que A est standardement stratifiée. Puisque exrad(A)ei f 0 de même que
e2rad(A)e2 f 0, on voit que A n'est pas quasi-héréditaire.
(b) Soit B l'algèbre de carquois lié donnée par le carquois
1
V
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et la relation µ?. On vérifie que Be1B est isomorphe à C1BQe1B en tant que A-module
à droite et que eirad(5)ei = O. Ceci donne que I1 est un idéal héréditaire. On vérifie
aisément que la chaîne
O = I0Cl1Cl2 = B
est telle que B est quasi-héréditaire.
Notons que d'après la remarque plus haut, A est quasi-héréditaire si et seulement si
Aop l'est. Cependant, cette affirmation n'est pas valide pour les algebres standardement
stratifiées. Voici maintenant la notion d'idéal stratifiant. Dans ce qui suit, si / est un
idéal bilatère de A, nous identifions Mod(A/I) à la sous-catégorie pleine de Mod(A) des
A-modules M tels que MI = 0.
Définition 4.1.6. Un idéal bilatère I de A est dit stratifiant si I = AeA où e est un
idempotent primitif de A, et Ext'A(M, N) = ExtlA/I(M, N) pour tous A/1-modules M et
N et tout entier positif i .
Définition 4.1.7. Une algèbre A est dite stratifiée s'il existe une chaîne
0 = I0 C I1 C ¦ ¦ ¦ C In = A
d'idéaux bilatères de A telle que Ii+1/Ii est un idéal stratifiant de A/Ii pour 1 < i < ? — 1.
Dans [17], il est montré que tout idéal standardement stratifiant est stratifiant. Ainsi,
toute algèbre standardement stratifiée est stratifiée. Dans la prochaine section, nous in-
troduisons la notion d'algèbre strictement stratifiée.
4.2 Algebres strictement stratifiées
En gardant la même philosophie que dans la section précédente, nous introduisons les
algebres strictement stratifiées en introduisant d'abord la notion d'idéal strictement stra-
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tifié. Étant donné une famille F de modules de mod(,4), on note F(F) la sous-catégorie
pleine de mod(A) des modules admettant une filtration par des modules de F. Autrement
dit, M E F(F) si et seulement s'il existe une chaîne
0 = MoCMiC-CMr = M
de sous-modules de M telle que Mi+i/M¿ est isomorphe à un module de F pour i =
0,1,. ..,r-1.
Définition 4.2.1. Un idéal bilatère I de A est dit strictement stratifiant si I = AeA
avec e un idempotent primitif et s'il existe un module de type finie A(e) tel que e'I G
F(A(e)) pour tout idempotent e' de A.
Dans la définition précédente, on dit que le module A(e) est le module correspondant à
l'idéal I. Cette dernière définition nous donne la notion d'algèbre strictement stratifiée.
Définition 4.2.2. Une algèbre A est dite strictement stratifiée s'il existe une chaîne
0 = I0 C I1 C ¦ · ¦ C In = A
d'idéaux bilatères de A telle que h+i/h est un idéal strictement stratifiant de A/h pour
i = 1, 2, ... ,? — 1.
Remarques 4.2.3. Voici quelques remarques reliées aux définitions précédentes.
(1) Dans la définition précédente, demander que In/1In-I = AfIn-! soit un idéal stric-
tement stratifiant de AfIn-! est équivalent à demander que AfIn-! soit une algèbre
locale. En effet, si AfIn-! est un idéal strictement stratifiant de AfIn-!, alors l'al-
gèbre AfIn-! est engendrée par un idempotent primitif et donc doit être locale. Si
AfIn-! est locale et engendrée par l'idempotent primitif ë, alors A(ë) = AfIn-! est
le module correspondant à l'idéal AfIn-! = AfIn-! · ë · AfIn-! et donc AfIn-! est
un idéal strictement stratifiant de AfIn-!.
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(2) Dans la définition d'idéal strictement stratifiant, puisque
el = eAeA = eA
doit être filtré par le module A(e), on a que A(e) est un quotient de eA et donc de
coiffe simple. Par conséquent, A(e) est indécomposable.
(B) Finalement, soit I = AeA un idéal standardement stratifiant avec e un idempotent
primitif. Posons A(e) = eA. Pour tout idempotent f de A, fi = /AeA est projectif
puisque facteur direct de I. De plus, fi a une coiffe isomorphe à une somme directe
de copies du module simple en l'idempotent e. Ainsi, fi est isomorphe à une somme
directe de copies de eA, ce qui donne fi € T(A(C)). On voit donc que tout idéal
standardement stratifiant est un idéal strictement stratifiant. Ainsi, toute algèbre
standardement stratifiée est une algèbre strictement stratifiée. Nous verrons plus
loin (voir le lemme 4-3.2) pourquoi la classe des algebres strictement stratifiées est
incluse dans la classe des algebres stratifiées.
Avant de pousser l'étude, remarquons les faits suivants.
(1) Toute algèbre locale est strictement stratifiée,
(2) Si on a une chaîne comme dans la définition précédente, alors l'algèbre A/11 est
strictement stratifiée puisque
O = I1Zh c i2/hc-- -c IJi1= A/h
satisfait à la condition dans la définition d'algèbre strictement stratifiée.
Ceci dit, nous avons que A est strictement stratifiée précisément lorsque A est locale ou
lorsqu'il existe un idempotent primitif e de A tel que
(1) AeA est un idéal strictement stratifiant de A,
(2) AjAeA est une algèbre strictement stratifiée.
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Exemple 4.2.4. Soit k un corps et considérons l'algèbre A = kQ/I où Q est le carquois :
a
002Z)
et I est l'idéal engendré par les éléments suivants : ?\,?\^???^2ß,aßa.,ß^?. Notons ex
et e2 les idempotents primitifs associés aux sommets 1 et 2 du carquois, respectivement.
La structure des modules projectifs indécomposables est donnée par les schémas suivants.
A= 1 ? 2
12 2 1
2 1 2
2 1
Soit le sous-espace A(e2) = k < ßa,ßa-y2,ßaß > de e2A. On vérifie directement que
A(e2) est un A-module à droite tel que C1Ae2A7C2Ae2A G J"(A(e2)). Ainsi, Ae2A est un
idéal strictement stratifiant de A. De plus, A/Ae2A est strictement stratifiée puisque c'est
une algèbre locale. Par conséquent, A est strictement stratifiée. Notons que dans ce cas,
ni A ni Aop n'est standardement stratifiée.
4.3 Quelques lemmes préparatoires
Dans cette section, nous regroupons quelques résultats qui nous seront utiles plus loin.
Nous gardons les mêmes hypothèses que celles des sections antérieures de ce chapitre.
Étant donné un idempotent primitif e de A, on note Ve la sous-catégorie pleine de mod(A)
des modules M admettant une résolution projective minimale dans laquelle tous les
modules projectifs sont isomorphes à une somme directe finie de copies de eA.
Soient M un A-module dont
¦ · · Pr -> Pr_! -+ · · · Pi -> P0 -> M -> 0
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est une résolution projective minimale. Soit S un ,4-module simple avec S = fA/frad(A)
où / est un idempotent primitif de A. Pour i > 1, on a que
EXtJ1(M7S)^O
si et seulement si jA est un facteur direct de P¿. Ce résultat est bien connu. En utilisant
ceci, on a la description suivante de Ve.
Ve = {M e mod{A) I ExtlA(M, S) = 0 pour tout i > 0 et tout S simple tel que Se = 0} .
De ce fait, on voit très bien, en utilisant la proposition 1.1.1, que la catégorie Ve est
stable pour les extensions, dans le sens que si on a une suite exacte
0-»L->M->-iV-5>0
avec L, N e Ve, alors M E Ve.
Nous commençons avec un premier lemme. La preuve provient de l'auteur. On peut
trouver une preuve alternative dans [I].
Lemme 4.3.1 (Agoston-Dlab-Lukács) . Soient M et N deux modules de mod(A) tels que
M e F(N). Alors M E Ve si et seulement si N eVe-
Démonstration. La condition M e T[N) nous donne une chaîne
0 = L0 C L1 C ¦ · · C Lr_i C Lr = M
de sous-modules de M telle que Iy/£¿-i = ?G pour j = 1, 2, . . . , r. En particulier, L1 ^ N.
Supposons que N G Ve. Comme Ve est stable pour les extensions, on a L2 G Ve. On
montre de même, par récurrence, que L7 G Ve pour j = 1,2, ·¦¦ ,r. En particulier,
M G Ve. Supposons maintenant que M eVe. Soit S un ?-module simple tel que Se = 0.
Pour montrer que N € Ve, il suffit de montrer que pour i > 0, Ext\(N,S) = 0. Nous
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montrons, plus généralement, que ExVA(Lj, S) = 0 pour 1 < j < r et i > 0. Procédons
par récurrence sur i. Considérons d'abord le cas où i = 0. En appliquant le foncteur
Hom^(— , S) à
O : 0 -> Lj-i -> Lj -> iV -> 0,
on obtient
0 -> HomA(iV, S) -> Honu(Lj, 5) -> Hom^(LJ_1, 5).
Puisque Hom(Lr,S) = Eom(M,S) = 0, car M G Pe, on obtient que EomA(N, S) = 0.
Ainsi, les monomorphismes
0 ->¦ Hom^(Lj, 5) -> HomA(Lj-i, S"), j = L2, . . . ,r
nous donnent que Hoiiia(Lj, S) = 0 pour tout j. Supposons maintenant que i > 0. En
appliquant le foncteur ??p?a(— ,S) à Çj, on a
EXt^(V1, S) ->¦ Ext'A(iV, 5) -> EXtJ4(Lj, 5) -> EXtJ1(L,-.!, S).
Par récurrence, Ext^"1(Lj_i,5) = 0. On applique ainsi le même raisonnement que dans
le cas i = 0 pour obtenir ExtA(L¿, S) = 0 pour tout j. O
Voici un autre lemme qui se trouve également dans [I]. Nous en donnons une preuve par
souci de complétude.
Lemme 4.3.2. Soit I = AeA un idéal strictement stratifiant de A avec e un idempotent
primitif. Alors I E Ve et Ext¿(M,iV) = ExtA//(M,iV) pour tout i > 0 et tous A/1-
modules M et N.
Démonstration. Selon la définition d'idéal strictement stratifiant, il existe un A-module
A(e) tel que / G .F(A(e)) et el = eA G F(h{e)). Selon le lemme précédent, on obtient
que I eVe puisque eA G Ve- La seconde partie est démontrée dans [7, théorème 2.1]. D
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Remarquons que la deuxième partie de ce lemme nous indique que tout idéal stricte-
ment stratifiant est stratifiant. Ainsi, toute algèbre strictement stratifiée est une algèbre
stratifiée. Dans [7], les idéaux stratifiants sont appelés strong idempotent ideals.
Nous avons maintenant besoin du lemme suivant qui nous indique qu'il n'y a pas d'ex-
tensions non nulles de M par A(e) lorsque M est de dimension injective finie.
Lemme 4.3.3. Soit I = AeA un idéal strictement stratifiant avec A(e) le module cor-
respondant. Si M est un A-module de dimension injective finie, alors ExtlA(A(e) , M) = 0
pour tout i > 0.
Démonstration. Comme eA G J"(A(e)), on a une chaîne
0 = L0 C L1 C · · ¦ L„-i C Ln = eA
de sous-modules de eA avec des suites exactes courtes
?,- : 0 -> Lj -> Lj+1 ->¦ A(e) -> 0, j = 0, 1, . . . , ? - 1.
Soit r la dimension injective de M. Si r = 0, le résultat est évident. Supposons donc que
r > 0. On doit montrer que Ex^4 (A(e), M) = 0 pour i = 1, 2, . . . , r. Comme L1 ^ A(e),
il suffit de montrer que
EXfx(L^M) = O, ¿ = l,2,...,r, j = l,2,...,n. (4.1)
Nous montrons cela par récurrence sur i, partant de i = r jusqu'à i = 1. Appliquons le
foncteur ??p??(-,?) à Cj. On obtient les épimorphismes
ExtrA(Lj+1, M) -> EXt^(Iy, M) ->· 0, j = 1, 2, . . . , ? - 1.
Comme Ext^(Ln,M) = Ext^eyl, M) = 0, les épimorphismes ci-haut nous donnent
successivement Ex^4(Lj, M) = 0 pour j = n,n - 1, . . . , 1. Supposons maintenant que
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Ext^(Lj, M) = O pour j = 1, 2, . . . , ? et pour 2 < i < r. On a, en appliquant le foncteur
Hom¿(-,M), que
EXt^(Lj+I, M) ->¦ Ex^(L,-, M) ->· Ext'A(A(e), M) = 0, j = 1, 2, . . . , ? - 1.
En utilisant le même raisonnement que plus haut, on obtient que Extl¿1 (Lj, M) = 0 pour
j = 1, 2, . . . , ? puisque EXt^(Ln, M) = Ext^eA, M) = 0. Ceci termine la preuve de
l'énoncé (4.1) et donc la preuve du lemme. ?
Nous achevons avec le lemme suivant qui généralise le lemme précédent.
Lemme 4.3.4. Soit I = AeA un idéal strictement stratifiant avec A(e) le module cor-
respondant. Si M est un A-module de dimension injective finie et N e F(A(éj), alors
ExtlA(iV, M) = 0 pour tout i > 0. En particulier, ExtA(I, M)=Q pour tout i > 0.
Démonstration. Puisque N G T(A(e)), on a une chaîne
0 = L0 C L1 C · · · C Ln-I CLn = N
de sous-modules de N avec des suites exactes courtes
• C; : 0 -»· Lj -> Lj+1 -> A(e) -> 0, j = 0, 1, . . . , ? - 1.
On montre, par récurrence sur r avec 1 < r < n, que ExtlA(Lr, M) = 0 pour tout entier
positif ¿. Si r = 1, Lr = L1 = A(e) et le résultat suit du lemme précédent. Supposons que
1 < r < ? et que Ext¿(Lr_i, M) = 0 pour i > 1. On a les suites exactes
Ext^(A(e), M) -> Extíi(LP, M) -> Ext^(Lr_i, M), i > 0.
Selon l'hypothèse de récurrence, Ext^(Lr_i,M) = 0. De plus, Ext'¿(A(e), M) = 0 en
vertu du lemme précédent. Donc, on a bien Ext^(Lr, M) = 0. ?
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4.4 Extensions de modules simples
Étant donné une fc-algèbre d'Artin A, on s'intéresse à étudier les auto-extensions des
A-modules simples. Ce sont les groupes de la forme Ext^(S, S) où S est un A-module
simple. Si k est un corps algébriquement clos, nous savons (voir [9, Page 65]) que l'algèbre
sobre de A, Morita équivalente à A, est isomorphe à une algèbre de carquois lié. Soit Q ce
carquois. Si S est le A-module simple associé au sommet a de Q, alors dimfc (ExtA(5, S))
donne le nombre de boucles attachées au sommet a du carquois (pour une preuve, voir
[4, page 85]). La conjecture d'absence de boucle dit que si la dimension globale de A est
finie, alors Ext^(5,S) = 0 pour tout A-module simple S, Le nom de la conjecture vient
du fait que dans le cas où k est un corps algébriquement clos, celle-ci affirme que si la
dimension globale de A est finie, alors le carquois Q ne contient aucune boucle. Cette
conjecture a été énoncée pour la première fois en 1987 par D. Anick et D. Zacharia et ce,
de façon indépendante.
Étonnamment, cette conjecture a été démontrée dans plusieurs cas bien avant avoir été
énoncée formellement. Peu après l'apparition de cette conjecture en 1987, D. Zacharia
énonça une version encore plus forte de la conjecture :
Conjecture 4.4.1 (Conjecture forte d'absence de boucles). Si S est un A-module simple
de dimension projective finie, alors ExtA(S, S) = 0.
Toutefois, cette dernière conjecture n'est vérifiée que dans très peu de cas. Elle est vé-
rifiée, par exemple, pour les algebres bisérielles spéciales (voir [31]) et pour les algebres
monomiales (voir [41]). Le lecteur est invité à consulter l'article de K. Igusa (voir [26])
pour plus de détails concernant cette conjecture.
Nous montrons un cas un peu plus faible de la dernière conjecture pour les algebres
strictement stratifiées.
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Proposition 4.4.2. Soit A une algèbre strictement stratifiée 'et S un A-module simple.
Si les dimensions projective et injective de S sont finies, alors ExtA(S,S) = 0.
Démonstration. Soit ? le rang du groupe de Grothendieck de A, c'est-à-dire le nombre de
A-modules simples à isomorphisme près. Nous procédons par récurrence sur n. Comme A
est strictement stratifiée, il existe un idempotent primitif e de. A tel que I = AeA est un
idéal strictement stratifiant de A. Soit alors A(e) le module correspondant à cet idéal. Si
? = 1, alors l'algèbre est locale. Il est bien connu que la dimension globale d'une algèbre
locale est finie si et seulement si l'algèbre est simple. Le résultat découle directement de
ceci. Supposons maintenant que ? > 1. Dans un premier temps, supposons que 5e f 0,
c'est-à-dire que S est la coiffe de eA. Comme I 6 J"(A(e)) et que la dimension injective
de S est finie, on a, selon le lemmme 4.3.4, que
ExtlA(/,5)=0, ¿>0.
Mais selon le lemme 4.3.2, I G Ve. Cela implique que Ext'A(/,5') = 0, i > 0, lorsque
S' est un A-module simple tel que S' e = 0. Ainsi, tous les modules projectifs dans la
résolution projective minimale de I sont nuls sauf le module en position 0 qui est une
somme directe finie de modules de la forme eA. Ainsi, / est projectif. Selon [32, lemme
3.2], le fait que / = AeA soit projectif combiné au fait que dp(7) soit fini implique que
Exti(5,5) = 0.
Supposons maintenant que 5e = 0. Cela donne que S est un ^//-module simple. Puisque
la dimension projective de S est finie, il existe un entier positif r tel que Ext^(5, -) = 0
et donc, selon le lemme 4.3.2, que ExtrA/I(S, -) = 0. Ceci donne que dpA/I(S) est finie.
On montre de même que diA/i(S) est finie. En utilisant le lemme 4.3.2, on obtient
Ext\{S, S) = EXt1^1(S, S)
lequel s'annule par hypothèse de récurrence. D
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4.5 La dimension finitiste
La dimension finitiste (projective) d'une algèbre d'Artin est définie de la façon suivante.
findim(A) = sup{dp(M) | M e mod(A), dp(M) < oc}.
Si la dimension globale de l'algèbre est finie, on a findim(j4) = dimgl(A). Par contre,
dans le cas général, rien n'indique que ce nombre doit être fini. C'est justement l'objet
de la conjecture finitiste qui a été énoncée par H. Bass (voir [10]) au début des années
60.
Conjecture 4.5.1 (Conjecture finitiste). Si A est une algèbre dAriin, alors findim(j4)
est fini.
Cette conjecture a été vérifiée dans le cas des algebres monomiales (voir [23]), des al-
gebres dont le radical à la puissance 3 s'annule (voir [24]) ainsi que dans le cas des
algebres standardement stratifiées (voir [2]). Dans cette section, nous montrons que si A
est strictement stratifiée, alors A°v a une dimension finitiste finie. Ceci est équivalent à
montrer que la dimension finitiste injective de A, définie par
inj.findim(A) = sup{di(M) | M G mod(.A), di(M) < oc}
est finie lorsque A est strictement stratifiée.
Le résultat suivant sera utile dans la preuve du prochain lemme. Pour une preuve, le
lecteur est invité à regarder [7, proposition 2.4].
Lemme 4.5.2 (Auslander-Platzeck-Todorov) . Soient e un idempotent de A et M un
A-module. Alors M G Ve si et seulement si ExtA(M, J) = 0 pour tout i > 0 et tout
AlAeA-module injectif J .
Le lemme suivant est quelque peu technique mais primordial dans la suite.
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Lemme 4.5.3. Soit I = AeA un idéal strictement stratifiant de A et M e vaod(A) un
module de dimension infective finie. Soit O le noyau de la couverture projective de DM.
Alors le A-module à gauche IQ. = AeU est un module de Ve-
Démonstration. Soit A(e) le module correspondant à l'idéal / de l'énoncé. Posons N =
DM, Alors N est un Aop module de dimension projective finie. Soit
?-.?-^Q-ï P-^N ->0
une couverture projective de N de noyau O. On doit montrer que /île Ve. Selon le
lemme précédent, pour montrer que /O G Ve, il suffit de montrer que
??^??(/O, D(AfI)) = 0, i > 0.
Remarquons que le ^4op-module D(AfI) est annulé par e. De plus, IQ = AeAU a une
coiffe isomorphe à une somme directe de copies du module simple correspondant à l'idem-
potent e. Ainsi, ??p?^^O, D(AfI)) = 0 et le résultat est vrai pour i = 0. Considérons
la suite exacte courte
C : 0 ->· /O -> O -> QfIQ -> 0.
Pour i > 1, on a
Ex^(Q/IQ, D(A/1)) 2è Ext\(A/I,D(Q/IQ))
*é Ex^11(AfID(UfIU))
= 0,
le deuxième isomorphisme étant donné par le lemme 4.3.2, puisque D(UfIQ,) est un
A/I-module. Ainsi, en appliquant le foncteur Hom,4°p(-, D(AfI)) à (, on obtient
??^„?(/O, D(AfI)) ^ ??^??(O, D(AfI)), i > 1.
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Or ce dernier est isomorphe à ExtA(A/I, DQ.). Pour terminer la preuve, on doit donc mon-
trer que ExtA(A/I, Dû) = 0 lorsque i > 1. Or en appliquant le foncteur HoITIa(A//, /?(-))
à 77, on a
ExtA(A//, DfI) S* Ext%\A/I, M), i > 1.
Enfin, en considérant la suite exacte
O ->/-)· A -»¦ A// -> O,
on en conclut que
ExtlA+1(A//, M) S* ExtA(/, M), ¿ > 1.
Or ce dernier s'annule en vertu du lemme 4.3.4 puisque la dimension injective de M est
finie. ?
La prochaine proposition nous indique le lien qui existe entre la dimension finitiste injec-
tive de deux algebres lorsque l'une d'elle est le quotient de l'autre par un idéal strictement
stratifiant. Étant donné un module M, le plus petit entier r tel que radr(M) = O est ap-
pelé la longueur de Loewy de M.
Proposition 4.5.4. Soit I = AeA un idéal strictement stratifiant de A. Si la dimension
finitiste injective de A/1 est m, alors celle de A est au plus m + 2.
Démonstration. Soit M un module de type fini et de dimension injective finie. Notons O le
noyau d'une couverture projective de DM. Il suffit de montrer qu'alors dpAop(fl) < m+1.
Pour ce faire, soit S un A-module simple tel que eS = O. En vertu du lemme précédent,
on a /O e Ve . Ainsi, ??????(/O, S) = 0 pour tout i > 0. Par conséquent, en appliquant
le foncteur Hom/iop(- ,S) à
0 -» /O -> O -> O//O -> 0,
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on obtient
???'???(O//O,5)^??^??(O,5), i > 0.
Puisque a????(O) = k < oo, on a
ExïA/I(DS, D[U/Iu)) = EXtJ1(DS, D[UfIU)) =* Ext\op[ü, S) = 0
lorsque i > k. Ceci implique que diA/I[D[fl/IQ)) < oo et donc que diA/I[D[ü/IÜ)) < m.
D'où
EXtJ1 op (O, 5) = 0
lorsque i > m. Maintenant, soit Pi le terme en position i dans la résolution projective
minimale de O. La condition obtenue nous donne que Pj est une somme directe de copies
de Ae lorsque j > m + 1. Si A; > m 4- 1, alors on a une inclusion
?* '¦ Pk -* Pk-I-
Or, i[Pk) Q rad(Pfc_i), ce qui contredit le fait que les longueurs de Loewy de Pk et Pk-\
doivent être égales. Ceci montre donc que a????(O) < m + 1. ?
Cette proposition nous permet d'obtenir, par récurrence, le théorème suivant. Ce théo-
rème est une généralisation de [2, théorème 3.1].
Théorème 4.5.5. Soit A une algèbre strictement stratifiée. Alors inj.findim(^) est bor-
née par 2n — 2 où ? note le rang de K0[A).
Démonstration. Procédons par récurrence sur n. Si ? — 1, alors A est locale et un module
de dimension injective finie doit être injectif. Ainsi, inj.findim(A) = O. Supposons que
? > 0. Alors il existe un idempotent primitif e de A tel que AeA est strictement stratifiant
et A/AeA est strictement stratifiée. Par récurrence, on a m].fm.àim[A/AeA) < 2(n — 1)-2
et donc, selon la proposition précédente,
inj.findim(A) < 2(n - 1) - 2 + 2 = 2n - 2. ?
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Remarquons que pour tout entier positif n, il existe une algèbre quasi-héréditaire An
telle que Tg(K0(An)) = ? et dimgl(An) = 2n - 2 (voir [2]). Comme toute algèbre quasi-
héréditaire est strictement stratifiée, la borne obtenue dans le théorème précédent est la
meilleure possible. Mentionnons qu'il n'est pas connu si la dimension finitiste (projec-
tive) d'une algèbre strictement stratifiée est finie. On ne peut pas dualiser les résultats
précédents puisque la notion d'algèbre strictement stratifiée n'est pas symétrique : si A
est strictement stratifiée, alors Aop ne l'est pas nécessairement.
4.6 Le déterminant de Cartan
Dans cette section, nous étudions le déterminant de Cartan d'une algèbre strictement
stratifiée. Avant tout, nous rappelons comment calculer le déterminant de Cartan d'une
algèbre d'Artin A.
Soit E= {ei, e2, . . - , en} un ensemble complet d'idempotents primitifs et orthogonaux de
A. Rappelons que la matrice de Cartan de A, relative à E, est donnée par la matrice
CE = (Î(ejAei))nxn. Comme nous l'avons vu, le terme général £(ejAei) correspond au
nombre de modules simples e¿^4/e¿rad(yl) apparaissant comme facteurs de composition
du module e¿A. Soit E' = {/i, /2, · · ¦ , fn} un autre ensemble d'idempotents primitifs et
orthogonaux de A. On peut vérifier sans difficulté qu'il existe un élément inversible a
de A et une permutation s de Sn tels que /¿ = ae,^^a"1 pour i — 1, 2, ... , ?. Comme,
manifestement,
¿(fjAfi) = ?(aes{?)a~?Aae^a'1) = £(es??es{?)),
on trouve que la matrice Ce> — (P(fjAfi))nxn est équivalente à la matrice Ce à permu-
tation simultanée près des lignes et des colonnes. On peut donc définir sans ambiguïté le
nombre cd(.A) comme étant le déterminant d'une matrice de Cartan de A. On appelle ce
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nombre le déterminant de Cartan de A.
Voici maintenant l'énoncé de la fameuse conjecture du déterminant de Cartan. C'est D.
Zacharia, dans son article [40], qui a explicitement énoncé cette conjecture.
Conjecture 4.6.1 (Conjecture du déterminant de Cartan). Soit A une algèbre d'Artin.
Si la dimension globale de A est finie, alors cd(A) = 1.
Afin de comprendre la nature de cette conjecture, regardons le résultat suivant, qui est
dû à S. Eilenberg. C'est l'énoncé qui est à l'origine de la conjecture. Pour une preuve, on
peut consulter, par exemple, [25, Page 53].
Proposition 4.6.2. Soit A une algèbre d'Artin. Si la dimension globale de A est finie,
alors cd(A) = ±1.
L'idée de la preuve de la proposition précédente est de construire un inverse (dans l'an-
neau des matrices à coefficients entiers) d'une matrice de Cartan de A. Cette matrice
étant inversible, son déterminant doit être inversible dans Z et donc valoir plus un ou
moins un.
Jusqu'à présent, personne n'a réussi à trouver une algèbre d'Artin de dimension globale
finie dont le déterminant de Cartan vaut moins un, d'où la conjecture. Cette conjecture a
été démontrée dans plusieurs cas. Pour une liste presque complète de ces cas, le lecteur est
invité à consulter [25] qui résume ce qui est connu concernant cette conjecture jusqu'en
1992. Le lecteur peut également consulter [32].
Revenons maintenant aux algebres strictement stratifiées. Nous montrons, plus loin,
qu'étant donné une algèbre strictement stratifiée A, la condition cd(A) = 1 est équi-
valente à la condition dimgl(A) < oo. Cela généralise un résultat similaire de D.D. Wick
pour les algebres standardement stratifiées, voir [38]. Pour en arriver à notre fin, nous
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utilisons des réductions matricielles. Nous commençons par un lemme simple. Rappe-
lons qu'étant donné un module M de mod(A), [M] note l'élément correspondant dans le
groupe K0(A).
Lemme 4.6.3. Soient M et N deux A-modules avec M e F(N). Alors il existe un entier
non négatif a tel que [M] — a[N].
Démonstration. L'hypothèse nous donne une chaîne
0 = M0 C M1 C ¦ ¦ · C Mn = M
de sous-modules de A telle que Mi+i/M¿ = N pour 0 < i < ? - 1. Ceci donne donc
[N] + [Mi] = [Mi+1] pour 0 < i < ? - 1. On a donc [M] = n[N]. D
Pour pouvoir calculer le déterminant de Cartan d'une algèbre strictement stratifiée, nous
devons trouver un lien entre cd(A) et cd(A/I) lorsque / est un idéal strictement stra-
tifiant. Ce lien est obtenu au moyen de la proposition suivante. Par convention, nous
posons cd(0) = 1.
Proposition 4.6.4. Soit I = AeA un idéal strictement stratifiant de A. On a
cd(A) = cd(eAe) ¦ cd(A/I).
Démonstration. Nous procédons par récurrence sur le rang ? de Kq(A). Si ? = 1, / = A
et eAe = A. Le résultat est évident dans ce cas. Supposons que ? > 1. Soit {ei, e2, . . . , en}
un ensemble complet d'idempotents primitifs et orthogonaux de A. Notons C la matrice
de Cartan relative à cet ensemble. La colonne j de C est le vecteur [ejA]. Sans perte
de généralité, supposons que e = en. Notons A(en) le module quotient de enA associé à
/ = AenA. Comme / est strictement stratifiant, on a
ejl E T(A(en)), j = l,2,...,n.
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Par conséquent, le lemme 4.6.3 nous indique qu'il existe un entier non négatif üj tel que
[ejl] - a,·[?(ß„)], j = 1, 2, . . . , n.
Posons alors O3- = cij/an, j — 1,2, ...,n — 1. Les deux relations [ejl] = a,-[A(en)] et
[enA] = [enI] = an[A(en)] donnent
[ejl] = Oj[CnA], j = 1,2, ...,n- 1,
On obtient ainsi que
[edA] = [ejl] + [ejA/ejI] = <Xj[enA] + [ejA/ejI], j = 1, 2, . . . , n - 1. (4.2)
Maintenant, {e1 + I,e2 + I, ¦ . ¦ ,en_!+/} est un ensemble complet d'idempotents primitifs
et orthogonaux de A/1. Les /!//-modules projectifs correspondants sont
Pj = {ej + I)AfI = ejA/ejI, j = 1, 2, . . . , n - 1.
Les équations (4.2) nous donnent alors que la matrice
C = (IP1][P2] ---[Pn-I] M]) ·
est obtenue de la matrice C en effectuant des opérations élémentaires sur les colonnes de
C. Ainsi,
cd{A) = det(C').
Remarquons que la dernière ligne de la matrice C est nulle sauf l'élément en position n
qui vaut i(enAen). Par conséquent, en développant le déterminant de C selon la dernière
ligne, on obtient
det(C') = i{enAen)cd(A/I) = cd(enAen) ¦ cd(A/I).
D
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On a le corollaire suivant.
Corollaire 4.6.5. Si A est strictement stratifiée, alors son déterminant de Cartan est
positif.
Démonstration. Soit ? le rang de K0(A). Si ? = 1, le déterminant de Cartan de A est
la longueur de A en tant que fc-module, donc positif. Si ? > 1, on utilise le résultat
précédent combiné à une simple récurrence. . ?
Avant d'énoncer le théorème principal, nous avons besoin de cette proposition, qui peut
être obtenue à partir de [1, théorème 1.9].
Proposition 4.6.6 (Agoston-Dlab-Lukács) . Soit A une algèbre strictement stratifiée.
Alors la dimension globale de A est finie si et seulement si A -est quasi-héréditaire.
Le théorème suivant montre, en particulier, que la conjecture du déterminant de Cartan
est vérifiée pour les algebres strictement stratifiées. Notons qu'on a un énoncé similaire
pour les algebres quasi-stratifiées dans [32].
Théorème 4.6.7. Soit A une algèbre strictement stratifiée. Les conditions suivantes sont
équivalentes :
(a) dimgl(A) < oo,
(b) A est quasi-héréditaire,
(c) ca(A) = 1.
Démonstration. L'équivalence des deux premiers énoncés résulte de la proposition pré-
cédente. Le déterminant de Cartan d'une algèbre quasi-héréditaire est toujours un. Pour
une preuve de cet énoncé, le lecteur est invité à regarder [32, théorème 2,5]. Il reste donc
à montrer que (c) implique (b). Nous procédons par récurrence sur ? = rg(K0(A)). Si
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? = 1, la condition cd(A) = 1 donne que l'algèbre est simple donc quasi-héréditaire. Sup-
posons donc que ? > 1. Soit {ei, e2, . . . , e„} un ensemble complet d'idempotents primitifs
et orthogonaux de A. Sans perte de généralité, on peut supposer que / = AenA est un
idéal strictement stratifiant de A tel que A/1 est une algèbre strictement stratifiée. Soit
A(en) le module correspondant à cet idéal. Puisque enA e 7"(A(en)), le lemme 4.6.3 nous
donne [enA] = a[A(e„)] pour un entier positif a. La condition donne
1 = cd(A)
= det([eiA] [e2A] ¦¦¦ [en^A] [enA])
= a -det Ue1A] [e2A] ¦¦¦ [en^A] [A(e„)]) .
Ainsi, a = 1 et donc, A(en) = enA. La condition / e J7(A(e„)) = F{enA) donne que /
est projectif. Maintenant, selon la proposition 4.6.4, on a
1 = cd(A) = cd(enAen) · cd(A/7)
ce qui donne cd(enAe„) = cà(A/I) = 1 puisque cd(enAen) est positif. La condition
cd(enAen) = 1 donne i{enAen) = 1 et donc que e„rad(A)en = 0. Ainsi, / est un idéal
héréditaire. Selon l'hypothèse de récurrence, cd(A/I) = 1 donne que AjI est quasi-
héréditaire. Ainsi, le fait que I soit héréditaire avec le fait que A// soit quasi-héréditaire
donne que A est quasi-héréditaire. D
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CHAPITRE 5
Catégories stables de modules
Dans ce chapitre, nous étudions certaines catégories quotients de la catégorie de mo-
dules mod(A) lorsque A est une A;-algèbre d'Artin connexe avec k un anneau artinien.
Nous commençons par une section dans laquelle nous faisons un bref rappel de notions
concernant les catégories triangulées.
5.1 Notions de catégories triangulées
Les catégories abéliennes sont bien connues et sont très utiles en théorie des représen-
tations des algebres. Par exemple, les catégories Mod(A) et mod(A) sont abéliennes.
Cependant, plusieurs catégories ne sont pas abéliennes mais admettent tout de même
une structure intéressante. C'est le cas, par exemple, de Db(mod(A)), la catégorie déri-
vée bornée de mod(^). Il est bien connu que cette dernière est une catégorie triangulée.
Nous commençons avec la définition de catégories triangulées.
Soit C une catégorie fc-linéaire et T un automorphisme de C. On appelle (X, Y, Z, f, g, h)
un sextuplet si X, Y, Z sont des objets de C et f : X -ï Y , g : Y -^ Z et h : ? ^ T(X).
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Étant donné deux sextuplets T1 = (X1Y, Z, f, g, h) et T2 = (X', Y', Z', f',g',h'), un
morphisme u : T1 —» T2 est un triplet (U1, U2, ^3) avec U1 : X —> X', u2 : Y. —> Y' et
«3 : Z —>¦ Z' tel que le diagramme
X -^- F -^- Z —^ T(X)
«1 "2
X'' —i-s- y —ï->- Z' —2^
T(U1)
T(X')
commute.
On dit que u est un isomorphisme si if¿ est un isomorphisme pour i = 1,2,3. Mainte-
nant, on dit qu'une classe T de sextuplets (dont les éléments sont appelés triangles) est
une triangulation de C si les quatre axiomes suivants sont vérifiés :
(TRl) Un sextuplet isomorphe à un triangle est un triangle. Étant donné un morphisme
/ : X —> Y de C, il existe un triangle de la forme (X, Y, Z, f, g, h) dans T. De plus,
le sextuplet (X, X, 0, Ix, 0, 0) est un triangle pour tout XeC.
(TR2) Si (X, Y, Z, /, g, h) est un triangle, alors (Y, Z, T(X), g, h, -T(f)) est également un
triangle.
(TR3) Si (X,Y,Z,f,g,h) et (X', Y', Z', f, g', h') sont deux triangles et U1 : X -)¦ X',
U2 : Y -+Y' sont tels que U2f = /1U1, alors il existe un morphisme u¿ : Z ->¦ Z' tel
que (U11U21U3) est un morphisme de triangles.
(TR4) Soient u : X —> Y et ? : Y —> Z deux morphismes inclus dans les triangles
(X1 Y1 Z', u, g, h) et (Y, Z, X', v, g', h'). Soit (X1 Z, Y', vu, g", h") un triangle incluant
le morphisme vu. Alors il existe des morphismes a : Z' -» Y' et ß : Y' ->· X' tels
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que le diagramme suivant commute et dont la troisième ligne est un triangle.
Xt-?^)????
t-1 (X') ?^-??
. T(g)h'
T(g)
T(Z')
T(X)-T(X)
Dans la suite, nous dirons qu'une catégorie C est pré-triangulée si elle admet un au-
tomorphisme T et une triangulation T et satisfait aux axiomes (TRl), (TR2) et (TR3).
Nous avons le lemme suivant dont la preuve se trouve dans [22].
Lemme 5.1.1. Soit (X, Y, Z, f, g, h) un triangle dans une catégorie pré-trinagulée C. Les
conditions suivantes sont équivalentes.
(a) f est une section,
(b) g est une rétraction,
(c) h = 0.
5.2 Définition des catégories stables
Dans cette section, nous faisons un rappel de la notion de catégories stables. On note C
une catégorie fc-linéaire et abélienne.
Soit / : M -> N et
?: 0 -» L ->· N' -> N -» 0
un élément de Ext¿(iV, L). Alors Ext¿(/, L) (?) note la suite exacte courte de Ext¿(M, L)
qui est obtenue en effectuant le produit fibre de / et du morphisme N' —> N. Si
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la catégorie C admet suffisamment d'objets projectifs et injectifs, alors le morphisme
Ext¿(/, L) : Extç(N,L) -> Ext¿(M, L) correspond à la construction classique telle que
détaillée dans [3]. Ces deux constructions coïncident toujours, voir [33]. D'une façon
duale, on peut construire Ext¿(L, /) avec une somme amalgamée.
Un morphisme / : M ->¦ N de C est dit projectivement trivial si l'on a Ext¿(/, L) = 0
pour tout L e C. De même, on dit que / : M ->¦ N est injectivement trivial si l'on a
Ext¿(L, /) = 0 pour tout LeC. Étant donné deux objets X et Y de C, on note P(X, Y)
l'ensemble des morphismes projectivement triviaux de X vers Y et I(X, Y) l'ensemble
des morphismes injectivement triviaux de X vers Y. Il est à noter que P et I forment
des idéaux de C. On note C_ pour la catégorie C/P et C pour C/1.
Dans [27], on montre que si la catégorie C admet suffisamment d'objets projectifs, alors un
morphisme est projectivement trivial si et seulement s'il se factorise par un objet projectif.
On obtient donc que la catégorie stable Ç est la catégorie C modulo les morphismes qui
se factorisent par des objets projectifs. Dualement, si la catégorie C admet suffisamment
d'objets injectifs, alors un morphisme est injectivement trivial si et seulement s'il se
factorise par un objet injectif. On obtient donc que la catégorie stable C est la catégorie
C modulo les morphismes qui se factorisent par des objets injectifs.
5.3 Les algebres stablement triangulées
Comme nous l'avons vu, la catégorie mod (A) contient suffisamment d'objets projectifs
et injectifs lorsque A est une algèbre d'Artin. Ainsi, les catégories stables de la section
précédente correspondent aux catégories stables usuelles.
Rappelons qu'une algèbre B est stablement équivalente à une algèbre A si les catégories
mod(-B) et t???(?) sont équivalentes. Dans [22], il est démontré que si A est une algèbre
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stablement équivalente à une algèbre auto-injective, alors mod(yl) = mod(A) est une
catégorie triangulée, dont nous ne spécifions pas la triangulation T et l'automorphisme
T. Pour plus de détails sur la structure triangulée de mod(A), le lecteur est invité à
consulter [22]. L'objectif de cette section est d'établir la réciproque de l'énoncé de [22].
Nous commençons par la notion de pseudo-noyaux et pseudo-conoyaux. Soit C une ca-
tégorie additive (mais pas nécessairement abélienne) et / : L —>¦ M, g : M —>¦ N deux
morphismes de C. On dit que / est un pseudo-noyau de g si l'on a une suite exacte
Hom(X, L) Hom(XJ)> HOm(X, M) H°m(*'g) , Hom(X, N)
pour tout X dans C. Dualement, g est un pseudo-conoyau de / si l'on a une suite
exacte
Hom(JV, X) Hom(g'X); Hom(M, X) H°m(f'X) > Hom(L, X)
pour tout X dans C. Cela nous permet de définir la notion de catégorie faiblement
abélienne.
Définition 5.3.1. On dit que C est faiblement abélienne si tout morphisme f admet
un pseudo-noyau et un pseudo-conoyau et, de plus, f est un pseudo-noyau d'un certain
morphisme g et un pseudo-conoyau d'un certain morphisme h.
Nous commençons l'investigation avec ce lemme.
Lemme 5.3.2. Soit 0 *L »M ^N ^O une suite presque scindée de mod(A).
Si mod(v4) est faiblement abélienne, alors on a les énoncés suivants.
(a) Si N est injectif, alors M est injectif,
(b) Si L est projectif, alors M est projectif.
(c) M est injectif si et seulement si M est projectif.
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Démonstration. Supposons que mod(^4) est faiblement abélienne. Étant donné un mor-
phisme e : X —>¦ Y de mod(^4), on note ë : X —> F le morphisme correspondant
de mod(yl). Supposons que iV est injectif et que M ne l'est pas. On peut ainsi écrire
M = M\ ? M2 avec M\ indécomposable et non injectif. Nous avons les décompositions
correspondantes / = (/?,?)7 et g = (51,52)· Comme mod(A) est faiblement abélienne,
soit h : Mi —» .E un morphisme tel que /1 est un pseudo-noyau de h. On a alors hfi = Ô, ce
qui donne que hfi = fu, où u : L —» / et w : / -» E sont des morphismes de mod (,4) avec
/ injectif. Comme L n'est pas injectif, u n'est pas une section. Par conséquent, il existe
un morphisme (wi,w2) : MiQM2 —> / tel que u = (wi,w2)f. Ainsi, hfi — vwifi+vw2f2,
ce qui donne [vw\ — h. vw2)(fi, f2)T = 0. Cela donne un morphisme vu : N —> E tel que
(???? — h, VW2) = w(gi,g2). Comme iV est injectif, on obtient h = vw\ — wgi = Ö. Etant
un pseudo-noyau de h = Ö, /1 est une rétraction dans mod(A). En effet, comme JiIm1 — 0
et que /1 est un pseudo-noyau de h, il existe s. : M1 —>¦ L tel que Im1 = /iS- Puisque Mi
est indécomposable, /is est soit nilpotent ou un isomorphisme. Dans le premier cas, on
obtient que Im1 = 0 et donc que Mi est injectif, une contradiction. Dans le deuxième cas,
on a que /1 est une rétraction. Cela contredit le fait que /1 est irréductible. Cela montre
(a). Notons que mod(A) est aussi faiblement abélienne puisque équivalente à mod(.A) ;
voir [9, (IV. 1.9)]. Donc, (b) est aussi vraie.
Finalement, supposons que M est injectif mais non projectif. Soit ?? un facteur direct
indécomposable de M qui n'est pas projectif. Alors mod(A) admet une suite presque
scindée
0 ^tN1 ^U ^N1 »0.
Comme Ni est injectif, U est injectif par (a). Ainsi, L, en tant que facteur direct de U,
est aussi injectif, ce qui est une contradiction. Cela montre que M est projectif lorsque
injectif. De même, il suit de (b) que M est injectif lorsque projectif. D
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Remarquons qu'une catégorie pré-triangulée est faiblement abélienne. En effet, si C est
pré-triangulée et / : X —> Y est un morphisme de C, alors il existe un morphisme
g : Y —> Z avec Z E C tel que
X-Uy^^z —^T(X)
est un triangle. Il est bien connu (voir [22]) que si M G C, alors on a des suites exactes
induites
Home (M, X) -> Home (M, Y) -> Home (?/, Z)
et
Homc (Z, M) -> Home (F, M) -> Home (X, M)
ce qui donne que / est un pseudo-noyau de g et g est un pseudo-conoyau de /. On montre
de même que / est un pseudo-conoyau de T-1 (/¿) et que T-1 (h) est un pseudo-noyau de
/·
Par conséquent, le lemme ci-haut s'applique également si mod(^4) est triangulée ou pré-
triangulée.
Rappelons qu'une algèbre d'Artin de représentation finie est dite dirigée si son carquois
d'Auslander-Reiten ne contient pas de cycles orientés. Dans le prochain théorème, la
notion d'algèbre de Nakayama dirigée apparaît. Rappelons qu'une algèbre A est dite de
Nakayama si tous les modules projectifs indécomposables et tous les modules injectifs
indécomposables de mod(A) sont unisériels, c'est-à-dire admettent une unique suite de
composition.
Définition 5.3.3. Une algèbre d'Artin A est dite stablement triangulée si mod(^4)
admet une structure de catégorie triangulée. Remarquons que puisque les catégories stables
mod(A) et mod(A) sont équivalentes, cela revient à demander que mod(A) admette une
structure de catégorie triangulée.
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Maintenant, nous avons ce théorème.
Théorème 5.3.4. Soit A une algèbre d'Artin. Les conditions suivantes sont équivalentes.
(a) A est stablement triangulée,
(b) mod(A) admet une structure de catégorie pré-triangulée,
(c) A est auto-injective ou de Nakayama dirigée de longueur de Loewy deux,
(d) A est stablement équivalente à une algèbre auto-injective,
(e) mod(A) est faiblement abélienne.
Démonstration. Supposons que mod(A) est faiblement abélienne et que A n'est pas auto-
injective. Soit / un module injectif indecomposable de type fini qui n'est pas projectif.
On a alors que mod(j4) admet une suite presque scindée
0 -> ri -» Fi ->· / -> 0.
Il suit du lemme précédent que P1 est projectif-injectif. Soit ? > 0 un entier tel que l'on
a une suite presque scindée
0 -> rV -»¦ Pi -> ri_1/ ->· 0
avec Pi projectif-injectif, i = ?,.,.,?. D'après [9, (V.3.3)], les modules T1I avec 0 <
i < ? sont simples. Si deux de ces modules sont isomorphes, alors on obtient une r-
orbite cyclique dans le carquois d'Auslander-Reiten de mod(A) qui contient /, ce qui est
impossible puisque / est injectif. Ainsi, les modules simples T1I avec 0 < i < ? sont
deux à deux non isomorphes. Par conséquent, les modules Ph avec 1 < i < ?, sont aussi
deux à deux non isomorphes et de longueur de Loewy deux. Maintenant, si rnI n'est pas
projectif, alors on obtient une suite presque scindée
0 -> t?+? -> Pn+I -> t?? -> 0.
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Si Pn+i n'est pas injectif, il existe un facteur direct indécomposable de Pn+i, disons E, qui
n'est pas injectif. Le module t~? est alors un facteur direct de Pn, lequel est projectif,
ce qui est impossible. Ainsi Pn+1 est injectif et donc projectif-injectif selon le lemme
précédent. Notons que mod(A) n'a qu'un nombre fini de modules simples à isomorphisme
près. Nous pouvons donc supposer que ? est tel que t?? est projectif. Nous venons donc
de construire une composante finie du carquois d'Auslander-Reiten. Puisque l'algèbre A
est connexe, cette composante est égale au carquois d'Auslander-Reiten en entier (voir
[9]). On a donc que les modules P¿, rjI avec l<¿<netO<j<n sont tous les modules
indécomposables de mod(A) à isomorphisme près. En particulier, l'algèbre A est dirigée.
Maintenant, puisque les modules simples T1I avec 0 < i < ? forment une r-orbite, A est
une algèbre de Nakayama; voir [9, (IV. 2. 10)]. De plus, les modules P¿ avec 1 < i < ?
sont de longueur de Loewy deux alors que t?? est simple. Ainsi, A est de longueur de
Loewy deux. Cela montre que (e) implique (c).
Supposons maintenant que A est une algèbre de Nakayama dirigée de longueur de Loewy
deux. Soient S1, . . . , Sn les A-modules simples à isomorphisme près. Comme les modules
indécomposables de mod(A) sont soient injectifs soient simples, on a que
mod(^4) = HiOd(A4) ? · · · ? mod(fcn),
où ki = EiKU(Si), i = ?,.,.,?. Soit Bi l'extension triviale de k{ par fc¿, c'est-à-dire
l'algèbre
Bi = a,b G ki
avec la multiplication matricielle. Considérons l'algèbre B = B1 J\ ¦ ¦ ¦ Y[ Bn. Notons que
les algebres Bi sont toutes auto-injectives puisqu'une extension triviale d'une algèbre par
son co-générateur injectif est toujours auto-injective. Il est bien connu qu'alors mod(P¿)
mod(A;¿) pour tout i. Ainsi, B est une algèbre auto-injective avec
mod(P) = mod (/¡4) ? · · · x mod(kn)
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Cela montre que (c) implique (d). Finalement, il suit de [22, (2.6)] que (d) implique (a).
Comme nous l'avons remarqué, toute catégorie pré-triangulée est faiblement abélienne.
Donc, (b) implique (e). Le fait que (a) implique (b) suit de la définition d'une algèbre
stablement triangulée. D
Notons que l'équivalence des énoncés (c) et (d) du théorème précédent a été obtenue pour
la première fois par I. Reiten (voir [34]). Notons aussi qu'il a été montré dans [12] que la
catégorie stable projective admet toujours une structure triangulée à gauche alors que la
catégorie stable injective admet toujours une structure triangulée à droite. Comme ces
deux catégories sont équivalentes, on peut dire que la catégorie stable injective admet une
structure triangulée à gauche et une structure triangulée à droite. Ces deux structure,
cependant, sont généralement différentes.
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CHAPITRE 6
Représentations de carquois infinis
Dans ce chapitre, nous étudions les représentations d'un carquois infini, connexe, locale-
ment fini et fini par intervalle. Nous nous intéressons plus particulièrement à la théorie
d'Auslander-Reiten dans la catégorie rep(Q) des représentations localement de dimension
finie de Q. Des travaux sur l'étude des représentations de tels carquois ont déjà parus
dans la littérature. Parmi ceux-ci, mentionnons les travaux d'Enochs, Estrada et Rozas
(voir [18] et [19]) qui étudient, entre autres, les représentations projectives et injectives
de tels carquois en termes de propriétés locales des représentations. La motivation du
travail contenu dans ce chapitre provient des résultats de Reiten et Van Den Bergh (voir
[35]). Dans l'article cité, les auteurs étudient les foncteurs de Serre à droite pour la caté-
gorie dérivée bornée de rep+(Q), la sous-catégorie pleine de rep(Q) des représentations
de présentation finie. Nous commençons avec quelques notations et quelques rappels.
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6.1 Quelques notations et rappels
Dans ce chapitre, les carquois Q considérés sont localement finis et finis par invervalle,
c'est-à-dire que pour chaque couple (x, y) de sommets du carquois, le nombre de chemins
de ? vers y dans Q est fini. Cette condition implique, en particulier, que le carquois Q
n'a pas de cycles orientés. Nous supposons aussi Q connexe et, pour simplifier, que k est
un corps algébriquement clos. Cependant, dans la plupart des résultats, cette dernière
hypothèse n'est pas nécessaire. Comme dans le chapitre 2, nous notons Rep(Q) la catégo-
rie des /^-représentations de Q. Nous avons vu que Rep(Q) est équivalente à la catégorie
Mod(A) des A-modules à droite unifères où A = kQ est l'algèbre des chemins de Q.
Nous ne distinguons pas ces deux dernières catégories dans la suite. La catégorie Rep (Q)
est abélienne et héréditaire (voir [21, page 79]). Rappelons qu'une catégorie abélienne
C est dite héréditaire si les foncteurs Ext¿(X -) et Ext¿(-,X) sont exacts à droite,
lorsque X est un objet de C. Rappelons que les foncteurs Ext¿(-, X) et Ext¿(X, -) sont
définis en termes de suites exactes courtes. Si la catégorie C admet suffisamment d'objets
projectifs et injectifs, ces foncteurs peuvent être définis de façon usuelle, c'est-à-dire en
tant que foncteurs dérivés des foncteurs Homc(-,X) et Homc(X, -), respectivement.
Rappelons que rep(Q) note la sous-catégorie pleine de Rep(Q) des représentations loca-
lement de dimension finie. Cette dernière catégorie est également abélienne et héréditaire
(la preuve de [21] s'applique aussi).
6.2 Les représentations de présentation finie
Commençons par étudier les modules projectifs et injectifs de Rep(Q). Pour ? E Q0,
notons Px le A-module engendré par ex, l'idempotent primitif en x. On note que Px = exA.
Puisque ce module est unifère, il correspond à une représentation que l'on note aussi Px.
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De plus, on vérifie aisément que, lorsque M G Rep(Q), on a
HOm^(P11M)-SMe1 = Ai(I)
avec l'isomorphisme fonctoriel en M et en x. La preuve de ceci est exactement la même
que dans le cas d'une algèbre d'Artin et nous l'omettons. Ce dernier isomorphisme donne
que Px est projectif pour tout sommet ? dans Qo-
Pour définir, pour ? G Qo, un module injectif Ix, nous avons besoin d'une dualité entre
rep(Q) et rep(Qop) . Soit DQ : Rep(Q) ->¦ Rep(Qop) le foncteur défini comme suit.
(1) Si M = (M(x),M(a))x€Qo^Ql, alors
DqM = (DM(x),DM{a))xeQoiaeQl,
où D = Homfc(— , k) est la dualité standard pour les fc-espaces vectoriels.
(2) Si / = {fx)x€Q0 est un morphisme de M vers N, alors Dqf = {Dfx)x&Qo.
Il est facile de vérifier que Dq induit une dualité entre les catégories rep(Q) et rep(Qop).
Ceci vient simplement du fait que D est une dualité entre les fc-espaces vectoriels de
dimension finie. Notons que l'on aurait pu considérer le foncteur Homfc(-, k) plutôt que
le foncteur Dq. Cependant, le foncteur Homfc(-,A;) appliqué a un module unifère n'est
pas nécessairement unifère. Maintenant, si Aex = EomA(Px,A) est le module projectif
(et unifère) de Aop associé k ? e Qq, alors DQ(Aex) est injectif et noté Ix.
Comme toute représentation M de Rep(Q) admet manifestement une présentation de la
forme
P -> M -> O
avec P une somme directe de représentations de la forme Px, ? G Qo, on a que Rep(Q)
admet suffisamment d'objets projectifs. Par contre, Rep(Q) n'admet pas suffisamment
d'objets injectifs. Cependant, on a tout de même le résultat suivant qui sera très utile.
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Proposition 6.2.1. Soit C une catégorie abélienne.
(a) Un objet M de C est projectif si et seulement si l'on a Ext¿(M,iV) = 0 pour tout
objet N de C.
(b) Un objet M de C est injectif si et seulement si l'on a Ext¿(JV,M) = 0 pour tout
objet N de C.
Démonstration. Nous montrons seulement le premier cas. Soit M un objet projectif. Si
?: 0 ->· N ->¦ E -> M ->· 0
représente un élément de Ext¿(M, N), alors 1M : M ->' M se factorise par E puisque M
est projectif. Ceci donne que la suite exacte ? est scindée et donc que sa classe est nulle
dans Ext\(M,N). Réciproquement, supposons que EXt)1(M7N) = 0 pour tout objet
NeC. Soit f : X -> Y et g: M -^Y deux morphismes avec / un épimorphisme. Alors
le produit fibre de / et g donne un diagramme
0 *Z ^E *M ^O
9
o —-z —-x—^y —-o
Par hypothèse, la suite du haut est scindée, ce qui donne que g se factorise par /. Donc,
M est projectif. · ^
Maintenant, soit V la sous-catégorie pleine et additive de rep(Q) des représentations
qui sont une somme directe finie de représentations de la forme Px, x e Q0- On note
alors rep+(Q) la sous-catégorie pleine de rep(Q) des représentations qui admettent une
présentation par des représentations de V. Dualement, soit X la sous-catégorie pleine
et additive de rep(Q) des représentations qui sont une somme directe finie de repré-
sentations de la forme Ix, ? £ Q0 ¦ On note alors rep~(Q) la sous-catégorie pleine de
rep(Q) des représentations qui admettent une co-présentation par des représentations de
60
X. Les représentations de rep+(Q) sont dites de présention finie et les représentations
de rèp~(Q) sont dites de co-présentation finie. Notons que Dq induit également une
dualité entre les catégories rep+ (Q) et rep" (Q op).
En vertu de [21, exemple 2.3-5], nous savons que les idempotents scindent dans rep(Q).
Ceci donne que tout objet indécomposable de rep(Q) a une algèbre d'endomorphisme
locale. Cette algèbre, par contre, n'est pas nécessairement de dimension finie. Notons
qu'une représentation de rep(Q) ne se décompose pas nécessairement en une somme
directe finie de représentations indécomposables. Toutefois, en utilisant la définition de
rep+((5), on a que toute telle représentation se décompose en une somme directe finie
de représentations indécomposables. Cela donne que rep+(Q) est une catégorie de Krull-
Schmidt. Nous avons bien sûr le résultat dual pour rep~(<2). Maintenant, voici un résultat
qui sera très utile dans la suite.
Lemme 6.2.2. Soit X un objet de rep(Q).
(a) Si Y G rep+(Q), alors Hom^fy,!) et ExtA(Y, X) sont de dimension finie.
(b) SiY G rep~(Q), alors HoBIa(X, Y) et ExtA(X,Y) sont de dimension finie.
Démonstration. Nous considérons seulement le cas où y G rep+(Q), l'autre cas étant
similaire. Il est évident que si Y G V, la conclusion suit. Toute représentation Y de
rep+(Q) admet une résolution projective
0-+'Pi->P0->Y->0
avec Pq et Fi dans V, en utilisant la définition de rep+(Q) et en utilisant le fait que
rep(Ç)) est héréditaire. On obtient le résultat en appliquant le foncteur Hom¿( — , X). D
On a maintenant le résultat suivant.
Lemme 6.2.3. Les catégories rep+(Q) et rep~(Q) sont abéliennes, héréditaires, Ext-
finies et stables pour les extensions.
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Démonstration. Nous considérons seulement la catégorie rep+(Q)· En vertu de [5, pro-
position 2.1], rep+(Q) est abélienne si et seulement si, pour tout morphisme / : P1 -» P2
dans V, il existe une suite exacte
P0 -> P1 -> P2
avec P0 dans V. Maintenant, nous avons une suite exacte
0 ^ ker(/) P1 -1^ P2 -*-* coker(/) - 0.
Puisque rep(Q) est héréditaire, le noyau de g est projectif. Par conséquent, ker(/) est un
facteur direct de Px. Comme Px est une somme directe finie de modules avec une algèbre
d'endomorphisme locale, on a que P0 := ker(/) est dans V.
Maintenant, tout module M de rep+(Q) admet une présentation projective de la forme
O^ Fi -> P0 -^ M ^O
avec P0, P1 des modules projectifs dans rep+(Q). Si N e rep+(Q), on trouve alors
Ext2(iV, M) = Ext2(M, N) = O dans rep+(Q). Par conséquent, rep+(Q) est héréditaire.
Le fait que rep+(Q) est Ext-finie suit du lemme précédent.
Finalement, soit
0-> L-* M -> N ->0
une suite exacte courte dans rep(Q) avec L, N e rep+(Q). Si
0 -> P1 -> P0 -> L -» 0
et
sont des présentations projectives de L et N avec P0: Pu Qo et Q1 dans P, alors on vérifie
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aisément que l'on peut construire une présentation de la forme
0 -> Q1 T P1 -> Q0 T -Po ->¦ M -»· 0
ce qui montre que M € rep+(Q).
D
Notons qu'il n'est pas vrai, en général, qu'une sous-représentation d'une représentation
projective de rep+(Q) est dans rep+(Q). Cependant, cette sous-représentation est pro-
jective dans rep(Q).
Maintenant, on note rep6(Q) la sous-catégorie pleine de rep(Q) des représentations de
dimension finie. Etant donné une représentation X de Rep(Q), on définit le support de
X, noté supp(X), comme étant le sous-carquois plein de Q formé des sommets a de Q
pour lesquels X (a) f 0. Puisque Q n'a pas de cycles orientés et est fini par intervalle, on
voit que le support d'un objet injectif de 1 est un carquois ne contenant aucun chemin
infini à droite, qui, rappelons-le, est de la forme
O —>¦ O —>¦ O —> · ¦ ·
et contient un nombre fini de puits. Nous appelons un tel carquois fini à droite. Si
M E rep~(<3), alors on a un monomorphisme
avec IeI. Ainsi, supp(M) est un sous-carquois d'un carquois fini à droite. Par consé-
quent, il ne contient pas de chemins infinis à droite. Comme chaque puits de supp(Af)
donne lieu à un sous-module simple de /, on a que supp(M) contient un nombre fini de
puits. On voit alors que tout objet de rep~(Q) admet un support fini à droite. Dualement,
tout objet de rep+(Q) admet un support fini à gauche, c'est-à-dire un carquois avec un
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nombre fini de sources et aucun chemin infini à gauche, c'est-à-dire de la forme
• · · —> O —» O —> O
Nous montrons maintenant qu'une représentation est de dimension finie si et seulement
si elle est de présentation finie et de co-présentation finie.
Proposition 6.2.4. On a
rep6(Q) = rep+(Q)nrep-(Q).
Démonstration. Soit X une représentation de rep6(Q)· On montre d'abord que X G
rep+(Q). Soit ? la dimension de X. Si ? = 1, alors X est simple et puisque Q est
localement fini, on a que X est dans rep+(Q). Si ? > 1, on a une suite exacte courte
0-> Xi ^X-* X2 ^O
avec ??, X2 G vepb(Q) tels que la dimension de Xi est plus petite que n, i = 1,2. Par
récurrence, on obtient le résultat en utilisant le fait que rep+(Ç)) est stable pour les
extensions. De même, rep6(Q) Ç rep"(Q).
Maintenant, en utilisant la remarque précédente sur les supports, X G rep+ (Q) Hrep" (Q)
donne que supp(X) est fini à gauche et à droite. Le support de X n'admet donc aucun
chemin infini et a un nombre fini de sources et de puits. Puisque Q est fini par intervalle,
un tel carquois doit être fini. On a donc que X est de dimension finie. Cela montre que
rep+(Q)nrep-(Q) Ç rep6(Q). ' ?
Nous terminons cette section en construisant une équivalence de V vers X. Cette équiva-
lence nous sera utile dans la prochaine section, afin d'étudier les suites presque scindées.
Remarquons que A peut être considérée comme un A-module à droite unifère. On a un
foncteur Hom^(-, A) qui va de la catégorie de tous les modules à droite vers la catégorie
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de tous les modules à gauche. A priori, rien n'indique que Horru (M1A) avec M un A-
module unifère est unifère. Nous commençons avec le résultat suivant dans lequel on note
V la catégorie V mais pour le carquois Qop et Px la représentation projective associée à
? e Q0 de Qop.
Lemme 6.2.5. On a un fondeur EomA(-,A) : V ->· V qui est une anti- équivalence
telle que EomA(Px,A) = Px pour tout ? e Q0.
Démonstration. Soit ? G Q0. Pour y, ? e Q0, on note Q(y,z) l'ensemble des chemins de
y vers z. Le module unifère AA, en tant que représentation, est tel que
A(x) = 0 kQ(z, X)=Aex.
z€Qo
On a un isomorphisme fc-linéaire
f? : EomA{Px, A) -> Aex, f i-> f{ex).
Pour ? £ vl, on a <i>x(uf) = {uf){ex) = uf(ex) = ?f?{/). Par conséquent, f? est un
isomorphisme de A-modules à gauche. Comme Aex est unifère, on a que EomA(Px, A)
est unifère. On a donc montré que EomA(Px,A) = Px. De plus, pour y 6 Q0, on a
EomA(Px,Py) = Py(x) = kQ(y,x) et EomAo,{P'y,P'x) s* kQ°*(x,y) * kQ(y,x). Par
conséquent, EomA(-,A) induit un isomorphisme de fc-espaces vectoriels
EomA(PX, Py) -»· HomAop (Hom^(Py,A), HoIn4(Px, A)) .
Comme V est engendrée par les représentations Px et V est engendrée par les représen-
tations Pj, on a que Hom¿(— , A) induit une anti-équivalence de V vers X. D
Comme conséquence, on obtient la proposition suivante.
Proposition 6.2.6. Le joncteur ? = DQEomA(-,A) : V ->¦ T est une équivalence telle
que ? (Px) = Ix, pour ? e Q0-
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6.3 Suites presque scindées dans rep(Q)
Dans [6], il est démontré que si M est un module de présentation finie sur un anneau ?,
alors il existe une suite presque scindée se terminant en M. Dualement, si M est un mo-
dule de co-présentation finie sur ?, alors il existe une suite presque scindée commençant
en M. Nous étudions ces résultats d'existence pour la catégorie rep(Q) en donnant explici-
tement la construction de la translation t d'Auslander-Reiten. Cependant, nous utilisons
une approche différente de celle utilisée dans [6]. Nous utilisons .une version locale d'un ré-
sultat qui se trouve dans [27], pour montrer l'existence de la formule d'Auslander-Reiten.
Cela nous permettra ensuite de donner la construction de la translation r.
Dans [27], il est démontré que si C est une /c-catégorie abélienne, svelte et qui est Ext-finie,
alors l'existence des suites presque scindées dans C est reliée directement à une formule
dite d'Auslander-Reiten. Rappelons qu'il n'est pas nécessaire que C admette suffisam-
ment d'objets projectifs ou injectifs pour définir les groupes d'extension Ext1. Ils sont
définis en termes de classes d'équivalence de suites exactes. On peut définir le bifoncteur
Hom(— ,?) en prenant le bifoncteur Hom(— ,?) modulo les morphismes projectivement
triviaux. De même, Hom(— ,?) est défini dualement, en utilisant les morphismes injecti-
vement triviaux.
Maintenant, il est possible d'adapter la preuve présentée dans [27] en une version locale,
qui nous sera plus utile.
Théorème 6.3.1. Soit C une k-catégorie abélienne et svelte avec X, Y et Z des objets
fortement indécomposables.
(a) Supposons que Homc(i/, Y) et Ext¿(X, Í7) sont de dimension finie pour tout U dans
C. Si X n'est pas projectif, alors il existe une suite presque scindée
0->F -> E -> X -»0
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dans C si et seulement si l'on a un isomorphisme fonctoriel
Hômc(-, Y)^DExtlc(X, -)¦
(b) Supposons que HOrOc(Z, U) et Extc(U, X) sont de dimension finie pour tout U dans
C. Si X n'est pas injectif, alors il existe une suite presque scindée
0-+X->E'-^Z^0
dans C si et seulement si l'on a un isomorphisme fonctoriel
Home (Z, -)^DExt¿(-, X).
Démonstration. Nous montrons seulement (a). Pour la nécessité, la preuve de la propo-
sition 3.1 dans [27] peut facilement être adaptée à notre situation.
Pour la suffisance, nous adaptons substantiellement la preuve de la proposition 4.1 de
[27]. Supposons que X n'est pas projectif et que
Hômc(-, Y)^DExtc(X, -)·
La composition du morphisme fonctoriel
Homc(-,30->Höüc(-,y)
et de l'isomorphisme
F? : Hômc(-, Y)-^DEXtI(X, -)
donne, en vertu du lemme de Yoneda, un élément kx dans DExtc(X, Y) qui, rappelons-
le, est obtenu en prenant l'image de Iy-, c'est-à-dire que kx = F?(??-). Par conséquent
kx est nul si et seulement si Iy est nul, si et seulement si Eom(L,Y) = O pour tout
L G C, si et seulement si Extc(X,L) = O pour tout LeC. Selon la proposition 6.2.1,
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cela est le cas si et seulement si X est projectif, ce qui est impossible. Ainsi, on a que kx
est non nul. On a donc une application fc-linéaire kx : Ext¿(X, Y)-^k qui est non nulle.
Fixons un objet W de C. Si a G HOmC(W, Y) et ß e Ext¿(X, W), on note a ¦ ß l'élément
Extc(X, a) (ß). En utilisant le fonctorialité de F?, on a
kx (a ¦ ß) = VxÇW)(a ¦ ß) = F?(a)09)
où 57 note la classe de a dans Home (W, y). Maintenant, Endc(y) est une algèbre locale
de dimension finie sur k et donc, O f Endc(y) est aussi une algèbre locale de dimension
finie sur k, et donc de coiffe simple. L'isomorphisme ^x(Y) donne donc que Extc(X, Y)
a un socle simple en tant que Endc(y)-module à gauche. Soit' µ? f O un élément de ce
socle, représenté par la suite exacte
O^Y^E^X^O.
Nous montrons que µ? est presque scindée. Pour ce faire, nous devons montrer que
si / : y —> W n'est pas une section, alors ce morphisme se factorise par E. Il est
donc suffisant de montrer que la somme amalgamée de / et µ?, notée / · µ?, est nulle.
Cependant, si ß : W ->· Y, alors
yx(ß)(f ¦ µ?) = MOS/) · µ?) = mo) = o
puisque ßf est dans le radical de Endc(y), étant donné que / n'est pas une section. Si
f ¦ µ? f O, soit ? e DExtl(X, W) une application fc-linéaire qui ne s'annule pas sur
/ ¦ µ?. Comme F? est un isomorphisme, il existe ß G Homc(W,y) avec F?(ß) = ? et
donc, F?(ß)(/ -µ?) f O, une contradiction. Par conséquent, µ? est presque scindée. D
Nous voulons montrer que si X est une représentation indécomposable non projective de
rep+(Q), alors il existe une suite presque scindée se terminant en X dans rep(Q). En vertu
du théorème précédent, il est suffisant de trouver un module indécomposable tX dans
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rep~(<2) tel que l'isomorphisme du théorème 6.3.1 (a) soit vérifé. Les autres conditions
de (a) sont satisfaites en vertu du lemme 6.2.2. Construisons donc le module rX. La
construction est classique, mais nous la donnons tout de même par souci de complétude.
Soit X un objet indécomposable non projectif de rep+(Q) et supposons que / : Pi -»
P0 est une présentation projective minimale de X dans V. En particulier, / est un
monomorphisme dont l'image est contenue dans le radical de P0. Nous définissons rX
comme étant la représentation de rep"(Q) qui est le noyau de u(f). Comme / est un
monomorphisme, on obtient que Honu(/, A) est un monomorphisme et donc que u(f) =
DQRomA(f,A) est un épimorphisme. Comme / est un morphisme radiciel, on a que
EomA(f,A) est également radiciel de sorte que i/(f) s'annule sur le socle de 1/P1. Par
conséquent, u(f) est une co-présentation injective minimale de rX. Si la représentation
t? se décompose de façon non triviale, alors on obtient une décomposition de u(f) en
i/(/) = diag(/i, /2) : Ai ? /i2 -> /01 ? Iq2
de sorte que
/S* U-1U(J) -diagO^C/i), Z^(Z2))
se décompose également et on obtient ainsi une décomposition non triviale
X = coker(t/-1(/1)) ? coker(^-1(/2)),
ce qui contredit le fait que X est indécomposable. Cela montre que tX doit être indé-
composable. Comme cette représentation est dans rep~(Q), elle a une algèbre d'endo-
morphisme locale. Bien sûr, on a la construction duale t'? pour X G rep_(Q).
Cependant, on aimerait faire de t un foncteur de rep+(Ç>) vers rep~(Q). Remarquons
qu'avec les notations ci-haut, la suite exacte
O^ P1 ->· P0 -^X -^O
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donne lieu, en appliquant le foncteur EomA(—,A), à
0 -» RomA(X,A) -> HomA(P0, A) ->· ??p??(??,?) ->· Ext^pT,A) ->· 0.
Comme X est indécomposable non projectif, on a Homyi(X, A) = 0 de sorte que l'on a
0 -»· HomA(Po, A) -> HOm^(P1, A) -+ Ext\(X, A) -> 0.
Comme Hom¿(-P0,A) et HomA(.Pi,A) sont des Aop-modules unifères, Ext^(X, A) est
unifère. On a donc
O -)¦ D0EXt^(X, A) -> DQHonu(Pi, A) -> A,HomA(P0, A) -> O,
de sorte que t? = ?????^?,?). On pose alors
t = DqExÛÎ-, A) : rep+(Q) -> rep-(Q).
Avant de continuer l'investigation, nous avons besoin de ce lemme.
Lemme 6.3.2. Soient P EV et L G rep(Q). Alors on a un isomorphisme Hom^(P, L) =
D\iomA(L , ?P) qui est naturel en chaque variable.
Démonstration. Soit Px = exA un module projectif indécomposable. Alors
HomA(L,/x) = HomA(L, DQ(Aex))
^ HOmAOp(Ae^A3L)
=* ex [DqL)
= D(Lex)
^ DEomA(Px,L).
Le résultat demeure vrai si l'on remplace Px par une somme directe finie de modules
projectifs dans V . La fonctorialité est un exercice facile et suit de la fonctorialité de
chacun des isomorphismes. ' ?
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Nous avons vu précédemment que les catégories stables peuvent être définies en utilisant
les morphismes injectivement triviaux et projectivement triviaux. Puisque la catégorie
rep(Q) n'admet pas suffisamment d'objets injectifs et projectifs, nous devons considérer
ces morphismes. En fait, nous avons besoin des lemmes suivants.
Lemme 6.3.3. On a les résultats suivants.
(a) Si X e rep (Q) a un support qui ne contient pas de chemins infinis à droite, alors
il existe une enveloppe injective X —> I dans rep(Q).
(b) Si X e rep(Q) a un support qui ne contient pas de chemins infinis à gauche, alors
il existe une couverture projective P^-X dans rep(Q).
Démonstration. Nous montrons seulement (a), la preuve de (b) étant similaire. Soit X G
rep(Q) dont le support ne contient pas de chemins infinis à droite. On pose socpi) la
sous-représentation semi-simple de X telle que pour a E Qo,
soc(X)(a) = pj kerX(a).
a: a—¥b
Si X' est une sous-représentation de X, alors comme le support de X' ne contient pas de
chemins infinis à droite, il existe a G supp(X') qui est un puits. On a alors que X'(a) est
une sous-représentation de X' telle que X' (a) Çl'n soc(X) de sorte que soc(X) est un
sous-module essentiel de X. On peut écrire
BOC(X)=(BSx,
où Sx. est la représentation simple associée au sommet Xj de Q. On a alors un mono-
morphisme essentiel soc(X) ->· 0ieJ4r On affirme que la représentation / = 0jej43·
est dans rep(Q). Autrement, il existe b E Q0 tel que 1(b) est de dimension infinie. Ainsi,
il existe un sous-ensemble infini J' de J tel que pour j G J', il y a un chemin dans Q
de b vers Xj. Comme Q est localement fini et fini par intervalle, on obtient des chemins
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arbitrairement longs de b vers les Xj. Selon le lemme de König, on obtient un chemin
infini dans Q partant de b et qui se factorise par une infinité de Xj, j E J'. Cela contredit
le fait que le support de X ne contient pas de chemins infinis à droite. Comme le foncteur
Dq transforme les sommes directes en sommes directes et que Dq(I) est projectif, on a
bien que I est une représentation injective. On a donc une enveloppe injective
0 ->· soc(X) -> I
dans rep(Q) qui se prolonge en une enveloppe injective
O^ X -»· /.
D
Lemme 6.3.4. Soient L G rep(Q); X G rep+(Q) et Y E rep_(Q) avec X1Y indécompo-
sables. Alors on a
(a) HOm4(X1 L) = HomA(X, L) si et seulement si X n'est pas projectif,
(b) HoUIa(L, Y) = RomA(L,Y) si et seulement si Y n'est pas injectif.
Démonstration. Nous montrons seulement le deuxième cas, le premier cas étant similaire.
Soit I l'enveloppe injective de Y et posons S = Q\supp(7). Notons que S est stable pour
les successeurs. Soit
O -> Ls -> L -> L/Ly1 -> O
la suite exacte canonique où LE est la sous-représentation de L qui est la restriction de
L à S. Remarquons que puisque le support de L/Ls ne contient pas de chemins infinis à
droite, il existe une enveloppe injective
O -> L/LE -> I
dans rep(Q). Puisque la catégorie rep(Q) est héréditaire, on a un épimorphisme
EXtJ1(J, Ls) -> Ext^(L/Ls, Ls) -> O.
72
Par conséquent, il existe une extension ? e Ext¿(/, Ls) telle que on a le produit fibre
0 *¦ LE *¦ L *¦ L/Ls ^ 0
9
y
? ¦ 0 ** Ls »- V - 1 0
avec un monomorphisme g. Soit maintenant / un morphisme non nul dans Hom^L, Y).
Si / est injectivement trivial, cela signifie que EXtJ1(Z,/) = 0 pour toute représentation
Z de rep(Q). Donc, Ext\(L/L', /) = 0 de sorte que / se factorise par le monomorphisme
g : L -> V. Donc il existe h : L' ->· Y tel que / = hg. Puisque le support de L% est
contenu dans S et que le support de Y est disjoint de S, on vérifie que Ls est une sous-
représentation du noyau de h. Cela nous donne que h se factorise par I et donc on a un
morphisme non nul /' : / —>¦ Y. Puisque Y est indécomposable et que l'image de /' est
injective, on doit avoir que Y est injectif. La réciproque est triviale. ?
Proposition 6.3.5. Soient X G rep+((5) indécomposable et non projectif et t? la
représentation définie comme plus haut. Si L G rep(Q), alors on a un isomorphisme
RomA(L,rX) = DExt\(X, L) fonctoriel en chaque variable.
Démonstration. Soit
O^ P1 -> P0 ^ X -^O
une présentation projective minimale de X. La définition de t donne une suite exacte
0 -> t? -» UP1 -> vP0.
En appliquant le foncteur E.omA(L, — ), on obtient
0 -> UomA(L, tX) -> HomA(L, 1/P1) -> Hom¿(L, uP0).
Maintenant, en appliquant le foncteur DUomA(-,L) à la présentation projective de X,
on a
0 -» DExtA(X, L) ->¦ DROmA(P1, L) -> DRomA(P0, L).
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En vertu du lemme précédent, ces deux suites doivent être isomorphes. Par conséquent,
puisque rX n'est pas injectif, RomA(L,TX) = HomA(L,rX) = DExtA(X, L) naturelle-
ment. '-'
Le résultat dual est également vrai, avec une preuve duale. Maintenant, en utilisant le
théorème 6.3.1, on obtient le résultat suivant.
Théorème 6.3.6. Soit X un objet indécomposable dans rep(Q).
(a) Si X e rep+(Q) n'est pas projectif, alors rep(Q) admet une suite presque scindée
O^tX^E^X^O
avec t? G rep~(Ç>). De plus, E G rep~(<3) si et seulement si X E repb(Q).
(b) Si X e rep" (Q) n'est pas injectif, alors rep(Q) admet une suite presque scindée
0^?-^?-+t~?-+0
avec t~? G rep+(Q). De plus, E G rep+(Q) si et seulement si X G rep6(Ç>).
Démonstration. La deuxième partie est duale à la première. Il ne reste plus à démontrer
que la seconde partie de (a). Si X G rep6(Q) C rep"(Q), alors tX G rep_(Q) donne que E
est aussi dans rep"(Q) puisque rep"(Q) est stable pour les extensions. Réciproquement,
si E G rep"(Q), alors X G rep"(Q) en utilisant le fait que rep~(Ç>) est abélienne. On
conclut avec le lemme 6.2.4. ?
On a le théorème suivant
Proposition 6.3.7. Le joncteur t induit une équivalence
TZP+(Q)= Wp-(Q)
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Démonstration. Si X est projectif, alors t? = DQExt\(X,A) = 0 de sorte qu'avec le
lemme 6.3.4, on a bien que t induit un foncteur, noté aussi r, de rep+(Q) vers fêp ~ (Q) .
Si X E rep~(Q) est indécomposable non injectif et
0 *¦ X >¦ J0 *¦ h
est une co-présentation injective avec I0, h G ^, alors le conoyau Y de f~(/) est tel que
tY = X. Ceci montre que r est dense. Soient X, Y indécomposables non projectifs dans
rep+(Q). Puisque l'on a déjà montré, en vertu de la proposition 6.3.5, que
Horn^X Y) ^ DExt\ (Y, tX) = ????(t?, t?),
il suffit de montrer que r est fidèle. Soit / : X -> Y non nul. En prenant les résolutions
projectives minimales de X et Y, on obtient le diagramme
— P0
0 —-Qi —-Qo —^Y —^O
où t est obtenue en utilisant le fait que P0 est projectif et s par passage aux noyaux. On
a donc le diagramme
0 —^ HomA(P0, A) HOmA(P1 , A) - ExtA(X, A) ¦0
Hom(t,i4) E*ti(/,i4)Hom(s,A)
0 HomA(Qo, A) - HOnU(Qi, A) - ExtA(F, A) 0
et donc le diagramme
0 - t? —^ 1/(Po) K^i) * 0
rf "(*) "(ß)
0- - tF 1/(Qo) 1/(Qi) 0
Si r/ = 0, v(t) se factorise par f/(Pi) et donc que t se factorise par P1. Dans ce cas, on
obtient que / = 0. Cela montre que t est fidèle et donc une équivalence. ?
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Nous terminons cette section avec le résultat suivant.
Proposition 6.3.8. Soit Y G rep+(<5) indécomposable et de dimension infinie sur k, et
soit
une suite presque scindée dans rep(Q). Si E1 est un facteur direct de E, alors Ex est de
co-presentation finie si et seulement si E1 est de dimension finie sur k.
Démonstration. On peut écrire
On a ainsi que g\ est un morphisme irréductible de E1 vers Y. Supposons que E1 est
de co-présentation finie et que E1 est de dimension infinie sur k. Alors SUPp(E1I) doit
contenir un chemin infini à gauche. Supposons d'abord que C1 est un monomorphisme.
Puisqu'alors, supp(Y) contient supp(Ei), supp(Y) contient un chemin infini à gauche.
Ceci contredit le fait que Y est de présentation finie. Supposons maintenant que Q1 est
un épimorphisme. Comme supp(Y) est contenu dans supplì).et que Y est de dimension
infinie, cela implique que SUPp(E1I) contient un chemin infini à droite. Ceci contredit
le fait que E1 est de co-présentation finie. Cela montre la nécessité. La réciproque est
triviale. ?
6.4 L'existence de suites presque scindées dans rep+(Q)
Dans cette section, on donne des conditions nécessaires et suffisantes sur le carquois Q
pour que la condition suivante soit satisfaite.
Pour tout M e rep+(Q), t? G rep+(Q). (6.1)
76
On voit aisément que cette condition revient à dire que toute suite presque scindée de
rep(Q) se terminant avec un objet de rep+(Q) est une suite presque scindée dans rep+(Q).
On montre que (6.1) est équivalente à la condition affirmant que rep+(Q) a des suites
presque scindées à droite. Nous avons d'abord besoin de l'énoncé suivant.
Proposition 6.4.1. Soit 0 ->· X -^Y ->¦ Z ->¦ 0 une suite exacte courte dans rep(Q).
(a) Cette suite est presque scindée dans rep+(Q) si et seulement si elle est presque
scindée dans rep(Q) avec X E repb(Q).
(b) Cette suite est presque scindée dans rep"(Ç)) si et seulement si elle est presque
scindée dans rep(Q) avec Z G rep6(Q).
Démonstration. Nous montrons seulement la partie (a). Nous devons seulement montrer
la nécessité. Soit
0-> Z ^Y ^X -^O
une suite presque scindée de rep+(Q). Alors X n'est pas projectif dans rep+(<?). Par
conséquent, il existe une suite presque scindée
0-+Z'-ïY'-+X^0
dans rep(Q). Notons / : Y ->· X le morphisme minimal presque scindé à droite dans
rep+(Q) et g : Y1 -)· X le morphisme minimal presque scindé à droite dans rep(Q).
Comme, manifestement, / n'est pas une rétraction dans rep(Q), on obtient une factori-
sation / = gu où u : Y —> Y' .
Soit S? le support de Y et E2 le support de Y'. On note Q' le sous-carquois plein et convexe
de S2 engendré par les sommets de S2 qui sont des successeurs de sommets de S?. En
particulier, E1 ? E2 C Q'. De plus, comme tout sommet de Q' est un successeur d'un
sommet de S? et que S? est fini à gauche, Q' n'a pas de chemins infinis à gauche. Étant
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contenu dans l'intersection de E1 et E2, supp(X) est contenu dans Q'. Soit maintenant
Y" la restriction de la représentation Y' au carquois Q'. Puisque Q' est stable pour les
successeurs dans E2, Y" est une sous-représentation de Y'. On a une suite exacte courte
0 ->· Z" ->¦ Y" -> X -> 0
en prenant la restriction à Q' de la suite presque scindée de rep(Q) se terminant en X.
Supposons que supp(Z") = supp(Z') ? Q' contient un nombre infini de sommets {x¿}i>i.
Comme supp(Z') est fini à droite et donc possède un nombre fini de puits, on peut
supposer que parmi ces x¿, il y en a un nombre infini qui sont tous prédécesseurs d'un
même puits a dans supp(Z'). Soit {y¿}¿>i ces sommets. On obtient, pour i > 1, un chemin
Ui de yi vers a dans Q. Par définition de Q', les chemins w¿ sont dans Q'. Comme Q'
est localement fini, la longueur des chemins Ui n'est pas bornée. Par le lemme de König,
Q' doit contenir un chemin infini (qui est infini à gauche en fait) se terminant en a, ce
qui est une contradiction. Par conséquent, supp(Z") est fini ce qui donne que Z" est de
dimension finie sur k. Ainsi, Y" doit être de présentation finie.
Maintenant, soit g' : Y" -» X la restriction de g à Y" etu':Y^ Y" la co-restriction de
u à Y" D Im(w). On obtient une factorisation / = g'u' dans rep+(Q). Ainsi, çf est une
rétraction ou u' est une section. Notons i : Y" -> Y' l'inclusion. Si g' est une rétraction,
alors il existe s : X ->· Y" avec g' s = Ix, ce qui donne que gis = g' s = Ix et donc,
que g est une rétraction. Ceci est impossible puisque g est irréductible dans rep(Q).
Donc, u' : Y -> Y" doit être une section. Cela donne, en particulier, que iu' = u est un
monomorphisme. On a donc le diagramme
0 ^Z >-Y—f-^X ^O -
V U
0 >Z' *?'-^?—^o
qui est une somme amalgamée. On obtient donc un monomorphisme ? : Z —>¦ Z'. Le
support de Z' ne contient pas de chemins infinis à droite, ce qui donne que le support
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de Z ne contient pas de chemins infinis à droite. Donc, étant dans rep+(Q), Z est de
dimension finie sur k. La suite presque scindée commençant en Z dans rep(Q) doit être
dans rep+(Q) et donc une suite presque scindée dans rep+(Q). Par conséquent,
est une suite presque scindée dans rep(Q). ?
Maintenant, si Px, ? e Q0, est une représentation projective indécomposable, alors on
vérifie aisément que l'inclusion canonique rad(Px) -» Px est .minimale presque scindée
à droite. La preuve est identique au cas des algebres d'Artin. La dernière proposition
combinée avec cette observation montre que la condition (6.1) est équivalente à dire
que rep+(Q) a des suites presque scindées à droite. Maintenant, si la condition (6.1)
est vérifiée, alors pour toute représentation simple Sx, ? G Qo, on a que tSx est de
présentation finie et donc de dimension finie selon le lemme 6.2-4. Nous avons besoin de
deux lemmes techniques avant de présenter le théorème.
Lemme 6.4.2. Soit a G Q0 le but d'un chemin infini à gauche. S'il y a plus d'une flèche
commençant en a, alors rSa est de dimension infinie sur k.
Démonstration. Soient ß{ : a ->¦ a¿, i = 1,2, . . . ,r, les flèches commençant en a. La
présentation projective minimale de la représentation simple en a, Sa, est donnée par
r
0Fa1 -> Pa -> Sa -+ 0.
Le module rSa est le noyau du morphisme (qui est un épimorphisme)
r
(B ¡at ^ Ia-
i=l
Soit
• ¦ ¦ -> O2 ->¦ ?? —>¦ b0 = a
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un chemin infini à gauche dans Q. Supposons que r > 1. Pour tout nombre positif i, on
a
dimfc(r5e(6i)) = dimfe(©I=1/ai(6¿)) - dimfc(Ia(6¿)) > 0.
Par conséquent, on obtient que rSa est de dimension infinie. . ?
Lemme 6.4.3. Soit a G Qo le but d'un chemin infini à gauche. S'il existe une flèche
b -» a qui ne fait pas partie de ce chemin infini, alors rSb est de dimension infinie sur k.
Démonstration. La présentation projective minimale de la représentation simple en b, Sb,
est donnée par
Pa©P->Pb^Sb^0
avec P une représentation projective de V (qui peut être nulle). Maintenant, rSb est le
noyau de
Ia f I -> Ib
où I = ? [P)- H est évident que la restriction de ce morphisme à Ia a un noyau de
dimension infinie sur k. Cela donne le résultat voulu. ?
Un carquois est dit de type A00 si le graphe sous-jacent de ce carquois est de la forme
o — o — o — o — ···
et de type A~ si le graphe sous-jacent est de la forme
··· — o — o — o — o — ···
On a maintenant le théorème suivant.
Théorème 6.4.4. rep+(Q) a des suites presque scindées à droite si et seulement si Q
est l'un des carquois suivants,
(a) Q ne contient pas de chemins infinis à gauche,
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(b) Q est de type A00 ayant un unique puits,
(c) Q est de type A™ ayant ni puits ni sources.
Démonstration. Supposons que rep+(Q) ait des suites presque scindées à droite. On a
que la condition (6.1) est vérifiée. En vertu des deux.lemmes précédents, s'il existe un
chemin infini à gauche dans Q, chaque sommet de ce chemin a exactement un prédécesseur
immédiat dans Q et au plus un successeur immédiat dans Q. Ainsi, puisque Q est connexe,
il doit être de type A00 ou A~ avec toutes les flèches orientées dans la même direction.
Ceci montre la nécessité. Supposons maintenant que Q n'a pas de chemins infinis à
gauche. Alors rep"(Q) = rep6(Q). Cela donne que si X G rep+(Q) est indécomposable
non projectif, alors rX G rep6(Q) et le résultat suit. Si Q est comme dans (b) ou (c),
alors tout module non projectif X dans rep+(Q) est de dimension finie et est unisériel.
Soit ? = U1U2 ¦ · ¦ ?? le chemin de Q égal au support de X. Posons a = s (?) et b = t(u).
Soit ??+? : b ->¦ c l'unique flèche commençant en b. Une telle flèche existe puisque X n'est
pas projectif. Il est alors facile de vérifier que Pc -> Pa est une présentation projective
minimale de X de sorte que tX est le noyau de Ic ->· Ia. On obtient ainsi que tX est
unisériel de dimension finie de support ?2 ¦ ¦ · ????+? . ?
On énonce le résultat dual.
Théorème 6.4.5. rep~(Q) a des suites presque scindées à gauche si et seulement si Q
est l'un des carquois suivants.
(a) Q ne contient pas de chemins infinis à droite,
(b) Q est de tupe A00 ayant une unique source,
(c) Q est de type A^ ayant ni puits ni sources.
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Nous finissons avec le corollaire suivant.
Corollaire 6.4.6. On a les résultats suivants.
(a) rep+(Ç)) a des suites presque scindées si et seulement si Q n'a pas de chemins infinis
ou est de type A00 ayant un seul puits.
(b) rep"(Q) a des suites presque scindées si et seulement si Q n'a pas de chemins infinis
ou est de type A00 ayant une seule source.
Démonstration. Supposons que rep+(Ç>) ait des suites presque scindées. Soit X un module
indécomposable non injectif de rep+(Q). On a une suite presque scindée
0 -? X -> Y -? Z -» 0
dans rep+(Q). En vertu de la proposition 6.4.1, cette suite est presque scindée dans
rep(Q) et donc, X E repb(Q). Par conséquent, tout module indécomposable non injectif
de rep+(Q) est de dimension finie. Ainsi, si Q contient un chemin infini à droite, soit
a : a ->¦ b une flèche de ce chemin. Alors la représentation projective indécomposable Pb
est de dimension infinie. De plus, comme l'inclusion Pb ->¦ P0, n'est pas une section, Pb
n'est pas injectif. Ceci est une contradiction. Ainsi, Q ne contient pas de chemins infinis
à droite. Selon le théorème 6.4.4, Q ne contient pas de chemins infinis à gauche ou est de
type A00 avec un unique puits. Dans le premier cas, on obtient que Q ne contient pas de
chemins infinis. Réciproquement, si Q n'a pas de chemins infinis ou est de type A00 avec
un unique puits, il est facile de voir que rep+(Q) = rep6(<2) a des suites presque scindées.
La preuve de (b) est duale. O
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6.5 Structure des composantes du carquois d'Auslander-
Reiten de rep+(Q)
Dans [35], les catégories abéliennes héréditaires admettant un foncteur de Serre à droite
(c'est-à-dire qui admettent des suites presque scindées à droite) sont étudiées. Une clas-
sification des catégories noethériennes, héréditaires et abéliennes admettant un foncteur
de Serre est donnée. CM. Ringel a montré dans [37] une autre façon d'étudier ces caté-
gories lorsqu'ils ont des objets projectifs non nuls. La catégorie rep+(Ç>) est abélienne et
héréditaire mais pas nécessairement noethérienne. Ainsi, la description générale des com-
posantes du carquois d'Auslander-Reiten de rep+(Q) lorsque rep+(Q) admet des suites
presque scindées à droite n'est pas connue en dehors de cette thèse.
Dans cette section, on étudie la forme des composantes du carquois d'Auslander-Reiten
de la catégorie rep+(Q). Pour ce faire, nous supposons que la catégorie rep+(Ç)) admet
des suites presque scindées à droite. Par conséquent, on suppose que Q satisfait à l'une
des trois conditions du théorème 6.4.4. Rappelons les trois cas possibles :
(a) Q ne contient pas de chemins infinis à gauche,
(b) Q est de type A00 avec un unique puits,
(c) Q est de type A^ avec ni puits ni sources.
Si Q ne satisfait à aucune de ces conditions, le carquois d'Auslander-Reiten n'est pas
donné par les suites presque scindées. Il y a donc peu d'espoir d'obtenir une description
intéressante pour le carquois d'Auslander-Reiten. Notons que si Q satisfait à l'une des
trois conditions du théorème 6.4.4, alors si X G rep+(Q), la suite presque scindée se termi-
nant en X dans rep(Q) est une suite presque scindée dans rep+(Q) dont le premier terme
est dans repfc(Q). Ainsi, tX est de dimension finie. Soit maintenant X une représentation
de rep+(Q) et E -> X un morphisme minimal presque scindé à droite. Rappelons que
83
le module E détermine entièrement les flèches du carquois d 'Auslander-Reiten dont le
but est X ainsi que les valuations de ces flèches. Puisque k est algébriquement clos, les
valuations sont toutes symétriques. Nous commençons maintenant l'étude du carquois
d'Auslander-Reiten rrep+(Q) de rep+(Q). Pour cette fin, on considère d'abord un cadre
combinatoire plus général.
Soit (G, r) un carquois valué (localement fini) à translation avec translation r. La plupart
des définitions qui suivent se retrouvent dans [29] ou [36]. Pour un sommet ? de G, on
note x~ l'ensemble des prédécesseurs immédiats de ? et X+ l'ensemble de ses successeurs
immédiats. Si x~ = {i/1,2/2, · ¦ ¦ ,Vr] et (ci,di), 1 < i < r, sont les valuations des flèches
correspondantes, alors on dit que ? a un poids à gauche de X^=1 c?¿. Dualement, si
X+ = {zi, Z2, ¦ ¦ ¦ , zs} et (a¿, fe¿), 1 < i < s, sont les valuations des flèches correspondantes,
alors on dit que ? a un poids à droite de 5Z¿=i a»· On appelle / : F0 —> N* U {00} une
fonction additive sur G si, pour tout sommet non projectif ? E T0, on a
r r
f(x) + f(rx) = S HVi)di = S /^)e*
%=\ ¿=1
où on a, localement,
2/1
ei,/i (ci ,di)V2
XTX
Vt
On dit que / est stricte si, de plus, f(x) F f(y) lorsqu'il y a une flèche ? —>· y dans G
avec f(x) f oo. On dit que / est strictement monotone si, de plus, pour toute flèche
a : ? —> y dans G avec x,y non projectifs et f(x) < f(y), on a f(jx) < f(ry). Étant
donné un sous-carquois plein G" de G, on dit que / est croissante (ou décroissante) sur
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G' si f(x) < f(y) (ou f(x) > f{y), respectivement) lorsqu'il y a une flèche ? ->· y dans
G.
On dit qu'un sous-carquois ? du carquois à translation (G, r) est une section si ? est
convexe, connexe et contient exactement un sommet de chaque r-orbite de G. Maintenant,
on présente le lemme suivant. La preuve est inspirée de [29, lemme 2.4].
Lemme 6.5.1. Soit (G,t) un carquois à translation valué qui est stable à gauche avec
f une fonction additive strictement monotone. Soit ? une section de G qui satisfait aux
conditions suivantes,
(i) f(x) = oo pour tout sommet ? dans A,
(ii) f{rx) < oo pour tout sommet ? dans A,
(iii) Tout sommet ? dans A a un poids à gauche de un dans A.
Alors A est de type A00 avec un unique puits.
Démonstration. Supposons que a : ? -)· y est une flèche avec ? E G\? et y € ?. Si
t?? E ? pour un entier positif n, alors puisqu'il y a un chemin de t?? vers y qui passe
par x, on a que ? E A, car ? est convexe. Ceci est une contradiction. Puisque ? est une
section, il existe un entier positif et minimal ? tel que r~nx E ?. Puisque ? est convexe
et qu'il y a un chemin de y vers t~?? qui passe par t~?, on a que ? = 1. Donc t~? E A.
Selon la condition (ii), cela donne que ?{tt~?) = f(x) < oo = f(y). Maintenant, si
a : ? -» y est une flèche de ?, alors f(rx) > f(ry). Autrement, f(rx) < f(ry) < f{x)
et donc, puisque / est monotone,
• ¦ · < f(rnx)< f(rny) < f{rn-lx) <¦¦¦< f(rx) < f(ry)
ce qui est une contradiction puisque chaque terme de cette chaîne est fini. Ainsi, on
obtient que / est décroissante sur t?. Cela montre, en particulier, que ? n'a pas de
chemins infinis à droite.
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Supposons maintenant que x est un sommet de ? avec un poids à droite d'au moins deux
dans ?. Soient 3/1,3/2,···, Vr-, avec r > 2, les successeurs immédiats de x, en comptant les
multiplicités (selon les valuations des flèches dont la source est x). Soit u l'unique prédé-
cesseur immédiat de x dans ?. Puisque u G ?, Ty1 f u pour tout i. Selon l'observation
ci-dessus, / est décroissante sur t? et donc, J (tu) > J(tx). La condition J(tx) < J(u)
donne que J(t3x) < J(t2u). Maintenant, on a
f (T3X) + f (T2X) > f (T3V1) + f (T3V2) + f (T2U) (6.2)
puisque t3î/i, T3y2 et t2u sont trois prédécesseurs immédiats de t2?. On a aussi que
. f (T3Vi) + J(T2Vi) > J(T2X), ¿ = 1,2 (6.3)
et
J(T2U) + J(tu) > J(T2X). (6.4)
Finalement, on a aussi
J(T2X) + J(tx) > J(t%) + J(T2y2) + J(tu). (6.5)
En combinant ces inégalités, on obtient
J(t3x) + J(t2x) + J(t2x) + J(tx) > (J(T3V1) + J(T3y2) + J(t2u)) +
(J(T2Vi) + J(T2V2) + J(Tu))
= (J(T3Vi) + J(T2Vi)) + (J(T3V2) + J(T2V2)) +
(J(T2U) + J(TU))
> J(T2X) + J(T2X) + J(T2U) + J(TU)
ce qui donne
J(T3X) + J(TX) > J(T2U) + J(TU).
Mais cela est impossible puisque J(t3x) < J(t2u) et J(tx) < J (tu). Par conséquent, x
ne peut avoir un poids à droite supérieur à un dans ?. On a donc que tout sommet de
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? a un poids à gauche de un et un poids à droite d'au plus un dans ? et que ? n'a pas
de chemins infinis à droite. Ceci donne que ? est le carquois A00 avec un unique puits et
des valuations triviales. Cela termine la preuve. ?
Nous appliquons ce résultat à notre situation. Avant tout, nous avons besoin des deux
lemmes suivants. Le premier de ces lemmes peut être vu comme une généralisation de
l'énoncé correspondant pour les algebres héréditaires de dimension finie (voir [9, Corollaire
4.2]).
Lemme 6.5.2. Soient X, Y des représentations indécomposables non projectives dans
rep+(Q). Si g : X -^Y est un morphisme (ou monomorphisme) irréductible, alors tg est
un morphisme (ou monomorphisme, respectivement) irréductible.
Démonstration. Nous montrons d'abord que r préserve les monomorphismes. Soit g :
I^yun monomorphisme irréductible. Soit i : K -> t? le noyau du morphisme rg.
Puisque rep"(Q) est abélienne, on a que K e rep""(<2). De plus K n'a pas de facteurs
directs injectifs puisque rX n'est pas injectif. Cela donne un morphisme r~i : r~K -> X
tel que gr~i = 0. Cela donne que gr'i se factorise par un module projectif. Comme r~K
ne contient pas de facteur direct projectif, on doit avoir que gr~i = 0 et donc, r~i = 0
puisque g est un monomorphisme. Cela donne que i se factorise par un module injectif.
Comme K n'a pas de facteurs directs injectifs, on a i = 0 et donc K = O. Cela montre
que tg est un monomorphisme.
Maintenant, nous montrons que rg est irréductible si g : X -» Y est irréductible. Suppo-
sons que rg se factorise par une représentation Z dans rep+(Q) via rg = h2hi. Notons
que supp(Z) est un carquois fini à gauche et donc, a un nombre fini de sources et ne
contient pas de chemins infinis à gauche. Notons aussi que t? et t? sont de dimen-
sion finie et donc, ont un support fini. Soit Q' le sous-carquois plein de Q contenant
supp(rX ? t?), les successeurs immédiats de même que les prédécesseurs immédiats de
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ces sommets dans Q. Comme Q est localement fini et que supp(rX T t?) est fini, Q'
doit être fini. Soit Z' la restriction de Z à Q'. Remarquons que Z' est de dimension finie.
On a une factorisation induite de rg par Z' via rg = ßa où a est la restriction de Ji1
à Q' et ß la restriction de h2 & Q' ¦ Les morphismes a : t? ^- Z' et ß : Z' -^ t? sont
vus comme des morphismes de rep(Q). Maintenant, décomposons Z' = M ® I avec /
injectif et M ne contenant aucun facteur direct injectif. Comme t? n'est pas injectif et
que tg f 0, M f 0. Les morphismes a et ß se décomposent donc comme a = (a?,a2)t
et ß = (ß1,ß2)- On obtient alors T-(Z') = r_M 7^ 0 n'a pas de facteur direct non
nul qui soit projectif. Comme g = T~(Tg), on obtient que g se factorise par r~M selon
g = t~ß?t~a\. Puisque g est irréductible, on a que t~ß? est une rétraction ou t'oli est
une section. Remarquons qu'aucun de X, Y et r~M n'a de facteur direct non nul qui soit
projectif. Ainsi, si T^a1 est une section, alors Ct1 = t{t~a?) est une section. De même, si
t~ß? est une rétraction, alors ß? est une rétraction. Par conséquent, ß est une rétraction
ou a est une section. Supposons que ß est une rétraction. Soit ß' : t? ->· Z' tel que
ßß' = \t?. Selon le choix de Q', ß' peut être prolongé en un-morphisme ß" : t? -> Z
qui est tel que pour tout sommet a qui n'est pas dans supp(Z'), ß'? = 0. Cela donne que
h2ß" = lrY et donc que Zi2 est une rétraction. De même, on montre que si a est une
section, alors h\ est une section. C
Lemme 6.5.3. Il n'y a pas de cycles orientés dans le carquois d 'Auslander-Reiten de
rep+(Q).
Démonstration. Soit X1 -> X2 -» > Xn = Xi un tel cycle. Il est évident qu'un prédé-
cesseur d'un module de dimension finie doit aussi être de dimension finie. Par conséquent,
soit que tous les X¿ sont de dimension finie ou tous de dimension infinie. Considérons
le premier cas. Soit S un sous-carquois de Q qui est plein, connexe, fini et qui contient
le support de ©X¿. Le cycle plus haut est aussi un cycle dans le carquois d'Auslander-
Reiten de rep(E). Il est bien connu que dans ce cas, S doit être un carquois euclidien.
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Mais ceci est vrai peu importe le sous-carquois de Q qui est plein, connexe, fini et qui
contient le support de ©X¿. Ceci est une contradiction puisque Q est infini. Maintenant,
supposons que tous les modules Xi sont de dimension infinie. Si l'un des X¿ est projectif,
alors tous les modules du cycle doivent être projectifs, puisqu'un prédécesseur d'un mo-
dule projectif est projectif. Rappelons que RomA{PX, Py) est identifié naturellement avec
les combinaisons linéaires de chemins de y vers x. S'il existe un cycle orienté de modules
projectifs, cela donne donc un cycle orienté dans Q, ce qui est impossible. Ainsi, aucun
des Xi n'est projectif. On a donc un cycle tXx -» t?2 ->····->· rXn = TX1. On peut
alors utiliser la preuve du premier cas. ' ?
On dit qu'un objet indécomposable X de rep+(Q) est préprojectif s'il existe un entier
non négatif ? pour lequel rnX est projectif dans rep+(Q). On dit qu'une composante G de
rrep+(Q) est préprojective si tout sommet de G est préprojectif. Un objet indécomposable
X de rep+(Q) est préinjectif s'il existe un entier non négatif ? pour lequel r~nX est
isomorphe à un objet de X. On dit qu'une composante G est préinjective si tout sommet
de G est préinjectif.
Notons que dans la définition d'un objet préinjectif, nous avons spécifié explicitement
que t-"X doit non seulement être injectif mais de la forme Ix, ? G Qq. Ceci vient du fait
qu'il existe des objets indécomposables injectifs dans rep+(Q) qui ne sont pas de la forme
Ix pour ? G Q0. Par exemple, si Q est le carquois de type A00 avec une unique source
a, alors Pa est injectif indécomposable et non isomorphe à un objet de 1. Cependant,
tout objet projectif indécomposable de rep+(Q) est de la forme Px pour ? G Q0- Si X est
indécomposable dans rep+(Q) tel que tX n'est pas défini, alors X = Px pour un certain
sommet ? G Q0. Cependant, si X est une représentation indécomposable de rep+(Ç>) telle
que t~? n'est pas défini, alors ou bien X est de dimension infinie ou bien X est injective
de dimension finie dans 1. Rappelons qu'une telle représentation est dite quasi-injective.
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Les représentations indécomposables de X sont des cas particuliers de représentations
quasi-injectives.
On dit finalement qu'une composante G de rrep+(Q) est régulière si elle ne contient
pas de sommets dans VUl. Nous verrons que toute composante G de Tiep+(Q) est soit
préprojective, soit préinjective, soit régulière.
On commence par étudier les composantes régulières de GG??+(<3). On débute avec le lemme
suivant.
Lemme 6.5.4. Soit G une composante de GGß?+((3) et ? le sous-carquois plein qui satisfait
à l'une des deux conditions suivantes.
(a) ? consiste en toutes les représentations de dimension infinie de G,
(b) ? consiste en toutes les représentations injectives de 1 de T.
Alors A est stable pour les successeurs ainsi que les prédécesseurs quasi-injectifs.
Démonstration, (a) Supposons que ? est non vide. Soit X G ? de dimension infinie.
Soit a : X -» Y une flèche de G. Si Y est une représentation projective, alors, étant un
prédécesseur de Y, X est projective. Si X = Px et Y = Py, on obtient un chemin de
y vers x. Puisque Px est de dimension infinie, il existe un chemin infini partant de ? et
donc un chemin infini partant de y, ce qui donne que Py est de dimension infinie. Si Y
n'est pas projectif et de dimension finie, soit
une suite presque scindée avec Z de dimension finie. Ainsi, X est de dimension finie,
une contradiction. Soit ß : Y -> X avec X et Y des sommets quasi-injectifs et X G ?.
Si F £ ?, alors Y e 1 et est de dimension finie. Soit g : Y ->¦ X le morphisme
irréductible correspondant à ß. Alors 0 f Im(g) = F/ker(5) est injectif. Puisque X est
indécomposable, on a que X = lm(g) est injectif de dimension finie, une contradiction.
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(b) Soit X G ? une représentation de 1. Comme X G rep+(Q), X doit être de
dimension finie. Soit a : X ->· Y une flèche de G et / : X -»· y'le morphisme irréductible
correspondant. Alors 0 f Im(/) = X/ker(/) est injectif. Puisque y est indécomposable,
on a que y = Im(/) est injectif. Soit ß : Y -> X avec X et y des sommets quasi-injectifs
et X G ?. Si y g" ?, alors y est de dimension infinie, ce qui donne que X est de
dimension infinie en vertu de (a). Ceci est une contradiction. ?
On dit qu'une section d'un carquois à translation est à l'extrême droite (ou à l'extrême
gauche) si cette section ne consiste qu'en des sommets quasi-injectifs (ou projectifs,
respectivement) du carquois. Une telle section est nécessairement unique.
Lemme 6.5.5. Soit G une composante de TTep+{Q) et ? un sous-carquois plein et non
vide dont les sommets consistent en une famille de sommets quasi-injectifs de G qui est
stable pour les successeurs et stable pour les prédécesseurs quasi-injectifs. Alors ? est la
section à l'extrême droite de G.
Démonstration. Puisque ? est stable pour les successeurs, on a que ? est convexe. Nous
montrons que ? intersecte la r-orbite de tout sommet exactement une fois. Il est clair
que ? intersecte la. r-orbite de chaque sommet au plus une fois. Soit a : Y -> X une
flèche de G telle que la r-orbite de X intersecte ?. Il existe un entier non négatif ? tel
que t~?? G ?. On doit montrer qu'il existe un entier non négatif m tel que r~mY G ?.
Supposons qu'il existe un entier 0 < s < ? tel que t~? est un sommet quasi-injectif.
Comme un successeur d'un sommet quasi-injectif est quasi-injéctif, on obtient que r~sX
est un sommet quasi-injectif, une contradiction. Maintenant, si r~nY est un sommet
quasi-injectif, alors comme on a une flèche t'?? -> r~nX et que ? est stable pour les
prédécesseurs quasi-injectifs, on obtient que r~nY G ?. Si t~?? n'est pas quasi-injectif,
alors on a une flèche t~?? -)· t~?~?? ce qui donne que t~?~?? G ? puisque ? est
stable pour les successeurs. De même, on montre que si a : X ->· Y est une flèche de G
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telle que la r-orbite de X intersecte ?, alors la r-orbite de Y intersecte aussi ?. Comme
G est connexe, tout sommet de G est connecté à un sommet dont la r-orbite intersecte
?. Par récurrence, on obtient que la r-orbite de tout sommet intersecte ?. Cette preuve
montre aussi que ? est connexe. Q
Étant donné un carquois localement fini ?, on note ?? le carquois défini de la façon
suivante. On a (ZA)0 = Z ? ?0. Pour chaque flèche a : ? -> y de ? et chaque entier
n, on a une flèche an : (n,x) -»· (n,y) et une flèche a* : (n - l,y) -> (n,x). Pour tout
entier ? et tout sommet ? de A0, on pose t{?,?) = (? - I, ?). On note que r fait de
?? un carquois à translation qui est stable à gauche et à droite. De façons similaires, on
peut définir les carquois NA et N- A. Dans le premier cas, la translation r n'est défini
que pour les sommets de la forme (n,x) avec ? > 0 et ? 6 A0. On obtient que NA est
un carquois à translation qui est stable à droite. Dans le second cas, la translation r est
défini pour tous les sommets de N-A. On obtient que N-A est un carquois à translation
qui est stable à gauche.
Proposition 6.5.6. Soit X une représentation de dimension infinie à l'intérieur d'une
composante régulière T de rep+(Ç>). Alors G = N-A00 avec la section à l'extrême droite
de type A00 ayant seulement un puits. De plus, cette section contient toutes les représen-
tations de dimension infinie de T.
Démonstration. Soit
0-^tX-+E^X->0
la suite presque scindée se terminant en X. Comme tX est de dimension finie, E doit être
de dimension infinie. Comme E G rep+(Ç>), E se décompose en une somme directe finie
de représentations indécomposables de rep+(Q). Soient Y1, Y2, . . . , Yn ces facteurs directs
indécomposables, en comptant les multiplicités. Au moins un de ces facteurs directs est
de dimension infinie. Supposons que s telles représentations sont de dimension infinie.
92
Sans perdre de généralité, supposons que ce sont Yx, Y2, ¦¦¦ ,Y3. Notons /¿ : F¿ -* X le
morphisme irréductible correspondant, i = 1,2, ...,s. Supposons qu'il existe j tel que
/_,- est un monomorphisme. Soit g¡ : t? ->¦ Yj le morphisme irréductible correspondant.
Comme Yj est de dimension infinie, gó est un monomorphisme. Puisque r préserve les
monomorphismes, on obtient une chaîne de monomorphismes
-----------^ T2Yj *¦ T2X *¦ tYj * t?
avec toutes les représentations de dimension finie. Cela implique que rmX = 0 pour
un entier positif m. Ceci est une contradiction. Par conséquent, tous les /¿ sont des
épimorphismes. Maintenant, si s > 2, la suite exacte
0 -> t? -> EfY1 ? Fi -)· X ->· 0
donne lieu à un produit fibre
rX -SM
et donc, on a un épimorphisme de tX vers E/ Vi, lequel est de dimension infinie. Ceci
est une contradiction. Nous avons montré qu'exactement un facteur direct de E est de
dimension infinie. De plus, le morphisme irréductible correspondant est un épimorphisme.
Soit maintenant ? le sous-carquois plein de G qui contient tous les modules de dimension
infinie de rep+(Q). Selon les deux lemmes précédents, ? est une section. On veut alors
montrer que ? = A00 avec un unique puits. On a que (T, t), avec t la translation
d'Auslander-Reiten est un carquois à translation valué qui est stable à gauche. Comme
nous l'avons vu, toute représentation de ? a un poids à gauche de un dans ?. De plus, il
est clair que la fonction / = dimfc(-) est additive et stricte sur T. Finalement, la fonction
/ est strictement monotone selon le lemme 6.5.2. En utilisant le lemme 6.5.1, on obtient
que ? = A00 avec un seul puits. Comme G ne contient pas de cycles orientés et que ?
est une section à l'extrême droite, on obtient que G = N-? = N-A00. ?
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Maintenant, nous étudions les composantes régulières qui ne contiennent que des repré-
sentations de dimension finie.
Proposition 6.5.7. Supposons que G est une composante régulière de rrep+(Q) contenant
seulement des représentations de dimension finie. Alors G = ZA00.
Démonstration. Notons que puisque toutes les représentations de G sont de dimension
finie, le carquois (G, r) avec r la translation d'Auslander-Reiten est un carquois valué
à translation qui est stable à gauche et à droite. La fonction / = dimfc(— ) est additive
et son image est dans N*. Comme G est stable et que r préserve les monomorphismes,
on a que / est strictement monotone. Puisque G ne contient pas de cycles orientés, la
proposition de [36] donne que G = ?? avec ? = A00 ou ? un carquois fini. On montre
que le deuxième cas est impossible. Supposons que ? est fini. On a que ? est une section
finie de G. Soit U le sous-carquois plein de G contenant les sommets de ? U t? U t~?.
Alors U est convexe puisque ? est une section. Soit S un sous-carquois fini et connexe de
Q qui contient le support de toutes les représentations de U et contient plus de sommets
que ?. Un tel carquois existe puisque Q est infini. Il est facile de vérifier que toute
suite presque scindée dans U est également une suite presque scindée de rep(E). Par
conséquent, U est un sous-carquois à translation plein et convexe de rrep(s). Maintenant,
soit G" la composante de rrep(s) qui contient ?. On a que ? est connexe, convexe et
intersecte la r-orbite de tout sommet de G" au plus une fois. De plus, ? satisfait à la
condition SA de [30, section 3.1], c'est-à-dire la condition
(S4) Soit ? —» y une flèche de G". Si ? G ?, alors y ou ry est dans ?. Si y G ?, alors ?
ou t~? est dans ?.
Pour montrer que ? est une section de G", on doit montrer que ? intersecte la r-orbite de
tout sommet de G" exactement une fois. Supposons le contraire. Soit ? un sommet de G"
dont la r-orbite n'intersecte pas ?. Soit ? une marche finie de G reliant ? et ?. Sans perte
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de généralité, on peut supposer que tous les sommets de ? autres que ? ont une r-orbite
qui intersecte ?. En particulier, il existe une flèche a de G qui relie ? et y telle que la
T-orbite de y intersecte ?. Soit ? un entier tel que rny G ?. Supposons que a : ? -> y. Si
? est positif, on a une flèche a1 : rny ->· r""1^ La condition 54 nous permet d'affirmer
que t?~?? ou rnx est dans ?. Si ? est négatif, alors on a une flèche a' : t?? -» rny.
La condition 54 nous permet d'affirmer que r"x ou rn_1x est dans ?. Dans les deux
cas, on obtient que la r-orbite de ? intersecte ?, une contradiction. De même, le cas
où a : y -» ? mène également à une contradiction. Ainsi, ? est une section de G". Une
section finie d'une composante du carquois d'Auslander-Reiten d'une algèbre héréditaire
de dimension finie est nécessairement à l'intérieur d'une composante préprojective ou
préinjective, donc une composante de la forme ?S?? ou ?tS??. Puisque ? est une
section, les graphes sous-jacents à ? et S sont les mêmes, ce qui est une contradiction
puisque S a plus de sommets que ?. D
Il reste maintenant à regarder les composantes qui contiennent des représentations injec-
tives de X ou des représentations projectives de V. Nous avons d'abord besoin du lemme
suivant.
Lemme 6.5.8. Soit M une représentation indécomposable de dimension finie et de sup-
port S. Soit ? un successeur immédiat de S dans Q qui n'est pas dans S et y un prédé-
cesseur immédiat de S dans Q qui n'est pas dans S. On a les énoncés suivants :
(a) ? E supp(t?);
(b) y e supp(r-M),
(c) supp(rM) f S.
Démonstration. Comme S n'est pas stable pour les successeurs, M n'est pas projectif.
Soit / : E ->· M le morphisme minimal presque scindé à droite se terminant en M. Soient
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a : ? -> ? une flèche avec ? G S et Mx la représentation telle que pour itSQo,
ÍM(i¿) siu e S,
M(?) siu = x,
0 sinon.
et pour ß € Qi,
??(ß) si /3 : w ->¦ ? avec u, ?.€ S,
Id si /3 = a,
0 sinon.
Soit g : Mx ^- M le morphisme de représentations tel que, pour u e Q0, gu = Id si
? ^ ? et 5? = 0. Il est évident que g n'est pas une rétraction. Par conséquent, il existe
un morphisme h : Mx -> E tel que g = fh. Si hx = 0, alors le morphisme h induit un
morphisme h' : M -* E avec 1M = fh', ce qui est une contradiction. Ainsi, hx f 0, ce
qui signifie que ? € supp(E). Puisque ? £ supp(M), on a que ? G supp(rM). (b) est dual
à (a).
Maintenant, supposons que supp(rX) = S. Selon (o), cela implique que S ne possède
pas de successeurs immédiats. Puisque t' {tM) = M est également de support S, on
trouve, en vertu de (6), que S ne possède pas de prédécesseurs immédiats. Ainsi S = Q,
ce qui est absurde puisque Q est infini. Cela prouve (c). ?
Pour toute flèche a : a -» b de Q, on introduit son inverse formel noté a-1 de source b et
de but a. Une marche finie (ou simplement marche, s'il n'y a pas de risque de confusion)
dans un carquois Q est une suite finie ? = ???2 ...?? telle que pour 1 < i < ?, w¿ est
une flèche ou l'inverse formel d'une flèche et pour 2 < i < ?, la source de ?? est égale au
but de Wi-i. On dit que la marche ? est réduite si pour 2 < i < ?, w¿ n'est pas l'inverse
de w¿_i.
Une marche infinie dans Q est une suite infinie ???2··· dans laquelle, pour p > 1,
UJ1U2 ...?? est une marche finie. Si ? est une marche (finie ou infinie) de Q telle que
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les sources de ses composantes w¿ sont deux à deux différentes, alors ? est appelée une
marche acyclique. Si, en plus, ? est telle que tous les ?? sont des flèches sauf peut-être
un nombre fini, alors ? est appelée une marche acyclique quasi-dirigée. Notons que
toute marche acyclique finie est acyclique quasi-dirigée. Par contre, une.marche acyclique
infinie quasi-dirigée u = U1U2 ¦·· est telle qu'il existe un entier positif ? tel que ?, est
une flèche pour tout i > ?. Notons que puisque Q est connexe et infini, tout sommet de
Q est la source d'une marche acyclique infinie. Si S est un sous-carquois de Q et u est
une marche acyclique telle que l'intersection de S et ? consiste seulement en le point de
départ de u, alors on appelle ? une marche S-acyclique. Remarquons finalement que
si S est un sous-carquois fini de Q et que u = Wi^2 · · ¦ est une marche acyclique infinie,
alors il existe un entier positif ? tel que ????+1 ¦¦¦ est disjointe de S. Ces définitions
nous permettent d'énoncer le lemme suivant.
Lemme 6.5.9. Soient X une représentation indécomposable de dimension finie et de
support S et u = U1U2 ¦ ¦ ¦ une marche ?-acyclique infinie.
(a) Si U1 est une flèche, alors
u ? supp(rnX) f ? ? supp(rmX) f 0 si m>n>0.
En particulier, X est stable à gauche et n'est pas préprojectif.
(b) Si U1 est l'inverse d'une flèche et si r~nX n'est pas de dimension infinie pour n>\,
alors
? ? supp(rnX) f u D supp(rmX) f 0 si m<n<0.
En particulier, X est stable à droite et n'est pas préinjectif.
(c) Si ? est acyclique quasi-dirigée et U1 est l'inverse d'une flèche, alors il existe un
entier positif ? tel que t~?? est de dimension infinie.
Démonstration, (a) Supposons que pour i > 1, la source de Ui est notée i. Pour chaque
entier n, posons i» = 0 si u est disjoint de supp(r"X) et, .autrement, in est l'entier
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maximal tel que in G supp(rnM). Un tel entier existe puisque t?? est de dimension
finie pour tout n. En vertu du lemme précédent, on a que 2 E supp(rX) de sorte que
il > 1 = i0. Nous montrons, par récurrence, que in > in-\ pour ? > 1. Supposons
que ? > 1 est tel que ¿„ > in-i- Si cj,„ est une flèche, le lemme 6.5.8 nous donne que
¿„ + 1 e supp(rn+1M) de sorte que ??+? > in. Si U1 est l'inverse d'une flèche, alors
in + 1 E supp(r_1TnM) = supp(rn_1M), une contradiction du fait que in-\ < in. On a
donc bien que in > in-\ pour ? > 1 et cela prouve (a).
(b) La preuve de ce cas est duale à celle de (a).
(c) Supposons donc que ?? est l'inverse d'une flèche et que ? est acyclique quasi-dirigée.
Supposons, au contraire, que pour ? > 1, t""? n'est pas de dimension infinie pour
? > 1. Pour chaque entier non négatif n, posons Zn = 0 si ? est disjoint de supp(r~"X)
et, autrement, in est l'entier maximal tel que in G supp(-r~"M). Comme dans le cas
précédent, on obtient que {in}n>i est une suite croissante. Par conséquent, il existe un
entier minimal m tel que im est un sommet du chemin infini à droite de ?. Comme uim
est une flèche, on a que ¿m+l£ supp(rr-mX) = supp(r_(m"1)X), ce qui contredit
la minimalité de m. Ainsi, il existe un entier positif ? tel que r~nX est de dimension
infinie. · ?
Ce lemme nous permet d'obtenir le résultat suivant.
Proposition 6.5.10. Une composante G du carquois d'Auslander-Reiten rrep+(Q) ne peut
contenir à la fois une représentation injective de X et une représentation projective.
Démonstration. Supposons le contraire. Soit ? le sous-carquois plein de G qui contient
tous les sommets qui correspondent à des représentations de 1. Alors ? est une section à
l'extrême droite. Par conséquent, s'il existe YeV dans G, alors il existe un entier positif
? tel que r~nY e ?. On obtient donc une r-orbite finie dans G. Par contre, si S note le
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support de t~?? G X, alors, puisque S est fini et est stable pour les prédécesseurs, il existe
une marche S-acyclique infinie ? = ???2 · ¦ ¦ telle que ?? est une flèche. Cela implique,
en vertu du lemme 6.5.9 (a), que t~?? est stable à gauche, une contradiction. D
Dans les énoncés qui suivent, on note, par abus de notation, Q°v le carquois obtenu à
partir de Qop en remplaçant les flèches multiples par les valuations symétriques corres-
pondantes.
Proposition 6.5.11. Soit G une composante de rrep+(Q) contenant une représentation
injective de T. Alors G = N~Qop. De plus, G est préinjective et admet une section à
l'extrême droite qui contient toutes les représentations de 1.
Démonstration. Comme dans le cas d'une algèbre de dimension finie, il est facile de
vérifier que lorsque I est injective et indécomposable dans 1, alors i" -» J/soc(J) est un
morphisme minimal presque scindé à gauche. Maintenant, tout facteur direct de I/soc (I)
est injectif, puisque rep+(Q) est héréditaire. Si I = Ix, alors J/soc(I) = ®IXi où les x< sont
tous les prédécesseurs immédiats de x dans Q, en comptant les multiplicités. En utilisant
le fait qu'une base de Rom(Ix,IXi) correspond à l'ensemble des chemins de Xi vers x, on
obtient qu'une base de Irr(4, IXi) correspond aux flèches de x, vers x. Par conséquent, les
morphismes irréductibles commençant en une représentation injective de 1 sont donnés
par le carquois Qop (où l'on a remplacé les flèches multiples par la valuation symétrique
correspondante). Soit ? le sous-carquois plein de G qui contient tous les sommets de
X. Selon les lemmes 6.5.4 et 6.5.5, ? = Qop est une section de G. Puisqu'il n'y a pas
de cycles orientés dans G et que tout sommet de ? est stable à gauche, on obtient que
r = N-Qop. D
Étant donné le carquois Q, construisons un nouveau carquois noté G? comme suit. Consi-
dérons d'abord le carquois NQ op, dans lequel les flèches multiples sont remplacées par
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les valuations symétriques correspondantes. À chaque sommet projectif u (qui est de la
forme (0, x) avec x G Q0), on associe un élément f(u) dans N* U {oo}. C'est le nombre de
chemins commençant en ? dans Q (ce qui correspond à la dimension de Px). Maintenant,
si u -> ? est une flèche dans NQop avec f(u) = oo, alors on pose f(v) = oo. Si u est un
sommet de NQ op et V1, v2, · . · , vr sont tous les successeurs immédiats de u (en comptant
les multiplicités) dans NQ op et que /(u,) < oo pour tout i, alors on pose
T
/(r-u) = S /(«0 -/(«)¦
i=l
Lemme 6.5.12. On peut définir uniquement une fonction additive f : NQ op -> N*U{oo}
qui respecte les propriétés ci-haut.
Démonstration. Si u = (l,x) avec ? G Q0, alors on a deux cas. Soit il existe un chemin
infini à gauche dans r~Qop se terminant en (l,x) dans lequel cas /((0,x)) est infini et
donc, /((l,x)) doit également être infini. Soit il n'existe pas de chemins infinis à gauche
se terminant en (l,x) dans t~Q°p. Dans ce cas, soit nx la longueur du chemin le plus
long se terminant en (1, x) dans t~Q°p. Un tel chemin maximal existe car autrement, en
' vertu du lemme de König, on obtient un chemin infini à gauche se terminant en (l,x)
dans T~Qop. On procède par récurrence sur nx. Si nx = 0, tout prédécesseur de (1, x) est
dans Qop et on peut définir /((l,x)). Supposons que nx > 0. Alors tout prédécesseur de
(l,x) dans NQop est soit dans Qop ou soit de la forme (l,y) avec ny < nx. Cela montre
que l'on peut définir /((l,x)) et donc définir /(«) pour tout w G r"Qop. En appliquant
cette règle récursivement, on obtient une unique fonction additive / : NQ op -> N* U {oo}
qui respecte les propriétés que l'on vient de mentionner. . ?
On définit le carquois G? comme étant le sous-carquois plein de NQ op des sommets u
tels que f{ru) < oo ou u est un sommet projectif. On a le résultat suivant.
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Proposition 6.5.13. Soit G une composante du carquois d 'Auslander-Reiten de rep+(Q)
contenant une représentation projective de rep+(Q). Alors T = TP. De plus, G est pré-
projective et admet une section à l'extrême gauche qui contient toutes les représentations
de V.
Démonstration. Comme dans la preuve de la proposition 6.5.11, on obtient que les re-
présentations de V forment une section à l'extrême gauche de G qui est donnée par le
carquois Qop, dans lequel on a remplacé les flèches multiples par les valuations symé-
triques correspondantes. Dans ce cas, on a que G est un sous-carquois plein de NQop. La
seule différence avec la preuve du cas de la composante préinjective étant que ce carquois
G n'est pas nécessairement stable à droite puisque pour X projectif, il est possible que
r~nX avec ? > 0 soit de dimension infinie et donc que t~?~?? ne soit pas défini dans
rrep+(Q). La fonction g = dimfc est additive sur G. On a g(u) = f(u) lorsque u est un
sommet projectif de NQ op. De plus, si u -»· ? est une flèche de G telle que g(u) = oo,
alors on doit avoir g (?) = oo. Par conséquent f et g coïncident sur G. Il est clair que G
est le sous-carquois' plein de NQ op des sommets u tels que g (tu) < oo ou u est projectif.
Cela achève la preuve. ^
On a le corollaire suivant qui nous donne un peu plus d'information sur la composante
préprojective G?.
Corollaire 6.5.14. On a deux cas possibles.
(a) Si Q n'a pas de chemins infinis à droite, alors TP = NQ op.
(b) Sinon, GP contient une section à l'extrême droite qui contient toutes les représen-
tations de dimension infinie de TP. En particulier, toute t-orbite de G? est finie.
Démonstration. On remarque que si Q n'a pas de chemins infinis à droite, alors f(u) < oo
pour tout sommet projectif de NQ op. On obtient donc, en regardant la construction dans
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la preuve du lemme 6.5.12, que f(u) < oo pour tout sommet de u de NQop, ce qui donne
que Tp = NQ op. Si TP contient une représentation de dimension infinie, alors soit ? le
sous-carquois plein de G? qui contient toutes les représentations de dimension infinie. On
a vu que ? est une section à l'extrême droite de Tp. Comme on a aussi une section à
l'extrême gauche, soit Qop, toute r-orbite doit être de longueur finie. ?
Remarquons que si Q est comme dans les cas (6) et (c) du théorème 6.4.4, alors 1 est
vide. Si Q est comme dans le cas (a) de ce théorème, c'est-à-dire si Q n'a pas de chemins
infinis à gauche, alors 1 est non vide.
Corollaire 6.5.15. Les composantes de rrep+(Q) sont les suivantes.
(a) Une composante préinjective N~Qop si 1 est non vide,
(b) De possibles composantes régulières de type ZA00,
(c) De possibles composantes régulières de type N-A00,
(d) Une composante préprojective TP définie plus haut.
Corollaire 6.5.16. Supposons que Q ne contient pas de chemins infinis. Alors les com-
posantes de rrep+(Q) sont les suivantes.
(a) Une composante préinjective N~Qop,
(b) De possibles composantes régulières de type ZA00,
(c) Une composante préprojective de type NQ op.
Démonstration. Si Q ne contient pas de chemins infinis, alors rep+(Q) = rep (Q) et
il n'y a pas de composantes de la forme N-A00. De plus, dans ce cas, on a vu que
Tp = NQop. D
Exemples 6.5.17. (a) Soit le carquois suivant
o<—o<— o—»o—>· o —>· · · · .
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Un calcul direct donne que la composante TP est la suivante :'
O O
Dans ce cas, on peut montrer qu'il n'y a pas de composantes de type N A00 ni de com-
posantes de type ZA00. Cela sera discuté dans une section ultérieure.
(b) Considérons maintenant le carquois
¦¦¦ < 2< l«-0-*l-+2->···· .
Toute représentation projective indécomposable de V est de dimension infinie. Par consé-
quent, la composante préprojective TP de ce carquois correspond aux représentations pro-
jectives, c'est-à-dire Qop = Q. Cette composante ne contient donc aucune suite presque
scindée. Considérons les représentations M1 = P0/Pi et M2 = P0/P-1· On a
Mi = ---<-fc«-fc<-fc->-0->0-»····
et
avec toutes les applications linéaires l'application identité. Un exercice facile donne que
riMj F O pour j = 1, 2 et i > O. Ceci signifie que ces deux représentations sont dans des
composantes de type N-A00. On verra dans une section ultérieure que dans ce cas, on a
deux composantes de type N-A00 et aucune composante de type-ZA^. Les représentations
Mi et M2 sont dans des composantes régulières différentes.
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On dit qu'une représentation indécomposable M de rep+(Q) est régulière si cette re-
présentation n'est ni préinjective ni préprojective. Cela signifie que rmM est défini pour
tout entier positif m et que, ou bien r~mM est défini pour tout entier positif m, ou bien
il existe un entier non-négatif ? tel que r~nM est de dimension infinie. Pour conclure
cette section, on donne une condition suffisante sur Q pour que toutes les composantes
régulières soient de type N-A00.
Proposition 6.5.18. Supposons que Q est tel que toute marche acyclique infinie est
quasi- dirigée. Alors toute composante régulière de rrep+(Q) est de type N-A00.
Démonstration. Soit X une représentation indécomposable régulière de dimension finie. Il
est suffisant de montrer qu'il existe un entier positif ? pour lequel t~?? est de dimension
infinie. Soit O le support de X. Soit S' le sous-carquois plein de Q contenant les sommets
y avec
(1) y¿n,
(2) Il existe une marche O-acyclique ?? = ???2 ---0Jr se terminant en y telle qu'il n'y
a pas de marche O-acyclique infinie commençant avec ?{ .
On prétend que S' est fini. Sinon, puisque Q est localement fini et que O est fini, il
existe une famille infinie {xì}ì>i de sommets de S' et un élément a (qui est une flèche ou
l'inverse d'une flèche) tels que pour i > 1, uXi commence avec a. De plus, il n'y a pas de
marche O-acyclique infinie commençant avec a. Or, comme la famille {xí}í>i est infinie,
le lemme de König nous donne justement une marche O-acyclique infinie commençant
avec a, une contradiction. Maintenant, posons S = O U S'. Soit a : u ->· ? avec u E S et
? <£ S. Si u ? O, alors la définition de S' nous donne que a est la première flèche d'une
marche O-acyclique infinie. Si u g O, alors «£?. Par conséquent, il existe une marche
O-acyclique uu = UJ1 ¦ ¦ ¦ ur se terminant en u telle que U1 n'est pas le premier élément
d'une marche O-acyclique infinie. Notons que pour 1 < i < r\ le but de Ui est dans S'.
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Ainsi, U1 ¦ ¦ ¦ ura est une marche O-acyclique se terminant en ? telle qu'il n'y a pas de
marche O-acyclique infinie commençant en U1. Cela signifie que ? E S, une contradiction.
Cela montre que si a : u -»¦ ? est une flèche avec u G S et ? <£ S, alors u 6 O et il y a
une marche O-acyclique infinie commençant en a. De même, toute flèche a : ? ->¦ m avec
? € S et w ^ S est telle que ? G O et il existe une marche O-acyclique infinie commençant
en a~l .
On prétend que l'on peut se restreindre au cas où pour i > 1, le support de r_ïX est
contenu dans S. Supposons donc qu'il existe un entier positif i tel que le support de t'??
n'est pas contenu dans S. Soit u un sommet du support de r~lX qui n'est pas dans S. Il
existe une marche S-acyclique ? = pipi ¦ ¦ ¦ pn qui relie S et u. Selon ce qui a été montré,
la dernière marche est une marche O-acyclique et il existe une marche O-acyclique infinie
s = CT1(J2 ¦ ¦ ¦ avec s? = p\. Notons qu'aucun des buts des s{ n!est dans S. Ainsi,
est une marche infinie disjointe de S et commence en un sommet du support de t~%?.
Si nécessaire, on peut réduire la marche ? en une marche supp(r_îX)-acyclique infinie
µ = µ?µ?µ? ¦¦¦ qui est disjointe de S. Si µ? est l'inverse d'une flèche, alors le lemme
6.5.9 et le fait que µ est quasi-dirigée donnent le résultat. Sinon, µ? est une flèche et
pour j > 0, su-p-p(r~i+jX) contient un sommet de µ. En particulier, O = supp(r"î+îX)
contient un sommet de µ, une contradiction. Par conséquent, on a montré que l'on peut
supposer que supp(r"'X) est non-vide et est contenu dans S pour tout entier positif i.
Soit s le nombre de sommets dans S. Le nombre de sous-carquois pleins de S est t = 2S .
Soit Y = T^-1X. Selon le lemme 6.5.9, il existe une direction dans la r-orbite de Y
telle que toutes les représentations ont des supports deux à deux différents. Ainsi, pour
0 < i < t + 1, ou bien les suppfVF) C S sont deux à deux différents ou bien les
supp(r""*F) Ç S sont deux à deux différents. Ceci est une contradiction. ?
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6.6 Les carquois de type Dynkin infini
Dans cette section, nous étudions les cas où le graphe sous-jacent de Q est de type
Dynkin infini. On montre que le nombre de composante régulières (toutes de type ZA00
ou N-A00) est fini.
Un carquois Q dont le graphe sous-jacent est de type A00, D00 ou A~, c'est-à-dire que le
graphe sous-jacent de Q est respectivement l'un des graphes suivants
( A,OO
V OO .^oo ·
O — O — O — O -
O — O — O — O
O
O — O — O — O
est dit de type Dynkin infini.
Avant de commencer l'étude des représentations de tels carquois, nous avons besoin de
la notion de foncteur de réflexion. Cela sera utile pour étudier les représentations des
carquois de type D00. Les foncteurs de réflexion sont bien connus pour les carquois finis
depuis Bernstein, Gelfand et Ponomarev dans [13]. Nous avons cependant besoin de
certains résultats reliés à ces foncteurs mais lorsque Q est infini et localement fini. Soit Q
un carquois localement fini et a un puits dans ce carquois. On note Qa le carquois obtenu
à partir de Q en renversant l'orientation de toutes les flèches dont le but est a. On peut
définir un foncteur de réflexion
S+ : rep(Q) -+ rep(Qa),
comme suit. Soit on : a¿ ->¦ a, 1 < i < r, la liste complète des flèches se terminant en a.
Si M = (M(x), M(a))x&Q0,a€Q1 est dans rep(Q), alors on pose, pour ? G Q0,
¿a KMW) - ? ker(M(ai) ¦ · · M(ar)) si i = a.
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et, pour a E Qi,
M (a) si a : u —ï ? avec ? f a,
a ? ' ? ' ? p¿ ? g si a : a, —>¦ a.
où q est l'inclusion canonique S+M(a) -> ®rj=1M(dj) et p¿ est la projection canonique
®T-=lM(a.j) -> M(Oi) = <S+(M)(a¿). Maintenant, si / : M -> iV est un morphisme avec
iV = (JV(x), Ar(a))xeQo,ae0l, alors on pose, pour ? G Q0,
/„ si ? f a,«S« C/% ì ¿/ si v = a
où /à est l'unique application fc-linéaire qui fait commuter le diagramme suivant.
0 — St(M)(a) — ®UM<k) mai)) > M(a)
= l/("0 /(a)
0 — 5+(?G)(a) * 0l=1iV(a¿) {?(a?) , N(a)
Une vérification facile nous permet d'affirmer que S+ est bien un foncteur. On a aussi le
foncteur
S~ : rep(g„) -»· rep(Q),
qui est défini d'une façon duale. Maintenant, selon [4, théorème 5.3], on sait que si Q
est un carquois fini dans lequel a est un puits, alors 5+ et S~ induisent des équivalences
quasi-inverses de rep(Q)/add(5a) vers rep(Qa)/add(5a), où add(5a) est la sous-catégorie
pleine de rep(Q) de toutes les sommes directes finies de Sa, Sa étant la représentation
simple associée au sommet a. On peut généraliser ce résultat pour les carquois localement
fini.
Lemme 6.6.1. Soit Q un carquois localement fini avec un puits a G Q0- On a que <S+
induit une équivalence de rep(Q)/add(Sa) vers rep(Qa)/add(Sa) avec S- comme foncteur
quasi-inverse.
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Démonstration. Remarquons d'abord que S+ s'annule sur les objets de add(Sa) de sorte
que «S+ peut être considéré comme un foncteur de rep(Q)/add(Sa) vers rep(Qa)/add(Sa).
De même, le foncteur S~ peut être considéré comme un foncteur de rep(Qa)/add(Sa) vers
rep(Q)/add(SQ).
Soient M et N deux représentations avec / un morphisme de M vers N. Soit M = Z®M'
avec Z e add(Sa) et M' ne contenant pas de facteur direct non nul dans add(Sa). Alors
Pm : M -> M', la projection canonique, est un isomorphisme dans rep(Q)/add(Sa). De
même, soit N = Y ? N' avec Y e add (SO) et N' ne contenant pas de facteur direct non
nul dans add(Sa). Alors pN : N -» N', la projection canonique, est un isomorphisme
dans rep(Q)/add(Sa). Si la décomposition correspondante de / : Z T M' -»· Y T N' est
/ = (fij)i<i,j<2> alors /22 ¦¦ M' ^ N' est tel que pNf = /22PM, ce qui montre que / est
isomorphe à /22. On peut donc supposer que M et N n'ont pas de facteur direct non nul
dans add(5a). Il suffit alors de montrer que S~S+(f) = f. Soient a{ : a¿ -)¦ a, 1 < i < ?,
les flèches se terminant en a dans Q. Puisque M n'a pas de facteur direct non nul dans
add(S'a), on a que (M(ai))i<i<n : 0"=1M(a¿) -»· M(a) est un épimorphisme. Autrement,
on a que M(a) /Im ((M(a¿))i<i<n) f 0 est un facteur direct de M isomorphe à une somme
directe de copies de Sa, une contradiction. Remarquons que le noyau de (M(a¿))i<¿<n est
«S+ (M) (a), par définition. De même, on a que (iV(a¿))i<¿<„ : ? -UiV(Oj) -> N(a) est un
épimorphisme de noyau S+ (N) (a). On a donc un diagramme commutatif
O — S:(M)(a)^«e2^M(ai) i^^M(a) —» O
SÍ(f)a
(S+{N)(ai))T
®?=lfai fa
O^S+(N)(") """""""'> ®UN{«) (JVK)) >N{a)—~0
En utilisant la définition de S~, on voit que S~S+{M) (a) = M(a) et que 5"5+ (M) (a,) =
M(a<) de sorte que 5"5+(M) = M. De même, S~S+(N) ^ iV. Finalement, 5-5+(Z)x =
/x si ? ^ a et 5-5+(/)a = fa de sorte que 5"S0+(Z) = /. ?
108
Proposition 6.6.2. Les équivalences de la proposition précédente se restreignent à des
équivalences de rep+(Q)/add(SO) vers rep+(Qa)/àdd(Sa).
Démonstration. Il suffit simplement de montrer que si M G rep+(Q), alors S+ [M) G
rep+(Qa) et si N G rep+(Q„), alors S~(N) G rep+(Q). Nous montrons seulement le
premier cas car la preuve du second cas est similaire.
Soit M G rep+(Q). Puisque a est un puits, M(a) est une sous-représentation de M. Soit
M' = M/M(a). Alors M' G rep+(Q). Il est clair que S+ (M') G rep+(Qa) si et seulement
si 5+(M) G rep+(Qa). Notons que S+ (Px) est le module projectif indécomposable associé
au sommet ? de Qa si ? f a. Soit
0 » P1 —*-*¦ P0 -?* M1 ^O
une présentation projective minimale de M'. Alors P0 ne contient pas de facteur direct
isomorphe à Sa. La suite de morphismes
s+ (P1) — s+ (Po) — s: (M>).
est telle que S+ (g) est un épimorphisme et
Se+(Pi)(z)—5e+(Po)(s) — <Sa+(M')(*)
est exacte pour ? f- a. Ainsi, soit X le noyau de la projection de ker(<S+(#)) vers
ker(<S+(p)) (a) et Y le noyau de la projection de S+(Pi) vers 5+(??)(a). Alors X = Y.
Comme S+(Pi) est projectif et que <S+(Pi)(a) est de dimension finie, on a que Y G
rep+(Ç>a) et donc que ker (S+(^)) G rep+(Qa). Comme rep+(Qa) est abélienne, on ob-
tient bien que S+ (M') G rep+(Qa). D
Selon [28, proposition 2.9], le carquois d'Auslander-Reiten de rëp+(Q)/add(Sa) est obtenu
à partir du carquois d'Auslander-Reiten de rep+(Q) en enlevant le sommet associé à S0.
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Comme les carquois d'Auslander-Reiten de rep+(Q)/add(S'a) et rep+(Qa)/add(5a) sont
les mêmes, on voit bien que si M € rep+(Q) est indécomposable et non isomorphe à Sa,
alors
(1) M est préprojectif si et seulement si S+(M) est préprojectif,
(2) M est préinjectif si et seulement si 5+(M) est préinjectif,
(3) M est régulier si et seulement si S+ (M) est régulier.
En particulier, le nombre de composantes régulières du carquois d'Auslander-Reiten de
rep+(Q) et rep+(<2a) est le même.
Supposons maintenant que Q est de type Dynkin infini. Nous avons besoin, dans les sous-
sections subséquentes, de la notion de représentation quasi-simple. Une représentation
indécomposable M est dite quasi-simple si elle est régulière et si elle admet exactement
un prédécesseur immédiat dans le carquois d'Auslander-Reiten et au plus un successeur
immédiat. Notons qu'étant donné une composante régulière G de rrep+(Q), il existe une
seule r-orbite constituée de toutes les représentations quasi-simples de G.
6.6.1 Le cas A^
Supposons que le carquois Q est de type A~. Considérons d'abord le cas où Q ne contient
pas de chemins infinis. Supposons que les sommets du carquois sont les éléments de Z
de sorte que i et j sont deux sommets voisins si et seulement si \i - j\ = 1. Supposons
également que les puits sont {n¿}¿eZ et les sources {ra¿}¿ez avec rii < rrii < ni+i < mi+1
pour tout i. La représentation indécomposable dont le support contient les sommets
r, r+1, . . . , s et de dimension s-r+1 est notée Mr>s. Toute représentation indécomposable
de repb(Q) = rep+(Q) est de cette forme.
Étant donné une telle représentation Mr¡s, il existe un sous-carquois plein S de Q qui
supporte tMTîS (B Mr¡s ? t~ M^3 et qui est de type An pour un certain entier positif n.
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On a alors que Mr;a est un module de corde sur l'algèbre de corde &S. De plus, les suites
presque scindées se terminant ou commençant en Mrs dans rep(Q) sont des suites presque
scindées de rep(E). Pour plus de détails sur les modules de corde, le lecteur est invité
à consulter [15]. Soit a : ? -> y une flèche de S C Q. Soit px le plus long chemin de S
commençant en ? et qui ne se factorise pas par a; p\ pouvant être le chemin trivial ex.
Soit également p2 le chemin le plus long de S se terminant eu y et qui ne se factorise pas
par a ; p2 pouvant être le chemin trivial ey. Pour une marche finie ? de Q, notons M(?)
la représentation Mns si ? admet r,r + l,...,s comme sommets. Rappelons que selon
[15|, on a une suite presque scindée
(*) : 0 -)· M(p2) -> M(Pi1CiPz1) ->¦ M(J)1) -> 0
dans Gß?(S) avec le terme médian indécomposable. Toute suite presque scindée de tß?(S)
avec un terme médian indécomposable est de cette forme, pour les algebres de corde. Par
conséquent, il est aisé de voir qu'une représentation indécomposable Mr,s a exactement
un successeur immédiat et un prédécesseur immédiat dans le carquois d'Auslander-Reiten
de rep+(<2) si et seulement si elle est l'une des représentations suivantes.
(i) r = s et il y a une flèche r + 1 ->¦ r et une flèche r ->¦ r - 1,
(ii) r = riii et s = n¿+i pour un entier i,
(iii) r = s et il y a une flèche r — 1 ->· r et une flèche r -» r + 1,
(iv) r = rii, s = mi pour un entier ¿.
Remarquons que les représentations simples associées à un sommet qui est un puits ou
une source ne sont pas dans cette liste. Maintenant, considérons la représentation Mm0)7ll.
On a, en utilisant la forme de la suite presque scindée (*), que
_ G Mmo_i,mo_i si m0 - 1 n'est pas un puits,
mo'ni " 1 Mm_uno sinon.
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Si TMm0^1 = Mmo_i,mo_i, alors
? M _ / Mmo-2,mo-2 si mQ - 2 n'est pas un puits,r Mmo,ni - l Mmino sinon.
En continuant de cette façon, on obtient la r-orbite suivante, qui est infinie dans les deux
directions :
... __ + Mmo_2,m0-2 --* ^m0-I1Tn0-I "~4 Mn0 ,ni _-* ···
... —> Mm_1_ijm_1_l --+~ Mm_lino "--> Mno+\,n0+\ —»
On constate que cette r-orbite est composée de toutes les représentations quasi-simples de
type (i) et (H) plus haut. De même, toutes les représentations de type (Hi) et (iv) sont des
représentations quasi-simples dans une même r-orbite, infinie dans les deux directions.
Ainsi, ces deux r-orbites correspondent à deux composantes régulières de type ZA00 dans
ce cas.
Maintenant, supposons que Q a exactement une direction dans laquelle il y a un chemin
infini à droite, c'est-à-dire qu'il existe un seul chemin infini à droite qui soit maximal. Le
caquois Q est donc de la forme
... _ o — O — O —» O —> ···
avec l'orientation des flèches correspondant aux lignes horizontales choisie de telle sorte
que Q ne contient qu'un seul chemin infini à droite qui soit maximal. Supposons, comme
plus haut, que les sommets du carquois sont les éléments de Z de sorte que i et j sont
deux sommets voisins si et seulement si \i - j\ = 1. On peut supposer que les sommets
du chemin infini à droite correspondent aux entiers non négatifs. Supposons que les puits
sont {n¿}¿<0 et les sources {m¿}¿<0 avec U1 < rrii < ni+x < mi+1 pour tout i et m0 = 0.
Posons H1 = 00 et Mm0}ni = M0;Oo comme étant le quotient de F0 par P-\. Notons que si
une représentation M est quasi-simple, alors T2M est quasi-simple de dimension finie et
il existe un sous-carquois S de Q qui est de type An pour un certain entier positif ? et qui
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contient le support de t{t2?)®t2? ®t~(t2?). On obtient donc que la représentation
T2M = Mr,s doit être comme dans la liste plus haut. En utilisant ceci, on obtient une
composante régulière de type ZA00 où la r-orbite des représentations quasi-simples est
Mno-l,n0-l --+ ··· — "> Mm_1+hm_1+i —¦? Mn-1^-1 ...
—? M2,2 —» ???,? --> Mn01O ·—»
Remarquons que F_i -> P0 est une présentation projective de M0tOO et que t?0)??, le
noyau de i_i ->· T0, est M_i,_i si -1 n'est pas un puits et Mm^uno, sinon. En effectuant
les calculs comme dans le cas précédent, on obtient la r-orbite de représentations quasi-
simples suivante :
—? Mn0+1M+I —» ¦·· —» M_i,_i —? M0jOO
... __4 Mm_l-itm_1-l ¦>· Mm_lifj0
Cette r-orbite correspond à une composante régulière de type N-A00 puisqu'elle est
infinie seulement à gauche. Comme toutes les représentations quasi-simples sont inclues
dans ces deux r-orbites, on a exactement deux composantes régulières, une de type ZA00
et l'autre de type N-A00.
De façon similaire, si Q a des chemins infinis à droite dans les deux directions, alors on
a deux composantes régulières, mais toutes deux de type N-A00.
Selon le théorème 6.4.4, il reste à regarder le. cas où Q est orienté linéairement. Des
considérations similaires aux cas précédents nous donnent que les seules représentations
quasi-simples sont les représentations simples et se retrouvent toutes dans la même r-
orbite infinie dans les deux directions. On a donc une seule composante régulière de type
ZA00 dans ce cas.
6.6.2 Le cas A00
Supposons que Q est de type A00. Supposons que les sommets de Q sont les éléments
de N de sorte que i et j sont deux sommets voisins si et seulement si \i - j\ = 1. On
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utilise la même description que dans la sous-section précédente pour les représentations
de dimension finie avec exactement un prédécesseur immédiat et un successeur immédiat
dans le carquois d'Auslander-Reiten. Si Mr;S est une représentation comme dans (i) ou
(ii), alors on montre, par des calculs identiques à ceux de la sous-section précédente, que
cette représentation est dans la r-orbite de P0 et donc préprojective. De même, si Mr>s est
une représentation comme dans (ra) ou (iv), alors on montre que cette représentation est
dans la t-orbite de I0 et donc préinjective. Par conséquent, il n'y a pas de composantes
régulières dans ce cas.
6.6.3 Le cas ED00
Supposons, finalement, que le carquois Q est de type D00. On numérote le graphe sous-
jacent de Q comme suit
1-3-4-5-6-7- ·¦¦
2
On commence avec le lemme suivant. Dans ce lemme, si Q est un carquois et a est un
puits (ou une source) de Q, on note aaQ le carquois obtenue à partir de Q en renversant
l'orientation de toutes les flèches admettant a comme but (ou comme source, respective-
ment).
Lemme 6.6.3. Soient Q et Q' deux carquois de même graphe sous-jacent et égal au
graphe ci-haut. Supposons qu'il existe un entier ? > 3 tel que toutes les flèches reliant les
sommets plus grand ou égaux à ? ont la même orientation dans Q et dans Q'. Alors il
existe une suite finie d'entiers positifs {m¿}i<¿<r telle que amr ¦ ¦ ¦ amiQ = Q'.
Démonstration. On procède par récurrence sur n. Supposons que ? = 3. Si la flèche
reliant 1 et 3 a une orientation différente dans Q et Q' mais que la flèche reliant 2 et 3 a
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la même orientation dans Q et Q', alors axQ = Q'. Si la flèche reliant 1 et 3 a la même
orientation dans Q et Q' mais que la flèche reliant 2 et 3 a une orientation différente dans
Q et Q', alors a2Q = Q'- Finalement, si ces deux flèches ont des orientations différentes
dans Q et Q', on a axa2Q = Q- Supposons que ? > 3 et que n est minimal pour la
propriété de l'énoncé. Soit a la flèche de Q reliant les sommets n - 1 et n. Supposons
d'abord que a : ? - 1 -> n. Supposons qu'il existe 3 < m < n tel que m est une source
de Q et que si m < s < n, alors s n'est pas une source de Q. On a alors que
a le même graphe sous-jacent que Q' et toutes les flèches reliant les sommets plus grand
ou égaux à n - 1 ont la même orientation dans S et dans Q'. On applique l'hypothèse de
récurrence. S'il n'existe pas un tel entier m, alors pour 3 < i < n - 1, il y a une flèche
i _> i + ? dans Q. En utilisant s? ou s2, on peut ramener Q à un carquois O qui admet
3 comme source. On a alors que
S' = s„-? · · · s^s-?,O
a le même graphe sous-jacent que Q' et toutes les flèches reliant les sommets plus grand
ou égaux à n - 1 ont la même orientation dans S' et dans Q'. On applique l'hypothèse
de récurrence. Le cas où a : n ->¦ n - 1 se prouve de façon similaire. ?
Considérons d'abord le cas où Q n'a pas de chemins infinis. En utilisant les foncteurs de
réflexion et le lemme 6.6.3, on peut supposer que le carquois est de la forme
l->3^4->5->6-7-·-·
t
2
avec l'orientation des flèches correspondant aux lignes horizontales choisie de telle sorte
que Q ne contient pas de chemins infinis. Toute représentation indécomposable de la caté-
gorie rep+(Ç)) = rep6(Q) correspond à une représentation indécomposable d'un carquois
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de type Dn pour un entier ? > 4. Par conséquent, on obtient que les représentations
indécomposables de rep+(Q) sont (voir [4, page 299, exercice H]) :
(i) Les représentations Mr¡s, 3 < r < s, dont le support contient les sommets r,r +
1, . . . , s et dont la dimension est de s — r 4- 1,
(ii) Les représentations M¿iS pour z = l,2ets>3 dont le support contient les sommets
i, 3, . . . , s et dont la dimension est de s — 1,
(iii) La représentation simple en 1, Mi1I,
(iv) La représentation simple en 2, M2,2,
(v) Pour tout i > 0, j > 0, une représentation N^j dont le vecteur dimension est
i fois j fois
(?,?,2??~3,µG~??,?,?,...).
Soient {rii}i>i les puits du carquois tels que n¿ > 6 et {mj}¿>i les sources du carquois
telles que m¿ > 6. Supposons que rii < rrii < tt,¿+i < mi+\ pour tout i > 1. On a le lemme
suivant.
Lemme 6.6.4. Soit Q de type D00 comme plus haut. Alors toute représentation quasi-
simple a une représentation de la forme Mr¡s avec 5 < r < s dans sa t-orbite.
Démonstration. On prétend d'abord que l'on a que r~M4it avec t > 4 est nul ou de la
forme Mu^v avec ? > u > 5. En effet, si t = 4, M^t = M^ est injectif et t~ M^t = 0.
Sinon, dans la co-présentation injective minimale Jq —> Ji de Mj4, on retrouve seulement
des facteurs injectifs Ii avec i > 5. Ainsi, on retrouve seulement des facteurs projectifs
Pi avec i > 5 dans la présentation projective ^-(Jo) —* v~{Ji) de r~Mitt. L'affirmation
est une conséquence immédiate de ceci. Ensuite, on prétend que rMs:t avec t > 3 est nul
ou de la forme MU:V avec ? > u > 5. En effet, si t = 3, Ms^ est projectif et tM^j = 0.
Sinon, dans la présentation projective minimale Ri —> Rq de M%¿, on retrouve seulement
des facteurs projectifs P¿ avec i > 4. Ainsi, on retrouve seulement des facteurs injectifs i¿
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avec i > 4 dans la co-présentation injective ?{Ri) ->· v{Rq) de tMu. Donc, ril/3ii = Mu¡v
avec ? > u > 4. Si u = 4, alors on a montré que M3)t = r_MUiî) est nul ou de la
forme Mu>y avec u' > 5, une contradiction. Ainsi, u > 5. Par conséquent, il est suffisant
de montrer que toute représentation quasi-simple admet une représentation de la forme
Mr,s avec r > 3 dans sa r-orbite. Supposons maintenant que Ni:j est une représentation
quasi-simple. Comme Nitj n'est pas projective, on a une suite presque scindée
o -> tNíj ->£?->¦ iv¿ji -> o
avec E indécomposable. Si WV^(I) ^ 0, alors la dimension de E{1) est au moins deux, ce
qui est impossible, en regardant la liste des représentations indécomposables de rep+(Ç>)·
Ainsi, tNì¿(1) = 0. De même, rNid{2) = 0. On a donc que tNÌ}J = Mr,s avec 3 < r < s.
Maintenant, il reste à considérer les représentations de la forme Mi?s avec i = 1,2 et
s > 3. Soit {ri}i>i la liste des sommets (en ordre croissant) de Q tels que ? = 4 et
r. _> r. + ? est une flèche pour tout i > 1. Par récurrence sur i avec i > 1, on montre que
T¿M = J Mi^ si * est Pair'1,1 \ ?2,? si i est impair.
Un calcul direct donne tM1^ = M2,4 et t??2,4 = MU5 = M1n. Supposons que l'on ait
T4M1,! = Mi^n avec i pair. La présentation projective minimale de Mi,ri est donnée par
6<rij <ri J \6<m¿<r¡ J
Ainsi, T4+1Mi1I = rMhri est le noyau de l'épimorphisme
0 InA(Bh(BIr1+I^i 0 ImA(Bh(Bh
,6<rtj<r¿ I \6<mj<ri J
Parmi les facteurs injectifs indécomposables de cette co-présentation, seul h contient
le sommet 2 dans son support. Par conséquent, 2 appartient au support du noyau,
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c'est-à-dire riJrlM\¿. Aussi, /3 et h sont les seuls facteurs injectifs indécomposables qui
contiennent le sommet 1 dans leur support. Cela donne que 1 n'est pas dans le support
de t?+1?1?. Si n + l n'est pas un puits, alors r¿ + l = ri+1 et c'est l'entier le plus grand de
SUPp(T^+1Mi1I). Si r¿+l est un puits, alors la prochaine source, soit ri+1, est l'entier le plus
grand de supp(ri+1 Miti) . Par conséquent, la seule possibilité pour T4+1Mi1I est M2,r¿+1.
La preuve du cas où i est impair est similaire. Cela achève la preuve de l'affirmation.
De même, on a, pour i > 1,
^M22 = { M^ sHestPair'^ Mi¡n si i est impair.
Dualement, soit {s¿}¿>i la liste des sommets (en ordre croissant) de Q tels que sx > 3 et
Si + 1 ^- Si est une flèche pour tout i > 1. Par récurrence sur i avec i> 1, on montre que
MiiSi si i est pair,
M2)Si si i est impair.
M2jSi si i est pair,
MijSí si i est impair.
Ces calculs montrent que les représentations Mit3, avec i = 1, 2 et s > 3 tel qu'il existe
une flèche de s vers s + 1, sont préinjectives. Les représentations MijS, avec i = 1,2 et
s > 3 tel qu'il existe une flèche de s + 1 vers s, sont préprojectives. D
On a montré que toute représentation quasi-simple contient une représentation de la
forme MM avec q > ? > 5 dans sa r-orbite. Puisque MM est aussi quasi-simple et que le
support de t??? f ??? ? r~MPA consiste en un carquois de la forme An pour un entier
positif n, on a que ??? satisfait à l'une des conditions suivantes :
(i) ? — q et il y a une flèche ? + 1 -+ ? et une flèche ? —> ? - 1,
(ii) ? = mi et q = ni+i pour un entier z,
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t-*Mli3 =
De même, pour i > 1,
T_iM2 , =
(iii) ? = q et il y a une flèche ? — 1 -> ? et une flèche ? ->· ? + 1,
(iv) ? = Hi, q = m¿ pour un entier z.
D'après les calculs du cas A~, les représentations de la forme (¿) et (ii) ont un seul
prédécesseur immédiat et un seul successeur immédiat dans le carquois d'Auslander-
Reiten et appartiennent à la même r-orbite. De plus, ces représentations sont stables à
droite : si Mr,s est de la forme (i) ou (ii), alors t~M^s est aussi de la forme (i) ou (ii).
De même, les représentations de la forme (Ui) et (iv) ont un seul prédécesseur immédiat
et un seul successeur immédiat dans le carquois d'Auslander-Reiten et appartiennent à
la même r-orbite. De plus, ces représentations sont stables à gauche. Cependant, des
calculs directs donnent t~M5¿ = M3,4, t~??? = JV0,i, t~?0? = M4)íll et t~?^?? est
de la forme Mu¡v avec ? > u > 5 selon la démonstration précédente. Comme le carquois
d'Auslander-Reiten ne contient pas de cycles orientés, MUi„ doit être de la forme (i) ou
(H). On note que M5i5 est de la forme (iii) et t~4M5¿ de la forme (i) ou (ii). Cela montre
que les représentations (i), (H), (iii) et (iv) sont dans la même r-orbite. Par conséquent, il
y a exactement une r-orbite de représentations quasi-simples. Cette r-orbite étant infinie
dans les deux directions doit correspondre à une composante régulière de type ZA00.
Maintenant, supposons que Q a un chemin infini à droite. En utilisant les foncteurs de
réflexion et le lemme 6.6.3, on peut supposer que Q est le carquois suivant.
2 -> 3 <r- 4 -> 5 -> 6^ ···
t
1
Les représentations indécomposables de repb(Q) sont comme plus haut. Notons M4i00 la
représentation indécomposable P4/P3 et, pour r > 5, Mr¡00 note la représentation Pr. On
a le lemme suivant, dont la preuve est similaire à celle du lemme 6.6.4. Nous donnons
seulement les grandes lignes et omettons les calculs.
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Lemme 6.6.5. Soit Q de type B00 comme plus haut. Alors toute représentation quasi-
simple de dimension finie a une représentation de la forme MTtS avec 5 < r < s < oo
dans sa t -orbite.
Démonstration. On a que T~M^t = 0 pour 4 < t < oc. La représentation M3jt avec
3 < t < oo est telle que rM3}t est nul ou de la forme MU}V avec 5 < u < ? < oo. Par
conséquent, il est suffisant de montrer que toute représentation quasi-simple admet une
représentation de la forme ??8 avec 3 < r < s < oo dans sa r-orbite. On peut montrer
que si Nij est une représentation quasi-simple, alors tNìj = Mr>s avec 3 < r < s < oo.
Maintenant, comme Mi)3 et M2^ sont injectifs, il reste à considérer les représentations
de la forme Mi>s avec i = 1, 2 et s > 4. On a, par récurrence, que pour i > 1,
si i est pair,
si i est impair.
si i est pair,
si i est impair.
Ces calculs montrent que les représentations MijS, avec i = 1, 2 et s > 3 sont préinjectives.
D
Comme dans le cas où Q n'a pas de chemins infinis, on obtient une caractérisation iden-
tique pour les représentations de dimension finie ayant seulement un prédécesseur im-
médiat et un successeur immédiat dans le carquois d'Auslander-Reiten. Selon le lemme
précédent, une représentation quasi-simple admet une représentation de la forme MT)S
avec r > 5 et s < oo dans sa r-orbite. Cependant, cette dernière représentation ad-
met seulement un prédécesseur immédiat et un successeur immédiat dans le carquois
d'Auslander-Reiten si et seulement si r = s. Ainsi, chaque r-orbite de représentations
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jM _ I Ml,i+3
De même, on a, pour i > 1,
r M2ii.
I A/i,i.
jif ) *¦¦¦·¦ ¿,i+3T M2O =
¦ ""- ¿+3
quasi-simples doit contenir une représentation Mr¡r avec r > 5 dans sa r-orbite. Remar-
quons que tM^00 = iVo,i. Des calculs directs et faciles nous donnent la t-orbite suivante :
... __.> m7j —» M6>6 —> M5,5 —> M34 —» ?/0,1 —» M4,oo
C'est donc la seule t-orbite de représentations quasi-simples. On a donc qu'une seule
composante régulière qui est de type N-A00 dans ce cas.
En combinant tous les résultats obtenus dans cette section, on a le théorème suivant.
Théorème 6.6.6. Si le carquois Q est de type Dynkin infini, alors le nombre de compo-
santes régulières de rrep+(Q) est fini.
(a) Si Q est de type A00, alors il n'y a pas de composantes régulières.
(b) Si Q est de type A^ avec aucun chemin infini à gauche, alors il y a deux com-
posantes régulières. Le nombre de composantes de type N-A00 est le nombre de
directions pour lesquelles il existe un chemin infinta droite dans le carquois.
(c) Si Q est de type A^ avec l'orientation linéaire, il y a une seule composante régulière
de type ZA00.
(d) Si Q est de type Bi00, alors il n'y a qu'une seule composante régulière. Cette com-
posante est de type N-A00 lorsque Q a un chemin infini à droite et de type ZA007
sinon.
6.7 Le nombre de composantes régulières
Le but de cette section est de déterminer des conditions nécessaires et suffisantes sur
Q pour que le nombre de composantes régulières du carquois d'Auslander-Reiten de
rep+(Q) soit fini. On suppose donc que Q est infini, connexe, localement fini, fini par
intervalle et est tel que rep+(Q) a des suites presque scindées à droite. Comme les cas (b)
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et (c) du théorème 6.4.4 sont réglés : on connaît déjà toutes les composantes du carquois
d'Auslander-Reiten dans ces cas, on peut supposer que Q ne contient pas de chemins
infinis à gauche.
De deux choses l'une : ou bien Q n'a pas de chemins infinis à droite ou bien Q admet au
moins un chemin infini à droite. Dans le premier cas, il est évident que toute composante
régulière, si elle existe, doit être de type ZA00. Dans le second cas, il peut arriver que
l'on ait à la fois des composantes de type ZA00 et N-A00. Nous montrons que si Q n'est
pas de type Dynkin infini et est comme dans le premier cas, alors il y a une infinité de
composantes régulières de type ZA00. Ensuite, nous montrons que si Q n'est pas de type
Dynkin infini et est comme dans le second cas, alors il y a une infinité de composantes
régulières de type N-A00.
6.7.1 Quelques généralités
Nous commençons par démontrer qu'une représentation préprojective ou préinjective ne
peut avoir une auto-extension non nulle. Avant de ce faire, nous avons besoin de deux
lemmes.
Lemme 6.7.1. On a les deux résultats suivants.
(a) Soit X une représentation indécomposable préprojective. Alors X a seulement un
nombre fini de prédécesseurs non projectifs dans la composante préprojective.
(b) Soit X une représentation indécomposable préinjective. Alors X a seulement un
nombre fini de successeurs dans la composante préinjective.
Démonstration. Nous montrons seulement le premier énoncé. La preuve du deuxième
énoncé est similaire. On utilise le résultat de la section 6.5 affirmant que la composante
préprojective est un sous-carquois plein, noté TP, de NQ op. Supposons, au contraire,
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que X a un nombre infini de prédécesseurs non projectifs. Cela signifie qu'il existe un
prédécesseur (n,b) de X, où b G Qq et n > 1, tel que (n, ò) a un nombre infini de
prédécesseurs de la forme (n, a¿) avec o¿ G Qq et i un entier positif. Par conséquent, le
sommet (0,6) lui aussi admet un nombre infini de prédécesseurs, en l'occurence (0, a¿),
pour i > 1. Cela donne que la représentation correspondante, P¡>, est de dimension infinie.
Par conséquent, par définition de G?, les sommets (m, b) avec m > 1 ne sont pas dans
Tp, une contradiction. ?
Dans le résultat suivant, on considère les composantes préprojectives et préinjectives
comme des carquois non values, en remplaçant la valuation symétrique (a, a) de ? —> y
par a flèches de ? vers y. Cela a pour but de simplifier les notations.
Proposition 6.7.2. On a les deux résultats suivants.
(a) Soit X indécomposable, préprojectif et f : Y —» X un non-isomorphisme non nul
avec Y G rep+(Q) indécomposable. Alors f est donné par une combinaison linéaire
de chemins dans la composante préprojective. En particulier, Y est un prédécesseur
de X dans la composante préprojective.
(b) Soit X indécomposable, préinjectif et f : X —¥ Y un non-isomorphisme non nul
avec Y G rep+(Q) indécomposable. Alors f est donné par une combinaison linéaire
de chemins dans la composante préinjective. En particulier, Y est un successeur de
X dans la composante préinjective.
Démonstration. Nous montrons seulement le premier énoncé. Soit ? G Qq. On montre
d'abord, par récurrence, que End.A(T~r Px) = k pour r > 0 tel que t~t?? est défini.
Lorsque r = 0, on a
End¿(Px) ^ CxAex = k(ex) ^ k
puisque Q ne contient pas de cycles orientés. Soit r > 1 tel que t~t?? est défini. Selon la
123
proposition 6.3.7, on a
EiId4(T^Px) 9á ÊKdA{T-r+1Px).
Comme r~rPx n'est pas projectif, on a que EndA(r-rPx) = EndA(r-rPx). De même,
puisque t~t+??? n'est pas injectif et est dans rep"(Q), ????{t~G+1??) = ????{t~t+? Px) .
Par récurrence, EndA(r-r+1 Px) = k, ce qui donne que EndA{r~rPx) = k. Ceci termine
la preuve de l'affirmation. Si X = Px est projectif, alors Y, en tant que prédécesseur
indécomposable d'une représentation projective, doit aussi être projectif et donc Y = Py
pour y € Q0- En utilisant le fait que HomA(Py, Px) admet l'ensemble des chemins de ? vers
y comme base, on obtient que le morphisme / est donné par une combinaison linéaire de
chemins de Q allant de ? vers y. Ce morphisme est donc obtenu par la combinaison linéaire
correspondante dans la section Qop des représentations projectives de G?. Supposons
maintenant que X n'est pas projectif. Soit ? > 0 la longueur maximale d'uii chemin dans
Tp commençant en une représentation non projective et se terminant en X. Un tel entier
maximal doit exister en vertu du lemme précédent. On montre le résultat par récurrence
sur n. Soit
0 >tX ^®ri=1Ei-^X -0
une suite presque scindée se terminant en X et / = (/i, /2, · · · , /r) la décomposition
correspondante de /. Soit g : Y -> X un non-isomorphisme non nul. On a que g se
factorise par ®ri=1Ei. Par conséquent, il existe un morphisme h = (H1, h2, . · · , K) -.Y^-
®ri=1Ei qui donne cette factorisation. Si tous les /i¿ non nuls sont des isomorphismes (et
donc un multiple scalaire du morphisme identité), on a que g = /i/ii + ¦ · · + frhr est
une combinaison linéaire des /¿. La preuve est donc terminée dans ce cas. Supposons que
1 < j < r est tel que hj : Y -» Ej est un non-isomorphisme non nul. Par récurrence, un
tel morphisme est donné par une combinaison linéaire de chemins dans G?. ?
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Proposition 6.7.3. Si X est indécomposable et préprojectif (préinjectif), alors on a
Ext\(X,X) = 0.
Démonstration. La preuve du cas où X est préinjectif est duale et nous l'omettons.
Supposons que Ext\(X,X) ^ 0. Alors la formule d'Auslander-Reiten 6.3.5 donne un
élément non nul / dans HomA(A", rX). Notons que X n'est ni injectif ni projectif puisque
Ext\(X, X) F 0. On a que / est un morphisme non nul de X vers t?. Par conséquent,
X est un prédécesseur de t? dans la composante préprojective. Ceci contredit le lemme
6.5.3. O
Cette proposition affirme que si X est indécomposable avec une auto-extension non nulle,
alors X doit être dans une composante régulière de rrep+(Q).
6.7.2 Le cas général
On montre que si le carquois Q n'est pas de type Dynkin infini, alors rrep+(Q) a un nombre
infini de composantes régulières. On commence l'analyse avec cette première proposition.
Proposition 6,7.4. Le nombre de composantes régulières du carquois d'Auslander-Reiten
de rep+(Q) est fini si et seulement si Q est de type Dynkin infini.
Démonstration. La suffisance est prouvée par le théorème 6.6.6. Maintenant, si Q n'est
pas de type Dynkin infini, alors il existe un sous-carquois de Q (pas nécessairement
plein) de type euclidien. Soit S un tel sous-carquois. Pour chaque ? G P1^), il existe une
composante G? de GGß?{S) de type ZA^/r. Pour chaque tel ?, soit Mx la représentation
indécomposable quasi-simple de la composante G?. Il est bien connu que toutes ces re-
présentations ont la même dimension, disons d, et ont un même support égal au carquois
en entier S. De plus, pour ? G P1^), ?? a une auto-extension non nulle dans rep(E) et
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donc une auto-extension non nulle dans rep(Q). Selon le lemme 6.7.3, les représentations
Mx doivent apparaître dans des composantes régulières de rrep+(Q). Soit ? G P1 (fc) et G
la composante régulière de rrep+(Q) qui contient Mx. Soit
N1. -> iVr_i -> > N2 -> TV1
une chaîne de morphismes irréductibles de longueur r > d qui contient Mx avec N1
quasi-simple et telle que pour 1 < i < r - 2, tNi f Ni+2. Tous ces morphismes sont des
épimorphismes de sorte que si Mx = iV¿, alors
d = dimfe(iV¿) > dimfc(iVr) + i - 1 > i.
Ainsi, 1 < i < d de sorte que Mx se retrouve nécessairement dans les d premières r-
orbites de G, c'est-à-dire les r-orbites qui contiennent les représentations N1, N2, ¦ ¦ ¦ , Nd.
Par conséquent, si le nombre de composantes régulières de rrep+(Q) est fini, alors, puisque
F1(k) est infini, il existe une r-orbite O qui contient une infinité de représentations de
la forme Mx. Soit MXo G O avec A0 G P1 (A;). Rappelons que le support de MXo est
S. En vertu du lemme 6.5.9, il existe une direction dans O dans laquelle toutes les
représentations ont un support différent de S. Cela montre que O contient au plus deux
représentations dont le support est S, une contradiction. ?
Maintenant, on considère le cas où Q contient au moins un chemin infini à droite.
Nous montrons que dans ce cas, si Q n'est pas de type Dynkin infini, alors le carquois
d'Auslander-Reiten de rep+(Q) contient une infinité de composantes régulières de type
N-A00. On obtient donc une description plus précise que celle de la proposition précé-
dente pour les composantes régulières. Avant de procéder à la preuve de cette proposition,
nous avons besoin d'un lemme. Soit S un sous carquois (pas nécessairement plein) fini de
Q. Pour ? G S0, nous notons P'x la représentation projective indécomposable associée à
? dans t??(S) et Vx la représentation injective indécomposable associée à ? dans rep(S).
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Notons que Px est une représentation indécomposable de rep+(Ç)) qui est un quotient de
Px. De même, Vx est indécomposable dans rep+(Q) et est une sous-représentation de Ix.
Maintenant, si S est un sous-carquois non plein de Q, alors on dit qu'une représentation
M de rep(Q) est de support S si
(1) Pour ? G Qo, M(x) F 0 si et seulement si a; G S0,
(2) Pour a € Qi, M(a) f 0 implique que a G S?.
Pour une représentation X de rep+(Q) dont le support est inclu dans S et qui n'est pas
projective dans rep(E), on note t?? la translation d'Auslander-Reiten de X dans Gß?(S).
Lemme 6.7.5. Soit M une représentation indécomposable de Gß?(S) qui est non projec-
tive dans Gß?(S). Alors pour ? G S0; on a dimk(rM(x)) > dimfe(rsM(a;)).
Démonstration. Soit
¦M-0 — ®??-+ er=i^;-
une présentation projective de M dans tß?(S) où les rc¿ et les y¿ sont des sommets de S.
Rappelons que la coiffe d'une représentation N de Q est la représentation semi-simple
top(iV) telle que pour ? G Q0, top(JV)(x) = N(x)/J2œy^xIm[N{a)). Il est donc clair
que la coiffe de M dans tß?(S) est la même que la coiffe de M dans rep+(Q). On a donc
le diagramme suivant de rep+(Q)
K -* ??=!** -^ M ^O
où g = (gi)i<i<n est l'épimorphisme dans lequel, pour tout i, gi : PXi —>¦ P'Xi est la
projection canonique et K est le noyau de u = fg. Le morphisme h est obtenu par
passage aux noyaux. Remarquons que K est projectif. Comme ce diagramme est une
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somme amalgamée et que g est un épimorphisme, on a que h est un épimorphisme. Ainsi,
on a
pour un certain module projectif P. Pour x,y G S0, soit E{x,y) le nombre de chemins
de ? vers y dans S et Q(x, y) le nombre de chemins de ? vers y dans Q. On note F(x, y)
le nombre de chemins de ? vers y dans Q qui ne sont pas des chemins de S. On a
F(x, y) = Q(x, y) - S(?, y). Comme t?? est le noyau de Pépiinorphisme
m ?
¿=1 ¿=1
on a que pour ? G S0,
m ?
dimfe(r^M(x)) = J^ S(?, y¿) - J] S(?, x¿).
¿=1 i=l
De même, puisque rM est le noyau de l'épimorphisme
/ m \ ?
\¿=i / ¿=?
on a que pour ? € S?,
dimfe(rM(x)) = J^Qiar.î/i) +dimfc(i/(P)(x)) - J]Q(x,x«)
¿=1 *=i
m m
=1 i=ï
? ?
^S(?,??)- J^F(x,x¿).
i=l
î=l ¿=1
Soit Kx le sous-espace vectoriel de (£%=1IXi(x) engendré par les éléments (ü¿)i<¿<„ tels
que pour 1 < i < ?, t>¿ : ? ~> x¿ est un chemin qui n'est pas dans S ou est nul. On
a que f"=1/?4(?) = Vx ? 0JU^4 (?) en tant que fc-espace vectoriels. Ensuite, on a
que ((0^1 /„.) 0 u(P)) (?) s'écrit comme 0¿=1 4(x) pour des sommets z{ de Q0- Soit
128
Wx le sous-espace vectoriel de ®ri=1IZi(x) engendré par les éléments (w¿)i<¿<r tels que
pour 1 < i < r, Wi : ? -^ Zi est un chemin qui n'est pas dans S ou est nul. On a
que ®ri=1IZt(x) = Wx f ®ri=1I'Zt(x) en tant que ¿-espace vectoriels. Soit 1 < i < r
et ? un chemin de ? vers z¿ qui est un chemin de S. Supposons que f?(?) = u + v
avec 0 f u € Vx et ? <? 0?=i ^i(2O- H existe un chemin q : ? -> X5-, 1 < i < ?, qui
n'est pas dans S tel que ug f 0. On a u<? = 0 et </>(p)q = uq + vq = uq f 0. Mais
pq = 0, ce qui donne 0 F 4>(p)q = <f)(pq) = f(0) = 0, une contradiction. Cela montre que
4>x:Wx(BQrZi->Vx®Q)rxi
s'écrit ?t = f , 1 . Comme f? est un épimorphisme, f? est un épimorphisme etV F? ?3 J
dimfcWa: > dimfc\4.
On a donc
m n
J2 F{x, 2/i) + dimfc(i/(F)(x)) > dim* (Wx) > dim* (Vx) = J] F(x, x¿)
¿=i ¿=1
de sorte que l'on trouve
m ?
dimfc(rA/(x)) > S S(?, y¿) - J] S(?, ?4) = dimfc(rsM(x)). .
¿=? ¿=?
D
Lemme 6.7.6. Soit S un carquois comme plus haut et M une représentation indécom-
posable de Gß?(S) non injective de support S et telle que le support de r¿" M est S. Alors
il existe ? > 1 tel que t~?? est de dimension infinie.
Démonstration. Supposons le contraire. Selon l'hypothèse de l'énoncé et en vertu du dual
du lemme précédent, on a que le support de t'M contient S. Puisque Q est connexe et
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contient un chemin infini à droite, il existe une marche S-acyclique infinie quasi-dirigée
? = ???2 ¦ · · · Supposons que la source de w¿ est notée i, pour i > 1. Pour chaque entier n,
soit in l'entier maximal tel que in G supp(r~nM). Si supp(r"nM) est disjoint de ? ou nul,
on pose in = 0. On a io = 1 et i\ > 1. Nous montrons, par récurrence, que in > in-\ pour
? > 1. Si ?? est l'inverse d'une flèche, le lemme 6.5.8 nous donne que 2 G supp(r-1M) de
sorte que I1 > 2. Si ?? est une flèche et que i\ = 1, alors 2 G supp(rr"M) = supp(M),
une contradiction. Donc, dans les deux cas, i\ > i0. Le reste de la récurrence se fait
exactement comme dans la preuve du lemme 6.5.9. Par conséquent, il existe un entier
minimal m tel que im est un sommet du chemin infini à droite de ?. Comme ???? est une
flèche, on a que im + l G supp(rr_rraX) = supp(r"(m_1)X), ce qui contredit la minimalité
de m. ?
Proposition 6.7.7. Supposons que Q contient au moins un chemin infini à droite. Alors
le nombre de composantes régulières de type N-A00 du carquois d 'Auslander-Reiten de
rep+(<3) est fini si et seulement si Q est de type Dynkin infini.
Démonstration. La suffisance est prouvée par le théorème 6.6.6. Maintenant, si Q n'est
pas de type Dynkin infini, alors il existe un sous-carquois de Q (pas nécessairement
plein) de type euclidien. Soit S un tel sous-carquois. Pour chaque ? G F1(k), il existe une
composante G? de GGß?(S) de type ZK00It. Pour chaque tel ?, soit Mx la représentation
indécomposable quasi-simple de la composante G?. Il est bien connu que toutes ces re-
présentations ont la même dimension, disons d, et ont un même support égal au carquois
en entier S. De plus, pour ? G P1^), tS?? = T^1Mx ^ Mx de sorte que Mx a une
auto-extension non nulle dans tß?(S) et donc une auto-extension non nulle dans rep(Ç)).
Selon le lemme 6.7.3, les représentations Mx doivent apparaître dans des composantes
régulières de rrep+(Q). Soit ? G P1 (A;) et G la composante régulière de rrep+(Q) qui contient
Mx. Soit
Nr -> iVr_! -> > N2^ N1
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une chaîne de morphismes irréductibles de longueur r > d qui contient Mx avec N1
quasi-simple et telle que pour 1 < i < r - 2, t? f Ni+2. Tous ces morphismes sont des
épimorphismes de sorte que si Mx = JVj, alors
d = dimfc(iVi) > dimfe(iVr) + i - 1 > L
Ainsi, 1 < i < d de sorte que MA se retrouve nécessairement dans les d premières r-
orbites de G, c'est-à-dire les r-orbites qui contiennent les représentations N1, N2, . . . , N¿.
Selon le lemme précédent, chaque Mx contient une représentation de dimension infinie
dans sa r-orbite de sorte que les Mx apparaissent dans des composantes de type N-A00.
Par conséquent, si le nombre de composantes régulières de type N-A00 de rrep+(Q) est
fini, alors, puisque P^A;) est infini, il existe une t-orbite O qui contient une infinité de
représentations de la forme Mx. Soient ???,??2 G O avec Ai, A2 € P1^), Ai f A2 et MXl
un prédécesseur de MAa. Selon la preuve du lemme précédent, les supports des représen-
tations t~????, ? > 1, sont tous différents. Ceci contredit le fait que supp(MA2) = S. D
Voici un théorème qui résume les résultats obtenus, en ce qui concerne le nombre de
composantes du carquois d'Auslander-Reiten.
Théorème 6.7.8. Soit Q un carquois infini, connexe, localement fini, fini par intervalle
et tel que rep+(Q) a des suites presque scindées à droite. Alors
(a) Le nombre de composantes de rrep+(Q) est fini si et seulement si Q est de type
Dynkin infini.
(b) Si Q n'est pas de type Dynkin infini et contient un chemin infini à droite, alors il
y a une infinité de composantes régulières de type N-A00.
131
CONCLUSION
Cette thèse regroupe trois sujets tous reliés à la théorie des représentations des algebres.
À l'origine, le premier projet de la thèse se voulait être une étude des conjectures homo-
logiques pour les algebres stratifiées. Le but était de montrer que la dimension finitiste
d'une algèbre stratifiée est finie et que le déterminant de Cartan est toujours positif, ce
qui prouve la conjecture du déterminant de Cartan dans ce cas. Cependant, les proprié-
tés homologiques des algebres stratifiées, bien que très étoffées, ne semblaient pas être
suffisantes pour en arriver à une preuve de ces affirmations. L'auteur a donc étudié une
classe d'algèbres un peu plus restreinte, les algebres strictement stratifiées. Concernant
ces algebres, il reste encore deux problèmes à résoudre, qui sont reliés à cette thèse :
Conjecture 6.7.9. Si A est strictement stratifiée et S est un A-module simple de di-
mension projective finie, alors ExtA(S, S) = 0.
Conjecture 6.7.10. Si A est strictement stratifiée, alors la dimension finitiste projective
de A est finie.
Pour ce qui est du troisième projet de cette thèse, c'est-à-dire l'étude de la théorie
d'Auslander-Reiten pour les représentations de carquois infinis, plusieurs thèmes restent
encore à explorer.
132
D'abord, de vérifier que les composantes préprojective et préinjective du carquois d'Aus-
lander-Reiten de la catégorie rep+(Ç)) sont toujours standard. Une composante G est
dite standard si la catégorie additive engendrée par les objets de G est équivalente à
la catégorie donnée par le carquois G et les relations de mailles. De même, si Q est de
type Dynkin infini, les composantes régulières devraient toutes être standard. Cela fait
d'ailleurs partie d'un projet en cours.
Ensuite, on a montré dans cette thèse que si le carquois Q satisfait à une certaine condition
sur ses marches acycliques infinies, alors toutes les composantes régulières sont de type
N-A00. En regardant la preuve de cette affirmation, on constate que l'on aurait pu élargir
la classe des carquois qui admettent cette propriété sur les composantes régulières. Il serait
intéressant d'obtenir une classe de carquois Q telle que toutes les composantes régulières
de rrep+(Q) sont de type N-A00 si et seulement si Q € Q: On lance la conjecture suivante.
Conjecture 6.7.11. Supposons que Q satisfait à l'une des conditions du théorème 6.4-4-
Le carquois d'Auslander-Reiten de rep+(<5) admet uniquement des composantes régulières
de type N-A00 si et seulement si les deux conditions suivantes sont vérifiées :
(a) Q contient au moins un chemin infini à droite,
(b) Il n'existe pas de sous-carquois pleins Q' et Q" de Q tels que Q = Q' U Q", Q' ? Q"
contient un seul sommet de Q et Q" est de type A00 sans chemins infinis à droite.
Si le carquois Q n'admet pas de cycles, il semble que la catégorie rep(Ç)) soit plus facile à
étudier. Dans ce cas, la conjecture 6.7.11 semble plus facile à montrer. De plus, il semble
possible de montrer que si X G rep-(Q) admet un chemin infini à gauche dans son
support, alors il n'existe pas de suite presque scindée se terminant en X dans rep(Q).
Cela pourra faire l'objet d'un futur projet.
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