Abstract-The deep reinforcement learning method usually requires a large number of training images and executing actions to obtain sufficient results. When it is extended a real-task in the real environment with an actual robot, the method will be required more training images due to complexities or noises of the input images, and executing a lot of actions on the real robot also becomes a serious problem. Therefore, we propose an extended deep reinforcement learning method that is applied a generative model to initialize the network for reducing the number of training trials. In this paper, we used a deep q-network method as the deep reinforcement learning method and a deep auto-encoder as the generative model. We conducted experiments on three different tasks: a cart-pole game, an atari game, and a real-game with an actual robot. The proposed method trained efficiently on all tasks than the previous method, especially 2.5 times faster on a task with real environment images.
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I. INTRODUCTION
The deep reinforcement learning algorithms, such as deep q-network method [1] , [2] , deep deterministic policy gradients [3] , and asynchronous advantage actor-critic [4] , are the suitable methods for implementing interactive robot (agent). The method chooses an optimum action from a state input. These methods were often evaluated in a simulated environment. It is easy in the simulator to obtain input, to perform actions, and to get a reward. However, giving rewards to the real robot for each action needs human efforts. Also, performing training trials on the actual robot takes time and has risks of hurting the robot and environment. Thus, reducing the number of giving the reward and taking an action is necessary. Moreover, when we consider introducing into the real environment, state inputs will have a wider diversity. For example, if there is a state of "in front of a human", there are almost infinite variations of the visual representation of the human. Also, the input from an actual sensor contains complex background noises. Hence, a larger amount of training is essentially required than in the simulator environment.
On the other hand, a generative model has recently become popular to pre-train a neural network. An auto-encoder [5] , [6] is one of the well-known generative model methods. Some studies, such as [7] , [8] , report the auto-encoder reduced the number of training steps for the classification task. We, therefore, assume pre-training helps to reduce the number of reinforcement learning steps. Moreover, it only requires inputs during pre-training; class labels of data are unnecessary. Hence, the training data of the pre-training doesn't need rewards for reinforcement learning; that means we can obtain these data from a random policy agent, or the environment around the robot without any action. Therefore, we proposed an extended deep reinforcement learning method that is applied a generative model to initialize the network for reducing the number of training trials. In this paper, we used a deep q-network method [1] , [2] as deep reinforcement learning, and a deep auto-encoder [6] as a generative model. We named this proposed method "deep autoencoder and q-network" (daqn) in this paper. The overview is shown in Figure 1 . This method first trains a network by the generative model with a random policy agent or inputs without actions. Then, the method trains policies by reinforcement learning which has the pre-trained network. The expected advantage is decreasing the number of training trials of the reinforcement learning phase. It is true that the proposed method additionally requires the training data for pre-training. However, the cost of obtaining this data is much lower than data for the reinforcement learning. This is because rewards and optimal actions are not required for the pre-training data. In this paper, we evaluate in three different environments, including a physical interaction with a real robot. Note that we focus on discrete actions in this paper for a clear discussion about contributions by a simple architecture. We assume the proposed method will be easily applied to continuous controls with such reinforcement learning methods [3] , [4] .
The contributions of this paper are to clarify the benefit of introducing the generative model into the deep reinforcement learning (especially, the auto-encoder into the deep q-network), conditions for its effectiveness, and a requirement of pretraining data. The most similar work is [9] . They copied an auto-encoder network to deep q-network in atari environment. However, they concluded the pre-training results show lower performance. The main reason are it used only first layer to copy and some training parameters are not proper. We use all layers and change the parameters. And we conduct an experiment in the real environment that is more complex than the atari; thus, a benefit of pre-training will be expected more.
II. DEEP AUTO-ENCODER AND Q-NETWORK
The proposed method has following steps: (1) trains a network by the deep auto-encoder, (2) deletes the decoderlayers, and adds a fully-connected layer on the top of encoderlayers, and (3) trains policies by the deep q-network algorithm.
The method first trains inputs by a deep auto-encoder for pre-training the network. The auto-encoder has encoder and decoder components, which can be defined as transitions φ and ψ. Here, we define X = R n , Y = R m . Let φ * and ψ * be trained by reconstructing its own inputs:
When the input is a simple vector, the proposed method uses a one-dimensional auto-encoder [5] ; when the input is an image, it uses a convolutional auto-encoder [6] . Importantly, the training data of this step will be obtained through a random policy of the agent, or the captured data from the environment without any action of the robot. Next, the method removes decoder-layers of the autoencoder network, and adds a fully-connected layer at the top of encoder-layers for discrete actions. Note that the weights of this added layer are initialized by random values.
Then, the method trains the policy by deep q-network [1], [2] , which is initialized by the pre-trained network parameters from previous steps. The deep q-network is based on Qlearning algorithm [10] . The algorithm has an "action-value function" to calculate the quantity for a combination of state S and action A; Q : S × A → R. Then, the update function of Q is,
where the right-side Q(s t , a t ) is the current value, α is a learning ratio, r t+1 is a reward, γ is a discount factor, and max a Q(s t+1 , a) is a maximum estimated action-value for state s t+1 .
Therefore, the loss function of the deep q-network is,
where θ is the parameters of deep q-network, D is an experience replay memory [11] , Q(s t , a t ; θ) will be calculated by the deep structure, and γ is a discount factor. θ − is the weights that are updated fixed duration; this technique was also used in the original deep q-network method [1] . the maximum reward is 300. Note that optimizer setting is only for autoencoder (ae); the optimizer of dqn is same as dqn method.
III. EXPERIMENT
We conduct three different types of games in this study: a cart-pole game [12] , an Atari game which is implemented in the arcade learning environment [13] , and an interactive game on an actual robot in the real environment. The cart-pole is a simple game; hence, this is a base experiment. The Atari game, which is also used in the original deep q-network study or some related works, contains image inputs and a complex game rule. However, the images are taken from a simulated environment; specifically, images are from the game screen. The third environment is a real game. In this paper, we choose a "rock-paper-scissors" game, which is one of the various human hand-games with discrete actions. We adapt it to an interactive game between a real robot and a human. The input of this game is significantly complex than other experiments due to the real environment.
We used the OpenAI Gym framework [14] for simulating the cart-pole game and the Atari game. Also, we used Keraslibrary [15] and Keras-RL [16] for conducting the experiments.
A. Cart-pole game 1) Environment: The cart-pole game [12] is a game in which one pole is attached by a joint to a cart that moves along a friction-less track. The agent controls the cart to prevent the pole from falling over. It starts at the upright position, and it ends when the pole is more than 15 degrees from vertical.
In this game, the agent obtains four-dimensional values from a sensor and chooses an optimal action from two discrete actions: moving right or left. To conduct an experiment, we first design a simple network that has three hidden layers and final layer for the deep q-network (dqn). Figure 2 shows the details of the whole network of the proposed method. The activation functions of all full-connected layers are a ReLU function [17] . The proposed method first pre-trains data from a random agent by auto-encoder algorithm; this is the blue part in Figure 2 . Next, the method adds a full-connected layer at top of the encoder-layers. Then, it starts to train policies by using the dqn algorithm; this is the orange part in Figure 2 . We compare the training efficiency with the original dqn method that doesn't have pre-training. Note that "training step" in the evaluation is for dqn component, excludes the number of autoencoder training. Because the pre-training data is acquired from a random policy; thus it doesn't require much cost. The pre-training data is inputs of 10 thousand (10k) steps from a random policy. The loss of auto-encoder is a mean square error function, the optimizer is an adaptive moment estimation (adam) [18] , and we train 25 epochs. Also, we try the [9] method that uses only first layer of the pre-trained network to copy to dqn. However, we use new parameters that are same as our method; some are different from [9] . The optimizer of dqn component is adam, and exploration policy is Boltzmann approach. Note that all parameters and settings of the dqn component in daqn are same as those in the original dqn method.
2) Results: Figure 3 shows the reward curves for test phase with different numbers of training steps. Results were computed from running 100 episodes, 10 different trainingtrials; then the line is average of these results. The average rewards after 3k training steps were 176.8, 189.6, and 179.4, for the dqn, the proposed method (daqn), and [9] which uses only first layer, respectively. These results show pre-training by auto-encoder was efficient to improve the reward.
B. Atari game 1) Environment: In the previous study [1] , [2] , they proposed a trainable deep convolutional neural network. We use the same network for this proposed method. However, we change the initial image size from 84 × 84 to 88 × 88, due to adding an auto-encoder component. All other parameters and settings were the same as those in the previous study.
We choose "Breakout" for evaluation; because it's one of the games in which the dqn trained successfully [1] . Figure 4 shows the proposed network. The pre-training data is 100k step images which are captured by a random policy agent. We use a fixed learning rate (0.01) with stochastic gradient descent for auto-encoder component, and train 25 epochs. Also, we try the [9] method which uses only first layer to copy; parameters are same as the proposed method, thus different from [9] .
2) Results: Figure 5 shows the reward curves with different numbers of training steps. The statistics were computed from running 20 episodes. The average rewards after training 1.25 million steps were 32.7, 33.6, and 33.0, for dqn, daqn, and [9] , respectively. These results show the proposed method has the best result; however, it is similar to the dqn result. C. Real-world game 1) Game setting: In this section, we conduct an experiment to evaluate the proposed method in the real environment. However, there is no suitable previous game-task with such environment. Hence, we choose a rock-paper-scissors game from some interactive human-games based on discrete actions. The optimal action of reinforcement learning is to beat a human-opponent by getting an opponent's hand image. The possible actions are to make a posture which represents 'rock', 'paper', and 'scissors'.
2) Pre-experiment: First, we must find a deep network that can do classification for these hand images. We take totally 50k images of four types of images: 'rock'-hand, 'paper'-hand, 'scissors'-hand, and background. During this shooting, we change a person, a hand (right or left hand), a height of the hand, wearing clothes, background environment, and a light condition. Figure 6 shows examples of taken images. Furthermore, these hand gesture images are not only the 'completed' figure but also the figure during the changing hand, such as a right-up image of the 'paper' in Figure 6 . We prepare some networks to classify into four classes. The upper part of Table I describes the detail of networks. Images were initially cropped to a 120 × 120 color image. Each convolutional and fully-connected layer has the ReLU activation function. Training (90%) and test (10%) images were separated. Figure 7 shows accuracy curve from five different trials, and the final row of Table I shows the average accuracy after 80 epochs. According to these results, network iii gave the highest accuracy, we will use this network structure.
3) Environment: Figure 8 shows the proposed method with network iii. In order to clear a requirement of pre-training data, we prepare the following three types of pre-training data: all images that are taken in pre-experiment (three hand-types and background), only background images, and images of handwritten digits (mnist) [19] . If the proposed method can train from only the background images, the cost to take the image is lower than hand images. Because we just require taking around the robot's environment; the human hand is not necessary. And, of course, if we can train from mnist, it is the lowest cost to prepare. We train 30 epochs for the autoencoder component with an adam optimizer, random image shifting, rotating, and flipping. After the auto-encoder training, it trains policies by dqn component. We use only hand-types images from taken images in the previous experiment; background images were excluded. The reward is +1, 0, or −1, when the agent wins, draws, or loses, respectively. The settings of dqn method and dqn component in daqn are as follows: learning ratio is 0.001 with sgd, size of replay memory is 1000, batch size is 32, exploration policy is -greedy, and loss is a mean square error function. And we compare with the [9] method; training parameters are same as daqn. 4) Results: Figure 9 shows a graph for the winning ratio curve of test images with different numbers of training steps. Each statistic was computed from 4k test-trials, and 5 different training-trials. The average winning ratios after 200k training are 93.2%, 94.6%, 94.9%, 91.4%, and 94.4% for dqn, daqn which is pre-trained images of hand-types and background, daqn pre-trained background images, daqn pretrained mnist images, and [9] method pre-trained background images, respectively. According to these results, the proposed Fig. 9 . Winning ratio curve for the rock-paper-scissors game method can train faster than the dqn method; for example, it is around 2.5 times faster to reach a 90% winning ratio. Also, the background images are enough to pre-train the network. Although mnist images initially help the improvement, the final winning ratio is lower than the dqn method. It means this pre-training data misled feature extraction in the reinforcement learning. Therefore, the requirement of pre-training data is these must have come from a domain related environment; however, backgrounds of the environment are accepted. The processing time for 300k training that includes evaluating was around 16.7 hours with Nvidia K40, and one test step took around 5.01 milli-seconds with Nvidia GTX Titan.
Moreover, we implement this game to an actual robot with the daqn pre-trained background. We attach a video that shows each robot reaction with a different number of training trials. In the video, the robot wins only one time at first. It can win gradually, it finally beats all types of opponent hands. 
IV. DISCUSSIONS
We applied the proposed method to different games: a simple game, a complex game in a simulator, and a real game. Table II shows the conclusion of these experiments. The proposed method has a pre-training component for the input; therefore, the complexity of the input directly affects the advantage of the proposed method. Hence, the most effective case is the game in the real environment. On the other hand, although the proposed method has a better result, the contribution is not so high in the atari game. We guess the main reason is a complexity of game. The pre-training data is based on the random policy; hence, images of the game did not change very much due to the difficulty of the game. Therefore, the pre-trained network parameters of daqn are easy to be acquired during initial steps of the dpn. Hence, the complexity of the game is also important for this pre-training.
Although it is less, the number of training trials of the proposed method is still large. It is still difficult to implement a system that will try "live training" on a physical robot. The reason for this long training is the difficulty to train inputs from the real environment. If we can use an improved deep reinforcement learning method, we hope it will converge faster; however, the processing time for test phase is also important for a real robot.
V. RELATED WORK
The deep q-network method [1] , [2] is a method that successfully applies a deep convolutional neural network [20] to reinforcement learning [21] for training a policy of computer games. The convolutional neural network was originally inspired from neocognitron [22] , then it has become a wellknown approach for extracting high-level features from a raw image. This has especially led to significant breakthroughs in image processing studies [23] , [24] , [25] .
Reinforcement learning [21] is an approach for training action policies with maximizing future cumulative rewards. There are several algorithms, such as Q-learning [10] and TD-gammon [26] . The TD-gammon applied a multi-layer perceptron for calculating approximated values, this achieved a human level to play a backgammon game.
The deep q-network (dqn) [1] , [2] has a deep structure network that calculates the q-value of [10] from a raw input. The neural fitted q-learning (nfq) [27] also had a similar mechanism; however, the nfq used a batch update that has a computational cost per iteration. Also, the dqn used stochastic gradient updates that have a low constant cost per iteration [2] . Moreover, dqn has the latest convolutional neural network.
The deep auto-encoder was proposed for the dimensionality reduction [5] . However, it has also become more widely used for learning a generative model of the data [7] , [8] . Also, the original deep auto-encoder [5] has a one-dimensional structure. However, it is difficult to preserve the spatial locality information of images with this structure. Therefore, a convolutional auto-encoder was proposed [6] , and some studies applied to various problems [28] , [29] , [30] .
A study to combine the spatial auto-encoder and reinforcement learning for real robot was proposed [31] , they used the spatial auto-encoder for understanding the camera input from the robot. However, they used the spatial autoencoder for describing the environment, such as the positions of objects, this is not for pre-training the network. Another reinforcement learning study with the auto-encoder was also proposed [32] , they introduced the additional reward, which likes "curiosity" [33] , by the auto-encoder. However, they used auto-encoder as a method for reducing the dimension of state input, which is same application example as the original deep auto-encoder [5] .
The similar study with the proposed method is the deep auto-encoder neural networks in reinforcement learning [34] . This method first trains features by the auto-encoder, then trains policies by the batch-mode reinforcement learning algorithm. The architecture of this method is similar to ours; however, the motivation is different. They used the auto-encoder for reducing the dimension of input for the reinforcement learning. We used the auto-encoder to reduce the number of training trials for the reinforcement learning phase. Hence, we discussed the training efficiency in this paper. Furthermore, we used the latest convolutional auto-encoder and the latest deep reinforcement learning method.
The pre-training method with neural fitted q-learning was proposed [35] . They tried to pre-train from the completely random policy, and "hint-to-goal heuristic" policy. They reported pre-training without "hint" seems to do nothing. We believe the reason is the input complexities; they only tried the Mountain Car and Puddle World which are simple. In this paper, we discussed on the more complex environment.
The most similar study is [9] . They copied pre-trained network parameters by auto-encoder to deep q-network, and they evaluated on atari games. However, they concluded "the results generally show lower performance for cases with pretraining". We think this has three reasons: type of pre-trained data, structure of copied network, and hyper-parameters for training. First, they mainly focused on transferring trained network by multiple games or imagenet; they called "SSAE" and "INAE". These results are expected to become bad; this is same as the mnist result in this paper. Second, they only copied the pre-trained parameters of first layer; this is not so sufficient to help the dqn. They didn't try to copy "all" network of auto-encoder to dqn in "GSAE" case. Third, when we tuned the some hyper-parameters for training, the pre-training helped slightly even if we use their method on atari game. And the big difference with their paper is they only discussed atari; however, we conducted an experiment of the real game that is expected to have a good advantage of pre-training.
A robot to beat a human at rock-paper-scissors was proposed [36] , they constructed a new active sensing system that can actively track and recognize the human hand by using a high-speed vision system. However, they didn't use the reinforcement learning, thus it could not train the optimal action. And they used a heuristic algorithm to understand the human hand, it is not robust in the noisy environment.
VI. CONCLUSION
We proposed an extended deep reinforcement learning that is applied one of the generative models to reduce the number of training steps. We evaluated it by three different games: a basic cart-pole game, a well-known atari game, and a "rockpaper-scissors" game in the real environment. Our method could train efficiently in all conditions; it especially works well when the input image has high complexity. For example, it trained 2.5 times faster than the original deep q-network method. Also, it could train from the background images which can be easily taken. We expect introducing the generative model must be required the deep reinforcement learning on actual robots in the real environment.
