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A. k·p simulations
We use the standard 8 × 8 Kane Hamiltonian1–3 for
semiconductors in our numerical band structure calcu-
lations. The material parameters in this Hamiltonian
are position-dependent due to the layered structure, and
care has to be taken to symmetrize the Hamiltonian.
Following the approach put forward by Burt and Fore-
man,4,5 the Hamiltonian for the [001] growth direction
reads form:6,7
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2Here, P is the Kane interband momentum matrix ele-
ment, Ec and Ev are the conduction and valence band
edges, respectively, and ∆ is the spin-orbit splitting
energy. [A,B] = AB − BA is the commutator and
{A,B} = AB +BA is the anticommutator for the oper-
ators A and B.
γ′0, γ
′
1, γ
′
2, γ
′
3 and κ
′ are the bare parameters entering
the 8 × 8 Hamiltonian. They are related to the effec-
tive mass of the conduction band (mc) and the Luttinger
parameters of the hole bands (γ1,2,3 and κ) as
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and Eg is a band gap.
These parameters are material specific and hence a
function of the z-coordinate. The order of operators in
(1) is such that the Hamiltonian is indeed Hermitian.
The Hamiltonian (1) exhibits unphysical solutions in-
side the band gap if γ′0 < 0. These spurious solutions
appear at large momenta, beyond the validity of the k ·p
model. We apply the method put forward in Ref. 5 to
avoid these unphysical states: we renormalize P in a way
that γ′0 = 1. From (2) we thus obtain
P 2 = (γ0 − 1) Eg(Eg + ∆)
Eg +
2
3∆
h¯2
2m0
, (8)
which we then use to also renormalize the Luttinger pa-
rameters using (3-6). With this renormalization, the spu-
rious solutions at large k are pushed away from the band
gap, whilst preserving the band structure around k = 0.
The band parameters for InAs/GaSb quantum wells
are given in Table I, we apply the renormalization method
mentioned above to obtain the bare parameters of the
8 × 8 Kane Hamiltonian. The valence band offsets are
0.56 eV for GaSb-InAs, 0.18 eV for AlSb-InAs, and −0.38
eV for AlSb-GaSb.8
The parameters for HgTe quantum wells are given in
Table II. The valence band offset for HgTe-CdTe is 0.570
eV. Note that in this case already the bare parameters
are given. Those are such that they do not suffer from
spurious solutions, and no renormalization procedure is
necessary.
We calculate the parameters for the alloy Hg0.3Cd0.7Te
by linear interpolation of all Hamiltonian parameters ex-
cept the band gap for which we use7
Eg(eV) = −0.303(1− x) + 1.606x− 0.132x(1− x). (9)
The thickness of barrier materials, which we show in
Fig. 2 in the main text, are 5 nm for AlSb and 8 nm for
(Hg,Cd)Te.
We perform all k·p simulations by discretizing the
Hamiltonian (1) using a grid spacing of a = 0.5 nm. For
2D bulk dispersion we only discretize z-direction, when
calculating the edge dispersion we discretize both y- and
z-directions. We calculate all band structures by treating
momentum kx as number, which we simple denote as k
in the figures.
In all simulations we consider magnetic field B = Byˆ
along y-direction. We include magnetic field through
Zeeman and orbital effect. k·p Zeeman term10 is
Hz6c 6c =
1
2
g′µB σ ·B , (10)
Hz8v 8v = −2µB κ′ J ·B ,
Hz7v 7v = −2µB κ′ σ ·B ,
Hz8v 7v = −3µB κ′U ·B ,
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We add the orbital effect through a vector potential
Ax = B(z − z0) , (13)
where z0 is a coordinate offset which will be of relevance
3TABLE I. Band structure parameters for InAs, GaSb, and AlSb.8,9 These parameters are the bare parameters and need to be
renormalized before using them in simulation. All parameters are for T = 0 K.
Eg [eV] ∆ [eV] EP [eV] mc/m0 gc γ1 γ2 γ3 κ
InAs 0.41 0.38 22.2 0.024 -14.8 19.67 8.37 9.29 7.68
GaSb 0.8128 0.752 22.4 0.042 -7.12 11.80 4.03 5.26 3.18
AlSb 2.32 0.75 18.7 0.18 0.52 4.15 1.01 1.75 0.31
TABLE II. Band structure parameters for HgTe and CdTe.6,7 These parameters are already in renormalized form and can be
used directly in the simulation. Alloy parameters parameters for Hg0.3Cd0.7Te are obtained using interpolation scheme from.
7
All parameters are for T = 0 K.
Eg [eV] ∆ [eV] EP [eV] m
′
c/m0 g
′
c γ
′
1 γ
′
2 γ
′
3 κ
′
HgTe -0.303 1.08 18.8 1 2 4.1 0.5 1.3 -0.4
CdTe 1.606 0.91 18.8 1.22 2 1.47 -0.28 0.03 -1.31
Hg0.3Cd0.7Te 1.006 0.961 18.8 1.445 2 2.259 -0.046 0.411 -1.037
for finding effective models. We include the vector po-
tential in Hamiltonian by making the substitution
kx → kx + 2pi
φ0
Ax , (14)
where φ0 =
h
e is the flux quantum. In the regime of pa-
rameters used in simulation this method gives the same
results as using Peierl’s substitution on the tight-binding
level. We decided to use for this route due to its advan-
tages for obtaining effective models that we describe in
next section.
The simulation codes used in this work and the simu-
lation data are available at 11.
B. Effective low-energy models from k·p
simulations
We obtain effective models using quasi-degenerate
perturbation theory, also known as Lo¨wdin partition-
ing.10,12–14 The main idea of this method is to choose
group of states that we are interested in (group A) and
treat all other states (group B) as perturbation. In our
case, A will be the four (including spin) kx = ky = 0
states closest to the topological gap at zero magnetic
field (an electron-like and a heavy-hole state in both
InAs/GaSb and HgTe ), giving an effective 4× 4 Hamil-
tonian.
We split our Hamiltonian into three parts
H = H0 +H1 +H2, (15)
where H0 is unperturbed Hamiltonian with known en-
ergies and wavefunctions, H1 is perturbation that only
acts between states from groups A and B separately, H2
is perturbation that couples states from blocks A and
B. We need to find unitary operator e−S that transform
Hamiltonian into block-diagonal form
H˜ = e−SH eS , (16)
with uncoupled blocks A and B.
We base our implementation on equations (B.7) and
(B.6) from:10
H˜d =
∞∑
n=0
1
(2n)!
[H0 +H1, S](2n) +
∞∑
n=0
1
(2n+ 1)!
[H2, S](2n+1) , (17a)
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n=0
1
(2n)!
[H2, S](2n) . (17b)
By requiring (17b) to vanish we find successive approxi-
mations of S that we then use to solve (17a). We expand
Hamiltonian H into a polynomial which generators are
parameters of our perturbation, e.g. momenta kx and
ky, and magnetic field By. We truncate sum in (17a) to
n = 3 which allows us to obtain all terms up to 6th order
in perturbation. We then collect all terms that are poly-
nomial up to desired order in perturbation parameters.
For example if we want to have effective model that is
2nd order on momenta we collect terms kx, ky, k
2
x, k
2
y,
4and kxky. This gives us the effective model that describes
dispersion of exact model up to desired precision.
I. HIGHER-ORDER EFFECTIVE MODELS FOR
InAs/GaSb
Using the Lo¨wdin partitioning technique detailed
above, we have derived effective models for InAs/GaSb
quantum well with layer thickness 12.5 nm/5 nm on
Fig. 1.
In Fig. 1(a) we show the bulk k·p band structure of
this quantum well on a larger energy range. As for the
BHZ model, we choose the electron-like state E1 and the
heavy-hole state HH1 as the basis of our perturbation
theory. Other hole states such as LH1 and HH2 are close,
but still further away in energy than the inversion gap.
Still, as we will see, they have a significant influence.
We have numerically derived 4 × 4 effective models
with momenta up to second order (this is equivalent to
the BHZ model including linear and quadratic spin-orbit
terms similar to15) and third order.
The effective model (including momenta up to 3rd or-
der) can be written as
Heff = HBHZ +H3rd-order +HSOC , (18)
where HBHZ is the BHZ Hamiltonian, H3rd-order is a
block-diagonal 3rd order part of the effective Hamilto-
nian, and HSOC are linear, quadratic, and cubic spin-
orbit terms. The BHZ Hamiltonian part is given by Eqs.
(2) and (3) of.16 Third order terms in the effective Hamil-
tonian reads
H3rd-order =
(
H3(k) 0
0 H∗3 (−k)
)
, (19)
where
H3(k) = F (k
3
xσx − k3yσy) +Q(k2xkyσy − kxk2yσx) . (20)
The spin-orbit part of the effective Hamiltonian is
HSOC =
(
0 hSOC(k)
h†SOC(k) 0
)
, (21)
with
hSOC(k) =
(
hSOC, ee(k) hSOC, eh(k)
h∗SOC, eh(k) hSOC, hh(k)
)
, (22)
where
hSOC, ee(k) =− T (ikx + ky) +G(ik3x + k3y)
+W (ikxk
2
y + k
2
xky) , (23)
hSOC, hh(k) =H(ik
3
x − k3y)−R(ikxk2y − k2xky) , (24)
hSOC, eh(k) =− iE1(k2x − k2y)− E2kxky . (25)
−0.2 0 0.2
kx (1/nm)
0
40
80
120
E
(m
eV
)
HH1
E1
LH1
HH2
(a)
−0.2 0 0.2
kx (1/nm)
80
90
100
110
120
E
(m
eV
)
(b) k.p
2nd order
−0.2 0 0.2
kx (1/nm)
80
90
100
110
120
E
(m
eV
)
(c) k.p
3rd order
−0.2 0 0.2
kx (1/nm)
102
104
106
108
110
112
E
(m
eV
)
(d) edge
bulk [100]
bulk [110]
FIG. 1. Effective models for InAs/GaSb quantum well with
layer thickness 12.5 nm/5 nm. (a) k·p dispersion of 2D system
with labelled bands. We compare 2nd order (b) and 3rd (c)
continuous dispersions of effective models with exact k·p dis-
persion from plot (a). We see that 2nd order effective model
underestimates the topological gap, and therefore does not
describe properly investigated system. (d) Tight-binding dis-
persion of bulk (blue) and edge (black) system made from 3rd
order effective model. We observe that Dirac point is buried
in the valence band. We discretized effective model with grid
spacing a = 2 nm. Width of the system used to simulate edge
states is W = 800 nm.
Effective parameters are given in Table III.
The comparison of the full k·p band structure with the
second order model in Fig. 1(b) shows the limits of this
approximation clearly: in particular, the hybridization
gap is far too small. Only after including third order
terms (Fig. 1(c)) do we find a satisfactory agreement.
These third-order terms are (at least partially) due to
interactions with hole states that are further away in en-
ergy. These still have a significant influence on the band
structure at finite momentum.
In Fig. 1(d) we show the dispersion in a strip of finite
width W (black lines), with edges along the [100] direc-
tion. We observe that the Dirac point of the edge states
is clearly buried in the bulk valence band. In particular,
we observe that this burying is due to the anisotropy of
the hole band structure: the hybridization gap in [110]
direction is very different from the hybridization gap in
[100] direction. As seen above, to describe this anisotropy
faithfully, we needed to take into account the further-
away hole bands in the form of higher-order momentum
terms.
5TABLE III. Effective model parameters. Units are meV and nm.
A B C D E1 E2 F G H M Q R T W
-9.31 -615.25 98.39 -262.1 77.39 227.21 -574.39 220.98 -302.18 -18.46 605.64 -1208.34 -2.48 227.42
A. Derivation of the suppression of the edge-state
g-factor
To derive the edge-state wavefunction we start from
the BHZ model, Eqs. (1) and (2) in the main text. In
this section we re-derive the results of,17 on which we
build our g-factor derivation. The wavefunctions for the
edge states decay into the bulk and can be written as
Ψ1,2 = Ψ
±λ1,2y
e , (26)
where:
λ21,2 = kx + F ±
√
F 2 − (M2 − E2)/B+B−, (27)
F =
A2 − 2(MB + ED)
2B+B−
. (28)
Plugging this back into the BHZ model, Eqs. (1) and (2)
in the main text:
[M −B+(k2x − λ21,2)]ψ1 +A(kx ∓ λ1,2)ψ2 = Eψ1; (29)
A(kx ± λ1,2)ψ1 − [M −B−(k2x − λ21,2)]ψ2 = Eψ2. (30)
The two spin sectors are different by the sign of A, there-
fore the decay length is the same for the opposite spins.
Let us now solve for the decaying solutions in half-
space y > 0 with hard-wall boundary conditions at y = 0.
The condition that the wavefunction can vanish at the
hard wall is the same as requiring linear dependence of
the decaying solutions at y = 0:
(ψ1/ψ2)1 = (ψ1/ψ2)2, (31)
where outer index is enumerating the decaying solutions
Ψ1,2. Therefore:
M + E −B−(k2x − λ21)
A(kx − λ1) =
M + E −B−(k2x − λ22)
A(kx − λ2) . (32)
Let us solve the equation for the crossing point of the edge
dispersion, where due to time-reversal symmetry kx = 0,
therefore:
λ2(M + E +B0λ
2
1) = λ1(M + E +B0λ
2
2). (33)
Then we use that λ1λ2 =
√
M2−E2
B+B−
, and get:
(E +M)λ2 +B−λ1
√
M2 − E2
B+B−
= (E +M)λ1 +B−λ2
√
M2 − E2
B+B−
. (34)
This equation has a solution if:
E +M −
√
B−/B+
√
M2 − E2 = 0. (35)
Therefore, the crossing is at E = −M DB . Note that the
result has correct limit E = 0 when the bandstructure
is symmetric, D = 0. Also, since |D| < |B| in order for
the BHZ model to exhibit a gap, the Dirac point is thus
always located within the gap of size 2|M |.
We now proceed with the solution by computing the
matrix element of the Zeeman energy between the two
edge states at the crossing point, where the gap is opened.
Let us denote ψ2/ψ1 = r. For opposite spin the ratio is
ψ′2/ψ
′
1 = r
∗, therefore if we use the ge and gh (electron
and hole bulk in-plane g-factors), the effective edge g-
factor is:
geff =
ge + gh|r|2
1 + |r|2 . (36)
For the parameters of the crossing point (E = −MD/B,
kx = 0) we get from (32) and (35):
|r|2 =
∣∣∣∣MB+ +BB+λ21MB− +BB−λ21
∣∣∣∣ = B+B− . (37)
This gives simply (3) from the main text.
B. Numerical values for g-factors in InAs/GaSb and
HgTe/CdTe quantum wells
Using Lo¨wdin partitioning, we compute the g-factor
of the electron states in the 4 × 4 model, by doing per-
turbation in By instead of momenta. This is a gauge-
invariant quantity in the HgTe quantum wells due to in-
version symmetry. However, it becomes gauge-dependent
in InAs/GaSb due to the linear spin-orbit terms that are
essential in this strongly asymmetric structure. We fix
the gauge z0 by demanding that the off-diagonal matrix
elements between E1 and HH1 do not depend on B. This
is the same gauge as used in.18
In Fig. 2 we show the bulk g-factors as a function of
quantum well width for both types of quantum wells,
together with the value of the effective edge g-factor ob-
tained from Eq. (3) from the main text, using parameters
B and D from the derived effective model. As discussed
in the main text we observe a strong suppression of the
effective edge g-factor compared to the bulk value.
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FIG. 2. bulk and effective edge-state g-factors for (a)
InAs/GaSb and (b) HgTe/CdTe quantum wells.
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