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RESUME 
Le travail de recherche presente dans ce memoire concerne l'etude des cycles des 
graphes de decodage des codes LDPC et convolutionnels doublement orthogonaux. 
Les cycles de petite longueur sont connus pour leur role important dans la degradation 
des performances d'erreur. Lors du decodage iteratif d'un code, les algorithmes de 
decodage ont besoin d'avoir une certaine independance entre les symboles recus du 
canal, pour parvenir a corriger ces derniers de la facon la plus optimale possible. La 
presence de petits cycles, c'est-a-dire des cycles de longueur quatre, entraine une 
correlation des observables, des la 2eme iteration. II est done utile d'augmenter la 
longueur du cycle le plus petit pour parvenir a une amelioration importante du message 
decode lors de la deuxieme iteration. Notre but a done ete d'etudier theoriquement le 
comportement de codes correcteurs d'erreur contenant des cycles et d'en observer les 
performances d'erreur. 
La premiere partie de notre travail consiste a decrire de maniere theorique le 
comportement et le fonctionnement de decodeurs pour les codes convolutionnels 
doublement orthogonaux et LDPC. Le lien avec les cycles est fait et introduit les deux 
parties suivantes du memoire. 
La deuxieme partie de notre travail consiste a analyser les cycles des codes LDPC avec 
un decodage de type Somme-Produit. Une nouvelle methode de construction de matrices 
de parite est suggeree et les codes issus de cet algorithme sont compares avec les 
meilleurs codes connus. De plus, une methode d'analyse des performances de matrice de 
parite LDPC sans simulation est proposee. 
vii 
La troisieme partie de notre travail a quand a elle permis d'analyser les performances 
d'erreur du decodeur iteratif des codes convolutionnels doublement orthogonaux en 
fonction des cycles du code. Plusieurs tendances sont observees et des irregularites de 
construction chez les codes simplifies sont mises en evidence. 
Au cours de ces etapes, des algorithmes bases sur le comptage de cycles ont ete utilises 
pour l'analyse fine des matrices de parite ou generatrice. Un algorithme tres performant 
pour le comptage des cycles de longueur minimale est aussi propose. Notre travail 
d'analyse des cycles semble avoir ete fructueux du fait qu'il a permis de mettre au point 
une nouvelle methode de construction de matrices de parite LDPC, et un algorithme 
devaluation des performances d'erreur d'un code sans simulation. 
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ABSTRACT 
The research presented in this master's thesis deals with the study of the cycles present 
in the decoding graphs of both LDPC and convolutional self doubly orthogonal codes. 
The small cycles are known for their important role in the degradation of the bit error 
rates. During the iterative decoding of a message, the decoding algorithm requires a 
certain independence between the received symbols in order to correct the messages in 
the best way possible. The presence of small cycles, i.e. cycles of length 4, have the 
effect of correlating the symbols received from the channel, during the second iteration. 
It is therefore useful to increase the length of the smallest cycles in order to significantly 
improve the decoding message at the second iteration. The goal was therefore to 
theoretically study the behavior of error correcting codes containing cycles and to 
observe the ensuing bit error rates. 
The first section of this work consists of theoretically describing the behavior and 
function of the decoders for both LDPC and convolutional self doubly orthogonal codes. 
The link with the cycles is highlighted and introduces the two following sections of the 
work. 
The second part of this work consists of analyzing the cycles of LDPC codes with the 
Sum-Product algorithm. A new method of construction of parity check matrices is 
suggested and the codes resulting from this algorithm are compared with the best codes 
known at this time. Furthermore, a method to estimate the error performance of LDPC 
codes without simulation is proposed. 
The third part of this work analyzes the performance of the iterative decoder of the 
convolutional self doubly orthogonal codes according to the cycles. Some regularities 
and irregularities are observed in the construction of the simplified codes. 
Algorithms based on cycles counting were used to precisely analyze the parity check and 
generating matrix of the code. A high performance algorithm used for cycles counting is 
proposed. The cycle analysis appears to be fruitful due to the fact that it allowed a new 
construction method of the LDPC parity check matrix, without foregoing the evaluation 
of the error performance of a code without using computer simulation. 
IX 
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Depuis plusieurs annees, nous assistons a une expansion tres importante des 
telecommunications dans la vie courante de tout en chacun. De grandes avances 
technologiques dans l'electronique ont permis de democratiser les moyens de 
communications modernes comme l'lnternet et les telephones portables. Meme les 
telecommunications par satellite, avec des applications comme la television, la radio et 
la telephonie ont su s'adapter aux besoins des consommateurs. 
Cependant, tous ces modes de communications sont contraints a des limitations de 
largeur de bande. Les fournisseurs de services, qui doivent innover en permanences pour 
rester attractifs, ont besoin de faire passer de plus en plus d'information dans les canaux 
dont la largeur de bande est limitee, avec une probabilite d'erreur qui satisfait une valeur 
cible donnee. 
La theorie de 1'information, etablie en 1948 par Shannon [1], a l'origine des techniques 
de codage de canal, est la solution pour pouvoir transmettre plus d'information en 
limitant les erreurs, dans ces canaux bruites a largeur de bande limitee. 
A cause de la presence d'erreurs de transmission a la sortie des canaux et du besoin d'en 
reduire leur nombre de maniere significative pour un fonctionnement normal des 
appareils de telecommunication, l'utilisation du codage de canal pour corriger ces 
erreurs s'impose. 
Cette protection contre les erreurs permet d'economiser de l'energie lors de la 
transmission, mais consomme plus de largeurs de bande, en envoyant des symboles 
supplementaires utilises a la reception pour corriger les erreurs de transmission. 
2 
Des techniques de codage de canal ont ete developpees pour repondre a cette demande 
[1]. Les plus performantes sont, celles qui permettent d'arriver pour une probability 
d'erreur donnee, a reduire au maximum les symboles supplementaires transmis, sur un 
canal donne, pour la correction des erreurs. 
Les techniques de codage de canal les plus puissantes a ce jour sont les codes Turbo et 
les codes LDPC (Low Density Parity Check) [2]. Ce sont des codes a decodage iteratifs 
sur graphe. 
Pour avoir de tres bonnes performances, il est necessaire d'optimiser le graphe de 
decodage. Cependant par la presence de cycles dans ces graphes, l'optimalite est perdu 
et les performances d'erreur se degradent. Meme s'il n'est plus necessaire de demontrer 
que la presence de cycles degrade les performances, leur influence precise est mal 
connue. 
Les objectifs de ce memoire ont done ete d'etudier l'influence de ces cycles sur les 
performances d'erreur et d'en developper des outils d'analyse. Une methode 
d'optimisation de graphe de decodage existant par l'etude des cycles, pour les codes 
LDPC, a meme ete developpee. Cette methode permet d'ameliorer de maniere 
significative les performances d'erreur des codes LDPC de [3] a haut SNR. 
1.2 Contributions 
Les contributions apportees par ce travail de recherche sont les suivantes. 
1. Elaboration de definitions et de proprietes associees au comptage de cycles 
par l'exploration du graphe de decodage. 
2. Creation de methodes et conception de programmes d'analyse des cycles 
pour les codes LDPC et les codes CS02C-WS [4]. 
3. Conception de programmes permettant le comptage des cycles de longueur 
minimum ainsi que ceux de longueur 4, 6 et 8. 
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4. Elaboration d'un algorithme d'amelioration des matrices de parites des codes 
LDPC contenant des cycles de longueur quatre. 
Toutes les simulations ont ete effectuees a l'aide d'ordinateurs munis de processeurs 
pentium® IV d'Intel® cadences de 2.6 Ghz a 3.2 Ghz, sur des plateformes mono et 
biprocesseur, et possedant de 1Gb a 2Gb de RAM sous les environnements Windows 
XP et LINUX 2.6.21. Les langages de programmation Matlab , C++, Java et Visual 
Basic ont servi a la conception des algorithmes de simulation, d'analyse, de recherche et 
de calculs. 
1.3 Organisation du memoire 
Ce memoire comporte sept chapitres. A la suite du present chapitre, le document se 
subdivise de la facon suivante. 
• Le chapitre 2 presente les notions elementaires associees aux codes 
convolutionnels doublement orthogonaux et aux codes en bloc. La structure de 
decodage a seuil des codes convolutionnels doublement orthogonaux est 
presentee. Par la suite, nous introduisons brievement la representation des codes 
sous forme de graphe biparti. 
• Le chapitre 3 presente les notions elementaires associees aux codes a faible 
densite de parite (LDPC). Plusieurs methodes de construction y sont presentees 
et 1'algorithme Somme-Produit utilise par le decodeur est introduit. 
• Le chapitre 4 definit les nombreux algorithmes developpes pour le comptage et 
l'etude des cycles. Certains problemes lies aux grandes tailles des graphes 
bipartis y sont evoques. Les definitions et les demonstrations necessaires a 
valider les methodes de comptage sont presentees. Enfin, la notion de cycle 
minimum moyen (CMM) est definie. 
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• Le chapitre 5 resume les differentes etudes que nous avons menees sur les codes 
LDPC. Plusieurs sujets sont traites dans cette partie, en particulier notre methode 
d'optimisation de matrice de parite (PER), l'etude du cycle minimum moyen sur 
les performances d'erreur, ou encore l'etude du nombre de petits cycles. Une 
comparaison est faite les codes PER et les meilleurs codes connus. 
• Le chapitre 6 resume les differentes etudes que nous avons menees sur les codes 
convolutionnels doublement orthogonaux au sens large CS02C-WS et S-
CS02C-WS. Une analyse des cycles des codes CS02C recursifs est faite. 
L'evolution du nombre de cycles sur les CS02C-WS et S-CS02C-WS est 
realisee et l'irregularite de la distribution de leurs cycles dans le graphe de 
decodage est etudiee. 
• Finalement, le chapitre 7 resume 1'ensemble des travaux effectues et propose 
certaines idees a etudier dans le futur. 
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CHAPITRE 2 
LES CODES CORRECTEURS D'ERREURS 
2.1 Introduction 
Les systemes de communication numerique sont utilises pour transmettre des messages 
d'une source vers une destination. A cause du bruit qui s'ajoute au signal, l'ensemble 
des systemes de communication moderne supportent des techniques de codage 
protegeant l'integrite de l'information transmise dans le canal. Les codes 
convolutionnels et les codes en blocs sont les deux principales techniques utilisees pour 
la protection de l'information. 
Les codes correcteurs d'erreur permettent d'accroitre la fiabilite des systemes de 
communication numerique. Cette tache est effectuee grace a une redondance de 
l'information transmise. Le codage consiste done a envoyer l'information utile avec des 
bits supplementaires connus sous le nom de bit de parite, calcules selon des regies bien 
precises connues de l'emetteur et du recepteur. 
Comme nous l'avons mentionne plus haut, il existe deux grandes families de codes : les 
codes en bloc et les codes convolutionnels. 
Le premier encode des blocs d'information de maniere independante par l'ajout de 
plusieurs symboles de parite a la sequence d'information. Cela implique la necessite 
d'avoir recu l'integralite du bloc pour proceder a son decodage. 
Le deuxieme code l'information de facon continue par l'utilisation de registres a 
decalage. Pour cette raison, le decodage est possible des qu'une quantite suffisante de 
bits est arrivee au recepteur. II s'agit de la technique de codage la plus efficace dans les 
communications temps reels. Ce second chapitre decrit les caracteristiques de base des 
differents systemes de codage utilises dans ce memoire, tels que les codes 
convolutionnels doublement orthogonaux [5] et les codes a faible densite de parite 
(LDPC) [2]. 
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2.2 Systeme de communication numerique 
Nous vous presentons dans cette section, le systeme de communication numerique 
utilise dans ce memoire. Ce modele est illustre par le schema de la Figure 2.1. 
Une source emet des sequences de symboles binaires u = (u0,ult...) chacun d'energie 
Eb vers un codeur de taux de codage/?. Ce codeur ajoute un ou plusieurs bits de 
redondance pour chaque bit d'information emis par la source et forme ainsi la sequence 
binaire codee v — (vQ,vlt...). Cette sequence est ensuite envoyee dans le canal avec 
par exemple une modulation BPSK qui n'est rien d'autre qu'une modulation antipodale, 
faisant correspondre les bits 0 a une tension negative et les bits 1 a la meme tension, 
mais positive. La tension Si(t) a la sortie du modulateur BPSK est regie par l'equation 
suivante: 
St(t) = xt.fit) = (2vt - l ) . / ( t ) avec/(t) = 1,Vt 6 [0,7] (2.1) 
X. 
( + W OR 
\ j bruit 
\ , y 
m 
Figure 2.1: Modele d'une communication numerique 
Le canal considere est binaire symetrique (en anglais Binary Symmetric Channel BSC) a 
bruit banc additif Gaussien. II est dit sans memoire car les symboles transmis dans le 
canal sont statistiquement independants. Le bruit n^t) est un processus aleatoire 
Gaussien de moyenne nulle et de densite spectrale unilaterale JV0Watts/Hz. Le rapport 
Source Codeur 
! Modulateur BPSK | 
Xi=2.v,-i r 
f ° f t i n a - N ™ - I Decodeur 
\ ton / 
Demodulateur 
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signal a bruit est defini par Eb/N0 . Ce rapport est utilise dans 1'evaluation des 
performances des systemes de communications numeriques. 
1 - p 
Figure 2.2: Canal BSC discret sans memoire. 
Le signal recu rt(t) = Si(t) + nj(t) est demodule par l'utilisation d'un filtre adapte. 
En raison des erreurs induites par le bruit du canal n^t), la sortie du demodulateur a 
1'instant i est alors : 
Vi = Vi® et (2.2) 
dans le cas d'une quantification dure ou e± represente l'erreur qui affecte le symbole 
code vt. Sur la Figure 2.2, la probability que le recepteur refoive un symbole a 1 sachant 
qu'un symbole 0 a ete transmis est egale a la probability de transition p. Cette probability 
depend de l'energie du signal Es ainsi que de la variance du bruit N0. Pour une 
modulation BPSK dans un canal BSC sans memoire et a bruit blanc additif gaussien, la 
probability de transition p est donnee par [6] : 
"^(fw) (23) 
Une fois la demodulation achevee, la sequence de la sortie quantifiee v = (i;0, u1(...) 
est transmise au decodeur qui en utilisant les symboles redondants, parviendra a decoder 
avec plus de fiabilite les symboles d'information. 
2.3 Codes convolutionnels 
Les codes convolutionnels sont une classe de codes correcteurs d'erreurs qui generent un 
symbole de parite pour chaque symbole d'information emanant de la source. Les 
codeurs convolutionnels codent les bits d'information de facon continue, permettant 
ainsi un decodage minimisant la latence au niveau du recepteur, contrairement a leurs 
homologues en blocs. Le codeur est constitue de k registres a decalage compose de K 
cellules connectees a n additionneurs modulo-2 comme illustre a la Figure 2.3. 
K = 3 cellules 
kbits 
d'information 
n = 3 additionneurs 
fc 2 
Figure 2.3: Exemple de codeur convolutionnel de taux de codage / ? = - = -
Cependant, pour ce memoire nous nous interesserons presque exclusivement a des codes 
convolutionnels systematiques avec un taux de codage R = Vz. 
Un codeur convolutionnel systematique reprend le meme principe qu'un codeur 
conventionnel et ajoute a l'une de ses sorties la sequence d'entree. La Figure 2.4 illustre 





Figure 2.4: Exemple de codeur convolutionnel systematique de taux de codage lA. 
Ce codeur genere deux sorties dont l'une d'entre elle reprend les bits d'entree du codeur 
et l'autre la sortie de l'additionneur modulo-2. Les deux sequences de sorties 5° et S1 
sont ensuite multiplexees afin de respecter rordonnancement presente en (2.4). 
5 = (u1( Pi, u2, p2, u3, p3 ...) (2.4) 
Contrairement aux codes en blocs qui sont generalement definis par une matrice binaire, 
les codes convolutionnels peuvent etre definis par un ensemble de connexions reliant les 
registres a decalage aux additionneurs modulo-2. Pour l'exemple de la Figure 2.4, 
1'ensemble^, defini par/ nombres entiers positifs ak definissant les connexions sur les 
registres est donnee par : 
A = {ax,a2,a2} = {0,1,4} (2.5) 
En utilisant cet ensemble de connexion A, il est possible de calculer les symboles de 
parite par la formule (2.6): 
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vt=Ya Ui-ak (2.6) 
fc=i 
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L'entier le plus grand (ay) est relie a la memoire m du codeur convolutionnel. Cette 
memoire est directement reliee aux delais de decodage du code, ou encore, au nombre de 
cellules du registre a decalage. Elle s'exprime par la formule : 
m = (Zj (2.7) 
2.3.1 Generateur et codes convolutionnels 
Les codes convolutionnels peuvent aussi etre generes par une matrice comme le sont les 
codes en bloc. Soit la sequence d'information U = (ultu2, — .uj) ox\Ui e {0,1} 
Le processus de codage avec les registres a decalage s'effectue et Ton obtient la 
sequence codee suivante, a l'instant t : 
m 
x[ = y © u t-; • 9i,j i = 1,2 car ily a deux sorties au codeur (2.8) 
ou gij represente une connexion entre le ieme additionneur modulo-2 et la j e m e cellule du 
registre a decalage. 
En introduisant D, appele « unite de retard » ou « delai », la relation precedente devient: 
Xt =Gi(D).U (2.9) 
On peut alors definir le polynome generateur Gi(D) associe au ieme additionneur 
modulo-2 de la maniere suivante : 
m 
Gt CD) = ^ © DJ .gUj i = 1,2 (2.10) 
7=0 
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On definit aussi Gt, les vecteurs generateurs du code: 
Gi= [9io9n -dim] aveci = 1,2 (2.11) 
Comme le codeur est systematique, les bits de la sortie i = 1 sont identiques aux bits 
d'entrees du codeur. Cela revient a la relation : 
9ij = uj (2.12) 
La composante g2j, est egale a 1 si la_/
eme cellule du registre a decalage est connectee au 
sommateur modulo-2. Dans le cas contraire, elle vaut 0. 
On regroupe ensuite 1'ensemble des vecteurs Gt dans la matrice generatrice G : 
G = [GVG2] (2.13) 
L'equation precedente devient alors : 
9l0 920 9ll 921 — 9lm 92m 
0 0 g10 g20 \ i 
0 0 0 0 ••• 5 u ^ 2 i 
. 0 0 0 0 9io920. 
Cette matrice generatrice G peut etre utilisee pour coder les sequences d'information. 
Pour chaque sequence d' information u, de dimension M, un mot de codef lui est 
associe. II est alors possible de calculer la sequence de sortie v du codeur par la relation : 
v = u.G (2.14) 
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Exemple : Pour le code A = {0,1,4}, on obtient la matrice suivante : 
G = 
rll 01 00 00 Oil 
00 11 01 00 00 
00 00 11 01 00 
00 00 00 11 01 
L00 00 00 00 11J 
En pratique, pour obtenir la premiere ligne de la matrice, il suffit d'envoyer un 1 a 
l'entree du codeur et de receptionner les bits qui en sortent, formant ainsi la premiere 
ligne. Les lignes suivantes s'obtiennent ensuite par simple decalage de la precedente. 
2.3.2 Codes doublement orthogonaux 
Dans cette partie, nous presentons brievement les codes doublement orthogonaux [7] qui 
sont utilises dans ce memoire pour l'etude des cycles. Cette famille de codes 
convolutionnels a ete propose par C. Cardinal, D. Haccoun, F. Gagnon et N. Batani en 
1997 pour concurrencer les codes Turbo [8]. Les problemes inherents a ces derniers, 
comme la latence due aux entrelaceurs et la complexity de decodage, ont ete ameliores. 
L'algorithme de decodage des codes Turbo MAP [8] est remplace par un decodeur a 
seuil iteratif plus simple. Afm de reduire la latence, les entrelaceurs sont supprimes. Une 
double orthogonalite au niveau des connexions sur les registres a decalage est mise en 
place afm de garantir l'independance des observables que garantissait le systeme 
d'entrelaceurs. Nous allons par la suite decrire le decodage a seuil utilise pour ces codes 
et les conditions de double orthogonalite. 
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2.3.2.1 Conditions de double orthogonalite au sens strict 
La double orthogonalite au niveau des connexions sur les registres du generateur est 
necessaire pour garantir l'independance des symboles codes. Pour cela, les connexions 
doivent respecter trois regies afin de garantir l'independance des observables jusqu'a la 
deuxieme iteration de l'algorithme de decodage. 
Un code convolutionnel systematique de taux R = Vi est dit doublement orthogonal au 
sens strict si et seulement s i : 
• les differences avn — akn sont distinctes 
• les differences doubles (jxvn — akn) — (ais — aks) sont distinctes des 
differences simples. 
• Les differences doubles (avn — akn) — (ats — aks) sont distinctes entre 
elles. 
ou (y, n, s, k, V) € {1,2,... J) tels que s ^n, k & v, k & I. 
Cette definition [5] de double orthogonalite garanti l'independance des observables a la 
deuxieme iteration par rapport a la premiere. 
2.3.2.2 Conditions de double orthogonalite au sens large 
Un code convolutionnel systematique de taux R = Vi est doublement orthogonal au sens 
large si et seulement si les positions ccj ,j = 1,2../ satisfont les proprietes suivantes : 
• les differences <Xj — ak sont distinctes 
• les differences doubles (a,- — a k ) — ( a m — a{) sont distinctes des 
differences simples. 
• Les differences doubles (a,- — a k ) — ( a m — a{) sont distinctes entre elles. 
ou (j, k, I,rri) e {1,2,...,/} tels que; ^ k, I & m, k =£ I, m ± j 
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Cette definition de double orthogonalite [5][9] exclut les repetitions inevitables et 
garanti l'independance des observables a la deuxieme iteration par rapport a la premiere. 
2.3.2.3 Decodage a seuil a sorties ponderees 
Le decodeur a seuil a sorties ponderees est utilise dans le decodeur des codes 
doublement orthogonaux. II introduit une estimation sur le symbole decode Hi et calcule 
la fiabilite de chaque equation de parite en utilisant les probabilites A.posteriori (APP). 
II utilise un systeme d'equations de parite Bik compose de / + 1 equations [4][5] 
deduites des equations de parite orthogonale Ai k du decodeur a seuil a quantifications 
fermes dont voici 1'equation : 
k-1 J 
Aiik = ef © ef+ak © £ © erHak-aa ® X © («"+(«fc-«i)© ^H^-ao)
 ( 2 J 5 ) 
1=1 l=k+l 
Les equations Bik sont alors deduites en excluant le symbole Uj de l'equation. Le 
systeme d'equations suivant est alors obtenu : 
hk = Ai.k® Mt 
^ i J (2.16) 
= u, 0 ef+ak © 2 ] e erHak-«o © X ® («'"(«*-«!)©
 fi"+(«k-«o) 
1=1 l=k+l 
ou k = {0,1, ...J}. Avec ce systeme d'equations, le decodeur est capable de calculer les 
probabilites A posteriori, associees au symbole decode Ui. 
Le decodeur decidera Ui = 1 si l'equation (2.17) est verifiee. Sinon, il choisira ut = 0. 
Pr(ut = 11 {B u}) > Pr(ut = 0\{Biik}) (2.17) 
Ce qui revient en prenant le logarithme du rapport de vraisemblance de l'equation 
precedente a choisir Ui = 1 si: 
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Uui I {Bt k}) = In (
P-^pzlp4) > o (2.18) 
II est possible de simplifier l'ecriture de ce logarithme par l'introduction de l'operateur 
add-min note 0. II est utilise pour le calcul des logarithmes de rapport de 
vraisemblances. Soit ^i et ^2 deux variables aleatoires binaires, d'apres [9], on peut faire 
l'approximation suivante: 
Uti ® fc) * -signe{L{^)signe{L^2))rmn (|I(&)|. |I(fc|) A L(fc) 0 L(fc) (2.19) 
II est maintenant possible d'obtenir l'approximation 2.t du logarithme du rapport de 
vraisemblance qui s'ecrit d'apres [10] 
y=l y fc=i k=j+l J 
Ce qui peut s'ecrire aussi: 
7=1 
(2.21) 
7 - 1 
avec : •S'-Jflr, • ! > & ? » • ! » & , - » . -7fc 
Cela permet dans le cas de la Figure 2.4 d'obtenir les equations de parite suivantes : 
• V ' i ,2=yf+ i0y"+ i0A i_ 3 (2.22) 
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Figure 2.5: Decodeur a seuil a sortie pondere du code A = {0,1,4} de [4] 
La sortie Xt indique la fiabilite de la decision faite sur le symbole d'information Hi. Cette 
sortie est ponderee puis utilisee par le decodeur dans le cas d'iterations multiples au 
decodeur. 
2.3.2.4 Decodage a seuil iteratif 
Le decodage a seuil iteratif est un algorithme generant une decision apres chaque 
symbole recu. II est constitue d'une succession de decodeurs a seuil a sorties ponderees. 




















Figure 2.6: Decodeur a seuil iteratif de [5] 
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Pour chaque iteration, le decodeur calcule grace a la sortie ponderee precedente et des 
symboles du canal, la sortie ponderee Â  associee au symbole ut. D'apres [5], la sortie 
ponderee a la derniere iteration, notee M, peut s'ecrire : 
r = y{ + £ Un • go &£, • £ * «..„,) (2.23) 
k=l \ 1=1 l=k+l ) 
Cette equation garantit l'independance des observables jusqu'a la deuxieme iteration, de 
ralgorithme de decodage. 
2.4 Codes en bloc 
Les codes en blocs ont ete decouverts dans les annees 40 par Hamming [11] et furent les 
premiers utilises pour leur simplicite d'implementation et de mise en oeuvre. 
Chaque mot du code en bloc (n, fe) est represente par un des 2k vecteurs de dimension n. 
II est alors possible de generer une matrice Gkn qui fera correspondre chaque mot 
d'information a un mot de code specifique a condition que toute combinaison lineaire de 
deux mots de code donne un mot de code. Le taux de codage ainsi obtenu est donne par 
la formule : 
R = - (2.24) 
n 
L'encodage se deroule de la maniere suivante : 
Soit le vecteur u = (u1,u2,..,uk) contenant les bits d'information et le vecteur 
v = (.vi>v2>---vn) correspondant au mot de code associe. La relation entre l'entreeu 
du codeur et sa sortie V est donnee ci-dessous : 
v = U.G (2.25) 
ou G est la matrice generatrice du code de dimensions k, n. 
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A toute matrice generatrice G, il est possible de calculer sa matrice de parite H de 
dimensions (n — k, n) intervenant pour le decodage : 
G.HT = 0 (2.26) 
Au niveau du decodeur, on dit que la sequence recu r est valide s i : 
S = r.HT =u.G.HT = 0 (2.27) 
ou S est le syndrome. 
Alors il existe un seul vecteur u correspondant a ce mot de code tel que : 
u = r.HT (2.28) 
La notion de syndrome est tres importante pour renseigner le recepteur sur la presence 
d'erreurs de transmission. Si S est nul, il n'y a pas d'erreur dans le message recu. Dans 
le cas contraire, il y a une ou plusieurs erreurs de transmission possiblement corrigibles 
par 1'intermediate du syndrome. De plus amples informations sur le decodage des codes 
en bloc peuvent etre trouvees dans [12] [13]. 
Pour la suite de ce memoire, nous nous interesserons seulement aux codes en blocs a 
faible densite de parite (LDPC) que nous detaillons dans le chapitre 3. 
2.5 Representation des codes sous forme de graphes 
2.5.1 Graphes bipartis 
En theorie des graphes, un graphe est dit biparti s'il existe une partition de son ensemble 
de sommets en deux sous-ensembles U et V telle que chaque arete (appelle aussi lien) ait 
une extremite dans U et l'autre dans V. En d'autres termes, un graphe est biparti si et 
seulement si il ne contient pas de cycle de longueur impaire. 
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JJ v 
Figure 2.7: Graphe biparti 
2.5.2 Le graphe de Tanner 
Les graphes de Tanner [14] ont ete decouverts et utilises par Michael Tanner comme un 
moyen pour creer des codes de grande dimension a partir d'autres codes de dimension 
plus petite en utilisant des algorithmes recursifs. Tanner a aussi montre les bornes 
inferieures sur les codes obtenus a partir de ses graphes. 
Plusieurs definitions sur les graphes de Tanner seront necessaires dans les prochains 
chapitres: 
Definition 2.1: 
Un graphe de Tanner est un graphe biparti, utilise pour modeliser les equations 
d'un code correcteur d'erreurparticulier. Ces graphespeuvent etre utilises dans 
I 'encodage et le decodage de I 'information. 
Definition 2.2: 
Les graphes de Tanner sont divises en « subcode nodes » et en « digit nodes ». 
Pour les codes lineaires, les « subcode nodes » correspondent aux lignes de la 
matrice de parite H. Les « digit nodes » represented quand a eux les colonnes 
de cette meme matrice. 
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Un segment appele « arete » ou « lien » connecte les nceuds de lignes avec ceux 
de colonnes si une valeur differente de 0 se trouve a I 'intersection de la ligne et 
de la colonne, dans la matrice de parite. 
Enfin, la longueur du plus petit cycle present dans le graphe est appelee 
« Girth ». II s 'agit d'un des facteurs les plus importants dans la performance des 
codes correcteurs d'erreur decode sur graphe. 
Pour conclure cette partie, un graphe biparti utilisant la notation de Tanner est presente 





_ f e _ 4 _ l 
~ n ~ 8 ~ 2 
VI V2 V3 V4 VS V6 VIV8 
1 1 0 1 0 1 1 0 -
1 0 1 1 1 0 0 1 
1 1 1 0 1 0 1 0 
• 0 1 1 1 0 1 0 1 -
Matrice de parite [HI 
« Digit nodes » « Subcode nodes » 
Graphe de Tanner 
Figure 2.8: Graphe biparti utilisant la representation de Tanner [14] 
avec sa matrice de parite H 
Le graphe de Tanner sera utilise dans le chapitre 3 pour expliquer le fonctionnement des 
algorithmes de decodage sur graphe (Algorithme Somme-Produit) et dans la suite de ce 
memoire comme support pour le comptage des cycles, puisque nous essayerons de 
mettre en relation les performances de decodage avec les cycles de petite longueur. 
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CHAPITRE 3 
INTRODUCTIONS AUX CODES LDPC 
3.1 Introduction 
Ce chapitre est consacre a la presentation des codes a faible densite de parite LDPC 
utilises dans la suite de ce memoire. Le decodage par l'algorithme Somme-Produit sera 
traite et des exemples de construction de matrices de parite seront presentes. Mais tout 
d'abord, un rappel historique sur ces codes si particuliers est fait ci-apres. 
Les codes a faible densite de parite ont ete decouverts par Robert G. Gallager en 1960 
lors de recherche pour sa these doctorat a MIT [2]. II avait decouvert un algorithme de 
decodage iteratif qu'il avait utilise avec cette nouvelle classe de codes. II appela ces 
codes « Low density parity check » pour la simple raison que la matrice de parite avait 
besoin d'etre tres creuse pour etre performante. Cependant, a cause de la complexity des 
calculs necessaires au codeur et au decodeur, ces codes ont ete oublies pendant des 
annees. 
Ce n'est qu'en 1995 que Mackay et Neal redecouvrent ces codes et effectuent leur 
decodage par 1'algorithme iteratif « Belief Propagation » de Pearl [15]. Comme les 
codes Turbos [8] decouverts en 1993, le decodage iteratif est effectue sur un graphe. A 
partir de ce moment, les codes en graphe avec decodage iteratif deviennent synonymes 
de tres bonnes performances. 
Par la suite, de nombreux travaux ont ete realises sur de nouveaux algorithmes a 
decodages iteratifs sur graphe et leurs points faibles ont ete reveles par l'etude des 
performances d'erreur en presence de cycles de petite longueur [16]. 
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3.2 Representation graphique des codes en bloc 
Les codes LDPC sont des codes lineaires obtenus a partir de graphes bipartis creux. 
Supposons que G est un graphe avec n nceuds a gauche (noeuds de variable) et r noeuds a 
droite (nceuds de parite). On obtient alors un code en bloc lineaire de longueur n. Les n 
bits du mot de code sont alors associes avec les n nceuds de variable. 
Les mots de code sont les vecteurs c = (c l f . . . , cn) tel que pour tous les nceuds de parite, 
la somme de tous les voisins des nceuds de variable soit nulle. La Figure 3.1 illustre ceci. 
La representation sous forme de graphe est determined par la matrice associee. Soit H, 
une matrice binaire de dimension r, n dans laquelle les coordonnees (i,j) sont a 1 si et 
seulement si le ieme nceud de parite est connecte au j e m e nceud de variable du graphe. 
Alors, le code LDPC defini par le graphe est l'ensemble des vecteurs c = (c l f ...,cn) 
tel que : 
H.cT = 0 (3.1) 
La matrice H est alors appelee matrice de parite. N'importe qu'elle matrice binaire de 
dimension r, n peut etre utilisee pour creer un graphe biparti avec n nceuds de variable et 
r nceuds de parite. 
Par consequent, n'importe quel code lineaire possede une representation sous forme de 
graphe de Tanner. Cependant, tous les codes lineaires n'ont pas forcement une 
representation par un graphe biparti creux. Si le graphe ou la matrice sont creux, alors le 
code est dit LDPC. 
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Vo: + Vi + V2 + V3 + VS + V? + Vg + ¥j = 0 
¥2 + V3 + vg + v? + vg = 0 
+ 1 vi + v3 = 0 
+ j| Vo + v4 + Ve + v? + vft+ v9 = 0 
-fji Vo + V2 + v3 + v4 + Vfi + va = 0 
[H} = 
1 1 1 1 0 1 0 1 1 1 
0 0 1 1 0 0 1 1 0 1 
0 1 0 1 0 0 0 0 0 0 
1 0 0 0 1 0 1 1 1 1 
Ll 0 1 1 1 0 1 0 1 0 
Figure 3.1 Matrice de parite H (10,5) et sa representation graphique 
sous forme de graphes de Forney [17] 
1 La notation de Forney a le merite d'etre plus claire que celle de Tanner, puisqu'elle precise les operations 
mathematiques necessaires au decodage. Elle sera privilegiee dans la suite de ce memoire. 
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3.3 Les classes de code LDPC 
En 1962, lors de sa decouverte, Gallager [2] a defini ses codes LDPC (n,j,k) comme 
des codes en blocs de longueur n avec j 1 's sur chaque colonne et k 1 's sur chaque ligne 
de la matrice de parite H. 
Les codes de Gallager ont done un nombre fixe de l's sur les lignes et les colonnes. 
D'un point de vue decodage, cela signifie que chaque bit est utilise par des equations 
comprenant j symboles de parite et que chaque bit de parite est regi par une equation 
modulo-2 de k bits d'entree. On retrouve le meme nombre d'additions pour chaque 
equation. Cette classe des codes LDPC est appelee « Code LDPC regulier » 
D'un autre point de vue, un code LDPC est dit regulier si les n noeuds de variable et les 
r noeuds de parite du graphe de Tanner sont de degre (j, fe) constant avec j =# k . Le 
taux du code doit alors verifier : 
n — r i 
R= =1-JT (3-2) 
n k 
La distribution du nombre de liens connectes a chaque nceud de variable (respectivement 
de parite) est done constante. Ceci est equivalent a k l's sur chaque ligne et j l's sur 
chaque colonne comme mentionne precedemment. La Figure 3.2 illustre la difference 
entre un graphe d'un code regulier et d'un code irregulier. 
Plus de details sur la construction des codes reguliers de Gallager sont disponibles en 
Annexe I. 
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Code reeulier (n. i. k) = (8. 3. 6s). R=l/2 Code irregulier (n. r) = (8. 4s). R=l/2 
Figure 3.2 : Graphe de Forney [17] du code LDPC regulier de Gallager (8, 3, 6) et d'un 
code irregulier (8, 4). II s'agit de la representation basee sur la matrice de parite. 
Contrairement aux codes reguliers, les codes irreguliers [18] n'ont pas un nombre 
constant de 1 's sur toutes les lignes et/ou toutes les colonnes. 
Le nombre de l's sur les colonnes est alors donne par la distribution des degres A(x) et 







p(x) = ^ p i . x
i - 1 (3.4) 
i=2 
avec dv, le degre maximal des noeuds de variable, 
dc, le degre maximal des noeuds de parite, 
X,j, Pj, le pourcentage de 1 dans les colonnes, respectivement lignes de poids i. 
Par definition, Luby [18] posent A(l) = p( l ) = 1 et T comme le nombre de l's dans 
la matrice de parite. Done T.A£ represente le nombre total de l's dans les colonnes de 
r A* x ' r X-
poids i. De plus, - r 1 est le nombre total de colonnes de poids i et J -^r- est le 
nombre total de colonnes dans H. 
Done la proportion de colonnes ( Xt) et de lignes( pf) de poids i est la suivante : 
Xx =





D'autres methodes de distribution des poids sur les noeuds existent pour obtenir des 
codes irreguliers, mais elles ne seront pas abordees dans ce memoire. 
3.4 Constructions de codes LDPC 
Nous nous interesserons dans cette partie a la construction de la matrice de parite H pour 
les codes LDPC. Nous decrivons ci-apres quelques methodes de construction de code 
LDPC. Deux categories de techniques de construction existent dans la litterature: 
aleatoire ou deterministe [16]. 
Ce sont des techniques complexes, soumises a des regies difficiles a respecter. La mise 
en ceuvre oblige que pour augmenter la longueur du plus petit cycle, la matrice soit plus 
creuse ce qui a pour consequence de saboter la distance minimale et done les 
performances. Cependant, la distance minimale augmente lorsque la matrice devient 
moins creuse, ce qui implique la creation de petits cycles, car la dimension de H est 
finie. Par contre la presence de petits cycles a comme lourde consequence de reduire la 
convergence des algorithmes de decodage, et done de degrader les performances 
d'erreur. 
• Construction Aleatoire 
II s'agit de la methode la plus courante, utilise par Gallager [2] en 1963 et reprise par 
Mackay et Neal [19] en 1995. La matrice de parite est alors le resultat de la 
concatenation et de la superposition de sous-matrices. Ces sous-matrices sont crees par 
des permutations aleatoires ou determinees d'autres sous matrices qui ont un poids egal 
a l . 
Les codes reguliers ou irreguliers peuvent aussi etre construits comme dans [20] ou deux 
colonnes de noeuds sont crees. Chaque nceud est utilise autant de fois que son degre l'y 
autorise. Un algorithme de permutation aleatoire etablit alors les connexions entre les 
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deux colonnes de noeuds. Cette methode est utilise aussi bien sur les codes reguliers 
qu'irreguliers. Une illustration de ce principe de construction est donnee Figure 3.3. 
Seul le degre attribue a chaque noeud varie avant l'execution de la procedure. Cependant, 
les codes construits avec cet algorithme contiennent des cycles de longueur 4, ce qui 
n'est pas attrayant. 
L'une ou l'autre de ces methodes peut etre contrainte afin d'eviter les cycles de longueur 
4 et 6, par la verification de l'absence de cycle de longueur 4 et 6 lors de l'ajout d'un 1 a 
l'endroit calcule par l'algorithme aleatoire. (i.e. « Progressive Edge Growth » (PEG)) 
[21]. 
8 noeuds variables 
4 nceuds de degre 2 4 noeuds de degre 3 
" V1 V2 V3 V4' V5 V6 V7 V8 
IT 
4 nceuds de parite de degre 5 
[H] = 
ri o l o l l l o 
0 1 0 1 0 1 1 1 
1 0 0 1 1 1 0 1 
o l l o l o l IJ 
Figure 3.3: Construction aleatoire de la matrice de parite H d'un code LDPC 
irregulier (8,4) , de taux R = - , utilisant la methode de [20] 
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• Construction deterministe 
Les methodes de constructions aleatoires n'ont que tres peu de contraintes pour la 
generation de matrices de parite. Elles ne garantissent pas par exemple, l'absence de 
petits cycles. II est done necessaire d'ajouter des contraintes pendant la phase de 
generation aleatoire, ce qui augmente la complexite generate de Palgorithme de 
construction. 
Les principaux problemes sont la presence de petits cycles et la complexite du code. 
Pour remedier a cela, des methodes de construction deterministe ont ete proposees (i.e. 
PEG [21]) pour corriger certains problemes particuliers. C'est par exemple le cas pour le 
standard WIMAX ou Ton souhaite un bon compromis entre performance et complexite 
de codage et/ou decodage [22] [23]. 
Ce sont des methodes de geometrie finie qui permettent parfois de resoudre ces 
problemes comme pour la detection de cycles de longueur 4, 6, 8 et 10 dans [24]. Les 
auteurs utilisent des formes geometriques predeterminees pour analyser les matrices de 
parite et detecter des cycles de longueur donnee. 
Enfin, une autre methode pourrait consister a optimiser des matrices existantes en 
enlevant les liens participant a la formation de cycles. C'est cette technique que nous 
avons choisie de developper pour ameliorer les performances des codes LDPC. Le 
chapitre 5 sera d'ailleurs partiellement consacre a l'etude de cette approche originale. 
II ne faut pas oublier qu'aujourd'hui, ces methodes deterministes s'ajoutent souvent aux 
algorithmes de constructions aleatoires pour la generation des matrices de parite. Ces 
deux aspects dans la construction de codes LDPC sont complementaires et necessaires 
pour obtenir des codes performants. 
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3.5 Algorithme de decodage Somme-Produit 
Le decodage des codes LDPC est rendu possible par l'utilisation d'un algorithme de 
decodage iteratif optimal. Cependant cette optimalite est conditionnee par l'absence de 
cycles dans le graphe de Tanner, ce qui n'est pas le cas dans les codes couramment 
utilises. L'optimalite est alors perdue en presence de cycles, mais de tres bonnes 
performances sont tout de meme obtenues. L'exemple de la Figure 3.4 montre une 
matrice de parite qui pourra etre decodee de facon optimale. 
6 nceuds variables 
V2 V3 V4 V5 V6 1 
[H] = 
C1 C2 C3 
3 nceuds de parite 
1 0 1 0 0 0 
0 1 0 0 0 1 
0 0 0 1 1 0 
Figure 3.4: Matrice de parite H , d'un code (6, 3), de taux R = - , ne contenant 
aucun cycle et son graphe biparti associe. 
De nos jours, un des algorithmes les plus repandus pour le decodage iteratif des codes 
LDPC est connu sous le nom de Somme-Produit (SPA). 
Cet algorithme a ete utilise par Gallager [2] pour le decodage de ses codes reguliers. 
L'algorithme propage des probabilites a travers les liens du graphe de Tanner pour 
realiser le decodage. Un des aspects fondamental de cet algorithme est que le message 
envoye par un nceud de variable V vers un nceud de parite C ne doit pas tenir compte du 
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message envoye au cours de l'iteration precedente, entre ces memes V et C. De meme 
pour les messages envoyes des nceuds de parite aux noeuds de variable, comme illustre 
Figure 3.5. 
V1 V2 V3 V4 
\ T f / 
B» mil 
CI C2 
Figure 3.5: Liens a utiliser en CI pour le calcul du message mcl_>V4 
L'information envoyee des ncEuds de variable Vi vers le noeud de parite C est composee 
de la probability que les Vi ait une certaine valeur sachant leurs valeurs au noeud de 
variable et de toutes les valeurs envoyees aux Vi au cours de leur derniere iteration, des 
noeuds de parite incident aux Vi, excepte le noeud C. 
De plus, le message de C vers V contient seulement la probabilite que V ait une certaine 
valeur sachant tous les messages envoyes a C, par tous les noeuds de variables incidents 
a C, sauf V. 
La Figure 3.6 et les illustrations qui suivent tentent d'eclaircir tout cela. 
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Graphe bipartie __ Arbres de decodage: propagation des probabilites 
V1# V2# V3@ V 4 * Iteration 1 
C1H C2H C1lT C2B C2ll 
V34 V3# V4^ Vl4v2® #V4 V2» @V3 
Figure 3.6: Mise en evidence du passage des probabilites d'un nceud a l'autre 
a la leme iteration de ralgorithme. 
II est souvent plus difficile de travailler avec des probabilites. II est done coutume 
d'utiliser les rapports de vraisemblance dans le graphe de Tanner. 
Soit la variable aleatoire binaire equiprobable x utilisee dans le calcul du rapport de 
vraisemblance : 
P[x = 0] 
Soit une autre variable aleatoire y, non binaire, qui conditionne le rapport de 
vraisemblance. 
p[x = 0 I y\ 
w>-w=m <38) 
La regie de Bayes, pour le cas de variables aleatoires x equiprobables s'applique et 
donne : 
L(x | y) = L(y \x) (3.9) 
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Nous supposons que les variables aleatoires yt, i = 1,2... I, sont independantes entre 
elles. Ce qui nous permet d'ecrire le logarithme de (3.9). 
i 
l n [L(x | y i yd] = £ l n L ( x | y t ) (3.10) 
i = l 
Supposons que les Xi soient des variables aleatoires binaires et que les yt soient des 
variables aleatoires non binaires. L'expression (3.10) donne apres developpement [25] : 
1 + (nUtanhi^Mi) 
ln[L(x1®...@xl\yll...,yl)]= In ) ( (3.11) 
l-(nUtanh ln[L^ i ly i )J) 
A la premiere iteration, les noeuds de parite envoient sur tous les liens leur logarithme de 
vraisemblance, sachant la valeur observee. Pour cela, l'algorithme doit connaitre le type 
de canal utilise. Comme mentionne dans le chapitre 2, nous nous interessons au BSC, 
avec une probabilite d'erreur p. Done le premier message envoye a tous les voisins d'un 
nceud de variable est: 
ln(l — p ) - ln(p) Si la valeur du nceud de variable est 0 (3.12) 
ln(p) - ln(l — p) Si la valeur du nceud de variable est 1 (3.13) 
Pour toutes les iterations suivantes, les noeuds de parite transmettent a leurs voisins le 
log de vraisemblance de l'equation (3.11). L'equation (3.10) est quant a elle utilisee 
lorsque les noeuds de variable envoient aux noeuds de parite leur log de vraisemblance, 
fonction des observations du canal et des logs de vraisemblance de 1'iteration 
precedente. 
Le schema (3.7) reprend les principes enonces ci-dessus et effectue les premiers calculs 
lors d'une iteration. Les noeuds ou les calculs sont effectues sont mis en evidence. 
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Eta pelf : Mise a jours des noeuds de parite C; £V , | Etapelh: Mise a jours des noeuds de variable V j 
V1 V2 V3 V4 V5 V6 V7 V8 V1 V2 V3 V4 V5 V6 V7 V8 
C1 C2 
• 





Etape2,: Mise a jours des nceuds de parite C; €E V2 I Etape2h: Mise a jours des noeuds de variable V , 
V1 V2 V3 V4 V5 V6 _V7 V8 V1 V2 V3 V4 V5 V6 _V7 _V8 
U 
C1 C2 C3 C4 C1 C2 C3 C4 
Etape3,: Mise a jours des nosuds de parite c. e V3 j Etape3h: Mise a jours des noeuds de variable V 3 







C1 C2 C3 C4 
Etape4,: Mise a jours des nceuds de parite Ci G V4 | Etape4h: Mise a jours des nceuds de variable V, 
V1 V2 V3 V4 V5 V6 V7 V8 V1 V2 V3 V4 V5 V6 V7 V8 
C1 C2 C3 C4 
U 
C1 C2 C3 
D 
C4 
Figure 3.7: Mise en evidence des premieres etapes de mise a jour par l'algorithme 
Somme-Produit lors d'une iteration I quelconque. 
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Comme nous l'avons explique precedemment, le calcul du log de vraisemblance envoye 
par le noeud de variable V vers le noeud de parite C tient compte de tous les logs de 
vraisemblance arrives au noeud V a l'iteration precedente sauf celui provenant du noeud 
C. 
Soit Tnvc, le message transmis a la l
eme iteration entre le noeud de variable V et le noeud 
de parite C. 
Soit mCy, le message transmis a la i
eme iteration entre le noeud de parite C et le noeud de 
variable V. 
Voici alors les equations de mise a jour des messages : 
(0 (°) 
"lVC "LVC 




mcv = In 




ou Cv represente l'ensemble des connexions incidentes au noeud de variable V, 
Vc l'ensemble des connexions incidentes au noeud de parite C, 
e t m ^ , le log de vraisemblance, fonction des valeurs recues directement depuis le canal 
enV. 
Cependant, lorsque l'algorithme n'a pas converge a la derniere iteration, la formule 
utilisee pour le calcul de mcv est modifiee. Pour ameliorer tres legerement la 
performance d'erreur de 1'algorithme, on prend maintenant en compte tous les liens 
incidents. Ceci se traduit par l'equation (3.16) [25]: 
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mCy = In 
I l - f l V e c t a n h - ^ j I 
(3.16) 
Le decodage des codes LDPC avec l'algorithme Somme-Produit prend deux 
arguments essentiels [26]: 
• Le nombre d'iterations maximum de l'algorithme (note ITmax) 
• La valeur de la borne de confiance pour le log de vraisemblance \nL(x | y) 
proche de ±oo a laquelle on admet que le noeud a ete decode correctement. 
L'algorithme sera execute jusqu'a ce que tous les logs de vraisemblance aient converges 
vers ±oo ou que le nombre d'iterations maximal soit atteint. 
En fonction de la valeur de vraisemblances obtenue au niveau des noeuds de variable, on 
decidera du bit decode suivant les regies [26] : 
• Si In L(x | y) -> +oo, alors P[x = 0| y] = 1 done 0 est le bit decode. 
• Si In L(x | y) -» — oo, alors P[x = 1| y] = 1 done 1 est le bit decode. 
En pratique, des que Ton s'eloigne des tres faibles SNR, le canal induit moins d'erreurs. 
Le nombre moyen d'iterations necessaires au decodage en est alors reduit. A titre 
d'information, le nombre d'iterations moyen necessaire pour decoder un bloc d'un code 
(500, 250) pour un BER a 10"5 est d'environ 4 iterations. Ceci a ete mesure sur les codes 
que nous avons simules. 
La procedure de decodage utilisant l'algorithme Somme-Produit que nous venons de 
detailler est schematisee Figure 3.8. 
i Caluul des ' i uan;ui aes j 
(probability (eq 3 14)1 
\ . / 
\ Calcul probabilites (eq 3 15)} rCalcul probabilites (eq 316): 
V / V S 
non j** si tout les ' • -. oui 
Jn[L(x|y)] >±?-> N r" 
Figure 3.8: Schema bloc de l'algorithme Somme-Produit utilise dans ce 
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CHAPITRE 4: 
THEORIE DES CYCLES ET ALGORITHMES 
4.1 Introduction 
Le comptage exact des cycles et remuneration des chemins dans les graphes sont 
connus pour etre complexes. Le comptage necessite la determination de l'ensemble des 
chemins et ceci consomme beaucoup de ressources et de temps pour etre effectue. Des 
algorithmes performants et intelligents, dans le sens ou ils n'explorent pas tous les 
chemins, doivent etre developpes pour compter les cycles. Bien evidemment, il existe 
differentes longueurs de cycle. Ceux de longueur minimale peuvent etre comptabilises 
tres rapidement contrairement aux plus grands qui posent souvent des problemes. 
Aucuns des algorithmes presentes ne s'inspirent de publications ou de methodes 
connues, bien que la premiere des methodes soit tres evidente. Ceci est principalement la 
cause d'un manque de details dans les deux publications consultees pour parvenir a 
reproduire les algorithmes [24] [27]. 
Nous allons voir dans ce chapitre les difficultes rencontres pour le comptage des cycles 
puis presenter deux algorithmes que nous avons specialement developpes et optimises 
pour les graphes bipartis et enfin, nous conclurons sur des outils elabores pour l'analyse 
des cycles. 
4.2 Problematique du comptage de cycles 
Le comptage des cycles minimaux releve des techniques d'exploration de graphes. La 
principale difficulte dans cette tache est la preservation des ressources-memoire. Pour 
bien situer le probleme, nous nous proposons d'etudier l'exemple suivant. 
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Soit l'arbre de la Figure 4.1 ou chacun des noeuds est relie a 1000 autres. A la 
profondeur 4, le graphe atteint (10 3 ) 4 = 1012 chemins de longueur 4. 
Figure 4.1: Illustration d'un arbre explore jusqu'a la profondeur 4 
II peut etre interessant de chiffrer la memoire minimale necessaire a la memorisation de 
l'ensemble des chemins possibles du graphe ci-dessus. L'utilisation de variable de type 
Long sur 32 bits est la plus appropriee (4 octets). 
M = 4octets. (1000 + 1000A2 + 1000A3 + 1000A4) = 4.004 Teraoctets 
Heureusement, les codes n'utilisent pas autant de liens et de noeuds. Cela n'empeche en 
rien une montee tres rapide de la memoire necessaire au fur et a mesure que l'on rentre 
plus profondement dans le graphe. 
II est alors quasi impossible de memoriser tous les chemins possibles dans un graphe de 
taille consequente. II faut done parvenir a trouver un moyen de minimiser le nombre 
d'information a memoriser pour compter les cycles les plus petits. 
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4.3 Algorithme d'exploration d'arbres 
4.3.1 Comptage des cycles minimum 
Une solution pour preserver les ressources est de compter les cycles sans memoriser le 
chemin parcouru. En effet, il apparait que seules la position actuelle et celle du noeud 
precedent sont necessaires et suffisantes pour denombrer les cycles minimaux. Cette 
propriete est d'ailleurs demontree dans la prochaine partie. 
Nous nous contenterons ici de montrer le fonctionnement de l'algorithme de comptage 
en prenant comme exemple le graphe biparti de la Figure 4.2. 
ui EK-^JNv - ^ ^ H Z H P I 
u3 0 H+"Hp3 
Figure 4.2: Graphe biparti avec un cycle de longueur N = 6 
ou les noeuds UiEllet pt G V, i = 0,1,2,3 
Mais tout d'abord, quelques definitions sont necessaires [27]. 
Definition 4.1 : 
Un graphe G(W,S) est compose d'un ensemble non nul de noeuds W et de 
liens £, se trouvant dans n 'importe quel sous-ensemble de la paire: 
{{u, v} : u, v E W, u ^ v} 
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Definition 4.2: 
Un graphe G(W, 8) est biparti avec des nceuds de la classe 11 et V si 
W = 11 W, 11 nV = 0 et que chaque lien ait une extremite dans 11 et I 'autre 
dans V. 
Definition 4.3 : 
Un chemin de longueur N - 1 dans un graphe G(W, £) est une sequence de 
nceuds ax, a2,... ,ccN ou a^ £ W et {ait a£ + 1} G £, pour tout a^ G [1, JV ]. 
Definition 4.4: 
Un chemin de longueur N dans G(W,£) estferme si ax = aN+1. C'est-d-dire si 
aa et aN+1 correspondent aux mimes sommets v G W. 
Definition 4.5 : 
Un chemin ferme de longueur N est un cycle si alt a2,... , aN sont distincts. 
C'est-d-dire si cci =£ Uj pour tout i =£ j G [1,JV]. 
Etalons le graphe comme le ferait un algorithme d'exploration. Pour ce faire, certaines 
regies doivent etre definies: 
Regie 1: Les retours en arriere sont interdits (pour metre sous forme d'arbre). 
Resle2: L 'exploration commence par les nceuds Ui G 11. 
Regle3_: II existe au maximum un seul et unique chemin de longueur « 1 » entre un 
nceud de la classe 11 et un nceud de la classe V. 
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• p 3 . 
.Pi 
>" . PR 
. P3 
u3 
Figure 4.3: Graphe biparti etale jusqu'a la profondeur D = 3 
ou trois cycles de longueur 6 sont mis en evidence 
Si Ton regarde de plus pres, le meme cycle apparait 3 fois. Seul l'ordre de la sequence 
est different. Ceci donne lieu a la propriete 4.1. 
fi # - # # # HI 
Uy <^ my 
• 
Figure 4.4: Mise en evidence de la presence du meme cycle 
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Propriete 4.1; 
Un cycle de longueur N dans un graphe biparti G (W, £) est compose de N/2 
noeuds de gauche et N/2 noeuds de droite. Le cycle de longueur N sera done 
comptabilise N/2 fois par les algorithmes de comptage. II faut en tenir compte 
pour donner le nombre exact de cycles d'un graphe. 
Une demonstration par recurrence forte, demontrant qu'il n'est pas necessaire de 
memoriser l'integralite du chemin pour le comptage de cycle minimum, est traitee dans 
la partie suivante. 
4.3.2 Demonstration des conditions necessaires pour les cycles minimaux 
Cette partie est consacree a la demonstration par recurrence forte, de la propriete de non-
memorisation du chemin pour le comptage de cycles minimaux. 
u y 
Figure 4.5: Graphe biparti 
Soit V., V l'ensemble des noeuds du graphe biparti G(W, £) 
L'exploration de ce graphe se fait dans le respect des regies precedemment enoncees, 
mais rappelees ci-dessous : 
Regie 1: Les retours en arriere sont interdits 
Regle2: L 'exploration commence par les noeuds Ui Eli 
Regle3: // existe au maximum un seul et unique chemin de longueur « 1 » entre un 
noeud de la classe 1i et un noeud de la classe V. 
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Cette demonstration suppose qu'il existe un ou plusieurs cycles, lorsque N -» oo. 
• Initiation: A la profondeur D = 2, les regies de construction confirment B =£ 5 ' , 
A =£ C'et ^4' =£ C . II faut seulement verifier qu'il a la meme origine et le meme 
noeud final pour qu'il y ait un cycle (C'est a dire A = A'et C = C"). Ce n'est 
pas le cas. 
C A' ")—•(' B' .—( c "; 
Figure 4.6: Recurrence forte (1) 
• Heredite: A la profondeur D = 3, les regies de construction confirment C =£ C, 
B*D' etB' *D. 
Les proprietes verifiees a l'etape precedente, c'est-a-dire pour D = 2, confirment 
que B =£ B'et que A * C'et A' * C. 
II faut seulement verifier qu'ils aient la meme origine et le meme nceud final 
pour avoir un cycle. Ce n'est toujours pas le cas. 
Figure 4.7: Recurrence forte (2) 
• Heredite2: A la profondeur D = 4, les regies de construction confirment D =£ D', 
C * E'et C *E 
Les proprietes verifiees a l'etape precedente, c'est-a-dire pour D = 3 confirment 
que B * B'et C * C'et que A * C'et A' =£ C 
etB^D' etB' ±D . 
II faut seulement verifier qu'ils ont la meme origine et le meme noeud final pour 
avoir un cycle. Ce n'est toujours pas le cas. 
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Figure 4.8: Recurrence forte (3) 
• Si aucun cycle n'a ete trouve dans l'ensemble des etapes precedentes, c'est a 
dire HCycle V D E [2, N — 1], alors par heredite, un cycle de longueur minimal 
existe a l'etape presente D si et seulement si les deux chemins du graphe ont 
meme noeud d'origine et meme noeud final. 
Cette demonstration prouve qu'il est inutile de memoriser le chemin lors de 
l'exploration d'un graphe pour compter les cycles de longueur minimum. Elle donne lieu 
a la propriete 4.2 ; 
Propriete 4.2: 
Un chemin dans un graphe biparti G (W, £) peut emprunter deux fois le meme 
noeud si et seulement si la profondeur d'exploration est superieure ou egale a la 
longueur du cycle minimum diviseepar deux. 
4.3.3 Comptage des cycles non minimaux de longueur 6 et 8 
L'algorithme d'exploration de graphe decrit ci-dessus peut aussi etre utilise pour le 
comptage de cycles de longueur specifique. Cependant, la propriete de «non-
memorisation du chemin emprunte » n'est plus valable, car il devient necessaire de 
verifier qu 'un cycle de longueur inferieure n'est pas present a l'interieur de celui qui est 
comptabilise. Ce cas particulier, appele lollipop [27], est presente a la Figure 4.9. 
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„ _ (x4 — Q as V 
a* - ""^OL^ 
Figure 4.9: Lollipop (2, 6) de ai a 03 
Definition 4.6: 
Le terme lollipop (m, N-m) designe un chemin de longueur N ou les nceuds 
a1,a2,...,cCfj sont distinct entre eux et crw+1 = am + 1 . Les cycles de longueur 
2m sont done des lollipop (0, 2m). 
L'algorithme d'exploration doit alors verifier qu'aucun lollipop ne se trouve dans un 
cycle qu'il aurait decouvert. Pour ce faire, une serie de verifications doit etre effectuee. 
Ces verifications dependent de la profondeur d'exploration a laquelle ralgorithme est 
rendu. Les verifications pour des cycles de longueur 6 et 8 sont presentees ci-apres. 
• Cycle de longueur 6 : 
Figure 4.10: Cycle de longueur 6, forme par les deux chemins A...D et E...H 
Le schema de la Figure 4.10 montre deux chemins explores jusqu' a la profondeur 3 et 
dont le regroupement forme un cycle de longueur 6. Ceci signifie que les noeuds A et H 
mais aussi D et E sont les memes. La figure 4.3 montre aussi des cycles de longueur 6. 
Vous pouvez vous y referer pour constater les egalites mentionnees ci-dessus. 
Ceci donne lieu a la definition 4.7. 
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Definition 4.7: 
Dans un graphe biparti G(W,£), explore jusqu'a la profondeur 3, il existe un 
cycle de longueur 6 si et seulement si les nozuds des deux chemins verifient les 
egalites suivantes: 
A = H etD = E (4.1) 
B±GetC±F (4.2) 
Les autres verifications ne sont pas necessaires grace aux regies d'exploration 
definies precedemment. Les relations (4.1) verifient les extremites des deux 
chemins et celle de (4.2) Vabsence des deux cas de lollipop. 
La verification de ces relations est necessaire et suffisante pour etablir 
I'existence d'un cycle de longueur 6. 
• Cycle de longueur 8 : 
Figure 4.11: Cycle de longueur 8, forme par les deux chemins A...E et F...J 
Definition 4.8: 
Dans un graphe biparti G(W,£), explore jusqu'a la profondeur 4, il existe un 
cycle de longueur 8 si et seulement si les nceuds des deux chemins verifient les 
egalites suivantes : 
A=J etE = F etA±E (4.3) 
B*IetD±GetC*H (4.4) 
B*G etl±D (4.5) 
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Les relations (4.3) verifient les extremites des deux chemins, celle de (4.4) 
I'absence des six cas de lollipop et enfin celle de (4.5) le cas particulier d'un 
cycle de longueur 4 dans la boucle. Cette derniere est necessaire si au moins un 
cycle de longueur 4 a ete trouve dans le graphe. 
La verification de ces relations est necessaire et suffisante pour etablir 
I'existence d'un cycle de longueur 8. 
4.3.4 Schema bloc des algorithmes 
L'algorithme d'exploration de graphe utilise, est le meme pour les cycles de longueur N 
ou ceux de longueur minimale. 
En effet, seules les verifications necessaires au niveau du comptage sont differentes, 
comme etudie dans la partie precedente. 
Afin de limiter les problemes de memoire, une approche d'exploration en serie a ete 
envisagee. Au lieu d'explorer le graphe en demarrant l'ensemble des noeuds de depart 
simultanement, il apparait interessant de demarrer les noeuds de depart un par un. 
L'utilisation de la memoire est alors divisee par le nombre de lignes de la matrice, mais 
les temps de calcul sont beaucoup plus longs. Cependant cette methode permet de 
trouver le nombre de cycles de longueur 4, 6, et 8 pour de grands codes alors que la 
methode d'exploration parallele, est stoppee par le systeme d'exploitation pour cause de 
consommation trop importante des ressources-memoire. 
L'algorithme parallele, qui est deja le plus rapide des deux, declare un processus (thread) 
par noeud de depart. Et done, plus il y a de processeurs, plus le temps de calcul est reduit. 
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Figure 4.12: Schema bloc de l'algorithme d'exploration parallele du graphe pour le 
comptage de cycles. Cet algorithme consomme beaucoup de memoire. 
50 
' .fatal >>iir Kttfta J 
.E.MiJob 
•i i y i - i . i l . «s 
V ' IV 
/ Liter les LWrw'ora '', 
' emotes Ua'.Cx 
L l l * « * l .111 M> 1 'J 
* 
l * fcl !•!'* P " I C * 




orair ton! *BN tWiss « 
• M - f^trnPHth 
/* ; Swjverjerde >Jr la 'is!« i 
•w 




^ " C Y U P I W " 





V V y 
'VaftStioh . •VaSaaten / ' T J B S I E P ' ^ 
1 <oro»aun» ) I lanisuioti* ,- ,' cercijc-* ) 
V 
V . 
Gwr;pte sas cfwunma *-Jn Compte tea cnenws *H| 
V . J 
L_ * fidhiil 'lornhm de cycte y*, ~-
^™™™>™,£ 
1 






1 ̂ . — J 
-"S> DMO'SOU "-» 
Cyc F n r a n t 5 
•-iipi ordain! luxivto' 
*™™™™» 
r 
r ~ fc 
j 
, * 
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comptage de cycles. Cet algorithme consomme peu de memoire. 
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4.4 Algorithme d'exploration des graphes de Tanner 
L'algorithme precedent, base sur l'exploration d'arbres, n'est pas tres performant. Au fur 
et a mesure que la profondeur d'exploration augmente, de plus en plus de memoire et de 
temps sont necessaires a l'algorithme. II devenait utile de chercher une nouvelle 
methode, plus efficace, pour diminuer ces problemes de temps et de memoire. 
Cependant, certains objectifs ont change apres les premiers resultats obtenus avec 
l'algorithme d'exploration d'arbres, puisque le comptage des cycles non minimaux s'est 
avere moins interessant que prevu. 
Pour parvenir a concevoir un nouvel algorithme performant, il fallait changer la methode 
d'exploration. C'est pour cela que le comptage des cycles devait se faire sur un graphe 
biparti. 
La partie suivante explique notre methode, que nous avons concue et developpee pour 
atteindre ces objectifs. 
4.4.1 Recherche des cycles dans un graphe de Tanner 
Pour compter les cycles de longueur minimum dans un graphe de Tanner, nous nous 
sommes inspires des algorithmes de decodage. Le noeud de depart Ndj propage sur ses 
liens une etiquette qui va se deplacer de noeud en noeud. Lorsque plusieurs etiquettes 
atteignent a la profondeur D un meme noeud, l'algorithme deduit la presence d'un ou 
plusieurs cycles, passant par ce noeud. II utilise alors la formule 4.6 pour calculer le 
nombre de cycles JVj de longueur 2D passant par ce noeud i. 
mdmi — 1) ._ , „ . t . „ 
]\j — —l 1 (bomme de Gauss) (4.6) 
avec nij le nombre de marques (etiquettes) sur le noeud i. 
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Une fois tous les marquages verifies et les Nt calcules, le nombre de cycles Ncyc2Di Nd • 
a la profondeur 2D, utilisant le nceud de depart Ndj peut-etre calcule. 
Ncyc2D> Ndj = ^ ty (4.7) 
ieu 
II est necessaire de calculer le nombre de cycles Ncyc2D Nd- & l
a profondeur du cycle 
minimum, pour tous les nceuds de depart Ndj G 11 ou G V. Les noeuds de depart doivent 
absolument appartenir au meme sous-ensemble du graphe biparti. 
Si les Ndj G 11 , un comptage suivant les noeuds de variable est effectue. 
Si les Ndj G V , un comptage suivant les nceuds de parite est effectue. 
Une fois l'ensemble desAfcyc2D/ wd.connu a la profondeur D du cycle minimal, il est 
possible de connaitre le nombre de cycles N2D de longueur 2D qui jalonnent le graphe. 
N2D = o2_JNcyc2Di j (4.8) 
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Figure 4.14: Schema bloc de l'algorithme de comptage des cycles minimaux 
La presence de lollipop empeche le comptage des cycles de longueur superieure au cycle 
minimum. Cependant, il est possible de compter les cycles a la profondeur D + 1 en 
complexifiant les etiquettes. Mais cette methode n'a pas ete implemented. 
Les Figure 4.15 et 4.16 justifient l'utilisation de la formule (4.6) et illustre le systeme de 
propagation d'etiquette definie plus haut. 
Chemins 
i K S ^ B i 
Figure 4.15: Exemple propageant 5 etiquettes pour justifier la formule (4.6) 
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La Figure 4.15 montre l'existence de cinq chemins entre un noeud de depart et un autre 
noeud du graphe. II est alors possible de compter visuellement tout les cycles minimaux 
passant par ce noeud de depart. 
On trouve 10 comme resultat de la somme :4 + 3 + 2 + 1 + 0. 
Etapel: D = 0 
Depart 6NA = V1 
Etape2: D = 1 
C3 C4 C1 C2 C3 C4 
Etape4: D = 3 
VI 
CI CZ C3 C4 
Ensembles des cycles trouvis 
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• + i+0 
Figure 4.16: Propagation des etiquettes a partir du noeud de departs Ndx € 11 
ou 3 6-cycles (3 cycles de longueur 6) ont ete trouves 
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4.4.2 Complexity des algorithmes 
La complexity de cet algorithme a ete analysee, obtenant des performances au niveau 
memoire et vitesse d'execution tres concluants. Les temps de calcul, pour un ordinateur 
comparable a celui utilise pour ce memoire, peuvent etre calcules avec les formules 
suivantes. Ces formules experimentales ont ete obtenues grace a la mise en place de 
marqueur temporel dans le code source des deux programmes. 
Calculous) = (0,128 .Nbr*d - 56,13 NbrNd).
 Nbr^sParNoeud £eef_ + ^ (4g) 
Deep 
CalculMgo2(\is) = (0,037 Nbr$d.NbrLiensParNoeud + 0,589 JVfcrwd).-y- (4.10) 
avec NbrNd le nombre de noeuds de depart, et Deep la profondeur exploree. 
0{Nbrm.Deep)
2 0.253 sec 1.216 sec 
0{NbrNd)
2 0.111 sec 0.173 sec 
Tableau 4.1: Comparaisons de la complexity et des temps de calcul des deux algorithmes 
pour deux codes reguliers de Gallager (500, 1000, 3) 
avec un cycle minimum a 4 et a 6. 
Meme si la complexity est en 0(n)2 pour les deux algorithmes, une constante et un 
impact superieur a la profondeur, se rajoutent dans le premier cas. 
La constante varie avec le temps d'allocation de la memoire, et la profondeur 
d'exploration augmente significativement avec le nombre de chemins a analyser. 
Ceci n'est pas vrai pour le deuxieme algorithme qui occupe une memoire et un nombre 
de chemins constant. Cela lui permet d'avoir une complexity lineaire avec la profondeur 
exploree. 
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4.5 Comptage elabore des cycles 
Nous introduisons dans cette partie trois methodes pour determiner le nombre de cycles 
de longueur minimale parcourant chaque nceud et lien d'un graphe de Tanner. Ces 
methodes sont destinees a collecter plus d'information que les methodes classiques [28], 
qui ne renvoient que le nombre de cycles de longueur g, g+2 et g+4. 
Nous presentons dans les paragraphes suivants trois algorithmes. Le premier compte le 
nombre de cycles minimaux pour tous les nceuds Â  du sous-ensemble 11 et V du graphe 
biparti, le deuxieme effectue la meme chose pour chaque lien du graphe, et le dernier 
recherche la longueur du plus petit cycle passant par un nceud ou un lien du graphe de 
Tanner. 
4.5.1 Comptage des cycles minimaux sur les nceuds 
Ce premier algorithme compte le nombre de cycles de longueur minimale utilisant un 
nceud donne du graphe de Tanner. L'algorithme utilise est celui de la partie precedente 
qui propage des etiquettes sur les liens du graphe biparti. L'exemple de la Figure 4.17 
montre les distributions des cycles de longueur minimale, pour les nceuds Ni 6 V, a 
gauche et les nceuds N^ 6 V a droite, de la matrice de parite (4.11). 
H = 
1 1 0 1 
0 0 0 0 
1 0 0 1 
0 1 0 1 
0 0 0 0 
(4.11) 
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Figure 4.17: Distribution des cycles de longueur minimaux sur les noeuds Nt E 11 
et Nt E V de la matrice de parite (4.11) 
4.5.2 Comptage des cycles minimaux sur les liens 
L'algorithme de la Figure 4.14 permet de determiner le nombre de cycles de longueur 
minimaux par noeud. Cependant, des informations plus precises sur le cycle minimum 
d'un code correcteur d'erreur peuvent etre trouvees en comptant le nombre de cycles 
partageant le meme lien. Pour cela un comptage des cycles a partir d'un des deux noeuds 
du lien est necessaire. Ce comptage est effectue avec et sans le lien concerne. La formule 
(4.12) donne le nombre de cycles parcourant le lien. 
Ncyclieniiij) ={Ncycnoeud 
i)lien(t,j) present \NcyCnoeud l)lien(i,j)suprim€ 
(4.12) 
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Figure 4.18: Schema bloc de l'algorithme de comptage des cycles minimums 
sur chaque lien, d'un meme nceud de depart Ndj. 
Une fois les liens du sous-ensemble W analyses par l'algorithme, le nombre de cycles 
partageant un meme lien est obtenu. 
Un lien est represents par deux coordonnees (i,f), correspondant aux nceuds des sous-
ensembles Nf G 11 et Nj G V qu'il relie. Aussi, le nombre de cycles minimaux 
comptabilises sur ce lien peut etre defini par les memes coordonnees. 
Alors une matrice des cycles minimaux peut etre construite. En reprenant la matrice de 





























Figure 4.19: Visualisation de la matrice des 4-cycle1 des liens M 
du graphe biparti defini par la matrice (4.11) 
Ces resultats permettent d'identifier les liens engages dans un grand nombre de cycles. 
Cet algorithme est utilise dans le chapitre 5 pour identifier les points faibles des matrices 
de parite et dans le chapitre 6 pour l'analyse des codes S-CS02C-WS. 
4.5.3 Comptage des cycles propres a un noeud ou a un lien 
Apres avoir compte le nombre de cycles minimaux sur les liens et nceuds du graphe de 
Tanner, nous introduisons dans cette partie un algorithme qui recherche la longueur du 
plus petit cycle passant par un noeud ou un lien du graphe de Tanner. 
II utilise pour cela une version modifiee de l'algorithme de propagation d'etiquettes qui, 
au lieu de compter les cycles minimaux, enregistre pour un noeud ou un lien donne, la 
longueur du plus petit cycle. 
Comme pour les deux autres algorithmes de la section 4.5, les resultats se presentent 
sous forme de vecteur, dans le cas des nceuds, ou de matrice, dans le cas des liens. Cet 
algorithme est utilise dans le chapitre 5 pour le calcul des cycles minimaux moyens 
associes a un code. 
La terminologie « X-cycle » signifie « nombre de cycle de longueur X ». 
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CHAPITRE 5: 
LES CYCLES ET LES CODES LDPC 
5.1 Introduction 
Les performances des codes LDPC avec un decodage iteratif ont surpasse celles de tous 
les codes connus. Aujourd'hui, les algorithmes de decodage comme le Somme-Produit 
sont deja optimises et quasi-optimaux pour le decodage des graphes avec cycles. II 
semble maintenant qu'aucune amelioration significative ne soit possible par 
l'amelioration ou la creation d'algorithmes de decodage [16]. 
Le travail sur les matrices de parite semble etre la clef pour ameliorer les performances 
d'erreur. 
Depuis plusieurs annees, l'ensemble des chercheurs s'accorde a dire que Pimportance 
des cycles est preponderant sur les performances observees. Leur etude de maniere 
poussee est necessaire pour comprendre leur role reel dans la degradation des 
performances d'erreur. Des outils et des methodes d'analyse pointus doivent etre crees 
pour atteindre ces objectifs. 
Nous proposons dans ce chapitre, qui presente notre contribution la plus importante, de 
definir des methodes d'analyse basees sur les algorithmes du chapitre 4 pour etudier et 
definir le lien qui existe entre les cycles et la degradation des performances d'erreur. 
Nous verrons entre autres comment il est possible d'ameliorer les performances d'un 
code existant avec notre algorithme PER (Progressive Edges Reduction) qui supprime 
les points faibles du code. Nous presenterons aussi une methode originale pour 
selectionner les meilleurs codes des algorithmes de recherche exhaustive. Enfin, nous 
aborderons le paradoxe du besoin de cycles dans le decodage de codes implementables. 
1 La methode d'amelioration de matrice de parite PER a ete concue et implementee pour ce memoire. Elle porte sont 
nom en reference a la methode PEG qui elle au contraire, ajoute des liens au lieu de les enlever. L'idee de cette 
methode est un hasard puisque a l'origine, nous cherchions a classer des codes LDPC par performance d'erreur. 
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5.2 Methode d'optimisation de matrice de parite (PER) 
Nous avons presente dans le chapitre precedent un algorithme de comptage de cycles sur 
les liens et nceuds d'un graphe de Tanner. Cet outil va permettre de comprendre plus en 
detail l'impact des petits cycles sur les performances d'erreur. 
Comme il a ete precedemment explique, cet algorithme identifie combien de fois un lien 
particulier du graphe de Tanner est utilise dans la formation de cycles minimaux, et 
enregistre cette information dans ce que nous appelons « une matrice des cycles », note 
M. Nous pensions qu'avec une etude poussee de cette matrice des cycles, il serait 
possible de trouver un parametre recurent pour prevoir quel code parmi plusieurs devait 
etre le meilleur. Malheureusement, cette etude n'a pas ete fructueuse. II n'etait pas 
possible d'obtenir un classement des codes par leurs performances d'erreur. Mais cela ne 
signifie pas pour autant que c'est impossible. 
Notre idee etait que cette matrice des cycles contient les points faibles quantifies1 de la 
matrice de parite d'un code et qu'en consequence Panalyse de ces points faibles permet 
d'identifier la matrice la plus performante parmi plusieurs construites avec les memes 
proprietes. Cependant, il est indeniable que cette matrice des cycles contient bien les 
points faibles du code. C'est cela qui nous a donne l'idee d'exploiter ces points faibles 
pour ameliorer les performances de codes LDPC. Pour atteindre cet objectif, il suffit 
d'eliminer les points faibles de la matrice de parite et les performances d'erreur a haut 
SNR s'ameliorent d'elles-memes. 
Cependant, V experience nous a appris qu'il fallait prendre quelques mesures preventives 
pour limiter la degradation des performances due a la suppression d'un lien. 
Voici quelques regies a respecter : 
• Ne pas deconnecter un noeud du reste du graphe. 
• Supprimer en priorite les liens impliques dans le plus grand nombre de cycles en 
esperant une diminution importante de ces derniers. 
• Se deplacer aleatoirement dans la matrice pour la suppression des liens. 
1 Le mot quantifie est utilise car l'algorithme compte le nombre de cycles passant par un meme lien. Done si la 
matrice des cycles contient a un endroit un chiffre eleve, cela signifie que le lien concerne est engage plus que les 
autres dans la formation de cycles. 
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Bien evidemment, la premiere mesure sert a ne pas ignorer un bit arrivant du canal. 
La deuxieme sert a limiter au maximum le nombre de liens a supprimer, car la 
suppression des liens reduit les distances entre certains mots de code et ainsi degrade les 
performances d'erreur. 
Enfin, la troisieme regie est utile pour bien repartir la suppression des liens dans la 
matrice de parite. 
L'algorithme d'optimisation d'un graphe de Tanner existant est donne Figure 5.1. 
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Figure 5.1: Schema bloc de notre algorithme d'optimisation de matrice de parite PER 
(Progressive Edges Reduction) utilisant certaines fonctions developpees au chapitre 4. 
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Illustrons cette methode par un exemple : 
• La premiere etape consiste a generer une matrice de parite H, reguliere ou 
irreguliere, avec une methode de construction aleatoire. Pour cela, nous avons 
choisi d'utiliser Palgorithme de Radford M. Neal [3] qui genere un code LDPC 
regulier non systematique. 
• Une fois la matrice H obtenue, il ne reste qu'a appliquer l'algorithme 
d'optimisation qui va supprimer un par un les liens utilises dans la formation de 
cycles minimaux. Ces liens vont etre analyses afin de determiner leur ordre de 
suppression. Ceux responsables dans un grand nombre de cycles seront elimines 
en priorite. La liste definissant l'ordre de suppression des liens est mise a jour 
apres chaque suppression. Ainsi, le nombre d'elements supprimes est reduit au 
minimum. Ce protocole permet de resoudre de maniere quasi optimale ce 
probleme qui est NP complet; a savoir, supprimer le nombre minimum de liens 
dans le graphe de Tanner d'un code pour obtenir un nouveau code avec un cycle 
minimum superieur au premier. Apres l'execution de cet algorithme, le cycle 
minimum gH du code devient: 
9w >9H + 2 (5.1) 
La matrice de parite quasi-reguliere H ' est alors obtenue. La legere irregularite 
etant causee par la suppression des l 's dans la matrice. Un exemple des matrices 
H et H ' est donne a la Figure 5.2 
Enfin, il ne reste plus qu'a simuler les deux codes pour observer 1'amelioration 
obtenue. La Figure 5.3 montre les performances d'erreur avant et apres 
l'optimisation de la matrice. 
Des resultats complementaires, effectues sur d'autres codes, sont presentes en 
Annexe II. 
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V9 V10 V11 V12 
H' = 
ro 1 0 0 1 0 0 1 1 0 0 0 
1 0 0 0 1 0 0 0 0 1 0 0 
0 0 1 1 0 0 0 0 0 1 0 1 
0 0 1 0 0 1 1 1 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 1 0 
0 1 0 1 0 0 1 0 0 0 1 OJ 
Figure 5.2: Pour supprimer les 6 4-cycles de la matrice H, l'algorithme a supprime 
quatre liens. H' est la matrice obtenue. Les liens supprimes sont en rouge. 
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Figure 5.3: Performances d'erreur obtenues pour les matrices de parite 
H et H' (D13 et OpD13)\ Une amelioration de 0.6dB est obtenue a 10s. 
1 Des explications complementaires sur les codes utilises dans ce memoire sont disponibles en Annexe IV. 
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5.3 Etude du cycle minimum moyen des codes LDPC 
5.3.1 Origine 
De nombreux articles discutent des cycles des codes LDPC [29] affirmant que le plus 
petit cycle d'un code est un critere determinant. Ce critere est sense, a matrices de 
memes dimensions, differencier les performances d'erreur. 
II est vrai que les cycles de petite longueur penalisent fortement les performances des 
codes comme il a ete mis en evidence au debut de ce chapitre. Et ceci a tel point que 
certains liens du graphe de Tanner causent plus de dommage que de gain pour la 
correction des erreurs. 
Cependant, pendant longtemps il nous etait difficile de comprendre pourquoi certains 
codes avec beaucoup de cycles etaient plus performants que d'autres issus du meme 
algorithme, avec les memes proprietes, mais avec moins de cycles. Un exemple de ceci 
est donne au tableau 5.1. 
17 188 1253 
22 163 1305 + 
Tableau 5.1: Code a taux lA de dimension 2000x1000 [3] 
Cet exemple, mettant en relation la performance d'erreur avec le nombre de cycles, n'est 
pas du tout un cas isole. II est meme frequent pour les codes que nous avons examines. 
Ceci laisserait penser que le nombre de cycles n'est pas aussi important que prevu. Seul 
le cycle minimum serait determinant. Mais ce n'est pas ce qui est observe en realite. Les 
parties suivantes tentent de repondre a ces interrogations. 
Des explications complementaires sur les codes utilises dans ce memoire sont disponibles en Annexe IV. 
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5.3.2 Le cycle minimum moyen 
Une explication au phenomene des cycles pourrait se trouver dans 1'etude du cycle 
minimum (CM). Le schema 5.4 illustre un graphe de Tanner ou les cycles ont ete mis en 
evidences. 
Figure 5.4: Graphe de Tanner avec les cycles minimaux des nceuds et des liens. 
Ce code comporte un 4-cycle et 3 6-cycles. Le cycle de longueur 4 a ete mis en evidence 
a gauche ( ) et inrttes cycles de longueur 6 a droite ( ). 
La presence du 4-cycle a pour consequence de determiner la longueur du cycle minimal 
du code a 4. Mais qu'en est-il du cycle minimum sur les noeuds et les liens ? 
• Pour les noeuds du haut, les cycles minimums1 sont {4, 4, 6, 6, 0, 0} 
• Pour les noeuds du bas, les cycles minimums1 sont {4, 4, 6} 
• Pour les liens, les cycles minimums1 sont {4, 4, 4, 4, 6, 6, 6, 6, 0, 0} 
1 Ces sequences reprennent les cycles minimaux qui ont ete comptabilises sur la Figure 5.4. Les chiffres sont donnes 
par lecture de gauche vers la droite sur cette meme figure. Par la suite, cette suite de chiffres sera utilisee pour le 
calcul du cycle minimum moyen d'un code correcteur d'erreur. 
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Cette analyse permet d'obtenir plus de details sur la repartition des cycles minimaux du 
graphe. II est possible de connaitre le CM de chaque noeud et de chaque lien du graphe 
de Tanner. Ces informations vont nous permettre d'affiner la valeur reelle du cycle 
minimum. Pour cela, nous allons sommer tout les CM de chaque lien (ou noeud) et 
diviser le resultat par le nombre d'adition realise plus 1. Ce calcul sera appele par la 
suite CMM pour Cycle Minimum Moyen. 
Le calcul du CMM peut etre fait de trois facons differentes comme enonce ci-apres : 
Avec les noeuds de variable: 
n 
9nv= ~2_,5Tn 
i = l 
r 







Avec les noeuds de parite: 
Avec les Liens (edges): 
avec gvi le cycle minimum du noeud de variable i, gci le cycle minimum du noeud de 
parite i, gei le cycle minimum du lien i, et J? le nombre de liens dans le graphe de 
Tanner. 
En utilisant ces formules, nous obtenons les resultats suivants : 
• Noeuds de variable: gnv = = 5 
4+4+6 
• Noeuds de parite: gnc = =4,7 
T . 4+4+4+4+6+6+6+6 _ 
• Liens: qe = = 5 
Cette methode est done utilisee pour le calcul du CMM. II est d'ailleurs observe par la 
suite, que pour des codes avec beaucoup de cycles, le CMM tend vers le cycle minimum 
du code. 
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5.3.3 Etude comparative du gnv, gnc et ge 
Nous avons defini au cours de ce chapitre trois methodes pour le calcul du cycle 
minimum moyen. Le gnc et gnv font un comptage en utilisant les nceuds de variable et 
de parite. Par contre, le ge utilise les liens du graphe de Tanner. 
Essayons de savoir si ces CMM sont relies entre eux. Pour cela, etudions des series de 



















Tableau 5.2: Liste des series de codes utilises pour l'etude. 
avec O, le nombre de l's par colonne dans H. 
Les distributions de CMM sont obtenues ci-apres. L'axe horizontal correspond au CMM 
et l'axe vertical au nombre de codes parmi les 500 etudies, pour un CMM donne. 
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Figure 5.7: Distribution quasi-gaussienne du gnc des codes de la serie Xi, Yi 
Les figures precedentes montrent que le calcul du CMM n'apporte pas toujours 
d'information supplemental : 
• Les matrices tres creusent, ont une esperance (moyenne) elevee. 
• Les matrices moins creuses peuvent avoir un CMM egal au cycle minimum. Ceci 
revient a la borne superieure suivante : 
g < gx avec gx pouvant etre remplace par ge,gnv,gnc. (5.5) 
• Les distributions de gnv et gnc ont une variance reduite compare age. Cela 
prouve que le ge est capable de mieux differencier les codes analyses. 
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II est aussi interessant d'etudier les valeurs de gnc et ge en fonction de gnv. Ceci va 
nous aider a convenir d'une seule et unique methode pour le calcul du CMM. La Figure 
5.8 presente ces fonctions. Pour obtenir ces graphes, nous avons trie par gnv croissant le 
tableau contenant les gnv, gnc, ge et 4-cycle des 500 codes. 
Figure 5.8: Evolution de gnc, ge et des 4-cycles en fonction de gnv1 
Ces courbes montrent qu'il existe un lien fort entre les differentes methodes de calcul du 
CMM. Ce qui prouve que les trois methodes de calcul du CMM donnent quasiment les 
meme resultats. Cependant, nous avons vu que l'esperance du ge est beaucoup plus 
elevee que les deux autres. II semble done que ce dernier soit plus adequat pour le calcul 
du cycle minimum moyen lorsque le nombre de cycles minimaux est eleve. II permet 
d'obtenir un CMM different du cycle minimum (i.e. Figure 5.7.Ya) pour les matrices 
creuses et celles qui le sont moins. 
1 En raison du tri par ordre croissant de gnv, les quatre graphes n'ont pas d'echelle horizontale. 
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Au vu de ces resultats, seuls les ge et gnv seront utilises dans la suite de ce memoire 
pour le calcul du CMM. Les graphes de performance d'erreur utiliseront exclusivement 
le ge, qui donne toujours de meilleurs resultats que les deux autres. 
5.3.4 Utilisation pratique du CMM 
Pour verifier l'existence d'une influence quelconque du cycle minimum moyen sur les 
performances d'erreur, trois approches vont etre suivies. Elles permettront de cibler les 
cas ou le calcul du CMM peut apporter des informations concretes sur les performances 
d'un code. 
lre Analyse: (Pour des codes de petites dimensions) 
Avec l'algorithme de [3], generons 14 codes1 de dimension (254, 128). Ces 14 codes 
sont simules et analyses par les algorithmes de comptage de cycles. Le tableau 5.3 
rapporte l'ensemble des resultats. 
29 34 24 31 28 22 24 29 21 25 23 26 19 23 
5,49 5,40 5,63 5,46 5,60 5,64 5,58 5,51 5,64 5,57 5,57 5,55 5,72 5,63 
5,21 5,14 5,42 5,21 5,35 5,42 5,32 5,20 5,43 5,35 5,32 5,29 5,51 5,39 
Mauvaise H ^ | ^ h " " ' " . ' ••/ ', ? Bonne 
Tableau 5.3: Resultats de l'analyse des cycles 
Le tableau 5.3 presente les 4-cycle, ge et gnv en fonction des performances d'erreur. 
Les codes avec les moins bonnes performances d'erreur se trouvent a gauche du tableau 
tandis que les meilleurs codes sont a droite. Ce classement correspond au BER observe a 
4.6 dB, a la Figure 5.9. Notez que la barre de degrade sera utilisee par la suite pour 
classer les codes par performance d'erreur. Fonce si mauvaise et claire si bonne. 
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Figure 5.9: Performance d'erreu&cles 14/odes de la serie A. 
5,35 
Performance d'erreur (sans unite) 
Figure 5.10: Evolution du ge en fonction de la performance d'erreur des codes 
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Ces premiers resultats sont interessants. On observe ici une pente positive. La meme 
observation a ete faites lorsque nous avons renouvele l'experience. Cela prouve qu'il 
existe une relation entre le CMM et les performances d'erreur pour des petits codes. 
Cependant, l'utilite du cycle minimum moyen pour differencier les performances 
d'erreur de deux codes ayant les memes caracteristiques et provenant du meme 
algorithme de construction ne fonctionne pas aussi bien que souhaite. 
2emc analyse: (Pour des codes de moyenne dimension) 
Cette seconde analyse cherche a generaliser le lien precedemment etabli avec des codes 
de petite dimension. 
Avec le meme algorithme [3], generons 1500 codes de dimension (2200, 1100). Nous 
les nommons T£ , i = 1... 1500. Ces codes sont extremement longs a simuler et de ce 
fait un protocole de selection est necessaire. 
L'idee est de demontrer qu'un code avec un cycle minimum moyen eleve devrait etre 
meilleur dans la plupart des cas qu'un code avec un CMM faible. Le schema 5.11 
montre la distribution des ge pour les 1500 codes. 
Figure 5.11: Distributions du ge pour les 1500 codes de la serie T 
75 
Le protocole consiste a choisir des codes avec un ge eleve, puis de comparer leurs 
performances d'erreur avec celles d'autres codes de ge plus faibles. Le tableau 5.4 





































Tableau 5.4: Performance de certains codes de la serie T 













Figure 5.13: Evolution du ge avec la performance d'erreur des codes 
Les resultats sont cette fois un peu plus mitiges. La meme tendance d'augmentation est 
retrouvee, mais dans une proportion moindre. La courbe montre qu'un code se trouvant 
a droite (D) des courbes de la Figure 5.11 a plus de chance d'etre performant qu'un autre 
se trouvant au centre (C) ou a gauche (G). Cependant, pour une performance d'erreur a 
10"5, il n'y a que 0.02dB de difference entre le meilleur et le plus mauvais des codes 
simules. II n'est pas possible dans ces conditions de demander a une methode 
quelconque de trouver le meilleur code d'un groupe, sans simulation ou la difference 
entre le meilleur et le moins bon est aussi faible. L'utilite du CMM pour des codes de 
dimension moyenne et plus grand semble limitee. 
3eme Analyse: Variation du nombre de 1 's dans les colonnes de H 
Pour augmenter la difference de performance d'erreur entre les codes, nous allons faire 
varier un seul parametre pour la generation des matrices. La difference de performances 
devrait augmenter et le CMM devrait pouvoir differentier les differents codes. 
Performance d'erreur 
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Pour cette experience, nous avons genere deux codes par serie (afin de confirmer les 
resultats obtenus), ayant comme numero de sequence pseudo aleatoire 233 et 848. Les 
numeros de sequence ont ete choisis arbitrairement. Veuillez vous referer a l'annexe IV 



















Tableau 5.5: Caracteristiques et performances d'erreur des codes Hx. 
Bit Error Rate (SERIE Hx 50lte 150BlcErr3MWrd) 
1.5 2 2.5 
Eb/No (dB) 
Figure 5.14: Courbes de performances d'erreur des codes de la serie Hx. 
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Figure 5.15: Evolution du ge et des performances d'erreur a 2.8dB . 
Les courbes de la Figure 5.15 montrent clairement qu'il existe une plage de CMM pour 
laquelle les codes sont performants. On peut resumer les informations que nous apporte 
cette courbe de la maniere suivante : 
• Si le CMM s'approche du cycle minimum, les performances se degradent 
nettement. Ceci explique que les codes avec un nombre eleve de 4-cycles sont 
peu performants. 
• Si le CMM s'eloigne trop du cycle minimum, cela implique une matrice trop 
creuse, qui ne permet pas aux algorithmes de decodage de fonctionner 
correctement. Les performances d'erreur deviennent alors passables. 
Note: Bien entendu, ces resultats sont au moins valables pour les codes LDPC reguliers 
de taux Vi, contenant des 4-cycles. Nous invitons le lecteur a relire le premier 
paragraphe de la partie 3.4 qui explique theoriquement cette variation de 
performance a haut SNR. 
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5.4 Etude du nombre de cycles des LDPC par l'algorithme PER 
Nous allons dans cette partie utiliser l'algorithme PER pour enlever des cycles de 
longueur superieure a quatre. Ceci permettra de relativiser 1'importance du cycle 
minimum d'un code correcteur d'erreur. 
5.4.1 Augmentation du cycle minimum avec l'algorithme PER 
En 1963, Gallager [2] a deja mentionne que les cycles de petites longueurs sont nefastes 
a l'obtention de bonnes performances d'erreur. II a alors mis au point une methode de 
construction evitant dans la mesure du possible, la formation de 4-cycles (cf Annexe I). 
Cependant, sa methode de construction de code LDPC regulier ne permet pas de tous les 
eviter. C'est le cas pour 1'ensemble des codes reguliers etudies dans ce memoire. 
La methode PER permet de montrer facilement que ces 4-cycles, en nombre tres faible, 
sont nefastes pour les performances d'erreur, comme cela a deja ete mis en evidence a la 
Figure 5.3. La methode montre que certains liens du graphe biparti font plus de mal que 
de bien aux performances d'erreur du code. Le tableau 5.6 resume ceci pour le code D13 
precedemment etudie (partie 5.2). 
30 26 0.6 dB 0 138 913 742 
Tableau 5.6: Bilan de l'optimisation du code D13 apres suppression de tous les 4-cycles 
Un code sans cycle de longueur 4 est obtenu apres passage de l'algorithme de 
suppression des liens impliques dans la formation de tel cycle. II pourrait etre interessant 
de continuer cette suppression de lien pour obtenir un code sans cycle de longueur 6. Le 
code « D13 optimise » sera par la suite note « D13 opl ». 
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Cependant, un probleme majeur dans la methode d'optimisation devient alors evident. 
La suppression de 138 6-cycles risque d'entrainer une disparition importante de lien 
dans le graphe de Tanner et done une degradation des performances d'erreur. 
Afin d'eviter un tel comportement, la suppression d'une minorite des liens engages dans 
la formation de 6-cycle est adoptee. Les optimisations op2 et op3 de la Figure 5.16 
montrent les performances d'erreur lorsque 30 et 60 liens sont supprimes du graphe du 
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Figure 5.16: Performance d'erreur du code D13 apres plusieurs optimisations 
successives. Un bilan des optimisations est presente dans le tableau. 
L'optimisation 2 a supprime 43% des 6-cycles, mais l'absence de ces liens ne change 
rien aux performances. II semble que ces derniers faisaient autant de bien que de mal. 
Leur deplacement dans une position ou ils ne formeraient aucun 6-cycle aurait surement 
ete plus souhaitable. Mais ceci n'est pas traite dans le present memoire. 
Enfin, la Figure 5.17 montre les performances des codes HC233 (code avec des 4-cycle), 
HC233 opi (code avec des 6-cycle) et HC233 op2 (code avec des 8-cycle). 
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Le palier a haut SNR de Hc233op2 est monte a cause de la diminution de la distance 
minimale. La suppression d'un nombre eleve de liens casse done la structure meme du 
code. Des comportements similaires sont observes sur 1'ensemble des simulations ou les 
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Figure 5.17: Performance d'erreur du code HC233 en version 4-cycle ; 6-cycle et 8-cycle 
5.4.2 Calcul theorique du nombre de cycles 
La methode de R. Neal [3] pour la construction de codes LDPC est certainement la plus 
repandue. L'algorithme peut construire des codes reguliers ou irreguliers en faisant 
varier les parametres de construction. Ces parametres influent essentiellement sur les 
degres des noeuds ou sur la taille de la matrice. Cependant, le nombre de cycles est 
invariant a la taille de la matrice. 
La formule 5.4 peut etre utilisee pour le calcul du nombre de cycle moyen de longueur C 
= {4; 6; 8} pour les codes reguliers avec 0 2 l ' s par colonne. 
1 CM (Cycle Minimum): Longueur du plus petit cycle present dans un code. 
2 La lettre « O » designe le nombre de 1 's par colonne, dans une matrice de parite. 
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NCYc(0,C) = (2418C
2 - 24058C + 57521)04 
-(2505C2 - 23592C + 53975)03 
+(12190C2- 1.10_6C + 3.10-6)O2 (5.5) 
+(38117C2- 4.10-6C + 9.10-6)O1 
+(24545C2- 2.10"6C + 6.10-6) 
Cette formule construite de maniere experimentale donne une approximation sur le 
nombre de cycles contenu dans une matrice de parite d'un code de taux lA construit avec 
lamethode de [3]. 
Par exemple, d'apres la formule (5.5), pour une matrice de dimension 150 x 300, 
contenant trois 1 's par colonne, le nombre de cycles de longueur 6 donne: 
JVcyc(3,6) = 168 cycles. 
5.4.3 Le besoin de cycles 
Dans la grande majorite des papiers publies, les auteurs recherchent des codes sous 
forme d'arbre, qui n'abritent aucun cycle pour pouvoir utiliser le BP dans sa 
configuration optimale [30]. II est vrai que des codes sans cycle n'auront jamais le retour 
au nceud d'origine, du message envoye, a une iteration ulterieure. Mais cette optimalite 
n'est vraiment pas souhaitable pour les cas pratiques, qui ne l'oublions pas, sont la 
finalite de toute recherche. 
En effet, l'absence de cycles retarde les calculs de l'algorithme de decodage. Ceci a le 
lourd inconvenient d'augmenter la consommation d'energie du decodeur, pour decoder 
1'information recu. De plus, cela augmente inevitablement la latence de la 
communication. 
Les communications en temps reel, qui representent la quasi-totalite des systemes de 
telecommunication, devraient rester l'objectif a atteindre. Le tableau 5.7 montre la 
latence et la consommation d'energie observee sur trois codes LDPC de meme taille, 
mais de cycles minimaux differents. 
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2.39 6.74 9.82 
24% 68% 100% 
Tableau 5.7: Latence du codage et du decodage de codes 252x504 
de cycles minimaux 4, 6 et 8. 
Pour un systeme embarque ou l'energie est peu disponible, meme si il y a une difference 
de 0.6dB entre le code 4-cycle et le 8-cycle, ce dernier preferera probablement perdre de 
1'information pour multiplier par quatre l'autonomie de l'appareil. 
5.5 Comparaisons des codes PEG et PER 
La methode de design utilise pour ces deux types de codes est radicalement differente. 
Dans le cas des PEG [29], la matrice de parite est construite de maniere progressive, en 
respectant certaines regies de construction. Cependant, avant d'ajouter un lien dans le 
graphe, l'algorithme verifie que ce dernier ne formera pas de cycle de longueur 
inferieure a celle demandee a 1'algorithme. Dans la majorite des cas, il est alors possible 
d'empecher la formation de 4-cycles, 6-cycles ou plus. 
La methode d'optimisation developpee dans ce memoire optimise des codes existants 
par la suppression des liens participants a la formation de cycles. II est possible de creer 
des codes pour n'importe quelle valeur de cycle minimum souhaite. Cependant, il est de 
plus en plus complexe de supprimer les cycles au fur et a mesure que Ton augmente la 
longueur du cycle minimum souhaite. 
La methode PEG est actuellement la plus utilisee pour la creation de matrices de parite a 
cycles minimaux eleves (6, 8, 10...). II est interessant de comparer a latence identique 
les caracteristiques de ces deux classes de code LDPC et d'etablir si la construction PER 
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Figure 5.18: Performance des meilleurs codes PEG connu, de dimension 252x504 et du 
meilleur PER connu, de dimension 252x504. Le R /1 indique respectivement la 
regularity ou l'irregularite des degres sur les nceuds. 
La Figure 5.18 compare les performances du meilleur code 252x504 quasi regulier 
obtenu par la methode PER, avec les meilleurs [31] PEG reguliers et irreguliers en date 
du 11/05/2005, de memes dimensions, sur un canal AWGN. Le code obtenu par la 
methode decrite dans ce memoire surpasse legerement les performances d'erreur du 
PEG-regulier jusqu'a 2.8dB. Cela apporte un interet particulier a notre methode 
d'optimisation de matrice de parite pour les faibles SNR. Apres 2.8dB, le code PEG-
regulier est meilleur. 
II est a noter que le code PEG-regulier comporte aussi des irregularites legeres au niveau 
des degres sur certaines lignes. 
Cependant, le code PEG-irregulier surpasse nettement les performances des deux 
derniers codes, de plus de 0.35dB. Comme pour l'ensemble des codes irreguliers, ce 
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gain de performance a un prix. La Figure 5.19 presente la complexity moyenne de ces 
trois codes, qui a ete obtenue en mesurant le temps moyen de codage et de decodage. 
Figure 5.19: Temps de codage et de decodage d'un bloc, 
pour 5 iterations au maximum de FAlgorithme Somme-Produit 
Ainsi, le meilleur code PER est moins complexe pour le codeur et le decodeur que les 
deux autres. Son temps de codage-decodage pour un bloc n'est que de 6.58 ms, contre 
6.74ms et 9.82ms pour les codes reguliers et irregulier PEG. 
En conclusion, notre methode de construction de code LDPC peut etre interessante sur 
des canaux tres bruites ou l'energie est peu disponible. 
5.6 Conclusion 
Ce chapitre a essaye de faire un bilan de 1'influence des cycles sur les performances 
d'erreur des codes LDPC. II a ete vu que les performances d'erreur des petits codes sont 
souvent deviees, a haut SNR, de leurs courbes theoriques, ce qui a motive 
particulierement l'explication de ce phenomene. La mise en evidence de l'influence du 
cycle minimum moyen sur la deviation des performances vers la droite est une avancee 
importante a la comprehension difficile des cycles. 
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De meme, la mise en evidence d'une valeur optimale du CMM pour des codes contenant 
des cycles de longueur 4 est un indice important pour la construction de codes irreguliers 
performants. Ce resultat est un indicateur pour determiner le taux de remplissage 
adequat d'une matrice de parite. 
L'algorithme PER est une methode originale pour la creation de matrices de parite 
contenant des cycles de longueur 6. II a ete mis en evidence que cette methode 
fonctionne systematiquement pour l'optimisation de matrice de parite construite par 
1'algorithme de Radford Neal [3]. 
Cependant, le gain de performance obtenu augmente de maniere significative la 
complexite du codage, comme cela est deja le cas avec les PEG. Une comparaison entre 
le meilleur PEG regulier et le meilleur PER quasi-regulier montre des performances 
semblables jusqu'a 2.8dB pour une complexite inferieure dans le cas du PER. Ceci 
donne un avantage certain au PER pour des systemes a faible consommation energetique 
dont le SNR est faible. 
De plus, la mise en evidence pour les liens abritant des cycles de longueur 4, de leur 
contribution negative a la propagation des messages sur le graphe de Tanner est aussi 
une contribution importante a la comprehension de l'effet des petits cycles sur les 
performances d'erreur. II a cependant ete montre que les cycles de longueur 6, 
contribuaient davantage au bon passage des messages qu'a leur alteration, meme si cette 
derniere n'est plus a prouver. 
Enfin, il semble que la volonte d'augmenter de maniere excessive la valeur du cycle 
minimum n'est pas une solution souhaitable dans le cas d'implementation reelle, 
puisque les besoins energetiques de decodage augmentent considerablement [30]. Une 
focalisation sur des systemes implementables devrait etre la priorite, plutot que de faire 
la course a la capacite avec des codes de plusieurs millions de bits [32]. 
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CHAPITRE 6 
LES CYCLES ET LES CODES CS02C 
6.1 Introduction 
Ce chapitre presente l'ensemble de nos resultats pour l'etude des cycles des codes 
convolutionnels doublement orthogonaux. Les memes outils que pour le chapitre 
precedent seront utilises afin d'etudier Pimportance des cycles pour les codes CS02C. 
Nous etudions tout d'abord les cycles sur des codes recursifs, et montrons les problemes 
que cela implique. Dans une seconde partie, une etude comparative est realisee sur les 
codes CS02C-WS et SCS02C-WS afin d'identifier leurs differences. Cette etude est 
basee sur le nombre de cycles de longueurs g et g + 2. Dans une troisieme partie, nous 
utilisons l'algorithme de comptage des cycles sur les liens pour etudier different codes et 
trouver une explication a la degradation des performances des codes simplifies1. Enfin, 
dans une derniere partie, nous utilisons l'algorithme de cycle minimum moyen sur des 
codes simplifies de memes caracteristiques et etablissons le lien entre CMM et 
performance d'erreur. 
6.2 Mise a l'ecart des codes recursifs 
Nous nous proposons dans cette partie d'etudier les cycles d'un code recursif2 au sens 
strict. Pour cela, nous devons au prealable determiner sa reponse impulsionnelle, puis sa 
generatrice. Des problemes de comptage seront mis en evidence, ce qui nous obligera a 
abandonner l'etude cyclique des codes recursifs. 
Le code recursif convolutionnel doublement orthogonal au sens large suivant, de taux Vi 
sera pris en exemple dans la suite de cette partie. 
La definition des codes simplifies sera presentee a la partie 6.3.2 de ce chapitre. 
2 Par recursif, nous designons des codes CS02C-WS classique avec pour seule difference, la presence d'une ou de 
plusieurs boucles de retour. La figure 6.1 illustre un codeur CS02C-WS recursif (R-CS02C-WS). 
Gj: [0 1 32 103 462 1083] 
G2: [5 17 219 731] 
(6.1) 
(6.2) 
Ces deux generateurs listent les connexions entre le registre a decalage et les 
sommateurs modulo-2, comme presente a 1 a Figure 6.1. 
Yu = u, 
G2= /2, 47 
G,= /O, 1, 4] 
YzzPL 
Figure 6.1: Schema de principe d'un codeur R-CS02C-WS 
ou les generateurs Gl = [0,1,4] et G2 = [2,4] sont pris en exemple 
Le generateur (6.1) est utilise pour les connexions avec le premier sommateur modulo-2. 
Le generateur (6.2) est quant a lui utilise avec le deuxieme sommateur modulo-2. 
Comme il a ete defini au chapitre 2, le calcul de la reponse impulsionnelle de ce codeur 
est necessaire a l'obtention de sa matrice generatrice, qui est a son tour utilisee par les 
algorithmes de comptage de cycles. 
Ce codeur a ete modelise sous Matlab. Le debut de sa sortie, a la reponse impulsionnelle 
d'entree est donne ci-apres : 
Entree = 10000000000000000000000000000000000000000000000 ... (6.3) 
Sortie = 11010000000101000000010100000001010101000101000 ... (6.4) 
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Un nombre important de l 's dans la sequence transmise sur le canal est observe. Ce qui 
indique inevitablement la presence d'un nombre important de petits cycles. 
II est maintenant possible de construire la matrice generatrice de ce code. La connexion 
la plus eloignee dans (6.1) est Ymax = 1083. La taille de la matrice est alors donnee par 
la relation suivante: 
Ymax ' *• ic z\ 
n = (6.5) 
r = Ymax + 1 (6-6) 
avec R, le taux de codage. 
Nous obtenons alors la generatrice avec la methode de construction du chapitre 2. Cette 
matrice est analysee par l'algorithme de comptage de cycles. Le tableau 6.1 donne les 
resultats du calcul. 
1084,2168 3 697 229 219 22sec 11,1 Mo 
Tableau 6.1: Comptage des cycles du code recursif R-CS02C-WS (6.1), (6.2) 
Ces resultats sont tres interessants pour montrer les performances de comptage de 
1'algorithme. Meme un nombre eleve de connexions dans le graphe de Tanner ne reussit 
pas a le ralentir. Ceci n'est pas vrai avec le premier algorithme de comptage que nous 
avions presente, qui « se fait fermer » par Windows apres une consommation de plus 
2Go de memoire vive. 
Cependant, ces resultats sont beaucoup moins interessants pour une interpretation des 
cycles. En effet, avec un nombre aussi eleve de cycles, aucune interpretation ne peut etre 
realisee par l'etude des cycles sur cette famille de code. C'est pourquoi, dans la suite de 
ce memoire, l'etude des codes recursifs est abandonnee. 
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6.3 Analyse cyclique des codes CS02C 
Nous allons presenter dans cette section l'analyse des cycles faite sur les codes CS02C-
WS et S-CS02C-WS [4]. A la suite de cette etude, le comportement des cycles aura ete 
defini et il deviendra possible de calculer empiriquement le nombre de cycles 
approximatifs, de longueur six et huit, pour ces deux classes de codes. 
6.3.1 Les codes au sens large 
Les codes convolutionnels doublement orthogonaux au sens large garantissent 
l'independance des observables jusqu'a la deuxieme iteration de ralgorithme de 
decodage sans recouvrir a l'usage d'entrelaceurs. Des conditions particulieres sur les 
connexions entre les sommateurs modulo-2 et le registre a decalage doivent etre validees 
pour obtenir une telle independance, ce qui revient a 1'elimination des cycles de 
longueur 4. 
Definition 6.1: [5] 
Un code convolutionnel systematique de taux R— % est doublement orthogonal si 
et seulement si les positions Yj> J = {If 2,...,/} satisfont les proprietes 
suivantes : 
• les differences simples fj — yk sont distinctes 
• les differences doubles (jj — Yk) ~ (.Ym ~ Yi) sont distinctes des differences 
simples. 
• Les differences doubles (jj — yk) — (ym — Yi)
 sont distinctes entre elles. 
oil (J, k, I, m) e {1,2,... J} tels que] * k, l&m, k =£ letm^j. 
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Cependant, cette definition ne permet pas toujours d'obtenir un ensemble d'observables 
parfaitement decorele. La permutation des indices k et m produit des differences 
doubles (jj — yk) — (ym — Yi) identiques de fa9ons inevitables. 
Ces repetitions inevitables ne peuvent etre eliminees du processus de decodage sans 
generer une propagation des erreurs d'une iteration a une autre, a partir de la 2eme 
iteration. Ceci se traduit par la presence de cycles de longueur six. 
Le tableau ci-dessous fourai le CMM et les cycles de longueur six et huit pour les codes 
CS02C-WS les plus court, trouve par [4]. 
0 1 24 37 41 21 8 8,1477 
0 1 1/ 70 95 100 147 136 f.,283 
0 1 53 128 207 21fi 222 - - - 369 452 6,2/59 
0 43 139 322 422 430 441 459 - - 426 190 7,4862 
0 9 21 395 584 767 871 899 912 3827 9846 6,1182 
0 29 40 43 1020 1328 1495 1606 1696 1698 - 14040 49950 6,1714 
0 220 521 695 908 926 1059 2457 3367 3458 3490 8.5796 492762 6,0153 
0 48 212 1014 1381 2217 419S 4373 4766 4885 4914 5173 66699 291992 6,0399 
Tableau 6.2: CMM des liens (ge) et cycles de longueur six et huit 
pour des codes CS02C-WS 
Une etude de ces cycles en fonction du nombre de connexions / peut-etre interessant 
pour mesurer l'independance des observables. Les courbes suivantes evaluent le nombre 
de cycles de longueur six et huit ainsi que le rapport des cycles huit sur six et le cycle 
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Figure 6.3: Nombre de 8-cycle en fonction de/ pour les CS02C-WS connus 
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Figure 6.5: Cycle minimum moyen des liens en fonction d e / 
pour les CS02C-WS connus 
Ces courbes montrent un certain nombre de tendances, a savoir : 
• Le nombre de cycles de longueurs six et huit augmente exponentiellement avec 
le nombre de connexions sur le registre a decalage/ (Formules (6.7) et (6.8)). 
• Le rapport entre les 8-cycles et les 6-cycles est lineaire avec/. 
94 
• Le CMM a tendance a etre tres eleve pour les petits codes et a tendre vers le 
cycle minimum pour les plus grands. 
• Le code pour / = 8 a u n comportement particulier par rapport aux autres codes 
d e / different et ses valeurs doivent etre ignorees. 
Le nombre approximatif de cycles de longueurs six et hurt, pour les codes CS02C-WS 
est donne par les formules empiriques suivantes: 
NbrCyc6 = 0,034. exp
1-31 (6.7) 
NbrCyc8 = y = 0,003. exp
Xfi] (6.8) 
NbrCyc8 = (0,620./ - 2,857). NbrCyc6 (6.9) 
6.3.2 Les codes simplifies 
Les codes convolutionnel doublement orthogonaux simplifies au sens large (S-CS02C-
WS) [4] represented une classe de codes pour lesquels la condition exigeant que les 
differences doubles soit unique, a ete relaxe. Nous definissons ces codes ci-dessous. 
Definition 6.2: [5] 
Un code convolutionnel systematique de taux R= 'A est doublement orthogonal et 
simplifie si et seulement si les positions Yj, j = {1,2,...,J} satisfont les 
proprietes suivantes : 
• les differences simples yj — y^ sont distinctes V k ^ j ; 
• les differences doubles (jj — yfc) — (ym — y{) peuvent etre identiques Vj ^ 
k, I & m, k ^ / etm =£ j ; et S est utilise pour mesurer le pourcentage de 
ces differences identiques [4]; 
• Les ensembles des differences simples et doubles sont disjoints, S n D = 0 . 
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Les codes simplifies sont caracterises par le facteur S [4], qui indique le degre de non 
conformite d'un code par rapport a la definition 6.1, associee aux codes CS02C-WS. Ce 
facteur represente le rapport entre les differences doubles egales positives N% et le 
nombre total de differences doubles positives Nd. Le rapport de simplification s'ecrit 
done : 
8 = -?- ,0<S<1 (6.10) 
Nd 
Un ensemble important de codes simplifies [4] ont ete etudies. L'Annexe III regroupe 
les resultats numeriques des algorithmes pour cette famille de code. 
Comme pour les codes au sens large, une analyse des cycles des codes simplifies est 
faite ci-apres. 
5 6 7 8 9 10 11 12 
J 
5 6 7 8 9 10 11 12 
J 
Figure 6.6: Cycles de longueurs 6 et 8 en fonction de/ pour les S-CS02C-WS 
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Figure 6.8: Cycles de longueurs 6 en fonction de 5 pour les S-CS02C-WS 
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Figure 6.9: Rapport 8-cycle / 6-cycle en fonction de/ et 8 pour les S-CS02C-WS 
Ces courbes montrent un certain nombre de tendances, a savoir : 
• Le nombre de cycles de longueurs 6 et 8 augmente exponentiellement avec le 
nombre de connexions sur le registre a decalage / (Formules (6.11) et (6.12)). 
• Le rapport entre les 8-cycles et les 6-cycles augmente exponentiellement avec/. 
Ceci n'a pas ete observe chez les codes au sens large. La relaxation des 
simplifies semble augmenter le nombre de 8-cycles par rapport aux 6-cycles. 
• Le CMM a tendance a etre eleve pour les petits codes et a tendre vers le cycle 
minimum pour les plus grands. II est independant de S. 
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• Le rapport entre les 8-cycles et les 6-cycles augmente lineairement avec S. La 
relaxation des simplifies semble avoir des consequences sur les cycles. Une 
etude plus poussee de ce phenomene est presentee dans la prochaine section. 
• Le nombre de 6-cycles et 8-cycles ont tendance a etre plus faible pour les codes 
simplifies. 
Le nombre approximatif de cycles de longueurs 6 et 8, pour les codes SCS02C-WS est 
donne par les formules empiriques suivantes : 
NbrCyc6 =0,015. exp
1*6*-' (6.11) 
NbrCyc8 = 0,006. exp
1-546' (6.12) 
NbrCyc8 = (0,321. exp°-
303J).NbrCyc6 (6.13) 
En conclusion, des proprietes identiques ont ete trouvees chez les deux classes de codes. 
Cependant, le rapport entre les 8-cycles et les 6-cycles ne varie plus de la meme facon et 
pourrait expliquer la degradation de performance des codes simplifies. La section 
suivante est dediee a l'etude de ce phenomene. 
6.4 Recherche d'irregularite dans les codes doublement orthogonaux 
Au cours de ce memoire, nous avons mainte fois discute des pertes de performances 
liees a la presence de petits cycles. II est maintenant indeniable que leur etude est 
necessaire pour comprendre les raisons qui causent les mauvaises performances d'un 
code. 
Nous proposons dans cette partie de visualiser ces cycles sur les liens du graphe de 
decodage. Ceci permet de reperer des irregularites de construction pouvant expliquer la 
degradation de performance, meme si aucune preuve ou demonstration ne conforte cette 
idee ou la refute. 
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L'algorithme utilise pour realiser ces images est celui du chapitre 4 qui compte le 
nombre de cycles minimaux passant par un lien du graphe de Tanner. Pour cela, il 
construit la matrice generatrice du code, obtient le graphe de Tanner associe a cette 
matrice, puis le parcourt a la recherche de cycles. II compte ainsi le nombre de cycles de 
longueur minimale passant dans chaque lien. 
Dans le graphe de Tanner, les liens relient unnoeud Ut, i = 1,2,...,n et un noeudVj ,j = 
1,2,..., r . L'algorithme enregistre alors le nombre de cycles par liens aux coordonnees 
(i, j) dans une matrice de taille (r, n), identique a la matrice generatrice. 
Les figures suivantes presentent l'image de codes CS02C au sens large et simplifies 
avec / = 10 et essaye de trouver des irregularites pour expliquer la degradation de 
performance des simplifies. 
Afin d'augmenter le contraste de la premiere matrice de la Figure 6.10(a), l'image utilise 
un regroupement des points quatre par quatre. Sans ce regroupement, la couleur de 
l'image serait uniforme et aucunes caracteristiques ne seraient visibles. 
Les couleurs claires indiquent un nombre eleve de cycles et inversement pour les 
sombres. Une echelle du nombre de cycles se trouve a la droite de chaque image. 
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8 = 0; A = {0 29 40 43 1020 1328 1495 1606 1696 1698} (a) 8 = 0.35; Jl = {0 2 10 31103 219 316 370 447 454} (b) 
0 100 200 300 400 500 600 700 800 WO 
Noeud U 
S = 0.41 A. = {0 95 113 145 291 346 400 424 443 453} (c) 
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Figure 6.10: Distributions des cycles sur les liens du graphe de Tanner de code 
CS02C-WS et S-CS02C-WS avec/ = 10. Les couleurs traduisent le nombre de 
6-cycles sur les liens. 
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La Figure 6.10 presente les resultats de la distribution des cycles sur les liens du graphe 
de Tanner. Le code non simplifie (a) montre une concentration des cycles sur la 
diagonale et sur la partie haute du triangle ainsi qu'un nombre faible et relativement 
constant sur le reste de la matrice. Ces observations sont systematiques pour les codes 
avec/ > 7. 
Les codes simplifies sont classes selon les valeurs du rapport S. On remarque que pour 
le (c), le bas de l'image est absent. Cela traduit une absence totale de 6-cycles dans la 
region des Ut eleves sur le graphe de Tanner, cause par la diminution du nombre de liens 
en bout de matrice. 
De plus en plus d'irregularites sont observees sur les images. Pour certains codes (d, e), 
il est meme possible de compter le nombre de connexions au registre a decalage. 
II apparait que relaxer certaines differences doubles entraine une distribution differente 
des cycles de longueur minimum. Dans le cas des codes simplifies, cette non-uniformite 
de la distribution des cycles sur les liens semble causer des baisses de performance sur 
certaines connexions au registre a decalage. 
L'ensemble de ces observations se confirment pour les codes avec/ = {8, ...,11} 
6.5 Etude du CMM 
A l'origine, ce memoire devait etre consacre en partie a V etude des cycles des codes 
CS02C. La raison principale etait de trouver une explication aux comportements des 
codes presentes dans le tableau 6.3. Cette partie est consacree a expliquer ce probleme. 
7 0.42 0 1 7 50 59 78 82 222 848 6,258 
7 0.43 0 2 23 45 72 79 82 137 444 6.653 
k 
• 7 0.44 0 4 23 32 75 76 82 ] 7 0 4gb /,022 *
+ 
Tableau 6.3: Trois codes simplifies/ = 7 de meme caracteristiques 
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Ce tableau reprend trois codes simplifies, avec un coefficient de simplification quasi 
identique, une matrice generatrice de meme taille et de meme distance minimale/ + 1. 
A haut SNR, les performances de ces trois codes sont classees par ge. Les autres 
methodes de calcul de CMM, basees sur les nceuds de variable ou parite donnaient des 
valeurs qui tendent vers le cycle minimum et qui ne pouvaient pas etre utilisees pour ces 
codes. En regie generate, a cause du nombre eleve de cycles dans les codes 
convolutionnels, seul le calcul du ge donne des valeurs exploitables. 
Les courbes de performances d'erreur obtenus par simulations de ces trois codes sont 
donnees Figure 6.11. Le simulateur utilise est celui de Roy [4]. 
Bit Error Rate (15 iterations; 150err) 
1 1.5 2 2.5 3 3.5 
Eb/No (dB) 
4 4.5 
Figure 6.11: Performances d'erreur des codes S-CS02C-WS du tableau 6.3 
a la 15eme iteration de l'algorithme de decodage 
II est interessant de voir que comme pour les codes LDPC, le calcul du CMM pourrait 
permettre d'obtenir une legere idee des performances sans simulation. Cependant, ce 
resultat est a prendre avec des pincettes puisque les performances d'erreur des trois 
codes sont tres similaires et que cette etude n'a pas ete realisee sur d'autres codes (II 




7.1 Bilan de la recherche realisee 
Ce memoire, qui est un travail nouveau, a permis de mieux cerner 1'importance des 
cycles pour le decodage des codes en graphes. 
Tout d'abord, nous avons explique en detail le fonctionnement de l'algorithme de 
decodage Somme-Produit pour que le lecteur comprenne pourquoi les petits cycles 
degradent les performances. 
Par la suite, nous avons etudie les nombres de cycles et developpes des methodes 
d'analyse adaptee pour l'etude des codes LDPC et CS02C: 
• Implementation de notre propre methode pour le comptage des cycles minimaux. 
• Implementation d'un algorithme surement existant d'exploration de graphe pour 
le comptage des cycles jusqu'a la longueur huit. 
• Implementation d'une methode de comptage des cycles minimums moyens et 
mise en relation avec les performances d'erreur. 
• Elaboration et test de notre methode d'optimisation de matrice de parite (PER) 
• Creation d'un modele mathematique pour 1'evaluation du nombre de cycles des 
codes CS02C-WS et LDPC. 
• Mise en evidence d'irregularites cycliques dans les codes doublement 
orthogonaux simplifies. 
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L'ensemble de ces resultats permet d'etablir definitivement l'existence d'un lien fort 
entre les cycles et les performances d'erreur. Ainsi, les methodes d'analyse developpees 
pourraient etre utilisees pour la recherche de codes performants comme cela fut le cas 
avec le developpement de l'algorithme PER. 
7.2 Ameliorations envisageables 
Dans un premier temps, la modification de l'algorithme d'optimisation de matrice de 
parite (PER) pourrait etre fructueuse. L'idee serait de deplacer les liens degradant les 
performances au lieu de les supprimer. On rappelle que nous avons mis en evidence que 
pour des liens engages dans des cycles minimaux a 6, il apparait que la presence du lien 
apporte plus d'amelioration que de degradation dans les performances d'erreur. Cela 
permettrait de creer des codes avec un cycle minimum a huit et d'en observer les 
performances d'erreur. 
Deuxiemement, la generalisation de l'algorithme de comptage pour des cycles de 
longueur g + 2 afin d'obtenir plus d'informations sur les cycles. 
Nous avons eu l'idee d'une methode de comptage qui s'est averee particulierement 
efficace et tres peu gourmande en memoire. Elle permet de trouver le nombre exact de 
cycles minimaux sans avoir a passer a travers tous les cycles grace a la formule (4.6). 
Pour comptabiliser les cycles a la longueur g + 2, il est seulement necessaire de codifier 
les messages transmis sur les liens lorsque les cycles de longueurs g sont trouves. 
Enfin, une generalisation des fonctions d'analyses et de comptages pour des cycles de 
longueur g + 2 pourraient etre interessante. Grace a la modification de l'algorithme de 
comptage que nous venons de suggerer, il deviendrait possible de collecter plus 
d'informations sur le comportement des cycles des LDPC et CS02C. Nous pensons en 
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particulier au comptage des cycles sur les liens du graphe de Tanner qui s'est avere 
particulierement intriguent lors de l'analyse comparative des codes CS02C-WS et S-
CS02C-WS. 
7.3 Ouverture 
Les resultats presenter ont pour seule vocation d'enrichir notre comprehension des 
cycles lors de la phase de decodage. 
Cependant, il pourrait etre fructueux, dans le cadre de recherches futures, d'utiliser une 
autre approche en complement de l'etude des cycles. Lors de la simulation d'un code 
LDPC, il serait interessant de memoriser la provenance des erreurs sur le graphe de 
Tanner. II serait alors possible de connaitre les noeuds du graphe qui sont les plus 
souvent responsables des erreurs. 
Ensuite, une etude des cycles sur les noeuds incrimines pourrait etre menee afin de 
determiner quels sont les liens qui causent ces erreurs et agir en consequence en 
modifiant la matrice de parite. Cette methode, bien que tres lourde en calcul, pourrait 
permettre d'ameliorer significativement les performances de codes existants. 
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ANNEXE I : 
CONSTRUCTION DU CODE LDPC DE GALLAGER 
Dans sa these [2], Gallager a construit et utilise le code regulier (20, 3, 4) pour illustrer 
sa methode de construction de matrice de parite. L'idee etait d'utiliser de petites 
matrices contenant un seul 1 par ligne pour generer une matrice plus grande. Ceci 
revient a diviser la matrice de parite en sous matrices. 
Les codes reguliers sont definis par le triplet (n, dn, dr) avec le taux de codage suivant: 
ar 
avec dn, le degre des noeuds de variable et dr, le degre des noeuds de parite. 
On obtient alors la matrice Figure 1.1 : 
* n • 
A dr 1 par ligne 
t 





- - + 
Figure 1.1: Matrice de parite de Gallager 
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La matrice de parite H est ensuite divisee en dr, dn sous matrice de dimension — , — 
dy dy 
1 2 3 
1 




Figure 1.2: Division de la matrice principale en sous matrice 
L'algorithme de construction se deroule ensuite de la maniere suivante : 
-» Etape 1 : 
• On place des matrices identites dans les sous matrices de la ligne 1 et de 
la colonne 1. 
• On place la matrice suivante dans les autres sous matrices. 
•N A A A Ai 
A N A A A 
A A N A A 
A A A N A 
Li4 A A A AM 
ouN = position Non acceptable 
et A = position Acceptable. 
Les positions non acceptables sont celles qui entrainent la creation de cycles de 
longueur 4 avec les l 's deja places. La matrice suivante est alors obtenue : 
I l l 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
Figure 1.3: Etape 1 de la construction de la matrice (20, 3, 4) de Gallager 
->• Etape 2 : 
On prend une par une les sous-matrices restantes et on y effectue les taches 
suivantes : 
• Sur la premiere ligne, on place un 1 sur une position acceptable et on met des 
0 sur toutes les autres positions de la ligne et de la colonne choisie. 
• Pour eviter la formation de cycle de longueur 4, on change toutes les 
positions susceptibles de former un cycle avec le 1 ajoute, en position non 
acceptable. 
• On refait les deux etapes precedentes pour les autres lignes de la sous-matrice 
avec un seul 1 par ligne et colonne. 
112 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
ON 1 OA OA OA 
A ON A A A 
A OA N A A 
A OA A N A 
A OA A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
N N A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
N N A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
N A A A A 
A N A A A 
A A N A A 
A A A N A 
A A A A N 
Figure 1.4: Debut de l'etape 2 de la construction de la matrice (20, 3, 4) de Gallager 
Pour bien coraprendre le fonctionnement de l'algorithme, la Figure 1.4 illustre l'ajout 
du premier 1 dans l'etape 2, pour la premiere des 6 sous-matrices. On remarque que 
deux positions des autres sous-matrices sont affectees par cet ajout. Leur statut passe 
de position acceptable a position non acceptable pour empecher la formation de 
cycles de longueur 4. 
Enfin, la Figure 1.5 illustre la matrice H une fois que l'algorithme est bloque en 
appliquant l'etape 2. On remarque qu'il est impossible de continuer plus loin. L'etape 
3 est alors utilisee pour debloquer la situation et permettre a l'algorithme de continuer 














































































































































































































































































































Figure 1.5: Blocage a l'etape 2 de la construction de la matrice (20, 3, 4) de Gallager 
-» Etape 3: 
Lorsqu'il n'y a plus de position acceptable sur la ligne de la sous-matrice ou Ton 
doit placer un 1, il est necessaire de modifier la methode de construction pour 
achever la matrice de parite : 
• On recherche une position sur la ligne en cours Lt, egale a: H(LU Q) = N. 
• Puis, on recherche une ligne Lt < La tel que : 
H(LJ,Ci) = H(LuCJ) = '0A' 
H(LpCj) = l 
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• Ensuite, on remplace par les valeurs suivantes : 
H(Lj,Ci) = H(Li,CJ) = l 
H(Lj,Cj) = '0A' 
• Enfin, comme dans la procedure normale, on change toutes les positions 














































































































































































































































































































Figure 1.6: Matrice de parite apres le deblocage de l'etape 3 















































































































































































































































































































Figure 1.7: Matrice de parite de Gallager (20, 3, 4) 
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ANNEXE II 
AMELIORATIONS DES PERFORMANCE D'ERREUR PAR LA SUPRESSION 
DE PETIT CYCLE: COURBES 
Cette annexe presente les courbes de performance d'erreur des codes de la serie D, 
generes avec l'algorithme de [3] puis optimises avec la methode decrite au chapitre 5. 
Les tableaux II. 1 et II.2 resument les caracteristiques de ces matrices de parites. 
32 23 31 27 16 24 25 23 18 22 22 30 28 27 
118 78 106 92 62 92 96 78 70 88 86 112 98 90 
5 7 9 8 1 2 2 7 1 0 1 4 7 9 
5.16 5.39 5.23 5.34 5.52 5.33 5.28 5.42 5.50 5.38 5.40 5.29 5.27 5.30 
5.46 5.64 5.47 5.57 5.76 5.56 5.53 5.64 5.71 5.62 5.64 5.66 5.52 5.55 
82 2 52 43 88 101 18 148 72 30 96 11 132 140 
Bonne , , -. .•;••'• ".r;'\tts%5.',;„4,-;J::J ; Mauvaise 
Tableau II. 1: Codes (254, 128) genere avec l'algorithme de [3] 
133 154 145 155 144 138 133 147 142 153 153 150 145 141 
6.08 6.05 6.06 6.00 6.11 6.05 6.08 6.06 6.08 6.02 6.05 6.08 6.02 6.11 
6.26 6.16 6.17 6.11 6.22 6.22 6.23 6.22 6.23 6.14 6.18 6.18 6.16 6.25 
27 15 23 23 17 26 24 22 27 23 21 22 21 21 
Bonne Mauvaise 
Tableau II.2: Codes (254, 128) optimises par l'algorithme PER presente au chapitre 5 
117 
Les lignes de ces tableaux correspondent aux resultats des operations effectuees par le 
programme d'analyse des cycles. Voici ci-dessous la traduction : 
• X-Cycle: Nombre de cycles a la longueur minimale X. 
• Distrib3D Y'\ Nombre de liens hebergeant Y cycles. 
• Snv> Se'- Cycle minimum moyen du code. 
• O: Numero du generateur pseudo-aleatoire utilise pour la creation du code. 
• Supprimes Z: Nombre de liens supprimes pour la creation du code Z 
• Performance: Classement approximatif des codes par BER, a 4.5dB . 
L'ensemble des figures se composent de trois courbes distinctes : 
• Di: Code genere par l'algorithme de [3]. 
• opDi >1: Code optimise par l'algorithme presente au chapitre 5. Seuls les liens 
utilises dans au moins deux cycles sont supprimes. Le tableau II.2 rapporte le 
nombre de liens supprimes. Les performances d'erreur sont generalement plus 
mauvaise. 
• opDi >0: Code optimise dans lequel tout les 4-cycles sont supprimes. Les 
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Figure II.6: Performances d'erreur du code D7 
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Figure 11.12: Performances d'erreur du code D14 
124 
ANNEXE III 
PERFORMANCES D'ERREUR ET NOMBRE DE CYCLES DES 
CODES CONVOLUTIONNELS DOUBLEMENT ORTHOGONAUX 
Cette annexe presente les performances d'erreur et le nombre de cycles de longueur six 
et huit des codes convolutionnels utilises dans ce memoire [34][4]. L'ensemble <A = 
{a0, alt... Qy_i} represente les / — 1 connexions entre le sommateur modulo-2 et les 
registres a decalages. Un exemple est donne Figure III. 1. 
-> su 
U i - 3 k Ui-4 
•*--+ s1 
Figure III. 1: Exemple de codeur convolutionnel systematique de taux de codage lA 
ou cA = {0,1,4}. 
Le nombre de cycles de longueur six et huit ainsi que le CMM des liens sont donnes 


















































































































































































































































































































































































































































































































































































































































Tableau III. 1: CMM des liens et nombre de cycles de longueur six et huit 
des codes CS02C-WS et S-CS02C-WS 





- " — iteration 1 
H — iteration 2 
= ?*3-i5^r^.^^ ' • "'°-s = = = = : ; s^,= : : : : c 
E::::::E:::::::::nt^i&ip^Hfi:^HK:::::: 
- V — iteration 3 
- + — iteration 4 
-©— iteration 5 
~~*— iteration 6 
- B — iteration 7 
- 9 — iteration 8 
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 
Eb/N0(db) 
Figure III.3: Performance d'erreur du code/ = 5 A = {0 1 24 37 41} 
Figure III.4: Performance d'erreur du code J = 6 A = {0 2 11 26 42 45} 
Figure III.5: Performance d'erreur du code/ = 6 J4 = {0 35 37 67 69 76} 
Figure III.6: Performance d'erreur du code J = 7 A = {0 1 7 50 59 78 82} 
Figure III.7: Performance d'erreur du code/ = 7 A = {0 2 23 45 72 79 82} 
2.2 2.4 2.6 2.B 3 3.2 3.4 3.6 3.8 
Eb/N0(db) 




- * — iteration 1 
H — iteration 2 
-V— iteration 3 
—*— iteration 4 
S— iteration 5 
•*— iteration 6 
- B — iteration 7 
- $ — iteration 8 
i i 
••a - " - H ^ 
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 
Eb/N0(db) 
Figure III.9: Performance d'erreur du code/ = 7 A = {0 3 5 33 73 82 95} 
Performance d'erren CS02C-WS J=6 |0 1 17 70 95 IDE)) coefficient oplimal a*=0.3 
Figure III. 10: Performance d'erreur du code/ = 6 A = {0 117 70 95 100} 
Eb/N0(db) 
ure III.l 1: Performance d'erreur du code/ = 7 A = {0 1 53 128 207 216 222} 
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Figure III. 12: Performance d'erreur du code/ = 8 




- * — iteration 
H — iteration 2 
-V— iteration 3 
- * — iteration 4 
-©— iteration 5 
- * - iteration E 
- B — iteration 7 
H)— iteration 8 
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j::S::fe::::::i::: 
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Figure III.13: Performance d'erreur du code/ = 8 







—*— iteration 1 
H — iteration 2 
- V — iteration 3 
—+— iteration 4 
-©— iteration 5 
•-*— iteration 6 
- a — iteration 7 
- 0 — iteration 8 
JH^HfOn!HS5S^?h* ;^SM 
HZ 
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 
E,/N0(db) 
Figure III. 14: Performance d'erreur du code/ = 9 
A = {0 117 26 127 138 185 204 208} 
Eh/Nn(db) 
Figure III.15: Performance d'erreur du code J = 9 
A = {0 41196 215 346 349 385 446 495} 
10 
• iteration 4 
- © — iteration 5 
••-* - iteration 6 
-3— iteration 7 




Figure III. 16: Performance d'erreur du code/ = 10 
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- * iteration 6 
- a — iteration 7 
- 6 — iteration 8 
i i J I L 
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E ^ d b ) 
Figure III. 17: Performance d'erreur du code/ = 10 
A = {0 1 87 93 226 262 296 316 327 340 
Eb/N0(db) 
Figure III. 18: Performance d'erreur du code = 10 
A = {0 2 10 31103 219 316 370 447 454} 
2 5 3 
Eb/N0(db) 
Figure III. 19: Performance d'erreur du code/ = 10 
A = {0 95 113 145 291 346 400 424 443 453} 
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ANNEXE IV 
BIBLIOTHEQUE DES CODES LDPC UTILISES 
Cette annexe presente les caracteristiques de generation des matrices de parites pour les 
codes LDPC utilises dans ce memoire. Une copie identique des codes peut etre retrouvee 
en suivant la procedure decrite dans cette annexe [33]. 
IV.l Caracteristiques des codes utilises 































oui non non non non non non non non non non 
1000 1000 1000 1000 1000 500 1000 2000 500 1000 2000 
500 500 500 500 500 250 500 1000 250 500 1000 
1 2 3 4 5 3 3 3 6 6 6 
233-848 id id id id id id 
Tableau IV. 1: Parametres de construction des codes LDPC utilise dans ce memoire 
avec : 
• n, r: la taille de la matrice de parite. 
• O: Le nombre de 1 's par colonne. 
• G: Numero de la sequence pseudo-aleatoire utilise pour la construction du code. 
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IV.2 Methode pour generer une matrice de parite 
Les matrices de parite contenant des 4-cycles peuvent etre recrees a l'identique grace 
aux sequences de nombre aleatoire pre-generees et stockees a la racine du programme 
utilisees pour leur creation. Veuillez suivre la procedure suivante : 





3. Decompresserl'archive: tar xf LDPC-2006-02-08.tar 
4. Installer l'archive: cd LDPC-2006-02-08 
make 
5. L'installation est maintenant terminee. On peut alors generer un fichier binaire 
contenant la matrice de parite : 
./make-ldpc xxx.pchk r n G evenboth O 
./pchk-to-alist xxx.pchk xxx.alist 
Bien evidement, remplacer 'xxx' par le nom du fichier, 'r ' , 'n' par la taille de la matrice 
de sortie, ' C par le numero de la sequence pseudo-aleatoire utilisee pour generer le code 
et enfin ' 0 ' par le nombre de 1 's par colonne. 
Le fichier au format 'alist' est compatible et importable par l'ensemble des programmes 
utilises dans ce memoire. 
