Abstract. Let p be a fibration over a finite simplicial complex, whose fibers have the homotopy type of finite simplicial complexes. Then p is equivalent to an approximate fibration whose total space is a compact ENR. The proof uses homotopy coherent diagrams and their homotopy colimits. We also comment on the simple homotopy type of the total space and give an application to the fibering of Hilbert cube manifolds.
where q is an approximate fibration and ϕ is a homotopy equivalence.
It follows that the fibration p is equivalent in the sense of controlled topology to an approximate fibration whose total space is a compact ENR. (1) where ϕ is a homotopy equivalence, p is an approximate fibration, and E is a compact ENR.
One advantage of E being a compact ENR is that is has a canonical simple homotopy type. So if A in diagram (1) is also a compact ENR, we may compute the Whitehead torsion τ (ϕ). In future joint work with F.T. Farrell and W. Lück, the author plans to combine this idea with methods of controlled topology to obtain K-theoretic obstructions to approximately fibering manifolds. In a similar spirit, here is a prototypical immediate application of Corollary 1.3 to infinite-dimensional topology: In fact, factoring f as M ϕ − → E q − → B as in Corollary 1.3 and replacing E by E × Q, we obtain a factorization (1) where E is a compact Q-manifold. Since ϕ is a simple homotopy equivalence, ϕ is homotopic to a homeomorphism [3] .
In a somewhat different direction, Farrell, Lück and the author [8] have shown that if p : E → B is a fibration over a finite connected simplicial complex with finite fibers, then the total space of p also comes with a preferred simple homotopy type, which is unique for example if the fibers are simply-connected. (In the general case this simple homotopy type depends on several choices, namely of a simple homotopy type of the fiber over some point b and a "spider" in B, based at b.) It is natural to ask how the simple homotopy type of E relates to that of X in Theorem 1.2. To sketch the proof of Theorem 1.2, assume for simplicity that B is connected. Let X be a finite simplicial complex with the same homotopy type as the fibers of p. The idea is to replace, for each simplex σ of B, the space E| σ := p −1 (σ) by X × σ and to glue these together using fiber transport to identify X × σ with, say, X × τ over a common face of σ and τ . To make sure that the induced projection down to B is indeed an approximate fibration, a deeper analysis of the homotopy coherences between the different fiber transports is needed. A systematic way to do that is to work with homotopy coherent diagrams from the beginning.
More concretely, given the fibration p, there is a diagram F : σ → E| σ indexed on the poset of simplices of B, where the maps E| σ → E| τ for σ < τ are just the inclusions. Replacing E| σ by X throughout, we obtain a diagram G which takes values in compact ENRs; however it is no longer strictly commutative but only homotopy coherent. Yet we show that it can be rectified by a strict diagram G ′ which still takes values in compact ENRs; the homotopy colimit of this diagram then is the space X we are looking for. The fact that the projection down to B is an approximate fibration may be seen as a generalization of Hatcher's iterated mapping cylinder argument [9] .
The first part of this paper (sections 2 to 5) introduces our model for homotopy coherent diagrams and their homotopy colimits. Of course, since we are interested in geometric properties, we need concrete models rather than just models up to homotopy. Following Cordier [4] , we use the Dwyer-Kan resolution [7] to define homotopy coherent diagrams while the model for the homotopy colimit is in the spirit of the original definition of Vogt [12] , with an emphasis on universal properties rather than the "concrete" definition. Existence of the universal object is shown using a coequalizer construction. In section 4 we show that this model of the homotopy colimit is homotopy equivalent to the Bousfield-Kan-like model [1] .
Section 6 starts to investigate geometric properties of the homotopy colimit over finite posets. The main result, Theorem 1.2 is proven in section 7; Theorem 1.5 is proven in the following section 8.
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Homotopy coherent diagrams
The notion of a h.c. diagram was introduced by Vogt [12] . We shall use the following definition, which is due to Cordier [4] .
Given a small category C, denote by F C the free category on C, where obj(F C) = obj(C), and a morphism in F C from c to d is a word of composable non-identity morphisms (f n , . . . , f 1 ) (i.e. the range of f i is the domain of f i+1 ) such that the domain of f 1 is c and the range of f n is d. Composition is given by concatenation of words. The empty word () is allowed if c = d and takes the role of the identity morphism.
For a morphism f ∈ C(c, d), denote by F f := (f ) ∈ F C(c, d) the word consisting of the single letter f . (If f = id, then F f = () is the empty word.) It is not hard to see that F C is free on the morphisms F f in the sense that any collection of maps
which sends identities to identities extends uniquely to a functor F : F C → D which takes the prescribed values on the morphisms F f .
A given functor F : C → D induces a functor F F : F C → F D by sending F f to F (F (f )). This makes F to a functor from small categories to small categories.
The co-unit functor U C : F C → C is the identity on objects and sends F f to f . The co-multiplication functor ∆ C : F C → F 2 C sends F f to F 2 f , thus the word consisting of the single letter F f . More precisely we obtain natural transformations
which provide F with the structure of a co-monad. Thus, letting F n C = F n+1 C we obtain a simplicial category (with discrete object set) F • C. Explicitly, the face and degeneracy functors are the identity on objects, while on morphism sets they are given by
The category F • C was introduced by Dwyer-Kan [7] . We will, if necessary, refer to the composition in F • C as "formal composition" in order to distinguish it from the composition law in C. The distinction between formal composition and actual composition is indeed the key ingredient in the consideration of homotopy coherence.
Definition 2.1. A h.c. diagram of spaces of the shape C is a simplicial functor
Here we consider the category Top of (compactly generated) spaces as enriched over simplicial sets in the usual way. Thus a h.c. diagram of the shape C is given by
• For each object c of C, a space F (c), and • for each pair of morphisms, a map
satisfying the obvious naturality rule.
Example 2.2. There is a canonical "augmentation" functor ε : F • C → C (which takes a chain of composable morphisms to its composition). Thus any strict diagram of shape C, i.e. any functor C → Top, induces a h.c. diagram by precomposition with varepsilon. The augmentation functor induces homotopy equivalences on morphism spaces. In fact, for c, d ∈ obj(C), the map
sending a morphism f to the morphism F f is a contracting homotopy.
Hence if we are given a h.c. diagram F of shape D, we may precompose to obtain a h.c. diagram f * F of the shape C. Notice that if f is full resp. faithful, then so is F • f . In particular, if f is the inclusion of a subcategory, we write F | C for f * F .
Example 2.4. It is illuminating to calculate F • C for C = [1] = (0 < 1) and
and all the higher simplices are degenerate. Thus F • C = C, and a h.c. diagram of shape [1] is just a strict diagram of shape [1] , i.e. a map
where the last element ((g, f )) is non-degenerate. Its boundaries are given by the two elements (g, f ) = F g • F f and (h) = F (g • f ). All higher simplices are degenerate, so
Hence a h.c. diagram of shape [2] consists of three spaces
, together with a homotopy 
where we use the convention that in simplicial degree 0, the map d 0 is given by U .
The homotopy colimit
Given a small category C, denote byĈ the category obtained from C by adding one terminal object, denoted by * . We refer toĈ as the cone of C.
In the following we are going to consider, for a given h.c. diagram F of shape C, extensions G of F to a h.c. diagram of shapeĈ.
If G is such an extension, it is easy to see that any map ϕ : G( * ) → Z to some space Z induces, by composition, another extension G ′ of F such that G ′ ( * ) = Z. Thus we may consider the category where an object is an extension G of F to a h.c. diagram of shapeĈ, and the set of morphisms from G to G ′ is given by the set of maps ϕ : In other words, a homotopy colimit of F is an extensionF of F to a h.c. diagram of shapeĈ, where we denote Hocolim(F ) :=F ( * ). It has to satisfy the following universal property: Given any other extension G of F , there is a unique map Hocolim(F ) → G( * ) such that G is induced fromF by f in the way described above.
We proceed to show that such a homotopy colimit always exists. Let φ • be the contravariant simplicial functor on F • C, defined by
Then an extension G of F overĈ, such that G( * ) = Z, defines a natural transformation
Conversely any such natural transformation determines an extension G of F such that G( * ) = Z. Proof. We saw above that an extension of F overĈ corresponds to giving a natural transformation
By adjunction, such a natural transformation is given by a map
The naturality property translates to the fact that this map factors through the coequalizer
of the two obvious maps.
Thus if we denote by |φ • | ⊗ |F•C| F this coequalizer, then this space satisfies the universal property of Hocolim(F ), since an extension of F overĈ corresponds precisely to a map
Given a functor f : D → C between small categories and a h.c. diagram F of shape C, we saw that one may restrict F to a h.c. diagram f * F of shape D. So there is a canonical mapf
In fact, denote byF the "canonical" (i.e. initial) extension of F to a h.c. diagram of shapeĈ, such thatF ( * ) = Hocolim(F ). Then the restriction ofF toD is an extension of F . By the universal property of Hocolim(f * F ) this extension is induced by a unique map which we callf . It is not hard to see that if g : E → D is another functor, then the two maps
agree. We conclude this section by a useful lemma which deals with the case when the underlying category has a terminal object. 
which is induced by the universal property of the homotopy colimit of F | C . In particular, Hocolim(F ) ≃ F ( * ).
, then Hocolim(F ) is an iterated mapping cylinder. These objects have been considered by Hatcher [9] in the case where F is a strict diagram. The iterated mapping cylinder comes with a canonical projection to ∆ n ; Hatcher showed that if F takes all objects to PL spaces and all morphisms to cell-like mappings, then the projection down to ∆ n is a PL fibration. In a similar spirit, we will show that if F maps all morphisms to homotopy equivalences, then the projection to ∆ n is an approximate fibration.
Proof of Lemma 3.3 . Denote byČ the categoryĈ with another terminal object added which we denote by m. 
This isomorphism is natural in c and is given by (formal) composition with t when evaluated at
Hence an extension G of F toČ amounts to the following data:
• a map ϕ : F ( * ) → Z which is given by G(F t), and • natural maps
) such that the following diagram commutes:
Now notice that, since the maps ψ c are natural, they just define an extension H of F | C overĈ, such that H( * ) = map(I, Z). Thus, using the universal property, we obtain a unique map
which is adjoint to a map
Since the restriction along 1 ∈ I factors through F ( * ), the maps α and ϕ define a unique map on the mapping cylinder of
as claimed. We still need to prove the claim. Part (i) holds as F •Ĉ is a full subcategory of F •Č . Part (iii) follows from the fact that t allows no non-trivial factorization iň C. The only non-trivial part is thus (ii). We are going to write down an explicit isomorphism
. On 0-simplices, the map ι 0 is given by the following rule:
It is easy to see that this map is indeed a bijection, as * is terminal inĈ and m is terminal inČ.
The map ι n is described by the following inductive rule:
We show by induction that this is a bijection. Indeed it is clear that ι n is a bijection between F nĈ (c, * ) × {1} and those words in F nČ (c, m) whose first letter is F n t. On the other hand, d 0 is a bijection
by the inductive assumption.
Remark 3.5. Here is an informal description of the map ι n : An element x of F nĈ (c, * ) is a word of words of ... of morphisms ofĈ. Sticking to our convention that any word is surrounded by parentheses, such an element has thus the form
where we have (n+1) opening parentheses at the beginning. Now let α :
If α is constantly 0, then ι n composes the very first morphism ofĈ appearing in the word x with the morphism t. Otherwise let i be the first index such that α(i) = 1. Then ι n introduces into x, after the (i + 1)st opening parenthesis, the word given by t.
Relation to the homotopy colimit in the sense of Bousfield-Kan
If F : C → Top is a strict diagram, then Bousfield-Kan [1] defined its homotopy colimit to be hocolim(F ) := |−\C| ⊗ C F.
Here −\C is the category-valued functor on C op which sends c to the under category c\C; | · | denotes the geometric realization.
This definition readily generalizes to h.c. diagrams: Let
Then ψ • (c) is in fact the diagonal of a bisimplicial set where the horizontal simplicial operations are the ones of F • C. The vertical differential d i , for i < n is given by the composition rule
(Here we let c −1 := c.) The n-th vertical differential just lets the first factor out, and the degeneracies introduce identity morphisms.
The contraction ε induces a natural transformation
so that if F is a strict diagram, we obtain a natural homotopy equivalence 
(ii) If F is a strict diagram, then there is a homotopy equivalence
such that the following diagram commutes:
w w n n n n n n n n n n n n hocolim(F )
The remainder of this section is devoted to the proof of this Theorem. The natural transformation in (i) is induced by simplicial a map
which is natural in c.
On 0-simplices,
, and t : c 0 → * is the unique morphism in C. The composition F t • f 0 is, of course, the (formal) composition in F 0 C, thus given by concatenation of words.
For n ≥ 1, we define inductively
This is certainly natural in c, i.e.
We have to check that the simplicial identities are satisfied. For example, remembering that the simplicial operations in ψ • are the diagonal ones. Moreover, one can check by hand that
for i > 0. The calculation for the degeneracy operators is similar. Theorem 4.1 follows from the Lemma down below after geometric realization. 
such that κ • • λ • = id, and a simplicial homotopy
the identity, which is also natural in c.
Proof. To define a natural map
it suffices to define it on words of the length one, i.e. on elements of the form F f .
The maps λ n are defined inductively by
here the last expression denotes the (n + 1)-tuple whose last component is the identity map, and the first n components are obtained from λ n−1 (f ) by applying F component-wise. Now κ 0 • λ 0 is obviously the identity. Inductively one concludes
where we abbreviate
To show that λ • is simplicial, one could argue inductively again as in the case of κ • . But as κ n • λ n = id, the simplicial identities hold for λ • provided they hold for κ • and λ • • κ • ; so they are a consequence of the fact that the map H • defined below is simplicial.
In fact, H • will be a simplicial homotopy between λ • • κ • and the identity on ψ • (c). It is defined by the formula
where the sign ∧ denotes the infimum and
The fact that H • is simplicial follows from the formulae
,
For example,
as both are given by (g n−1 , . . . , g 0 ) where
The case of degeneracies is similar.
Next we construct a natural transformation
such that the following triangle commutes:
To do this, to each morphism (f n , . . . , f 1 ) inF n C(c, * ) we need to give a string
The rule is defined as follows: Let α 0 := ε(f n−1 , . . . f 1 ), which is a morphism from c to the domain of f n . Now, by definition, f n = (g m , . . . , g 1 ) is itself a word of morphisms in F n−2Ĉ , and we let α 1 := ε(g m−1 , . . . , g 1 ). Iterating this procedure, one obtains maps α 2 , . . . α n as claimed. It is not hard to see that the diagram commutes.
Homotopy coherent transformations and rectifications
The next task will be to show that a "h.c. transformation" between h.c. diagrams induces, up to homotopy, a unique map between homotopy colimits.
Denote, for i ≤ n, by C i ⊂ C × [n] the full subcategory of objects (c, i), which of course is isomorphic to C. Denote moreover, for i < j, by C i...j ⊂ C × [n] the full subcategory of all objects of C k , where i ≤ k ≤ j. 
H
be h.c. transformations. We write 
is the composite i −1
restricting to H, K, and K • H respectively. Let F i := H| Ci for i = 0, 1, 2. Naturality follows from the commutativity of the following diagram: 
t t t t t t t t t Z
commutes up to homotopy whenever there is a h.c. diagram of shape C × [1] which extends H and both extensions of F and G as given by the maps f and g. Remark 5.6. In general it does not make sense to ask for a functorial way to assign a map H * (in Top) to a h.c. transformation, since composition of to h.c. transformations is well-defined only up to homotopy. However if H : F → G is a natural transformation between h.c. diagrams, i.e. between functors on F • C, then there is an induced map H * in Top, and this assignment is natural.
In fact, given the canonical extensionĜ of G over the coneĈ, the maps
assemble to an extension of F to a h.c. diagram of shapeĈ. It induces a map H * : Hocolim(F ) → Hocolim(G) which is well-defined in Top and functorial for natural transformations.
The homotopy class of the map H * defined in this way agrees with the class induced by H when considered as a h.c. transformation. This follows from the Remark above since one can define a h.c. diagram on P × [1].
To prove Lemma 5.3, one could directly work with the universal property: The fact that the homotopy coherent nerve of Top is weakly Kan can be used to show that a h.c. diagram F over C ×[i] and an extension of F | Ci...n over the cone determine an extension of the whole diagram F over the cone, which is unique in a suitable sense.
However, the relation with the Bousfield-Kan homotopy colimit provides a shortcut. In fact, Lemma 5.3 is direct consequence of the following result, which generalizes the classical cofinality theorem by Bousfield 
is a homotopy equivalence.
(ii) For all c ∈ C, the geometric realization of the comma category c/f is contractible.
Proof. First notice that condition (ii) can be replaced by the condition (ii') that for all c ∈ C, we have Hocolim The implication from (ii') to (i) is shown in the same way as the classical cofinality theorem.
We now turn to rectifications. Let F be a h.c. diagram of the shape C.
Definition 5.8. A rectification of F is a h.c. transformation H : F ⇒ G such that (i) G is a strict diagram, and (ii) H is invertible in Coh(C, Top).
Rectifications always exist, by the following Theorem which is goes back to Vogt [12] : 
is an equivalence of categories.
We are going to show that homotopy colimits allow to construct rectifications. Moreover, the homotopy colimit of a given h.c. diagram is just the (ordinary) colimit of this "standard rectification".
Denote, for any object c of C, by Proof. We need to construct a h.c. diagram H of shape C × [1] such that H| 0 = F while H| 1 = rF . Hence we need to construct natural maps
Notice that
Now there is a functor
C/c × [1] → C/c which is the identity on C/c × [0] and sends (f, 1) to the terminal object * . We may use this functor to pull back the h.c. diagram on C/c given by the mapping cylinder of ϕ * c F . Evaluation of this diagram gives a map
It is obvious that these assignments are natural in c. To show naturality in d, we have to show that for h ∈ F n C(c, c ′ ) the following diagram is commutative:
Here the right-hand vertical map h * : rF (c) = Hocolim(ϕ * c F ) → Hocolim(ϕ Proof. We have to show that an extension of F to a h.c. diagram G of shapeĈ with G( * ) = X is uniquely determined by a compatible collection of maps 
Now notice that the functors ϕ c induce for all n a bijection
Passing to the geometric realization, we see that the left-hand side of (2) is indeed homeomorphic to |F •Ĉ (d, * )|. Hence the maps (2), for d ∈ C, precisely determine an extension of F to a h.c. diagram G of shapeĈ, such that G( * ) = X.
As an application we can show that the standard rectification satisfies a certain "cofibrancy condition". Denote, for any object c of C, by ∂c the full subcategory of C/c of all objects different from the terminal object id c .
Corollary 5.12. Given F as above, the rectification rF constructed in this section satisfies the following condition: For any object c of C, the canonical map 
The homotopy colimit over finite posets
Throughout this section, let P be a finite poset. P will be considered as a small category with object set P , where there is a unique morphism from x to y if and only if x ≤ y. Proposition 6.1. Let F be a h.c. diagram of shape P , such that F (x) is a compact ENR for all x ∈ P . Then Hocolim(F ) is also a compact ENR. This proposition will be proved by induction over the dimension of P , which by definition is the largest number n such that there is a strictly increasing sequence
(Thus the dimension of P is just the dimension of the geometric realization of P .) To carry out the induction, we need the following result, in which M ⊂ P denotes the subset of maximal elements, and, for x ∈ P , the symbolx denotes the subset of P of all elements less than or equal to x.
Lemma 6.2. Let F be a h.c. diagram of shape P . An extension of F over the conê P determines and is determined by extensions of F | P −M and F |m −m , for m ∈ M , over the respective cones that agree over their common intersection. In other words, the inclusion-induced diagram
m∈M Hocolim(F |m −{m} ) / / _ Hocolim(F | P −M ) _ m∈M Hocolim(F |m) / / Hocolim(F )
is a push-out (where the vertical maps are cofibrations).
This Lemma is an immediate consequence of the following more general statement:
commutative diagram of small categories which induces a push-out diagram on the level of the nerves. Suppose moreover that all the functors appearing in (3) send non-identity morphisms to non-identity morphisms. Then, for a h.c. diagram
is a push-out, where
To prove Lemma 6.3, we will make use of the following construction: Recall that an element in F n C(c, d) may be seen as a word of non-identity morphisms of C together with n + 1 levels of parentheses. It follows that for each pair of natural numbers n, m there is a projection map 
Corollary 6.5. Under the assumptions of Lemma 6.3, for each m the following diagram is a push-out:
N m F • C 0 f1 / / f2 N m F • C 1 g1 N m F • C 2 g2 / / N m F • C
Proof of Corollary.
It is enough to show that statement holds in each simplicial degree n. This is a consequence of the lemma together with the fact that if a set B is a push-out of B 1 and B 2 along B 0 , and p : E → B is a map of sets, then E is a push-out of the corresponding pull-backs E| B1 and E| B2 along E| B0 .
Proof of Lemma 6.3 . First notice that if (3) induces a push-out on the nerves, then so does the "extended" versionĈ
/ /Ĉ Thus we may apply Corollary 6.5 to this diagram. Specializing to m = 1 and looking only at the part of the 1-nerve of those maps that end at the terminal object, one sees that a map a :
is uniquely determined by its restrictions
The map a determines an extension of F to a homotopy coherent diagram if and only if a is compatible with the C-operation, i.e. factors over the coequalizer of c,d∈C
This follows again from Corollary 6.5, applied to m = 2, since the first two factors in the left-hand side may again be expressed in terms of (a simplicial subset of) the 2-nerve of F •Ĉ .
Proof of Proposition 6.1. If dim(P ) = 0, then Hocolim(F ) is a finite coproduct of compact ENRs and thus a compact ENR itself (this follows from [2, Theorem E.3]).
For the inductive step, let dim(P ) = n and suppose that the statement holds for all posets of dimension less than n. Consider the push-out diagram as given by Lemma 6.2:
By the inductive assumption, the space in the upper right-hand corner is a compact ENR. Lemma 3.3 shows that the space appearing in the lower left corner is the (ordinary) mapping cylinder of the map
between compact ENRs. Thus it is a compact ENR by [2, Corollary E.7] . Moreover the inclusion of Hocolim(F |m −{m} ) into Hocolim(F |m) is a cofibration. Hence, by [10, chapter VI, §1] the adjunction space Hocolim(F ) is also a compact ENR.
Corollary 6.6. Let F be a h.c. diagram of shape P , such that for all x ∈ P , the space F (x) is homotopy equivalent to a compact ENR. Then F has a rectification G such that for all x ∈ P , G(x) is a compact ENR.
Proof. For each x ∈ P , choose a homotopy equivalence ϕ x : F (x) → F ′ (x) to some compact ENR. Then there is a h.c. diagram F ′ with prescribed spaces F ′ (x) and a h.c. transformation F → F ′ with prescribed maps ϕ x [6, §2]. Let G := rF ′ be the standard rectification of F ′ as in section 5, i.e.
For each x, the space G(x) is a compact ENR by Proposition 6.1.
Proposition 6.7. Let F, G be strict diagrams of the shape P consisting entirely of compact ENRs and homotopy equivalences, and let f : F → G be a natural transformation. Suppose that for all x ∈ P , the map f x :
Let us first deal with the special case that P = {0 < 1}. A slightly more general statement is: Recall that a commutative square of spaces is said to be a weak homotopy pull-back if the induced map on vertical (or horizontal) homotopy fibers is a weak homotopy equivalence.
Remark 6.9. The statement of Lemma 6.8 becomes wrong if we drop the ENR condition on A and X. To see this, let W be a space which is weakly contractible but not contractible (such as the Warsaw circle). Then the diagram
is a weak homotopy pull-back. Suppose that the induced projection map r from the cone CW to I = [0, 1] was an approximate fibration. There is a contraction W × I → CW which collapses W ⊂ CW onto a point w ∈ W , passing through the cone point; if r was an approximate fibration, we could use the approximate lifting property to obtain a contraction of W in W × [0, ε) ⊂ CW . This contradicts the fact that W is not contractible.
The argument in case (ii) is identical. The case (iii) is a similar argument, using this time that q is an approximate fibration.
To take profit, in the general case, of the statement we just proved, we will make use of the following result: Fact 6.10. Quillen has shown that if F is a strict diagram (over an arbitrary index category C) consisting entirely of homotopy equivalences, then the canonical projection hocolim F → hocolim * = |C| is a quasi-fibration. This implies that if F → G is natural transformation between such diagrams, then for all objects c the obvious square
is a weak homotopy pull-back. By homotopy invariance, the same statement thus holds with hocolim replaced by the Hocolim.
Proof of Proposition 6.7. Again the proof uses Lemmas 3.3 and 6.2 for an induction on the dimension of P . If dim(P ) = 0, then Hocolim(F ) and Hocolim(G) are coproducts and f * is the induced map, hence an approximate fibration. Suppose inductively that dim(P ) = n > 0 and that the statement holds for all posets of dimension less than n. Denote by M ⊂ P the set of maximal elements, and for m ∈ M , letm ⊂ P be the subset of elements which are less than or equal to m. By our assumptions, the maps
are approximate fibrations. We claim that the map
is an approximate fibration, too. In fact, using Lemma 3.3, this map is induced from Hocolim(F |m −{m} )
on the level of horizontal mapping cylinders. It follows from Lemma 6.8 and Fact 6.10 that it is an approximate fibration. By [11, Theorem 12.15] , it is enough to show that
is locally an approximate fibration. Suppose for simplicity that M consists of a single element. Lemma 6.2 then shows that Hocolim(G) is a union of Hocolim(G|m) and Hocolim(G| P −M ). We already know that f * restricted to Hocolim(G|m), and hence restricted to any open subset of it, is an approximate fibration. It is therefore enough to show that the restriction of f * over a neighborhood of Hocolim(G| P −M ) is an approximate fibration as well. Such a neighborhood is given by the adjunction space
for 0 < ε < 1. Notice that this adjunction space can be identified with a mapping cylinder. In fact, more generally, the restriction of f * over this adjunction space may be identified with the map induced from
on the level of horizontal mapping cylinders. Therefore it is an approximate fibration, again by Lemma 6.8 and Fact 6.10. If M consists of more than one element, Lemma 6.2 shows that Hocolim(G) can be obtained by successively adjoining the spaces Hocolim(G|m −{m} ) for m ∈ M . In this case the above argument applies for each of the steps.
The factorization result
The goal of this section is to prove the following theorem: 
Denote by P the (finite) poset of simplices of the simplicial complex B. For σ ∈ P , let E σ ⊂ E be the restriction of E over σ. The rule σ → E σ defines a strict diagram on P . By our assumptions, E σ is homotopy equivalent to a finite simplicial complex. So Corollary 6.6 guarantees the existence of a rectification H : E σ ⇒ X σ such that X σ is a compact ENR for each σ.
We are going to construct a homotopy commutative diagram
in which ι is a homeomorphism, and the maps π * and π ′ * are induced from the unique natural transformation to the constant diagram with value * .
The theorem now follows from this diagram. In fact if we let X := Hocolim σ (X σ ), then X is a compact ENR by Proposition 6.1. Inverting H * yields a map ϕ : X → E which we may change by the homotopy lifting property of p so that p•ϕ = ι•π * =: q. The maps in the right triangle are given by the naturality of the homotopy colimit; in particular it follows from Proposition 6.7 that the map π * (and hence also q) is an approximate fibration.
The two maps h E and h B are induced by the obvious (even strict) extensions of the corresponding diagrams. The commutativity of the upper left-hand square follows easily from Remark 5.5.
Thus we are left to do the following:
(i) Show that h E and h B are homotopy equivalences.
(ii) Construct the homeomorphism ι and to prove that the lower left-hand square commutes up to homotopy.
We start with (i). We only need to show that h E is a homotopy equivalence. This is certainly true if B is 0-dimensional.
Suppose that the result holds for base spaces of the dimension n, and that dim(B) = n + 1. Then the maximal elements of P correspond precisely to the (n + 1)-simplices of B. By Lemma 6.2, we have therefore a push-out diagram
Similarly E decomposes as the following push-out
where B n ⊂ B denotes the n-skeleton and ∂τ ⊂ τ is the n-skeleton of τ . Also h E decomposes.
The restrictions of h E to the spaces on the top are homotopy equivalences by the inductive assumption. On the other hand it follows from Lemma 3.3 that the restriction of h E to the the lower left-hand corner is also a homotopy equivalence. By the glueing lemma, the map h E between the lower right-hand corners is therefore a homotopy equivalence, too. This proves (i). Now we come to (ii). To obtain the map ι, we need to construct an extension of the constant diagram * over P to a h.c. diagram G overP such that G( * ) = B. Intuitively the extension maps the point * belonging to σ to the barycenter of σ in B. If σ < τ , there is a canonical (linear) path between the barycenters of σ and τ ; this rule also applies to higher coherences.
Formally this looks as follows. An extension of the constant diagram * of shape P over the cone is given by a natural transformation |φ • (σ)| → map( * , B) = B. (See section 3 for notation.) Recall the natural transformation τ • : φ • (σ) → N • (σ\P ) to the comma category from section 4. The transformation we are looking for is the following composite:
where the latter homeomorphism is the one between B and its simplicial subdivision, and the functor ϕ σ is the forgetful one from section 5.
An inductive argument similar to the one we used in (i) now shows that ι is indeed a homeomorphism.
We still need to show that the lower left-hand square commutes. To do this, we are going to construct a h.c. diagram G of shape P × [1] which restricts to the one represented by ι overP 0 (let us call it F 0 ) and to the one (call it F 1 ) represented by h B overP 1 . By Remark 5.5, this will show that h B • s * ≃ ι, where s = G| P × [1] : * ⇒ σ. But the constant diagram * is terminal in Coh(P, Top), so the diagram σ is also terminal, and s is an inverse of π ′ . This implies that h B ≃ ι • π ′ * . The intuitive idea to define G is again to map the point * belonging to σ to the barycenter of σ, now considered as a point in σ rather than B. To carry out the formal construction, notice first that the inclusionP =P 0 ⊂ P × Hence if we let G(σ, 1) = σ, G(σ, 0) = * , G( * ) = B, and use the same operations for the morphisms as for G ′ , we obtain a h.c. diagram over P × [1] as required.
Simple homotopy type
Given a space E, a simple structure ξ on E is the choice of a homotopy equivalence f : E → X to a compact ENR, where we identify f with f ′ : E → X ′ if the Whitehead torsion τ (f ′ • f −1 ) is zero. This definition is made in such a way that the Whitehead torsion of a homotopy equivalence
between spaces with simple structures can be defined to be τ (f ′ • g • f −1 ), where f ′ and f represent the simple structures ξ ′ and ξ respectively. Let p : E → B be a fibration over a finite connected CW complex whose fiber is homotopy equivalent to a finite CW complex. In this situation, Farrell, Lück and the author [8] constructed a preferred simple structure on E. This construction depends on the choice of a point b ∈ B, a simple structure ζ on the fiber F b , and a choice of spider s based at b, i.e. a collection of paths γ c : b x indexed over the set of cells c of B, from b to some point x in the interior of the cell c. The resulting construction is denoted ξ(b, ζ, s). In favorable cases, e.g. if p is 2-connected, then ξ(b, ζ, s) is independent of the choice of (b, ζ, s). Now Theorem 7.1 provides the total space E with a homotopy equivalence to a compact ENR. In this section we prove that a suitable version of this construction represents the simple homotopy type ξ(b, ζ, s).
To formulate the result, let p : E → B be a fibration over a compact connected simplicial complex, b ∈ B, let ζ be a simple structure on F b and let s be a spider for B based at b. Choose a representative f : F b → Z for ζ; for each simplex σ of B, choose a fiber trivialization t σ : E σ → F b × |σ| along the path γ σ . 
