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ABSTRAK 
 
Nama Penyusun :   Nurwahyu Agustina 
NIM :   60600114066 
Judul : Implementasi Metode Vector Autoregressive (VAR) Dalam 
Meramalkan Jumlah Penduduk Dataran Rendah Dan Dataran 
Tinggi (Studi Kasus: Kabupaten Gowa) 
 
Penelitian ini mengimplementasikan metode Vector Autoregressive (VAR) 
dalam peramalan jumlah penduduk. Kabupaten Gowa terbagi menjadi 2 wilayah 
yaitu dataran rendah dan dataran tinggi. Luas kabupaten Gowa adalah 1.883,33 
km
3
, luas dataran tinggi sekitar 72.26 % dan dataran rendah 27,74%  yang 
masing-masing meliputi 9 kecamatan. Berdasarkan data BPS Gowa tahun 2016 
jumlah penduduk dataran tinggi yaitu 187.900 jiwa dan dataran rendah yaitu 
577.613 jiwa. Metode vector autoregressive (VAR)  ialah metode time series dari 
Autoregressive (AR) jika data univarat dan Vector autoregressive (VAR) jika data 
Multivariat. Tujuan dari penelitian ini ialah untuk mengetahui laju pertumbuhan 
penduduk dataran tinggi dan dataran rendah di kabupaten Gowa pada tahun 2022 
dengan menggunakan metode Vector Autoregressive (VAR). Adapun data yang 
digunakan yaitu data jumlah penduduk kabupaten Gowa tahun 1998 sampai 
dengan tahun 2016. Hasil penelitian diperoleh model VAR(1) yang digunakan 
untuk memprediksi laju pertumbuhan penduduk dan dapat disimpulkan bahwa 
laju pertumbuhan penduduk tahun 2022 di dataran tinggi dan di dataran rendah 
mengalami peningkatan setiap tahun. 
Kata Kunci : Vector Autoregressive (VAR), Penduduk Gowa 
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ABSTRACT 
 
Name : Nurwahyu Agustina 
Reg. Number : 60600114066 
Title  : Aplication Vector autoregressive (VAR) for forecasting 
population the highlands  and the lowlands area in Gowa 
 
 The Research is an applied method vector autoregressive (VAR) for 
forecasting population. In Gowa district area has two dimensions, namely the 
lowland and highland regions. The area of Gowa Regency is 1,883.33 km3, the 
area of the plateau is 72.26% and the lowland area is 27.74%, each of which 
covers 9 sub-districts. Based on data from BPS Gowa 2016 the population of the 
highlands is 187,900 people and the lowlands are 577,613 people. Vector 
Autoregressive (VAR) method is the time series method of Autoregressive (AR) 
if the data is univarat and Vector autoregressive (VAR) if the data is Multivariate. 
The purpose of this study was to determine the growth rate of highland and 
lowland populations in Gowa district in 2022 using the Vector Autoregressive 
(VAR) method. The data used is the population data of Gowa regency in 1998 
until 2016. The results obtained by the VAR model (1) are used to predict the 
population growth rate and it can be concluded that the population in 2022 in the 
highlands is 186,318 people and in the lowlands that is 537,771 inhabitants. 
 
 
Kata Kunci : Vector Autoregressive (VAR), Population in Gowa 
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BAB I 
PENDAHULUAN 
A. Latar Belakang 
Kabupaten Gowa memiliki luas wilayah yaitu 1.883,33 km
2
 atau sama 
dengan 3,01% dari luas provinsi Sulawesi Selatan. Wilayah kabupaten Gowa 
terdiri dari 18 kecamatan dengan 167 jumlah Desa/Kelurahan dan 726 
Dusun/lingkungan. Wilayah kabupaten Gowa terbagi menjadi 2 (dua) wilayah, 
yakni dataran tinggi dan dataran rendah. Luas dataran tinggi yaitu sekitar 72,26% 
yang meliputi 9 kecamatan yakni kecamatan Tombolo pao, Tinggimoncong, 
parangloe, Bungaya, tompobulu, parigi, Biringbulu, Manuju, Bontolempanga. 
Selebihnya 27,74% merupakan dataran rendah yang meliputi 9 kecamatan yakni 
kecamatan Pattallassang, Somba Opu, Pallangga, Bontomarannu, Barombong, 
Bontonompo, Bontonompo Selatan,  Bajeng,  dan Bajeng Barat.
1
 
Jumlah penduduk antara dataran rendah dan dataran tinggi di Kabupaten 
Gowa pada tahun 2016  di dataran Tinggi jumlah penduduk yaitu 187.900 jiwa 
sedangkan di dataran Rendah yaitu 547.613 jiwa (BPS Gowa). Terlihat bahwa 
selisih jumlah penduduk di dataran rendah dan dataran tinggi sangat besar yaitu 
berjumlah 359.713 jiwa. Hal ini menunjukkan bahwa penyebaran penduduk di 
Kabupaten Gowa tidak merata. Setiap tahun penduduk yang berada di daerah 
dataran rendah semakin meningkat padahal area untuk pemukiman semakin 
sempit.  
                                                             
1
 BPS, Gowa dalam angka gowa in figure 2017. (Gowa, Badan pusat statistik kabupaten 
gowa.2016) 
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Penyebaran penduduk tidak merata disebabkan oleh beberapa faktor 
diantaranya ketersediaan lapangan kerja, tingkat kesuburan tanah, keadaan iklim 
dan lain sebagainya. Dan dampak dari  kepadatan penduduk ialah banyaknya 
pencemaran air, maraknya pembukaan lahan untuk tempat tinggal dan 
perkebunan, berkurangnya lahan dan sering sekali terjadi banjir serta 
bertambahnya jumlah pengangguran. Karena dampak tersebut diperlukan 
perencanaan dan pengambilan keputusan suatu kebijakan. Dan salah satu 
kebijakan dari pemerintah ialah misalnya menyiapkan lapangan kerja secara 
merata antara dataran rendah dan dataran tinggi. 
Kebijakan pemerintah dalam membangun sistem dan menyiapkan lapangan 
kerja tentunya berdampak pada kepadatan penduduk. Peramalan (forecasting) 
salah satu langkah untuk memperkirakan kejadian dimasa akan datang agar 
pemerintah khususnya di kabupaten Gowa dapat menanggulangi dampak tersebut. 
Peramalan (forecasting)  diperlukan untuk memperkirakan kejadian di masa 
akan datang dengan menggunakan data-data masa lalu. Peramalan sangat 
membantu dalam kegiatan perencanaan dan pengambilan keputusan suatu 
kebijakan tertentu. Dan jika ada tuntutan untuk dapat  mengambil kebijakan 
secara cepat yang menyangkut masa depan suatu wilayah atau  negara.   
Tidak ada manusia yang mampu memastikan sesuatu yang akan terjadi 
dihari esok sebagaimana firman Allah swt dalam firman-Nya (Q.S.Ar-Ruum/30: 
1-5). 
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                                
                         
                 
Terjemahnya: 
1.  Alif laam Miim  2. Telah dikalahkan bangsa Rumawi  3. Di negeri yang 
terdekat dan mereka sesudah dikalahkan itu akan menang  4. Dalam 
beberapa tahun lagi. Bagi Allah-lah urusan sebelum dan sesudah (mereka 
menang). dan di hari (kemenangan bangsa Rumawi) itu bergembiralah 
orang-orang yang beriman, 5. Karena pertolongan Allah. Dia menolong 
siapa yang dikehendakiNya. dan Dialah Maha Perkasa lagi Penyayang.
2
 
 
Menurut tafsir Al Azhar tentang surah Ar-Ruum yaitu bangsa Romawi yang 
dimaksud ialah bangsa Romawi timur yang berpusat dikonstatinopel. Bangsa 
Romawi pada saat ayat ini diturunkan ialah suatu bangsa yang beragama nasrani 
dan bangsa Persia beragama majusi. Kedua bangsa ini berperang ketika berita 
kekalahan bangsa Romawi oleh bangsa Persai tersiar. Sedangakan kaum 
muslimim berduka karenanya. Setelah ayat keempat turun yang menerangkan 
bahwa bangsa Romawi setelah kekalahan itu akan menang dalam masa beberapa 
tahun lagi. Permusuhan antara bangsa Romawi dan bangsa Persia tidak lepas dari 
sunnatullah atau ketentuan ilahi dalam rangka perjuangan manusia di dunia 
melalui sebab dan akibat.  Beberapa tahun setelahnya menanglah bangsa Romawi 
dan bangsa Persia terkalahkan. Yaitu antara tiga sampai Sembilan tahun (tahun 
614-615 M) dengan kemenangannya tahun 622 atau kira-kira tujuh tahun. 
3
 
                                                             
2
Departemen Agama RI, Al-quran dan Terjemahannya (Diponegro : Cv Penerbit 
Diponegoro, 2005) , h.414. 
3 Hamka, Tafsr Al-Azhar. (Jakarta : Pustaka Panjimas 1988), hal. 42 
4 
 
Ayat ini menjelaskan meramalkan, Allah swt mengatakan bahwa “setelah 
kekalahannya itu akan menang dalam beberapa tahun lagi”  kata beberapa tahun 
lagi manusia tak mampu untuk memastikan hari kepastian itu, manusia hanya 
mampu untuk memprediksi atau memperkirakan hal tersebut dengan ilmu yang ia 
miliki karena hanya Allah yang bisa memastikan segala sesuatu.  Allah 
mengetahui tanpa alat, sedang ilmu manusia diraihnya dengan pancaindra, akal, 
dan hatinya, dan semuanya didahului oleh ketidaktahuan. Sebagaimana firman 
Allah swt “ Dan Allah mengeluarkan kamu dari perut ibumu dalam Keadaan 
tidak mengetahui sesuatupun, dan Dia memberi kamu pendengaran, penglihatan 
dan hati, agar kamu bersyukur (dengan menggunakannya untuk meraih ilmu). 
(Q.S. An-Nahl 16:78). Salah satu cara yang dapat digunakan oleh manusia untuk 
memperkirakan masa yang akan datang ialah dengan metode peramalan atau 
memprediksi menggunakan data dimasa lalu.  
Pada penelitian yang dilakukan oleh Deastic Sumihi, yang bertujuan untuk 
menerapkan model Vector Autoregressive (VAR) dalam memprediksi tinggi 
gelombang laut di wilayah perairan Bitung, perairan Manado dan Perairan Tahuna 
memperoleh hasil model yang sesuai untuk memprediksi tinggi gelombang laut 
yaitu model VAR(3) yang cukup baik untuk digunakan dalam memprediksi tinggi 
gelombang laut.
4
 Dan pada penelitian yang di tulis oleh Di Asih Maruddani untuk 
menguji keberadaan hubungan simultan antara harga saham dengan kinerja 
                                                             
 
4
 Deastic Sumihi, John dan Nehon dengan judul Prediksi Tinggi Gelombang Laut 
diperairan Laut Sulawesi Utara dengan Menggunakan model Vector Autoregressive (VAR).JdC 
Vol.6, No.2, September 2017 
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keuangan perusahaan menggunakan Vector Autoregressive (VAR) karena mampu 
menjelaskan adanya kausalitas antar variabel-variabel yang terkait.
5
  
Dari berbagai penelitian tersebut dapat disimpulkan bahwa metode vector 
autoregressive (VAR) umumnya digunakan untuk peramalan model data time 
series. VAR digunakan untuk meramalkan model deret waktu yang memiliki lebih 
dari satu variabel (Multivariate). Model VAR pada umumnya untuk memodelkan 
dan meramalkan lebih dari satu variabel yang saling terkait dan mampu 
menganalisis data yang tidak perlu membedakan antara variabel endogen dan 
eksogen atau variabel bebas dan terikat. 
Jumlah angka kematian di dataran rendah pada tahun 2016 yaitu berjumlah 
2.809 jiwa dan di dataran tinggi yaitu berjumlah 785 jiwa. Dan untuk angka 
jumlah migrasi masuk serta jumlah kelahiran di dataran rendah lebih banyak di 
bandingkan dengan dataran tinggi (Disdukcapil Gowa). Pada tahun 2013 sekitar 
19,95% atau 137.942 jiwa dari penduduk Kabupaten Gowa menetap di 
Kecamatan Somba Opu dataran rendah kabupaten Gowa. Ibu kota kabupaten 
Gowa berada di dataran rendah serta instansi-instansi pemerintahan, dan industri  
sebagian besar didirikan di dataran rendah sedangkan di dataran tinggi 
dikarenakan kondisi lahan yang berada di pegunungan dan aksesnya yang sulit di 
jangkau menyebabkan penduduk yang tinggal disana cenderung lebih sedikit 
dibandingkan dari dataran rendah. Sehingga akan dilakukan peramalan jumlah 
penduduk dengan mengimplementasikan metode vector autoregressive (VAR) 
untuk mengetahui laju jumlah penduduk antara dataran rendah dan dataran tinggi. 
                                                             
5
 Di Asih Maruddani dan Diah Safitri.Vector Autoregressive (VAR) untuk peramalan 
harga saham PT Indofood sukses makmur Indonesia. Jurnal matematika Vol.11.No.1 2008  
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B. Rumusan Masalah 
Berdasarkan latar belakang  rumusan masalah pada penelitian ini adalah 
bagaimana laju pertumbuhan penduduk dataran tinggi dan dataran rendah di 
Kabupaten Gowa pada Tahun 2022 dengan menggunakan metode Vector 
Autoregressive (VAR)? 
C. Tujuan Penelitian 
Berdasarkan rumusan masalah tujuan pada penelitian ini adalah 
mengetahui laju pertumbuhan penduduk dataran tinggi dan dataran rendah di 
Kabupaten Gowa pada Tahun 2022 dengan menggunakan metode Vector 
Autoregressive (VAR). 
D. Manfaat penelitian 
1. Bagi penulis  
Sebagai bahan pembelajaran dan penguasaan ilmu pengetahuan khususnya 
dalam bidang ilmu matematika dan penulis mampu mengaplikasikan teori-teori 
statistika khususnya Metode Vector Autoregressive (VAR) dalam peramalan 
pertumbuhan jumlah penduduk. 
2. Bagi dunia pendidikan 
Sebagai bahan referensi penggunaan Metode Vector Autoregressive 
(VAR)  dalam peramalan dan sebagai bahan acuan bagi para penuntut ilmu 
bahwa matematika memang dapat digunakan disemua cabang ilmu 
pengetahuan. 
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3. Bagi pemerintah 
Sebagai bahan pertimbangan pemerintah kabupaten Gowa untuk 
mengambil kebijakan dalam penyebaran penduduk secara merata dan 
mempersiapkan infrastruktur dan sistem pendidikan di kabupaten Gowa. 
E. Batasan Masalah  
Adapun batasan masalah dalam penelitian ini yaitu; 
1. Data penelitian tahun 1998-2016, dan  
2. Data yang diramalkan tahun 2022. 
3. Metode vecor Autoregressive 
F. Sistematika Penulisan 
Secara garis besar sistematika penulisan penelitian ini dibagi menjadi:  
BAB I PENDAHULUAN 
Bab ini berisi latar belakang, rumusan masalah, tujuan penelitian, manfaat 
penelitian, batasan masalah dan sistematika penulisan  
BAB II TINJAUAN PUSTAKA 
Di dalam tinjauan pustaka akan dibahas Matriks, Analisis deret waktu (time 
Series), FAK dan FAKP, White Noise, Differencing, Transformasi, 
Identifikasi model, Vector Autoregressive (VAR), Nilai ketepatan prediksi, 
peramalan, dan penduduk. 
BAB III METODE PENELITIAN 
Di dalam bab ini akan dikemukakan metode kegiatan  yang berisi  metode 
yang berisi langkah-langkah yang ditempuh untuk menyelesaikan masalah, 
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yaitu jenis penelitian, tempat dan waktu penelititan, jenis dan sumber data, 
variabel penelitian, definisi operasional Variabel , dan prosedur penelitian. 
BAB IV HASIL DAN PEMBAHASAN 
Bab ini berisis hasil penelitian dan pembahasan 
BAB V PENUTUP 
Bab ini berisi kesimpulan dan saran  
DAFTAR PUSTAKA 
LAMPIRAN 
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BAB II 
TINJAUAN PUSTAKA 
A. Matriks 
Matriks adalah himpunan bilangan atau skalar yang disusun secara 
segi empat dalam tanda kurung siku. Bilangan-bilangan dalam susunan tersebut 
di sebut elemen/ unsur dalam matriks.
 6
 
Bentuk umum matriks ukuran mxn adalah 
      [
          
          
          
]                                                
     = elemen matriks pada baris ke-   kolom ke-  
    = Ordo matriks 
a. Operasi Matriks 
1. Penjumlahan 
Matriks A dapat dijumlahkan dengan matriks B jika ukuran 
matriks A sama dengan ukuran Matriks B. 
untuk matriks A,B dan C dengan ukuran yang sama, maka berlaku sifat-
sifat berikut.
7
 
1. A + B = B + A  (Komunikatif) 
2. (A + B) + C = A + (B + C) (Asosiatif) 
Contoh 2.1  
Di berikan matriks A dan Matriks B berikut. Tentukan nilai  dari Matriks 
   ! 
                                                             
6
 Wahyuni Abidin, Aljabar linear  elementer. (Samata: Alauddin university press ,2014), 
h.1  
7
  Maslen Sibarani, M.M, Aljabar Linear, (Jakarta : PT Raja Grafindo Persada .2013) h.59 
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   [
  
  
  
]     [
  
  
  
]  
Penyelesaian:  
     [
      
      
      
]    
     [
  
   
   
]  
2. Pengurangan  
Matriks A dapat dikurangkan dengan matriks B jika ukuran matriks 
A sama dengan ukuran Matriks B. 
Contoh 2.2 
Di berikan matriks A dan Matriks B berikut. Tentukan nilai  dari Matriks 
   ! 
   *
  
  
+    *
  
  
+ 
Penyelesaian: 
    *
      
      
+   
     *
   
   
+   
3. Perkalian 
Jika A adalah sebuah matriks berukuran        dan B adalah matriks 
berukuran         maka hasil kali AB adalah matriks berukuran         
yang anggota-anggotanya didefinisikan sebagai berikut. Untuk mencari 
aggota dalam baris   dan kolom   dari AB, pilih baris   dari matriks A dan 
11 
 
kolom   dari matriks B. Kalikan anggota-anggota yang berpadanan dari 
baris dan kolom secara bersama-sama, kemudian jumlahkan.  
Contoh 2.3 di berikan persamaan matriks A dan B. Tentukan hasul 
perkalian matriks A dan Matriks B! 
   *
   
  
+   *
   
     
+  
Penyelesaian: 
Hasil kali dari Matriks     yaitu: 
   [
                                    
                           
]  
     *
   
    
+  
Matriks yang hanya terdiri dari 1 kolom di sebut matriks kolom atau 
vector kolom. Misalkan    merupakan elemen dari   dimana   berukuran 
    jadi vector y berukuran      dapat di tuliskan 
    [
  
  
 
  
]              (2.2) 
ini di sebut matriks y berukuran d baris dan 1 kolom. selain itu ada yang 
berukuran 1 x d dengan 1 baris dan d kolom. 
    [       ]         (2.3) 
Notasi ini y adalah vector kolom dan     adalah transpose dari y dan di sebut 
vector baris.
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b. Jenis-jenis Matriks 
1. Matriks Nol  
                                                             
8
 Neil H Timm, Aplied Multivariate Analysis, springer . h. 8 
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Suatu matriks yang semua unsurnya adalah nol. Jika      
(   )    matriks nol maka                                   
9
 
yaitu    [
    
    
    
]  
2. Matriks Bujursangkar 
Suatu matriks dengan banyak baris sama dengan banyak kolom 
disebut matriks bujur sangkar. Bentuk umum matriks bujur sangkar 
adalah: 
   
[
 
 
 
 
          
           
 
   
 
 
   
 
 
 
 
 
   ]
 
 
 
 
                                                        
Bentuk ini adalah matriks bujursangkar berukuran-n dimana 
             di sebut sebagai diagonal utama. 
3. Matriks diagonal 
Matriks bujur sangkar yang semua unsurnya adalah nol kecuali 
diagonal utamanya. 
   [
     
     
     
]       (2.5) 
Contoh 2.4  matriks diagonal 
   [
   
   
   
]  
4. Matriks identitas 
                                                             
9
 Maslen Sibarani, M.M, Aljabar Linear, h.62 
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Matriks dengan semua unsur pada diagonal utamanya adalah 1.
10
 
Matriks identitas di notasikan dengan   , di mana n adalah ukuran 
matriks tersebut. 
Contoh 2.5 matriks identitas 
   [
   
   
   
]  
5. Matriks  Transpose 
Definisi : Jika A adalah sebuah matriks berukuran       , maka 
transpos A ditulis   . Didefinisikan sebagai matriks       yang 
diperoleh dari menuliskan setiap baris pada A, secara berurutan menjadi 
kolom-kolom. 
Transpose dari suatu matriks adalah mengubah elemen-elemen 
matriks, dari baris menjadi kolom, dan kolom diubah menjadi baris.
11
 
   [
      
      
      
]           *
         
         
+    (2.6) 
Contoh 2.6 ialah matriks A yang ditrasnposkan 
   [
  
  
  
]         *
   
   
+  
Jika       (    )         
   (   )    
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 Wahyuni Abidin, Aljabar linear  elementer. h.3-5 
11
  Maslen Sibarani, M.M, Aljabar Linear, h.63 
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B. Analisis Deret  Waktu (Time Series) 
Deret waktu (time series) merupakan serangkaian data pengamatan yang 
terjadi berdasarkan indeks waktu secara berurutan dengan waktu interval tetap. 
Suatu urutan pengamatan memiliki model deret waktu jika memenuhi 2 hal 
berikut:
12
 
1. Interfal waktu antar indeks waktu t dapat dinyatakandalam satuanwaktu 
yang sama (identik) 
2. Adanya ketergantungan antara pengamatan    dengan      yang 
dipisahkan oleh jarak waktu berupa kelipatan delta t sebanyak k kali 
(dinyatakan sebagai lag k.) 
a. Tujuan Analisis deret waktu 
1. Meramalkan kondisi di masa yang akan datang (forecasting); 
2. Mengetahui hubungan antar peubah; 
3. Kepentingan control (terkendali/tidak) 
b. Jenis Data Menurut Waktu 
Untuk dapat memahami pemodelan runtun waktu, perlu diketahui 
beberapa jenis data menurut waktu, yang dapat dibedakan sebagai berikut: 
1. Cross-section data, yakni jenis data yang dikumpulkan untuk/pada 
sejumlah individu/kategori untuk sejumlah variabel pada suatu titik 
waktu tertentu. 
2. Model yang digunakan untuk memodelkan data tipe ini seperti model 
regresi (cross-section). 
                                                             
12
 Aswi dan Sukarna.. Analisis Deret Waktu. (Andira Publisher, Makassar : 2006) h.5 
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3. Time Series (Runtun waktu) data yakni jenis data yang dikumpulkan 
menurut urutan waktu dalam suatu rentang waktu tertentu. Jika waktu 
dipandang bersifat diskrit (waktu dapat dimodelkan bersifat kontinu), 
frekuensi pengumpulan selalu sama (equidistant). Dalam kasus diskrit, 
frekuensi dapat berupa misalnya detik, menit, jam, hari, minggu, bulan 
atau tahun.
13
 
c. Macam – macam metode peramalan  
1. Metode kualitatif  Bersifat subjektif dan mengandalkan intuisi yang di 
peroleh dari wawancara dan berbentuk kata-kata, kalimat atau gambar. 
2. Metode Kuantitatif Metode ini dapat diterapkan apabila terdapat 3 
kondisi yaitu tersedia informasi tentang masa lalu, Informasi tersebut 
dapat dikuantitatifkan dan dapat di asumsikan bahwa beberapa aspek 
masa lalu dapat berulang dimasa mendatang.
14
 Metode penerapan 
Kuantitatif terdiri dari metode kausan/ regresi dan metode Time Series. 
d. Pola Data time Series 
Pola data time series ada empat yaitu pola musiman, trend, siklis dan 
seasonal.  
                                                             
13
 Aswi & Sukarna. Analisis Deret Waktu Teori dan Aplikasi. (Makassar : Andira 
Publisher,2006) h.4 
9 
Aswi & Sukarna. Analisis Deret Waktu Teori dan Aplikasi
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Gambar 2.1 pola data seasonal/horizontal 
Gambar 2.1 merupakan grafik pola data seasonal. Dimana pola data 
seasonal terjadi bila data berfluktuasi disekitar rata-rata yang konstan 
 
Gambar 2.2 Pola data trend 
Gambar 2.2 ialah contoh grafik pola datar tremd. Pola data Trend terjadi 
bilamana kenaikan atau penurunan sekuler jangka panjang dalam data 
 
Gambar 2.3 pola data musiman 
Gambar 2.3 merupakan grafik plot pola data musiman. Pola data 
Musiman terjadi bilamana suatu deret dipengaruhi oleh faktor musiman atau 
17 
 
fluktuasi data terjadi secara periodik dalam kurun waktu satu tahun, seperti 
triwulan, kuartal, bulanan, mingguan, atau harian. 
 
Gambar 2.4 Pola data siklis 
Gambar 2.4 ialah grafik plot data siklis. Pola data siklis terjadi bila data 
dipengaruhi oleh fluktuasi ekonomi jangka panjang atau lebih dari satu 
tahun.  
C. Fungsi Autokorelasi dan Autocorelasi Parsial 
a. Fungsi Autokorelasi (FAK) 
Koefisien korelasi adalah suatu fungsi yang menunjukkan besarnya 
korelasi (hubungan linear) antara pengamatan pada waktu ke   (dinotasikan 
dengan   ) dengan pengamatan pada waktu – waktu yang sebelumnya (di 
notasikan dengan                  ). Diagram FAK  dapat digunakan sebagai 
alat untuk mengidentifikasi kestasioneran data. Jika data diagram FAK 
cenderung turun lambat atau turun secara linear seperti yang ditunjukkan 
pada  gambar 2.1, maka dapat disimpulkan data belum stasioner dalam rata- 
rata. 
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Gambar.2.5 Diagram ACF  data belum stasioner 
Berdasarkan gambar 2.5 diatas ditunjukkan bahwa data belum 
stasioner dalam rata-rata sehingga untuk menstasionerkan data biasanya 
akan dilakukan proses transformasi Box-Cox. Hasil transformasi dapat 
dilihat pada gambar 2.6 berikut. 
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Gambar 2.6 Diagram ACF  data sudah stasioner 
Gambar plot ACF 2.6 ialah diagram Autocorelation Function 
(ACF) setelah dilakukan proses transformasi yang  signifikan pada lag 1, lag 
12, lag 24. Dari diagram deret waktu tersebut merupakan contoh gambar 
diagram ACF yang sudah stasioner baik dalam rata-rata maupun variansi. 
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Fungsi autokorelasi adalah himpunan semua autokorelasi untuk 
berbagai lag, ditulis             dengan     . Autokorelasi lag ke-  
didefinisikan oleh: 
   
               
√       √         
       (2.7) 
Pada umumnya,   dan    ditaksir oleh : 
  ̂   ̅  
 
 
∑   
 
    dan  ̂     ∑      ̅        ̅ 
 
   ,  
Sedangkan autokorelasi lag ke-  ditaksir oleh  ̂     
 ̂ 
 ̂ 
 
  
  
.  Untuk 
runtun waktu stasioner yang normal, Bartlett menyatakan bahwa variansi 
dari    dirumuskan sebagai: 
        
 
 
(   ∑   
  
   )          (2.8) 
b. Fungsi autokorelasi parsial (FAKP) 
Fungsi autokorelasi parsial adalah suatu fungsi yang menunjukkan 
besarnya korelasi parsial antara pengamatan pada waktu ke   (dinotasikan  
dengan   ). Dengan pengamatan pada waktu – waktu yang sebelumnya 
(dinotasikan dengan                  ). FAKP digunakan untuk mengukur 
tingkat keeratan (asociation) antara    dan      , apabila pengaruh dari lag 
waktu (time lag)            dianggap terpisah.15 
Autokorelasi parsial di peroleh dari persamaan regresi yaitu: 
                   
                           
                                                             
15
 Aswi dan Sukarna.. Analisis Deret Waktu. h.13 
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                                          (2.9) 
Dengan :     = parameter regresi ke-  ,          
     = eror dengan rata-rata nol 
Dari persamaan 2.9 kedua ruas di kalikan dengan nilai harapan nol 
diperoleh:  
                                    (2.10) 
dan 
                                   (2.11) 
Untuk j = 1, 2,..k maka diperoleh persamaan Yule-Walker : 
                           
                           
   
                             
⌈
     
     
 
    
 
    
 
    
     
     
 
 
 
 
⌉ ⌈
   
   
 
   
⌉   ⌈
  
  
 
  
⌉  
Atau 
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Matriks autokorelasi berukuran N didefinisikan oleh : 
                  
[
 
 
 
 
 
 
  
       
  
 
 
  
  
        
  
  
  
 
 
    
    
  
  
       
  
  
 
 
  
        
  
 
  
 
 
    
    
 
      
 
 
    
 
 
    
    
 
    
 
 
 
    
 
 ]
 
 
 
 
 
.   
Autokorelasi parsial lag ke-k dinotasikan oleh     yang didefinisikan oleh : 
    
|  
 |
|  |
, di mana   
  adalah    dengan kolom terakhir diganti oleh 
[
  
  
 
  
]. Fungsi autokorelasi parsial (fakp) adalah himpunan autokorelasi 
parsial untuk berbagai lag, ditulis              .  
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Gambar 2.7 Diagram PACF data belum stasioner 
Berdasarkan gambar 2.7 ialah diagram PACF data yang belum 
stasioner karena hanya pada lag pertama yang signifikan baik dalam rata-
rata maupun dalam varians, untuk menstabilkan variansi dan rata-ratanya 
dilakukan dengan transformasi Box-Cox.  
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Gambar 2.8 diagram PACF data sudah stasioner 
Pada gambar 2.8 diagram PACF yang signifikan pada lag 1, lag 4, 
lag 12, lag 20 dan lag 21 hal ini berarti sudah stasioner dalam rata-rata. 
Pola Autokorelasi dan Autokorelasi parsial 
Tabel 2.1 ACF dan PACF 
Autocorrelation (ACF) 
Partial autocorrelation 
(PACF) 
Model 
Berpola eksponensial 
atau seperti gelombang 
sinus yang melemah 
Perbedaaan nilai antara 
lag-1 dengan nilai 
sesudah lag-p cukup 
besar (cut off after lag-
p) 
AR (P) 
Perbedaaan nilai antara 
lag-1 dengan nilai 
sesudah lag-q cukup 
besar (cut off after lag-
q) 
Berpola eksponensial 
atau seperti gelombang 
sinus yang melemah 
MA (q) 
23 
 
Berpola menurun 
secara cepat sesudah 
lag-(q-p) 
Berpola menurun 
secara cepat sesudah 
lag-(p-q) 
ARMA(p,q) 
  
 Tabel 4.1 merupakan tabel pedoman umum untuk memperkirakan 
orde autoregresif (AR) dan Moving Average (MA) dalam menelaah orde 
dari model deret waktu stasioner sudah cukup baik berdasarkan ACF dan 
PACF-nya. 
Jika diagram autocorelation function (ACF)  cenderung turun lambat 
mendekati garis lurus maka dikatakan bahwa data belum statsioner dalam 
rata-rata. Dan partial autocorelation function (PACF)   data terpotong pada 
lag pertama  maka data dikatakan stasioner. Apabila data tidak stasioner 
maka dilakukan modifikasi yaitu dengan Pembedaan (differencing) 
mengurangi data suatu periode dengan nilai sebelumnya untuk 
menghasilkan data yang stasioner. 
D. Proses White Noise  
Proses White Noise    } (proses yang bebas identik) jika dibentuk peubah 
acak yang berurutan tidak saling berkorelasi dam mengikuti distribusi tertetu. 
Rata-rata           dari proses ini diasumsikan bernilai nol dan mempunyai 
variansi yang konstan yaitu            
  dan nilai kovariansi untuk proses 
ini                    untuk    . 
24 
 
 Berdasarkan definisi tersebut, dapat dikatakan bahwa suatu proses white 
noise    } adalah stasioner dengan beberapa sifat berikut.
16
 
Fungsi autokovariansi: 
    {
  
                 
                  
 
Fungsi autokorelasi: 
    {
                 
                  
 
Fungsi autokorelasi parsial: 
     {
                 
                  
 
Dengan demikian, suatu deret waktu disebut white niose process jika rata-rata 
dan variansinya konstan dan saling bebas. 
E. Differencing 
Orde d pada ARIMA (     ) digunakan untuk memodelkan kejadian 
yang tidak stasioner dalam rata-rata, dimana d menyatakan differencing. Secara 
umum differencing yang menghasilkan suatu kejadian (proses) baru yang 
stasioner, misal   adalah:
17
 
        
           (2.12) 
Dimana :  
  = 1, 2, ….(biasanya 1 dan 2) 
  = Backshift operator (operator mundur) yang didefinisikan bahwa       = 
     
                                                             
16 Aswi dan Sukarna.. Analisis Deret Waktu teori dan aplikasi h.19 
17
 Aswi dan Sukarna.. Analisis Deret Waktu teori dan aplikasi . h.20 
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Dari persamaan 2.12  Differencing Pertama 
         
     
         
            
                 
F. Transformasi 
Apabila kondisi proses tidak diperoleh maka dilakukan transformasi 
pangkat (power transformasi), yang dilakukan oleh Box-Cox  Transformasi 
didefinisikan sebagai berikut:
18
 
       
  
   
 
         
Dimana  
       : hasil transformasi 
    : sebagai parameter transformasi 
 
 
 
                                                             
18
 Aswi dan Sukrna, Analisis Deret waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h.8  
Differencing kedua 
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Transformasi berdasarkan nilai   
  Transformasi 
-1      
-0,5    √   
0       
0,5 √   
1    
 
G. Identifikasi Model 
Identifiasi model dilakukan untuk menelaah keberartian autokorelasi 
dan kestasioneran data, sehingga perlu tidaknya transformasi atau proses 
differencing (pembedaan) dilakukan. Langkah-langkah dalam melakukan 
identifikasi model yaitu:  
a. Rumuskan kelompok model-model yang umum 
b. Penetapan model untuk sementara 
c. Penaksiran parameter pada model sementara 
d. Pemeriksaan diagnosa apakah model memenuhi dan gunakan model 
untuk peramalan. 
Secara umum bentuk model ARIMA Box-Jenkins atau ARIMA (     ) adalah 
sebagai berikut:  
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Dimana : 
  adalah orde AR 
  adalah orde differencing non-musiman 
  adalah orde MA. 
Menurut Hendra Model Box-Jenkins (ARIMA) di bagi menjadi 3 yaitu:  
a. Model Autoregressive (AR) 
Model AR ( ) adalah model dimana y1 merupakan fungsi dari data 
dimasa yang lalu, yakni    ,    ,…    . Persamaan umum model 
Autoregresi (AR) adalah.
19
  
                                 (2.14) 
       
           
           
Misalkan pada model AR(1) 
       
               
       
              
                          
                   
                         
b. Model Moving Average (MA) 
Model MA ( ) adalah model untuk memprediksi    sebagai fungsi 
dari kesalahan prediksi dimasa lalu (past forecast error) dalam memprediksi 
                                                             
19
  K.Triantafyllopoulos,  Forecasting with time-varying vector autoregressive model h. 2 
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  .   Berdasarkan persamaan 2.13  Model Moving Average (MA) untuk orde 
1 ialah. 
       
              
       
              
                               
                                 
                                   
Persamaan MA diberikan oleh 
yt = µ +                               (2.15)  
dimana                proses white noise dengan      ) = 0 dan Var 
   ) =  
 ,   adalah nol lag di moving average dan             adalah 
estimasi parameter. 
c. Orde Diferencing (Model ARIMA) 
Model AR, MA, atau ARMA dengan data yang stasioner melalui 
proses diferensiasi ini disebut sebagai model Autoregressive Integrated 
Moving Average atau disebut ARIMA (p,d,q). Istilah integrated pada model 
ARIMA(p,d,q) mengacu kepada proses transformasi data dapat dilakukan 
untuk membuat data menjadi stasioner. Notasi p merupakan nilai ordo dari 
proses autoregressive, notasi d merupakan tingkat dari proses diferensiasi 
yang harus dilakukan agar data menjadi stasioner, dan q merupakan nilai 
29 
 
ordo dari proses moving average. Model ARIMA (p,d,q) dapat dituliskan 
sebagai:
20
 
ARMA (p,q)  
                                                     
     
       ∑           ∑            
 
    
 
             (2.16) 
H. Pemeriksaan Diagnostik 
Pemeriksaan diagnostic dapat dibagi menjadi kedala dua bagian 
yaitu ujian kesignifikanan parameter dan uji kesesuaian model (meliputi 
uji asusmsi white noise dan distribusi normal) 
1. Uji kesignifikan Parameter 
Model ARIMA yang baik dapat menggambarkan suatu kejadian 
adalah model yang salah satunya menunjukkan bahwa penaksiran 
parameternya signifikan berbeda dengan nol. 
2. Uji kesesuaian Model 
Uji kesesuaian model meliputi kecukupan model (uji apakah 
sisanya white noise dan uji distribusi normal. 
a. Uji sisa White Noise  
Secara ringkas, uji sisa white noise dapat dituliskan sebagai berikut. 
1). Hipotesis 
                                                             
20
 Ariestya Ramadhan, Bayu, Analisis Perbandingan Metode Arima Dan Metode Garch Untuk 
Memprediksi Harga Saham (Prodi S1 Manajemen Bisnis Telekomunikasi dan Informatika 
Fakultas Ekonomi dan Bisnis Universitas Telkom, 2012), h.3. 
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    Model sudah memenuhi syarat cukup (sisa memenuhi syarat 
white noise) 
   = Model belum memenuhi syarat cukup (sisa tidak white noise) 
 Atau dapat ditulis sebagai berikut: 
                   
     Minimal ada satu                 
Tolak    jika statistik uji >   
    df = k - m,  K berarti pada lag K dan m 
adalah jumlah parameter yang ditaksir dalam model. 
b. Uji Asumsi Distribusi Normal 
Uji ini bertujuan unuk mengetahui apakah data telah memenuhi asusmsi 
kenormalan atau belum. Salah satu cara yang dapat ditempuh untuk melakukan 
uji asumsi kenormalan ini adalah uji Kolmogorof Sminov dengan 
menggunakan pedoman pengambilan keputusan sebagai berikut. 
1). Jika nilai p < 0,05, data tidak berasal dari populasi yang berdistribusi 
normal. 
2). Jika nilai     0,05, data berasal dari populasi yang berdistribusi normal. 
I. Vector Autoregressive (VAR) 
Vector Autoregressive (VAR) digunakan dalam analisis Jika data 
dalam bentuk deret waktu. Model VAR adalah gabungan dari bebereapa 
autoregressive atau bagian dari  univariat autoregressive (AR) menjadi 
Multivariat time series yang memiliki lebih dari satu variabel dan semua 
variabelnya berbentuk symetri.  
Analisis VAR bisa dipadankan dengan suatu model persamaan 
simultan karena dapat mempertimbangkan beberapa variabel dependent/ 
31 
 
terikat secara bersama-sama dalam suatu model, dan biasanya tidak ada 
variabel independent(bebas)  dalam model tersebut.
21
 
Dalam penggunaan Model VAR ada beberapa  langkah-langkah yang 
dapat dilakukan yaitu Menentukan kestasioneran data,  Menentukan nilai lag 
optimal Vector Autoregressive (VAR), Melakukan Uji Kausalitas Greger dan 
melalukan estimasi Parameter dan terakhir Verifikasi Model VAR.
22
 
1. Uji Stasioner 
Dalam menganalisis data berbentuk time series tahap pertama yang 
harus di pastikan ialah data harus stasioner. Stasioner berarti  tidak terdapat 
perubahan yang signifikan pada data. Fluktuasi data berada disekitar nilai 
rata-rata yang konstan, homogen dari waktu kewaktu, dan varians dari 
fluktuasi tersebut pada dasarnya tetap konstan setiap waktu.
23
 Dengan kata 
lain, deret waktu yang stasioner adalah relatif tidak terjadi kenaikan atau 
pun penurunan nilai secara tajam pada data.
24
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Gambar 2.9 Diagram deret waktu belum stasioner 
                                                             
21
 Hadiyatullah skripsi model vector autoregressive (VAR) dan penerapannya untuk analisis 
pengaruh harga migas terhadap indeks harga konsumen (IHK) h. 24-25 
22
 Ari Pani Desvina .” Pemodelan pencemaran Udara Menggunakan Metode Vector 
Autoregressive (VAR) di provinsi Riau. Jurnal Sains,Teknologi dan industry, Vol. 13, No 2 
PP.160-167  h.361 
23
 Modul Praktikum Time series Jurusan Matematika fakultas Sains dan Teknologi UIN 
Alauddin Makassar  
24
 Aswi dan Sukarna.. Analisis Deret Waktu teori dan aplikasi . h.7 
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Gambar 2.9 merupakan diagram deret waktu yang belum stasioner 
karena perubahan garis yang terlalu jauh dan selalu menigkat. Pada 
umumnya data yang belum stasioner di lakukan proses transformasi data 
agar menghasilkan data yang stasioner seperti pada gambar 2.10 berikut. 
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      Gambar 2.10 Diagram deret waktu yang telah stasioner 
 
Gambar 2.10 merupakan contoh diagram yang stasioner. Diagram 
deret waktu tersebut terlihat bahwa tidak terdapat perubahan atau penurunan 
pada data atau fluktuasi data berada di sekitar suatu nilai rata-rata yang 
konstan, hal ini berarti grafik dikatakan stasioner.  
Untuk mengetahui kestasioneran suatu data dilakukan dengan 
menggunakan uji akar-akar root dengan metode Augmented Dickey fuller 
Test (ADF Test) dengan hipotesis yang digunakan: 
                        
                         
Pengambilan keputusan : Jika             maka     ditolak 
(Data tidak terdapat akar-akar roots) , dan disimpulkan bahwa data 
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stasioner
25
 Jika data belum stasioner di lakukan proses differencing agar 
menghasilkan data yang stasioner. 
2. Uji Lag Optimal 
Lag optimal diperlukan untuk mengetahui pengaruh dari setiap peubah 
terhadap peubah lainnya. Dapat ditentukan dengan menggunakan beberapa 
kriteria seperti nilai Akaike Information Criteria (AIC), Schwarz 
Information Criterion (SIC) dan Hannan-Quinn information criteria (HQ) 
yang nilai kriterianya terkecil
26
. 
Kriteria AIC dapat dirumuskan sebagai berikut: 
AIC =        (
   
 
)                       (2.17) 
dengan: 
    = natural log 
     = Sum Square Error 
    = banyaknya pengamatan 
    = banyaknya parameter model 
    = 3.14 
Semakin kecil nilai AIC yang diperoleh berarti semakin baik model 
yang digunakan. Penentuan lag optimal ini salah satu langkah yang 
digunakan untuk analisis yang menentukan estimasi parameter pada model 
VAR. 
                                                             
25 Adi Nugroho dkk, Vector Autoregression (Var) Model for Rainfall Forecast and Isohyet 
Mapping in Semarang-Central Jave- Indonesia.International journal of advanced computer 
Science and Application Vol.5, No.11, 2014 h.45 
26
Tjok Gde Sahityahuti dkk.Metode Vector Autoreggressive (VAR) dalam peramalan jumlah 
wisatawan mancanegara ke bali, jurnal Matematika Vol 7 . hal 159 
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3.  Uji Kausalitas Greger 
Kausalitas adalah hubungan dua arah. Uji ini dilakukan untuk melihat 
ada atau tidaknya hubungan timbal balik setiap variabel.
27
 Terdapat tiga 
kemungkinan dari hasil uji kausalitas Grager yaitu variabel X menyebabkan 
Y, variabel Y menyembabkan X dan X dan Y memiliki hubungan timbal 
balik. Dengan kata lain X menyebabkan Y dan pada saat yang bersamaan Y 
menyebabkan X
28
. 
Persamaan umum untuk kausalitas Grager sebagai berikut: 
    ∑        
 
   ∑           
 
         (2.18) 
dengan : 
   : Nilai variabel Y pada waktu ke -   
  : Banyak lag 
   : Koefisien dari lag ke-   dari variabel Y 
   : Koefisien dari lag ke-   dari variabel X 
     : Nilai variabel X pada lag ke-  , dengan   lebih besar dari   
    : Error pada waktu ke-   
 Hipotesis Uji Kausalitas yang digunakan yaitu  
                                    
                              
                                                             
27
  Ari Pani Desvina.Pemodelan pencemaran Udara Menggunakan Metode Vector 
Autoregressive (VAR) di provinsi Riau h. 165 
28
 Wahyuni Windasari.Pendekatan analisis vector autoregression (VAR) dalam hubungan 
harga saham sector infrestruktur dan manifaktur.AdMathEdu vol.8 No.1 juni 2018 h.108 
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Jika nilai probabilitas yang diperoleh atau p-value < 0,05 atau 5% maka    
ditolak dengan kata lain terdapat hubungan kausal antar variabel 
4. Melakukan Estimasi Parameter 
Proses estimasi yaitu proses untuk menentukan koefisien model yang 
diamati. Model VAR (p)  yang mempunyai sebanyak K  variabel 
mempunyai bentuk persamaan.
29
 Misalkan                      )  untuk 
k = 1, 2,…k 
Diberikan 2  persamaan AR sebagai berikut:  
                     (2.19) 
                     (2.20) 
Persamaan 2.19 dan 2.20  dibentuk ke dalam matriks  
[
  
  
 ]   *
  
  
+   [
      
      
] [
    
     
 ]  *
  
  
+ 
Sehingga Model VAR dengan lag P ialah : 
                                  (2.21) 
Persamaan 2.21 dapat dituliskan menjadi 
       ∑       
 
                             (2.22) 
 dengan 
   = data yang diamati pada waktu t dengan ukuran       
    = Matriks Koefisien autoregresi ke-   berukuran        (  = 1,…p)  
                                                             
29
 Joselyne Ingabire dan  Joseph K,  Measuring the performance of autoregressive integrated 
moving average and vector autoregressive models in forecasting inflation rate in Rwanda. 
International Journal of Mathematics and Physical sciences Researc  Vol. 4, Issue 1, pp : 15-25) 
april 2016 h.18 
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     = Vektor random sekuensial ke-   berukuran       berdistirbusi normal 
yang identic dengan mean nol dan matriks covariance C berukuran      . 
  =  Vector Konstanta (intercept) 
Dalam regresi terdapat perbedaan antara pengamatan    dengan 
perkiraan ( ̂),  Perbedaan dari beberapa nilai pengamatan dengan nilai 
perkiraan disebut simpangan, atau biasa disebut dengan nilai error yang 
disimbolkan dengan   dan  ̂       sehingga persamaan errornya 
menjadi 
        ̂ 
dan kuadrat errornya menjadi  
  
       ̂ 
          (2.24) 
Jika   
    
     
  dijumlahkan maka secara matematis dapat ditulis 
sebagai berikut. 
  ∑    
  
    ∑  
 
       ̂ 
                                                        (2.25) 
dimana  ̂ =       
Sehingga pada persamaan (2.25) dapat dituliskan menjadi 
∑                
   
∑    
 
         
                    (2.26) 
Untuk meminimumkan persamaan (2.26) maka diambil turunan pertama 
terhadap   dan   dan diperoleh  
   
  
  
  ∑    
 
         
  
  
 
 ∑    
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              ∑    
 
            
∑    
 
               
    ∑    
 
                                   (2.27) 
   
  
  
  ∑    
 
         
  
  
 
 ∑   
 
   
             
   ∑   
 
   
          
 ∑   
 
   
            
∑     
 
                                   (2.28) 
dari (2.27) diperoleh 
∑  
 
   
 ∑ 
 
   
 ∑  
 
   
   
∑ 
 
   
  ∑  
 
   
  ∑ 
 
   
 
          ∑   
 
     ∑  
 
    
Selanjutnya untuk menentukan   maka kedua ruas dibagi dengan   
  
 
  
∑   
 
   
 
  
∑      
 
               (2.29) 
Maka persamaan (2.29) menjadi 
   
∑   
 
   
 
  
∑      
 
                     (2.30) 
Lalu dengan mensubsitusi persamaan (2.30) ke persamaan (2.28) maka  
diperoleh 
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atau dapat dituliskan juga sebagai 
  
 ∑       
 
    ∑     
 
   ∑   
 
   
 ∑     
  
     ∑      
  
   
               (2.31) 
Sedangkan vektor (               sebagai    
Kemudian dengan mensubsitusi   pada persamaan (2.28) maka diperoleh  
∑   
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 ∑    
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   ∑   
 
   
 ∑         ∑   
 
   
 )∑  
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∑   
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 ∑         ∑  
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∑   ∑   
 
    
 
   ∑    
 
   ∑   
 
   
 ∑         ∑  
 
    
      
atau dapat dituliskan juga sebagai 
  =  
∑    
 ∑   ∑      ∑  
 ∑    
   ∑     
                 (2.32) 
Setelah diestimasi barulah diperoleh bentuk matriks koefisien sebagai 
berikut: 
[
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 sebagai   
[
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 sebagai   
  
[
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
       ]
 
 
 
 
 sebagai   
vektor                     sebagai    dari pemaparan diatas, Vector 
Autoregressive (VAR) orde p memiliki bentuk umum sebagai berikut: 
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]       (2.32) 
model diatas dapat juga ditulis seperti berikut:
13
 
   =                             
Secara umum, Estimasi parameter atau penaksiran parameter model 
ARIMA Box-Jenkims dapat dilakukan dengan menggunakan beberapa 
metode yaitu 
i. Metode Moment 
ii. Metode Least Square (Conditional Least Square) 
iii. Metode Unconditional Least Square 
iv. Metode Nonlinier Estimation 
5. Uji diagnostik 
Uji diagnostik atau kococokan dari model dilakukan setelah model 
VAR(p)  sudah ditentukan. Biasanya menggunakan uji white noise untuk 
setiap lag pada model. 
                                                             
13
____. Pemodelan Pergerakan Indeks Harga Saham Gabungan (IHSG) dan laju inflasi 
di Indonesia menggunakan metode VARX, Skripsi (Perpustakaan Universitas Pendidikan Indonesia 
Bandung), h.39. 
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J. Nilai ketepatan Prediksi 
Untuk menentukan ketepatan nilai prediksi dari model peramalan 
ARIMA dan VAR di gunakan Mean Absolute percentage Error (MAPE), 
Mean Absolute Error (MAE) dan Mean Square Error (MSE)
30
  dan Model 
yang terbaik yang memiliki nilai error terkecil :  
a. Mean Absolute Error (MAE) 
Mean Absolute Error (MAE) adalah rata-rata nilai absolute dari 
kesalahan meramal, tanpa menghiraukan tanda positif atau negatifnya.
31
 
     ∑
|    ̂ |
 
                     (2.33) 
Dimana  
    = Data actual pada periode t. 
 ̂  = Nilai peramalan pada  periode t 
  = Jumlah data 
b. Mean Square Error (MSE) 
Mean square Error (MSE)  adalah metode lain untuk  mengevaluasi 
metode peramalan. Rumus untuk menghitung MSE adalah sebagai berikut.
32
 
     ∑
     ̂  
 
 
 
                  (2.34)   
c. Mean Absolut percentage Error (MAPE) 
Mean absolut  percentage Error (MAPE)  dihitung dengan  
menggunakan kesalahan absolut pada  tiap periode dibagi dengan nilai 
                                                             
22
. Joselyne Ingabire dan  Joseph K,  Measuring the performance of autoregressive integrated 
moving average and vector autoregressive models in forecasting inflation rate in Rwanda h. 18  
31
 Aswi dan Sukarna.. Analisis Deret Waktu. h.130 
32
 Trevor wegner . Applied Business statistics method and excel-based appilications. juta 2013 
h.284  
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observasi yang nyata untuk periode itu. Kemudian, merata-rata kesalahan  
persentase absolut tersebut.  MAPE merupakan pengukuran kesalahan yang 
menghitung  ukuran persentase  penyimpangan  antara data actual dengan 
data  peramalan.  Nilai MAPE dapat dihitung  dengan persamaan  berikut. 
      (
 
 
) ∑
|    ̂ |
  
 
                      (2.35)  
Dimana  
    = Data actual pada periode t. 
 ̂  = Nilai peramalan pada  periode t 
  = Jumlah data 
 
K.  Peramalan 
Peramalan bertujuan untuk mengekplorasikan kecenderungan kejadian 
yang terjadi pada hari ini, masa lalu dan kejadian masa mendatang. 
Peramalam dalam pandangan  Islam 
Allah berfirman dalam Q.S An-Naml : 65 
                               
Terjemahnya :  
“ Katakanlah: "tidak ada seorangpun di langit dan di bumi yang 
mengetahui perkara yang ghaib, kecuali Allah", dan mereka tidak 
mengetahui bila mereka akan dibangkitkan.
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Menurut Tafsir Ibnu Katsir barang siapa yang menduga bahwa dia (Nabi 
Muhammad Saw) mengetahui apa yang akan terjadi besok, maka 
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  Departemen Agama RI, Al-quran dan Terjemahannya, h. 383 
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sesungguhnya dia telah berdusta terhadap Allah. Manusia hanya akan mampu 
untuk memprediksi dengan ilmu yang ia miliki yang diperoleh. 
Ramalan yang berasal dari ilmu hitam, jin atau orang pintar   diharamkan  
karena masuk kedalam syirik atau menduakan kebesaran Allah swt. yang di 
jelaskan dalam sebuah hadis “ Barang siapa yang mendatangi seorang peramal 
lalu menanyakan kepada tentang satu ramalan, maka tidak akan diterima 
shalatnya selama empat puluh malam “ (H.R Muslim). Sedangkan ramalan  
berarti memperkirakan atau memprediksi apa yang akan terjadi di masa 
mendatang dengan pendapat atau perkiraan manusia. Ramalan yang di 
bolehkan dalam islam ialah ramalan ilmiah atau yang berbasiskan ilmu 
pengetahuan selagi memiliki manfaat dan kemaslahatan yang baik bagi 
manusia. Misalnya memprediksi turunya hujan, memprediksi keuangan, dan 
memprediksi kelahiran bayi yang di lakukan oleh seorang dokter.  
Peramalan (forecasting) dalam penelitian ini diperlukan untuk membantu 
memprediksi jumlah penduduk di masa yang akan datang dengan 
menggunakan data penduduk ditahun sebelumnya. Dengan berbasisikan ilmu 
pengetahuan tentang metode dalam meramalkan. 
L. Penduduk 
a. Pengertian Penduduk 
Penduduk adalah orang-orang yang tinggal menetap pada suatu 
daerah tertentu dan dalam jangka waktu tertentu. Penduduk dapat juga 
diartikan semua orang yang menetap di suatu Negara, kota, kampung dan 
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seabaginya. Penduduk Indonesia ialah semua orang yang tinggal dan 
menetap di wilayah Negara Kesatuan Republik Indonesia.
34
 
Dalam ilmu Sosiologi penduduk adalah Kumpulan manusia yang 
menempati wilayah geografi dan ruang tertentu. Berdasarkan UUD 1945 
pasal 26 ayat 2 “Penduduk adalah Warga Negara Indonesia dan Orang 
Asing yang bertempat tinggal di Indonesia”. Dan secara umum penduduk 
adalah Semua Orang yang berdomisili di Wilayah Republik indonesia 
selama 6 bulan atau lebih dan atau mereka yang berdomisili kurang dari 6 
bulan tetapi bertujuan untuk menetap di Wilayah Republik Indonesia 
Jumlah penduduk yang besar merupakan salah satu modal dasar 
pembangunan nasional dan sumber kekuatan nasional. Akan tetapi, jika 
tidak ditangani dengan baik akan mengakibatkan masalah nasional seperti 
pengangguran dan kemiskinan. Kepadatan penduduk dapat dicari dengan 
rumus berikut ini. 
Kepadatan penduduk = Jumlah penduduk/ Luas Wilayah 
Ada beberapa penggolongan penduduk berdasarkan kriteria/ ciri 
tertentu. pertama, penggolongan penduduk berdasarkan usia dikelompokkan 
menjadi dua yaitu usia produktif dan tidak produktif. Penduduk usia 
produktif adalah kelompok pendudk yang masuk usia kerja 15-64 tahun. 
Penduduk usia tidak produktif adalah kelompok penduduk yang belum 
dapat bekerja seperti usia 0-14 tahun. Kedua, penggolongan penduduk 
berdasarkan jenis kelamin yaitu kelompok laki-laki dan wanita. Ketiga, 
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 Nita Suherneti. Pengetahuan sosial. (Bandung.:Pt.Sarana Pancakarya Nusa.2004) h.25 
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penggolongan penduduk berdasarkan mata pencahariannya, yaitu di sektor 
industry, jasa, pertanian, perkebunan, kehutanan dan perikanan. keempat, 
Penggolongan penduduk berdasarkan tempat tinggalnya dikelompokkan 
menjadi penduduk yang bertempat tinggal di desa dan di kota. Dan kelima 
penggolongan berdasarkan Suku, Agama dan Pendidikan.
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b. Faktor-faktor yang mempengaruhi pertumbuhan penduduk 
1. Kelahiran (fertilasi) 
Fertilitas merupakan hasil reproduksi nyata dari seorang atau 
sekelompok wanita, sedangkan dalam bidang demografi fertilitas ialah suatu 
istilah yang digunakan untuk menggambarkan jumlah anak yang benar –
benar dilahirkan dalam keadaan hidup. Pertambahan penduduk ditentukan 
oleh kelahiran dan kematian. Pertambahan penduduk akibat tingkat 
kelahiran lebih banyak daripada kematian, disebut pertambahan penduduk 
alami. 
2. Migrasi  
Migrasi merupakan salah satu faktor dasar yang mempengaruhi 
pertumbuhan penduduk. Peninjauan migrasi secara regional sangat penting 
untuk ditelaah secara khusus mengingat adanya densitas (kepadatan).  
Migrasi adalah perpindahan penduduk dengan tujuan untuk menetap dari 
suatu tempat ke tempat lain melampaui batas politik/negara atau pun batas 
administratif/batas bagian dalam suatu negara.  
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 Asy,Ary, dkk. Pendidikan kewarganegaraan dan pengetahuan social (Jakarta: Erlangga, 
2005) h.21-22 
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Perpindahan penduduk disebabkan beberapa faktor yaitu faktor 
pendorong migrasi antara lain kemiskinan, tidak aman, fasilitas hidup 
kurang memadai, dan terjadi bencana alam  sedangkan faktor penarik 
migrasi antara lain: kesempatan kerja lebih terbuka, upah tenaga kerja lebih 
tinggi, tersedianya fasilitas hidup yang lebih memadai, lebih aman dan tanah 
yang subur.  
Faktor yang menyebabkan persebaran penduduk Indonesia tidak 
merata antara lain Ketersediaan lapangan kerja, tingkat kesuburan tanah, 
Keadaan iklim, Ketersediaan air, Keadaan alam dan Sarana transportasi. 
Masalah-masalah yang timbul dari pertumbuhan penduduk yang 
tidak terkendalikan diantaranya ialah tingkat kesejahteraan masyarakat 
berkurang, tanah pertanian akan semakin sempit, sulit mencari tempat 
tinggal, banyak pengangguran, penduduk miskin bertambah banyak dan 
tingkat kejahatan meningkat. 
c. Dataran Rendah 
Dataran rendah ialah permukaan bumi berupa tanah lapang yang datar 
dengan ketinggian relatif rendah yaitu kurang dari 200 meter diatas 
permukaan laut. 
d. Dataran Tinggi 
Dataran tinggi merupakan dataran yang terletak pada ketinggian diatas 700 
m dari permukaan air laut. Dataran tinggi memiliki ciri-ciri seperti beriklim 
sejuk, pertanian dibuat terasering, amplitude suhu harian dan tahunan besar 
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BAB III 
METODELOGI  PENELITIAN 
A. Jenis Penelitian 
Jenis penelitian yang digunakan yaitu jenis penelitian terapan. Penelitian 
yang dilakukan dengan menelaah sumber-sumber yang berkaitan degna 
penelitian dari buku, jurnal, refrensi yang berisi hasil penelitian sebelumnya 
atau yang berkaitan dengan penelitian. 
B. Tempat dan waktu 
Tempat yang akan digunakan untuk penelitian yaitu Kabupaten Gowa. 
Adapun waktu yang penelitian terhitung mulai dari bulan juli sampai dengan 
September  2018. 
C. Jenis dan Sumber data 
Jenis pada penelitian ini yaitu jenis data sekunder dan sumber data pada 
penelitian ini adalah data jumlah penduduk di kabupaten Gowa yang diperoleh 
di Badan Pusat Statistik (BPS) Kabupaten Gowa pada Tahun 1998-2016. 
D. Variabel  Penelitian 
Adapun Variabel Penelitian ini yaitu : 
   = Jumlah penduduk dataran rendah 
   =  jumlah penduduk dataran tinggi 
  = periode (waktu) 
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E. Definisi Operasional Variabel 
Variabel-variabel yang digunakan pada penelitian ini yaitu :  
1. Jumlah penduduk dataran rendah      adalah variabel yang menyatakan 
banyaknya penduduk untuk setiap periode (t) 
2. Jumlah penduduk dataran tinggi (  ) adalah variabel yang menyatakan 
banyaknya penduduk untuk setiap periode (t) 
3. Periode (t) adalah variabel yang menyatakan waktu peramalan jumlah 
penduduk dalam jangka tahunan. 
F. Prosedur penelitian 
Adapun prosedur pada penelitian ini yaitu: 
1. Mengumpulkan data jumlah penduduk kabupaten Gowa dari tahun 1998-
2016. 
2. Mengelompokkan data  
3. Menentukan variabel penelitian 
4. Analisis data dengan vector autoregressive (VAR) 
 Langkah-langkah Menganalisis Vektor Autoregresi (VAR) yaitu 
a. Melakukan Uji stasioner dengan melakukan uji akar-akar root dengan 
metode Augmented Dickey Fuller Test (ADF),  jika P-value < 0.05 maka 
data dikatakan sudah stasioner. 
b. Pengujian Lag Optimal yaitu untuk mengidentifikasi  orde optimum dari 
model VAR (P) menggunakan Akaike’s Information Criterion (AIC).  
c. Uji Kausalitas Greger untuk memastikan adanya keterkaitan antara 
variabel yang satu dengan lainnya. 
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d. Estimasi vector Autoregressive (VAR) dengan menggunakan model 
VAR(1)  dari persamaan 2.21 diperoleh sebagai berikut: 
                      (3.1) 
                      (3.2) 
 
Persamaan 3.1 dan 3.2  dibentuk ke dalam matriks  
[
  
  
 ]   *
  
  
+   [
      
      
] [
     
     
 ]  *
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e. Peramalan dilakukan dengan menerapkan model hasil estimasi parameter 
vector autoregressive (VAR) yang diperoleh. 
5. Memperoleh laju pertumbuhan penduduk dataran rendah dan dataran tinggi di 
Kabupaten Gowa pada tahun 2022. 
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FLOWCHART PENELITIAN 
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Menentukan Panjang 
Lag Optimal 
Peramalan 
 
 
 
51 
 
BAB IV 
HASIL DAN PEMBAHASAN 
A. HASIL PENELITIAN 
1. Data Penelitian 
Data penelitian yang digunakan merupakan data sekunder diperoleh 
dari badan pusat statistik (BPS) kabupaten Gowa yang merupakan data 
tahunan mulai dari tahun 1998-2016. Dengan membagi 2 wilayah yaitu 
jumlah penduduk dataran rendah dengan 9 kecamatan yaitu kecamatan 
Pattalassang, Somba Opu, Pallangga, Bontomarannu, Barombong, 
Bontonompo, Bontonompo Selatan, Bajeng, dan  Bajeng Barat. Serta 
jumlah penduduk dataran tinggi dengan 9 kecamatan yaitu Tombolo Pao, 
Tinggimoncong, Parigi, Manuju, Bungaya, Bontolempangan, Tompobulu, 
Biringbulu, dan Parangloe yang selanjutnya akan  digunakan sebagai 
variabel dalam penelitian ini. 
Tabel 4.1 Data Jumlah Penduduk dataran rendah dan dataran tinggi di 
Kabupaten Gowa tahun 1998-2016 
 
TAHUN dataran Rendah dataran Tinggi 
1998 315.445 163.956 
1999 318.798 165.484 
2000 341.299 166.208 
2001 325.788 169.844 
2002 329.650 171.876 
2003 372.615 179.678 
2004 380.814 184.438 
2005 387.594 187.681 
2006 395.627 190.442 
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2007 402.322 192.102 
2008 409.673 196.203 
2009 417.314 200.003 
2010 469.684 183.257 
2011 474.431 185.075 
2012 482.289 188.176 
2013 497.283 194.024 
2014 522.300 187.086 
2015 535.101 187.601 
2016 547.613 187.900 
 
Pada tabel 4.1 terlihat bahwa jumlah penduduk pada data dataran 
rendah mengalami peningkatan yang tidak terlalu banyak dari tahun 1998-
2016. Dan pada data dataran tinggi jumlah penduduk mengalami 
peningkatan dari tahun 1998-2009, Kemudian di tahun 2010-2016 
mengalami perubahan jumlah yang tidak konstan. 
2. Pengelompokan data 
a. Data jumlah penduduk dataran rendah 
Berdasarkan data jumlah penduduk dataran Rendah pada tabel 4.1 
diperoleh 
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Gambar 4.1 Plot data jumlah penduduk dataran rendah di kabupaten 
Gowa tahun 1998-2016 
Gambar 4.1 ialah grafik data  jumlah penduduk dataran Rendah (    
dimana jumlah penduduk maksimal ialah pada tahun 2016 yang berjumlah 
547.613 jiwa dan paling minimal pada tahun 1998 yaitu 315.445 jiwa . Hal 
ini menjelaskan bahwa jumlah penduduk  di dataran rendah mengalami 
penambahan setiap tahunnya. 
b. Data jumlah penduduk dataran Tinggi 
Berdasarkan data jumlah penduduk dataran Tinggi pada tabel 4.1 
diperoleh 
 
Gambar 4.2 Plot data jumlah penduduk dataran tinggi di 
kabupaten Gowa tahun 1998-2016 
 
Gambar 4.2 ialah grafik data  jumlah penduduk dataran Tinggi (    
dimana jumlah penduduk maksimal ialah pada tahun 2009 yang berjumlah 
200.003 jiwa dan minimal pada tahun 1998 yaitu 163.956 jiwa . Grafik ini  
menjelaskan bahwa jumlah penduduk di dataran tinggi mengalami 
perubahan jumlah dari tahun ke tahun. 
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3. Variabel Penelitian 
Berdasarkan data pada tabel 4.1  variabel yang akan digunakan dalam 
penelitian ini di bagi menjadi dua variabel yaitu  jumlah penduduk dataran 
Rendah  (    sebagai variabel penelitian pertama  dan jumlah penduduk 
dataran tinggi (  )  sebagai variabel penelitian kedua. 
4. Analisis data dengan metode vector autoregressive (VAR) 
a. Melakukan Uji Stasioner 
1). Dataran rendah (  ) 
(a).  Plot data  
Untuk melihat kestasioneran data pada tabel 4.1 jumlah penduduk 
dataran rendah (  ) diperoleh plot  data sebagai berikut. 
 
Gambar 4.3 Plot data  penduduk dataran rendah selama 19 tahun   
Berdasarkan gambar 4.3 plot data jumlah penduduk selama 19 
tahun dari tahun 1998-2016 mengalami kenaikan mulai dari kurang lebih 
350.000 jiwa sampai dengan 550.000 jiwa. Grafik ini belum stasioner 
dalam rata-rata dan pada uji akar-akar unit dengan metode ADF di 
peroleh nilai p-value 0,376 atau data belum stasioner. Sehingga akan 
dilakukan proses differencing untuk menstasionerkan data. 
55 
 
 
Gambar 4.4 Plot data  Autocorelation fungsion  (ACF) dataran rendah 
 
 
Gambar 4.5 Plot data  Partial Autocorelation fungsion  (PACF) dataran 
rendah 
Berdasarkan plot data Autocorelation function (ACF) menyusut 
menuju nol dan Plot PACF nilainya terpotong pada lag pertama dan 
dengan melihat nilai ADF yang diperoleh data belum stasioner. Sehingga 
akan dilakukan proses differencing agar diperoleh data yang stasioner. 
(b). Differencing pertama dataran rendah 
Berdasarkan data hasil differencing pertama pada lampiran 2 
diperoleh plot data sebagai berikut. 
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Gambar 4.6  Differencing pertama dataran rendah 
Gambar 4.6 ialah grafik setelah dilakukan differencing pertama, 
Plot data  yang diperoleh belum berada di garis rata-rata konstan dan 
nilai ADF yang di peroleh yaitu 0,098 sehingga belum memenuhi syarat 
di katakan stasioner. Sehingga perlu dilakukan differencing (pembedaan) 
lagi. 
 
Gambar 4.7  ACF Differencing pertama dataran rendah 
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Gambar 4.8  PACF Differencing pertama dataran rendah 
Berdasarkan gambar ACF dan PACF differencing pertama data 
dataran rendah grafik belum stasioner sehingga akan dilakukan 
differencing lagi agar diperoleh data yang stasioner. 
(c).  Differencing kedua dataran rendah 
Berdasarkan data hasil differencing kedua pada lampiran 3 
diperoleh plot data sebagai berikut. 
 
Gambar 4.9  Differencing kedua dataran rendah 
Setelah data dilakukan differencing kedua  diperoleh nilai sudah 
berada di sekitar garis rata-rata konstan, dan diperoleh nilai ADF pada 
data  yaitu 0,02989 dan sudah memenuhi syarat dikatakan stasioner. 
Sehingga dapat dilakukan langkah analisis selanjutnya. 
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Gambar 4.10 ACF Differencing kedua dataran rendah 
 
 
Gambar 4.11 PACF Differencing kedua dataran rendah 
Grafik ACF pada differencing kedua diperoleh lag optimal pada lag 
0, dan lag 1. Pada gambar PACF data signifikan di lag 0, lag 2 dan lag 6 
atau data sudah stasioner pada proses differencing kedua 
2). Dataran tinggi    ) 
(a). Plot data 
Untuk melihat kestasioneran data tabel 4.1 jumlah penduduk 
dataran tinggi      diperoleh plot data sebagai berikut. 
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Gambar 4.12  Plot data penduduk dataran tinggi selama 19 tahun  
Berdasarkan gambar 4.12 plot data jumlah penduduk dari tahun 
1998-2016 mengalami kenaikan mulai dari kurang lebih 170.000 jiwa 
sampai dengan 190.000 jiwa. Grafik tersebut mengalami perubahan garis 
yang belum stasioner baik dalam rata-rata maupun varians. Nilai ADF 
yang diperoleh yaitu 0,8723 belum memenuhi syarat di katakan stasioner. 
Sehingga akan dilakukan proses differencing untuk menstasionerkan 
data.  
 
Gambar 4.13 ACF Plot data penduduk dataran tinggi 
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Gambar 4.14 PACF Plot data penduduk dataran tinggi 
Berdasarkan plot data Autocorelation function (ACF) menyusut 
menuju nol dan Plot PACF nilainya terpotong pada lag pertama dan 
dengan melihat nilai ADF yang diperoleh data belum stasioner. Agar 
diperoleh data yang stasioner akan dilakukan proses differencing. 
 (b). Differencing Pertama dataran tinggi 
Berdasarkan lampiran 2 data hasil differencing pertama diperoleh 
plot data sebagai berikut. 
 
 Gambar 4.15 Differencing pertama dataran tinggi 
 
 Gambar 4.15 ialah grafik setelah dilakukan proses differencing 
pertama. Dari differencing tersebut data belum stasioner dalam rata-rata 
maupun varians dan nilai ADF yang di peroleh yaitu 0,09426 belum 
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memenuhi syarat di katakana stasioner  sehingga akan dilakukan 
differencing lagi agar data menjadi stasioner. 
 
Gambar 4.16 ACF Differencing pertama dataran tinggi 
 
Gambar 4.17 PACF Differencing pertama dataran tinggi 
Berdasarkan gambar ACF dan PACF differencing pertama data 
dataran tinggi grafik belum stasioner sehingga akan dilakukan 
differencing lagi agar diperoleh data yang stasioner. 
   (c).    Differencing kedua dataran tinggi 
Berdasarkan data pada lampiran 3 data hasil differencing kedua 
diperoleh plot data sebagai berikut. 
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Gambar 4.18 Differencing kedua dataran tinggi 
Setelah data dilakukan differencing kedua  diperoleh nilai sudah 
berada di sekitar garis rata-rata konstan, dan diperoleh nilai ADF pada 
data yaitu 0,01 sudah memenuhi syarat dikatakan stasioner. Sehingga 
dapat dilakukan langkah analisis selanjutnya. 
 
Gambar 4.19 ACF Differencing pertama dataran tinggi 
 
Gambar 4.20 PACF Differencing pertama dataran tinggi 
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Grafik ACF pada differencing kedua diperoleh lag optimal pada lag 
0, lag 1 dan lag 4. Pada gambar PACF data signifikan di lag 0, dan lag 3 
atau data sudah stasioner pada proses differencing kedua 
b.  Pengujian Lag Optimal 
Hasil pengujian Lag Optimal disajikan pada tabel dibawah ini : 
Tabel. 4.2  Hasil Analisis Lag Optimal   
 
Pada  tabel 4.2 diperoleh nilai AIC,HQ, dan SC paling minimum ada 
pada lag 1 dengan nilai masing-masing yaitu -2.082205, -2.082809, dan -
2.025561.  Sehingga untuk analisis selanjutnya menggunakan lag pertama atau 
model VAR(1). 
c.  Uji Kausalitas Greger 
Uji kausalitas dilakukan untuk mengetahui bahwa antar variabel 
memiliki hunbungan timbal balik atau tidak. Penarikan kesimpulan 
berdasarkan hipotesis yaitu jika nilai probablitas besar dari 0,05 maka 
terima H0. Atau tidak terdapat hubungan kausalitas antara dua variabel 
bebas tersebut. Berikut nilai probabilitas menggunakan software R 
diperoleh, 
Lag AIC HQ SC
1 -2,08E+07 -2,08E+07 -2,03E+07
2 -2,08E+07 -2,08E+07 -1,98E+07
3 -2,03E+07 -2,03E+07 -1,89E+07
4 -2,04E+07 -2,04E+07 -1,85E+07
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 Bersarkan output hasil analisis uji kausalitas Grager diperoleh nilai p-
value = 0.3843 > α = 0.05 sehingga dapat tarik kesimpulan menolak H0 atau 
bahwa variabel   ,    tidak ada memberikan pengaruh antar variabel . 
d.  Estimasi parameter 
Pada tahap kedua diperoleh model panjang lag optimal yaitu 1 dari 
dengan variabel selanjutnya untuk pengestimasian parameter untuk model 
VAR digunakan model VAR(1) berikut: 
                       
                          
Berdasarkan analisis data menggunakan software R diperoleh hasil 
estimasi parameter model VAR berikut: 
Tabel 4.3 Estimasi parameter model VAR 
 
No Parameter Koefisien
1 -0.84
2 0.9
3 0.6
4 4.22
5 0.006
6 0.7
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Sehingga estimasi parameter untuk model VAR(1) untuk lag ke-1  ialah 
sebagai berikut 
                   
                   
Jika dibentuk ke dalam Matriks 
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e. Tahap Pemeriksaan Model 
Tahap pemeriksaan model dilakukan setelah data stasioner, dengan 
melakukan prose white noise atau residualnya tidak boleh berkorelasi. 
Tabel 4.4 hasil uji whitenoise 
Variabel p-value 
   
0,9623779 
   
0,9264394 
 
  Pada tahap analisis diperoleh nilai p-value pada variabel pertama 
yaitu 0,9623779 dan variabel kedua diperoleh 0,9264394 keduanya 
signifikan pada alpa 5%. semua nilai p-value lebih besar dari 0,05 sehingga 
dapat disimpulkan bahwa tolak H0 atau model dapat digunakan. 
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f. Peramalan 
1). Jumlah penduduk dataran Rendah (  ) 
Berdasarkan hasil estimasi dilakukan proses peramalan sehingga 
diperoleh ramalan jumlah penduduk dataran rendah untuk 6 tahun yang 
akan datang disajikan pada tabel berikut. 
Tabel 4.5 Hasil Ramalan tahun dataran rendah  2017-2022 
Tahun 
Ramalan dataran 
rendah (  ) 
2017 561.343 
2018 575.426 
2019 589.668 
2020 604.016 
2021 618.440 
2022 632.922 
 
Hasil pada tabel 4.5 ramalan jumlah penduduk di dataran rendah 
dari tahun 2017 sampai tahun 2022 dapat di tarik kesimpulan bahwa 
jumlah penduduk mengalami penambahan jumlah yang tidak terlalu 
banyak setiap tahunnya. 
2).  Jumlah penduduk dataran Tinggi (  ) 
Berdasarkan hasil estimasi dilakukan proses peramalan seingga 
diperoleh ramalan jumlah penduduk dataran tinggi untuk 6 tahun yang 
akan datang disajikan pada tabel berikut. 
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Tabel 4.6 Hasil Ramalan dataran tinggi tahun 2017-2022 
Tahun 
Ramalan dataran 
tinggi (  ) 
2017 
189.065 
2018 
190.052 
2019 
190.902 
2020 
191.652 
2021 
192.325 
2022 
192.943 
 
Hasil ramalan pada tabel 4.6 ramalan jumlah penduduk di dataran 
tinggi dari tahun 2017 sampai tahun 2022 dapat di tarik kesimpulan 
bahwa jumlah penduduk mengalami penambahan jumlah yang tidak 
terlalu banyak setiap tahunnya. 
5. Laju pertumbuhan penduduk  
a. Dataran rendah (  ) 
Berdasarkan tabel 4.5 di peroleh plot laju pertumbuhan penduduk 
dataran rendah berikut: 
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Gambar 4.21  Plot ramalan jumlah penduduk dataran rendah (  ) 
Gambar 4.21 merupakan hasil plot ramalan jumlah penduduk dataran 
rendah, yang menjelaskan bahwa laju jumlah pertumbuhan penduduk 
bertambah setiap tahunnya. 
 
b. Dataran tinggi (  ) 
Berdasarkan tabel 4.6 di peroleh plot laju pertumbuhan penduduk dataran 
tinggi berikut: 
 
Gambar 4.22  Plot ramalan jumlah penduduk dataran tinggi (  ) 
 
Gambar 4.22 merupakan hasil plot ramalan jumlah penduduk 
dataran tinggi, yang menjelaskan bahwa laju jumlah pertumbuhan penduduk 
bertambah setiap tahunnya. 
B. PEMBAHASAN 
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Dalam menganalisis data yang berbentuk time series menggunakan 
metode vector autoregressive  (VAR) syarat data harus stasioner. Plot data 
pada gambar 4.3 dataran rendah diperoleh plot data yang belum stasioner 
karena perubahan garis yang sangat tajam dan tidak berada di garis rata-rata 
diperoleh nilai ADF dataran rendah yaitu 0,3763 > 0,05 atau belum stasioner 
sehingga untuk menstasionerkan data akan dilakukan proses differencing. 
Setelah dilakukan proses differencing pertama grafik masih belum dalam garis 
rata-rata sehingga belum stasioner dan diperoleh nilai ADF yaitu 0,09885 > 
0,05. Syarat agar dapat dilakukan langkah analisis selanjutnya ialah data harus 
stasioner sehingga dilakukan proses differencing sampai semua variabel 
stasioner. Setelah dilakukan proses differencing sebanyak dua kali dataran 
rendah diperoleh  nilai ADF  0,02989 < 0,05  tolak H0 atau data sudah 
stasioner. Analisis data dengan melakukan uji akar-akar root dengan metode 
Augmented Dickey Fuller (ADF)  berdasarkan hipotesis yang digunakan ialah  
                        
                         
Pengambilan keputusan : Jika             maka     ditolak, dan 
disimpulkan bahwa data telah stasioner. 
Pada data dataran tinggi diperoleh plot data pada gambar 4.12 belum 
memenuh syarat dikatakan stasioner karena perubahan garis yang sangat tajam 
dan tidak berada di garis rata-rata dan diperoleh nilai ADF 0,8723 > 0,05 atau 
terima H0  data belum stasioner sehingga untuk menstasionerkan data akan 
dilakukan proses differencing. Setelah dilakukan proses differencing pertama 
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grafik masih belum dalam garis rata-rata sehingga belum stasioner dan 
diperoleh nilai ADF yaitu 0,09426 > 0,05. Setelah dilakukan proses 
differencing sebanyak dua kali dataran tinggi diperoleh nilai ADF 0,01 < 0,05 
tolak H0 atau data sudah stasioner. Jadi setelah semua variabel dilakukan 
proses differencing sebanyak dua kali data sudah memenuhi syarat dikatakan 
stasioner 
Setelah data sudah stasioner dilakukan uji lag optimal untuk pemilihan 
panjang lag optimal yang selanjutnya akan digunakan untuk mengestimasi 
parameter model VAR(p). Pada tabel 4.2 output hasil analisis uji lag optimum 
dapat dilihat nilai AIC,HQ dan SC terkecil ialah pada lag 1 sehingga lag 
optimal untuk analisis selanjutnya menggunakan lag pertama atau dalam 
bentuk VAR(1). 
Uji kausalitas greger dilakukan untuk mengetahui ada atau tidaknya 
hubungan timbal balik antara kedua variabel. Diperoleh nilai p-value = 0.3843 
> α = 0.05 sehingga dapat tarik kesimpulan tolak H0 atau  variabel dataran 
rendah (  ) dan dataran tinggi (  )  tidak saling mempengaruhi satu sama lain.  
Dari hasil estimasi parameter  menggunakan persamaan 2.19 dan 2.20 
model VAR (1) diperoleh hasil   
                   
                   
Jika dibentuk ke dalam Matriks 
[
  
  
 ]   *
     
    
+ [    ]   *
      
        
+ [
    
     
 ] 
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Hasil prediksi atau ramalan jumlah penduduk diperoleh dari penjumlah 
data sebelumnya dengan data hasil ramalan sehingga diperoleh jumlah 
penduduk di dataran rendah dan di dataran tinggi kabupaten Gowa dari tahun 
2017 sampai 2022 di sajikan pada tabel 4.5 dan tabel 4.6.  Hasil analisisnya 
yaitu jumlah penduduk dari tahun 2017 baik di dataran rendah maupun di 
dataran tinggi mengalami penurunan jumlah  sampai pada tahun 2022.  
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BAB V 
PENUTUP 
A. Kesimpulan  
Kesimpulan pada penelitian ini diperoleh jumlah  penduduk dengan 
menggunakan metode Vector Autoregressive (VAR) di dataran Tinggi di 
kabupaten Gowa pada tahun 2022 dataran rendah di kabupaten Gowa pada 
tahun 2022  mengalami peningkatan setiap tahun. 
B. Saran 
Adapun saran pada penelitian ini yaitu untuk peneliti dapat 
mengembangkan dengan menentukan faktor-faktor laju pertumbuhan 
penduduk dengan mennambah beberapa variabel penelitian. 
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LAMPIRAN 1 
DATA JUMLAH PENDUDUK 
DATARAN RENDAH (Y1) DAN DATARAN TINGGI (Y2) 
DI KABUPATEN GOWA TAHUN 1998-2016 
1. DATA JUMLAH PENDUDUK KABUPATEN GOWA 
TAHUN Y1 Y2 
1998 315.445 163.956 
1999 318.798 165.484 
2000 341.299 166.208 
2001 325.788 169.844 
2002 329.650 171.876 
2003 372.615 179.678 
2004 380.814 184.438 
2005 387.594 187.681 
2006 395.627 190.442 
2007 402.322 192.102 
2008 409.673 196.203 
2009 417.314 200.003 
2010 469.684 183.257 
2011 474.431 185.075 
2012 482.289 188.176 
2013 497.283 194.024 
2014 522.300 187.086 
2015 535.101 187.601 
2016 547.613 187.900 
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LAMPIRAN 2 
DATA HASIL DIFFERENCING PERTAMA 
TAHUN diff_Y1 diff_Y2 
1998 0 0 
1999 3353 1528 
2000 22501 724 
2001 -15511 3636 
2002 3862 2032 
2003 42965 7802 
2004 8199 4760 
2005 6780 3243 
2006 8033 2761 
2007 6695 1660 
2008 7351 4101 
2009 7641 3800 
2010 52370 -16746 
2011 4747 1818 
2012 7858 3101 
2013 14994 5848 
2014 25017 -6938 
2015 12801 515 
2016 12512 299 
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LAMPIRAN 3 
DATA HASIL DIFFRENCING KEDUA 
Tahun diff2_Y1 diff2_Y2 
1998 0 0 
1999 0 0 
2000 19148 -804 
2001 -38012 2912 
2002 19373 -1604 
2003 39103 5770 
2004 -34766 -3042 
2005 -1419 -1517 
2006 1253 -482 
2007 -1338 -1101 
2008 656 2441 
2009 290 -301 
2010 44729 -20546 
2011 -47623 18564 
2012 3111 1283 
2013 7136 2747 
2014 10023 -12786 
2015 -12216 7453 
2016 -289 -216 
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LAMPIRAN 4 
Augmented Dickey-Fuller Test 
 
Variabel  jumlah penduduk dataran rendah (Y1) 
 
 
 
 
Variabel jumlah penduduk dataran tinggi (Y2) 
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LAMPIRAN 5 
LAG OPTIMAL 
 
 
 
 
 
 
 
 
 
 
 
 
Lag AIC (n) HQ (n) SC (n) FPE (n) 
1 -2.082205e+01 -2.082809e+01 -2.025561e+01   9.425609e-10   
2 -2.081098e+01 -2.082154e+01 -1.981971e+01 1.158454e-09 
3 -2.030770e+01 -2.032279e+01 -1.889160e+01 3.469041e-09   
4 -2.037805e+01 -2.039766e+01 -1.853712e+01 2.137859e-08 
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LAMPIRAN 6 
UJI KAUSALITAS GRAGER 
DATARAN RENDAH DAN DATARAN TINGGI 
 
$Granger 
 
 Granger causality H0: Y1 Y2 do not Granger-cause TAHUN 
 
data:  VAR object varTd2 
F-Test = 0.97857, df1 = 2, df2 = 42, p-value = 0.3843 
 
 
$Instant 
 
 H0: No instantaneous causality between: Y1 Y2 and TAHUN 
 
data:  VAR object varTd2 
Chi-squared = 0.30094, df = 2, p-value = 0.8603 
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LAMPIRAN 7 
ESTIMASI PARAMETER 
> VAR1<-VAR(nur,p=1,type="const") 
> VAR1 
 
VAR Estimation Results: 
=======================  
 
Estimated coefficients for equation Y1:  
=======================================  
Call: 
Y1 = Y1.l1 + const  
 
        Y1.l1       const  
 9.519893e-01  -8.428063e+04  
 
> VAR2<-VAR(nur,p=1,type="const") 
> VAR2 
 
Estimated coefficients for equation Y2:  
=======================================  
Call: 
Y2 = Y1.l1 + const  
 
       Y1.l1      const  
6.870693e-03  4.223106e+04  
 
 
 
 
 
> VAR1 
 
 ARCH (multivariate) 
 
data:  Residuals of VAR object x 
Chi-squared = 39, df = 45, p-value = 0.723 
 
> roots(VAR1) 
[1] 0.9727218 0.7403136 
 
 
 
 
 
 
 
 
 
 
84 
 
 
 
 
> predict(VAR1,n.ahead=8,ci=0.95) 
$Y1 
         fcst    lower    upper       CI 
[1,] 561343.9 536087.2 586600.6 25256.70 
[2,] 575426.1 548581.2 602270.9 26844.87 
[3,] 589668.4 562144.7 617192.1 27523.69 
[4,] 604016.1 576131.6 631900.7 27884.56 
[5,] 618440.6 590357.7 646523.5 28082.89 
[6,] 632922.1 604729.3 661115.0 28192.81 
[7,] 647446.2 619192.3 675700.2 28253.94 
[8,] 662002.1 633714.2 690290.1 28287.98 
 
> predict(VAR2,n.ahead=8,ci=0.95) 
 
$Y2 
         fcst    lower    upper       CI 
[1,] 189065.9 178502.6 199629.2 10563.30 
[2,] 190052.0 176849.1 203254.9 13202.94 
[3,] 190902.7 176433.2 205372.2 14469.48 
[4,] 191652.1 176521.9 206782.3 15130.18 
[5,] 192325.8 176839.3 207812.3 15486.51 
[6,] 192943.0 177261.2 208624.7 15681.77 
[7,] 193517.9 177728.3 209307.6 15789.64 
[8,] 194061.3 178211.8 209910.8 15849.50 
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LAMPIRAN 8 
HASIL RAMALAN 
TAHUN Y1 Y2 
2017 561.343 189.065 
2018 575.426 190.052 
2019 589.668 190.902 
2020 604.016 191.652 
2021 618.440 192.325 
2022 632.922 192.943 
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