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Abstract
We start from a Lagrangian describing scalar ”nucleons” and mesons
which interact through a simple vertex. Okubo’s method of unitary trans-
formation is used to describe a single nucleon dressed by its meson cloud.
We find an expression for the physical mass of the nucleon being correct
up to second order in the coupling constant. It is then verified that this
result is the same as the corresponding expression found by Feynman
techniques. Finally we also express the three boost operators in terms
of the physical nucleon mass. Doing so we find expressions for all the
ten generators of Poincare´ transformations for the system of one single
dressed nucleon.
I. INTRODUCTION
In a previous study [1] we provided formal expressions for N-nucleon effective gen-
erators of the Poincare´ group derived from a field theory. The ten hermitian generators
derived from standard hermitian Lagrangians describing interacting fields were block-
diagonalized by one and the same unitary transformation, such that the space of a
fixed number of nucleons is separated from the rest of the space. The existence proof
we carried through makes use of a formal power series expansion in the coupling con-
stant g. In this article we want to apply this procedure to the case of a one-nucleon
subspace. We shall study the effective generators in that space in the first nontrivial
order O(g2). As has to be expected this implies the question of mass renormalization
in the Hamiltonian and the boost operators, which are the four generators carrying
interactions in the instant form of relativistic dynamics.
The question will be, how the mass renormalization will come about and whether
after that step the Poincare´ algebra for those effective generators will still be valid.
We investigate these problems with the help of a Lagrangian describing interacting
scalar ”nucleons” and mesons. In Section II we formulate the steps taken within the
unitary transformation leading to the effective generators. The mass renormalization in
the effective one-nucleon Hamiltonian is carried through in Section III. An important
but lengthy algebra demonstrating the momentum independence of the mass shift is
1
deferred to the Appendix. Our result gained in the Hamiltonian formalism is identical
to the one gained by standard Feynman methods in a manifestly covariant manner.
This is shown in Section IV. The renormalisation of the effective boost operators is
carried through in Section V. Finally we summarize in section VI.
II. CONDITIONS FOR MASS RENORMALISATION
Poincare´ invariance requires that there exists a unitary representation of the
Poincare´ group defined in a Hilbert space. The corresponding ten generators fulfill
the following set of commutation relations
[Pi, H ] = 0 (1)
[Ji, H ] = 0 (2)
[Pi, Pj] = 0 (3)
[Ji, Jj] = iǫijkJk (4)
[Ji, Pj] = iǫijkPk (5)
[Ji, Kj] = iǫijkKk (6)
[H,Ki] = −iPi (7)
[Ki, Kj] = −iǫijkJk (8)
[Pi, Kj] = −iδijH (9)
Here H is the Hamilton operator, Pi, and Ji the three components of the momentum
and angular momentum operators and Ki the three boost operators. We note that in
the instant form the four operators H and Ki carry interactions. From Eqs. (1) and
(3) we see that H and Pi can have simultaneous eigenstates which we denote as |Ψp〉:
H|Ψp〉 = E|Ψp〉 (10)
Pi|Ψp〉 = pi|Ψp〉 (11)
As is well known it follows from Eqs. (7) and (9) that the eigenvalues E and pi are not
independent, in fact one has
E =
√
m2 + p2 (12)
Here m is the physical rest mass defined in a system where p = 0. Thus with |Ψ0〉 ≡
|Ψp=0〉 one has
H|Ψ0〉 = m|Ψ0〉 (13)
Pi|Ψ0〉 = 0 (14)
Now we would like to investigate a realisation in the following form. We look at a
system of two interacting scalar fields Ψ and Φ representing nucleons and mesons, Ψ
being charged and Φ being a real field. The interaction we look at is given by
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LI(x) = gΨ†(x)Ψ(x)Φ(x) (15)
where
Ψ(x) =
1√
2π
3
∫
d3q
1√
2Eq
(
aqe
−iqx + b†
q
eiqx
)
(16)
Φ(x) =
1√
2π
3
∫
d3k
1√
2ωk
(
cke
−ikx + c†
k
eikx
)
(17)
Eq ≡
√
m20 + q
2 (18)
ωk ≡
√
µ20 + k
2 (19)
Here m0 and µ0 are the bare masses of nucleons and mesons, a
†
q
creates a nucleon while
b†
q
creates an anti-nucleon and the ck refer to the mesons.
From Eq. (15) and with the help of the usual Noether current arguments one can
derive expressions for the ten generators of Poincare´ transformations in terms of the
field operators given in Eqs. (16) and (17) and performing space integrals in terms of
the particle creation and annihilation operators. In other words we want to use the
instant form proposed by Dirac [2]. Due to the usual equal time commutation relations
of the fields (16) and (17) these generators fulfill the Poincare´ algebra (1)-(9).
The states |Ψp〉 in Eqs. (10) and (11) are now the physical eigenstates to the field
theoretical model Hamiltonian and total momentum operator. Clearly H will depend
now on the bare masses m0 and µ0. To calculate the physical mass m of one nucleon in
terms of the bare masses m0, µ0, and the bare coupling constant g we want to apply
the Okubo transformation [3].
We regard the field theoretical ten generators to be presented as matrices in the
Fock space:
G = G
∑
F
|F 〉〈F | =∑
F
|F 〉〈F |G (20)
where {|F 〉} is a complete set of Fock space states and G is any of the ten generators
of the Poincare´ group. Corresponding to Eq. (20) we introduce Fock space matrix
representations of the generators which we call again G. As was shown in [1] those
matrices fulfill the set (1) - (9). This matrix representation of the algebra is our starting
point.
As was proposed in [4] and demonstrated in [1] the Okubo transformation carried
through with one and the same unitary matrix U block diagonalises the matrices of all
ten generators with respect to two subspaces of the full Fock space. As a consequence
the Lie algebra of the Poincare´ group given in Eqs. (1) - (9) is still valid on both of the
subspaces separately and we want to call the projections of the transformed generators
on either of the subspaces ”effective generators”.
At this point we make the choice that one of the two sub spaces consists of one
nucleon only. Accordingly we define the projection operators
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η ≡
∫
d3p a†
p
|0〉〈0|ap (21)
and
Λ ≡ 1− η (22)
In accordance to the definition of η in Eq. (21) we think of Λ as being spanned by the
set of eigenstates of the three generators Pi which are not lying in the η space.
Following Eq. (20) we write
G = G(η + Λ) = (η + Λ)G (23)
Then under the action of the Okubo transformation we get for the four generators
G ≡ H,Ki
G
U−→UGU † ≡ G′ (24)
where G′ is now block diagonal:
G′ = ηG′η + ΛG′Λ (25)
Since we are working in the instant form, the generators Pi and Ji are already diagonal
in the Fock space and remain unchanged under U [4].
G
U−→G (26)
G = Pi, Ji (27)
Now we transform the matrix eigenvalue equations
〈F |H(η + Λ)|Ψp〉 = E〈F |Ψp〉 (28)
〈F |Pi(η + Λ)|Ψp〉 = pi〈F |Ψp〉 (29)
and get
〈F |H ′(η + Λ)|Ψ′
p
〉 = E〈F |Ψ′
p
〉 (30)
〈F |Pi(η + Λ)|Ψ′p〉 = pi〈F |Ψ′p〉 (31)
with the transformed eigen state
〈F |Ψ′
p
〉 ≡ 〈F |U(η + Λ)|Ψp〉 (32)
Note that the solution vector |Ψp〉 is not normalisable but the individual components
〈F |Ψp〉 exist, see for instance [5].
The new set of generators G′ is unitarily equivalent to the original one so that the
eigen value problem presented in Eqs. (30) and (31) describes the same physics as the
set (10) and (11). However in contrast to the original problem (10) and (11) we can
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now focus on solutions |φ′
p
〉 to (30) and (31) which are only lying in the η space. These
solutions describe a single freely moving nucleon undergoing self interactions due to
the interaction part in the Lagrangian we started with given in Eq. (15).
Since η is the space of one nucleon only and because of P ′i = Pi we see that |φ′p〉 has
to be a momentum eigenstate. One has
|φ′
p
〉 = a†
p
|0〉 ≡ |p〉 (33)
Due to the coupling of nucleons and mesons occurring in the original Hamiltonian the
transformed Hamilton operator H ′ will carry an interaction:
ηH ′η = ηH ′ ≡ ηH0 + ηH ′ int (34)
where
ηH0 ≡
∫
d3p Epa
†
p
|0〉〈0|ap (35)
and Ep being defined in Eq. (18) in terms of the bare mass.
As we shall show in section III H ′ contains an infinite constant which is related to
the vacuum. Without that constant the eigenvalue equation (30) (for an 〈F | which is
lying in the η space) has to have the form
(
ηH0 + ηH
′
int
nv
)
|p〉 !=
√
m2 + p2|p〉 (36)
which can be found by inserting Eqs. (12) and (34) into Eq. (30). The effective poten-
tial carries now the index ”nv” (no vacuum) as we left out the vacuum contribution
mentioned above. Note that the energy eigenvalue E given in Eq. (12) is unchanged
under the unitary transformation U and therefore the physical mass enters the square
root in Eq. (36) unlike in the definition of Eq in Eq. (18).
As a consequence of Eq. (36) the effective Hamilton operator without vacuum terms
should have the form:
ηH ′
nv
!
=
∫
d3p
√
m2 + p2a†
p
|0〉〈0|ap (37)
Since we are in principle able to calculate ηH
′
int
nv
we can think of Eq. (36) as defining
m as a function of the three initial parameters g, m0, and µ0.
It is interesting to see how ηH
′
int
nv
will replace m0 in H0 by the physical mass m. This
will be investigated in lowest non trivial order in the next section.
III. MASS RENORMALISATION
We start with the derivation of H ′. According to [3] and [1] the Okubo transforma-
tion (24) leads to
5
ηH ′ = (1 + A†A)
− 1
2 (η + A†)H(η + A)(1 + A†A)
− 1
2 (38)
where the operator A has to be of the form
A ≡ ΛAη (39)
and where the block diagonalisation is guaranteed by the decoupling equation
Λ
(
[H,A] +HI − AHIA
)
η = 0 (40)
Here we split the original H into
H = H0 +HI (41)
We solve the non linear equation (40) perturbatively in powers of the coupling constant
g:
A =
∞∑
ν=1
Aν (42)
where Aν is proportional to g
ν. In order to calculate H ′ up to second order in g it is
sufficient to find A1 as follows from Eq. (38):
ηH ′ = (1− 1
2
A†A)(η + A†)H(η + A)(1− 1
2
A†A) +O(g3) (43)
= (1− 1
2
A
†
1A1)(η + A
†
1)H(η + A1)(1− 12A
†
1A1) +O(g3) (44)
In Eq. (44) we used the property (39) of A and also ηH0Λ = 0 = ΛH0η.
Due to Eqs. (40) and (42) one way of finding A1 is to solve the following commutator
equation which follows from our perturbation theoretical treatment of Eq. (40):
[H0, A1] = −ΛHIη (45)
So we need to know HI . In the instant form the interaction part of the Hamilton
operator according to our model given in Eq. (15) reads:
HI = − g√
2π
3
∫
d3pd3qd3k
1√
8EpEqωk
×
[
a†
p
aqc
†
k
δ3(p− q + k) + a†
p
b†
q
c†
k
δ3(p+ q + k)
+a†
p
aqckδ
3(p− q − k) + a†
p
b†
q
ckδ
3(p+ q − k)
+b†
p
bqc
†
k
δ3(p− q + k) + bpaqc†kδ3(−p− q + k)
+b†
p
bqckδ
3(p− q − k) + bpaqckδ3(−p − q − k)
]
(46)
and one finds
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A1 =
g√
2π
3
∫
d3pd3qd3rd3k a†
p
a†
r
b†
q
c†
k
|0〉〈0|ar δ
3(p+ q + k)√
8EpEqωk(Ep + Eq + ωk)
+
g√
2π
3
∫
d3pd3qd3k a†
p
c†
k
|0〉〈0|aq δ
3(p− q + k)√
8EpEqωk(Ep − Eq + ωk)
(47)
For the interaction (46) and for η projecting on the space of one nucleon there is
ηHIη = 0 such that Eq. (44) simplifies to give:
ηH ′ = ηH0η + A
†
1HI +HIA1 + A
†
1H0A1 − 12A
†
1A1H0 − 12H0A
†
1A1 (48)
= ηH0 + η
(
1
2
HIA1 +
1
2
A
†
1HI
)
η (49)
In the last step (49) we used Eq. (45) and ηH0 = ηH0η which follows from H0 being a
free operator. Using Eqs. (46) and (47) we find
ηHIA1η =− g
2
8(2π)3
{∫
d3pd3q a†
p
|0〉〈0|ap 1
EpEqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q − Ep + Eq
)
+η
∫
d3qd3pd3k
δ3(p+ q + k)δ3(p+ q + k)
EpEqωk
1
Ep + Eq + ωk
}
= − g
2
8(2π)3
∫
d3pd3q a†
p
|0〉〈0|ap 1
EpEqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q −Ep + Eq
)
+ηVAC (50)
The second term in Eq. (50) is an infinite constant multiplied with the projector η.
Since this constant does not depend on quantum numbers of the nucleon we called it
VAC and omit it in what follows. Without this constant VAC and with help of Eqs.
(35) and (49) we get
ηH ′
nv
=
∫
d3p a†
p
|0〉〈0|ap
×
{
Ep − g
2
8Ep(2π)3
∫
d3q
1
Eqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q − Ep + Eq
)}
+O(g3) (51)
Here we again put an index ”nv” to indicate that vacuum terms have been removed
from this operator. We also note that the last denominator cannot vanish for any choice
of p and q since energy and momentum conservation is impossible on a single vertex
described by our Lagrangian presented in Eq. (15).
Our task is to verify that this result is of the form of Eq. (37) and to give a math-
ematical expression for the physical mass m in terms of m0, µ0, and g. To do so we
introduce an expansion of m into powers of the coupling constant g:
m = m0 +∆m = m0 +
∞∑
ν=1
mν (52)
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Similar to our notation in Eq. (42) the contributions mν are proportional to g
ν.
This ansatz ensures that in the limit g → 0 the physical and the bare masses are
equal. We note that the terms mν are independent of momenta p, of course. A Taylor
expansion of
√
m2 + p2 around m = m0 gives:
√
m2 + p2 = Ep +
m0
Ep
(m1 +m2) +
p2
2E3
p
m21 +O(g3) (53)
We insert this expression into Eq. (37) and find expressions form1 andm2 by comparing
equal powers of g in Eqs. (37) and (51). We note that in Eq. (51) there is no contribution
being linear in g, hence we get:
m1 = 0 (54)
We insert this into Eq. (53) and find
√
m2 + p2 = Ep +
m0
Ep
m2 +O(g3) (55)
Comparing Eq. (37) with Eq. (51) again and using Eq. (55) this time we find:
m2 = − g
2
8m0(2π)3
∫
d3q
1
Eqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q − Ep + Eq
)
(56)
Unfortunately, since the integrand is clearly dependent on the parameter p, this result
seems to violate our crucial assumption that m2 must not depend on external momenta
p. We also would like to see consistency of our result with the well know expression
for the mass correction found by Feynman techniques which is of course independent
of initial momenta. For that purpose we look at the result obtained from Feynman
diagrams and we will show in the following section that this result can indeed be proved
to equal ours given by Eq. (56) which verifies implicitly that Eq. (56) is not dependent
on p. A direct and much harder way to prove the latter statement is presented in the
Appendix.
Summarizing we have shown that indeed Eq. (37) holds in second order in the
coupling constant.
IV. COMPARISON TO MASS RENORMALISATION USING FEYNMAN
METHODS
We start with the same field theory as specified by Eqs. (15), (16), and (17). Also
we note that we often use covariant squares q2 ≡ qµqµ due to the covariant Feynman
formalism from now on in contrast to the three dimensional vector products q2 of the
last section. In momentum space the Feynman propagators for the charged ”nucleon”
and the uncharged meson are given by:
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iG(p) ≡ i
p2 −m20 + iǫ
(57)
iD(k) ≡ i
k2 − µ20 + iǫ
(58)
So we get the full propagator up to second order in the coupling constant as
iG(p) = i
p2 −m20 + iǫ
+
i
p2 −m20 + iǫ
iΣ(p)
i
p2 −m20 + iǫ
+O(g4) (59)
iΣ(p) ≡ − g
2
(2π)4
∫
d4 q iG(q − p)iD(q) (60)
Since Σ(p) is a scalar it is actually a function Σ(p2). In a well known manner [6] using
the requirement that G(p) has a pole at the physical mass m one finds the mass shift
given by
mF2 = −
1
2m0
Σ(m2)
= − 1
2m0
Σ(m20) +O(g4) (61)
The suffix ’F’ denotes that we got this result by using Feynman diagrams. By con-
struction it is guaranteed this time that mF2 is not dependent on initial momenta.
We carry out the q0 integration in Eq. (60) in order to get a three dimensional form:
mF2 =
ig2
2(2π)4m0
∫
d3q
∞∫
−∞
d q0
1
(q0 − Ep)2 − (q − p)2 −m20 + iǫ
1
q20 − q2 − µ20 + iǫ
=
ig2
2(2π)4m0
∫
d3q
∞∫
−∞
d q0
1
(q0 − Ep)2 −E2q−p + iǫ
1
q20 − ω2q + iǫ
(62)
Here the terms Ep and Eq−p occur as we calculate Σ(p
2 = m20).
A simple integration yields
mF2 =
i2g2
2m0(2π)3
∫
d3q
[
1
−2Eq−p
1
(Ep − Eq−p)2 − ω2q
+
1
(Ep + ωq)
2 − E2
q−p
1
−2ωq
]
(63)
For the same reason as stated above the denominators cannot vanish.
We go ahead adding zeros in the numerators:
mF2 =
g2
4m0(2π)3
∫
d3q
1
Eq−pωq
[
1
2
2ωq + Eq−p − Ep − Eq−p + Ep
(Ep − Eq−p − ωq) (Ep −Eq−p + ωq)
+1
2
2Eq−p −Ep − ωq + Ep + ωq
(Ep + ωq − Eq−p) (Ep + ωq + Eq−p)
]
(64)
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and find
mF2 =
g2
8m0(2π)3
∫
d3q
1
Eq−pωq
[
1
Ep − Eq−p − ωq −
1
Ep + Eq−p + ωq
]
(65)
Now we see after the substitution q → q+ p that mF2 is equal to m2 given in Eq. (56).
Apparently in that form (65) or (56) it is far from obvious that the integral does not
depend on p. Nevertheless it can be shown to be true as presented in the Appendix.
Also the steps backwards from Eq. (65) to Eq. (62) are not obvious without knowing
the final result. However the three dimensional formalism we are aiming at is much
closer to the standard form of a non relativistic Schro¨dinger equation used in nuclear
physics than the four dimensional off-the-mass-shell structures. Therefore we think it
is justified to put now efforts into three dimensional Hamiltonian forms derived from
field theory.
V. RENORMALISATION OF THE BOOST OPERATORS
In section III we found that the transformed Hamilton operator in the η space, ηH ′
nv
,
up to additive constants looks like the free Hamilton operator in the, η space ηH0, after
replacing the bare nucleon massm0 by the physical nucleon massm. A similar situation
should hold true for the three transformed boost operators, i.e. we expect that ηKinv
′,
i = 1, 2, 3, are equal to ηK0i expressed in terms of m instead of m0.
One reason for expecting that is the following: The solutions |φ′
p
〉 to the equations
(30) and (31) which lie in the η space represent a free single nucleon with the physical
massm. This is because we chose η to be the space of a single nucleon. As a consequence
the boost operators ηKinv
′corresponding to ηH ′
nv
should also be free boost operators
generating boosts of a free particle with mass m.
Another reason can be addressed by looking at the Lie algebra of the Poincare´ group
given in Eqs. (1)-(9): In section II we pointed out that this Lie algebra is still valid
on the η space on its own. While we noted in section II that the generators Pi and Ji
remain unchanged under the action of an Okubo transformation we proved in section
III that the transformed Hamilton operator, up to constants, looks like a free Hamilton
operator where the bare massm0 is replaced by the physical massm. As the Lie algebra
is fulfilled in the case of free particles we conclude that the corresponding transformed
boost operators should also look like free boost operators expressed in terms of m
instead of m0.
More precisely: While the three free boost operators in the η space are given by
ηK0i =
i
2
η
∫
d3p a†
p
(√
m20 + p
2
∂
∂pi
+
∂
∂pi
√
m20 + p
2
)
ap i = 1, 2, 3 (66)
we expect the transformed full boost operators in the η space, after dropping constants
related to the vacuum, to look like
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ηKinv
′ !=
i
2
η
∫
d3p a†
p
(√
m2 + p2
∂
∂pi
+
∂
∂pi
√
m2 + p2
)
ap i = 1, 2, 3 (67)
Like in Eq. (34) we put an index ’nv’ which indicates that we did not take any constants
into account. We are now going to verify that Eq. (67) holds true indeed.
According to [3] and [1] one finds the following expression for the transformed boost
operators in the η space after an Okubo transformation:
ηK ′i = ηK0i + η
(
1
2
KI iA1 +
1
2
A
†
1KI i
)
η (68)
where A1 is given by Eq. (47). This result corresponds to Eq. (49). To go ahead one
derives an expression for KI i from the interaction part of the Lagrangian given in Eq.
(15):
KI i = −i
g√
2π
3
∫
d3pd3qd3k
1√
8EpEqωk
×
[
a†
p
aqc
†
k
∂
∂ki
δ3(p− q + k) + a†
p
b†
q
c†
k
∂
∂ki
δ3(p+ q + k)
−a†
p
aqck
∂
∂ki
δ3(p− q − k)− a†
p
b†
q
ck
∂
∂ki
δ3(p+ q − k)
+b†
p
bqc
†
k
∂
∂ki
δ3(p− q + k) + bpaqc†k
∂
∂ki
δ3(−p− q + k)
−b†
p
bqck
∂
∂ki
δ3(p− q − k)− bpbqck ∂
∂ki
δ3(−p− q − k)
]
(69)
Note the formal similarity to HI given in Eq. (46).
The expression (69) can be inserted into Eq. (68). Again it turns out thatK ′i contains
an additive infinite constant being related to the vacuum. After dropping this constant
one arrives at an intermediate result:
Kinv
′ = ηK0i
− ig
2
16Ep(2π)3
∫
d3pd3q
1
Eqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q + Ep −Eq
)
×
{
a†
p
|0〉〈0| ∂
∂pi
ap −
(
∂
∂pi
a†
p
)
|0〉〈0|ap
}
+O(g3) (70)
After rewriting ηK0i into
ηK0i =
i
2
∫
d3p Ep
(
a†
p
|0〉 ∂
∂pi
〈0|ap −
( ∂
∂pi
a†
p
)
|0〉〈0|ap
)
(71)
we can modify Eq. (70) to give
ηKinv
′ = i
2
∫
d3p
{
Ep − g
2
8Ep(2π)3
∫
d3q
1
Eqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q + Ep − Eq
)}
×
(
a†
p
|0〉 ∂
∂pi
〈0|ap −
( ∂
∂pi
a†
p
)
|0〉〈0|ap
)
+O(g3) (72)
11
We note that the curly bracket is identical to the one in Eq. (51) for ηH ′
nv
. As a
consequence we see that the integral in q is closely related to the definition of m2 given
in Eq. (56) and we can rewrite Eq. (72) in terms of m2.
ηKinv
′ = i
2
∫
d3p
(
Ep +
m0
Ep
m2
)(
a†
p
|0〉 ∂
∂pi
〈0|ap −
( ∂
∂pi
a†
p
)
|0〉〈0|ap
)
+O(g3) (73)
Now we make use of an intermediate result presented in Eq. (55) and find as the desired
result
ηKinv
′ = i
2
∫
d3p
(√
m2 + p2
)(
a†
p
|0〉 ∂
∂pi
〈0|ap −
( ∂
∂pi
a†
p
)
|0〉〈0|ap
)
+O(g3) (74)
which proves that the three transformed boost operators ηKinv
′ look like free boost
operators where the bare nucleon mass m0 has been replaced by the physical mass m.
Then the Poincare´ algebra is of course fulfilled.
VI. SUMMARY
Starting from a Lagrangian describing charged scalar ”nucleons” and uncharged
mesons which interact via a simple vertex expression the ten effective generators for
Poincare´ transformations for one nucleon are derived in lowest nontrivial order in the
coupling constant. We used the Okubo transformation The dynamics of this system
of one nucleon is governed by the generator for time translations, the effective Hamil-
ton operator. Looking at the simultaneous eigenstates to the Hamilton and the three
momentum operators general arguments lead to the statement that the eigenvalues
with respect to the Hamilton operator have to be of the form E =
√
m2 + p2 where pi
are the eigenvalues to the three components of the momentum operator and m is the
total rest mass of the system being described. In our case that system is the system
of one single nucleon undergoing self interactions due to the interaction part in the
Lagrangian proposed above and so the total rest mass of that system is the total rest
mass of a physical nucleon.
We used that last statement to derive an expression for that physical mass in terms
of the three initial parameters, the bare masses of the nucleon and the meson m0 and µ0
and the coupling constant g. We did this in a perturbation theoretical manner and gave
an expression for m in section III which is correct up to second order in the coupling
constant. After some calculation we could show that m, at least up to second order, is
not dependent on the momentum of the particle. This is in contrast to a first look at
the analytical expression for m.
In section IV we compared this result to the expression found for m using Feynman
techniques and revealed that the two calculations lead to the same result. The result
gained by Feynman techniques is strictly not dependent on the momentum of the
particle.
By explicit calculation in section V we showed that the three effective boost opera-
tors can be rewritten in terms of the physical mass of the nucleon m, again we did this
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in second order in the coupling constant only. The results are three free effective boost
operators where the bare mass of the nucleon is just replaced by the physical mass.
In the Appendix that question of the ’p independence’ of the mass posed in section
IV was answered without knowledge of the Feynman result by a lengthy but straight
forward calculation.
This completes our discussion of this model of one physical nucleon stating that up
to second order the effective generators of Poincare´ transformations are equal to the
well known free generators of the Poincare´ group except that in the Hamilton and the
three boost operators the bare mass of the nucleon is replaced by its physical mass.
Clearly the next step will be to investigate two interacting nucleons. In [4] it has been
shown that in leading order O(g2) the effective generators fulfill the Poincare´ algebra.
But this does not yet involve loop integrals and thus renormalizations. They will occur
in the order O(g4). The interesting question will be, whether the effective generators
after renormalization (in the Hamiltonian formalism) will retain their property formally
found in [1] to fulfill the Poincare´ algebra. This work is under investigation.
VII. APPENDIX
In section IV we have seen that the second order mass shift calculated by the method
of unitary transformation in the Hamilton formalism is equal to the mass shift resulting
from a calculation by Feynman methods. Hence we have shown at the same time that
our expression given in Eq. (56) is not dependent on the initial momentum p which is
in contrast to a first glance at Eq. (56) where the integrand is a function of p. Now a
lengthy calculation which does not make use of results which have been derived in the
framework of a covariant formalism shows that after the integration this dependence on
p is lost. This will be shown now. First we notice that actually the integral occurring
in Eq. (56) is ultra-violet divergent. We abbreviate and introduce a cutoff λ:∫
|q|≤λ
d3q F (p, q) ≡
∫
|q|≤λ
d3q
1
Eqωp+q
( 1
ωp+q + Ep + Eq
+
1
ωp+q − Ep + Eq
)
(75)
so that in the limit λ→∞ we regain the integral presented in Eq. (56). Now we split
the convergent (regularized) integral given in Eq. (75):∫
|q|≤λ
d3q F (p, q) =
∫
|q|≤λ
d3q (F (p, q)− F (0, q)) +
∫
|q|≤λ
d3q F (0, q) (76)
It can be shown that the first integral is no longer ultra-violet divergent as λ→∞:
lim
λ→∞
∫
|q|≤λ
d3q (F (p, q)− F (0, q)) <∞ (77)
We see that the ”p dependence” of m2 is now accessible to investigation since its origin
is the first, well defined expression in Eq. (76). Consequently, to investigate the p
dependence of
∫
d3q F (q,p) we now draw our attention to the first term.
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We can simplify the integrals analytically:
∫
|q|≤λ
d3q F (0, q) = 8π
λ∫
0
d q
q2√
µ20 + q
2
√
m20 + q
2
√
µ20 + q
2 +
√
m20 + q
2
(
√
µ20 + q
2 +
√
m20 + q
2)2 −m20
(78)
∫
|q|≤λ
d3q F (p, q) = 2π
λ∫
0
d q
q√
m20 + q
2p
ln
(√
m20 + p
2 +
√
µ20 + (p+ q)
2
)2
−m20 − p2(√
m20 + p
2 +
√
µ20 + (p− q)2
)2
−m20 − p2
(79)
where
p ≡ |p| (80)
q ≡ |q| (81)
We introduce dimensionless quantities
x ≡ q
m0
(82)
α ≡ p
m0
(83)
β0 ≡ µ0
m0
(84)
Λ ≡ λ
p
(85)
and define
IΛα (β) ≡ 2π
Λ∫
0
d x
{
4
x2√
1 + x2
√
β2 + x2
√
1 + x2 +
√
β2 + x2(√
1 + x2 +
√
β2 + x2
)2 − 1
− 1
α
x√
1 + x2
ln
(√
1 + x2 +
√
β2 + (x+ α)2
)2 − 1− α2(√
1 + x2 +
√
β2 + (x− α)2 − 1− α2
)2
}
(86)
Then find
lim
Λ→∞
IΛα (β0) =
∫
d3q (F (0, q)− F (p, q)) (87)
For any value of α and Λ we want to think of IΛα (β) as being an analytical function
dependent on the complex parameter β. Due to Eq. (77) this also includes the case
Λ =∞. From Eq. (87) we see that IΛα (β) becomes a physical meaning at the point β0
defined by Eq. (84) and in the limit Λ =∞.
For the case of λ <∞ we want to modify the second term of Eq. (87):
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−
∫
|q|≤λ
d3q F (p, q)
=
−2π
α
Λ∫
0
d x
x√
1 + x2
ln
(√
1 + x2 +
√
β2 + (x+ α)2
)2 − 1− α2(√
1 + x2 +
√
β2 + (x− α)2
)2 − 1− α2
=
−2π
α
Λ∫
−Λ
d x
x√
1 + x2
ln
((√
1 + x2 +
√
β2 + (x+ α)2
)2
− 1− α2
)
=
−2π
α
√
1 + x2 ln
{(√
1 + x2 +
√
β2 + (x+ α)2
)2
− 1− α2
} ∣∣∣∣∣
Λ
−Λ
(88)
+
2π
α
Λ∫
−Λ
d x
√
1 + x2
2
(√
1 + x2 +
√
β2 + (x+ α)2
)(
x√
1+x2
+ x+α√
β2+(x+α)2
)
(√
1 + x2 +
√
β2 + (x+ α)2
)2 − 1− α2
Here the first of the two terms is equal to −4π as Λ goes to infinity. So we reformulate
Eq. (86) as:
lim
Λ→∞
IΛα (β)
= −4π+2π lim
Λ→∞
Λ∫
−Λ
d x
{
2x2√
1 + x2
√
β2 + x2
√
1 + x2 +
√
β2 + x2(√
1 + x2 +
√
β2 + x2
)2 − 1
+
2
√
1 + x2
α
(√
1 + x2 +
√
β2 + (x+ α)2
)(
x√
1+x2
+ x+α√
β2+(x+α)2
)
(√
1 + x2 +
√
β2 + (x+ α)2
)2 − 1− α2
}
(89)
It can be shown that no singularities are lying on the path of integration. To solve this
integral we introduce the following substitution:
√
x2 + 1 ≡ z(x− i) (90)
This implies that the path of integration is shifted into the upper half of the complex
z-plane going from −1 to +1 on a half circle. After the substitution the integrand is a
rational function which can be integrated analytically. We also want to note that it is
important to treat the limits correctly. The result is:
lim
Λ→∞
IΛα (β)
= −4π + 2π lim
Λ→∞
[
−β4
√
Λ+βi
Λ−βi∫
√
−Λ+βi
−Λ−βi
d z
1
z2 − 1
i2 (z
2+1)2
(z2−1)2(
iz
2+1
z2−1β − ζ
) (
iz
2+1
z2−1β + ζ
)
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+√
Λ+i
Λ−i∫
√
−Λ+i
−Λ−i
d z
1
z2 − 1
i2
(z2+1)2
(z2−1)2 (β
2 − 2)(
iz
2+1
z2−1 − ζ
) (
iz
2+1
z2−1 + ζ
)
− 4
α
√
Λ+i
Λ−i∫
√
−Λ+i
−Λ−i
d z
z2
(z2 − 1)3
−2iz2+1
z2−1 + α(β
2 − 2)(
iz
2+1
z2−1 − η + α− ξ
) (
iz
2+1
z2−1 − η + α + ξ
)
− 4
α
√
Λ+α+βi
Λ+α−βi∫
√
−Λ+α+βi
−Λ+α−βi
d z
z2
(z2 − 1)3
1
i
(
z2+1
z2−1 − 1
) 1
i
(
z2+1
z2−1 + 1
) 1(
iβ z
2+1
z2−1 − η − ξ
) 1(
iβ z
2+1
z2−1 − η + ξ
)
×
(
2αβ2 + 2α3β2 − αβ4 + (−3β3 − 5α2β3 + β5)iz
2 + 1
z2 − 1
+ 3αβ4i2
(z2 + 1)2
(z2 − 1)2 − 2β
3i3
(z2 + 1)3
(z2 − 1)3
)]
(91)
where we used:
ξ ≡ β
2
√
(α2 + 1)(β2 − 4) (92)
η ≡ αβ
2
2
(93)
ζ ≡ β
2
√
β2 − 4 (94)
For β ≥ 2 we see that ξ and ζ remain real and we want to concentrate on that case
first. The integral Eq. (91) can be carried out analytically and we find for β ≥ 2:
lim
Λ→∞
IΛα (β)
= −2π
[
− 1
α
√
1 + (η − α + ξ)2 ln
(√
1 + (η − α+ ξ)2 − η + α− ξ
)
− 1
α
√
1 + (η − α− ξ)2 ln
(√
1 + (η − α− ξ)2 − η + α+ ξ
)
+
1
4α
2α2β2(−3 + β2) + (−2 + β2)β2 + 4α(β2 − 1)ξ√
β2 + (η + ξ)2
ln
√
β2 + (η + ξ)2 − η − ξ
β
+
1
4α
2α2β2(−3 + β2) + (−2 + β2)β2 − 4α(β2 − 1)ξ√
β2 + (η − ξ)2
ln
√
β2 + (η − ξ)2 − η + ξ
β
−2β
√
β2
4
− 1 ln


√
β2
4
− 1 + β
2


]
(95)
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To simplify this expression we employ tho following substitution [7]:
β ≡ u
2 + 1
u
(96)
α ≡ 2nm
n2 −m2 (97)
In terms of these new variables we get rid of all the square roots in Eq. (95) and also
the arguments of the logarithms simplify greatly:
lim
Λ→∞
IΛα (β) = −2π
[
−(m− n)
2 + (m+ n)2u4
4mnu2
(
ln
−m+ n
m+ n
− 2 lnu
)
−(m+ n)
2 + (m− n)2u4
4mnu2
(
ln
−m+ n
m+ n
+ 2 lnu
)
+
(m− n)2 + (m+ n)2u4
4mnu2
(
ln
−m+ n
m+ n
− ln u
)
+
(m+ n)2 + (m− n)2u4
4mnu2
(
ln
−m+ n
m+ n
+ ln u
)
+
1− u4
u2
ln u
]
(98)
One easily checks by comparing the coefficients of equal logarithms that we get the
final result
lim
Λ→∞
IΛα (β) = 0 (99)
β ≥ 2 (100)
Finally, since limΛ→∞ IΛα (β) is an analytical function which is zero over some finite
interval on the real axis, we conclude that
lim
Λ→∞
IΛα (β) ≡ 0 (101)
everywhere on the complex β plane and thus also for β = β0. Because of Eq. (87) we
can then rewrite Eq. (76) as∫
d3q F (p, q) =
∫
d3q F (0, q) (102)
demonstrating clearly the independence of p. As a consequence we can give an expres-
sion for m2 which is now, in contrast to Eq. (56), independent of the initial momentum
p:
m2 = − g
2
8m0(2π)3
∫
d3q
1
Eqωq
(
1
ωq +m0 + Eq
+
1
ωq −m0 + Eq
)
(103)
We arrive then indeed at Eq. (37):
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ηH ′
nv
=
∫
d3p
√
m2 + p2a†
p
|0〉〈0|ap +O(g3) (104)
with
m = m0 − g
2
8m0(2π)3
∫
d3q
1
Eqωq
(
1
ωq +m0 + Eq
+
1
ωq −m0 + Eq
)
+O(g3) (105)
We want to point out that this result has been derived in the framework of a Hamilton
formalism and did not use the connection to the standard techniques.
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