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Ultra Wideband (UWB) has been identified as a possible key technology for high data 
rate systems such as wireless personal area network. Of particular interest is multi-
band UWB system, which divides the available spectrum into multiple bands. The 
multi-band UWB system has the flexibility to eliminate interference and coexistence 
problems with narrowband systems by turning off the affected bands. Multi-band 
UWB is also able to support high data rate with relatively low pulse repetition interval. 
 
This work concentrates on the receiver design of multi-band UWB systems, exploiting 
the unique characteristics of the UWB channel, which has been represented by 4 
channel models provided by IEEE. To harness the inherent flexibility of multi-band 
UWB, investigations have been based on 3 transmission modes. Each mode is able to 
handle inter-symbol interference (ISI) of different degrees. 
 
Various aspects of the multi-band UWB receiver have been considered, including 
receiver filter design, acquisition, equalization, coding and multi-user interference 
issues. This work recommends a common low pass filter design for all transmission 
bands that has high energy captured and favorable correlation properties. This work 
proposes a rapid acquisition design that makes use of certain properties special only to 
multi-band UWB. It also includes a simplified concatenated coding scheme that is 
powerful and yet of low complexity, by employing Reed-Solomon codes as the outer 
code and Quadrature M-ary Orthogonal Keying as the inner code. Lastly, special 
emphasis has been placed on the equalization performance study, comparing between 
MMSE and RAKE, two often-used UWB receiver schemes. Over-sampling 
equalization has been proposed, which has been shown to achieve temporal diversity. 
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The results demonstrated that while ISI caused error floor in RAKE receiver in some 
modes, over-sampling MMSE equalization was effective in ISI-alleviation at all modes 
and channel models. With the proposed concatenated coding, the bit error rate 
performance was further improved. Coded over-sampling MMSE equalizer was also 
shown to be able to counter multi-user interference, handling piconet collision of 
different severity. 
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Chapter 1 Introduction 
Ultra-wideband (UWB) technology has generated much interest and discussion since 
its inception by Federal Communication Commission (FCC) in 2002 [1]. Monopulses, 
with a pulse width of nanoseconds, are used to transmit data. The resulting system is 
able to achieve high data rate with relatively low power consumption. This scheme is 
known as single-band UWB, since the nanosecond monopulses occupy most of the 
available spectrum allowed that spans from 3.1Ghz to 10.6GHz. The power-spectral 
density (PSD) of the signal is even lower than the noise floor [2], as the radiated 
energy is spread over a large bandwidth. 
 
Different flavors of single-band UWB have been proposed, such as pulse-position 
modulation (PPM) in [3], biphase modulation (BPM) in [4] and pulse amplitude 
modulation (PAM) in [5]. Being "carrierless" is a frequently quoted advantage of 
single-band UWB. The frequency of the data-carrying UWB monopulses is in the 
orders of GHz, thus eliminating the need for up- or down-conversion before 
transmission. Local oscillators (LOs), mixers and other components, commonly found 
in narrowband systems for intermediate frequency operations, are not required [6]. 
This simplifies the transceiver design and reduces power consumption when compared 
to traditional narrowband communication systems.  
 
Since UWB systems have the potential to support very high data rate at short range 
with relatively easy-to-build and cheap components with low power, it is an attractive 
candidate for wireless personal networks (WPANs). In fact the IEEE 802.15 Task 
Group 3a (TG3a) specializes in the standardization of UWB as the physical layer for 
WPANs at high data rates and short distances. In order to compare the performance of 
National University of Singapore 
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different proposals, TG3a has provided 4 channel models (CMs) to simulate the 
channel characteristics peculiar to UWB systems [7].  This is because conventional 
models for narrowband signals do not accurately describe the short pulse and dense 
multipath environment that UWB is operating in. These conventional methods are also 
insufficient to model the line-of-sight (LOS) and non line-of-sight (NLOS) UWB 
channels that have different delay spreads and path loss parameters. UWB multipath 
components do not come arrive at a continuum but in clusters, and do not suffer from 
fading that results from destructive interference of the reflected multipath pulses. The 
IEEE channel models are able to address these features and details on the CMs are 
given in Section 2.1. 
 
The very wide bandwidth occupied by single-band UWB spells concern for 
interference and coexistence issues with existing narrowband systems. In fact 
interference to global positioning system (GPS) and other narrowband communication 
systems by UWB has been a major deciding factor in the approval process by FCC. 
Within the allowed bandwidth for UWB usage, a major interferer comes from 802.11a 
operating at the vicinity of 5GHz. Elaborate efforts have been put to mitigate this in-
band interference for single-band UWB, for example in [8]-[9].  
 
To this end, multi-band UWB has been proposed, in which the very wide bandwidth 
allowed for UWB applications is divided into NB different sub-bands. Each sub-band 
occupies a 10-dB bandwidth of at least 500MHz, as required by the FCC ruling. The 
bands that are susceptible to existing narrowband interference, for example at the 
vicinity of 5GHz, are simply turn off. This is an elegant solution to the interference 
problem, with some added transceiver complexity. Up- and down-conversion is 
National University of Singapore 
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necessary to transmit the data bits, and the transceiver needs to switch to the different 
bands at various transmit instances. This could increase the cost and power 
consumption of multi-band UWB systems. Multi-band UWB is more scalable as it can 
be made adaptive to the different channel conditions. This can be achieved by varying 
the pulse-repetition interval (PRI) of each sub-band. In an adverse channel with a long 
delay spread, a longer PRI can be used to combat inter-symbol interference (ISI). In a 
single-band system this would decrease the data rate, but in multi-band UWB, a high 
data rate can be obtained even with a long PRI. This would be explained in Section 
2.2. This also allows the pulsed sub-bands to be transmitted in non-overlapping time 
intervals, significantly reducing the PAR problem common to multicarrier systems. A 
reduction in ISI is also beneficial to acquisition purposes, since the preambles that are 
used for acquisition are usually not protected by coding. Besides, the receiver 
processes such as coding can be better exploited, with better energy collection and bit-
error rate (BER) performance.  
 
Multi-band UWB provides for multiple access, in which each user is given a time 
frequency (TF) sequence for transmission. At each switched instance, different users 
can transmit at different bands. Take NB=6 for example, there are 6!=720 TF 
sequences available.  A more detailed comparison between single- and multi-band 
UWB can be found in [10]. The transceiver for the multi-band UWB system is shown 
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1.1 Scope of Thesis 
As mentioned, multi-band UWB has the potential to achieve high data rate over short 
distances without suffering from narrowband interference, at the same time being more 
adaptive and scalable than single-band implementation. Traditional narrowband 
channel analysis is not applicable, due to the narrow pulse width used.  
 
The object of this work is to make design considerations for a multi-band UWB 
receiver, based on the IEEE UWB channel models. In the existing literature, there are 
very few receiver analyses for multi-band UWB. It is hoped that by capitalizing on the 
distinctive features of multi-band UWB, the findings of this thesis are able to make a 
positive contribution to the receiver design. The areas that are investigated include 
receiver low pass filter (LPF) design, acquisition, multi-channel equalization, coding 
and lastly multiple access interference. In fact most of the blocks in Figure 1.1(b) are 
covered in this work. Such considerations are useful due to the notable differences 
between UWB and narrowband systems. The availability of an accepted channel 
model allows for dedicated schemes that exploit the pertinent channel characteristics 
unique only to UWB systems. The high rate nature of UWB also calls for detailed 
analysis into the various receiver operations, and make suitable provisions due to 
hardware constrains. 
 
Proposal for each component was tested with extensive simulation studies. Simulations 
were based on the IEEE channel models applied to different transmission modes, and 
to simplify analysis, perfect channel estimation was assumed. Special emphasis has 
been put into the analysis and comparison of the effectiveness of the over-sampling 
National University of Singapore 
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minimum mean square error (MMSE) and RAKE receivers in multi-band UWB 
settings, two popular receiver schemes for UWB systems. 




1.2 Organization of Thesis 
In Chapter 2, the background of multi-band UWB, its system model and the IEEE 
channel models are provided. Three transmission modes, which represent different 
PRIs, are introduced. The characteristics of multi-band UWB are presented, and these 
parameters, together with the IEEE channel models are used throughout this work.  
  
In Chapter 3, the issue of receiver LPF design is investigated. The choice of a practical 
filter, which can be used for all sub-bands, is demonstrated. The choice of LPF is 
based on certain metrics, and is discussed in details in that chapter. 
 
In Chapter 4, an acquisition scheme suitable for multi-band UWB is proposed. This 
scheme makes use of certain channel characteristics that is unique only to UWB 
channels to reduce acquisition time. Two different preamble sequences have been 
tested and compared for the use for the proposed acquisition scheme. 
 
In Chapter 5, the analysis and simulation results for a multi-channel over-sampling 
MMSE and RAKE receiver are given. The over-sampling proposal is demonstrated to 
achieve temporal diversity. These two popular receivers operations have been 
simulated in different transmission modes and channel models, and the effects of ISI 
on the BER performance of each scheme are investigated.  
 
In Chapter 6, a coding scheme that is suitable for multi-band UWB is presented. The 
proposed code consists of the concatenation of two linear codes, as high-speed linear 
coders/decoders are less prohibitive in cost than its convolutional counterparts. Single-
National University of Singapore 
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streaming and multi-streaming, two different implementations in which data bits are 
sent on the sub-bands, is investigated also. 
 
Chapter 7 takes multi-band UWB into multi-user environment, and investigates the 
effects of multiple-access interference (MAI) on the proposed coding and receiver 
scheme.  
 
The whole thesis will be concluded in Chapter 8, summarizing the findings of this 
work and proposing areas for future research. 
 




Chapter 2 Background Information 
This chapter provides the important parameters that are used throughout this work.  
Firstly, a brief overview of the IEEE channel model and the prominent characteristics 
of the UWB channel are presented. These parameters have a great influence on the 
receiver design. Secondly, the system overview of the multi-band UWB system and 
the 3 transmission modes are introduced. These 3 transmission modes are of different 
PRIs and sampling rates, allowing adaptivity to the channel. 




2.1 IEEE Channel Model 
UWB systems suffer from severe multipath effects [11], and the received signals 
contain a significant number of resolvable multipath components [12]-[13]. They 
arrive in clusters rather than uniformly spread in time. Due to the very narrow pulses 
used, these components do not overlap in time domain, thus reducing fading. Unlike 
narrowband Rayleigh fading, UWB channel fading has been shown to be log-normally 
distributed.  
 
In order to accurately represent the unique characteristics of a UWB propagation 
channel, the IEEE 802.15.3a standards task group has established standard channel 
models for the evaluation of UWB systems. Four channel models have been proposed, 
each characterizing a practical UWB propagation channel, they are: 
• CM1 – Line-of-sight (LOS) 0-4 meters 
• CM2 – Non line-of-sight (NLOS) 0-4 meters 
• CM3 – Non line-of-sight 4-10 meters 
• CM4 – Extreme non line-of-sight 
 
The salient characteristics of each CM can be found in [7], from which it can be 
observed that CM1 has the least delay spread, and it increases through CM2 and CM3, 
and CM4 has the longest delay spread. This can be deduced form the fact that CM1 is 
a LOS channels, while CM2, CM3 and CM4 are NLOS ones with increasing distance 
between the transmitter and receiver. The impulse response h(t) of any CM can be 
represented by  












,, )()( τδα  (2.1)
in which αk,l are the multipath gain coefficients, Tl is the delay of the lth cluster, τk,l is 
the delay of the kth multipath component relative to the lth cluster, and X represents 
log-normal shadowing. 




2.2 Multi-band System Overview 
As mentioned, the available spectrum for UWB is divided into multiple bands. In this 
work, a 7 bands model was used. One of the bands was turned off for 802.11a 
coexistence, making NB = 6. The frequency allocation of each band is recorded in 
Table 2.1. Pulse shaping is done by the rectified cosine function with pulse width Tw 
for constraining the signal within the specified transmission band. The in-phase 
component pc(t) of the transmitted pulse is described by (2.2), and pc(t) for the first 
transmission band is illustrated in Figure 2.1. The quadrature component ps(t) is 










s ππ ⋅=  (2.3)
 
 
Table 2.1 – Frequency allocation of different sub-bands 
 
Band Number Lower Freq (GHz) Center Freq fc (GHz) Upper Freq (GHz) 
1 3.308 3.619 3.930 
2 3.847 4.158 4.469 
3 4.386 4.967 5.008 
(skipped) 4.925 5.236 5.547 
4 5.464 5.775 6.086 
5 6.003 6.314 6.625 
6 6.542 6.853 7.164 
 
 




0 0.5 1 1.5 2 2.5 3 3.5 
Tw=3.25ns 
ns  
Figure 2.1 – Transmitted pulse shape pc(t) for band 1 
Each band is allocated a certain timeslot that data is sent. At the next time instance, the 
center frequency is hopped to another band, as shown in Figure 2.2. Information is 
transmitted across multiple bands resulting in frequency diversity, and this is 
demonstrated in Chapter 6. This TF hopping scheme allows for multiple-access, with a 
unique TF sequence assigned to each user. With NB = 6, there are a total of 720 (=6!) 
possible time-frequency sequences. The effect of this TF sequence assignment on the 
BER performance is discussed in Chapter 7. 









time [ns]  
Figure 2.2 – Time-frequency hopping for various bands 




From [7], the delay spreads of the various channel models can range from a few tens of 
the sampling time in CM1 to a few hundreds of sampling time in CM4. The long delay 
spread contributes to ISI, affecting adversely the BER performance of UWB systems. 
Denoting PRI by Ts, ISI can be eliminated by having Ts longer than the delay spread, 
without any additional processes such as equalizer or coding. For example, if the 
excess delay of a certain channel is 25ns, Ts has to be at least 25ns to eliminate ISI. 
However, this will also bring down the data rate. In single-band UWB, the data rate Ds 
is evaluated by 
s
s T
D 1=  (2.4)
In the previous hypothetical BPSK system with Ts = 25ns, Ds=40Mbps. With coding, 
errors introduced by ISI can be reduced but this brings down the overall data rate. The 
issue of ISI is partially addressed by multi-band UWB, in which a high overall data 
rate can be achieved with a relatively long PRI on each band. When the conditions are 
adverse, for example in a NLOS channel, a longer PRI can be chosen so that multipath 
delays are allowed to “die down” significantly before the next pulse is sent. It has been 
shown from (2.4) that a long PRI translates to a low data rate, as illustrated in Figure 
2.3(a). Nonetheless six bands are available for data transmission in multi-band UWB, 
an overall high data rate can be achieved, as shown in Figure 2.3(b). This low ISI 
property is another benefit of multi-band UWB, allowing for a simpler receiver 
structure and better bit error rate (BER) performance, and this aspect is explored in 




ND =  (2.5)
From (2.5), the data rate can be changed by varying either the NB or Ts. 










Figure 2.3(a) – Single-band UWB – Low PRI, low data rate 
 
 







Figure 2.3(b) - Multi-band UWB – Low PRI, high data rate 
 
In this work, 3 modes of data transmission are proposed, to exploit the scalability and 
adaptivity of multi-band UWB scheme to various design requirements. Each mode has 
a different PRI and hence different chip rate and ISI immunity. Sampling frequency fs 
changes with chip rate, so as to reduce power consumption at lower chip rates. The 
signal pulse width Tw is set to be at 3.25ns, so that a maximum raw pulse rate of 
308Mbps can be attained. The various modes with 4-times over-sampling are 
illustrated in Figure 2.4. By this 4-times over-sampling, a temporal diversity of order 4 





Transmitter Band 1 
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T =  (2.6)
 
The PRI per band, effective pulse width, chip rate and sampling rate for different 
transmission modes are recorded in Table 2.2. 
Table 2.2 – PRI per band, pulse rate and sampling rate for various modes, 
Tw=3.25ns 
Mode PRI per band Ts Effective Pulse 
Width Tw’ 
Pulse rate Dm Sampling rate 
fs=4Dm 
A 19.5ns 3.25ns 308 Mpps 1232 MHz 
B 39ns 6.50ns 154 Mpps 616 MHz 















Figure 2.4 - Transmission modes A, B and C  
Mode A 
Band 1 2 3 4 5 6 1 2 3 4 5 6 
Mode B 
Band 1  2  3  4  5  6  
Sampling instance
Mode C
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The multi-band scheme also aids in multipath energy collection. For example, the 
complexity of a RAKE receiver increases with the system bandwidth, and this can 
become the limiting factor for a single-band UWB [7]. Since a smaller bandwidth is 
used in multi-band UWB, the RAKE receiver is less complex. More on RAKE 
reception is presented in Chapter 5. 
 
In summary, the multi-band proposal is: 
• Unaffected by narrowband interference such as from 802.11a 
• More adaptive and scalable than single-band UWB 
• ISI resistant by varying PRI in various transmission modes without lowering 
data rate 
• Better power consumption by varying sampling rates 
• Better multiple access capability 
• Improved energy collection due to a smaller bandwidth  
• Able to support different data rates by either using different number of sub-
bands for transmission or by altering the PRI. 
 
All these benefits however, come at a price. The transceivers for multi-band UWB are 
more complex than single-band ones. For example, acquisition needs to be carried out 
on every sub-band, because the channel characteristics of every sub-band vary, and 
this is discussed in Chapter 4. Indeed each sub-band can be considered as a self-
contained transceiver pair, an option explored in Chapter 6. This first component of the 
multi-band receiver chain is the low pass filter, and is presented in the next chapter. 




Chapter 3 Joint LPF Design Method for Multi-band UWB 
Referring to Figure 1.1, the data pulse of pulse width Tw is up-converted by a local 
oscillator to the sub-band frequency fc before transmission. The transmitted pulse pc(t) 
after up-conversion is represented by (2.2). After passing through the channel, the 
received signal is first band-pass filtered and amplified to get rid of out-of-band 
interference and other radio frequency (RF) artifacts. Then it is down-converted by the 
receiver LO with an appropriate fc, and then low pass filtered. Ignoring channel effects 
and noise, the output signal for the in-phase component pc’(t) after down-conversion 
can be written as 
[ ]







































where φ is the phase difference between the LO and pc(t). The quadrature component 
ps’(t) can be similarly derived as  
[ ]







































In both (3.1) and (3.2), the data pulse can be extracted by low-pass filtering to remove 
the high frequency parts. Another benefit of using a quadrature mixer at the transceiver 
can be seen when considering φ = 90°, the peaks of the received signal coincide with 
the zero crossings of the LO. The output signal after down-conversion would be very 
small if only the in-phase mixer is employed. However, with a quadrature mixer, the 
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output after the LPF contains both a sin(φ) and cos(φ) term, so that neither branch will 
register a small output at any φ [14], as shown in (3.1) & (3.2). Hence time drift has 
become phase drift, and time tracking turns into phase tracking. The upcoming 
sections deal with the selection of a practical LPF, based on two metrics – energy 
captured and ratio statistics test (RST). The use of these two criteria for LPF selection 
was published by the author of this work in [15], however it was based on single-band 
UWB. With some modifications, it is possible to apply these two criteria for multi-
band UWB, with a LPF specification that is suitable for all the 6 sub-bands. 




3.1 LPF Design Criteria 
To facilitate the design process, 3 well-known filter types are chosen for consideration, 
namely Butterworth, Chebychev and Elliptic filters. For any of the filter types, 3 
parameters are to be determined:  
• Normalized passband frequency fpass 
• Filter type  
• Filter order 
These parameters can be determined by the criteria presented below.  




3.1.1 Criterion 1 - Energy Captured for Passband of Filter 














where m(t) is the data pulse and c(t) is the transmit LO signal. To simplify analysis, φ 
in (3.1) is assumed to be the zero. Considering only additive white gaussian noise 
(AWGN), the received antenna signal v(t) is 
)()()()( tntctmtv +⋅=  (3.4)







tctmSNRI =  
 
(3.5)
In (3.5), N0/2 is the noise variance. 












 Using f(t) to denote the filter impulse response of the LPF, the signal at the filter 












where ⊗ denotes convolution. 
And the signal-to-noise ratio (SNRo) of (3.7) is 


















































There is no way to simplify (3.8) further analytically. By letting f(t) = δ(t), where  δ(t) 



















































Equation (3.9) shows that it is possible for the output SNR to be equal to the input 
SNR, a similar conclusion given in [16], when match filtering is used. Nevertheless a 
filter of impulse response f(t) = δ(t) is unrealizable, and it is necessary to turn to other 
techniques to obtain a practical LPF. In terms of hardware implementation in high 
frequency, it is easier to use well-known LPF designs. The performance of 
Butterworth, Chebychev and Elliptic filters for the proposed receiver structure was 
investigated by simulation studies, as presented in Section 3.2. 
 
Comparison among the different filter designs is based on the energy captured, which 
is defined as 






























where ||⋅|| denotes the norm operation. Equation (3.10) is the ratio of the energy 
retained after low-pass filtering, without taking channel conditions into account. A 
good filter design is one with high energy captured, without the need of a large 
passband. In addition, the filter order should be low to reduce complexity and settling 
time; the trade-off is that a low order filter has a slower roll-off. The LPF also needs to 
be realizable at all bands. A filter that works well at band 1 for example, may have a 
passband that is capturing too little energy for band 6. These considerations are 
discussed in Section 3.2.1, through simulations of different passband frequencies. 




3.1.2 Criterion 2 - Ratio Statistics Test for Type and Order of Filter 
Besides energy captured, another important parameter that influences the LPF design 
is the auto-correlation of the output samples. After the transmitted signals have 
propagated through the channel and processed by the receiver, these output samples 
should be of low correlation. This is to ensure that the implicit diversity caused by 
multipath effects can be exploited, a property used in the over-sampling equalizer in 
Chapter 5. Two filters of different orders may capture the same amount of energy with 
the same passband, but the one with better correlation properties is chosen for 
implementation. 
 
The length of the correlation window Nw influences the number of sampling instances 
within it. It can be seen from Figure 3.1 more sampling instances are contained in a 
large correlation window. A correlation window of length Nw corresponds to Nw 







Figure 3.1 – Correlation window and sampling instance 
 
For each possible sampling instance, its auto-correlation is computed, resulting in Nw 





1st Sampling Instance 
2nd Sampling Instance
3rd Sampling Instance 
4th Sampling Instance 
y y 











Figure 3.2 – Auto-correlation curves with Nw=4 
 
Similar to filter order, an Nw with lowly correlated samples is favorable. Correlation 
properties are compared using a measure called ratio statistics test (RST) [17].  




Graphically, RST can be visualized as the point-by-point division of the top most auto-
correlation curve with the second top most auto-correlation curve. For Figure 3.2, RST 
is calculated by the point-to-point division of the 1st auto-correlation curve to the 4th 
one; the output of RST is also a curve. A system with good correlation properties 
should have a high average RST value. This means that the maximum correlation is 
many times greater than the second maximum correlation, therefore the samples are 
almost uncorrelated. The LPF specifications can now be determined using energy 












3.2 Simulation Results & Discussion for LPF Specifications 
The selection of LPF specifications based on energy captured and RST was 
extensively simulated for a multi-band UWB system. Only odd-order filters, from 3rd 
to 9th orders, were simulated for energy captured comparison. Odd orders were used to 
avoid the possible impedance mismatch issues involved in the practical 
implementation of Chebychev filters. The passband and stopband attenuations for the 
filters, where applicable, are recorded in Table 3.1. 
 
Table 3.1 – Passband and stopband attenuations used in the simulations 
 Passband Attenuation(dB) Stopband Attenuation(dB) 
Butterworth - - 
Chebychev 0.3 - 
Elliptic 0.3 80 
 




3.2.1 Passband Determined by Energy Captured 
As mentioned in 3.1.1, the metric of energy capture only considers the energy retained 
after low-pass filtering, and ignores channel effects such as multipath and noise. The 
passband frequency fpass was normalized to the sampling frequency. The aim of this 
exercise was to specify a fpass that have a high energy captured for all sub-bands. 
 
The results for odd orders Butterworth, Chebychev and Elliptic filters for band 1 are 
shown in Figure 3.3.  
 





























Figure 3.3 – Energy captured for Band 1 
 
It could be seen from Figure 3.3 that the passband frequencies leveled off at 50% 
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that the other 50% of the higher frequency energy was filtered off. For Band 1, the 
minimum normalized passband frequency to achieve an energy captured of 50% was at 
fpass = 0.05, regardless of the filter order. The procedure was repeated in Band 6, and 
the results are shown in Figure 3.4.  

































fpass (Normalised to 4fc)
 
  
Figure 3.4 – Energy captured for Band 6 
 
Although the same leveling off at 50% could be seen for Band 6, the energy captured 
by a lower order filter was observed to be superior to a higher order one. This was 
especially evident from the curves of Chebychev and Elliptic filters. At fpass = 0.1, 
energy captured started to peak at 50% for filter orders 3 and 5. At orders 7 and 9, the 










The rest of the bands showed similar trends, and their minimum passband frequencies 
for 50% energy captured were between fpass = 0.05 and fpass = 0.15 for each band. 
Therefore the energy captured of other bands are not reproduced here.  
 
From the simulation of all 6 bands, it was possible to conclude from the energy 
captured criterion that an fpass = 0.10 was good for filter orders 3 and 5, when an fpass = 
0.15 was needed for orders 7 and 9. It should be noted that a larger fpass could be less 
desirable as it might admit more unwanted signals to the next stage of the receiver. 
With the choice fpass resolved, the determination of filter type and order was carried out 
next. 




3.2.2 Filter Type and Order by Ratio Statistics Test 
For RST, the correlation properties of the received signals were tested in a Channel 
Model 1 environment, in the presence of a 10dB AWGN. The received signals were 
down-converted and low pass filtered, using the fpass results from Section 3.2.1. For 
filter orders 3 and 5, fpass = 0.10 and for orders 7 and 9, fpass = 0.15. Two LPFs were 
chosen for comparison, one of higher order (9th order) and another of lower order (3rd 
order). These two extreme orders were chosen so that the difference in results would 
be more pronounced. Other parameters of the different filters were the same as that 
recorded in Table 3.1. 
 
There were four permutations of parameters for RST to be carried out for each filter 
type. They were 3rd order filter with short Nw, 3rd order with long Nw, 9th order filter 
with short Nw and 9th order filter with long Nw. The size of the correlation window Nw 
for each of the filters was recorded in Table 3.2, in which the values for Nw were 
chosen arbitrarily. 
Table 3.2 – Size of Nw for different filter types 
 Short Nw Long Nw 
Butterworth 35 50 
Chebychev 48 100 
Elliptic 48 130 
 
The RST values from the output of the LPF were then calculated, and this process was 
repeated for 100 different channels. Comparison was based on the average of 100 
RSTs. The RST results of the three filters, operating in Band 1 and Band 6, are shown 
in Figure 3.5 and Figure 3.6 respectively.  
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Figure 3.5 – RST for Band 1 
 
From the figure above, a long Nw gave higher average RST value than a short Nw most 
of the time. Figure 3.5 also showed that 3rd order filters had superior correlation 
properties than 9th order filters. Take for instance the average in Figure 3.5(bii) (3rd 
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Figure 3.6 – RST for Band 6 
Similar interpretation could be made on Figure 3.6. A long Nw again had a higher 
average RST than a short Nw. This was because samples drawn from long Nw were 
spaced further from each other, hence less likely to be correlated. Conversely a short 
Nw meant the samples were drawn at a shorter interval, and more correlated. This 
provided the vindication for the use of RST to measure correlation properties. 
 
Again, 3rd order filter showed better correlation properties than 9th order ones, if the 
same Nw was used. They also required a smaller fpass, making them more favorable 
than 9th order filters. Chebychev and Elliptic filters had better RST performance than 
Butterworth filter. Between Chebychev and Elliptic filters, Chebychev filters 
performed slightly better. Besides having slightly better correlation properties, 
Chebychev filters were simpler to realize than Elliptic filters too. 
samples 




3.3 Conclusion for Filter Selection 
In summary, a Chebychev 3rd order filter with fpass = 0.10 was found to be suitable as 
the LPF for multi-band UWB receiver. This configuration had a good energy captured 
percentage with a relatively small fpass, showed good correlation properties and was 
fairly simple to implement.  
 
With this it is possible to move to the next block of the multi-band receiver - 
acquisition. 
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Chapter 4 Acquisition 
After down-conversion of the received multi-band UWB signals, timing information 
needs to be acquired. Accurate acquisition is necessary for all baseband processes at 
later stages, and fast acquisition is critical for high data rate systems such as UWB. 
With the same packet size, the overheads involved in acquisition become more 
accentuated as data rate increases [10]. In the literature so far, attempts to investigate 
acquisition issues are limited to singleband UWB systems. For example in [18], an 
efficient linear search algorithm is proposed for a single-band UWB channel with 
dense multipath. In [19], a non-consecutive search acquisition analysis based on time-
hopping spread spectrum UWB is presented. In [20], a rapid UWB acquisition scheme 
based on Kasami code is proposed.  
 
For the acquisition of multi-band UWB systems, certain properties of a practical UWB 
channel are exploited and presented in this chapter. The results has also been published 
in [21].  
 
Timing information is usually transmitted in preambles, added before UWB data 
blocks before transmission, as shown in Figure 1.1(a). Timing information is acquired 
by a slide-correlator at the receiver, in which the known preambles and the received 
signal are correlated at all possible time delays. The periodic auto-correlation of the 
preamble sequence is therefore vital for the operation of the slide correlator. The 
length of the preamble sequences is another important design consideration. The 
preamble chosen should be short to reduce overhead, since it carries no data. However, 
a shorter sequence has a lower correlation peak, making it susceptible to acquisition 
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errors with noise and multipath effects. These errors are costly. If acquisition does not 
occur at the maximum of the received signal, the received SNR may be adversely 
affected, degrading the bit error rate (BER) performance of the system.  
 
The low ISI property of multi-band UWB is helpful to acquisition, because preambles 
are often not protected by coding or equalization. Multipath reflections are allowed to 
subside, so that the slide-correlator is able to detect a signal peak without any influence 
form the previous signal. 
 
The choice of preambles and the proposed acquisition scheme are discussed more in 
details in upcoming sections. 




4.1 Preamble Sequences in Multi-band UWB 
From [21], the periodic auto-correlation R(m) of a preamble sequence qn of length Nq 









mnn qqmR  (4.1)
in which qn refers to the nth element of the sequence, and qNq+n = qn. A sequence is said 
to have good auto-correlation properties if it has high correlation peak at m = 0 and 
low correlation at other values of m. The low correlation ensures an easily detectable 
peak at the receiver output with zero delay. 
 
Two popular preamble sequences were chosen as possible candidates for multi-band 
acquisition scheme, namely constant amplitude zero auto-correlation (CAZAC) and 
Barker sequences, chosen to show the performance difference between long and short 
codes respectively. Both codes display favorable properties that are provided in the 
next section.  
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4.1.1 Properties of Barker Sequences 
Preamble are usually taken from root-of-unity sequences, whose elements are all 
complex roots of unity in the form of exp(j2πx), with x a rational number as defined in 



















where kn is the nth component of the Barker code. Binary barker codes are short 
sequences that only exist for Nq = 2, 3, 4, 5, 7, 11 and 13, as shown in [25]. For this 
work, a Barker sequence of length-4 was chosen. It is written as K4, and its 


















Auto-correlation of K 4
 
Figure 4.1 - Autocorrelation of one length-4 Barker sequence (K4) 
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At the beginning of this chapter the interplay between the preamble length and 
acquisition time has been briefly described. If only one length-4 Barker code is used as 
the preamble, the peak at the slide-correlator is likely to be overwhelmed by additive 
noise and multipath effects, causing acquisition errors. To increase the peak 
correlation, N Barker sequences are repeated, denoted by N4K . Figure 4.2 shows the 
autocorrelation 10 Barker sequences K4 at different time delays. 















Figure 4.2 - Autocorrelation of ten length-4 Barker sequences ( 104K ) 
As shown in Figure 4.2, the maximum correlation is increased ten-fold to 40. Another 
important observation is that the correlation peaks occur in regular intervals, not only 
at zero time delay. This translates to faster acquisition, as the correlator does not have 
to sweep through the whole uncertainty region. Once a correlation peak is detected, the 
actual signal maximum is within a few length-4 symbols. This property is especially 
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important for UWB, in which the first signal peak in non line-of-sight channels may 
have delays equivalent to several Barker symbols. 
 
In order to enhance piconet isolation and increase multipath resistance, the preamble 
sequences are applied on a per band basis. Each band is assigned a rotated version of 
the acquisition sequence, according to the TF code. A possible implementation using 
length-4 Barker code is shown in Figure 4.3. 
 
k0      k1      k2      
    k0      k1      k2  
  k2      k3      k0    
   k3      k0      k1   
     k1      k2      k3





Figure 4.3 - Barker code assignment for each sub-band  
Referring to Figure 4.3, since there are 6 sub-bands and 4 possible Barker phases, the 
sub-band assignment pattern repeats itself after 24 chips. These 24 chips constitute a 
zero-inserted Barker symbol K4x6. The autocorrelation properties of this zero-inserted 
Barker code is similar to that shown in Figure 4.2, except that the peaks occurs at 
every 24 chips, which corresponds to the symbol period of K4x6. Due to the short 
length of the Barker code used, the starting phase of some sub-bands are repeated. A 
series of N zero-inserted Barker-4 symbol, with a starting phase of kp, is denoted by 
the symbol pK4x
N
6. For example sub-bands 1 and 2 both use the Barker sequence 0K4x
10
6, 
with their start positions are separated in time by a few chips. 
time 
Sub-bands 1-6
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4.1.2 Properties of CAZAC Sequences 
If a root-of-unity sequence has an out-of-phase periodic auto-correlation of zero, as in 

















where cn refers to the nth element of the CAZAC sequence. A length-16 CAZAC 
sequence C16 was chosen to contrast the acquisition performance from K4. The 








==−== ⋅+   
(4.5)
The 4-phase CAZAC sequence in (4.5) can be converted into QPSK by a 45° phase 
rotation. The auto-correlation is shown in Figure 4.4 















Figure 4.4 - Autocorrelation of one length-16 CAZAC sequence (C16) 




Being a longer symbol, its maximum correlation value is 16 and only two CAZAC 
symbols 216C  as preambles are needed for a substantial peak to be detected at the slide 
correlator, as shown in Figure 4.5. Signal peaks occur less frequently than that in 
Figure 4.4, and therefore a longer acquisition time is needed before a peak is detected. 













Figure 4.5 - Autocorrelation of two length-16 CAZAC sequences ( 216C ) 
A possible sub-band allocation for a zero-inserted 216x6C  preamble can be found in 
Figure 4.6. The starting phase 216x6p C  is not repeated in any sub-band. 
c0      c1      c2      
    c12      c13      c14  
  c6      c7      c8    
   c9      c10      c11   
     c14      c15      c0





Figure 4.6 - CAZAC code assignment for each sub-band 
time 
Sub-bands 1-6




4.2 System Model of the Proposed Acquisition Scheme 
4.2.1 Parallel Search Correlators 
In acquisition, both phase and time uncertainties need to be resolved. Conventionally, 
the phase is fixed at the slide-correlator, so that only time uncertainty needs to be 
determined by searching serially through all possible time delay locations. By fixing a 
certain phase at the correlator, the time uncertainty Tu for a slide-correlator is given by 
qBu NNT ×=  (4.6)
In (4.6), it has been assumed that channel delay occurs in multiples of chip duration 
Tw. Any channel delay beyond Tu chips is taken care of by the next preamble symbol, 
as explained in Section 4.1.1. The Tu for the two preamble candidates chosen in this 
study is recorded in Table 4.1. 







Tu 24 96 
 
A parallel search reduces acquisition time by correlating more than one phase at each 
instance. For example 4 slide-correlators can be used for a K4x
10
6 system in parallel, one 
for each starting phase of kp. Each correlator needs to perform 6 correlations to 
ascertain the timing uncertainty. This is because any time delay beyond 6 chip 
locations has a strong correlation with an adjacent phase. Figure 4.7 shows an example 
of this behavior. The transmitter sends the 1K4x
10
6 preamble, but due to channel delay it 





























6 ={1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0…} 
Channel delay 6 chips 
Received ={0 0 0 0 0 0 1 0 0 0 0 0  
  1 0 0 0 0 0 -1 0 0 0 … }
0K4x
10
6 ={1 0 0 0 0 0 1 0 0 0 0 0  
  1 0 0 0 0 0 -1 0 0 0 … }
Received ={0 0 0 0 0 0 1 0 0 0 0 0  
  1 0 0 0 0 0 -1 0 0 0 … }
1K4x
10
6 ={1 0 0 0 0 0 1 0 0 0 0 0  
 -1 0 0 0 0 0 1 0 0 0 … }
Received ={0 0 0 0 0 0 1 0 0 0 0 0  
  1 0 0 0 0 0 -1 0 0 0 … }
2K4x
10
6 ={1 0 0 0 0 0 -1 0 0 0 0 0 
  1 0 0 0 0 0  1 0 0 0 … }
Received ={0 0 0 0 0 0 1 0 0 0 0 0  
  1 0 0 0 0 0 -1 0 0 0 … }
 3K4x
10
6 ={-1 0 0 0 0 0 1 0 0 0 0 0  
   1 0 0 0 0 0 1 0 0 0 … } 




4.2.2 Double Dwell Detection 
Besides using parallel correlators, double-dwell structure is used to decrease the 
probability of miss Pm and probability of false detection Pfa. The first stage performs a 
half-length correlation, using 54x6K  or 
1
16x6C
 as appropriate. The first stage is to have a 
low Pm in the expense of a high Pfa. If the correlation value is above a certain 




required. The purpose of the second stage is to minimize Pfa.  
 
If the threshold values are too low, the true correlation peak may be missed as 
acquisition is declared too early, affecting the SNR. On the contrary, a threshold level 
too high increases acquisition time, as more correlation operations are needed before 
the threshold is exceeded. 
 
In order to appreciate of the maximum correlation obtained from a conventional slide-
correlator, serial slide-correlation is performed at the receiver and the cumulative 
frequency of the maximum half- and full-length correlation value is recorded. The 
curves for Barker and CAZAC sequences in various channel conditions are shown in 
Figure 4.8 & Figure 4.9. 
 



























Half length correlation with K54x6 
Full length correlation with K104x6 
 
Figure 4.8 – Cumulative frequency of maximum half- and full-length correlation, 
for Barker code in various CMs 
 
From the above figure, it can be observed that the maximum correlation values vary a 
great deal under practical UWB channels. Take the correlation values for Barker code 
in CM1 environment in Figure 4.8 for example; its maximum half-length correlation 
ranges from 4 to 80. To minimize Pm, the threshold for this stage should be held at 4. 
However this threshold value causes the second stage to be entered too frequently, 
increasing acquisition time. As a result, a threshold that depends on the channel 
conditions, as obtained from the first half-length correlation, is used as the first stage 
threshold. By making the first stage threshold to depend on the channel, the second 
stage will not be activated too frequently while keeping Pm low.  
 




























Half length correlation with C14x6 
Full length correlation with C24x6 
 
Figure 4.9 – Cumulative frequency of maximum half- and full-length correlation, 
for CAZAC code in various CMs 
 
For the second stage of detection, the threshold consists of a variable and a fixed 
component. The fixed threshold is determined based on Figure 4.8 & Figure 4.9. If the 
fixed threshold is set at 60th percentile for a C16x
2
6 system (a correlation value of 40 in 
CM1), 60% of the maximum correlation lies below it. The variable component, which 
again depends on the channel conditions, caters for the 40% that lies above it. Both the 
thresholds must be exceeded for the declaration of acquisition. If not, the maximum 
correlation value is chosen, which is also the value of the variable threshold. Figure 
4.11 shows the details for the initialization of the two variable thresholds. 
























Figure 4.10 - Initialization of the variable thresholds 
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4.2.3 Phase Elimination 
The methods described in Sections 4.2.1 and 4.2.2 are commonly used acquisition 
techniques. In this section, a method unique to multi-band UWB is introduced, called 
phase elimination, which is the most unique feature of the proposed scheme.  
 
In either Figure 4.3 or Figure 4.6, it is interesting to note that once the phase sequence 
of any sub-band is determined, the phase and time of the sequence on other sub-bands 
can be predicted. If every sub-band suffers the same channel effects, this inherent 
coding property allows acquisition to be done only on one band, as the rest can be 
deduced. However, the practical situation is far from ideal. Every sub-band suffers 
different channel conditions. The preamble pattern will not be completely 
deterministic, due to the different channel delay at each sub-band. Through simulations 
using different channel models, it was found that certain relationship still exists 
between the phase of the present sub-band with the previous one, in such a way that 
one of the four test phases can be eliminated. This is summarized in Table 4.2. 
Table 4.2 – Relationship between phases of the previous and the present sub-
bands 
Phase in Previous Sub-band Phases to Test for Present Sub-band 
0 0, 1, 2 
1 1, 2, 3 
2 2, 3, 0 
3 3, 0, 1 
No results available 0, 1, 2, 3 
 
Since phase elimination depends on the results of the previous acquisition, errors may 
propagate. Therefore the correct acquisition of the first sub-band is crucial, and every 
phase is tested as shown in the last row of Table 4.2. Figure 4.11 shows the system 
model of the proposed scheme.  




































Figure 4.11 – Acquisition block diagram at one of the sub-bands for a particular 
phase  




4.3 Simulation Results and Discussions for Acquisition 
The proposed system was simulated with 100 multi-band channels with various SNR. 
Parameters investigated were Pfa and correlation count ratio, plotted with different full-
length threshold percentile value obtained from Figure 4.8 & Figure 4.9. Without any 
loss of generality, only Mode A of CM1 has been simulated.  
 
The acquired phase and correlation magnitude of the proposed system operating in a 
noisy environment was compared with an exhaustive serial search correlator in a 
noiseless environment. A false alarm was declared if: 
• The acquired phase pnoisy by the proposed system was different from the phase 
of a noiseless system pnoiseless. 
• The acquired correlation magnitude Mnoisy was more than 3dB below the 
noiseless maximum magnitude Mnoiseless. 
 
Correlation count on the other hand was the ratio between the total number of half-
length correlation operations needed by the proposed scheme to that of an exhaustive 
serial search. For an exhaustive full-length correlation search, the total number of half-
length correlations C was 
channelsNTC Bu #2 ×××=  (4.7)
 
Correlation count showed if the number of computations needed for acquisition was 
reduced using the proposed scheme. Low correlation count meant a faster acquisition, 
but at the same time it should not sacrifice in Pfa performance. 




4.3.1 Probability of False Alarm and Correlation Count of Barker Code 
Figure 4.12 shows the performance of Barker preamble 104x6K , averaged over 100 CM1 
channels, with its correlation count shown in Figure 4.13. The full-length threshold 
percentile values were obtained from Figure 4.8. 
 
 


















Figure 4.12 - Pfa performance of K4x
10
6 Sequence in CM1 























 Figure 4.13 - Correlation count ratio of K4x
10
6 Sequence in CM1 
 
From Figure 4.12, it could be seen that the proposed scheme was able to achieve low 
Pfa under different SNRs for a K4x
10
6 sequence. Pfa performance improved with a higher 
threshold, but this was done in the expense of more correlation operations, as shown in 
Figure 4.13. This was because more correlations have to be taken before acquisition 
was declared with a higher threshold. The Pfa performance of threshold at 60%-, 70%- 
and 80%-tile appeared to converge, but a lower threshold was preferred, as the 
correlation count was lower consequently. 




4.3.2 Probability of False Alarm and Correlation Count of CAZAC Code 
The simulation was repeated for CAZAC preambles 216x6C . The same parameters were 
investigated i.e. Pfa (Figure 4.14) and correlation count (Figure 4.15). The full-length 
threshold percentile values were obtained from Figure 4.9.  
 


















Figure 4.14 - Pfa performance of C16x
2
6 Sequence in CM1 























Figure 4.15 - Correlation count ratio of C16x
2
6 Sequence in CM1 
 
In comparison, the acquisition proposed scheme did not work well for the C16x
2
6 
sequence. Different thresholds had no effect on Pfa as seen from Figure 4.14. The Pfa 
performance was also worse than Barker sequences. The correlation count in Figure 
4.15 appeared to level off at high SNR. CAZAC performance for the proposed 
acquisition scheme could be possibly improved by using more parallel search phases 
for a longer sequence such as C16, in the expense of added complexity to the system. 




4.4 Conclusion for Acquisition 
Rapid acquisition is crucial to the functioning of high data rate systems like UWB. 
This is achieved in the expense of greater system complexity. By assigning each sub-
band to a certain preamble pattern, the multi-band UWB system can exploit this 
inherent coding property during acquisition. As a result, certain test phases are 
unnecessary at the correlator. A unique scheme of using phase elimination in the 
double-dwell acquisition of multi-band UWB is proposed in this chapter. The 
thresholds have a fixed and a variable component. The fixed component is derived 
from the statistics of the maximum correlation values of a certain channel model. The 
variable threshold on the other hand depends on the channel itself.  
 
Extensive simulations of the proposed scheme have been done and it has been found to 
work better with short sequences, with a low probability of false alarm and a reduced 
number of correlation operations required. There was a trade-off between the fixed 
threshold value and the correlation count ratio. 
 
With the timing information of multi-band UWB acquired, baseband processing can 
begin, which is presented in the next few chapters. 




Chapter 5 Multi-channel Equalization - MMSE vs RAKE 
As described in Section 2.2, the main motivation for multi-band UWB is to deal with 
interference issues. This issue of ISI is partially addressed by multi-band UWB, in 
which a high overall data rate can be achieved with a relatively long PRI on each band. 
The channel delay spread differs under different CMs, and it is valuable to investigate 
the ISI that still exists under the different transmission modes, and how to deal with the 
residual ISI in a multi-band environment. 
 
In this chapter, two popular receiver operations – RAKE receiver and minimum mean-
square error (MMSE) equalization proposal were applied to a multi-channel system for 
ISI mitigation. As mentioned in Section 2.1, the multipath components are highly 
resolvable, making RAKE receiver a favorable choice for UWB systems. In fact, 
majority of the performance analysis for UWB systems utilizes RAKE receivers [26]-
[28], due to its effectiveness in multipath combining. The basic version of the RAKE 
receiver consists of multiple fingers where each finger can detect one of the multipath 
components, and the signal from different paths is combined based on maximum ratio 
combining (MRC). MMSE equalization for UWB on the other hand is found in [28]-
[30]. To harness the temporal diversity available in the dense multipath UWB channel, 
an over-sampling MMSE equalizer is proposed, and its merits is discussed in details in 
this chapter. 
 
Through detailed theoretical analysis and extensive simulations, it was shown that the 
proposed 4-arm over-sampling equalizer scheme is superior to a 4-arm conventional 
RAKE receiver in the presence of ISI at all signal-to-noise ratios, chip rates and 
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channel conditions without coding. The simulated performance was shown to conform 
the analytical predictions. The RAKE receiver was incapable of effective ISI 
compensation, and a moderate level of ISI caused severe bit error rate (BER) 
degradation. The proposed over-sampling equalizer, on the other hand, was able to 
handle ISI under any channel conditions or data rate, with an acceptable BER. Over-
sampling was able to achieve diversity gain, and improved the output SNR. 
 
 




5.1 Inter-symbol Interference and Over-sampling Multi-channel 
Equalization 
Having a long PRI alone is not adequate in eliminating ISI completely, especially in 
NLOS environment. ISI can still affect the system’s performance adversely. The extent 
of ISI can be calculated using the maximum delay spread of each CM, defined as the 
time delay in the multipath impulse profile that falls below the maximum multipath 
power by 10dB. Through simulation of the average power decay profile of 100 UWB 
channels as described in [7], the 10dB maximum delay spreads τmax for various CMs 
are complied in Table 5.1. 
Table 5.1 – 10dB maximum delay spread of various CMs 
 10dB maximum delay spread τmax 
CM1 8.92 ns 
CM2 26.786 ns 
CM3 56.413 ns 
CM4 77.111 ns 
 
Using the data in Table 5.1, the extent of ISI suffered by the various modes of 















where ceil denotes the ceiling function. NISI refers to the number of future signal pulses 
that suffers from ISI due to channel delay spread of the present pulse. The results from 
(5.1) are reproduced in Table 5.2, observing that CM1 suffers from no ISI under any 
modes, which is expected as it has the shortest τmax. Conversely, CM4 having the 
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longest τmax, performs worst under Mode A. The ISI in this mode affects 4 future 
pulses, because the PRI is the shortest. 
Table 5.2 – NISI suffered by the 3 transmission modes under various CMs 
 CM1 CM2 CM3 CM4 
Mode A 0 2 3 4 
Mode B 0 0 2 2 
Mode C 0 0 0 0 
 
As mentioned in the opening section, RAKE receiver is a popular choice for UWB 
reception. There are 3 types of RAKE receiver – all RAKE (ARake), selection RAKE 
(SRake) and partial RAKE (PRake) as described in [31]. ARake refers to a receiver 
with unlimited taps and is able combine signals from all Lr resolvable multipath 
components. SRake is able to choose the best Lb strongest paths to combine, while 
PRake combines the first Lp available paths, which may not necessarily be the best. 
SRake and PRake are therefore complexity-reduced version of ARake. PRake is 
simpler to implement that SRake, as PRake does not involving sorting and choosing 
the best path to combine. 
 
From [32], it has been shown that under a realistic UWB channel, the performances of 
PRake and SRake are comparable even with Lp=Lb=4 fingers. Treating each data band 
as a separate channel, these results can be applied to the multi-channel equalizer, 
combining multipath signals from each band using PRake with 4 fingers, with perfect 
acquisition and synchronization assumed. 
 
There are two kinds of interference that affects the performance of RAKE receiver: 
one is multipath interference (MPI) that causes ISI; the other is multiple access 
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interference (MAI).  MPI and MAI limit the system capacity when RAKE receivers 
are applied. Moreover the number of RAKE fingers is practically limited for high rate 
systems due to large delay spread. When the delay spread is large, the frequency 
selective fading channel may be transformed into a frequency non-selective fading 
channel through channel equalization. Therefore, equalization receiver based on 
adaptive algorithms seems to be an effective way to recover the transmitted data by 
suppressing both MPI and MAI.   
 
With this consideration, an over-sampling multi-channel equalizer per sub-band for a 
multi-band UWB system is proposed, which provides more effective inter-symbol 
interference (ISI) suppression compared with the conventional RAKE receiver when 
operating in channels with large delay spread. Figure 5.1 shows the block diagram for 
the proposed over-sampling multi-channel equalizer. With each sub-band over-
sampled η-times, a temporal diversity of order η can be obtained. The diversity gain 
obtained by this over-sampling receiver structure is similar to the receiver diversity 
achieved from multiple receive antennae. The η-times over-sampled data stream is 
converted to η parallel streams. These parallel streams go through an adaptive MMSE 
equalizer for efficient equalization to minimize the effect channel distortion.  Each 
equalizer takes in the η samples within each pulse repetition interval, and combines 
with a η-tap adaptive multi-channel MMSE equalizer. In addition to self-interference 
suppression in each band, the proposed equalizer can also reduce MAI generated by 
simultaneously operating piconets. With η=4, the 4-tap MMSE over-sampling 
equalizer shown in Figure 5.1 is similar in structure as the 4-finger RAKE structure 
described earlier, so that a fair performance comparison between the two receiver 
schemes can be carried out. 




The over-sampling factor η, is related to the effective pulse width Tw’ and sampling 





















































5.2 Bit Error Analysis 
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(5.3)




tp . Ts is 
the PRI as listed in Table 2.2, P is the transmitted power, and bm are normalized data 
















,α and τk = Tl+τk,l. Noting that beyond a delay of τmax the channel 
can be considered as to have faded completely, it is also possible to write  
sfmaxK τ=  (5.5)
while the number of samples η0 within each PRI is 
ss fT0 =η  (5.6)










= sf   
(5.7)
Partitioning the total channel response by the PRI of each band, within each PRI there 
















ηη τδ  
 
(5.8)
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In (5.8), the channel responses from p=1 to NISI contributes to ISI, as the delay spread 
spills into the next symbol period. The received signal r(t) can be obtained by 
convolving (5.3) with (5.8), added with AWGN n(t) of spectral density 
2


















ηη τ  
 
(5.9)
n(t) has a two sided spectral density of 
2
0N .  The baseband expression for the jth 
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With NB=6 bands, the receiver at only “sees” the UWB channel at each switched 





components are going to affect the receiver performance, recalling that η is the over-
sampling factor. Equation (5.12) can be revised as 

































































































































In (5.13) hp=[h0+pη h1+pη … h(η-1)+pη] T has been used. 




5.2.1 RAKE Receiver 
Collecting multipath components (hk) by RAKE operations with taps c based on 


















in which jyˆ =[yj,0 yj,1 … yj,η-1]
T, nj=[nj,0 nj,1 … nj, η-1]T and when there is no ISI 
(NISI=0), the expression in (5.14) can be simplified to  
0,0 =+= ISIjHHjpj NbPTr nchc  (5.15)




















The first term in (5.16) is the jth desired symbol, the middle term refers to ISI, and the 
last term is the noise term after RAKE combining. Assuming that all data symbols bm 
are independent, and the ISI term is approximately Gaussian, the BER of a multi-band 
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5.2.2 MMSE Equalizer 





jbE ycc −=  (5.21)
From [29], the solution to (5.21) is  




















































































































































































In (5.24), ( )
ISIN
hhhH Λ10= . The received jth symbol for a MMSE equalizer 
also takes the form of (5.16), with the definition of the desired signal, ISI and noise 
terms unchanged as that of a RAKE receiver. The BER expression, the calculations of 
the various energies described in (5.18)-(5.20) for RAKE receiver are applicable also 
to the MMSE case with taps weights c~ . 
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5.2.3 RAKE vs MMSE Tap Weights When NISI=0 
Without ISI, the instantaneous SNR γ after RAKE combining according to (5.18) and 













b EE ==  (5.25)
where Rh=h0h0H. Since RAKE aims to maximize instantaneous SNR of each finger, 
the conjugate derivative *c∂







































=λ , the maximum eigenvalue of Rh. Since all entries in Rh are linear 
combinations of h0, the only non-trivial solution is to set  
0,,0 ≠ℜ∈= kkkhc  (5.27)
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Equation (5.29) verifies that the solution given in (5.27) is indeed MRC, where the 
final SNR is the sum of the individual SNRs of each finger. 
 
For MMSE solution, (5.22)-(5.24) are used, noting that with NISI=0, the channel 



















































































































































The MMSE tap weight in (5.31) is in the form of (5.27), and therefore MMSE 
equalization also maximizes the output SNR similar to that of RAKE, given in (5.29). 




5.2.4 RAKE vs MMSE Tap Weights When NISI≠0 
With ISI, the RAKE receiver continues to maximize output SNR by MRC, therefore 
the tap weights are still given by (5.27). For the weights of MMSE, the inverse to 


































































Equation (5.32) cannot be further simplified. Therefore, the MMSE tap weights for an 
ISI corrupted received signal have to be obtained experimentally. 
 
The effects of over-sampling can be observed from (5.29). With a higher over-
sampling factor η, the output SNR γ is going to increase, in turn bringing down the bit 
error rate. Although the MMSE tap weights when ISI≠0 cannot be obtained 
analytically, BER is expected to decrease also with a higher η. The trade-off is an 
increased system complexity. 




5.3 Simulation Results and Discussions for Multi-channel Equalization 
The analysis presented in Section 5.2 was verified by extensive simulations presented 
in this section. The BER performance of a multi-channel RAKE and MMSE receiver 
was compared against each other in a multi-band UWB environment. The simulations 
were conducted in the various transmission modes and CMs, with chip rates and PRIs 
as shown in Table 2.2. Other simulation parameters are recorded in Table 5.3. Both 
receivers employed a 4-tap structure to gather multipath energy and suppress ISI, and 
perfect acquisition and channel estimation was assumed. The results were grouped by 
the CMs that each simulation was applied so to compare the performance of the 
various transmission modes. 
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5.3.1 Channel Model 1 
Figure 5.2 shows the simulated results of both RAKE and MMSE receiver in various 
transmission modes under CM1. It shows that there were little performance differences 
in terms of BER among the 3 modes, despite their different data rates. The difference 
in SNR among the 3 modes was less than 1dB at a BER of 10-4. This could be 
explained from Table 5.2, in which none of the modes suffered from ISI. Using this 
fact and (5.15), the BER performance could be expected to be comparable. Under such 
favorable channel conditions (noting that CM1 refers to a LOS channel less than 4m), 
it would be prudent to apply the fastest mode for transmission i.e. Mode A, with little 
penalty in BER. 
 
In addition, simulation also showed that in the absence of ISI, MMSE or RAKE 
receiver gave the same BER performance. This result agreed with the analysis 
presented in Section 5.2.3, in Equations (5.27) and (5.31). 
























Figure 5.2 – RAKE vs MMSE in CM1 




5.3.2 Channel Model 2 
Figure 5.3 shows the BER performance results for CM2. Its behavior could be 
explained again from Table 5.2. In the absence of ISI with Modes B and C, the BER 
plot was again identical for both MMSE and RAKE. In fact the curves in these two 
modes concurred also with those in Figure 5.2, showing a BER of 10-4 at about 22dB. 
However in Mode A, having the shortest PRI that causing ISI in CM2 (NISI=2), MMSE 
outperformed RAKE in the high SNR region by a big margin. The curve for RAKE in 
Mode A was observed to be asymptotic at BER = 2 x 10-4, in which there was no BER 
improvement with SNR increase beyond this point. No such asymptote was found in 
the curve for MMSE; it was a monotonically decreasing function. Expectedly, ISI took 
its toll on the BER performance of MMSE equalizer. An SNR of about 27dB was 
needed to achieve a BER of 10-4. Nevertheless, MMSE equalizer outperformed RAKE 
receiver at all SNRs in this mode. 
 
The asymptotic behavior of RAKE receiver meant that it had very little immunity 
against ISI. A RAKE receiver merely gathered energy, with the aim of SNR 
maximization.  At high SNR, the noise term in (5.20) became much smaller than the 











































Figure 5.3 – RAKE vs MMSE in CM2 




5.3.3 Channel Model 3 
Figure 5.4 shows the performance of the various modes under CM3. Referring once 
more to Table 5.2, the performance of MMSE and RAKE receiver in Mode C could be 
expected to be identical, because in Mode C the PRI was long enough to eliminate ISI 
completely. In Mode B, NISI=2, and similar to that in Figure 5.3, MMSE outperformed 
RAKE receiver at all SNRs. At BER = 2 x 10-4, MMSE had an almost 4dB gain over 
RAKE. In Mode A, where the problem of ISI was the most severe (NISI=3), the RAKE 
receiver again showed asymptotic trends at BER = 10-2. On the contrary MMSE 
equalizer at Mode A was much better in terms of BER, showing again that it was much 
better equipped to handle ISI corrupted signals than RAKE receiver. 




















Figure 5.4 – RAKE vs MMSE in CM3 




5.3.4 Channel Model 4 
Figure 5.5 shows the performance of the various modes under CM4. Once again, under 
Mode C there was no difference between the performances the two receivers, due to 
the absence of ISI. The performances of the other 2 modes were worse, because of the 
relatively long delay spread. RAKE receiver plot showed an asymptote at BER = 2 x 
10-3 and BER = 3 x 10-2 in modes B and A respectively. Since Mode A (NISI=4) 
suffered more ISI than Mode B (NISI=2), it was expected to have a lower SIR. For the 
modes with ISI, MMSE equalizer once again outperformed RAKE at all SNRs. 




















Figure 5.5 – RAKE vs MMSE in CM4 
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To verify the expressions in (5.17)-(5.20), the analysis curves in RAKE and MMSE 
were against the simulated curves in Figure 5.6 and Figure 5.7 respectively. CM4 is 
chosen because it encompasses all the various ISI scenarios – extreme ISI in Mode A, 
moderate ISI in Mode B, and zeros ISI in Mode C. In both figures, the simulated 
curves concurred with the analytic curves, in the ISI-corrupted and ISI-free cases. For 
the ISI-corrupted cases, error floors are observed in the analytical curves in the RAKE 
receiver again. This is not observed in the analytical curves at the receiver with MMSE 
equalizer, in which the BER decreases with increasing SNR. This agreement between 
analysis and simulation is observed in other CMs also, since none of their ISI 
corruption is worse than Mode A in CM4. The results for other CMs are not 
reproduced here. This validated the analysis presented in Section 5.2. 




















Figure 5.6 – Comparison between analytic and simulated results for RAKE 
receiver in CM4 
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Figure 5.7 – Comparison between analytic and simulated results for MMSE 
receiver in CM4 
 




5.4 Conclusion for Multi-channel Equalization 
ISI is an important factor in influencing BER performance. In this chapter, the 
estimation of the number of symbols under the influence of ISI from previous symbols 
has been presented, using the 10dB maximum delay spread and PRI. The BER 
performance analysis for an over-sampled multi-band UWB system, based on this ISI 
estimate has been derived. Its validity has been confirmed by simulation, which agrees 
with the theoretical prediction using this method. 
 
Through theoretical analysis, the merit of the over-sampling equalizer has been 
demonstrated. A temporal diversity of order η can be obtained by over-sampling η-
times, similar to the receiver diversity achieved from multiple receive antennae. Output 
SNR is shown to improve with a higher over-sampling factor, in the expense of more 
complexity. 
 
The BER performances of multi-channel RAKE and MMSE receivers have been 
extensively simulated, both in the ISI and ISI-free cases. The two receiver 
configurations were shown give similar BER curves when ISI was absent, which had 
been explained by theoretical analysis. However, when ISI is present, the over-
sampling MMSE equalizer consistently outperformed RAKE receiver at all SNRs. 
RAKE showed little ISI tolerance, and its BER was observed to become asymptotic at 
high SNR. MMSE on the other hand was able to mitigate ISI and gave a reasonably 
well performance even at adverse channels. Therefore, MMSE was a more suitable 
candidate than RAKE for energy collection over UWB multipath channels. 
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The results presented in this chapter can be used to apply the other aspects of multi-
band UWB design. For example, Mode C does not contribute to ISI under any channel 
model, hence a favorable mode for acquisition purposes, because preambles are not 
protected by coding. An ISI-free environment is therefore crucial for such purposes. 
 
Lastly, the results of this work on multi-channel MMSE equalizer can easily be 
extended to a multi-user case, in which the multi-band UWB suffers not only from ISI 
but also multiple access interference (MAI). MMSE receiver will need to suppress 
both ISI and MAI. This will be explored in Chapter 7. 




Chapter 6 Coding 
In Chapter 5 the performance of the various transmission modes in different channel 
models analyzed and simulated. Bit error rate can be improved further by applying 
forward error correction (FEC) to the transmitted UWB signals. With the very high 
data rate of UWB systems, it is crucial to select a coding scheme that make the best 
possible use of the resources available for transmission, viz. bandwidth, power and 
complexity. Structured coding such as block code, convolutional code, turbo code and 
low-density parity-check is often utilized for conventional bandwidth limited 
applications. With plentiful spectrum, it is worthwhile to investigate the coding 
strategy for multi-band UWB system to make best use of bandwidth and complexity to 
meet low cost and low power consumption requirement. 
 
In this chapter, a simplified coding scheme is proposed based on a concatenated Reed-
Solomon (RS) code as outer-code and Quadrature M-ary Orthogonal Keying (QMOK) 
as inner-code. The performance of the proposed RS-QMOK coding scheme is 
compared against ½-rate convolutional code (CC) of constraint length Kc=7. An 
interleaver structure is examined to exploit the inherent frequency diversity available 
to multi-band UWB systems, giving further BER improvement.  
 
Single-stream and multi-stream encode/decode strategies are also examined, and the 
system models are shown in Figure 6.1 (a) and (b) respectively. In multi-streaming, 
coding and decoding is done independently on each sub-band. Trade-off between 
performance and complexity, flexibility of using either single-stream or multi-streams 
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will be carefully examined and the detailed results will be presented in Section 6.2. 
The results of this chapter have been published in [37]. 
 
Figure 6.1 (a) - Single-stream encode/decode for multi-band UWB system  
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6.1 Components of the Concatenated Code 
In this section the choice of using RS as outer code and QMOK as inner code is 
explained with the properties of the individual codes. Based on the RS-QMOK 
proposal, the coder and decoder in Figure 1.1 can be expanded as shown in Figure 6.2. 
 Coder  









In    Mapping   
       
 
 Decoder  









Out    Demapping   
       
 
Figure 6.2 – Coder/decoder for RS-QMOK 
The first observation is that both RS and QMOK are linear codes. This helps to lower 
hardware complexity, faster processing and lower power consumption than non-linear 
codes such as convolutional codes. More importantly, high-speed linear coders and 
decoders are easier to fabricate, which has become a design bottleneck for high data 
rate UWB systems.  
 




6.1.1 Properties of the Quadrature M-ary Orthogonal Keying Inner Code 
The inner QMOK is a ½ rate code, generating 8 bits with a 4 bits input, as shown in 
Figure 6.3. It makes use of an orthogonal mapping, such as the rows in the Walsh-
hadamard matrix. M-ary orthogonal coding is chosen due to its power efficiency, 
making good use of the large bandwidth available to UWB systems. The availability of 
fast Walsh-hadamard transformer with low latency and complexity is another added 
advantage. The QMOK mapping matrix is shown in Table 6.1. The coded QMOK 
symbols are not exactly orthogonal with one another. Hence compared with Walsh-
hadamard code, QMOK loses a little in coding gain, in exchange of transmitting one 







Figure 6.3 –QMOK encoder 
 
Table 6.1 – QMOK mapping table 
Input 
Symbol 
Output Symbol Input 
Symbol 
Output Symbol 
0 0 0 0 -1 -1 -1 -1 -1 -1 -1 -1 1 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 -1 1 -1 1 -1 1 -1 1 1 0 0 1 1 -1 1 -1 1 -1 1 -1
0 0 1 0 -1 -1 1 1 -1 -1 1 1 1 0 1 0 1 1 -1 -1 1 1 -1 -1
0 0 1 1 -1 1 1 -1 -1 1 1 -1 1 0 1 1 1 -1 -1 1 1 -1 -1 1
0 1 0 0 -1 -1 -1 -1 1 1 1 1 1 1 0 0 1 1 1 1 -1 -1 -1 -1
0 1 0 1 -1 1 -1 1 1 -1 1 -1 1 1 0 1 1 -1 1 -1 -1 1 -1 1
0 1 1 0 -1 -1 1 1 1 1 -1 -1 1 1 1 0 1 1 -1 -1 -1 -1 1 1
0 1 1 1 -1 1 1 -1 1 -1 -1 1 1 1 1 1 1 -1 -1 1 -1 1 1 -1
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With 8 bits in a QMOK output symbol, its symbol error Pqs is 






























































The coding gain of soft-decision QMOK in an AWGN channel according to (6.3) is 
shown in Figure 6.4. Coding gain is registered even at low SNR, and this gain 
increases slowly with SNR. At a BER of 10-5, the coding gain is about 2.1dB. These 
properties will be revisited in the examination of RS-QMOK code. 
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Figure 6.4 – BER performance of QMOK in AWGN channel 




6.1.2 Properties of the Reed-Solomon Outer Code 
Reed-Solomon code is a non-binary code that is able to correct multiple symbol errors. 
Existence of efficient hard-decision decoding algorithms also allow relatively long RS 
codes to be used, and high speed implementation is possible. Reed-Solomon code is 
used as outer code for many applications, such as [39]. The various properties of the 
outer code selected for the RS-QMOK coding scheme is summarized in Table 6.2. 
Table 6.2 –RS outer code parameters 












t (No. of  
correctable 
symbol errors 




The code was chosen with this configuration so that it is able to correct multiple 
symbol errors without sacrificing the code rate Rc too much. 
 
From [16], the hard-decision word error probability Pew, the symbol error probability 















































where PM is the symbol error probability of an uncoded system. Considering 4 QPSK 
symbols (since k=8) as a RS symbol, the PM with this symbol arrangement is  
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And the corresponding decoded bit error rate P’eb is 
ebeb PP 4
1' =   (6.8)
The BER performance of the chosen RS code in an AWGN channel based on (6.4)-
(6.8) is shown in Figure 6.5.   


















Figure 6.5 – BER performance of Reed-Solomon code in AWGN channel 
 
At high SNR, Reed-Solomon code is very powerful, with a coding gain of 3.5dB at a 
BER of 10-5. In fact the BER curve after 6dB is almost vertical, giving an even greater 
coding gain at lower BER level.  
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6.1.3 Properties of the RS-QMOK Concatenated Code 
As shown in Table 6.2, since k=8, two QMOK symbols are needed for a RS symbol at 
the outer code. Equation (6.2) can be used to derive the symbol error rate PQM of 2 










EP sQM  
 
(6.9)
The theoretical BER performance of the concatenated RS-QMOK code in AWGN is 
plotted in Figure 6.6. The analytical curves for RS and QMOK as individual codes are 
reproduced for comparison. 



















Figure 6.6 – BER performance of RS-QMOK code in AWGN channel 
At BER=10-5, RS-QMOK is able to achieve a coding gain of 5.5dB over an uncoded 
system. With the two codes concatenated, the inner code is efficient even at low SNR, 
helping to bring the BER curve to the “plunge point” of the RS code earlier. The RS-
QMOK performance in a practical UWB channel will be presented in the next section. 




6.2 Simulation Results and Discussions for RS-QMOK Code 
The performance of the proposed coding method in multi-band UWB was investigated 
through extensive simulation studies. The performance of the proposed RS-QMOK 
code was simulated in Mode A of CM1, using QPSK modulation. This mode was 
chosen as it did not suffer from ISI (Table 5.2). Since ISI was absent, there was no 
difference between using a RAKE receiver or MMSE equalizer (Section 5.2.3). RAKE 
receiver was chosen, and perfect channel estimation and acquisition was assumed to 
simplify analysis.  
 
As stated in the opening section, the performance of the proposed RS-QMOK code 
was compared with a ½ rate convolutional code with Kc = 7. In one of the early direct-
spread UWB (DS-UWB) proposals to the IEEE 802.15 WPAN High Rate Alternative 
PHY Task Group 3a, a punctured code based on a ½ rate CC of Kc = 7 was also used 
for coding [41]. It would commendable if the RS-QMOK code were to turn out to 
outperform an unpunctured version CC. Since both the inner and outer codes were 
linear, their implementation complexity was expected to be less than CC, hence a more 
power efficient and yet powerful solution. 
 
In the simulations, both the interleaved and un-interleaved versions of the various 
codes were shown to investigate the effects of the interleaver on the bit error rate, 
followed by the performance study of single- and multi-streaming. 




6.2.1 Bit Error Rate Comparison - RS-QMOK vs CC 


























Figure 6.7 – BER comparison between RS-QMOK and CC in CM1 Mode A 
Figure 6.7 shows the BER performance of RS-QMOK and CC. Coding gain was 
computed against an uncoded system at a BER of 10-5, and is summarized in Table 6.3. 
Table 6.3 –Coding gain of CC and RS-QMOK at BER of 10-5 
 CC RS-QMOK 
Un-interleaved 3.2dB 4.7dB 
Interleaved 4.7dB 6.0dB 
RS-QMOK managed a greater coding gain over CC. This performance gain was even 
more pronounced at lower BERs, because the RS-QMOK code reached its “plunge 
point” at 18dB. A closer look at Figure 6.7 revealed that RS-QMOK outperformed CC 
at all SNRs. 




Another conclusion that could be drawn was that interleaving in a single-stream multi-
band UWB implementation helped to decrease BER. With CC, interleaving gave an 
additional 1.5dB gain over an un-interleaved system at a BER of 10-5. With RS-
QMOK, the additional interleaving gain is only 1.3dB. This could be explained from 
the fact that Reed-Solomon codes and interleaving were both able to deal with burst 
errors. RS codes were capable of correcting burst errors by itself while an interleaver 
redistributed burst errors to become random errors for forward error correction. 
Therefore the benefit of interleaving was less pronounced in the proposed RS-QMOK 
scheme. Coding gain also came from frequency diversity. This means that if the 
channel conditions in a band were bad, rather than affecting many bits in a symbol, 
frequency diversity ensured that only one or two bits from the same symbol would be 
affected. This made error correction possible. The single-stream encode/decode chain 
was better to correct uniformly spaced symbol errors due to poor performance in 
particular sub-band, and this is demonstrated in Section 6.2.3. 
 
 




6.2.2 Effects of Interleaving Pattern 
In previous parts it has been shown that BER performance in single-stream multi-band 
UWB can be improved with interleaving. The interleaving pattern used is shown in 
Figure 6.8. Ideally, each bit should be allocated to a different sub-band, but since there 
were only 6 sub-bands for the 8 bits from each symbol, some bits are “spill-over”. For 





















Figure 6.8 – Interleaving pattern used in Figure 6.7 
The interleaving pattern shown in Figure 6.8 was regular, following a certain sequence. 
It may be possible that performance can be improved by randomizing this pattern, so 
that the “spill-over” bits were not adjacent to each other. The BER plots for other 
interleaving patterns, generated at random, are shown in Figure 6.9. It could be 
concluded from Figure 6.9 that the interleaving pattern did not influence the 
performance of the single-stream multi-band UWB system. 
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[1 2 3 4 5 6 7 8]
[4 8 7 2 3 5 6 1]
[8 1 7 5 4 3 6 2]
 
Figure 6.9 - BER of different interleaving patterns 




6.2.3 Single-Streaming vs Multi-Streaming 
After establishing the validity of RS-QMOK in terms of its BER, the performance of 
single-stream and multi-stream implementation was assessed next. The multi-stream 
performance with and without interleaving is shown in Figure 6.10.  
 
Figure 6.10 shows that the interleaver did not have any effect on the BER performance 
for the multi-stream case. This was unlike the single-stream case when interleaving has 
a gain of about 1.3dB at a BER of 10-5 as shown in Table 6.3. This observation could 
be explained from the fact that in multi-stream implementation, interleaving did not 
distribute the bits from each symbol to different sub-bands. Interleaving merely 
rearranges the bits but they were still sent on the same sub-band. Therefore the 
advantage of frequency diversity observed in single-stream implementation was absent 
in the multi-stream case. At a BER of 10-5, interleaved single-stream implementation 
had a coding gain of about 2.5dB over its multi-stream counterparts. Therefore single-
stream is shown to be a better choice from the BER point-of-view. 
 
However, multi-stream implementation of multi-band UWB is not without its merits. 
One argument for its deployment is its flexibility. Each band is self-contained, 
complete with its own coder, interleaver and decoder. In fact, multi-stream 
implementation can be considered as a few single-band UWB operating at different 
frequencies. Therefore, it is possible to create a multi-rate system, by using codes of 
different rates and modulation on each band. 





























Figure 6.10 - BER of multi-stream implementation 
 
 




6.2.4 Single-Streaming RS-QMOK Code in Various Channel Models 
The performances of the proposed RS-QMOK code in CM1-CM4 are shown in Figure 
6.11–Figure 6.14 respectively. Single-stream implementation was chosen so that 
interleaving can be used to bring about more coding gain. Both RAKE and over-
sampling MMSE equalization were simulated. The proposed concatenated code with 
interleaving was shown to be able to improve performance that the asymptotic 
behavior observed in the RAKE receivers in Section 5.3 was all but eliminated except 
for CM4 Mode A. MMSE prevailed over RAKE receiver only in Mode A of CM3 and 
CM4, but gave little performance improvement in other modes and channel models. 
This brought to the conclusion that the RS-QMOK code compensated for almost all 
errors introduced by ISI in a single user environment. 























Figure 6.11 – RS-QMOK in various modes under CM1 
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Figure 6.12 – RS-QMOK in various modes under CM2 























Figure 6.13 – RS-QMOK in various modes under CM3 
























Figure 6.14 – RS-QMOK in various modes under CM4 
 
The trade-off from the BER improvement of coding is a reduction in data rate. Table 
6.4 records the data rate of the RS-QMOK coded system with QPSK modulation, 
based on the raw pulse rate in Table 2.2. 






Data Rate (Mbps) 
A 308 267 
B 154 133 
C 77 67 
 




6.3 Conclusion for Coding 
In this chapter, a simplified coding scheme has been proposed using Reed-Solomon 
code as outer-code and Quadrature M-ary Orthogonal Keying (QMOK) as inner-code. 
Performance studies of a multi-band UWB system with the proposed coding scheme 
have been conducted. The proposed coding scheme makes the best use of bandwidth 
and complexity for multi-band UWB system. The results showed that the 
concatenation of RS and QMOK achieves better BER performance than convolutional 
code at all SNRs in QPSK modulation. The proposed coding scheme, being a 
concatenation of 2 linear block codes, was less complex and more power efficient than 
convolutional coding methods.  
 
The interleaver in multi-band UWB was designed to ensure that the coded bits 
generated from one data bit are assigned to different bands so that frequency diversity 
could be achieved. Interleaving has been shown to achieve substantial BER 
improvement. On the other hand, the interleaving pattern was demonstrated to have no 
effect on the BER performance.  
 
Furthermore, it has been shown that the single-stream implementation was superior to 
its multi-stream counterparts in terms of BER. In multi-stream, frequency diversity 
could not be exploited, as the interleaver merely rearranges the bits to be sent on the 
same band. However, multi-stream implementation was a more flexible scheme and 
was able to support a multi-rate system. 
 
 




Finally, the RS-QMOK code has been shown to be able to correct almost all errors 
introduced by ISI. The performance gain by coding was considerable, to the effect that 
the multi-channel over-sampling MMSE equalizer had leverage over RAKE receiver 
only in Mode A of CM3 and CM4. This coding gain was achieved with a slight 
reduction in data rate. 
 
The results in this chapter have been based on a single user multi-band UWB system, 
and can be somewhat ideal. In view of this the effectiveness of the proposed coding 
and equalization in a multi-user scenario is presented in the next chapter. 




Chapter 7 Multi-User Performance 
This chapter investigates the performance of the proposed receiver and coding scheme 
in a multi-user environment. The discussion centers on time-frequency code collision, 
in which 5 scenarios can be considered. The collision situations are illustrated in 
Figure 7.1(a)-(e). 
 
In 1 x N collision in Figure 7.1(a), there is one full collision in each sub-band. 
Therefore collision occurs at one PRI with every simultaneously operating piconet 
(SOP). In B x 1 collision in Figure 7.1(b), each SOP suffers from at most one collision 
at each transmit instance. The worst-case scenario is depicted in B x N collision in 
Figure 7.1(c). The B x 1/2 collision in Figure 7.1(d) arises from the multipath 
components that remain after one PRI by the interfering SOPs. Similarly, B x 1/3 
collision in Figure 7.1(e) depicts the interference that results from the SOPs after two 
PRIs. 
 
The analysis and the simulation results of multi-band UWB in these multi-user 
scenarios are given in Sections 7.1 and 7.2 respectively. 




Reference 1 2 3 4 5 6 
#1 1 3 5 6 2 4 




#3 1 5 4 2 6 3 
(a) – 1 x N, full collision from all users at one of the sub-bands 
Reference 1 2 3 4 5 6 
#1 1 3 5 6 2 4 




#3 4 2 6 3 1 5 
(b) – B x 1, at most one collision in each sub-band 
Reference 1 2 3 4 5 6 
#1 1 2 3 4 5 6 




#3 1 2 3 4 5 6 
(c) – B x N, full collision in every sub-band 
Reference 1 2 3 4 5 6 
#1 2 3 4 5 6 1 




#3 2 3 4 5 6 1 
(d) – B x 1/2, “half”-collision in every sub-band 
Reference 1 2 3 4 5 6 
#1 3 4 5 6 1 2 




#3 3 4 5 6 1 2 
(e) – B x 1/3, “one-third” collision in every sub-band 
 
Figure 7.1 – Different time-frequency collision patterns 




7.1 Analysis for Multi-User Collision 
As seen from Figure 7.1(a)-(e), multi-user collision can be considered as a special case 
of ISI. The interference comes from other piconets, instead of from the different 
symbols. To compare and predict the performance of different scenarios without 
elaborate mathematics, a measure of multi-user interference IMU is proposed, and is 
given by 
1 x N: ( )11 +⋅⋅= ISIPMU NNI  (7.1)
B x 1: ( )11 +⋅⋅= ISIPMU NNI  (7.2)
B x N: ( )16 +⋅⋅= ISIPMU NNI  (7.3)
B x 1/2: ( ) 2116 ⋅+⋅⋅= ISIPMU NNI  (7.4)
B x 1/3: ( ) 3116 ⋅+⋅⋅= ISIPMU NNI  (7.5)
where in (7.1)-(7.5), NP stands for the number of interfering piconets, and NISI is 
defined as (5.1). Though the higher the value of IMU, the more severe is the multi-user 
interference, it should be noted that it is a simplified indicator of interference. Other 
factors such as SIR also influence MAI performance. 




7.2 Simulation Results and Discussion for Multi-User Performance  
Extensive simulations has been conducted to investigate the multi-user performance 
with RS-QMOK coding and over-sampling MMSE equalization. RAKE receiver was 
simulated also for comparison. Due to the many permutations that were possible 
between the reference channel models and the interfering channel models, the 
reference piconet was assumed to be transmitting in Mode B of CM3. This 
transmission mode was chosen because from Figure 5.4 and Figure 6.13, it could be 
seen that it was sensitive to ISI, and hence to interference also. Any excessive SOP 
interference that cannot be mitigated by coding and equalization would turn up in this 
mode as an asymptotic error floor.  
 
From Table 5.2, NISI = 0 (CM1 and CM2) or 2 (CM3 and CM4) only when 
transmitting in Mode B, hence the resulting IMU corresponding to NISI = 0 and NISI = 2 
is tabulated in Table 7.1 and Table 7.2 respectively. 
Table 7.1 –IMU of the various collision scenarios for NISI=0 
IMU (NISI=0)  
NP 1 x N B x 1 B x N B x 1/2 B x 1/3 
1 1 1 6 3 2 
2 2 2 12 6 4 
3 3 3 18 9 6 
Table 7.2 –IMU of the various collision scenarios for NISI=2 
IMU (NISI=2)  
NP 1 x N B x 1 B x N B x 1/2 B x 1/3 
1 3 3 18 9 6 
2 6 6 36 18 12 
3 9 9 54 27 18 
 




The SIR was chosen to be at 0dB. The simulations started with a single interfering 
piconet, and then increased to two and three SOPs. The performance comparison 
among the various collision situations would be qualitatively explained based on 
Equations (7.1)-(7.5).  




7.2.1 Performance With One Interferer 
With one SOP operating NP = 1, the case for ‘1 x N’ was identical to that for ‘B x 1’ 
i.e. both having one TF collision. Therefore, their performances were expected to be 
identical. The simulated results for RAKE receiver with RS-QMOK coding in CM1-4 
are shown in Figure 7.2-Figure 7.5 respectively. 



















Figure 7.2 – BER performance with 1 SOP in CM1 for RAKE receiver 
In Figure 7.2, ‘B x N’ had the worst BER performance while ‘B x 1/3’ had the best. The 
other 3 scenarios gave almost identical results. All collisions types exhibited error 
























Figure 7.3 – BER performance with 1 SOP in CM2 for RAKE receiver 
 
In Figure 7.3, again ‘B x N’ gave the worst performance, and the curve for ‘1 x N’ was 
identical to that of ‘B x 1’ as expected. Asymptotic error floors were observed in all 
collision curves, even for ‘B x 1/3’ that gave the best performance in Figure 7.2. 
























Figure 7.4 – BER performance with 1 SOP in CM3 for RAKE receiver 
 
In Figure 7.4, the curves for ‘1 x N’ and ‘B x 1’ performed identically as expected, 
since they suffer the same amount of collision with NP = 1. All curves showed 
asymptotic error floors of various degrees. 




















Figure 7.5 – BER performance with 1 SOP in CM4 for RAKE receiver 
 
In Figure 7.5, simulation shows that the curves for ‘1 x N’ and ‘B x 1’ were identical 
as expected. The worst performance came from ‘B x N’ and the best from ‘B x 1/3’. 
From the previous figures, it could be seen that RAKE was not adequate in mitigating 
for multi-user interference, as error floors of different severity were observed even 
with coding. With this in mind, the simulation for over-sampling MMSE equalization 
followed, and the results for CM1-4 are shown in Figure 7.6 - Figure 7.9. 
























Figure 7.6 – BER performance with 1 SOP in CM1 for MMSE receiver 
 
The simulated curves for all the various collision cases in Figure 7.6 were close to each 
other, except for ‘B x N’. This could also be predicted from the first row of Table 7.1, 
as the IMU values for ‘1 x N’, ‘B x 1’, ‘B x1/3’ and ‘B x 1/2’ differ from each other by a 
small amount. 
 
























Figure 7.7 – BER performance with 1 SOP in CM2 for MMSE receiver 
 
The curves in Figure 7.7 were also close to each other, even so for ‘B x N’ case. This 
shows that coded over-sampling MMSE equalizer was effective in countering the 
multi-user artifacts in this particular interference model. At high SNR, the curve for ‘B 
x N’ is observed to perform worse than the rest, as it registered a data point at Eb/N0 = 
24dB while the rest of the curves did not.  























Figure 7.8 – BER performance with 1 SOP in CM3 for MMSE receiver 
 
Under CM3 in Figure 7.8, the performances of all the collision scenarios were similar. 
Again coded over-sampling MMSE equalizer is effective in countering MAI from 
CM3, and ‘B x N’ performed slightly worse than others as it has a data point at Eb/N0 
= 24dB. 























Figure 7.9 – BER performance with 1 SOP in CM4 for MMSE receiver 
 
In Figure 7.9, similar observations to Figure 7.6 could be made. Only ‘B x N’ case 
gave a slightly worse performance. From Figure 7.6 to Figure 7.9, the coded over-
sampling MMSE equalizer showed no error floor at any collision scenario, and hence 
is superior to RAKE receiver in handling MAI. 




7.2.2 Performance With Two Interferers 
From Section 7.2.1 it has been shown that RAKE receiver was inadequate in dealing 
with MAI even with Np=1. Hence the simulations for Np=2 and 3 were conducted only 
for coded over-sampling MMSE equalizer. The results of 2 SOPs operating in CM1-4 
are shown in Figure 7.10-Figure 7.13 respectively. In this case, the collision scenarios 
for ‘1 x N’ and ‘B x 1’ were no longer identical. 


















Figure 7.10 – BER performance with 2 SOPs in CM1 for MMSE receiver 
 
In Figure 7.10, ‘B x 1/3’ gave the best performance, followed by ‘B x 1’, ‘1 x N’, ‘B x 
1/2’ and ‘B x N’ performing the worst. Using the IMU values in row 2 of Table 7.1, the 
order of the various collision scenarios could be predicted except for ‘B x 1/3’. 
























Figure 7.11 – BER performance with 2 SOPs in CM2 for MMSE receiver 
 
Again, using the second row of Table 7.1, the observation in Figure 7.11 could be 
explained to a certain extent. ‘B x N’ and ‘B x 1/2’, having the largest IMU values, 
performed worst. The other 3 curves were very close to each other. 
























Figure 7.12 – BER performance with 2 SOPs in CM3 for MMSE receiver 
 
The behavior of Figure 7.12 followed the IMU values in the second row of Table 7.2 to 
a certain degree. The best and the worst performance curves, namely ‘B x 1’ and ‘B x 
N’, were both having the smallest and largest IMU values respectively. The other 3 
scenarios are close to each other.  























Figure 7.13 – BER performance with 2 SOPs in CM4 for MMSE receiver 
 
Observations similar to Figure 7.12 could be made in Figure 7.13, when the interferers 
were operating in CM4, with ‘B x 1’ performing the best while ‘B x N’ performing the 
worst. The other cases are gave similar performance. 




7.2.3 Performance With Three Interferers 
The simulations then proceeded with 3 interferers, NP = 3. The results for 3 SOPs in 
CM1-4 are shown in Figure 7.14-Figure 7.17 respectively.  




















Figure 7.14 – BER performance with 3 SOPs in CM1 for MMSE receiver 
 
From Figure 7.14, the best scenario appeared to be ‘B x 1/3’, while ‘1 x N’ and ‘B x 1’ 
gave the same performance, followed by ‘B x 1/2’ and ‘B x N’ performing the worst. 
These results followed the third row of Table 7.1, except for the case of ‘B x 1/3’. 
























Figure 7.15 – BER performance with 3 SOPs in CM2 for MMSE receiver 
 
The predictions from Table 7.1 were more accurate when applied to the plots in Figure 
7.15. ‘B x 1’ appeared to perform best, followed by ‘B x 1/3’, ‘1 x N’, ‘B x 1/2’ and with 
‘B x N’ performing the worst.  
























Figure 7.16 – BER performance with 3 SOPs in CM3 for MMSE receiver 
 
Similar observations as Figure 7.15 can be made for Figure 7.16, which appears to 
comply with Table 7.1. The performance curves, ranking from best to worst, are: ‘B x 
1’, ‘B x 1/3’, ‘1 x N’, ‘B x ½’ and ‘B x N’.




















Figure 7.17 – BER performance with 3 SOPs in CM4 for MMSE receiver 
 
In Figure 7.17, coded MMSE started to display asymptotic behavior at high SNR. 
However, this should not disavow the use of the over-sampling MMSE equalizer, 
because the simulations so far have been based on a rather pessimistic case of 
SIR=0dB for every SOP. An SIR=10dB for each of the 3 SOPs in CM4 is shown in 
Figure 7.18 for comparison with Figure 7.17. 




















Figure 7.18 – BER performance with 3 SOPs in CM4 for MMSE receiver, 
SIR=10dB 
 
From Figure 7.18, it could be observed that the over-sampling MMSE equalizer is able 
to alleviate the adverse consequences of multi-user interference at SIR=10dB.  




7.3 Conclusion for Multi-User Performance 
It has been shown in this chapter through extensive simulations that coded over-
sampling MMSE equalizer is capable of mitigating for at least 3 simultaneously 
operating piconets with SIR = 0dB. Though coded RAKE receiver has been shown to 
give comparable performance as MMSE equalizer in the single user case in Chapter 6, 
it was shown not useful to handle even 1 interferer. It is therefore prudent to employ 
MMSE equalizer for multi-band UWB systems, since they are expected to operate in 
multi-user environments. 
 
Five collision scenarios have been considered in the simulations, with different degrees 
of multi-user interference. In order to simplify analysis, multi-user interference was 
treated as a special case of inter-symbol interference. Different collision situations 
were compared by a collision metric IMU. It depended on the number of users, number 
of bands in collision and also on the length of channel under inter-symbol interference. 
It has been shown that the IMU values were able to predict the relative performance of 
the different collision scenarios quite accurately. 
 
From the simulations with different number of SOPs, it has been shown that the band 
assignment ‘B x 1’ consistently gave relatively good BER performance. This could be 
deduced from the IMU calculations also. This fact can be used to aid the SOPs to co-
ordinate their TF band assignment. The best case scenario is of course for there to be 
no collision among the piconets. However through the investigations in this chapter it 
is possible for the multi-band UWB systems to tolerate at most one collision in each 
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band, without too much performance degradation. It should be noted also that in most 
practical cases, the SIR would possibly not as severe as 0dB.  
 
Lastly, the BER performance in multi-user environment was shown to be dependent on 
the channel model of the interfering SOPs, given that they were operating in the same 
SIR. This could be explained from the ISI point of view. In NLOS models such as 
CM3 and CM4, the NISI was larger and affects more symbols. Despite more severe 
MAI in NLOS interference channels, coded over-sampling MMSE equalizer has been 
shown to be able to handle the errors introduced by multi-user interference. 
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Chapter 8 Conclusion 
Multi-band UWB system is an interesting proposal due to its adaptive nature and its 
ability to avoid narrowband interference. Channel characteristics for UWB system are 
unique and different from its narrowband counterparts, and the various channel 
properties have been detailed in the IEEE channel models, standardizing and 
simplifying analysis and simulation. It is in this light that this work has been produced, 
focusing on the design of multi-band UWB receiver that exploits the unique properties 
of the UWB system. 
 
In order to maximize the adaptive nature of multi-band UWB system, 3 transmission 
modes have been proposed and employed throughout this work. These modes differ 
from each other in terms of PRI, trading-off between channel delay spread tolerance 
and data rate. The transmission mode to be used can be made dependent on the channel 
characteristics.  
 
In this work, the major components in the multi-band UWB receiver have been 
investigated, namely the receive LPF design, acquisition, equalization, coding and 
lastly multi-user performance. These components can be found in Figure 1.1. 
Transmission in the different bands is done by switching, based on the TF code 
assigned to each transceiver. 
 
The purpose of the LPF at the receiver is to filter off the unwanted high frequency 
components after down-conversion. To simplify the receiver design, it is important to 
engage a single LPF configuration that can be used for all the 6 transmission bands. To 
this end, two metrics have been used for LPF selection in Chapter 3: energy captured 
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and ratio statistics test. Energy captured helped to ensure that maximum energy was 
transmitted after low pass filtering without using a large passband, as it may admit 
more noise. Ratio statistics test was used to measure the correlation properties of the 
received signals, so that diversity could be achieved.  
 
The results from Section 3.2 showed that a Chebychev 3rd order filter with fpass = 0.10 
was found to be suitable as the LPF for multi-band UWB receiver. This configuration 
had a good energy captured percentage with a relatively small fpass, showed good 
correlation properties. 
 
Rapid acquisition is crucial for high data rate applications such as multi-band UWB 
systems. In Chapter 4, a double-dwell parallel search correlator is proposed. It makes 
use of phase elimination, which is a unique feature for the acquisition of multi-band 
UWB systems at the receiver. The proposed acquisition structure was tested on 10 
repetitions of Barker-4 sequences and 2 repetitions of CAZAC-16 sequences as 
preamble. Simulation using the proposed system showed that Barker-4 sequences was 
a more suitable choice as preamble. It had a low probability of false alarm and a 
reduced number of correlation operations required. Depending on the threshold set, a 
50% reduction in the number of correlation operations was shown to be possible. 
 
In Chapter 5, detailed analysis of the bit error rate performance of the various 
transmission modes has been presented. Different transmission mode is able to deal 
with ISI in varying degrees. Based on the 10dB maximum delay spread, the ISI 
suffered in the various modes can be computed. The amount of ISI has been shown to 
have a direct bearing on the BER performance. Presence of ISI causes severe BER 
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degradation. To counter such effects, multi-channel RAKE receiver and multi-channel 
MMSE equalizer with 4-times over-sampling were considered. Simulations studies 
have shown that a 4-tap over-sampling MMSE equalizer was better equipped in 
dealing with ISI than a 4-tap RAKE receiver. In severely ISI-corrupted cases, 
asymptotic error floors could be observed for RAKE receiver. over-sampling MMSE 
equalizer on the other hand was able to mitigate for the most ISI-laden channel model 
and transmission modes. Also, detailed theoretical analysis and comparison between 
MMSE and RAKE receiver has been presented. 
 
In Chapter 6, a simplified coding scheme called RS-QMOK is proposed. This 
concatenated code consists of a RS outer code and a QMOK inner code. The proposed 
code is less complex than convolutional codes because both RS and QMOK codes are 
linear. Through simulations, it has been shown also that interleaved RS-QMOK code 
outperforms a length-7 half-rate interleaved convolutional code at all SNRs. The 
interleaving pattern has been shown to have no effects on the BER performance. The 
performance and the application of single- and multi-streaming has been presented and 
discussed also. Single-streaming had a better BER performance than multi-streaming 
due to frequency diversity. However, multi-stream implementation was a more flexible 
scheme and was able to support a multi-rate system. It was shown that the proposed 
code was very effective in reducing bit error rate in any channel model. 
 
In Chapter 7, five multi-user TF collision scenarios have been presented. Each scenario 
has been simulated in the presence of 1 to 3 SOPs. The bit error rate was plotted in 
various interfering channel models with an SIR = 0dB at each SOP. The coded over-
sampling MMSE equalizer has been found to be able to alleviate the effects of multi-
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user collision, in any interfering channel model. Coded multi-channel over-sampling 
MMSE equalizer hence is shown not only be able to offset BER introduced by ISI, but 
reduce errors brought about by multi-user interference too. It was found that the 
proposed system is able to tolerate one collision per sub-band among all interfering 
users. This helps in terms the assignment of TF code among the SOPs, increasing the 
number of potential users that could be supported in a multi-band UWB system. 
 
Despite the extensive results that have been presented, there are some areas pertaining 
to the receiver design that are not dealt with in this work and is left for future research. 
For example, perfect channel estimation has been assumed throughout. Estimation 
errors may induce severe BER degradation. Channel estimation is a great challenge in 
UWB systems due to its fine time resolution and the high data speed. This normally 
requires a very high sampling rate with high system complexity [43]. With multi-band, 
this task is made even more challenging, as channel estimation has to be carried out on 
every sub-band. 
 
In addition to channel estimation, more detailed investigations can be made for multi-
user analysis. For example, the interfering SOPs can each operate in different collision 
scenarios, in various distances and SIRs from the reference piconet. This will be a 
more accurate simulation of multiple access interference in a practical situation.  
 
In the final analysis, the pertinent aspects of the multi-band UWB receiver have been 
presented. The overall design takes advantage of certain UWB channel characteristics. 
The resulting receiver design is one with rapid acquisition, high coding gain and good 
multi-user performance by using over-sampling MMSE equalization. 
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