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Introduction
The distribution of differences and similarities in comparisons between molecular sequences can throw important light on functional properties of subregions within proteins, and give insight into gene duplications, partial gene recombination and other evolutionary events. Strategies fall into two main classes. The first, such as the scoring methods of Karlin and his colleagues Altschul, 1990, 1993; Karlin and Brendal, 1992; Karlin and Dembo, 1992) , aims to identify particular subregions in a sequence. The second strategy aims to screen a matrix of sequences to detect pairs of sequences whose comparison shows some feature of interest, most commonly evidence of gene recombination. The present paper addresses the second type of problem. If one is looking for overall anomalies in sequences, rather than particular subregions, one may reasonably ask for a statistic that measures the tendency toward long or short runs of similarities instead of maximal run lengths that are emphasized by Karlin's methods [whose distribution can be well approximated by the extreme-value distribution of Karlin and Dembo (1992) ]. The sums of squares of the length of runs has been suggested by Sawyer (1989) , but there seems no report of the distribution of the statistic for random positions of differences. The asymptotic distribution is, however, known for the sum of run lengths (Sherman, 1950 (Sherman, , 1957 , and this may have some advantage in being less affected by the length of the longest of the runs, but more sensitive to runs of moderate length.
The w statistic of Sherman (1950 Sherman ( , 1957 for the random division of an interval can be modified for use with molecular sequences (Sneath, 1995) . If one compares two aligned sequences, a high value of w indicates that the observed differences are clustered along the sequence. A high value draws attention to anomalies of evolution, such as partial gene recombination, cross-over events or functional constraints, which can lead to the differences being clustered in restricted regions of the sequence. A low value indicates that the differences are more evenly spaced than expected for random positions.
If d is the number of differences between two aligned sequences with a total of n sites, the modified statistic is:
where L k is the length of the kth run of similarities divided by (n -d). There are d + 1 such runs, including runs of zero length, and the total number of similarities is n -d. It was shown (Sneath, 1995) that the distribution of the modified statistic, like the original Sherman statistic, approaches nor-mality when both d and n become large. For randomly placed differences, the mean of w, E (w), tends to 1/e = 0.3679 and the standard deviation tends to [(2e -5)/de 2 ] 0.5 = 0.2431/d 0.5 . Reasonably good approximations were obtained for smaller d and n, provided that d was not less than 5 and n was not less than 2d. These approximations are, for the mean:
and for the variance:
so that the standard deviation
The probability, P, of an observed value w (obs) occurring by chance can then be derived approximately from:
where P is the one-tailed probability for z standard errors of the normal distribution (P is taken as >0.5 if z is negative).
For extreme values of z, the tables of Owen (1962) are convenient. However, in biological sequences, the position of differences is not necessarily random, even when there are no unexpected evolutionary factors. This mainly arises with nucleotide sequences that code for proteins, where the third codon position is the most variable and the second codon position is the least variable. The reason for the present study is to assess the magnitude of the effect of the almost constant second codon positions (and the lesser influence of first codon positions) and to find a method to correct the probabilities. The method is intended only for correctly aligned sequences in which the three codon positions are known and run continuously along the whole length, but some possible modifications are mentioned in the Discussion.
The question then arises: what is the effect on w of a given proportion, c, of evenly spaced constant sites? These will increase the number of similarities from n -d to cn + n -d. The new length n becomes n (c + 1).
If d is small and n is large, there will be few adjacent differences, and therefore few runs of similarities of zero length. Added evenly spaced similarities will thus fall almost entirely into existing runs of similarities. The constant sites will increase the lengths of these runs, but they will also increase the average length of run in a similar proportion. In consequence, w will be almost unchanged. Furthermore, because the mean and variance of w are dependent largely on d (which remains the same) and much less on n, as can be seen from equations (2) and (3), the value of P will also be little changed. However, if d is not small relative to n, the added similarities will sometimes break up runs of differences, or increase short runs of similarities, and this will reduce w. One needs to know whether this can have serious consequences for interpreting analyses of sequences.
A hypothetical example is as follows. A short pair of sequences show similarities, S, and differences, D, as below.
Example A S S S S D D S D D D D S D S S S S S S S
Here n = 20, d = 7. There are eight runs of S, which are 4, 0, 1, 0, 0, 0, 1 and 7, respectively, in length. On dividing by n -d = 13 and taking the absolute differences from 1/(d + 1) = 0.125, one obtains 0. 184, 0.125, 0.048, 0.125, 0.125, 0.125, 0.48 and 0.413 , respectively, whose sum is 1.193. Then w is half this: 0.597. The D symbols appear visually to be clustered near the centre of the sequence. From equation (2), E (w, est) = 0.436, and from equations (3) and (4) SD (w, est) = 0.107. Then from equation (5), z = (0.597 -0.436)/0.107 = 1.50 and P is about 0.067. There is thus some support, though with little confidence, for believing that the differences are more clustered than one would expect.
If one considers the same data with c = 2, i.e. with two similarities inserted after each site, the sequence now has n′ = n (c + 1) = 60 sites (example B).
Example B S S S S S S S S S S S S D S S D S S S S S D S S D S S D S S D S S S S S D S S S S S S S S S S S S S S S S S S S S S S S
The number of differences is unchanged at 7, but the number of similarities n′-d = 53 and the lengths of the runs are 12, 2, 5, 2, 2, 2, 5 and 23, respectively. After dividing by 53 and subtracting from 1/(d + 1), the absolute differences are 0.101, 0.087, 0.031, 0.087, 0.087, 0.087, 0.031 and 0.309. The sum is 0.820 and w = 0.410.
It is seen that the addition of evenly spaced similarities has reduced w from 0.597, a value that may indicate clustering of the differences, to a value well below this. One is entitled to use equations (2)-(4) if the null hypothesis is still that the D symbols are positioned at random, i.e. if example B had been observed, but one had no knowledge that any constant sites had been added. With d = 7 and n′ -d = 53, these give E (w, est) and SD (w, est) of 0.366 and 0.091, respectively, so that from equation (5), z is (0.410 -0.366)/0.091 = 0.485 and P is 0.31. The differences are now only slightly clustered with very poor significance.
The complementary question is: what is the probability that the differences are clustered after taking account of evenly spaced constant sites when c is known? For this, one must determine the distribution of w when modified by c. An analytic solution to the new distribution seems difficult, but an approximate solution may be obtained by simulation. In view of the fact that the modified Sherman statistic equations are themselves approximations, and that there are many uncertainties due to type II errors in biological applications, it is likely that simulation is adequate.
System and methods
A BASIC computer program was written to calculate w from a sequence of n sites containing d differences distributed randomly. This sequence was then altered by inserting a given proportion, c, of similarities as evenly as possible, and this process was repeated for a large number, T, of trials with different random placements of the d differences. The first four moments of the T values of w were calculated, and these were converted to the mean, variance, skewness (β 1 ) and kurtosis (β 2 ). The simulations were repeated for various values of d, n and c. Typically, T was several thousand, but this had to be reduced when n was large in order to obtain reasonable computing times.
Let R be the ratio w c /w 0 between the mean value of w for random sequences as described above when c is greater than zero (w c ) and the mean when c is zero (w 0 ). It was noted that this ratio was almost entirely dependent on the proportion of differences, d/n, and the same was true of the variances. This permitted the pooling of a number of runs with different d and n, but with the same value of d/n. These values were set from 0.01 to 0.556. The values of c were 0.1, 0.2, 0.333, 0.5, 0.667, 1, 2, 10 and 100.
Algorithm
The simulations then relate three variables, X 1 = d/n, X 2 = c/(c + 0.5) and Y = R. The scaling to give X 2 was chosen because it gave almost linear relationships with R. The data then can represent a plane with X 1 = 0 to 0.5 and X 2 = 0 to 1, and Y = R as a contoured surface above the plane. The data were smoothed by polynomial trend surface analysis using a modification of the computer program of Davis (1973) . There were 130 data points, fairly evenly spaced on the Xaxes. Points for d/n = 0.556 were retained to control the edge of the surface (Davis, 1973) , though this is outside the useful range for equations (2)-(5). A computer program was also written to randomize the positions of sites in a matrix of aligned sequences (but retaining the nucleotides proper to each sequence), either by shuffling all sites, or else by shuffling separately the sites belonging to the first, the second and the third codon positions in turn. This was used to check the best way to estimate c from the variances of the three positions (see below).
Implementation
Typical results of the simulation are shown in Table 1 , where the percentage of differences is 20%. The mean and standard deviation of w when c = 0 are in good agreement with equations (2)-(5), and this was true for the acceptable range of d and n. It is seen that the skewness (β 1 ) and kurtosis (β 2 ) are fairly close to that for a normal distribution: 0 and 3.0, respectively. The erratic values of β 2 for d = 400 are mainly due to the small number of simulations. The results are in reasonable agreement with the standard errors of the tabulated functions from sampling theory (Snedecor, 1956) . Table 1 shows that the mean value of w is fairly constant for the given ratio d/n of 0.2, and although one loses the benefit of the correction factors in equations (2) and (3) that depend on n, this benefit is relatively small. It is seen that w is reduced as c is increased, and tends towards an asymptote with large c (as shown by c = 10 compared with c = 100). Table 2 shows for the data of Table 1 the ratio R = w c /w 0 . It is seen that R varies little with d or n. The table also gives the corresponding ratio R s between the standard deviation for given c and that for c = 0. This ratio closely parallels that for the mean, so that although in principle one should consider both ratios in determining the new distribution of w, in practice the ratio for the means, R, seems to be adequate. This behaviour of the ratio of means and the ratio of standard deviations was found to hold quite well over all the situations of practical importance. It was also noted that the value of R was not markedly dependent on how clustered the D sites were before adding the proportion c of similarities.
The implication of these empirical findings is that a single parameter, R, is sufficient to describe quite well the random distribution of w when evenly spaced constant sites are added, and it can be estimated simply from trend-surface analysis. The second-order surface (with six coefficients) was adequate. Third-and fourth-order surfaces gave only small improvement. The fit to the data, as the coefficient of multiple regression, for the first to fourth orders, was 0.868, 0.996, 0.997 and 0.998, respectively.
The second-order surface is shown in Figure 1 . It is determined by the equation:
where X 1 is d/n and X 2 is c/(c + 0.5). Figure 1 is part of a saddle-shaped surface, and R is very close to 1 for X 1 = 0 and for X 2 = 0. There is a region where R is above 1 when c is less than ∼0.02, but the discrepancy is largely due to the incomplete fit of the surface, and is of small practical significance. These six coefficients should be adequate for practical purposes.
One can then correct for a known value of c as follows, illustrated by example B. In that example, c = 2, d = 7 and the total length n = 60. The corrected length n c is n′/(c + 1) = 20. The dissimilarity of d/n c is 0.35 = X 1 and c/(c + 0.5) is 0.8 = X 2 . From equation (6), R is obtained as 0.737 (which is roughly the value from inspecting Figure 1 ). Then the corrected value w c , i.e. that expected if the 40 constant sites were removed, is the observed w of example B divided by R, giving w c = 0.410/0.737 = 0.556. The value of w of example A is fairly close: 0.597. The corrected probability is obtained from equations (2)- (5) using d (which is unchanged) and n c . This gives z as (0.556 -0.436)/0.107 = 1.121, and P = 0.131. This corrected probability is less than that from example B, which was 0.31. It is not as small as the value of 0.067 from example A, but a considerable correction has been made. There seems no need to round n c to the nearest integer in such calculations.
The corrected values of w and P are reasonably close to those of example A, but not identical, because the ratio R is an average from different random arrangements of the D values. This places limits on how accurately one can correct for c in any individual case. The standard deviation of R was not very well behaved; it tended to fall from c = 0.1 to c = 1 and then rise slightly. However, SD (R) was found to be approximately 1/n c for a wide range of X 1 and X 2 , so this is a useful rough guide. Also, the standard deviation decreases for the long sequences that are of practical interest, so the corrections will be better for these.
The question that arises is how best to estimate c from a matrix of aligned sequences. The degree of constancy in the first, second and third codon positions is very variable, so that there is no simple solution, such as deleting all second codon positions. Nor can one use simply the numbers of variable sites at each of the codon positions, because this does not take account of whether there are two or more alternative nucleotides at a site. However, the multivariate variance at each site (the mean squared distance about the centroid in an N-dimensional space where there are N different nucleotides) is directly related to the number of differences at that site. This is a consequence of a well-known statistical theorem relating the sums of squares within and between groups. The sum of squared distances of points from their centroid is half the sum of squared distances between all points (including reverse comparisons and the zero distances between points and themselves; Sneath and Sokal, 1973, p. 282) . For example, suppose with t = 5 sequences, at a particular site one sequence is A, two are C and two are T, the number of differences between the t(t -1)/2 = 10 comparisons is eight. They all differ, except for one comparison between C and C and one between T and T. If these differences are expressed as a square table of t 2 cells, with a distance of 1 for a difference and 0 for a similarity, the squared distances are also 1; there are then 16 differences in the 25 cells, a mean of 0.64, and the variance is half this, 0.32. It is more convenient to calculate it as half the complement of the sum of the squared proportions of nucleotides, 1 -(0.2 2 + 0.4 2 + 0.4 2 )/2 = (1 -0.36)/2 = 0.32. These site variances can then be summed separately for the first, second and third codon positions, and expressed as proportions, p 1 , p 2 , p 3 , of the total. A convenient derivative is the sum of their squares F = p 1 2 + p 2 2 + p 3 2 , and one may estimate c as 3F -1. This has the required properties when one or more proportions are zero. Thus, if the proportions are 0, 0 and 1, F = 1 and c = 2. This corresponds to the situation where only the third codon positions are variable, so that two constant sites are added between each variable site.
No special justification is claimed for this derivation of c, but it was checked by simulation experiments using test matrices with n = 90 and d/n ranging from 0.1 to 0.25, and differences positioned randomly along the sequences. Different proportions of variance at the first, second and third simulated codon positions were used, and 15 such matrices were constructed. These spanned the possible proportions of three variances, as shown in a three-component diagram (Figure 2) .
Each test matrix was randomly shuffled five times, but in such a way that the first, second and third simulated codon positions were randomized separately. This preserved the proportion of variance at each of the three codon positions. The mean of w and the mean of z for the sequence comparisons were calculated and pooled for the five random replicates. Because of the differences in the variances at the three codon positions, the constant-site effect ranged from c of almost zero to c = 2. As anticipated, mean w was lower than random expectation and mean z was negative, i.e. the uncorrected values indicated that differences are more evenly spaced than expected at random. This effect was more marked the further the mixture was from the centre of Figure 2 .
The goodness of c as derived from variances was assessed as follows. Mean w for each matrix was corrected by dividing by R obtained from the mean d/n of the matrix and from c/(c + 0.5). These corrected w values were then converted to z scores using n c and d = n c d/n. These scores were all close to zero, ranging from -0.21 to 0.07 for the 15 matrices, with no obvious dependence on the position in Figure 2 . A final check was made by randomizing the sites without reference to their codon positions, which gave average z scores close to zero, as expected from randomly positioned differences (-0.05 to 0.13 for the 15 matrices). These results show that the derivation of c is acceptable and also provide assurance that the approximations to the Sherman statistic in equations (2)- (5) are satisfactory.
Application
These methods are illustrated with two sets of nucleotide sequences using a BASIC program to compute the Sherman statistic with and without connection by c. The first is mitochondrial cytochrome oxidase I of 15 species and subspecies of beetles of the genus Pimelia that are largely isolated from each other on the Canary Islands (Juan et al., 1995) . Both the maternal mode of inheritance and the geographic isolation imply that there is little chance of gene recombination or similar evolutionary anomalies. Differences should therefore be positioned almost randomly. The sequences consist of 365 sites; 20 are variable at codon position 1, one is variable at codon position 2 and 94 are variable at codon position 3. The proportions of variances for the first, second and third codon positions are 0.165, 0.003 and 0.832, respectively, so c is estimated at 1.157. The most significant uncorrected comparison has a probability of 0.009, which cannot be considered significant among 105 comparisons.
The second set is the glnA gene of eight strains of Neisseria meningitidis (Spratt et al., 1995) which shows obvious recombination in parts of the gene. These data consist of 1254 sites, with 15 variable sites at the first codon position, five at the second and 114 at the third. The proportions of variances are 0.104, 0.033 and 0.863, respectively, so c is estimated at 1.270. Of the 28 comparisons, 16 have probabilities of <10 -6 and eight have probabilities of <10 -9 . Figures 3 and 4 show the corrected values of w and z for individual sequence comparisons plotted against the uncorrected values, and Table 3 shows details of a few of these. 
a b
The correction for the Pimelia data (Figure 3 ) has shifted the mean of z from a negative value of -0.55 (because of the constant-site effect) to 0.24, closer to zero (biological data are seldom completely random). The standard deviations of corrected and uncorrected z scores are both close to unity, as expected for random data. The relationships of corrected and uncorrected data are roughly linear, as shown by the high correlation coefficients, particularly for the z scores. The three illustrative comparisons of sequences in Table 3 show that the correction has reduced P values to a moderate extent, and this is so for comparisons that showed unusually high and unusually low P values. The most significant comparison shows corrected probability of 0.001, barely significant among 105 comparisons, but possibly this does indicate some small biological effect that makes the position of differences not entirely random. The Neisseria data (Figure 4 ) also show high correlation between corrected and uncorrected values even when the comparisons imply extreme evolutionary anomalies, as well as one of the few comparisons, strains HF130 and N9411, that could plausibly be considered to show random results (Table 3) . The correction has moved mean z from 4.82 to 5.39, thus increasing the significance appreciably. The standard deviations in this data set are much greater than unity (2.04 and 2.15 for uncorrected and corrected z scores, respectively), but this has no particular significance because the distributions of the differences are not random and the z scores reflect the variation in the magnitude of the partial gene recombinations in these data.
It is not satisfactory to correct all comparisons by choosing a single average value of R for a matrix; this undercorrects some comparisons and overcorrects others because of differences in d. Although each sequence comparison must be corrected separately, this is of little consequence for a computer program that contains the constants of equation (6).
Randomization of either Pimelia or Neisseria data shows the expected behaviour: if the first, second and third codon positions are randomized separately, average z is negative; if all positions are randomized together, it is near zero.
A number of other data sets were also studied. The mitochondrial cytochrome b DNA sequences of Canary Island lizards of the genus Gallotia (González et al., 1996) show almost random distribution of differences. The variances for first, second and third codon positions were 0.162, 0.070 and 0.769 of the total, respectively, giving c of 0.865. Scatter plots were similar to those for Pimelia. The correction raised mean z from -0.41 to 0.43. The correlation between corrected and uncorrected z values was 0.872. A stretch of 117 sites of the white gene of mosquitoes (Besansky and Fahey, 1997) showed similar results; the respective proportionate variances of first, second and third codon positions were 0.132, 0.109 and 0.759 with c = 0.817. The correction raised mean z from -0.88 to -0.06, and the correlation between these was 0.981. Bacterial 16S rRNA sequences (Kim et al., 1995) have functional constraints imposed by the base pairing in the loops of the molecule. These are evidently a major cause of the low probabilities for the sequence comparisons, ranging from 0.001 to 1.3 × 10 -12 . First, second and third codon positions do not of course apply to such molecules, but if these positions are assigned arbitrarily, there is no marked periodicity at every third site. The nominal variances for arbitrary first, second and third positions were 0.344, 0.389 and 0.267 of the total, giving c of only 0.023, and R was always close to unity. The correction therefore produced very small changes (mean z was raised from 5.13 to 5.20) and the scatter plot was almost perfectly linear. This shows that if the method is inadvertently applied to data with no marked ternary periodicity, it will not give seriously misleading results. Of course, the method will not be satisfactory if for any reason the codon positions are incorrectly aligned in different parts of the sequences (see below).
Discussion
It is not entirely clear what is the best criterion against which to judge the correction for evenly spaced constant sites, but one would expect on general grounds that corrected z values should be well correlated with uncorrected ones. If this were not so, one could have little confidence that the corrected probabilities were better indicators of the biological history. In the examples studied here, this correlation was always high, and consistently greater than those between the other possibilities that were examined. Thus, correlation of z between only third codon sites and all sites for the Pimelia data was only 0.862, and for the Neisseria data 0.975, whereas for all three sites, corrected versus uncorrected, these were 0.951 and 0.993, respectively (Figures 3b and 4b) . Similarly with the Gallotia data, correlation between the third codon position and all three positions was 0.538, whereas r between the corrected and uncorrected z values from all three sites was 0.872. It is also evident that use of only the third codon position causes loss of information, particularly when the first and second codon positions show much variability. In these data, the second codon positions were too invariant to allow reliable comparisons and w values. The results on the first codon position alone were erratic, perhaps because the variability was low, and correlation on z between the first and all three codon positions was poor (r was 0.090 for Pimelia data and 0.177 for Neisseria data). Clustering of first codon sites for the Neisseria sequences was notably low (matrix mean z = 0.01) for no obvious biological reason. As expected, results from a single codon position with the effectively random Pimelia and Gallotia data gave values close to random ex-pectation, because they cannot exhibit the constant-site effect. Comparison with protein sequences was possible for the Gallotia data, and agreement between amino acids and nucleotides was moderately strong; the correlation between z from proteins and z from all three codon positions was 0.437.
As noted earlier, the method requires correctly aligned sequences of nucleotides with the three codon positions unambiguously marked. Insertions and deletions must, therefore, be handled by some previous procedure, such as introducing gaps among the sites, but preserving the ternary arrangement of codon positions. If this arrangement is not preserved, the value of c cannot be estimated correctly through the variances at the three codon positions, because the three positions are then confused. If there are many non-synonymous differences, the nucleotide sequences can of course be converted to protein sequences and analysed by techniques such as those of Karlin and Altschul (1993) , but many studies on closely related species have too few non-synonymous differences. The Pimelia data are a case in point, which nevertheless shows important zoogeographical features (Juan et al., 1995) .
In conclusion, the significance of clustering of differences is certainly reduced by the effect of evenly spaced constant sites. This distortion is not gross in the examples studied here, even when almost all second codon position sites and many first codon position sites are constant. Because of the broadly linear relationship between corrected and uncorrected z scores (Figures 3 and 4) , the distortion corresponds broadly to a constant displacement in standard errors. More experience is needed on how great the constant-site effect will be in practice, but the results here suggest that for more extreme cases, e.g. when almost all variation is at the third codon position, the displacement is typically half to one z unit, and this is not greatly dependent on the length of the sequence. The displacement, of course, has different effects on the probabilities themselves, depending on the magnitude of the z score, but it may be useful to think in terms of standard errors when evaluating the w coefficients. The results presented here at least provide assurance that the constantsite effect will seldom give highly misleading results.
Nevertheless, it seems a sensible recommendation to correct for the constant-site effect using the c values from variances. This will not make much difference if there is no pronounced ternary periodicity, but it should improve the w coefficient results.
Lastly, it should be noted that the constant-site effect will distort the significance of other coefficients for comparing sequences for anomalies, e.g. that of Sawyer (1989) . Correction factors for these could be explored along the lines described here.
