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DNN2LR: Interpretation-inspired Feature
Crossing for Real-world Tabular Data
Zhaocheng Liu, Qiang Liu, Haoli Zhang, Yuntian Chen
Abstract—For sake of reliability, it is necessary for models in real-world applications, such as financial applications, to be both
powerful and globally interpretable. Simple linear classifiers, e.g., Logistic Regression (LR), are globally interpretable, but not powerful
enough to model complex nonlinear interactions among features in tabular data. Fortunately, automatic feature crossing is an effective
way to capture the interactions among features in tabular data, and able to promote the performances of LR without heavy handcrafted
feature engineering. Meanwhile, Deep Neural Networks (DNNs) have shown great effectiveness for modeling tabular data. However,
DNN can only implicitly model feature interactions in the hidden layers, and is not globally interpretable. Accordingly, it will be promising
if we can propose a new automatic feature crossing method to find the feature interactions in DNN, and use them as cross features in
LR. In this way, we can take advantage of the strong expressive ability of DNN and the good interpretability of LR. Recently, local
piece-wise interpretability of DNN has been widely studied. The piece-wise interpretations of a specific feature are usually inconsistent
in different samples, which is caused by feature interactions in the hidden layers. Inspired by this, we give a definition of the
interpretation inconsistency in DNN, and accordingly propose a novel method called DNN2LR. DNN2LR can generate a compact and
accurate candidate set of cross feature fields, and thus promote the efficiency of searching for useful cross feature fields. The whole
process of learning feature crossing in DNN2LR can be done via simply training a DNN model and a LR model. Extensive experiments
have been conducted on five public datasets, as well as two real-world datasets. The final model, a LR model empowered with cross
features, generated by DNN2LR can achieve better performances compared with complex DNN models. The experimental results
strongly verify the effectiveness and efficiency of DNN2LR, especially on real-world datasets with large numbers of feature fields.
Index Terms—Deep Neural Networks, Interpretation, Feature Crossing, Automated Machine Learning.
F
1 INTRODUCTION
IN application areas such as finance and healthcare, re-liability and interpretability are strongly desired. Thus,
powerful and globally interpretable models are well ap-
preciated in real-world applications. In [1], the global in-
terpretability is defined as, we are able to understand the
whole logic of a model and follow the entire reasoning leading
to all the different possible outcomes. Commonly-used linear
classifiers, e.g., Logistic Regression (LR), are simple and
globally interpretable. However, LR usually has relatively
poor performances, and it is hard for LR to model complex
nonlinear interactions among features in tabular data. To
improve the performances of LR, heavy handcrafted feature
engineering is usually required. On the other hand, Deep
Neural Networks (DNNs) [2] and tree ensemble models
[3], [4] are able to take use of complex nonlinear feature
interactions. However, as pointed in [1], these methods are
not globally interpretable. Fortunately, automatic feature
crossing, which takes cross-product of sparse features, is
a practical direction in automated machine learning [5].
It is a promising way to capture the interactions among
categorical features in tabular data in real-world applica-
tions [6], [7]. Via automatic generation of cross features,
we can achieve better performances with the simple LR
model without heavy handcrafted feature engineering. As
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pointed in [7], cross features, instead of latent embeddings
or latent representations in DNN, are highly interpretable.
Moreover, utilizing cross features is more flexible and suit-
able for large-scale online tasks [7], [8]. With the research
on automatic feature crossing, we can make the simple LR
model powerful and globally interpretable simultaneously,
and thus reliable models can be obtained in real-world
applications.
According to the definition in previous works [7], [8],
in a specific sample k, we can conduct nth-order feature
crossing as
gxk,f1 ,xk,f2 ,...,xk,fn = xk,f1 ⊗xk,f2 ⊗...⊗ xk,fn , (1)
where ⊗ denotes cross-product, gxk,f1 ,xk,f2 ,...,xk,fn is the
corresponding generated cross feature, and xk,f is a bi-
nary feature associated with categorical feature field f ,
e.g., feature “occupation=teacher” associated with the field
“occupation”. Via feature crossing, the cross feature of a
female teacher can be denoted as (“gender=female” ⊗ “oc-
cupation=teacher”). And an example of feature crossing can
be found in Fig. 1. Moreover, considering feature discretiza-
tion has been proven useful to improve the capability of
numerical features [6], [7], [9], [10], [11], we can conduct
feature discretization on numerical feature fields to generate
corresponding categorical feature fields. Thus, we are able to
perform feature crossing on both categorical and numerical
feature fields.
Previous works on feature crossing mostly try to search
in the set of possible cross feature fields [6], [7], [12], [13],
[14]. The candidate set for searching is usually inevitably
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gender occupation
female teacher
female doctor
male teacher
male doctor
feature fields
features
feature crossing
(gender, occupation)
(gender=female ⊗ occupation=teacher)
(gender=female ⊗ occupation=doctor)
(gender=male ⊗ occupation=teacher)
(gender=male ⊗ occupation=doctor)
cross feature fields
cross features
Fig. 1. An example of feature crossing.
large, which leads to low efficiency of learning feature cross-
ing. Tree ensemble models [3], [4] have also been utilized
for finding cross features [15], [16]. However, as pointed
in [17], it is hard for these tree ensemble models to well
handle sparse discrete features, which are important in real-
world applications [6], [9]. Besides above crossing methods,
some factorization-based methods [18], [19], [20], [21] seek
to model feature interactions with product-based similarity.
However, the product-based similarity is hard to model
all kinds of feature interactions in various applications.
Meanwhile, some deep learning-based methods design var-
ious crossing modules for modeling feature interactions [8],
[22], [23], [24], [25], [26]. Unfortunately, due to the hidden
projections in the crossing modules, which are usually incor-
porated in deep learning technologies, most of these deep
learning-based methods are not globally interpretable and
capable to explicitly generate enough cross features.
As mentioned in previous works [2], [22], [24], DNN
can be a powerful method for capturing various feature
interactions in its hidden layers. DNN can implicitly interact
features, but can not explicitly provide interpretable cross
features. Recently, the interpretability of deep models has
drawn great attention in academia, and research works
mostly focus on piece-wise interpretability, which means
assigning a piece of local interpretation for each sample [27],
[28], [29], [30], [31], [32]. That is to say, a nonlinear DNN
model can be regarded as a combination of numbers of
linear classifiers [33], [34], [35]. This process can be done via
the gradient backpropagation from the prediction layer to
the input features. We observe that, local interpretations of a
specific feature are inconsistent in different samples. This is
caused by feature interactions occurred in the hidden layers
of DNN. Therefore, in this paper, we give definition of the
interpretation inconsistency in DNN, which can help us find
useful cross features. With the interpretation inconsistency
in DNN, we can take advantage of the strong expressive
ability of DNN and the good interpretability of LR.
Accordingly, in this paper, we propose a novel method
called DNN2LR, which can automatically learn useful cross
feature fields from the interpretation inconsistency of DNN.
The process of DNN2LR can be detailed as follows: (1) We
train a DNN model with the whole training set. (2) For each
sample in the validation set, we calculate the gradients of
the output predictions with respect to the input features,
i.e., local interpretations. We also calculate the average value
of all the corresponding local interpretations as the global
interpretation of a specific feature. For a specific feature in
a specific sample, if the corresponding local interpretation
is far from the corresponding global interpretation, i.e.,
interpretation inconsistency is large, we regard this feature
interacted with others by DNN in the sample. Thus, we ob-
tain a set of feasible features that works for feature crossing
in each sample. (3) Then, we generate a global candidate set
containing both second-order and higher-order cross feature
fields. (4) Based on the candidate set, we can train a simple
LR model, therefore rank and select useful feature fields
according to their contribution measured on the validation
set. (5) Finally, we can obtain the set of useful cross feature
fields, as well as a LR model empowered with cross features.
In this paper, we conduct experiments on five public
datasets, as well as two real-world datasets. According to
the experimental results, a simple LR model empowered
with the final set of cross feature fields achieves better
performances comparing with DNN, as well as some state-
of-the-art feature crossing methods. The experiments also
shows, to achieve this, a candidate set with only 2N or
3N cross feature fields is enough for searching, where N
is the number of original feature fields in each dataset. To
be noted, this is extremely small compared to the whole
set of second-order and higher-order cross feature fields,
especially when N is large. With such a compact candidate
set, the searching for final useful cross feature fields can
be efficiently done. In a word, via DNN2LR, we obtain a
powerful and globally interpretable in an efficient way.
The main contributions of this paper are summarized as
follows:
• We give defination of the interpretation inconsis-
tency in DNN, and accordingly propose a novel
DNN2LR method. Our proposed DNN2LR method
can generate a compact and accurate candidate set of
cross feature fieldsp, with relatively small amount
compared to the whole set of second-order and
higher-order cross feature fields.
• Useful cross feature fields can be directly ranked
and selected based on our compact candidate set
and corresponding contribution in a LR model. The
whole process of learning feature crossing can be
done via simply training a DNN model and a LR
model.
• Extensive experiments have been conducted on sev-
eral datasets. The final model, i.e., a LR model em-
powered with cross features, generated by DNN2LR
can outperform the complex DNN model, as well
as the state-of-the-art feature crossing methods, i.e.,
AutoCross [7] and AutoFM [21]. The high efficiency
of DNN2LR is strongly verified, especially on real-
world datasets with large numbers of feature fields.
The rest of the paper is organized as follows. In section
2, we first summarize some works on feature crossing and
interpretability. Section 3 gives brief analysis about why and
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how we learn feature crossing from interpretations of DNN.
Section 4 details our proposed DNN2LR method. In section
5p, we report and discuss our experimental results. And
finally, section 6 concludes our work.
2 RELATED WORK
In this section, we review four kinds of feature crossing
methods: searching-based, tree-based, factorization-based
and deep learning-based. We also review some works on
interpretability of DNN.
2.1 Searching-based Feature Crossing
It is a direct way to search for useful cross feature fields in
a candidate set. However, the candidate set for searching
is usually inevitably large, which leads to low efficiency
of learning feature crossing. Most searching-based methods
focus on generating second-order features [6], [12], [13],
[36], [37], [38]. Some of searching-based methods investi-
gates interactions among numerical features [13], [14], [36],
[37], [38], [39], [40], [41], which can be applied in limited
scenarios. And other methods focus on discrete features [6],
[7], [12], which have been proved able to be applied on all
kinds of features, and promote the prediction performances
[6], [9]. In [6], the authors try to generate and select second-
order cross feature fields according to Conditional Mutual
Information (CMI). However, once the mutual information
of an original feature field is high, the generated cross
feature fields containing it will also have high conditional
mutual information. AutoLearn [38] selects cross feature
fields by using regularized regression models, where it is
hard to learn a regression model for all the cross feature
fields on a wide dataset. Some works [13], [37] takes meta-
learning into consideration for feature generation. However,
the effectiveness of meta-learning in these methods remains
a question and requires extremely large amount of data.
There are also some methods incorporating genetic algo-
rithm [40] and reinforcement learning [14], [41] for finding
feature combinations. However, with genetic algorithm or
reinforcement learning, we still have a large space to ex-
plore. Moreover, as introduced in [14], it also requires large
amount of data for the training of reinforcement learning.
To tackle with above problems, AutoCross [7] presents
a framework to search in the large candidate set more
efficiently, which is a greedy and approximate alternative:
(1) AutoCross iteratively searches in a set of cross feature
fields, where the set is initialized as all the second-order
feature fields, and the selected cross feature field is greedily
used to generate new high-order cross feature fields in the
next iteration. (2) AutoCross uniformly divides the dataset
into at least
∑dlog2 te−1
i=0 2
i batches, where t is the size of
candidate set in AutoCross, and iteratively train a field-wise
LR model on part of the data to validate the contribution
of a cross feature field. The authors apply the generated
cross features, containing both second- and high-order cross
features, in a LR model, and it achieves approximate or even
better performances comparing with the complex DNN
model on 10 datasets. However, AutoCross still searches for
useful cross feature fields in a large candidate set, whose
size shows exponential relation with the number of the
original feature fields. For example, when the size of original
feature fields is 10, the number of second-order cross feature
fields is 45. And when the size of original feature fields
becomes 100, 200, 500 and 1000, the number of second-
order cross feature fields becomes 4950, 19900, 124750 and
499500 respectively. When the candidate set is large, the
searching efficiency will still be low. Moreover, when the
candidate set is large, data for training the field-wise LR
model of a candidate cross feature field will be too little to
produce reliable results. Therefore, the results of AutoCross
are with some randomness, and it is dubious for AutoCross
to achieve powerful performances, especially on some wide
tabular datasets.
2.2 Tree-based Feature Crossing
Some works [15], [16] utilize tree ensemble model, e.g.,
GBDT (Gradient Boosting Decision Tree) [4] and XGBoost
[3], for generating cross features. In [15], each tree in the
GBDT model corresponds to a cross feature field, and the
leaf node in a tree corresponds to a cross feature. As pointed
in [17], it is hard for tree ensemble models to well handle
sparse discrete features, which are essential in real-world
applications. This constrains the effectiveness and applica-
tion scenarios of tree-based feature crossing methods.
2.3 Factorization-based Feature Crossing
p As an extended method of Matrix Factorization (MF),
Factorization Machine (FM) [18], [42] has been a successful
way to capture second-order feature interactions. Field-
aware FM (FFM) [43] incorporates field-aware interactions
between different feature fields. To overcome the problem
that conventional FM can only model second-order feature
interactions, Higher-Order FM (HOFM) [20] proposes to
model higher-order feature interactions in the FM archi-
tecture, and a linear-time algorithm is presented. Besides,
FM has recently been extended via combining with DNN
architectures, e.g., Neural Factorization Machines (NFM)
[44] and DeepFM [24].
The calculation of feature interactions in FM is somehow
product-based similarity. This may be suitable for some
kinds of feature interactions, e.g., the matching and corre-
lating in the scenario of recommendation [45]. However, it
is hard for these factorization-based methods to capture all
kinds of feature interactions in various real-world applica-
tion scenarios. Another drawback of FM is that, it models
all feature interactions of specific-order, most of which are
not useful for making predictions. To deal with this problem,
AutoFM [21] directly learns the weight for each cross feature
field, for both second-order and higher-order. It promotes
the performances of FM, but faces the problem of high
computational cost, especially when the dataset is wide and
the desired interaction order is high.
2.4 Deep Learning-based Feature Crossing
Nowadays, deep learning-based prediction methods have
shown their effectiveness. Among these methods, some
try to generate and represent cross features via designing
various deep learning-based crossing modules. For better
performances, these crossing modules are usually applied
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TABLE 1
The values of interpretation inconsistency in DNN of different features associated with two feature fields, where α ∈ {0, 1} and β ∈ {0, 1}, on four
toy datasets, characterizing logical operations AND, OR, XNOR and XOR respectively. Large interpretation inconsistency values in DNN give hints
about feature crossing.
sample AND OR XNOR XOR
α β α β α β α β α β
0 0 0.0002 0.0002 0.0001 0.0000 0.0105 0.0152 0.0137 0.0103
0 1 0.0006 0.0004 0.0003 0.0005 0.0000 0.0003 0.0411 0.0192
1 0 0.0000 0.0002 0.0002 0.0000 0.0126 0.0145 0.0189 0.0103
1 1 0.0000 0.0001 0.0002 0.0002 0.0308 0.0161 0.0190 0.0065
along with DNN architectures. The Wide & Deep model
[8] directly learns parameters of manually designed cross
features in the wide component. The Product-based Neural
Network (PNN) [22] applies inner-product or outer-product
to capture second-order features. In Deep & Cross Network
(DCN) [23], the authors design an incremental crossing
module, named CrossNet, to capture second-order as well
as higher-order features. AutoINT [26] is a combination of
residual connections [46] and a crossing module based on
Self-attention [47]. With the residual connections, the DNN
architecture is performed with the input of original features.
In xDeepFM [25], Compressed Interaction Network (CIN)
is proposed as a crossing module based on outer-product
calculation of features, and it is performed together with
DNN. Meanwhile, convolutional neural network is also
incorporated for modeling local interactions among nearby
features [48], [49], [50].
Inherit from deep learning technologies, above feature
crossing modules are mostly associated with hidden projec-
tion, in each layer or between adjacent layers. This happens
in most deep learning-based methods, including several
state-of-the-art crossing modules, e.g., CrossNet [23], CIN
[25] and Self-attention [26]. That is to say, most of deep
learning-based methods are not globally interpretable, and
are hard to explicitly generate enough useful cross features.
2.5 Interpretability of DNN
Recently, the interpretability of DNN has drawn great atten-
tion in academia, and research works mostly focus on local
piece-wise interpretability, which means assigning a piece
of local interpretation for each sample [1]. Some unified
approaches are proposed to fit a linear classifier in each local
space of input samples [34], [51]. Some works investigate
the gradients from the final predictions to the input features
in deep models, which can be applied in the visualization
of deep vision models [28], [29], [31], [52], as well as the
interpretation of language models [30], [32]. Perturbation
on input features is also utilized to find local interpreta-
tions of both vision models [53] and language models [54].
Meanwhile, via adversarial diagnosis of neural networks,
adversarial examples can also be introduced for local inter-
pretation of DNN [55], [56]. In some views, attention in deep
models can also be regarded as local interpretations [57],
[58]. As discussed in some works [34], [51], the nonlinear
DNN model can be regarded as a combination of numbers
of linear classifiers, and the upper bound of the number
in DNN with piece-wise linear activations has been given
[33]. Moreover, piece-wise linear DNN has been exactly and
consistently interpreted as a set of linear classifiers [35].
3 LEARNING FROM INTERPRETATIONS OF DNN
The widely-used DNN model has shown to be capable of
capturing various feature interactions in its hidden layers
[2], [22], [24]. This means, if we can explicitly find the
feature interactions in DNN and use them as cross features
in LR, we can take advantage of the strong expressive ability
of DNN and the global interpretability of LR. Recently,
extensive works have been done to study local piece-wise
interpretability of DNN, which means a DNN model can be
regarded as a combination of numbers of linear classifiers
[33], [34], [35]. And this process can be done via the gradient
backpropagation from the prediction layer to the input
features [27], [28], [29], [30], [31], [32]. Therefore, we can
first define the local interpretation in DNN.
Definition 1. (Local Interpretation) Given a specific feature
xk,f associated with the feature field f in a specific
sample k, the corresponding local interpretation is
I
l
k,f = wk,f e
>
k,f , (2)
where ek,f denotes the corresponding feature embed-
dings of xk,f in the DNN model, and wk,f is the local
weights computed via gradient backpropagation
wk,f =
∂ yˆk
∂ ek,f
, (3)
where yˆk denotes the prediction made by the DNN
model for the sample k.
To be noted, local interpretation refers to the contribution
of the corresponding feature to the final prediction in the
corresponding sample. Usually, local interpretations of a
specific feature are inconsistent in different samples. This
is caused by feature interactions in the hidden layers of
DNN. When local interpretations are consistent in different
samples, it means the corresponding feature contributes to
the final prediction on its own. When local interpretations
are inconsistent, it means the contribution of the corre-
sponding feature is affected by other features. To measure
the degree of inconsistency among local interpretations of
a specific feature in different samples, we first need to
calculate its global interpretation, and then calculate the
interpretation inconsistency between the local interpretation
and the global interpretation.
Definition 2. (Global Interpretation) Given the feature xk,f ,
the corresponding global interpretation is
I
g
k,f = w¯f e
>
k,f , (4)
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Fig. 2. Overview of our proposed DNN2LR approach, where si and fj indicate the i-th sample in the dataset and the j-th original feature field
respectively.
where w¯f is the average local weights of all features
associated with the feature field f in all samples, named
as global weights and formulated as
w¯f =
1
‖Ω‖
∑
k∈Ω
wk,f , (5)
where Ω is the set of samples.
Definition 3. (Interpretation Inconsistency) Given a specific
feature xk,f in a specific sample k, the corresponding
interpretation inconsistency is
dk,f =
∥∥∥(wk,f − w¯f ) e>k,f∥∥∥ . (6)
For the calculation of interpretation inconsistency, we
adopt absolute difference, instead of relative difference.
This is because, the values of interpretations indicate the
contribution to the final predictions, and features with little
contribution are hard to produce useful feature interactions.
The interpretation inconsistency in DNN is able to lead
us to generate a compact and accurate candidate set of cross
feature fields. We can automatically learn feature crossing
based on Assum. 1.
Assumption 1. Larger the values of interpretation incon-
sistency of a specific feature, more the corresponding
feature field can work for feature crossing.
To verify Assum. 1, we conduct empirical experiments
on four toy datasets. The four datasets characterize four
different logical operations: AND, OR, XNOR and XOR.
And we have two input feature fields, where α ∈ {0, 1} and
β ∈ {0, 1}. Thus, for each toy dataset, we have four different
samples, and the corresponding labels are in {0, 1}. As we
know, the logical operations AND and OR are easy and
linearly separable, therefore no cross features are needed.
In contrast, the logical operations XNOR and XOR are not
linearly separable, therefore second-order cross feature field
consisting of α and β should be generated. We train a DNN
model on each of the four toy datasets until convergence,
where the Area Under Curve (AUC) evaluation becomes
1.0. On all datasets, the gradients from the prediction layer
to the feature layer is computed, and the interpretation
inconsistency is obtained, as shown in Tab. 1. It is clear
that, interpretation inconsistency values on AND and OR
are extremely small, while those on XNOR and XOR are
relatively large. According to Assum. 1, α and β should be
crossed on XNOR and XOR, while should not on AND and
OR. Considering it is easy for linear classifiers to capture
logical operations AND and OR, while hard to capture
logical operations XNOR and XOR, the experimental results
strongly support Assum. 1. In a word, it is proper to learn
feature crossing from the interpretation inconsistency in
DNN.
4 DNN2LR
In this section, we formally propose the DNN2LR approach.
In general, DNN2LR consists of two steps: (1) generating a
compact and accurate candidate set of cross feature fields;
(2) searching in the candidate set for the final cross feature
fields. Specifically, we use ci = (f1, f2, ..., fn) to denote a
specific cross feature field generated by crossing original
fields f1, f2, ..., fn. Fig. 2 provides an overview of the pro-
posed DNN2LR approach.
4.1 Candidate Set Generation
As we rely on the local piece-wise interpretation of DNN
to generate the compact and accurate candidate set of cross
features, we first need to train a DNN model. The input
of DNN is the original features, which are sparse high
dimensional vectors. Thus, we use an embedding layer
[2] to transform the input features into low dimensional
dense representations. Then, the dense representations are
passed through some linear transformation and nonlinear
activation to obtain the predictions of samples, where we
use ReLu as the activation for hidden layers, and sigmoid
for the output layer to support binary classification tasks.
The training of DNN is paralleled and accelerated based on
the Parameter Server (PS) architecture [59].
Based on the trained DNN model, in each validation
sample k, we compute the interpretation inconsistency dk,f
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of the feature xk,f , as defined in Def. 3. Therefore, we obtain
an interpretation inconsistency matrix D, where D [k, f ] is
the interpretation inconsistency value of the f -th feature
field in the k-th sample. Then, we conduct an element-
wise filtering on matrix D with a threshold η, which can
be formulated as
D
∗ [k, f ] =
{
1, D [k, f ] ≥ Quantile (D, 1− η)
0, otherwise
, (7)
where D∗ is a binary feasible feature matrix, and D∗ [k, f ]
indicates whether the f -th feature in the k-th sample
has interacted with other features in the hidden layers.
Quantile (D, 1− η) denotes the 1 − η quantile of the ma-
trix D, which means keeping the top η elements (0% <
η < 100%) in D with largest values of interpretation
inconsistency. Then, for each feasible feature D∗ [k, f ] = 1,
the corresponding feature field f can be used to generate
candidate cross feature fields.
Finally, we greedily generate the candidate set of cross
features fields. Considering that extremely high-order cross
features are rarely useful, we construct our candidate set
with only 2nd-order, 3rd-order and 4th-order cross fea-
ture fields. To construct a compact and accurate candidate
set, we need to find cross feature fields which are most
frequently interacted in DNN. According to the feasible
feature matrix D∗, we count the occurrences of possible
cross feature fields. We then rank the cross feature fields in
a descending order according to the corresponding occur-
rence frequency, and select the top ε cross feature fields as
our candidate set. According to our experiments, to make
LR achieve better performances than the complex DNN
model, only ε = 2N or ε = 3N is needed, where N
is the size of the original feature fields. To be noted, in
general, this is extremely small comparing with the size of
the entire set of 2nd-order, 3rd-order and 4th-order cross
feature fields. For example, when N = 100, the size of
the corresponding entire set of cross feature fields will be
4, 087, 875 (4, 950 + 161, 700 + 3, 921, 225). Accordingly, a
compact candidate set of cross feature fields is generated,
and efficiently searching for useful cross feature fields can
be conducted.
4.2 Searching for Final Cross Feature Fields
After obtaining the candidate set of cross feature fields
S = {c1, c2, ..., cε}, we can search for final useful cross
feature fields. Following the idea in [7], the searching of
final cross feature fields is based on their contribution mea-
sured on the validation set. Meanwhile, we do not need to
involve the complex searching structure in [7], because of
our compact and accurate candidate set.
To search for useful cross feature fields, we need to train
a sparse LR model. The input of the LR model consists
of both original features and candidate cross features. We
use S as the schema to process the training set to generate
corresponding candidate cross features, which are denoted
as Xcrosstrain , with ε cross feature fields and Mtrain samples.
The original features of training set are denoted asXoriginaltrain ,
with N feature fields and Mtrain samples. Accordingly,
the number of all input feature fields for the LR model is
N + ε. As mentioned above, ε = 2N or ε = 3N is enough
Algorithm 1 Searching for Final Cross Feature Fields.
Require: candidate set S = {c1, c2, ..., cε}, original features
X
original
valid with N feature fields and Mvalid samples,
candidate cross features Xcrossvalid with ε cross feature
fields and Mvalid samples, labels Yvalid with Mvalid
samples, model weights W of LR trained with both
original and cross features on training set, lookup func-
tion LOOKUP() for one-dimensional embeddings in
the sparse LR model, sigmoid function γ() and AUC
computing function compute auc().
Ensure: final set of cross feature fields S∗.
1: S∗ = {};
2: E
original
valid = LOOKUP
(
X
original
valid
)
;
3: Ecrossvalid = LOOKUP (X
cross
valid);
4: b(−1) = Eoriginalvalid W [0 : N ];
5: AUC(−1) = compute auc(Yvalid, γ(b(−1)));
6: for i in [0, ε) do
7: for j in [0, ε) do
8: if cj not in S∗ then
9: b(j) = b(−1) + Ecrossvalid [:, j]W [N + j];
10: AUC(j) = compute auc(Yvalid, γ(b(j)));
11: end if
12: end for
13: k = argmaxj AUC(j);
14: if AUC(k) > AUC(−1) then
15: ck → S∗;
16: b(−1) = b(k);
17: AUC(−1) = AUC(k);
18: else
19: break;
20: end if
21: end for
22: return S∗.
according to our experiments. Therefore, the time cost of
training the LR model with both original and cross features
is in the same order of magnitude with directly training
a LR model with only original features. Moreover, similar
with the training of DNN, the training of the LR model is
also paralleled and accelerated with the PS architecture [59].
Based on the model weights W in the trained LR model,
we conduct the searching procedure for useful cross fea-
ture fields according to their contribution measured on the
validation set. Here, Xoriginalvalid and X
cross
valid denote original
features and candidate cross features on the validation
set respectively. Pseudocode of the searching procedure is
presented in Alg. 1. Moreover, the steps 7-12 in Alg. 1 are
paralleled with multi-threading implementation, where the
measuring of each candidate cross feature field is conducted
on one thread.
The main idea in Alg. 1 is that, based on parameters
in the trained LR model, we measure the contribution in
AUC of each candidate cross feature field on the validation
set, and select those have positive contribution as the final
set S∗ of cross feature fields. This searching procedure is
easy and effective. The reason why we can use such an
easy searching strategy is that, the DNN2LR approach can
generate a compact and accurate candidate set of cross
feature fields according to the interpretation inconsistency
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TABLE 2
Summarization of the datasets.
dataset
#samples #feature fields
widthtraining testing #Num. #Cate.
Employee 29,494 3,277 0 9 narrow
Adult 32,562 16,282 6 8 narrow
Criteo 41.256M 4.584M 13 26 medium
Movielens 517,310 221,704 109 20 wide
Allstate 131,823 56,497 15 115 wide
RW1 233,123 58,282 178 15 wide
RW2 151,236 52,169 302 56 wide
in DNN, and the searching procedure can greatly benefit
from this.
5 EXPERIMENTS
In this section, we empirically evaluate our proposed
DNN2LR approach. We first describe settings of the exper-
iments, then report and analyze the experimental results.
Thorough evaluations are conducted to answer the follow-
ing research questions:
• RQ1 Can DNN2LR empower the simple LR model
achieving good performances?
• RQ2 How is the efficiency of DNN2LR for feature
crossing, especially on datasets with large numbers
of feature fields?
• RQ3 How many cross feature fields can be automat-
ically generated?
• RQ4 How is the stability of the DNN2LR method?
• RQ5 How is the interpretability of the final model,
i.e., a LR model empowered with cross features,
generated by DNN2LR?
5.1 Experimental Datasets
We evaluate the proposed DNN2LR method on 5 public
datasets, i.e., Employee1, Adult2, Movielens3, Criteo4 and
Allstate5. Meanwhile, we also conduct experiments on 2
real-world datasets, i.e., RW1 and RW2, after anonymization
and sanitization. More details about these datasets can be
found in Tab. 2. These datasets have one thing in common:
DNN can outperform LR on these datasets, which means
there are cross features to find. According to the numbers
of feature fields in Tab. 2, we can conclude three kinds
of datasets: narrow datasets, medium datasets and wide
datasets. For the splitting of Employee, Adult and Criteo,
we follow [7]. For Movielens and Allstate, we use the first
70% data as the training set, and the last 30% data as the
testing set. Moreover, on each dataset, we use 20% of the
training samples for validation.
The tasks in Employee, Adult and Criteo are binary
classification. Meanwhile, we transform the regression tasks
in Allstate and Movielens as binary classification tasks with
settled thresholds. On Allstate, labels less than 2550 are set
1. https://www.kaggle.com/c/amazon-employee-access-challenge/
data
2. https://archive.ics.uci.edu/ml/datasets/adult
3. https://grouplens.org/datasets/movielens/1m/
4. https://www.kaggle.com/c/criteo-display-ad-challenge/data
5. https://www.kaggle.com/c/allstate-claims-severity/data
as negative, and positive otherwise. On Movielens, labels
equal to 4 or 5 are set as positive, and labels equal to 1
or 2 are set as negative. The task in Movielens becomes
the classification of whether a user likes a target movie
according to the user’s rating history on movies. Moreover,
we conduct some feature engineering, and design more than
100 handcrafted feature based on the original Movielens
datasets. On Movielens, we regard reviews as behaviors,
and sort the reviews from one user in order of time. We
extract a series of statistical features based on each user’s
historical behavior. Features consist of three types: user
meta features, movie meta features and user history fea-
tures. User meta features include user age, user gender and
user occupation. Movie meta feature include is cate, where
cate ∈ {action, adventure, animation, children’s, comedy,
crime, documentary, drama, fantasy, film-noir, horror, musi-
cal, mystery, romance, sci-fi, thriller, war, western}. And the
feature is cate indicates the category of the target movie. The
user history features include recent k cate mean score and
recent k cate cnt, where k ∈ {10, 30, 50}. And the feature
recent k cate cnt is the count of the corresponding category
that the user has reviewed in recent k times, while the
feature recent k cate mean score is the mean score of the
corresponding category that the user has reviewed in recent
k times.
5.2 Experimental Settings
In our experiments, we are going to verify whether we
can obtain powerful and globally interpretable models.
Specifically, we are going to verify whether DNN2LR can
empower the simple LR model to achieve better perfor-
mances comparing with the complex DNN model, as well
as other competitive feature crossing methods. Accord-
ingly, we give comparison among several types of methods:
baselines, factorization-based methods, deep learning-based
methods, tree-based methods, searching-based methods and
interpretation-inspired methods. We select some representa-
tive methods in each type and introduce them as follows.
Baselines: We incorporate sparse LR and DNN as base-
lines. LR is a simple linear model, while DNN is a com-
plex nonlinear model. For LR, we tune the learning rate
in the range of {0.005, 0.01, 0.05, 0.1, 0.5, 1.0}, and the l2
regularization in the range of {0.0001, 0.001, 0.01, 0.1, 1.0}.
For DNN, we set the dimensionality of feature embeddings
as 10, the learning rate as 0.001, the l2 regularization as
0.0001, and use Adam [60] for optimization. We use the
commonly-applied ReLu as activation function in hidden
layers of DNN. The hidden components in deep layers of
DNN are set as [400, 200] on Criteo, and [400, 100] on other
datasets.
Factorization-based: We include FM [18], HOFM [20]
and AutoFM [21]. FM is a successive method for model-
ing second-order feature interactions, and HOFM extends
FM with higher-order feature interactions. AutoFM directly
learns the weight for each cross feature field, for both 2nd-
order and higher-order. We set the dimensionality of embed-
dings as 10, the learning rate as 0.001, the l2 regularization
as 0.0001. We generate up to 4th-order cross features with
HOFM. The efficiency of AutoFM is low when datasets
are wide and desired interaction order is high. Thus, for
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TABLE 3
Performance comparison among different baselines and feature crossing methods in terms of AUC (%). We highlight methods those can
outperform DNN on each dataset. Clearly, DNN2LR is the only method that can constantly outperform DNN on all datasets. ∗ and ∗∗ denote
statistically significant improvement, measured by t-test with p-value< 0.05 and p-value< 0.01 respectively, over the most competitive compared
method on each dataset.
type method Employee Adult Criteo Movielens Allstate RW1 RW2
baselines
LR 86.75 92.10 78.51 81.36 86.10 72.36 78.16
DNN 87.85 92.68 79.95 85.86 86.60 74.60 79.68
factorization-based
FM 86.89 91.71 79.27 85.12 86.41 72.54 78.92
HOFM 86.96 91.67 79.72 85.51 86.48 72.78 79.21
AutoFM 87.32 92.18 80.08 86.02 86.46 73.08 79.32
deep learning-based
CrossNet 87.21 91.97 79.57 85.10 86.38 73.16 79.07
CIN 87.89 92.21 80.05 85.92 86.49 73.49 79.38
Self-attention 88.33 92.35 79.89 85.71 86.53 73.74 79.51
tree-based
GBDT 87.21 92.57 79.76 85.67 86.19 74.77 79.46
GBDT+LR 87.29 92.51 79.81 85.78 86.32 75.06 79.52
serching-based
CMI+LR 89.12 91.61 78.52 82.16 86.35 73.11 78.81
AutoCross+LR 89.42 92.80 80.31 84.33 86.41 72.67 78.29
interpretation-inspired DNN2LR 89.66∗ 92.96∗∗ 80.48∗∗ 86.25∗∗ 86.72∗∗ 76.23∗∗ 79.91∗∗
efficiency, with AutoFM, we generate up to 4th-order cross
features on narrow datasets, 3rd-order cross features on
medium datasets and 2nd-order cross features on wide
datasets.
Deep learning-based: We select CrossNet [23], CIN
[25] and Self-attention [26], [47]. CrossNet, CIN and Self-
attention are the crossing modules designed and applied
in DCN [23], xDeepFM [25] and AutoINT [26] respectively.
For those overlapping settings, we stay the same with
above settings of DNN. Moreover, for CrossNet, we have
3 layers of feature crossing. For CIN, we have 3 layers
of feature crossing, and the number of feature maps in
the crossing module stays the same with the number of
original feature fields. For Self-attention, we have 3 layers
of feature crossing, where the number of hidden units in
self-attention and the number of attention heads are set
as 32 and 2 respectively. These settings stay the same as
in corresponding previous works, and 3 layers of feature
crossing means conducting up to 4th-order crossing.
Tree-based: We include the GBDT classifier, as well as
the corresponding feature crossing method GBDT+LR [15].
Each tree in the GBDT model corresponds to a cross feature
field in GBDT+LR. For fair comparison, we set the number
of trees in GBDT as the same as the number of cross feature
fields generated by DNN2LR on each dataset.
Searching-based: We incorporate CMI [6] and Au-
toCross [7]. CMI searches for second-order cross feature
fields based on conditional mutual information. Following
[7], we estimate CMI with all samples in the training set.
And on the Criteo dataset, to conduct computation in a rea-
sonable time, we sub-sample 10% of the data for estimating
CMI. AutoCross is the state-of-the-art method for feature
crossing, which can generate both second-order and higher-
order cross feature fields. The major setting of AutoCross
is how many batches of data are divided for learning the
contribution of each candidate cross feature field. As in [7],
on Employee and Adult, there are 2
∑dlog2 te−1
i=0 2
i batches
of data, where t is the size of candidate set in AutoCross.
Meanwhile, on Criteo, there are 5
∑dlog2 te−1
i=0 2
i batches of
data. For other datasets, i.e., Allstate, Movielens, RW1 and
RW2, considering these datasets are relatively wide, we
have
∑dlog2 te−1
i=0 2
i batches of data. The terminal condition
of searching in AutoCross is set as, when newly added
cross feature field leads to a performance degradation, the
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Fig. 3. The running time (seconds) of AutoCross, AutoFM and DNN2LR
after the log10 calculation on each dataset. The ratios of running time
of AutoCross and AutoFM to that of DNN2LR are respectively shown
above the corresponding bars.
searching procedure stops. Moreover, the cross features
generated by CMI and AutoCross are fed into LR, and the
corresponding performances are reported as CMI+LR and
AutoCross+LR respectively. The LR models used in these
methods are set as above settings.
Interpretation-inspired: We include our proposed
DNN2LR approach. The quantile threshold η for filtering
feasible features in the interpretation inconsistency ma-
trix is tuned in the range of {10%, 3.3%, 1%, 0.33%, 0.1%},
and the size ε of candidate set is tuned in the range of
{N, 2N, 3N, 4N, 5N}, where N is the size of the original
feature fields. To verify the stability, we run DNN2LR 10
times with different parameter initialization. The LR models
and DNN models used in DNN2LR are set as above settings.
Our experiments are conducted on a machine with In-
tel(R) Xeon(R) CPU (E5-26p30 v4 @ 2.20GHz, 24 cores)
and 256G memory. Moreover, we apply multi-granularity
discretization [7] on numerical features. The granularities in
this method are set as {10p}3p=1. The resulting features are
utilized in all our compared methods on all datasets.
5.3 Performance comparison
Performance comparison is shown in Tab. 3, where we have
η = 3.3% and ε = 3N in DNN2LR as the optimal hyper-
parameters. On most datasets, different kinds of feature
crossing methods can achieve somehow improvements on
the performances of LR. AutoFM performs better than FM
and HOFM, for it can select partial useful cross features
instead of using all possible cross features. As shown in the
experimental results, AutoFM outperforms DNN on Criteo
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9
Employee Adult Criteo
0
2
4
6
8
10
12
14
# 
cr
os
s f
ea
tu
re
 fi
el
ds
Allstate Movielens RW1 RW2
0
50
100
150
200
250
# 
cr
os
s f
ea
tu
re
 fi
el
ds
second-order higher-order
Fig. 4. The count of second-order and higher-order cross feature fields
generated by DNN2LR on each dataset.
and Movielens, but can not achieve good performances
on other datasets. This may indicate that, the product-
based similarity calculation in factorization-based methods
is not suitable for all kinds of feature interactions. Among
the three deep learning-based methods, CrossNet performs
relatively poor. CIN and Self-attention achieve relatively
good performances on Criteo and Movielens, but can not
constantly performs well on all datasets. Nevertheless, as
discussed in Sec. 2.4, these deep learning-based methods
are not globally interpretable, and can not explicitly gen-
erate cross features. Similarly, GBDT+LR performs well on
Employee and RW1, but fails on other datasets. CMI+LR,
as a searching-based method, has relatively poor overall
performances. This may caused by the fact that the CMI
metric can not guarantee the effectiveness of generated cross
features. Meanwhile, AutoCross+LR outperforms DNN on
Employee, Adult and Criteo, but performs poor on wide
datasets. This is because that, on wide datasets with too
many feature fields, data for training the field-wise LR
model for evaluating a candidate cross feature field will
be too little to produce reliable results. This causes the
failure of AutoCross on wide datasets. Clearly, DNN2LR
is the only method that can constantly achieve powerful
performances on all datasets. Moreover, we have conducted
significance test, which indicates that DNN2LR stably out-
performs DNN, as well as other feature crossing methods,
on both public and real-world datasets. As pointed in pre-
vious works [7], [8], [24], improvement in AUC can lead to
great commercial benefits. In a word, the effectiveness of
DNN2LR is strongly verified by results on 5 public datasets,
as well as 2 real-world datasets.
5.4 Running time for feature crossing
For the efficiency comparison, we involve the two most
competitive compared methods, AutoCross and AutoFM.
Fig. 3 shows the running time of AutoCross, AutoFM
and DNN2LR for generating cross feature fields, which
is illustrated after the log10 calculation. We can clearly
observe that, DNN2LR can perform faster than AutoCross
and AutoFM, especially on wide datasets. Compared with
AutoCross, on Employee, Adult and Criteo, DNN2LR is
about 1.0× to 2.0× faster. On wide datasets, DNN2LR per-
forms much faster than AutoCross. Specifically, on Movie-
lens, Allstate, RW1 and RW2, DNN2LR’s ratios of speedup
on AutoCross are about 6.0×, 6.7×, 35.3× and 40.3× re-
spectively. Meanwhile, the speed of AutoFM and that of
DNN2LR are similar on Employee and Adult. On Criteo,
TABLE 4
Standard deviation in terms of AUC (%) of DNN2LR on each dataset.
We run DNN2LR 10 times with different random parameter initialization.
Employee Adult Criteo Movielens Allstate RW1 RW2
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Fig. 5. Performances of DNN2LR with varying hyper-parameters: (1)
the left part shows the impact of the quantile threshold η for filtering
feasible features in the interpretation inconsistency matrix; (2) the right
part shows the impact of the size ε of candidate set. The dashed lines
illustrate the performances of DNN on different datasets.
DNN2LR is about 2.5× faster than AutoFM. Similar with
AutoCross, AutoFM runs much slower than DNN2LR on
wide datasets. Specifically, on Movielens, Allstate, RW1 and
RW2, DNN2LR’s ratios of speedup on AutoFM are about
8.9×, 5.2×, 24.3× and 77.6× respectively. Nevertheless,
for efficiency, we only generate second-order cross features
with AutoFM. It is obvious that, compared with AutoCross
and AutoFM, wider the dataset, larger DNN2LR’s ratio
of speedup. That is to say, AutoCross and AutoFM have
problem in efficiency on wide datasets. As for DNN2LR, the
whole procedure can be done via simply training a DNN
model and a LR model, and the size of candidate set is only
3N . These results strongly illustrate the high efficiency of
DNN2LR for feature crossing, especially on datasets with
large numbers of feature fields.
5.5 Count of cross feature fields
As shown in Fig. 4, we illustrate the count of both second-
order and higher-order cross feature fields generated by
DNN2LR. Overall, on most datasets, we have more second-
order cross feature fields than higher-order cross feature
fields. The only exception is the Adult dataset. This may in-
dicates that, second-order cross features are more important
than higher-order cross features in most cases. Moreover,
we can conclude that, more original feature fields we have,
more cross feature fields in the final LR model we need.
5.6 Stability analysis
Considering the learned parameters in DNN are with some
randomness, we need to verify the stability of the per-
formances of DNN2LR. Accordingly, we run DNN2LR 10
times with different parameter initialization, and illustrate
the standard deviation in terms of AUC on each dataset,
as shown in Tab. 4. It is clear that, the values of standard
deviation are relatively small, and the performances of
DNN2LR are relatively stable.
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TABLE 5
The five most important cross feature fields generated by DNN2LR on
the Movielens dataset.
rank cross feature field
1 (is action, recent 50 crime mean score)
2 (is horror, recent 50 action count)
3 (is horror, recent 50 thriller mean score)
4 (is children’s, recent 30 fantasy count)
5 (is action, recent 30 crime mean score)
As shown in Fig. 5, we illustrate the sensitivity of
hyper-parameters in DNN2LR. First, we set ε = 3N , and
investigate the performances of DNN2LR with varying
quantile thresholds η for filtering feasible features in the
interpretation inconsistency matrix. According to the curves
in Fig. 5, the performances of DNN2LR are relatively sta-
ble, especially in the range of {3.3%, 1%, 0.33%}. The only
exception is the Employee dataset, for it has only 9 feature
fields. If we set η too small, we will have too little feasible
features for generating cross features on Employee. Then,
we set η = 3.3%, and investigate the performances of
DNN2LR with varying sizes ε of candidate set. We can
observe that, the curves are stable, and when we have
larger ε, the performances of DNN2LR slightly increase.
On each dataset, with only ε = 2N or ε = 3N , DNN2LR
can outperform the complex DNN model, where N is the
size of the original feature fields. This makes the candidate
size extremely small, comparing to the while set of possible
cross feature fields. According to our observations, we set
η = 3.3% and ε = 3N as the optimal hyper-parameters in
other experiments.
5.7 Interpretability
Considering features in Movielens have rich meanings, we
conduct experiments to demonstrate the interpretability of
DNN2LR on Movielens. The five most important cross fea-
ture fields generated by DNN2LR on Movielens are shown
in Tab. 5. The importance of a cross feature field is calcu-
lated according to the corresponding contribution in the LR
model measured on the validation set as in Alg. 1. As we can
observe in Tab. 5, these cross feature fields are reasonable
and congenial with common sense. For example, the cross
feature field (is action, recent 50 crime mean score) indi-
cates crossing between whether the target movie belongs to
the category action and the mean score on crime movies
the user has rated in the recent 50 behaviours. This cross
feature fields is obviously useful for predicting the user’s
preference, because of the strong connections between ac-
tion movies and crime movies. Similarly, horror movies and
action movies, horror movies and thriller movies, children’s
movies and fantasy movies, are also respectively related.
6 CONCLUSION
In this paper, we observe that the local interpretations of
DNN are usually inconsistent in different samples, and
accordingly define the interpretation inconsistency in DNN.
According to the interpretation inconsistency, we propose
a novel DNN2LR method. DNN2LR can generate a com-
pact and accurate candidate set of cross feature fields,
with extremely small amount compared to the whole set
of second-order and higher-order cross feature fields in a
dataset. Based on the corresponding contribution in a LR
model, useful cross feature fields can be directly ranked and
selected from our compact candidate set. The whole process
of learning feature crossing can be done via simply training
a DNN model and a LR model. Extensive experiments have
been conducted on five public datasets, as well as two real-
world datasets. Cross features generated by DNN2LR can
empower a simple LR model achieving better performances
comparing with the complex DNN model, as well as several
state-of-the-art feature crossing methods, i.e., AutoCross
and AutoFM. The experiments also strongly verify the high
efficiency of DNN2LR, especially on real-world datasets
with large numbers of feature fields. In a word, with our
proposed DNN2LR method, we can obtain powerful and
globally interpretable models.
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