I. INTRODUCTION
In a synchronous digital system, the clock signal is used to define a time reference for the movement of data within that system. Since this function is vital to the operation of a synchronous system, much attention has been given to the characteristics of these clock signals and the networks used in their distribution. Clock signals are often regarded as simple control signals; however, these signals have some very special characteristics and attributes. Clock signals are typically loaded with the greatest fanout, travel over the longest distances, and operate at the highest speeds of any signal, either control or data, within the entire system. Since the data signals are provided with a temporal reference by the clock signals, the clock waveforms must be particularly clean and sharp. Furthermore, these clock signals are particularly affected by technology scaling, in that long global interconnect lines become much more highly resistive as line dimensions are decreased. This increased line resistance is one of the primary reasons for the growing importance of clock distribution on synchronous performance. Finally, the control of any differences in the delay of the clock signals can severely limit the maximum performance of the entire system as well as create catastrophic race conditions in which an incorrect data signal may latch within a register. Most synchronous digital systems consist of cascaded banks of sequential registers with combinatorial logic between each set of registers. The functional requirements of the digital system are satisfied by the logic stages. The global performance and local timing requirements are satisfied by the careful insertion of pipeline registers into equally spaced time windows to satisfy critical worst case timing constraints. The proper design of the clock distribution network further ensures that these critical timing requirements are satisfied and that no race conditions exist [1] - [25] , [173] , [174] . With the careful design of the clock distribution network, system-level synchronous performance can actually increase, surpassing the performance advantages of asynchronous systems by permitting synchronous performance to be based on average path delays rather than worst case path delays, without incurring the handshaking protocol delay penalties required in most asynchronous systems.
In a synchronous system, each data signal is typically stored in a latched state within a bistable register [175] awaiting the incoming clock signal, which determines when the data signal leaves the register. Once the enabling clock signal reaches the register, the data signal leaves the bistable register and propagates through the combinatorial network and, for a properly working system, enters the next register and is fully latched into that register before the next clock signal appears. Thus, the delay components that make up a general synchronous system are composed of the following three individual subsystems [147] , [148] , [176] : 1) memory storage elements; 2) logic elements; 3) clocking circuitry and distribution network. The interrelationships among these three subsystems of a synchronous digital system are critical to achieving maximum levels of performance and reliability. The important area of clock generation, as compared to clock distribution which is the primary topic of this paper, bears separate focus.
The paper is organized as follows. In Section II, an overview of the operation of a synchronous system is provided. In Section III, fundamental definitions and the timing characteristics of clock skew are discussed. The timing relationships between a local data path and the clock skew of that path are described in Section IV. The interplay among the aforementioned three subsystems making up a synchronous digital system is described in Section V; particularly, how the timing characteristics of the memory and logic elements constrain the design and synthesis of clock distribution networks. Different forms of clock distribution networks, such as buffered trees and H-trees, are discussed. The automated layout and synthesis of clock distribution networks are described in Section VI. Techniques for making clock distribution networks less sensitive to process parameter variations are discussed in Section VII. Localized scheduling of the clock delays is useful in optimizing the performance of high-speed synchronous circuits. The process for determining the optimal timing characteristics of a clock distribution network is reviewed in Section VIII. The application of clock distribution networks to high-speed circuits has existed for many years. The design of the clock distribution network of certain important VLSI-based systems has been described in the literature, and some examples of these circuits are described in Section IX. In an effort to provide some insight into future and evolving areas of research relevant to high-performance clock distribution networks, some potentially important topics for future research are discussed in Section X. Finally, a summary of this paper with some concluding remarks is provided in Section XI.
II. SYNCHRONOUS SYSTEMS
A digital synchronous circuit is composed of a network of functional logic elements and globally clocked registers. For an arbitrary ordered pair of registers , one of the following two situations can be observed: either 1) the input of cannot be reached from the output of by propagating through a sequence of logical elements only or 2) there exists at least one sequence of logic blocks that connects the output of to the input of . In the former case, switching events at the output of the register do not affect the input of the register during the same clock period. In the latter case-denoted by -signal switching at the output of will propagate to the input of . In this case, is called a sequentially-adjacent pair of registers which make up a local data path (see Fig. 1 ).
1) Delay Components of Data Path:
The minimum allowable clock period between any two registers in a sequential data path is given by (1) where (2) and the total path delay of a data path is the sum of the maximum time required for the data to leave the initial register once the clock signal arrives, , the time necessary to propagate through the logic and interconnect,
, and the time required to successfully propagate to and latch within the final register of the data path, . Observe that the latest arrival time is given by and the earliest arrival time is given by , since data is latched into each register within the same clock period.
The sum of the delay components in (2) must satisfy the timing constraint of (1) in order to support the clock period , which is the inverse of the maximum possible clock frequency, . Note that the clock skew can be positive or negative depending on whether leads or lags , respectively. The clock period is chosen such that the latest data signal generated by the initial register is latched in the final register by the next clock edge after the clock edge that activated the initial register. Furthermore, in order to avoid race conditions, the local path delay must be chosen such that, for any two sequentially-adjacent registers in a multistage data path, the latest data signal must arrive and be latched within the final register before the earliest data signal generated with the next clock pulse arrives. The waveforms depicted in Fig. 2 show the timing requirement of (1) being barely satisfied (i.e., the data signal arrives at just before the clock signal arrives at . An example of a local data path is shown in Fig. 1 . The clock signals and synchronize the sequentially-adjacent pair of registers and , respectively. Signal switching at the output of is triggered by the arrival of the clock signal . After propagating through the logic block , this signal will appear at the input of . Therefore, a nonzero amount of time elapses between the triggering event and the signal switching at the input of . The minimum and maximum values of this delay are called the short and long delays, respectively, and are denoted by 
and
, respectively. Note that both and are due to the accumulative effects of three sources of delay [4] . These sources are the clock-to-output delay of the register , a delay introduced by the signal propagating through , and an interconnect delay due to the presence of wires on the signal path, . A synchronous digital system can be modeled [177] , [178] as a directed graph with vertex set and edge set
. An example of a circuit graph is illustrated in Fig. 3 . The number of registers in a circuit is and vertex corresponds to the register . The number of local data paths in a circuit is . There is an edge directed from to iff . In the case where multiple paths exist between a sequentially-adjacent pair of registers , only one edge connects to . The underlying graph of the graph is a nondirected graph that has the same vertex set , where the directions have been removed from the edges. In both Fig. 3 (a) and (b), an input or an output of the circuit is indicated by an edge that is incident to only one vertex.
III. THEORETICAL BACKGROUND OF CLOCK SKEW
A schematic of a generalized synchronized data path is presented in Figs. 1 and 2 , where and represent the clock signals driving a sequentially-adjacent pair of registers, specifically, the initial register and the final register of a data path, respectively. Both clock signals originate from the same clock signal source. A pair of registers are sequentially-adjacent if only combinatorial logic (no sequential elements) exist between the two registers. The propagation delay from the clock source to the th clocked register is the clock delay,
. The clock delays of the initial clock signal and the final clock signal define the time reference when the data signals begin to leave their respective registers. These clock signals originate from a clock distribution network which is designed to generate a specific clock signal waveform which is used to synchronize each register. This common clock distribution network structure is based on equipotential clocking, where the entire network is considered a surface which must be brought to a specific voltage (clock signal polarity) at each half of the clock cycle. Ideally, clocking events occur at all registers simultaneously. Given this global clocking strategy, clock signal arrival times (at each register) are defined with respect to a universal time reference.
1) Definition of Clock Skew:
The difference in clock signal arrival time between two sequentially-adjacent registers, as shown in (1) , is the clock skew,
. If the clock signals and are in complete synchronism (i.e., the clock signals arrive at their respective registers at exactly the same time), the clock skew is zero. A definition of clock skew is provided below.
Definition 1: Given two sequentially-adjacent registers, and , and an equipotential clock distribution network, the clock skew between these two registers is defined as (3) where and are the clock delays from the clock source to the registers and , respectively. It is important to observe that the temporal skew between the arrival time of different clock signals is only relevant to sequentially-adjacent registers making up a single data path, as shown in Fig. 1 . Thus, system-wide (or chip-wide) clock skew between nonsequentially connected registers, from an analysis viewpoint, has no effect on the performance and reliability of the synchronous system and is essentially meaningless. However, from a design perspective, system-wide global clock skew places constraints on the permissible local clock skew. It should be noted that in [11] , [179] , Hatamian designates the lead/lag clock skew polarity (positive/negative clock skew) notation as the opposite of that used here.
Different clock signal paths can have different delays for a variety of reasons. Wann and Franklin [3] present the following causes of clock skew: 1) differences in line lengths from the clock source to the clocked register; 2) differences in delays of any active buffers (e.g., distributed buffers) within the clock distribution network [due to 3) and 4) below]; 3) differences in passive interconnect parameters, such as line resistivity, dielectric constant and thickness, via/contact resistance, line and fringing capacitance, and line dimensions; 4) differences in active device parameters, such as MOS threshold voltages and channel mobilities, which affect the delay of the active buffers.
It should also be noted that, for a well-designed and balanced clock distribution network, the distributed clock buffers are the principal source of clock skew.
To determine the clock delay from the clock source to each register, it is important to investigate the relationship between the clock skews of the sequentially-adjacent registers occurring within a global data path. Furthermore, it is necessary to consider the effects of feedback within global data paths on the clock skew.
The path between two sequentially-adjacent registers is described in this paper as a local data path, as compared to a global data path, where a global data path can consist of one or more local data paths (see Fig. 4 ). The relationship between the clock skew of sequentially-adjacent registers in a global data path is called conservation of clock skew and is formalized below.
Theorem 1: For any given global data path, clock skew is conserved. Alternatively, the clock skew between any two registers in a global data path which are not necessarily sequentially-adjacent is the sum of the clock skews between each pair of registers along the global data path between those same two registers.
Although clock skew is defined between two sequentially-adjacent registers, Theorem 1 shows that clock skew can exist between any two registers in a global data path. Therefore, it extends the definition of clock skew introduced by Definition 1 to any two nonsequentially-adjacent registers belonging to the same global data path. It also illustrates that the clock skew between any two nonsequentially-adjacent registers which do not belong to the same global data path has no physical meaning since no functional data transfer between these registers occurs. A typical sequential circuit may contain sequential feedback paths, as illustrated in Fig. 5 . It is possible to establish a relationship between the clock skew in the forward path and the clock skew in the feedback path because the initial and final registers in the feedback path are also registers in the forward path. As shown in Fig. 5 , the initial and final registers in the feedback path -are the final and initial registers of the forward path --. This relationship is formalized below.
Theorem 2: For any given global data path containing feedback paths, the clock skew in a feedback path between any two registers, say and , is related to the clock skew of the forward path by the following relationship:
Both Theorems 1 and 2 are useful for determining the optimal clock skew schedule within a synchronous digital system, specifically, the set of local clock skew values that maximizes system performance and reliability. The process for determining these clock skew values is discussed in Section VIII.
IV. TIMING CONSTRAINTS DUE TO CLOCK SKEW
The magnitude and polarity of the clock skew have a two-sided effect on system performance and reliability. Depending upon whether leads or lags and upon the magnitude of with respect to , system performance and reliability can either be degraded or enhanced. These cases are discussed below.
A. Maximum Data Path/Clock Skew Constraint Relationship
For a design to meet its specified timing requirements, the greatest propagation delay of any data path between a pair of data registers, and , being synchronized by a clock distribution network must be less than the minimum clock period (the inverse of the maximum clock frequency) of the circuit as shown in (1) [7] , [8] , [11] , [16] , [28] , [145] , [176] , [179] , [180] . If the time of arrival of the clock signal at the final register of a data path leads that of the time of arrival of the clock signal at the initial register of the same sequential data path [see Fig. 6 (A)], the clock skew is referred to as positive clock skew and, under this condition, the maximum attainable operating frequency is decreased. Positive clock skew is the additional amount of time which must be added to the minimum clock period to reliably apply a new clock signal at the final register, where reliable operation implies that the system will function correctly at low as well as at high frequencies (assuming fully static logic). It should be noted that positive clock skew only affects the maximum frequency of a system and cannot create race conditions.
In the positive clock skew case, the clock signal arrives at before it reaches . From (1) and (2), the maximum permissible positive clock skew can be expressed as [7] , [8] , [11] , [16] , [28] , [145] , [176] , [179] , [180] for (5) where is the maximum path delay between two sequentially-adjacent registers. This situation is the typical critical path timing analysis requirement commonly seen in most high-performance synchronous digital systems. If (5) is not satisfied, the system will not operate correctly at that specific clock period (or clock frequency). Therefore, must be increased for the circuit to operate correctly, thereby decreasing the system performance. In circuits where the tolerance for positive clock skew is small [ in (5) is small], the clock and data signals should be run in the same direction, thereby forcing to lag and making the clock skew negative.
B. Minimum Data Path/Clock Skew Constraint Relationship
If the clock signal arrives at before it reaches [see Fig. 6(B) ], the clock skew is defined as being negative. Negative clock skew can be used to improve the maximum performance of a synchronous system by decreasing the delay of a critical path; however, a potential minimum constraint can occur, creating a race condition [11] , [12] , [31] , [138] , [139] , [145] , [176] , [179] , [181] . In this case, when lags , the clock skew must be less than the time required for the data signal to leave the initial register, propagate through the interconnect, combinatorial logic, and setup in the final register (see Fig. 1 ). If this condition is not met, the data stored in register is overwritten by the data that had been stored in register and has propagated through the combinatorial logic. Furthermore, a circuit operating close to this condition might pass system diagnostics but malfunction at unpredictable times due to fluctuations in ambient temperature or power supply voltage [145] . Correct operation requires that latches data which correspond to the data latched during the previous clock period. This constraint on clock skew is for (6) where is the minimum path delay, denoted by , between two sequentially-adjacent registers and is the amount of time the input data signal must be stable once the clock signal changes state.
An important example in which this minimum constraint can occur is in those designs which use cascaded registers, such as a serial shift register or a -bit counter, as shown in Fig. 7 (note that a distributed impedance is between and ). In cascaded register circuits, is zero and approaches zero (since cascaded registers are typically designed, at the geometric level, to abut). If (i.e., negative clock skew), then the minimum constraint becomes for (7) and all that is necessary for the system to malfunction is a poor relative placement of the flip flops or a highly resistive connection between and . In a circuit configuration such as a shift register or counter, where negative clock skew is a more serious problem than positive clock skew, provisions should be made to force to lead , as shown in Fig. 7 .
As higher levels of integration are achieved in high-complexity VLSI circuits, on-chip testability [182] becomes necessary. Data registers, configured in the form of serial set/scan chains when operating in the test mode, are a common example of a design for testability (DFT) technique. The placement of these circuits is typically optimized around the functional flow of the data. When the system is reconfigured to use the registers in the role of the set/scan function, different local path delays are possible. In particular, the clock skew of the reconfigured local data path can be negative and greater in magnitude than the local register delays. Therefore, with increased negative clock skew, (7) may no longer be satisfied and incorrect data may latch into the final register of the reconfigured local data path. Therefore, it is imperative that attention be placed on the clock distribution of those paths that have nonstandard modes of operation.
In ideal scaling of MOS devices, all linear dimensions and voltages are multiplied by the factor , where [16] , [183] - [185] . Device dependent delays, such as , and , scale as while interconnect dominated delays such as remain constant to first order, and if fringing capacitance and electromigration are considered, actually increase with decreasing dimensions. Therefore, when examining the effects of dimensional scaling on system reliability, (6) and (7) should be considered carefully [186] . One straight forward method to avoid the effect of technology scaling on those data paths particularly susceptible to negative clock skew is to not scale the clock distribution lines. Svensson and Afghahi [136] show that by using courser than ordinary lines for the global clock distribution, 20-mm-wide chip sizes with CMOS circuits scaled to 0.3 m polysilicon lines would have comparable logic and cross-chip interconnect delays (on the order of 0.5 ns), making possible synchronous clock frequencies of up to 1 GHz. Therefore, the scaling of device technologies can severely affect the design and operation of clock distribution networks, necessitating specialized strategies and compensation techniques.
C. Enhancing Synchronous Performance by Applying Localized Clock Skew
Localized clock skew can be used to improve synchronous performance by providing more time for the critical worst case data paths [142] , [145] , [147] , [148] , [176] , [181] . By forcing to lead at each critical local data path, excess time is shifted from the neighboring less critical local data paths to the critical local data paths. This negative clock skew represents the additional amount of time that the data signal at has to propagate through the logic stages and interconnect sections and into the final register. Negative clock skew subtracts from the logic path delay, thereby decreasing the minimum clock period. Thus, applying negative clock skew, in effect, increases the total time that a given critical data path has to accomplish its functional requirements by giving the data signal released from more time to propagate through the logic and interconnect stages and latch into . Thus, the differences in delay between each local data path are minimized, thereby compensating for any inefficient partitioning of the global data path into local data paths that may have occurred, a common situation in many practical systems. Different terms have been used in the literature to describe negative clock skew, such as "double-clocking" [145] , "deskewing data pulses" [31] , "cycle stealing" [141] , [142] , "useful clock skew" [185] , and "prescribed skew" [78] .
The maximum permissible negative clock skew of a data path, however, is dependent upon the clock period itself as well as the time delay of the previous data paths. This results from the structure of the serially cascaded local data paths making up the global data path. Since a particular clock signal synchronizes a register which functions in a dual role, as the initial register of the next local data path and as the final register of the previous data path, the earlier is for a given data path, the earlier that same clock signal, now , is for the previous data path. Thus, the use of negative clock skew in the th path results in a positive clock skew for the preceding path, which may then establish the new upper limit for the system clock frequency.
1) An Example of Applying Localized Negative Clock Skew to Synchronous Circuits: Consider the nonrecursive synchronous circuit shown in Fig. 8 where the horizontal ovals represent logic elements with logic delays and the vertical ovals represent clock delays. Since the local data path from to represents the worst case path (assuming the register delays are equal), by delaying with respect to , negative clock skew is added to the -local data path. If is synchronized with , the -local data path receives some positive clock skew. Thus, assuming the register delays are both 2 ns, should be designed to lead by 1.5 ns, forcing both paths to have the same total local path delay, ns. The delay of the critical path of the synchronous circuit is temporally refined to the precision of the clock distribution network and the entire system (for this simple example) could operate at a clock frequency of 133.3 MHz, rather than 111.1 MHz if no localized clock skew is applied. The performance characteristics of the system, both with and without the application of localized clock skew, are summarized in Table 1 .
Note that ns ns for the -local data path; therefore, the correct data signal is successfully latched into and no minimum data path/clock skew constraint relationship exists. This design technique of applying localized clock skew is particularly effective in sequentially-adjacent temporally irregular local data paths; however, it is applicable to any type of synchronous sequential system, and for certain architectures, a significant improvement in performance is both possible and likely.
The limiting condition for applying localized negative clock skew is determined by the control of the clock skew variations and by the difference in path delay between neighboring local data paths. These clock skew variations are due to power supply variations, process tolerances, where process parameters may vary over a specified range, and environmental effects, such as temperature or radiation, which, for example, can shift both MOS threshold voltages and channel mobilities.
V. CLOCK DISTRIBUTION DESIGN OF STRUCTURED CUSTOM VLSI CIRCUITS
Many different approaches, from ad hoc to algorithmic, have been developed for designing clock distribution networks in synchronous digital integrated circuits. The requirement of distributing a tightly controlled clock signal to each synchronous register on a large nonredundant hierarchically structured integrated circuit (an example floorplan is shown in Fig. 9 ) within specific temporal bounds is difficult and problematic. Furthermore, the tradeoffs that exist among system speed, physical die area, and power dissipation are greatly affected by the clock distribution network. The design methodology and structural topology of the clock distribution network should be considered in the development of a system for distributing the clock signals. Therefore, various clock distribution strategies have been developed. The most common and general approach to equipotential clock distribution is the use of buffered trees, which are discussed in Section V-A. In contrast to these asymmetric structures, symmetric trees, such as H-trees, are used to distribute high-speed clock signals. This topic is described in Section V-B. In developing structured custom integrated circuits, such as is illustrated by the floorplan pictured in Fig. 9 , specific circuit design techniques are used to control the signal properties within the clock distribution network. One important compensation technique is described in Section V-C. Low-power design techniques are an area of significant currency and importance. Some examples of different strategies for reducing the power dissipated within the clock distribution network are reviewed in Section V-D.
A. Buffered Clock Distribution Trees
The most common strategy for distributing clock signals in VLSI-based systems is to insert buffers either at the clock source and/or along a clock path, forming a tree structure. Thus, the unique clock source is frequently described as the root of the tree, the initial portion of the tree as the trunk, individual paths driving each register as the branches, and the registers being driven as the leaves. This metaphor for describing a clock distribution network is commonly accepted and used throughout the literature and is illustrated in Fig. 10 . Occasionally, a mesh version of the clock tree structure is used in which shunt paths further down the clock distribution network are placed to minimize the interconnect resistance within the clock tree. This mesh structure effectively places the branch resistances in parallel, minimizing the clock skew. An example of this mesh structure is described and illustrated in Section IX-B. The mesh version of the clock tree is considered in this paper as an extended version of the standard, more commonly used clock tree depicted in Fig. 10 . The clock distribution network is therefore typically organized as a rooted tree structure [176] , [187] , as illustrated in Fig. 10 (and later in Fig. 16 ) [176] . Various forms of a clock distribution network, including a trunk, tree, mesh, and H-tree (see Section V-B for more information on symmetric H-tree structures) are illustrated in Fig. 11 .
If the interconnect resistance of the buffer at the clock source is small as compared to the buffer output resistance, a single buffer is often used to drive the entire clock distribution network. This strategy may be appropriate if the clock is distributed entirely on metal, making load balancing of the network less critical. The primary requirement of a single buffer system is that the buffer should provide sufficient current to drive the network capacitance (both interconnect and fanout) while maintaining high-quality waveform shapes (i.e., short transition times) and minimizing the effects of the interconnect resistance by ensuring that the output resistance of the buffer is much greater than the resistance of the interconnect section being driven.
An alternative approach to using only a single buffer at the clock source is to distribute buffers throughout the clock distribution network, as shown in Fig. 10 . This approach requires additional area but greatly improves the precision and control of the clock signal waveforms and is necessary if the resistance of the interconnect lines is nonnegligible. The distributed buffers serve the double function of amplifying the clock signals degraded by the distributed interconnect impedances and isolating the local clock nets from upstream load impedances [28] . A three-level buffer clock distribution network utilizing this strategy is shown in Fig. 12 . In this approach a single buffer drives multiple clock paths (and buffers). The number of buffer stages between the clock source and each clocked register depends upon the total capacitive loading, in the form of registers and interconnect, and the permissible clock skew [39] . It is worth noting that the buffers are a primary source of the total clock skew within a well-balanced clock distribution network since the active device characteristics vary much more greatly than the passive device characteristics. The maximum number of buffers driven by a single buffer is determined by the current drive of the source buffer and the capacitive load (assuming an MOS technology) of the destination buffers. The final buffer along each clock path provides the control signal of the driven register.
Historically, the primary design goal in clock distribution networks has been to ensure that a clock signal arrives at every register within the entire synchronous system at precisely the same time. This concept of zero clock skew design has been extended, as is explained in Section IV, to provide either a positive or a negative clock skew at a magnitude depending upon the temporal characteristics of each local data path in order to improve system performance and enhance system reliability.
B. Symmetric H-Tree Clock Distribution Networks
Another approach for distributing clock signals, a subset of the distributed buffer approach depicted in Fig. 10 , utilizes a hierarchy of planar symmetric H-tree or X-tree structures (see Fig. 13 ) [30] , [44] , [185] to ensure zero clock skew by maintaining the distributed interconnect and buffers to be identical from the clock signal source to the clocked register of each clock path. In this approach, the primary clock driver is connected to the center of the main "H" structure. The clock signal is transmitted to the four corners of the main "H." These four close to identical clock signals provide the inputs to the next level of the H-tree hierarchy, represented by the four smaller "H" structures. The distribution process continues through several levels of progressively smaller "H" structures. The final destination points of the H-tree are used to drive the local registers or are amplified by local buffers which drive the local registers. Thus, each clock path from the clock source to a clocked register has practically the same delay. The primary delay difference between the clock signal paths is due to variations in process parameters that affect the interconnect impedance and, in particular, any active distributed buffer amplifiers. The amount of clock skew within an H-tree structured clock distribution network is strongly dependent upon the physical size, the control of the semiconductor process, and the degree to which active buffers and clocked latches are distributed within the H-tree structure.
The conductor widths in H-tree structures are designed to progressively decrease as the signal propagates to lower levels of the hierarchy. This strategy minimizes reflections of the high-speed clock signals at the branching points. Specifically, the impedance of the conductor leaving each branch point must be twice the impedance of the conductor providing the signal to the branch point for an H-tree structure [30] , [44] , [158] , [185] and four times the impedance for an X-tree structure. This tapered H-tree structure is illustrated in Fig. 14: for an H-tree structure (
The planar H-tree structure places constraints on the physical layout of the clock distribution network as well as on the design methodology used in the development of the VLSI system. For example, in an H-tree network, clock lines must be routed in both the vertical and horizontal directions. For a standard two-level metal CMOS process, this manhattan structure creates added difficulty in routing the clock lines without using either resistive interconnect or multiple highresistance vias between the two metal lines. This aspect is a primary reason for the development of three or more layers of metal in logic-based CMOS processes. Furthermore, the interconnect capacitance (and therefore the power dissipation) is much greater for the H-tree as compared with the standard clock tree since the total wire length tends to be much greater [171] . This increased capacitance of the H-tree structure exemplifies an important tradeoff between clock delay and clock skew in the design of high-speed clock distribution networks. Symmetric structures are used to minimize clock skew; however, an increase in clock signal delay is incurred. Therefore, the increased clock delay must be considered when choosing between buffered tree and H-tree clock distribution networks. Also, since clock skew only affects sequentially-adjacent registers, the obvious advantages to using highly symmetric structures to distribute clock signals are significantly degraded. There may, however, be certain sequentially-adjacent registers distributed across the integrated circuit. For this situation, a symmetric H-tree structure may be appropriate, particularly to distribute the global portion of the clock network.
Another consideration in choosing a clock distribution topology is that the H-tree and X-tree clock distribution networks are difficult to implement in those VLSI-based systems which are irregular in nature, such as pictured in Figs. 9 and 15. In these types of systems, buffered tree topologies integrated with structured custom design methodologies [188] should be used in the design of the clock distribution networks in order to maximize system clock frequency, minimize clock delay, and control any deleterious effects of local (particularly, negative) clock skew.
C. Compensation Techniques for Controlling Clock Skew
One structured custom approach, oriented for hierarchical VLSI-based circuits, utilizes compensation techniques to minimize the variation of interconnect impedances and capacitive loads between clock signal paths [28] , [31] , [34] , [36] . A general schematic of a clock distribution network is shown in Fig. 16 , in which the nodes , and represent different clock signal destinations (i.e., clocked registers). Different clock paths could conceivably have different levels of buffering, where each buffer drives a localized distributed impedance. The location of these buffers is often chosen so that the active buffer output impedance is comparable to or greater than the interconnect resistance seen at the buffer output. This characteristic ensures that the locally distributed interconnect section can be accurately modeled as being mostly capacitive. The use of distributed buffers in this manner is described as buffer repeaters [185] , [189] , [199] , [211] . However, in general, the interconnect impedance should be modeled as a distributed resistive-capacitive section of interconnect.
The difficulty with applying symmetric clock distribution strategies is that they do not easily support the ability to partition large VLSI systems into hierarchically structured functional blocks. Preferably, each large functional block would contain its own locally optimized clock distribution network to satisfy the local timing and loading of that particular functional block. For a globally synchronous system, however, local optimization within a functional element does not necessarily lead to global optimization of the overall on-chip clock distribution system.
If the interconnect resistance of the global clock distribution network is relatively small, a chip-level centralized clock buffer circuit can be used to satisfy the synchronization requirements of a VLSI circuit. However, in most large VLSI circuits, the physical distances are such that line resistances coupled with any via/contact resistances and the significant line and coupling capacitances will create large interconnect impedances. Therefore, even with a centrally located clock generation and distribution circuit, additional techniques are required to compensate for variations in interconnect and register loading.
In order to control the delay of each clock signal path and to minimize the skew between these paths, passive delay elements [31] or geometrically sized transistor widths [28] are used to compensate for the variation of the delay of each clock signal path caused by different on-chip locations (i.e., different path dependent interconnect impedances) and capacitive loading of the clock destinations (i.e., the number and load of the clocked registers per clock signal path). Clock buffers are placed along the clock path such that the highly resistive interconnect lines (typically long lines) drive loads with low capacitance while the low-resistance interconnect lines (typically short lines) drive loads with high capacitance. Thus, either a centralized module of clock buffer drivers can be used or those clock buffers driving large capacitive loads can be placed close to the registers, thereby decreasing the interconnect resistance. This design strategy of using compensation techniques to control the local clock skew is graphically depicted in Fig. 16 . The variation of clock delay between each of the functional elements is compensated for by parameterizing the current drive of each of the functional block clock buffers resident in the centrally located clock buffering circuit (see Fig. 17 ). If feedback circuitry is being used to further control the delays and skews within the clock distribution network, as in on-chip phase lock loops (PLLs), taps are placed close to the register which are fed back to maintain lock.
In order to ensure that the clock distribution network is successfully designed, the following practices should be followed: 1) the number of stages of clock buffering within each of the functional blocks should be the same to maintain equal polarity; 2) the maximum clock signal rise and fall times within each functional block should be specified and controlled; and 3) the maximum clock skew of each functional block should be specified and controlled using the same hierarchical clock distribution strategy as is used at the global VLSI system level [28] .
1) Advantages and Disadvantages of Compensation Technique:
The primary advantage of using a compensation technique is controlling (and reducing) on-chip clock skew. Also, the clock delay from the clock source to the clocked registers is reduced. This behavior is due to improved partitioning of the loads. Since the inverters located within each functional block drive large capacitive loads, the interconnect impedance, and in particular, the interconnect resistance driven by any specific clock buffer is small in comparison to the buffer output impedance. The fairly long distances of the intrablock clock signal paths are fairly resistive. These paths, however, are isolated from the highly capacitive loads. Thus, the time constants are reduced, reducing the overall clock delay. Another important advantage of this design technique is the ease of partitioning the clock distribution problem among a team of VLSI circuit designers. The overall VLSI system design can be partitioned hierarchically into a manageable domain of information while still providing a strategy for implementing optimal clock distribution networks. The usefulness of this compensation technique is dependent upon the ability to characterize the device and interconnect impedances within the VLSI circuit. With an accurate estimate of these impedances, the parameterized buffers can be designed so as to satisfy a specific clock skew schedule.
It is important to note an important disadvantage of this compensation technique. Unlike interconnect impedances, transistor conductances tend to be highly sensitive to variations in supply voltage and to process and environmental conditions (e.g., temperature, radiation). A clock signal path whose delay is dominated by interconnect impedances may vary differently than a clock signal path whose delay is dominated by device impedances [28] .
Several specific examples of clock distribution networks are discussed in the literature (e.g., [1] , [11] , [28] , [35] , [36] , [39] , [163] ). Certain examples of clock distribution networks applied to high-speed circuits are described in Section X. In each of these clock distribution networks, significant effort has been placed on accurately estimating the magnitude of the resistive and capacitive interconnect impedances to deter- mine the effect of these loads on the shape of the clock signal waveform. This information is typically back annotated into a SPICE-like circuit simulator to adjust the clock delays for minimum clock skew [190] . Minimal work exists, however, in developing circuit procedures and algorithms for automating the circuit design of clock distribution networks in structured custom VLSI circuits [119] - [122] . One primary requirement for developing these algorithms is a physical model for estimating the delay of the clock signal path. An important observation is that the accuracy required to calculate delay differences (as in clock skew) is much greater than the accuracy required when calculating absolute delay values (as in the delay of a clock path). [52] - [54] In a modern VLSI system, the clock distribution network may drive thousands of registers, creating a large capacitive load that must be efficiently sourced. Furthermore, each transition of the clock signal changes the state of each capacitive node within the clock distribution network, in contrast with the switching activity in combinational logic blocks, where the change of logic state is dependent on the logic function. The combination of large capacitive loads and a continuous demand for higher clock frequencies has led to an increasingly larger proportion of the total power of a system dissipated within the clock distribution network, in some applications much greater than 25% of the total power [53] , [167] .
D. Design of Low-Power Clock Distribution Networks
The primary component of power dissipation in most CMOS-based digital circuits is dynamic power. It is possible to reduce dynamic power by lowering the clock frequency, the power supply, and/or the capacitive load of the clock distribution network. Lowering the clock frequency, however, conflicts with the primary goal of developing high-speed VLSI systems. Therefore, for a given circuit implementation low dynamic power dissipation is best achieved by employing certain design techniques that either minimize the power supply and/or the capacitive load.
De Man [52] introduced a technique for designing clock buffers and pipeline registers such that the clock distribution network operates at half the power supply swing, reducing the power dissipated in the clock tree by 60% without compromising the clock frequency of the circuit. Kojima et al. [53] describe a similar strategy in which the clock signals also operate only over half of the power supply rail, reducing the power dissipated in the clock tree by ideally 75%. The degradation in system speed is very small since, unlike the clock signals, the data signals operate over the fullpower supply rail. Thus, the voltage is reduced only in the clocking circuitry, resulting in significantly reduced power with a minimal degradation in system speed. Experimentally derived savings of 67% were demonstrated on a test circuit (a 16-stage shift register) fabricated in a 0.5-m CMOS technology with only a 0.5-ns degradation in speed using this half-swing clocking scheme.
Other approaches exist for reducing the power dissipated within a clock distribution network. These approaches reduce power by decreasing the total effective capacitance required to implement a clock tree. Reductions of 10%-25% in power dissipated within the clock tree are reported with no degradation in clock frequency [54] . As described in Section X, the development of design strategies for minimizing the power dissipated both internal to the clock tree as well as the overall system being synchronized is a research topic of great relevance to a variety of important applications.
VI. AUTOMATED SYNTHESIS AND LAYOUT OF CLOCK DISTRIBUTION NETWORKS
Different approaches have been taken in the automated synthesis and layout of clock distribution networks, ranging from procedural behavioral synthesis of pipelined registers [124] - [129] to the automated layout of clock distribution nets for application to gate array and standard cell-based integrated circuits [35] , [61] - [91] , [96] , [185] . The area of automated layout is described below in Section VI-A. The integration of the effects of clock distribution into behavioral synthesis methodologies is described in Section VI-B.
A. Automated Layout of Clock Distribution Networks
A second research path in the area of automated layout has been the development of algorithms which carefully control the variations in delay between clock signal net length so as to minimize clock skew (e.g., [65] , [68] - [73] , [78] , [84] ). The strategy used is to construct binary tree-like structures with the clock pins at the leaf nodes. Minimal skew clock distribution networks are created using a recursive bottom-up approach. At each of the clock pins of the registers, which represent the leaves of the clock distribution tree, a clock net is defined. The point where two zero-skew clock nets connect is chosen such that the effective delay from that point to each clocked register is identical (within the accuracy of the delay model). This process continues up the clock distribution tree; the point of connection of each new branch being chosen to satisfy the zero-skew design goal. The layout process terminates when the root (or source) of the clock tree is reached. The schematic diagram of this geometric matching process is illustrated in Fig. 18 . Thus, the automated layout algorithm attempts to balance the delay of each clock branch in a recursive manner, moving from the leaves to the root of the tree. The appropriate branching points of the zero skew subtree are chosen so as to maintain equal delay. If the zero skew tapping location falls directly on an unroutable location, such as an existing macrocell, a nonzero clock skew would be realized [96] - [98] .
Some early clock routing algorithms [65] , [71] , [72] define the delay as a measure of the total wire length along a path. These algorithms attempt to equalize the lengths of each net from the root of the clock tree to each of the leaf nodes. Thus, the clock skew is minimized during the routing phase of the layout process. No attempt is made to postprocess the layout database to further improve the skew characteristics.
In [96] - [98] , the automated layout of the clock tree is composed of a two-phase process. The clock net is initially routed in a binary-tree manner with the clock pins as leaf nodes and the clock buffer as the root. This layout phase is followed by a post-layout phase in which the clock nets are widened according to the zero-skew specifications, thereby giving the clock layout system additional flexibility in routing around possible blockages. The choice of which clock net to widen is determined by analyzing the sensitivity of the clock net impedance. These sensitivities provide a means of choosing those nets which will decrease the average delay of the trees as near as possible to a specified target delay. Those nets whose delay must be increased and are less sensitive to increasing capacitance are widened. However, if all the clock nets are relatively thin, statistical variations in the widths of those wires closest to the clock driver may affect the actual clock skew the most [96] . This occurs since the section of interconnect closest to the driver sees the greatest portion of the distributed impedance of the interconnect line. Therefore, the greatest change in delay will occur as the width varies.
These automated clock layout algorithms tend to use simplified delay models, such as linear delay, where the delay is linearly related to the path length, or the Elmore delay [191] - [193] , where the delay along a path is the summation of the products of the branch resistance and the downstream capacitance of every branch on the path from the root to the downstream node (the clock pin of the register), and is (10) where is the capacitance at node and is the resistance of the portion of the (unique) path between the input and the output node , that is common with the (unique) path between the input and node . The Elmore delay is a firstorder step response approximation of the delay through a distributed resistive-capacitive interconnect section. For slow input waveforms, the Elmore delay approximation can become highly inaccurate, since the shape and magnitude of the clock waveforms are not considered.
The fundamental difficulty with these delay models, however, is the inability to accurately consider the effects of active devices, such as distributed buffers, when estimating delay as well as more subtle considerations, such as bias dependent loading and varying waveform shapes. The primary focus of the existing research into the automatic layout of clock distribution networks has been placed on minimizing total wirelength, metal-to-metal contacts and crossovers, as well as attaining zero system-wide clock skew (assuming nominal conditions).
B. Integration of Clock Distribution Issues into the Behavioral Synthesis Process
Localized clock distribution has been considered only minimally in automated layout or physical synthesis. However, early work in applying local clock skew to behavioral synthesis is described in [119] - [129] . These papers represent early efforts to develop strategies that consider the effects of clock distribution networks in the behavioral synthesis process, rather than after the circuit has been partitioned into logic (or register transfer level) blocks. This capability will improve high-level exploratory design techniques as well as optimize the performance of circuits implemented with high-level synthesis tools.
As described in [100] - [108] , [119] - [121] , the automated synthesis of clock distribution networks can be broken up into four phases: 1) optimal clock scheduling; 2) topological design; 3) circuit design; and 4) physical layout. Optimal scheduling represents a primary research activity in clock distribution networks and is discussed further in Section VIII. The area of topological design, in which the structure of the clock distribution network is derived from the scheduling of the local clock skew schedule, is discussed in [101] , [119] . Algorithms are developed for converting the clock skew information into path specific clock delays. With this information and some additional information describing the hierarchy of the circuit function, a clock distribution tree is developed with delay values assigned to each branch of the tree. With the topological structure and delay information determined, circuit delay elements are synthesized which satisfy the individual branch delays. Circuit techniques to implement the clock tree delay elements are discussed further in [101] , [108] , [120] , [121] . Finally, a variety of techniques exist to lay out the clock distribution trees. Some of these layout techniques are discussed in Section VI-B. This work represents early research in the development of a systematic methodology for synthesizing tree structured clock distribution networks which contain distributed cascaded buffers and, furthermore, exploit nonzero localized clock skew.
In [125] - [127] , [130] , a delay model characterizing the timing components of a local data path, similar to (2) and (3), are used to incorporate the effects of local clock distribution delays into the retiming process. This is accomplished by assuming that physical regions of similar clock delay exist throughout an integrated circuit. Retiming is an automated synthesis process for relocating pipeline registers such that the critical worst case path delay is minimized, creating a synchronous system with the highest possible clock frequency while maintaining the function and latency of the original system. Previous work in the area of retiming ignored clock skew in the calculation of the minimum clock period. In the algorithm presented in [126] , [127] , [130] , clock delays are attached to individual paths between logic gates. As a register is placed on a new path, it assumes the clock delay of that path. Since each sequentially-adjacent pair of registers defines a local data path, as registers are moved from one region to another during the retiming process, the displaced registers assume the clock delay of the new physical region. Thus, the local clock skews of each data path are determined at each iteration of the retiming process, permitting both increased accuracy in estimating the maximum clock frequency and detection and elimination of any catastrophic race conditions. If a choice of register locations does not satisfy a particular clock period or a race condition is created, that specific register instantiation is disallowed. This algorithm, therefore, integrates the effects of clock skew (and variable register and interconnect delays) directly into the synchronous retiming process.
It is interesting to note that adding clock delay to a clock path (applying localized clock skew) has an effect similar to retiming, where the register crosses logic boundaries. Thus, time can be shifted by moving the registers or changing the local clock delays, where retiming is discrete in time and localized clock skew is continuous in time. In general, the two methods complement each other [145] . As Fishburn mentions in [145] , since both methods are linear, "it is likely that efficient procedures could be given for optimizing systems by jointly considering both sets of variables." These two methods of synchronous timing optimization have recently been integrated into a cohesive design methodology for sequential optimization [210] . It is shown by Liu et al. that the simultaneous application of retiming and clock skew scheduling can achieve higher clock frequencies than optimized circuits generated by applying either of the two techniques separately.
VII. ANALYSIS AND MODELING OF THE TIMING CHARACTERISTICS OF CLOCK DISTRIBUTION NETWORKS
This research area is composed of a number of disparate topics, all of which have in common the attributes of modeling the general performance characteristics of clock distribution networks. An important and active area of research in clock distribution networks is the design of circuits which are less sensitive to variations in process parameters. This topic is discussed in Section VII-A. Techniques for calculating clock skew are summarized in Section IV and Section VII-B.
A clock tree topology that implements a given clock schedule must enforce a clock skew for each local data path of the circuit in order to ensure that both (5) and (6) are satisfied. Previous research [101] , [106] has indicated that tight control over the clock skews rather than the clock delays is necessary for the circuit to operate reliably. Equations (5) and (6) are used in [106] to determine a permissible range of the allowed clock skew for each local data path. The concept of a permissible range for the clock skew of a local data path is illustrated in Fig. 19 . When -as shown in Fig. 19 - (5) and (6) are satisfied. is not permitted to be in either the interval because a race condition will be created or the interval because the minimum clock period will be limited. It is this range of permissible clock skew rather than a specific target value of clock skew that provides one important opportunity to improve the tolerance of a synchronous digital system to process parameter variations. Furthermore, this decreased sensitivity to process parameter variations by exploiting the localized permissible range of each local data path is completely compatible with the design techniques described in Section VII-A.
A. Design of Process Insensitive Clock Distribution Networks
A primary disadvantage of clock distribution networks is that the delay of each of the elements of a clock path, the distributed buffers and the interconnect impedances, are highly sensitive to geometric, material, and environmental variations that exist in an implementing technology. Thus, as device and interconnect parameters vary from process lot to process lot, the specific performance characteristics of the clock distribution network may change. This phenomenon can have a disastrous effect on both the performance and the reliability of a synchronous system and limit both the precision and the design methodology of the clock distribution network. It is essential for a robust clock distribution network to exhibit a certain degree of tolerance to variations in process parameters and environmental conditions. In an effort to overcome this problem, various approaches have been developed which mitigate the effect of process tolerances on the design of clock distribution networks while maintaining an effective methodology for designing these networks.
1) Threshold Tracking to Control Clock Skew:
An interesting circuit design technique for making clock distribution networks less process-sensitive is described by Shoji [131] . The technique uses the MOS circuit characteristic that -channel and -channel parameters tend not to track each other as a process varies. Interestingly, the response times of these devices tend to move in opposite directions, since the cause of a positive threshold voltage shift in one type of MOS transistor, e.g., an -channel device, will typically cause the -channel threshold voltage to shift in the opposite direction. Shoji quantitatively describes how the delays of the -channel and -channel transistors within the distributed buffers of a clock distribution network should be individually matched to ensure that as the process varies, the path delays between different clock paths will continue to track each other.
The primary objective of this process insensitive circuit design technique is to match the two clock edges (of either a -channel or an -channel transistor) as the process parameters vary. Shoji presents two rules to minimize the effects of process variations on clock skew. The rules are: 1) match the sum of the pull-up delays of the -channel MOSFET with the pull-up delays of any related clock signal paths; 2) match the sum of the pull-down delays of the -channel MOSFET with the pull-down delays of any related clock signal paths. Although process variations may change the total clock delay along a given path, the difference in delay between paths will track each other, keeping the skew small.
A circuit utilizing this technique is shown in Fig. 20 . Delay times , and are directly related to the conductances of the -channel devices, , and , respectively. Delay times and are directly related to the conductances of the -channel devices, and , respectively. The conductance of each of these devices is proportional to the size of the MOSFET geometric width. In conventional CMOS circuit design, the transistor widths are adjusted to satisfy (11) thereby ensuring that the skew at the output of each clock branch is close to zero. If, for example, either the -channel or the -channel threshold voltages varies significantly from its assumed value, (11) would no longer be satisfied, and a large skew would develop between the outputs, clock and clock', shown in Fig. 20 . Instead of designing the circuit in Fig. 20 to satisfy (11) , the circuit is designed to satisfy (12) and (13) . Thus, the primary objective of (11) (zero clock skew) is maintained while the added more stringent design constraint makes the overall clock distribution circuit more tolerant to process variations. This increased tolerance occurs since by satisfying both (12) and (13), the -channel and -channel transistors of both branches individually track each other, making the system more tolerant to variations in the -channel and -channel transistor characteristics.
(12) (13) This design technique can be used to make circuits less sensitive to process variations and environmental conditions even if the circuits are not inverters but are more general forms of logic gates. The technique also ensures similar behavior when interconnect impedances are included within the circuit. Simulated worst case clock skews of circuits using this technique exhibit skews that are 10% less than that of conventionally designed circuits [131] .
2) Interconnect Widening to Minimize Clock Skew Sensitivity: As described in Section VI-A, one approach for the automated layout of clock nets is to lengthen specific clock nets to equalize the length of every clock line, thereby keeping the clock skew close to zero. A disadvantage of this approach is that these minimum width lines are very susceptible to variations in the etch rate of the metal lines, as well as to mask misalignment or local spot defects. Therefore, the effective interconnect impedance (and the delay) of these long thin clock nets can vary greatly from wafer to wafer as these linewidths vary. In order to design these clock nets to be less sensitive to process variations, Pullela et al. [96] - [98] have developed an automated layout algorithm that widens the clock nets rather than lengthens the nets while equalizing the line delays. These nets are therefore less sensitive to both under-and overetching during the metal patterning process. By widening the clock lines, the interconnect resistance is decreased; however, the interconnect capacitance increases. It is interesting to note that increasing the linewidth of those branches closer to the root of the tree has a greater effect on the clock path delay than increasing the widths closer to the leaf nodes (the clocked registers). Thus, decreasing the resistance at the source by increasing the linewidth affects the total path delay more significantly than decreasing the resistance at the leaf node, since more capacitance is seen by the large source resistance than if the resistance is greater near the leaf. Therefore, the clock skew is particularly sensitive to changes in linewidth close to the clock source. One approach to making the clock lines more tolerant of process variations is to make the width of the clock interconnect lines widest near the clock source and thinner as the leaf nodes are approached. This strategy would provide a reasonable tradeoff between controlling the effect of process variations (particularly, metal etch rates) on the clock skew and minimizing line dimensions for process yield and circuit layout efficiency. The relative sensitivities of each net to changes in the capacitive and resistive interconnect impedances are analyzed and integrated into the Elmore delay model [191] - [193] . One of the primary advantages of this approach is that the process of automatically laying out the clock nets is separated from the clock skew reduction process. Thus, local layout techniques, such as widening the clock nets, can be used to make the overall circuit less sensitive to variations in process parameters.
B. Deterministic Models for Estimating Clock Skew
A clock signal path within a clock distribution network has a single input and, although paths branch off from the trunk of the tree, a single path (or branch) exists from the clock source to the clock input of a register. This branch is typically composed of distributed buffers and interconnect sections, as shown in Fig. 16 . In order to simplify the calculation of the path delay and to provide simple closed form delay models of the path, it is typically assumed that the buffer on-resistance is much greater than the interconnect resistance that the buffer is driving. This permits the distributed interconnect section to be modeled as a simple lumped capacitor. Per cent errors reflecting this assumption are provided in [194] , where the errors are dependent upon the ratio of the load resistance to the output buffer on-resistance. However, if the line resistance is not significantly smaller than the buffer output resistance, repeaters [185] , [189] are often inserted at a point within the clock line to ensure that the output resistance of the repeater buffer is much larger than the local line resistance of the interconnect section between the repeaters [16] .
In order to calculate the clock path delay and skew, a simple model of a CMOS inverter driving another inverter with line resistance and capacitance between the two inverters is often used. A well-known empirical estimate of the rise (or fall) time of a single CMOS inverter driving an interconnect section with a capacitive load (representing the following CMOS inverter) is [184] , [185] , [194] (14) where and is the resistance and capacitance of the interconnect section, respectively, and and is the output on-resistance of the driving buffer and the input load capacitance of the following buffer, respectively. Note that is the oxide capacitance per unit area, and and are the width and length, respectively, of the following buffer. An approximate estimate of the output resistance of the buffer may be obtained from [184] , [185] , [194] (15) where channel mobility; power supply voltage; device threshold voltage. Equation (15) is derived from the large-signal current-voltage ( -) equation of a MOSFET operating in the saturation region close to the linear region and is accurate for small channel geometries, since velocity saturation decreases the quadratic behavior of the MOS device operating in the saturation region. The physical delay model represented by (14) and (15) is a fairly simple approximation of the delay of a CMOS inverter driving a distributed impedance. More complex and accurate delay models exist. This area of inquiry represents an important topic of intensive research unto itself and is discussed in great detail throughout the literature.
An important research area in VLSI circuits is timing analysis, where simplified models are used to estimate the delay through a CMOS circuit. Clock characteristics are provided to a timing analyzer to define application specific temporal constraints, such as the minimum clock period or hold time, on the functional timing of a specific synchronous system [133] . In [141] , [142] , Tsay and Lin continue this approach by describing an innovative timing analyzer which exploits negative clock skew, i.e., time is "stolen" from adjacent data paths to increase system performance. Therefore, the descriptive term "cycle stealing" is used to describe this process. In [134] , [135] , Dagenais and Rumin present a timing analysis system which determines important clocking parameters from a circuit specification of the system, such as the minimum clock period and hold time. This approach is useful for top-down design when performing exploratory estimation of system performance.
VIII. SPECIFICATION OF THE OPTIMAL TIMING CHARACTERISTICS OF CLOCK DISTRIBUTION NETWORKS
An important element in the design of clock distribution networks is choosing the minimum local clock skews that increase circuit performance by reducing the maximum clock period while ensuring that no race conditions exist. This design process is called optimal clock skew scheduling and has been extensively studied in [145] - [156] , [208] , [209] and is described in this section. Starting with the timing characteristics of the circuit, such as the minimum and maximum delay of each combinational logic block and register, it is possible to obtain the localized clock skews and the minimum clock period. This information is determined by formulating the optimal clock scheduling problem as a linear programming problem and solving with linear programming techniques [145] , [152] .
The concept of scheduling the system-wide clock skews for improved performance while minimizing the likelihood of race conditions was first presented by Fishburn in 1990 [145] , although the application of localized clock skew to increase the clock frequency and to eliminate race conditions was known previously [179] , [181] . Fishburn presents a methodology in which a set of linear inequalities are solved using standard linear programming techniques in order to determine each clock signal path delay from the clock source to every clocked register. Two clocking hazards, identical to the constraint relationships described in Section IV, are eliminated by solving the set of linear inequalities derived from (5) and (6) for each local data path. The deleterious effect of positive clock skew (the maximum data path/clock skew constraint relationship) is described as zero-clocking, while the deleterious effect of negative clock skew (the minimum data path/clock skew constraint relationship) is described as double-clocking. This approach is demonstrated on a 4-bit ripple-carry adder with accumulation and input register in a 1.25-m CMOS technology. The minimum clock period is decreased from 9.5 ns with zero clock skew to 7.5 ns with localized clock skew [145] . Syzmanski improves this methodology for determining an optimal clock skew schedule by selectively generating the short path constraints, permitting the inequalities describing the timing characteristics of each local data path to be solved more efficiently [151] .
In order to describe the process for determining an optimal clock skew schedule, a system timing model is presented. A block diagram of a multistage synchronous digital system is depicted in Fig. 21 . Between each stage of registers there is, typically, a block of combinational logic with possible feedback paths between the registers. Each register is either a multi-or single-bit register, and all the inputs are assumed to change at the same time point of the transition of the clock signal. Only one single-phase clock signal source in the circuit is assumed. The registers are composed of edge-triggered flip-flops and considered to assume a single value for each clock cycle. The combinational logic block is described in terms of the maximum and minimum delay values, and . These logic delay values are obtained by considering the delay of all possible input to output paths within each combinational logic block. For simplicity and without loss of generality, the block diagram in Fig. 21 only considers a single-input, single-output circuit. In this figure, and are clock delays outside the VLSI-based system and is that portion of the on-chip clock delay that is shared by each of the clock paths (the initial trunk of the clock tree). The registers and make up one set of registers placed at the input and output, respectively, of the VLSI-based system. The circuit is composed of the registers, to , where the logic blocks are between the registers, and the signal clock delays are to .
1) Off-Chip Clock Skew:
This circuit model, pictured in Fig. 21 , also considers the relationship between off-chip and on-chip clock skew. The registers and symbolize off-chip registers and are controlled by the off-chip clock source, which also provides the on-chip clock signals, since the circuit is assumed to be a fully synchronous system. This relationship is represented by (18) Therefore, to satisfy (18) in Fig. 21 , .
Although it is possible to have off-chip nonzero clock skew, it is desirable to ensure that the clock skew between VLSI input-output (I/O) approaches zero in order to avoid complicating the design of a circuit board or the specification of the interface of the circuit with other components also controlled by the same clock source. For example, a circuit with intentional nonzero clock skew requires that the clock distribution network of any other synchronous circuit sharing the same global clock be offset by the same amount of temporal skew, otherwise race conditions, such as described in Section IV-B, may occur at the board level. This strategy of minimizing clock skew as the level of design complexity shifts should be applied at each higher level of design, such as from the board level to the multiboard level.
A fully synchronous circuit must generate data at a rate defined by the clock period of the clock source, otherwise race conditions may occur at the interface of the circuit with other parts of the system. These race conditions occur when there is a negative clock skew, intentionally or unintentionally introduced into the circuit. Observe that every circuit has unintentional clock skew caused by several factors, one common cause being variations in process parameters. This type of clock skew must be considered during the design of the circuit, and should be less than the intentional on-chip negative clock skew introduced to increase the performance of the circuit. Furthermore, the magnitude of the intentional clock skew at each register I/O may vary substantially, according to the optimization applied to the data path. Therefore, clock skew at the system level of a VLSI circuit should be constrained to approach zero, in order to allow the circuit to communicate correctly with other board-level circuits. For example, a symmetric zero clock skew distribution system should be used for the external registers (symmetric networks are discussed in Section V-B). Observe that restricting the off-chip clock skew to zero does not preclude the circuit from being optimized with localized clock skew. The primary deleterious effect is that the performance improvement is less than that obtained without this constraint.
Observe that (18) is valid only if the interface circuitry is controlled by the same clock source. The restriction does not apply to asynchronous circuits or synchronous circuits that communicate asynchronously, i.e., globally asynchronous, locally synchronous systems. 2) Global and Local Timing Constraints: As described in Section IV, in order to avoid either types of clock hazard (either a maximum or minimum data path/clock skew constraint relationship), a set of inequalities must be satisfied for each local data path in terms of the system clock period and the individual delay components within the data path. To avoid limiting the maximum clock rate between two sequentially-adjacent registers, and , (5) must be satisfied. To avoid race conditions between two sequentially-adjacent registers, and , (6) must be satisfied.
The system-wide clock period is minimized by finding a set of clock skew values that satisfies (5) and (6) for each local data path and (18) for each global data path. These relationships are sufficient conditions to determine the optimal clock skew schedule such that the overall circuit performance is maximized while eliminating any race conditions.
The timing characteristics of each local data path are assumed to be known. The minimum clock period is obtained when the problem is formalized as a linear programming problem, such as the equation at the bottom of the page.
3) An Example of Determining the Optimal Clock Schedule of a Pipelined System: An example circuit used to exemplify the process for determining the minimum clock period of a multistage system with feedback paths is the circuit illustrated in Fig. 22 . This example is similar to that used in [27] , adapted to consider zero clock skew between off-chip registers. The numbers inside the logic blocks are the minimum and maximum delays of each block, respectively. Similar to the approach taken in [23] , for simplicity all the register timing parameters are assumed to be zero. Minimize subject to the local and global timing constraints:
for -for
The linear program that produces the minimum clock period and the optimal clock skew schedule for the circuit shown in Fig. 22 If zero clock skew between off-chip registers is not considered, the minimum clock period is ns. Although the restriction of zero clock skew increases the clock period, there is still an improvement in performance by applying intentional localized nonzero clock skew to the circuit. With zero clock skew, the minimum period is ns due to the worst case path delay of the local data path between registers and .
IX. EXAMPLE IMPLEMENTATIONS OF CLOCK DISTRIBUTION NETWORKS
A number of interesting and innovative examples of high-performance fully synchronous clock distribution networks for highly specialized and high-performance commercial processors have been described in the literature. These VLSI-based systems required an unusual combination of methodologies and practices consistent with large design teams while maintaining the localized circuit optimization requirements important to very high-speed VLSI circuit design. The process of designing the clock distribution networks used to synchronize some well-known industrial circuit examples is discussed in this section. Effort is also made to present a historical perspective to the general clock distribution design problem and related design tradeoffs and issues as technology and circuit complexities have evolved over the past two decades. [159] , [160] In the early 1980s, a family of 32-bit microprocessors was developed at Bell Laboratories using a variety of advanced CMOS circuit design techniques and methodologies. Since performance was of fundamental importance, significant attention was placed on synchronization, particularly the design of the global clock distribution network. In 1982, Shoji [159] described the clock distribution of the BELLMAC-32A, a 146000 transistor CPU operating at 8 MHz and built using a 2.5-m single-level metal silicide CMOS technology. The clock delay and maximum tolerance of the clock distribution network is specified at 15 ns 3.5 ns, defining the maximum permissible clock skew. A four-phase clocking strategy is utilized; each phase synchronizes in order, the slave latches, the slave latch logic, the master latches, and the master latch logic. Each time a clock signal crosses a power bus, a silicide crossunder is used to route the clock signal. In order to equalize the series resistance of each clock path, each clock path is routed with an identical number of three power bus crossunders from either of the two primary clock lines around the chip periphery. Buffers are strategically placed after each crossunder to amplify the degraded clock signal. Using this clock distribution strategy, the circuit satisfied the clock frequency specification of 8 MHz at 70 C with the clock skew not exceeding 3.5 ns. It is worth noting that due to the significantly increased complexity encountered when distributing four separate clock signals, a four-phase clocking strategy is not particularly appropriate for higher density, higher speed VLSI-based systems. This perspective is consistent with the processor described next.
A. The Bell Telephone WE32100 32-Bit Microprocessor
In 1986, Shoji [160] reported on the electrical design of the WE32100 CPU built using a 1.75-m CMOS technology. The approach used in designing the WE32100 synchronizing clock system is described; local clock skew is optimized for a small number of the critical paths by applying negative clock skew. This strategy is consistent with the customized design methodology used in the design of the CPU. The clock distribution network utilizes a standard tree structure where the input clock signal is buffered by the clock driver and distributed over the entire circuit. Buffers are again placed after each crossunder. A strategy very similar to the approach presented in Section V-C [28] and depicted in Fig. 15 is used to compensate for the variation in interconnect impedance and register load of each clock line. Clock edges at each register are further synchronized by adjusting the MOSFET transistor geometries of the distributed buffers within the clock distribution network.
Another circuit technique used in the WE32100 to minimize the dependence of the clock skew on any process variations is discussed in Section VII-A. This technique minimizes process-induced clock skew caused by asymmetric variations of the device parameters of the -channel and -channel MOSFETs. Clock distribution networks with skews an order of magnitude less than conventionally designed circuits have been simulated with this technique [131] .
The issue of chip-to-chip synchronization is important in the design of integrated circuits because these circuits make up the components of a larger computing system. Since individual integrated circuits are processed in different wafer Table 2 Technology and Performance Characteristics of Three Alpha Microprocessor Generations lots, the device parameters may differ, and therefore any internal delays, such as the clock lines, will also differ. If the clock delay is for the slowest integrated circuit, as much as clock skew may be developed when the fastest and slowest chips communicate synchronously. Therefore, a preferable strategy is to reduce the on-chip clock delay to a minimum and to preselect chips for similar clock delays [160] . [167] , [168] , [206] , [207] A defining application of high-speed clock distribution networks is high-performance microprocessors. The performance of these circuits is often limited by the clocking strategy used in their implementation. The family of DEC/Compaq Alpha microprocessors represents significant milestones in high-speed microprocessor technology. These high-speed integrated circuits operate from 200 MHz with a 3.3-V power supply implemented in 0.75-m CMOS three-level metal technology to 600 MHz with a 2.2-V power supply in 0.35-m CMOS technology (see Table 2 for more specific technology and performance characteristics of three examples of the Alpha microprocessor family).
B. The DEC/Compaq 64-Bit Alpha Microprocessor Family
The 21064 microprocessor operates at a 200-MHz clock frequency; therefore, a clock period of 5 ns must be satisfied for each individual local data path, approximately 16 gate delays per clock period including the registers [206] . Therefore, the clock skew must be of sufficiently small magnitude such that all long path constraints are satisfied (e.g., less than 0.5 ns for a 10% positive clock skew requirement). This strategy assumes the clock skew to be a global effect rather than a local effect. Thus, careful attention to modeling the individual active gates and passive interconnects is required in order to design and analyze these high-speed systems. The Alpha 21064 microprocessor contains 1.68 million transistors and supports a fully pipelined 64-bit data structure. The functional attributes of the microprocessor are de- scribed in much greater detail in [167] . The focus here is on the clocking strategy used within the circuit.
In designing the Alpha 21064 microprocessor, significant attention has been placed on the circuit implementation. The single-phase clock signal is distributed globally on the topmost level of the trilevel metal process, as is the power distribution, since the third layer of metal is thicker and wider (a 7.5-m pitch with contacts is used as compared to 2.625 m and 2.25 m for the second and first layers of metal, respectively). Therefore, the resistivity per unit length of the third layer of metal and the metal to substrate capacitance is less. A number of inherent difficulties exists within the clock distribution requirements of the Alpha 21064 microprocessor. For example, a substantial capacitive load must be driven at high speed by the clock distribution network, 3250 pF (3.25 nF). Also, for both latch design and power dissipation reasons, so as to minimize short-circuit current, a fast clock edge rate ( 0.5 ns) must be maintained throughout the clock distribution network. The huge capacitive load is due to the 63 000 transistor gates being driven by the clock distribution system. The distribution of the loads is asymmetric, necessitating a specialized strategy for distributing the clock.
The single 200-MHz clock signal is distributed through five levels of buffering, where the total network consists of 145 separate elements. Each of the elements contains four levels of buffering with a final output stage locally driving the clocked registers. These distributed buffers are configured as a tree as shown in Fig. 23 [43] . Vertical straps are placed on the second level of metal (M2) to minimize any skew that may develop within the initial four-stage portion of the buffer tree. The primary signal-wide distribution is on the third level of metal (M3), designed to be particularly thick to minimize any line resistance as well as to improve process yield.
The approach used in designing the clock distribution of the Alpha 21064 microprocessor is to permit only positive clock skew, thereby assuring that no catastrophic race conditions induced by negative clock skew can occur. Thus, only a graceful degradation in maximum clock rate caused by localized positive clock skew is possible. This strategy is accomplished by centrally locating the clock generation circuitry within the integrated circuit. The clock signal is then radially distributed from the center of the chip die to the periphery of the IC. By carefully monitoring the design of this clock distribution methodology, the likelihood of developing a catastrophic amount of negative clock skew (i.e., ) is minimized. The second generation Alpha microprocessor, the 21164, is manufactured in a 0.5-m CMOS process and operates at 300 MHz with a 3.3-V power supply. The third generation of the Alpha family is the 21264. This microprocessor is manufactured in a 0.35-m CMOS technology and operates at 600 MHz. Note that the number of gate delays per clock period is reduced from 16 (for the 21064) to 14 (for the 21164) to 12 (for the 21264). Both the 21164 and 21264 uses a four-level metal process with the metal four pitch decreasing from 6.0 m to 2.8 m. As listed in Table 2 , a primary issue in the design of the Alpha clock distribution networks is the power dissipated by the clock network. Between 40% and 44% of the total power dissipated by the various Alpha microprocessors is due to the clock distribution network.
Unlike the Alpha 20164 in which a single bank of primary clock drivers are centrally placed within the IC, in the 21164, the bank of clock drivers are divided into two in order to reduce the significant thermal gradients that develop in the Alpha 21064. This strategy is further exploited in the Alpha 21264 in which a gridded two-phase global clock signal (GCLK) is distributed over the entire IC in order to maintain a low-resistance reference clock signal and to distribute the power dissipated by the clock distribution network across the die area (see Fig. 24 ) [206] . The Alpha 21264 microprocessor is the first version of the Alpha family to utilize a hierarchy of clocks. The global clock signal GCLK is the source of thousands of buffered and conditional (or gated) clock signals driving registers across the IC as shown in Fig. 25 [206] , [207] . Local clocks and local conditioning clocks operate several stages past GCLK [207] . This strategy is used to reduce the power dissipated by the clock distribution network while providing clock signals that can be controlled at the local level so that the clock signals can be locally delayed in order to schedule the local clock skews and apply time borrowing, thereby increasing the overall clock frequency. The maximum GCLK skew is less than 75 ps. As shown in Fig. 25 , an on-chip PLL is used to generate the clock signal. As shown in Fig. 24 , the clock signal is routed as a trunk to the center of the die and distributed by X-and H-trees (see Section V-B) to 16 distributed clock drivers. The final portion of the clock distribution network uses a tree configuration as compared to an H-tree to save power and area. All interconnect within the GCLK grid is shielded both laterally and vertically by a power/ground line. Clock skews of 65 ps operating at 0 C ambient and 2.2 V have been experimentally verified by an e-beam tester [207] . [11] , [157] , [161] , [162] , [171] , [196] Another application area that requires sophisticated clock distribution is heavily pipelined digital signal processors (DSP), such as FIR/IIR digital filters, multiply-adders, multiply-accumulators, and frequency synthesizers. These types of circuits repeatedly use similar circuit elements, such as multipliers, adders, and registers. Careful attention is placed on developing high-performance customized versions of these circuit elements and these circuit components are repeatedly used within larger DSP systems. The primary difference between different versions of these DSP circuit components is typically the size of the bit slice (e.g., 8 bit versus 64 bit) and the degree of pipelining. Substantial pipelining is applied to these circuits to increase the system clock frequency (see [147] , [148] , [176] ).
C. 8 Bit 8 Bit Pipelined Multiplier
The multiplier function is a good example of a complex circuit element capable of significant improvement in clock rate with high levels of pipelining. Since the data flow is nonrecursive, fewer pipeline registers are required as compared to those structures which contain substantial feedback. Furthermore, the multiplier tends to be the critical element (in terms of speed, area, and power) in most DSP circuits. Heavily pipelined multipliers requiring sophisticated clock distribution networks are the focus of considerable research. In this section, specific examples of clock distribution networks in highly pipelined DSP-based multipliers implemented in VLSI technologies are described.
A common feature of these VLSI-based multipliers (and many VLSI-based systems) is the repetitive organization of the physical layout. Repetitive parallel arrays of abutted adder cells, pipelined at each bit (a register placed between each adder cell), provide worst case path delays of only a single adder and a register delay ( -and ), permitting very high multiplication throughput. Specialized architectures, which are beyond the scope of this paper, such as carry save addition, are used to improve the throughput of these VLSI-based multipliers (see e.g., [11] , [157] , [161] , [162] , [171] , [196] .
In these types of highly arrayed structures, clock skew can appear both horizontally (serial skew), in the direction of the data flow, and vertically (parallel skew), orthogonal to the Fig. 26 . Clock distribution network of a multiplier array [157] , [161] . data flow. As described by Hatamian and Cash in [157] , [161] and pictured in Fig. 26 , assuming the clock source originates from point A, the clock skew between points D and E at the cell inputs is quite close to the skew between points B and C. As long as this horizontal clock skew is less than the local data path delay between cells, no negative clock skew condition will occur [see Section IV-B and (6)], and the multiplier array will operate properly. Furthermore, additional cells can be added to the array without creating any race conditions as long as the same constraint is maintained. Unlike the horizontal skew, however, the vertical skew is cumulative. The clock skew increases as the signal propagates vertically from point A. Thus, the cumulative skew between points F and G dominates over the horizontal skew, again assuming the clock source originates from point A. It is worth noting that the highly arrayed structure of the multiplier, which makes it particularly amenable to a VLSI implementation, also constrains and limits the topology and layout of the clock distribution network used to synchronize the circuit.
In the 8 bit 8 bit multiplier described in [157] , [161] , which is implemented in a 2.5-m CMOS technology and operates up to 70 MHz, the clock signals are distributed entirely on metal, except where short polysilicon crossunders are used to transverse the power lines. A two-level buffer clock distribution network is used, where the clock load is balanced at the output of the second buffer, and the path before the second buffer is kept symmetric. This clock distribution strategy is similar to that described in [162] . Also an 8 bit 8 bit multiplier, the multiplier described in [162] , is implemented in a 1.0-m NMOS technology and operates up to 330 MHz at room temperature and up to 600 MHz with liquid nitrogen cooling. Pipelining after each one bit addition, the multiplier architecture is very similar to that described in [157] . The clock signals are distributed in metal outside the multiplier array and in polycide (strapped polysilicon with silicide to minimize the line resistance) inside the multiplier array. Two-phase clocking is used with a total master and slave register fanout of 8 pf. No special circuitry to prevent overlap of the two-phase clock is used, since this degrades the active-high portion of the clock signal.
Maximal pipelining of multiplying architectures is taken one step further by pipelining each half bit of an 8 bit 8 bit multiplier [171] . Operating at 230 MHz and implemented in a 1.6 m double-level metal CMOS process, the multiplier architecture is similar to that used in [157] , [161] , [162] . The circuit uses a single-phase clocking scheme [197] . A standard three-level buffer network is used to distribute the clock signal. Each row of the multiplier provides a capacitive load of 5.3 pf. A common clock line runs horizontally in metal one (M1) and is driven by a large-sized buffer. The complete buffer tree is composed of 14 buffers, where ten of these buffers drive the registers (i.e., the leaves of the tree). The maximum skew measured between two clock lines is 150 ps [171] .
These three multiplier examples are intended to provide some insight into distributing clock signals within highly arrayed VLSI-based DSP systems. The primary attributes of the multiplier; repetitive circuit elements, abutted or closely spaced layouts, extremely high throughput (i.e., many hundreds of megahertz) due to heavy pipelining, make the multiplier an important class of VLSI system that requires highly specialized clock distribution networks. [212] , [213] The fundamental design trend in current microprocessors has been the development of systems operating at high clock frequencies; specifically, greater than 1-GHz operating frequencies. The primary difficulty in satisfying the goal of achieving these high clock rates is the delay uncertainty caused by process and environmental variations such as on-chip process parameter and temperature variations and related design-oriented issues such as voltage gradients, capacitive and inductive coupling, and load impedance mismatches. Thus managing the design problem of achieving hundreds of picosecond clock periods in order to operate at multigigahertz clock frequencies while understanding, minimizing, and compensating for the large variety of delay uncertainty is the primary issue today in the design of high-performance clock distribution networks.
D. The Intel IA-64 Microprocessor
A recent example of a microprocessor designed to operate beyond the gigahertz frequency level is described in [212] . This circuit, designed and manufactured by Intel, is called the IA-64. The general clock distribution design strategy applied in this microprocessor is to minimize the clock skew through the use of distributed programmable deskew circuits while supporting local optimization of the clock distribution network.
The architecture of the IA-64 clock distribution network consists of three components: a balanced tree structure to globally distribute the clock signal, multiple deskew circuits distributed regionally with balanced clock trees, and multiple local clock buffers that drive the individual circuits and registers. In addition, a separate reference clock signal is distributed along with the global clock signal for use within the deskew circuit [212] .
The global portion of the clock distribution network originates from the clock source (an on-chip PLL), distributing the clock signal through a network structured as an H-tree (see Section V-B) until the tree reaches one of eight deskew clusters (each containing up to four deskew circuits). In order to minimize the effects of any capacitive and inductive coupling between the clock lines and any adjacent signal lines, the global clock signal lines are completely shielded by adjacent power and ground lines to enhance the noise immunity of the clock signal while also controlling the inductive current return paths.
The deskew buffer consists of a phase detector, a finite state machine (FSM), and a digitally controlled analog delay line. The buffer provides local delay compensation by comparing the reference clock signal to a local feedback signal, permitting the delay of the clock signal to be adjusted through the analog delay line and the FSM. The delay variation in the clock signal which causes clock skew in the data paths is therefore due to the skew of the reference clock and the uncertainty of the phase detector rather than the much greater delay uncertainties due to the distribution and load mismatches of the global and intermediate clock distribution networks. The delay uncertainty of the reference clock signal is also much smaller than the global clock signal since the topology of the network distributing the reference clock signal is both balanced and much smaller with fixed known loading characteristics [212] .
The output signal of each deskew circuit is distributed through a balanced tree network to a set of local buffers. These buffers drive a regional grid of clock ports, permitting the clock signal to be tapped by the underlying active circuits from a local clock buffer. The maximum clock skew within a regional clock grid is estimated (by circuit simulation) to be less than 25 ps with this clock distribution architecture. Each local clock distribution network is managed by the design team developing that circuit block. Thus, by applying this intermediate compensation technique, the global clock distribution design problem can be treated as a local design problem, making the entire chip integration process significantly easier and more manageable. Localized clock skew scheduling and clock gating for power management are also supported at this level of the clock distribution network. Experimental measurements characterizing the maximum clock skew among all deskew buffers is 28 ps (as compared to more than 110 ps if the deskew circuitry is not used) [212] . Thus, the clock distribution network of this microprocessor utilizes a number of sophisticated design techniques and strategies to support gigahertz clock frequencies while being developed within a design environment consistent with the large teams common to microprocessor design.
The application of clock skew scheduling has also been demonstrated on a similar microprocessor architecture in [213] . Both speed and power are enhanced through the use of clock skew scheduling. The circuit speed is increased by up to an additional 18% in specific highly tuned circuit blocks. More significantly, the power dissipation is decreased by more than 80% by exploiting clock skew scheduling in the less time critical local data paths. The strategy used in this low-power design technique is to slow down the fast paths that do not limit the maximum clock frequency by replacing the high-speed drivers with lower current (and therefore slower) buffers. Thus, power dissipation can be significantly decreased in addition to the speed enhanced by applying local clock skew scheduling even on highly tuned, high-performance microprocessors such as the Intel IA-64 microprocessor.
X. DIRECTIONS FOR FUTURE RESEARCH IN THE DESIGN OF CLOCK DISTRIBUTION NETWORKS
Significant research opportunities remain in the design, synthesis, and test of clock distribution networks. Some examples of these research areas are briefly described in this section.
1) Automated Synthesis of Clock Distribution Networks:
Much of the current research focuses on automating the synthesis of clock distribution networks to support higher performance requirements. The optimal placement of localized distributed buffers (i.e., repeaters [211] ), improved delay models which account for nonlinear active transistor behavior, the appropriate application of localized shielding, the use of localized clock skew to increase circuit speed, and the integration of and interconnect and buffer physical delay models for more accurate delay analysis must be considered in the automated design and layout of clock distribution networks. The effects of clock skew, both positive and negative, must also be integrated into behavioral synthesis and timing analyzers to detect race conditions as well as to satisfy local and global performance constraints. Synchronous timing constraints must be integrated into high-level behavioral synthesis algorithms, thereby improving the accuracy and generality of these synthesis (and simulation) tools.
Most clock distribution networks are tree structured; however, in many customized VLSI circuits, certain portions of the network are strapped in a mesh configuration to minimize interconnect resistance. These mesh networks decrease clock skew as well as improve circuit reliability. Therefore, one area of future research is the automated layout of clock meshes. Both timing models and physical layout must be integrated to handle this important extension of tree structured clock distribution networks.
2) Design of Process Insensitive Clock Distribution Networks:
A research area of primary importance to the practical design of high-speed clock distribution networks is improving the tolerance of these networks to both process and environmental variations. Since functional clock periods are now commonly less than a nanosecond (i.e., greater than a 1-GHz clock frequency), variations in delay of tens of picoseconds can seriously degrade the performance and reliability of these high-speed synchronous systems. Variations of this magnitude, however, are quite common in modern semiconductor technologies. This topic is, therefore, of immediate and significant importance to the high-speed processor community.
3) Design of Microwave Frequency Clock Distribution Networks: As system-wide clock frequencies increase beyond the 1-2-GHz frequency levels, transmission line effects will begin to influence the performance characteristics of clock distribution networks. Models of interconnect sections will require the inclusion of more accurate lossy transmission line behavior including the effects of on-chip inductance [198] - [200] , [214] . The on-chip inductance will greatly affect both the signal delay and power dissipation characteristics of the gigahertz frequency clock distribution networks. In certain cases, the power dissipated within the clock distribution network may actually decrease due to the nonquadratic behavior of the interconnect with interconnect length (actually between one and two [199] ); therefore, fewer buffer repeaters will be required to provide the signal distribution within the clock network. The basic problem of transmission line effects in the design and analysis of high-speed clock distribution networks is expected to become a problem of general near term importance.
These microwave effects will also become significantly more apparent as ultrahigh-speed digital technologies, such as the superconductive digital electronic technology, single flux quantum (SFQ) logic [51] , [201] - [205] , become more readily available. SFQ circuits typically operate at frequencies well into the 10-100-GHz frequency range [202] .
4) System Architectural Issues in the Design of Clock Distribution Networks:
System issues in the design of clock distribution networks also necessitate focused research. Important and developing architectural structures, such as parallel processors, neural networks, supercomputers, hybrid circuits (or monolithic multichip modules [172] ), and wafer scale integration all require specialized synchronization strategies. Related systems issues, such as ultralow-power circuits which require extremely low-power clock distribution networks [52] - [54] , are becoming increasingly important. Improving the power dissipation characteristics of clock distribution networks is particularly important, since these networks have been clearly demonstrated to dissipate a large portion of the total system-wide power budget [206] , [207] . Topics, such as distributing small differential signals and task monitoring (or clock gating) strategies, are important areas of research in low-power and/or low-voltage systems that are highly applicable to the design of effective clock distribution networks.
5) Debug and Production Test of Clock Distribution Networks:
A necessary requirement in developing a product is evaluating the quality of that product. Both debug and production test of high-performance clock distribution networks are of fundamental importance. Minimal research exists that describes how best to debug gigahertz frequency clock distribution networks as well as how to best test these networks in a production environment.
XI. SUMMARY AND CONCLUSION
All electronic systems are fundamentally asynchronous in nature; by the careful insertion of precise localized timing relationships and storage elements, an asynchronous system can be adapted to appear to behave synchronously. As long as the specific local timing and functional relationships are satisfied, synchronous design methodologies can be applied, easing the timing constraints on the data flow, albeit, requiring a clock distribution network to provide the synchronizing reference signal. By synchronizing with distributed clock signals, the clock frequency, a measure of how often new data appear at the output of a system, will remain as the primary performance metric in synchronous systems. Furthermore, systems can be developed which operate at performance levels that would be otherwise unattainable without requiring significant architectural or technological improvements.
It is often noted that the design of the clock distribution network represents the fundamental circuit-based performance limitation in high-speed synchronous digital systems. The local data path-dependent nature of clock skew, rather than any global characteristics, requires extreme care in the design, analysis, and evaluation of high-speed clock distribution networks. The design complexity and difficulty in scaling these networks to finer geometries are the primary reasons for the recent effort placed on developing asynchronous design methodologies. Clearly, however, synchronous systems will be commonplace for a long time to come, necessitating improved techniques for designing and implementing high-speed, highly reliable clock distribution networks. Furthermore, as tighter control of the clocking parameters improves, approaches such as localized clock skew will be more generally used in the design of clock distribution networks to further enhance system performance.
Summarizing this paper on synchronous clock distribution, fundamental timing relationships in synchronous digital integrated circuits have been examined and timing-based constraint relationships developed. Various circuit-based design methodologies and techniques for distributing the clock signals have been suggested and practical circuit applications have been reviewed. It is the intention of this paper to integrate these various topics and to provide some sense of cohesiveness to the field of clocking and specifically, clock distribution networks.
