We consider the problem of estimation of a bivariate density function with support ℜ × [0, ∞), where a classical bivariate kernel estimator causes boundary bias due to the non-negative variable. To overcome this problem, we propose four kernel density estimators and compare their performances in terms of the mean integrated squared error. Simulation study shows that the estimator based on the proposed normal-gamma kernel performs best. Two astronomical data sets are used to demonstrate the applicability of this estimator.
Introduction
Let X i = (X i1 , . . . , X id )
T , i = 1, . . . , n be n independent realizations of ddimensional random variable X = (X 1 , . . . , X d )
T having an unknown continuous d-variate probability density function f . In this chapter, we concentrate on the problem of estimating f by kernel density estimator, in which f with support ℜ d can be estimated by a d−variate classical kernel estimator (see, for example, Silverman, 1986; Wand and Jones, 1995) . But this causes boundary bias in case of bounded or semi-bounded support. To solve this problem in univariate set-up, the associated kernels are proposed (see, for example, Chen, 1999 Chen, , 2000 Libengué, 2013; Igarashi and Kakizawa, 2014) , whereas, in multivariate set-up, the boundary bias can be omitted by using the product of d univariate associated kernels (see, for example, Bouerzmarni and Rombouts, 2010). In the context of multivariate associated kernel, Kokonendji and Somé (2018) propose a bivariate beta kernel with a correlation structure. Now, when the support is a cartesian product of ℜ and bounded or semibounded sets, f can be estimated using the product of univariate classical kernels and univariate associated kernels. Here, in particular, we consider the estimation of a bivariate density function with support ℜ × [0, ∞).
In this regard, Section 2 contains the properties of the estimators based on the product of a univariate classical kernel and a univariate gamma kernel. Section 3 provides bivariate density estimators based on normal-gamma (NG) kernels. Section 4 discusses the relative performances of the estimators through simulation followed by data study in Section 5. Section 6 has the discussion, whereas some technical details are deferred to the Appendix.
Product of classical and gamma kernels
Consider a bivariate continuous density function f satisfying (i) x ∈ ℜ × [0, ∞), (ii) f is twice continuously partially differentiable on ℜ × [0, ∞), (iii) {∂f /∂x j } 2 dx < ∞, j = 1, 2 and {x 2 ∂ 2 f /∂x 2 2 } 2 dx < ∞. To estimate f , we consider the estimator as followŝ
where K is the classical kernel satisfying (a) K(−t) = K(t), (b)
, with bandwidth h(> 0) satisfying h → 0 and nhb → ∞ as n → ∞. K x 2 /b 2 +1,b 2 is the first class of gamma kernels (Chen, 2000) defined as
where Γ is the gamma function, with bandwidth b 2 (> 0) satisfying b → 0 and nhb → ∞ as n → ∞. Bandwidths of the kernels are so chosen as to make the amount of smoothing in the same scale for both the kernels. In general, any associated kernel can be used here. However, we choose the gamma kernel due to its flexible properties (see, for example, Chen, 2000) . Now, using y 1 = x 1 − ht, we get
where ξ x 2 follows gamma(
where f j = ∂f /∂x j and f jj ′ = ∂ 2 f /∂x j ′ ∂x j , j, j ′ = 1, 2. Then, substituting the last expression in (2), we get
This shows estimatorf 1 is free of boundary bias and the corresponding integrated squared bias is given by
Now,
where η x 2 follows gamma(
. Lemma 3 of Brown and Chen (1999) gives
where
Expressions (3) and (5) imply that for h → 0, b → 0, and nhb → ∞ as n → ∞, the nonparametric density estimatorf 1 (x) is consistent for the true density function f (x) at each point x. Now, for
f (x)dx 1 dx 2 is finite. Combining (4) and (6), the mean integrated squared error (MISE) is obtained as
and the leading terms in (7) give the expression of the corresponding asymptotic mean integrated squared error (AMISE). AMISE is optimal for h opt = h 0 n −1/6 and b opt = b 0 n −1/6 , where h 0 and b 0 are constants, i.e. the optimal bandwidths for kernel density estimatorf 1 are O(n −1/6 ) and
Another estimator of f is considered aŝ
is the second class of gamma kernels (Chen, 2000) defined as
So, Bias{f 2 (x)}, given by
which shows the boundary unbiasedness of estimatorf 2 and for a nonnegative constant κ,
which corresponds to AMISE opt , given by
Observe that AMISE opt {f 1 (x)} ≥ AMISE opt {f 2 (x)} impliesf 2 is expected to have a better asymptotic performance thanf 1 .
Bivariate density estimation using N G kernel
Consider the density function K Θ of a bivariate normal-gamma distribution defined as (Bernardo and Smith, 2000)
with µ ∈ ℜ, λ > 0, α > 0, β > 0, where N and Ga, respectively, stand for normal and gamma distributions. Using (11), we define the following estimator of f asf
. By Taylor series expansion we get (see, Appendix A.1),
Therefore, Bias{f 3 (x)} is given by
which shows estimatorf 3 is free of boundary bias, and the integrated squared bias is
The variance off 3 (x) is
for non-negative constants κ 1 , κ 2 (see, Appendix A.2), and
assuming (14) and (15), we get the expression of the MISE as follows
).
for which the optimal AMISE is obtained as
We propose another estimator of f using (11) as followŝ
where K Θ 2 is the NG kernel with Θ = Θ 2 = (
Then, in the similar fashion as in estimatorf 3 , we obtain Bias{f 4 (x)} as
establishing its boundary unbiasedness, and
for non-negative constants κ 1 , κ 2 . Hence,
For b 1 = b 2 = b 0 , the optimal b 0 is given by
and, therefore, the optimal AMISE is obtained as
Simulation study
In simulation study, we consider n = 100 and 200 with 1, 000 replications for the following target distributions of different shapes, where C, HN, N, Ga, Exp, LG, T N represent Cauchy, Half-Normal, Normal, Gamma, Exponential, Logistic and Truncated Normal (truncated at zero) distributions respectively. Here l, s, sh and rt respectively denote the location, scale, shape and rate of the corresponding distribution. 1) Product of C(l = 0, s = 1) and HN(s = 2), say, f 1 (Fig. 1) .
2) Product of 0.2 × N(l = −3, s = 1) + 0.6 × C(l = 0, s = 1) +0.2 × N(l = 3, s = 1) and Ga(sh = 3, s = 1), say f 2 (Fig. 2) . (Fig. 4) . For comparison among different kernel density estimators, the bandwidths are considered within a range such that
T is the bandwidth vector corresponding to the product of two classical Gaussian (0, 1) kernels, which produces the 5-th estimator denoted byf 5 . In each replication the bandwidths are chosen by minimizing the integrated squared error; where the range of integration for each target distribution is specified such that the value of the bivariate density function is ignorable beyond the considered range. The arithmetic mean and the standard deviation of the integrated squared error (ISE) and the bandwidth vector (BW) are reported in Table 1 .
From the table it is observed, as expected, that with increasing sample size, the mean of ISE and BW of all estimators are decreasing for all target distributions considered. As we can see,f 4 performs best in all situations and f 3 does worst among the first four estimators.f 2 performs second best for the first three target distributions, whereas with distribution f 4 ,f 2 outperformŝ f 1 for n = 100, but is dominated byf 1 for n = 200. This is becausef 1 asymptotically performs better thanf 2 for distribution f 4 , and the required convergence rate is reached at n = 200. The first four estimators perform significantly better thanf 5 reflecting the boundary bias problem of classical kernels, except for distribution f 2 , wheref 1 andf 3 have mean ISE very close to that off 5 . In fact,f 3 is outperformed byf 5 , because distribution f 2 has low density near boundary of the non-negative variable, and hence the boundary bias off 5 comes out to be close to the biases off 1 andf 3 .
Application
Applicability of density estimatorf 4 is demonstrated using two sets of astronomical data. For given data set X 1 = (X 11 , X 12 ) T , . . . , X n = (X n1 , X n2 ) T of size n, the bandwidths are selected by minimizing
is an estimate of the target distribution f at the point X i , based on the given data set excluding the observation X i . Our first data set consists of information on gamma-ray bursts (GRBs), the brightest explosion in the universe to date since the Big Bang (see, for example, Modak et al. 2018 ). We collect data from the fourth BATSE Gamma-Ray Burst Catalog (revised) (Paciesas et al., 1999) for the variable T 90 , a measure of burst duration, is the time in second within which 90% of the flux arrive, and the variable P 256 , peak flux measured in count per square centimeter per second on the 256 millisecond time scale, on 1496 long-duration GRBs (i.e. GRBs with T 90 > 2 seconds). As usually done in astronomical studies to analyze the data set with huge variation in the values of the variables, we also consider the logarithm transformation of the variables, and study the relation between log 10 (T 90 ) and log 10 (P 256 ) (see, Fig. 5 ). Fig. 6 shows their bivariate density, estimated byf 4 , corresponds to a multimodal distribution.
Next data set contains information on 1131 early-type galaxies (ETGs) at redshift (z) ranging from 0.06 to 2. Fig. 7 shows the plot of log 10 Re (Re: effective radius in kiloparsec) versus z for the galaxies, and the corresponding bivariate density estimated byf 4 is shown in Fig. 8 . The latter figure indicates two significantly different patterns in the density function, in which there is a high density function for the nearby ETGs, i.e. galaxies with redshift close to zero, and a low density function for the ETGs in higher redshift region.
Discussion
We consider the estimation of a bivariate density function with support ℜ × [0, ∞) using the product of classical and associated kernels. We also suggest two new nonparametric density estimators based on NG kernels. The proposed estimators are proved to be free from boundary bias, whereas simulation study shows the estimatorf 4 performs best among its possible competitors. Practical implementation of estimatorf 4 includes two important fields of astronomical study, viz. GRB and ETG. In simulation, the bandwidth vector is selected by optimization method such that the integrated squared error is minimized. With increasing dimension, even if for the bivariate case, this selection procedure can be time consuming. Hence a fast algorithm is needed and bandwidth selection based on the specific kernel estimator is also desired. A search for full bandwidth matrix instead of diagonal matrix can be an open problem for future work (see, for example, Kokonendji and Somé 2018). Now, A.2 V ar{f (x)} = n −1 V ar{K Θ (X i )} = n −1 E{K Θ (X i )} 2 + O(n −1 ).
Now, 
