Many studies point to the difficulty of scaling existing computer architectures to meet the needs of an exascale system (i.e., capable of executing 10 18 floating-point operations per second), consuming no more than 20 MW in power, by around the year 2020. This paper outlines a new architecture, the Active Memory Cube, which reduces the energy of computation significantly by performing computation in the memory module, rather than moving data through large memory hierarchies to the processor core. The architecture leverages a commercially demonstrated 3D memory stack called the Hybrid Memory Cube, placing sophisticated computational elements on the logic layer below its stack of dynamic random-access memory (DRAM) dies. The paper also describes an Active Memory Cube tuned to the requirements of a scientific exascale system. The computational elements have a vector architecture and are capable of performing a comprehensive set of floating-point and integer instructions, predicated operations, and gather-scatter accesses across memory in the Cube. The paper outlines the software infrastructure used to develop applications and to evaluate the architecture, and describes results of experiments on application kernels, along with performance and power projections.
Introduction
Large petascale supercomputers are already being used to solve important problems in a variety of areas like material science, energy science, chemistry, earth systems, astrophysics and astronomy, biology/life systems, health sciences, nuclear and high energy physics, and fluid dynamics [1] . Each of these areas has specific problems and a set of algorithms customized to solve those problems, but there is overlap in the use of algorithms across these domains because of similarity in the basic nature of problems across domains. Several features are common to applications of interest to the supercomputing community. Chief among these is the pervasive use of the MPI (Message Passing Interface) programming model [2] with the partitioning of the application memory space into MPI domains, each typically no more than 2 to 4 GB in size. Many of these applications exhibit massive data parallelism, performing the same set of operations on billions of data elements. Moreover, most of the data processed in these systems exhibit fairly short tenancy in the processor, streaming into and out of the processor at high rates.
The use of even larger supercomputers is expected to both speed up solutions for these problems and enable the solution of problems with larger datasets or with finer resolution.
Beyond this, however, there is an expectation that the ability to compute 10 18 operations per second will also bring a qualitative change to problem solving, allowing exascale systems to be used in new types of problems such as uncertainty quantification [3] and in new areas, such as modeling of the human brain [4] .
There are several challenges associated with designing exascale systems [5] , the most important of them being the power consumed by these machines. At the rate of power consumption of current petascale systems, an exascale system could consume as much as 500 MW, far higher than the 20 MW targeted for these installations. The principal engine for the advances made by supercomputers over the past decades has been Dennard scaling [6] , through which the electronics industry has successfully exploited the combination of increased density, better performance, and reduced energy per operation with steady improvements in silicon technology. With Dennard scaling, the target of 20 MW could have been reached in four generations of technology. However, with oxide thickness down to a few atoms, voltages can no longer be scaled proportionally without serious compromise to the reliability and predictability of device operation, and it is no longer reasonable to expect the same improvement in clock frequency for constant power density that was practical in the past.
The other challenge in the design of dense computational nodes is the limited bandwidth available to access memory external to the processor chip through the limited number of pins available at chip boundaries. The bandwidth of signaling through these pins has been increasing at a far lower rate than that of the computational capability within the processor chips. In contrast to the 1 byte per second (byte/s) bandwidth to memory for every floating point operation per second (flop/s) typical in the early generation of supercomputers, today's supercomputers provide barely 0.2 bytes/s per flop/s [7] . Memory hierarchies on the processor chip bridge the gap for some applications, but do so at the cost of power in static random-access memory (SRAM) caches, and only for applications that can exploit temporal or spatial locality of data.
One of the technologies that is maturing and that could help in both these respects is 3D stacking of silicon dies. 3D stacking not only helps in providing a compact footprint, but it also reduces the latency of communication between circuits on different layers. With judicious use of through-silicon vias (TSVs), 3D technology could also provide greater bandwidth between sections of the processor design without having to resort to large, expensive dies. The Hybrid Memory Cube (HMC) [8] is a novel memory platform in which the capacity of memory is dramatically increased by 3D stacking of several (four to eight) layers of DRAM dies, and connecting them to an additional base logic layer using TSVs. The base layer contains the memory controller, the built-in-self-test (BIST) logic, and an interface to a host processor, and uses CMOS technology optimized for such logic.
The logic layer in an HMC structure provides a convenient point where data transformations can be performed on the contents of the memory stack. Such transformations can filter data before the data are provided to a host processor for further processing, thereby reducing bandwidth requirements and latency at the interface between the host processor and memory. In other cases, such transformations can remove the need for the host processor to read or write any part of the data. In both cases, the reduction of data movement between chips results both in improved performance and in power savings. This paper describes the architecture of one such personalization of the logic layer in an HMC, called the Active Memory Cube (AMC).
The AMC is an example of the concept of processing in memory, which has been experimented with for several decades with limited success. The restriction of commodity DRAM architectures to conform to slowly-evolving standards, and the limitations placed on digital logic by the technologies used in the processing of DRAM have been difficult problems to overcome. The commercialization of HMC makes it possible to mix DRAM technology with logic technology in a 3D stack. By retaining the memory interface of the HMC, an AMC can appear to a host processor as ordinary memory accessible through standard memory read and write commands, while providing added capability of independently transforming the contents of memory. Special commands to memory have been provided on systems in the past, for example in atomic read-modify-write operations; the AMC extends the concept significantly further allowing commands to specify arbitrary programs to perform the transformations.
This versatility comes at some cost. The program to be executed in the AMC, pointers to data on which the program operates, and translation tables to map virtual addresses in user programs to real addresses in the AMC must be communicated from the host to the AMC. Much of the advantage of processing in memory could be lost if too much communication is needed between the host and processing elements within the memory. There is a subtle balance between keeping the processing elements on the AMC simple in order to maximize the power-efficiency of these elements, and making them versatile in order to reduce the need to communicate with the host processor. This has led to the design of the AMC processing elements as lanes that have characteristics of a general-purpose core, but tuned to be power and area-efficient for the streaming vector functions common in scientific workloads. This tradeoff yields an unconventional mix of features including the absence of caches and hardware scheduling of instructions, but the incorporation of vector registers, a vector instruction set, predicated execution, virtual addressing, and gather-scatter accesses directly to memory. The memory in the AMC is consistently and coherently accessible both from the lanes and from the host processor, thus avoiding the need to copy data back and forth between the memory associated with these units, as is needed in typical accelerators attached to processors.
With the hardware made efficient in area and power utilization, much of the burden of resource allocation and instruction scheduling falls on the compiler. The AMC compiler takes a standard program annotated to run on a parallel system using OpenMP** 4.0 [9] directives and demarcates the parts that should be run on the AMC. It exploits all of the vector and exposed pipeline features of the lanes in the AMC to derive an effective schedule of instructions for each lane. Runtime additions to the operating system provide the services needed by the compiler to allocate lanes and to direct the placement of data within the AMC and across multiple AMCs connected to the host.
The idea of using processing capability in the base logic layer of a stack such as the HMC has recently been exploited in other proposals such as NDC [10] and TOP-PIM [11] . These proposals generally incorporate cores of existing processor architectures in the base layer and hence cannot approach the energy-efficiency of the AMC, whose lane architecture is specifically designed with the energy-efficiency goal of scientific exascale supercomputers in mind.
The sections in the rest of this paper provide a description of the structure of the AMC, details about the organization of the lanes, a description of the software development infrastructure, and results of some experiments on a simulated version of the AMC.
Structure of the active memory cube
As mentioned before, the AMC is built upon the fundamental structure of the HMC, sharing with the HMC the architecture of the DRAM stack. The memory dies in an HMC stack are partitioned into blocks, and all blocks in the same physical location on all dies are grouped together into an entity called a vault. A corresponding vault controller individually manages each vault. All vault controllers are interconnected to one another and, through link controllers, to external I/O links via an internal network.
The vault controllers, interconnect network, and link controllers are located on a logic layer separate from the DRAM dies. As indicated, the AMC adds several processing elements, referred to as lanes, in the base logic layer, connected to an enhanced interconnect network as shown in Figure 1 . By using the same interconnect network and the same transaction protocols between a lane or a link and the vault controllers, a lane can address memory locations within its AMC just as an external processor can. The link controller can send and receive read and write commands using special memory-mapped input/output (MMIO) addresses to and from any lane. This allows an external host processor to communicate directly with a lane, and for a lane to indicate some event to the host without involving the vault controllers.
Memory structure
The prototype design for the AMC described in this paper, assumed to be implemented in 14-nm technology, has an 8 GB stack comprising eight layers of DRAM, each having 32 partitions of 32 MB. Each partition has two banks each composed of 16 K pages with each page holding 8 128-byte cache lines. Aligned partitions from each of the 8 layers are grouped into a vertical vault as in the HMC. The 16 banks in a vault are connected to its vault controller in the base logic layer through a stack of TSVs. Address and command information are delivered to the DRAM layers through a TSV broadcast bus and decoded by each vault layer, but captured only by the layer to which the address decodes.
Each request to a bank of memory delivers a packet of 32 bytes plus 32 bits of metadata. The 32 bits of metadata are divided into 30 bits for ECC, one bit for coherence control and one bit for snoop filtering support required by typical host multiprocessor implementations, e.g., those of the IBM POWER* architecture. Each 32-byte packet is delivered to the vault controller in four lane-clock ticks. At a 1.25 GHz clock rate, this results in a peak bandwidth of 10 GB/s per vault, or 320 GB/s over the full cube.
Host processor interface
The host processor is assumed to be an implementation of the POWER architecture directly connected to eight such AMCs, communicating with each AMC over a bidirectional link with a bandwidth of 32 GB/s in each direction. Each of the eight AMCs is daisy-chained to another AMC through another bidirectional link. This provides a total memory capacity of 128 GB and a bandwidth of 256 GB/s to the memory in each direction. In comparison, the total internal bandwidth to the vaults in the 16 AMCs is 5 TB/s. The bandwidth is visible to 512 lanes, 32 per AMC, each running at a frequency of 1.25 GHz.
Lanes within an AMC can address only the memory located within that AMC. Communication and synchronization between AMCs must be coordinated by the host processor. This is not an unreasonable restriction because the amount of memory needed for each process, e.g., an MPI task, in large-scale scientific machines is typically less than 8 GB.
The vault controller
The vault controller on the base logic die receives all requests to the DRAM layers either from the host processor or from individual lanes within the AMC. Requests from the host are typically for entire 128 B cache lines. However, since no caches are incorporated within the AMC, smaller widths can be requested by lanes. In order to save power and reduce the latency of access for requests smaller than 32 bytes, the vault controller delivers the needed 8-or 16-byte part requested but saves the entire 32-byte packet coming down the TSVs in a vault buffer capable of holding 256 such packets. A hit in the vault buffer avoids the need to send the request up to the DRAM layers.
Maintaining an entire host processor cache line of 128 bytes along with its metadata bits in a single DRAM page avoids the bandwidth and power overhead of splitting a line among multiple pages. However, in order to support small granularity requests from lanes to the same cache lines, the default policy for DRAM access was changed from the closed-page mode of the HMC [12] , where the page is closed immediately after one access, to an open-page mode, where the page is closed only if subsequent access is to a different page on the same layer of the vault.
The vault controller is an ideal place to perform atomic operations, which are variants of read-modify-write operations typically supported by memory controllers. Atomic operations usually read data from a memory location, manipulate the data by performing logical or arithmetic operations with other data, and then write the results back to memory. If return data is warranted, the old data, the modified data, or an indication of success/failure is returned back to the requestor depending on the atomic operation type. The AMC supports a notably rich set of atomic operations including fetch-and-op, compare-and-swap, and even an atomic floating-point add operation. Combining atomic operations over a 32-byte block results in significant reduction of interconnect traffic for several vector applications.
Interconnect structure
The vaults and lanes are organized in four quadrants, each having eight vaults and eight lanes. Two sets of networks connect the links, lanes, and vaultsVone for the request traffic going from links and lanes to the vaults, and another for response traffic from the vaults to the links and lanes. Each quadrant implements an internal local request and response crossbar. The quadrants themselves are fully interconnected with 20 GB/s point-to-point links. Requests from the links/lanes can be directed to vaults in the given local quadrant or to vaults in other quadrants. Local quadrant Figure 1 System node incorporating Active Memory Cube.
vault accesses need to hop across just one crossbar. For remote accesses, the requests have to be sent through the first request crossbar, which then connects it to the appropriate quadrant, from where the request packet has to make a second hop across the request crossbar before reaching the destination vault in the remote quadrant. Similarly, the response packet has to travel through two response crossbars to get back to the source link/lane.
The latency of access to a location in memory depends not only on whether the access is to a local quadrant versus a remote quadrant, but also on whether the request hits in the vault buffer, whether the page being accessed is already open, and finally on the existence of conflicts in the fabric. The minimum latency of access is designed to be 24 cycles when the access is a hit to the vault buffer in a local quadrant.
Coherence management
The host can access the same memory locations on an AMC as the lanes in that AMC. The vault controller has coherence logic that maintains coherence of access to the memory locations shared between the lanes and the host. The granularity of coherence tracking is 128 bytes, identical to the granularity of tracking among caches on the host. The AMC tracks the caching of each line by storing this information in the metadata region for each 128 B memory line. The state bit used for tracking is replicated across each 32-byte sector of the line and is used to track the following states:
INT_RWVAgents within the AMC, like a lane, have ownership of this line and can read or write this line. EXT_RWVThe host has ownership of this line and can read, cache, and write this line.
An access to a line by the host results in the state being set to EXT_RW if it is not already in that state. An access to a sector in the EXT_RW state by a lane will incur a delay to allow the host to invalidate or flush cached copies of the corresponding line. The state is then changed to INT_RW and the access is completed. The delay incurred is similar to that which would be incurred in keeping caches coherent on the host.
Only sectors of lines in the INT_RW state are buffered in the vault buffer, and even these sectors are written through to the DRAM on write requests from lanes. Thus, there are no coherence issues within an AMC because the lanes themselves have no caches. Figure 2 shows a high-level diagram of the organization within a lane of the AMC. Each lane has its own register files and two principal subsystems: a load/store subsystem to Figure 2 High-level organization of the AMC lane (ALn: arithmetic and logical unit n; LSn: load-store unit n; RFn: register file n; LCU: lane control unit; MMU: memory management unit; PCU: processor communications unit).
Lane architecture
perform read and write accesses to memory contained in the vaults, and a computational subsystem that performs transformations of data fetched and prepares data to be written back to the memory vaults. The load/store subsystem of each lane has a memory-address translation unit that is cognizant of the mapping from effective addresses used in a program to real addresses recognized by the vault controllers. In addition to these two principal subsystems, each lane has a Lane Control Unit (LCU) that directs the flow of instructions into the other subsystems, and a Processor Command Unit (PCU) that perform all operations related to communicating with the host processor, synchronization among lanes, and loading of configuration state before lane execution.
Vector instruction set architecture The computation part of each processing lane in the AMC is composed of four computation slices. Each slice includes a memory-access pipeline (also called the load/store pipeline) and an arithmetic pipeline as depicted in Figure 2 . The arithmetic pipeline performs arithmetic and logic operations on floating-point and integer data types at a 64-bit granularity. The instruction set architecture (ISA) includes vector instructions that repeat a given operation on vectors of operands, one element per cycle. This is the classical temporal single-instruction-multiple-data (SIMD) paradigm pioneered in the early Cray computers [13] . At the same time, for data types that are smaller than 64 bits, the ISA includes instructions that perform the same operation on multiple elements packed into 64-bit operands in the same cycle, similar to the spatial SIMD paradigm of more recent multimedia architectures. These narrower vector sub-word elements can be 32-bits, 16-bits, or 8-bits wide.
An instruction, also referred to as the long-instruction word (LIW) in the ISA, specifies all operations that must be executed simultaneously in the nine pipelines of the lane. The ISA also provides the capability to specify a vector length to be applied to all vector instructions in the LIW. The vector length may be directly specified in the instruction or may be obtained from a special iteration count register. Thus, a single LIW in the AMC can express three different levels of parallelism: parallelism across functional pipelines, parallelism due to spatial SIMD in sub-word instructions, and parallelism due to temporal SIMD over vectors.
Each slice of a processing lane contains three register files: a vector computation register (VCR) having 16 entries of 32 vector elements, each 64 bits wide, a scalar computation register (SCR) having 32 entries, each 64 bits wide, and a vector mask register (VMR) having four entries of 32 vector elements, each 8 bits wide. In general, the operations in a slice read from and write into registers belonging to that slice. However, a slice can also read values from the VCR of another slice.
The arithmetic pipeline in the ALU (arithmetic logic unit) includes support for a large set of floating-point and integer operations needed in different types of workloads. The data types supported include double-precision and single-precision floating point, and byte, 2-byte halfword, 4-byte word, and 8-byte doubleword integer operations. The ISA includes multiply-add instructions for all data types, special instructions in support of single-precision complex arithmetic, and long-latency instructions such as divide, square-root and inverse square-root.
The load/store pipeline is capable of specifying a vector operand as a target. The separate addresses needed to load each of the vector elements are computed either by specifying a scalar stride to be added to a base operand, or by specifying a vector register as one of the address operands. The latter option facilitates the gathering and scattering of data between any part of the AMC memory and vector elements or sub-word elements.
The eight bits of the VMR allow an arithmetic or a load/store operation of a vector element or sub-word element to be predicated. Complex predicates can be computed through a rich set of logical operations supported on VMR operands.
Pipeline organization
Most floating-point instructions have a latency of 8 cycles; divide, square root, and inverse square root have a latency of 26 cycles, while integer instructions and data manipulation instructions have a latency of 4 cycles. In order to keep the hardware complexity as low as possible, the pipelines are exposed in the ISA, implying that it is the responsibility of the assembly language programmer or the compiler to take into account the instruction latencies in the pipeline when scheduling dependent instructions. This avoids the need for complex dependency-checking and instruction-stalling logic found in standard processors. The only exception to this is the interlock implemented for load operations, which have unpredictable latency. Target registers of load operations are associated with a pending bit that indicates a pending load. Use of a register that has this pending bit set results in a stall of all activities in the lane until the load data arrives from memory.
Performance and power consumption can be improved by specifying bypassed operands in instructions: results of operations from one slice may be fed directly to dependent operations on any slice two cycles earlier, compared with using the results of operations from their target register locations.
One double-precision floating-point multiply-add execution can complete in each slice during each 1.25 GHz cycle, resulting in a peak floating point capability of 10 billion floating-point operations per second (Gflop/s) per lane or 320 Gflop/s per cube. The resulting ratio of 1 byte/s memory bandwidth per flop/s is significantly better than the 0.2 ratio in an IBM Blue Gene*/Q node.
Load-store operations
The bandwidth available for load/store requests from a lane to the interconnect network is 8 bytes per cycle. This is adequate for most applications of interest. A deep, 192-entry load-store queue (LSQ) is provided to buffer requests to memory and to enable combining of loads or stores when possible. Combining allows multiple 8-byte requests to adjacent portions of a 32-byte sector to be satisfied through a single transaction on the interconnect fabric and at the vaults.
User-level POWER effective addresses are computed in the load-store pipeline and translated into AMC real addresses using an 8-entry effective-to-real address translation unit (ERAT). Misses in the ERAT force the lane execution to stall and are handled by the PCU which sends a command back to the host processor through the link controller. This command generates an interrupt handled by the operating system, which obtains a translation for the address causing the miss and sends it back to the PCU to be installed in the ERAT. The PCU then wakes up the lane pipelines from the stall and retries the memory operation that caused the miss.
Instruction buffer
The instruction fetch mechanism of typical processors, with its instruction cache, instruction prefetch and branch prediction mechanisms, is costly both in area and in power consumed. The iterative nature of scientific kernels, their relatively small size, the predictability of branches, and the ability to hide branch latencies through vector instructions all call into question the need for complex instruction caches and hardware schemes for predicting and prefetching instruction streams. With its temporal and spatial SIMD features, the AMC can save both in instruction footprint and in power consumed by amortizing the cost of fetching instructions over many more operations compared to typical processors. Further reduction of complexity and power in a processing lane was realized in the AMC by eschewing an instruction cache in favor of a lane instruction buffer (LIB) having 512 entries, each holding a single LIW. The size of the LIB is sufficient for most functions because the LIW format and the temporal and spatial SIMD features of the ISA allow very dense code. The LIB is managed in software either by being loaded directly by the host or through LoadLIB instructions in the AMC ISA.
Conditional and unconditional branches in the instruction stream are restricted to targets within the LIB. Conditional branches examine the value in a condition register that is typically stored as a side effect of computing a vector mask using a vector compare instruction. The ISA features a decrement-count-and-branch-if-zero instruction to keep track of iterations in a loop. The ISA also features an indirect branch that derives its target from the value in a scalar register. This, along with a branch-and-link instruction, greatly facilitates the placement and invocation of small subroutines in the LIB.
Simulation and software infrastructure
Several tools are needed in order to evaluate the design of the AMC and to make it convenient for use by programmers. This section first describes a simulator that was built to evaluate the performance of workload targeted for the AMC. It then outlines the modifications made to the operating system to provide a suitable configuration environment and a runtime to exploit the AMCs in a full system. The section finally describes the programming model and compiler to aid a programmer in developing code for a system containing AMCs.
Simulator
The AMC simulator is an execution-driven simulator based on the Mambo simulator [14] , which has been used in several IBM processor development projects. The simulator creates a model for an entire node consisting of a host POWER processor and 16 AMCs. The simulator models all features of the AMC faithfully, including the timing details of the AMC pipelines, the interconnect network, the vault controllers, and the DRAM layers in the vaults. The simulator can be operated in various modes to facilitate understanding of the architecture and the performance of applications. For example, one mode of the simulator allows the user to specify a fixed latency to memory. This mode helps the user in breaking down the memory access delay into delay that is inherent in the scheduling of code and delay due to congestion at the network and at the vaults. The simulator also has options to display statistics on the usage of various resources in the AMC.
Because the focus of investigation was the performance of the AMCs themselves, the host processor was modeled functionally, rather than in a timing-accurate manner. This allowed simulation of the full system, including simulation of the operating system and host regions of the application program. Timing-accurate simulation of these sections would have been prohibitively slow.
To improve the performance of the simulator further, a parallel version of the simulator was developed, which simulated AMC lanes as parallel threads of execution in a shared memory environment with the host processor itself as a separate thread of execution. Simulation of the host processor was further improved significantly using caching and optimization techniques commonly employed in just-in-time compilers.
An assembler was developed to generate binaries from assembly language kernels. Several such kernels were built for architectural verification of the simulator. Assembly-language kernels were also written for several common library routines and for several scientific applications.
OS and runtime support
Extending the range of applications beyond simple mathematical kernels requires an interface that simplifies exploiting AMCs in a system. Primary support for utilizing AMC resources is provided by the operating system, which is the lightweight Compute Node Kernel (CNK) used in the Blue Gene/Q [15] . System calls are used for allocating and configuring resources, but once allocated, those resources are managed by a user-level library, and presented to the application programmer in an application programming interface (API) implemented through a combination of CNK services and a low-level runtime library.
The AMC API allows for logical naming of resources, giving the operating system and runtime freedom to allocate physical resources as needed by multiple processes. At the same time the API exposes all hardware aspects that might be of interest to programmers such as the quadrant and vault structure of individual AMCs.
Different data structures of an application may need to be placed in memory in different layouts. Data that is used only by the host processor would normally be striped across all AMCs in order to maximize the bandwidth usage. However, data structures that are manipulated by lanes within an AMC must be physically allocated to the memory in that AMC. The AMC API supports two types of memory-placement calls. It supports the relocation of an existing region of the client's address space to a particular AMC, a quadrant within the AMC, or even a vault within a quadrant. In addition, it supports the allocation of new regions with such specific location characteristics.
Finally, the AMC API provides for the allocation of regions of memory for passing parameters, for use as a stack by code in a lane, and for returning values from the AMC lanes back to the host.
Compiler
The AMC architecture implements a balanced mix of multiple forms of parallelism (heterogeneous processors, multithreading, instruction-level parallelism, vector, and spatial SIMD) to provide excellent power-performance for real-world high-performance computing applications. Further, AMC processing lanes have radically different memory access properties (latency, bandwidth, coherence) than typical processor or accelerator cores. The unique power-aware architecture, and especially the exposed pipeline, requires strong compiler support in order to productively and effectively use a system incorporating AMCs.
The AMC compiler supports C, C++, and FORTRAN language front-ends. It relies on the user to annotate source code with OpenMP 4.0 accelerator directives. These directives allow the user to identify code sections that will execute on AMC lanes, and to identify regions of data accessed during execution on an AMC lane. The compiler generates AMC binary code for the identified code sections, and code to manage the transfer of execution between the AMC and the host.
The compiler independently analyzes loop nests within the code targeted for the AMC to exploit the vector facilities provided in the AMC architecture. Compiler transformations like loop blocking, loop versioning, and loop unrolling are used to uncover the potential for exploitation of all forms of parallelism available on an AMC lane. These transformations are applied in an integrated manner, rather than separately, in order to minimize code size while retaining good code quality.
At the compiler backend, a mapping phase first intelligently partitions instructions onto one of four slices using a multilevel graph partitioning heuristic [16] . Software pipelining, a technique in which successive iterations of a loop are overlapped and scheduled for parallel execution, is then employed to improve utilization of the functional units on an AMC lane. A polynomial-time heuristic based on the Swing Modulo Scheduling algorithm [17] is used as the scheduling algorithm. The algorithm honors the exposed-pipeline nature of the architecture, taking into account instruction latencies and register port restrictions in arriving at a valid and effective schedule. The algorithm also attempts to control the rate of issue of loads and stores to memory scheduling them early enough to hide the latency while avoiding filling up the LSQ.
Software instruction cache
The techniques used by the compiler target optimal utilization of resources and hence good performance, but they come at a cost in LIB space. Function calls within AMC code sections can help in reducing the number of entries needed, especially when the calls are made to carefully optimized library routines. However, a more general mechanism, a software instruction cache similar to the one described in [18] , was developed to overcome the limitation of 512 entries in the LIB. When using the LIB as a software instruction cache, it is partitioned into multiple equal-sized slots. The compiler arranges the AMC code in memory in blocks of size smaller than or equal to the size of the LIB slots, and uses the LoadLIB instruction to dynamically load instruction blocks into LIB slots as required by the program control-flow. Various optimizations are employed to limit the overhead of branching and of loading new sections of code.
Experimental results
Several experiments have been performed using the AMC simulator, principally to characterize the performance and power consumption of the AMC, and to examine the fundamental ability of the AMC to execute vectorizable regions of various types of applications. A few representative experiments are described below.
Bandwidth and latency characteristics of memory and fabric Figure 3 shows the latency for a sequential access pattern from a lane using an addressing scheme that places adjacent cache lines in the same vault with the vault controller operating in a closed-page policy where the DRAM page is closed after each access. All requests processed by the vault controller are 32 B reads, exploiting the request-combining capability of the lane for sequential accesses. Three graphs are shown corresponding to the minimum latency observed for each value of bandwidth in a random set of access sequences, the maximum latency, and the average latency. The achievable aggregate bandwidth stays below 280 GB/s, 87% of the DRAM interface bandwidth, because each DRAM page is cycled four times for each 128 B of consecutive data. The closed-page policy hurts performance for this access pattern. Figure 4 shows the results for the same access pattern, but using an open-page policy where the DRAM page is left open after each request, the default case for AMC. The graph shows that up to 310 GB/s of aggregate bandwidth, almost 97% of the peak, can now be exploited. This matches the theoretical limit, accounting for the penalty incurred for switching the driver on the TSVs when a different die of the DRAM stack is selected. Figure 4 also shows the lower average latency of access in the open-page mode. It further shows that the latency of access increases from about 50 cycles, when bandwidth utilization on the fabric is low, to as much as 180 cycles or more when bandwidth utilization, and hence congestion on the fabric, is high.
Figure 4
Memory latency and bandwidth characteristics of a sequential access pattern using vault-local addressing in open-page mode.
Figure 3
Memory latency and bandwidth characteristics of a sequential access pattern using vault-local addressing in closed-page mode.
DGEMM performance and power
A common kernel used in the rating of supercomputer installations is the double-precision matrix-matrix multiplication routine (DGEMM), a key part of the High Performance Linpack (HPL) benchmark [19] , which evaluates the function C ¼ C þ A Â B, where A, B, and C are matrices. This routine was coded in assembly language and evaluated on an AMC. The metric of performance for this benchmark is the flop/s averaged over the course of execution. With appropriate blocking techniques and use of atomic floating point operations with combining, it was possible to achieve as much as 83% of peak performance on the AMC. Thus a system node with 16 AMCs can sustain as much as 4.3 teraflop/s per node. The power consumed per AMC is around 10 W for a design based on 14 nm technology, resulting in a total of 160 W and an efficiency of 26 Gflop/s/W. This efficiency will be reduced somewhat due to the additional power consumed by the host processor. Because there is hardly any work done by the host during the computation, aggressive power gating can limit the power consumed by parts of the system outside the AMCs. A conservative estimate for the final power/performance of an AMC-based system for this routine is 20 Gflop/s/W. In comparison, the Blue Gene/Q system (45 nm technology) delivers 2.1 Gflop/s/W, while the current best system in the Green500 rankings, the Tsubame system (28 nm technology) delivers 4.4 Gflop/s/W. Given the trends in technology scaling, it is unlikely that these systems will scale beyond 10 Gflop/s/W in the 14 nm technology that has been assumed in this paper.
The core work in a typical computation in any processor is performed within the ALU and the register files, which account for less than a third of the area and power in contemporary processors. Even in an efficient processor like that of the Blue Gene/Q, the area occupied by the vector floating point units and associated register file account for only 38% of the core area and 27% of the power. In contrast, Figure 5 , which shows the fraction of the area and power going into various units within a lane of the AMC, indicates that the ALU and register files account for as much as 72% of the area and 85% of the power of an AMC lane, thus validating all the microarchitectural decisions described earlier.
DAXPY performance DAXPY [20] evaluates the function Y ¼ Y þ a Â X, where a is a constant value, and X and Y are vectors. This routine loads two elements from memory and stores one element back to memory for each floating-point multiply-add. Thus, this routine stresses the bandwidth to memory rather than floating-point utilization. When all 32 lanes were used to perform this computation, it was possible to retire 4.95 computations per cycle per AMC with the vectors striped across all vaults and as many as 7.66 computations per cycle per AMC with the vectors blocked within vaults. The latter rate equates to a read bandwidth of 153.2 GB/s and a write bandwidth of 76.6 GB/s, per AMC, or 2.4 TB/s (read) and 1.2 TB/s (write) across the node while executing DAXPY, nearly 10 times the bandwidth that would be achieved if the routine were executed on the host processor.
Characterizing compiler performance
To quantify the performance of the compiler, a compiled version of a double-precision volume computation that performs a determinant calculation on a single lane was compared with a hand-written assembly language version. The loop was annotated with the OpenMP 4.0 pragma #pragma omp target mapðx; y; z; volÞ, which directs the compiler to place the input and output arrays x, y, z, and vol on the AMC and to initialize the ERAT tables in each of the lanes of the AMC accordingly.
Programming in assembly language is tedious because the kernel naturally maps only to three out of the four slices in the lane. In contrast, the compiler is more easily able to exploit all four slices. Moreover, the scheduler is able to reduce the stalls due to delay in fetching from memory and due to a full load-store queue down to only 2.7% of the total execution time, leading to a floating-point utilization of 33%, which is 71% better than that of the hand-written version.
A similar exercise was carried out for the DGEMM benchmark mentioned earlier. On a single lane version of the code, the compiler has been able to achieve 75% floating-point efficiency, compared to the 85% that has been achieved by hand-written code on a single lane. The compiler has also produced code for a number of kernels of interest to the supercomputing community for single lanes, for multiple lanes, and for MPI applications using multiple AMCs with one MPI domain per AMC. Many of these kernels had large instruction footprints for which the compiler automatically generated code using the software instruction-cache mechanism to overcome the size limitations of the LIB. Further tuning and experiments are being carried on these and other benchmarks and the results will be presented in a future paper.
Conclusion
This paper described a new processing-in-memory architecture called the Active Memory Cube, which implements a set of processing units in the base layer under a stack of DRAM dies. The instruction-set architecture and the microarchitecture of the processing units were tuned to the vector requirements of common scientific applications and to the low-power requirements of future exascale systems. Complex features implemented in the hardware of traditional architectures were omitted in the interest of maximizing the utilization of the limited area available in the base logic layer and maximizing the power-performance for applications of interest. At the same time, the hardware microarchitecture was exposed to software through the instruction-set architecture to allow software to tune applications for performance.
Software infrastructure was designed around the AMC concept, including a cycle-accurate simulator, a set of operating system features, and an interface that facilitates configuration and management of the resources in the AMC. The programming paradigm at the node level chosen to demonstrate the features of the AMC is OpenMP 4.0. A compiler that takes programs annotated with OpenMP 4.0 directives and produces executable code for the AMC is nearing completion. Experiments conducted demonstrate the salient features of the AMC, namely its internal bandwidth that is an order of magnitude larger than that available from typical processors to memory, its capability to provide an order of magnitude larger number of operations per second compared with traditional processors, the ability to run significant portions of workload close to memory, and the ability to exploit the large degree of parallelism provided by the architecture. The combination of these features allows power consumption in an AMC to be less than half of what would be needed in traditional systems in the same technology running floating-point-intensive applications.
The AMC is a testament to the idea of processing in memory and the general notion of gaining computational efficiency by moving computation to the data instead of the traditional technique of bringing data to a central processing unit [21] .
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