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ON THE DISTRIBUTION OF THE INTEGRAL OF THE
EXPONENTIAL BROWNIAN MOTION
LEONID TOLMATZ
Abstract. The density distribution function of the integral of the exponential
Brownian motion is determined explicitly in the form of a rapidly convergent
series.
1. Introduction
Let B(s), 0 ≤ s ≤ t denote a standard Brownian motion.
In the present paper we consider the functional
∫ t
0
e2B(s)ds. (1)
This functional naturally appears in mathematical finance in connection with
Asian options and in various other applications. Understanding of a functional is
stipulated by computability of its distribution, and this problem has attracted at-
tention of researchers since 1992 when its study was initiated by M.Yor. For details
and further references see Matsumoto and Yor (2005a), (2005b), Dufresne (2000),
Linetsky (2004), Schro¨der (2006).
In the present article we obtain a new representation of the density distribution
function f(λ, t) of this functionl in the form of a rapidly convergent series. This
series is given in Theorem 11 Section 8. It allows computations with any desired
accuracy in the whole domain, except small values of the argument, but for these
asymptotic expansions are available; these will be discussed elsewhere.
These results were obtained by the author between 1997 and 1999, but remained
unpublished. In 2003 they were announced on the author’s web page with some
additional results and were communicated at the AARMS workshop on Financial
Mathematics in St.Johns in 2003.
The method applied readily leads to similar series for the cumulative distribution
function and pricing of Asian options. Our approach is based on the classical
method of M.Kac.
Notation and Conventions.
ζ(z) is Riemann’s Zeta function,
1F1(α; γ; z) is the confluent hypergeometric function,
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Hm(x) are Hermite polynomials,
C = 0.57721 . . . is Euler’s constant,
[x] is the integer part of x,
F (λ, t) and f(λ, t) are the distribution and density distribution functions of func-
tional (1).
2. Double Laplace Transforms and the Corresponding Differential
Equation.
Let
F (λ, t) := P
{∫ t
0
e2B(s)ds < λ
}
(2)
be the distribution function of functional (1) and let u(p, q) denote its double
Laplace–Stieltjes transform:
u(p, q) =
∫ +∞
0
∫ +∞
0
e−pλ−qtdλF (λ, t)dt. (3)
A direct application of the classical result of Kac (1949), see also Rosenblatt
(1951), shows that the function u(p, q) can be recovered in the form
u(p, q) =
∫ +∞
−∞
u(p, q, x) dx, (4)
where u(p, q, x) is a solution to the following second order ordinary differential
equation
u′′(p, q, x)− 2(q + pe2x)u(p, q, x) = 0, where x 6= 0, (5)
for which we seek a continuous solution subject to conditions
u(p, q, x)→ 0, as x→ ±∞, (6)
|u′(p, q, x)| < M, x 6= 0, (7)
u′(p, q, 0+)− u′(p, q, 0−) = −2. (8)
The distribution F (λ, t) and its density f(λ, t) := Fλ(λ, t) can be recovered from
u(p, q) by double Laplace inversions:
F (λ, t) =
1
(2pii)2
∫ a+i∞
a−i∞
dqeqt
∫ b+i∞
b−i∞
1
p
u(p, q) epλdp (9)
f(λ, t) =
1
(2pii)2
∫ a+i∞
a−i∞
dqeqt
∫ b+i∞
b−i∞
u(p, q) epλdp (10)
with any a > 0, b > 0.
Theorem 1. The general solution of the equation
y′′(x) − 2(q + p e2x) y(x) = 0 (11)
is given by
y(x) = c1I√2q(
√
2p ex) + c2K√2q(
√
2p ex), (12)
where Iν(x) and Kν(x) are modified Bessel functions of the first and second kind.
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Proof. Equation (5) is a particular case of the equation
x2y′′ − 2axy′ + [(b2e2cx − ν2)c2x2 + a(a− 1)]y = 0,
where a = 0, c = 1, b2 = −2p, ν2 = 2q, see Kamke [1959] 2.163 (23), and its
solution is
y = x−aZν(becx) = Z√2q(
√
−2p ex) = Z√2q(±i
√
2p ex) =
= c1I√2q(
√
2p ex) + c2K√2q(
√
2p ex).

Theorem 2. The solution of equation (5) subject to conditions (6) – (8) is of the
form
u(p, q, x) =
{
2I√2q(
√
2p)K√2q(
√
2p ex), if x ≥ 0,
2K√2q(
√
2p)I√2q(
√
2p ex), if x < 0.
Proof. According to Theorem 1 we seek a solution of the form
u(p, q, x) =
{
c1I√2q(
√
2p ex) + c2K√2q(
√
2p ex), if x ≥ 0,
c′1I√2q(
√
2p ex) + c′2K√2q(
√
2p ex), if x < 0,
where constants c1, . . . , c
′
2 to be determined by conditions (6) – (8).
Since Kν(x)→∞ as x→ 0+ and it decays as x→∞, while Iν(x)→ 0 as x→ 0+
and Iν(x)→∞ as x→∞, in order to satisfy condition (6) we set
c1 = c
′
2 = 0,
hence
u(p, q, x) =
{
c2K√2q(
√
2p ex), if x ≥ 0,
c′1I√2q(
√
2p ex), if x < 0,
and this function obviously satisfies (7).
It remains to show that the choice
c1 = 2I√2q(
√
2p),
c′2 = 2K√2q(
√
2p)
generates a continuous solution that satisfies (8).
The continuity follows from
u(p, q, 0+) = u(p, q, 0−) = 2 I√2q(
√
2p)K√2q(
√
2p).
By a straightforward computation we obtain:
u′(p, q, 0+)− u′(p, q, 0−) =
2
√
2p
[
I√2q(
√
2p)K ′√2q(
√
2p)− I ′√2q(
√
2p)K√2q(
√
2p)
]
(13)
We observe that the expression in the brackets is up to the sign the Wronskian:
−W{Kν(z), Iν(z)} = −1
z
,
see Olver (1974) p.251 (8.07), where z =
√
2p, ν =
√
2q, and this yields
u′(p, q, 0+)− u′(p, q, 0−) = −2.

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In order to recover the density distribution f(λ, t) from u(p, q, x) we first invert the
latter with respect to p (Section 3), then integrate the result on x (Section 4 ), and
then invert with respect to q in the following sections. These steps involve inter-
change of integrations which is easily justifiable by simple estimates and Fubini’s
theorem, see for example Tolmatz (2000), (2003).
3. Laplace Inversion with Respect to p
The following theorem provides a Laplace inversion of u(p, q, x).
Theorem 3.
w(λ, q, x) :=
1
2pii
∫ c+i∞
c−i∞
u(p, q, x) epλ dp =
1
λ
exp
(
− e
2x + 1
2λ
)
I√2q
(
ex
λ
)
.
(14)
Proof. It suffices to verify that the Laplace transform of the right–hand side of (14)
results in u(p, q, x), that is∫ ∞
0
w(λ, q, x)e−pλ dλ =
∫ ∞
0
1
λ
exp
(
− e
2x + 1
2λ
)
I√2q
(
ex
λ
)
e−pλ dλ = u(p, q, x).
(15)
To this end we make use of a table of Laplace transforms, see for example Ditkin
and Prudnikov (1961) 9.351:∫ ∞
0
1
t
exp
(
− α+ β
2t
)
Iν
(
α− β
2t
)
e−pt dt = 2Kν
[
(
√
α+
√
β)
√
p
]
Iν
[
(
√
α−
√
β)
√
p
]
,
(16)
where ℜα ≥ ℜβ > 0.
We apply (16) with {
α+ β = e2x + 1,
α− β = 2ex,
that is {
α = 12 (e
x + 1)2,
β = 12 (e
x − 1)2,
{ √
α = 1√
2
(ex + 1),√
β = 1√
2
|ex − 1|,
and obtain
√
α+
√
β =
{ √
2 ex, if x ≥ 0,√
2, if x < 0,
(17)
√
α−
√
β =
{ √
2, if x ≥ 0,√
2 ex, if x < 0.
(18)
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Substitution of (17)–(18) in (16) yields∫ ∞
0
1
λ
exp
(
− e
2x + 1
2λ
)
I√2q
(
ex
λ
)
e−pλ dλ =
=
{
2I√2q(
√
2p)K√2q(
√
2p ex), if x ≥ 0,
2K√2q(
√
2p)I√2q(
√
2p ex), if x < 0.
= u(p, q, x).

Remark. Alternatively, we can prove the above theorem by a straightforward deriva-
tion without ”guessing” the function in (14), however that proof involves tedious
computations.
Remark. w(λ, q, x) is a Laplace transform of the joint density distribution of random
variables
∫ t
0 e
2B(s)ds and B(t).
4. The Integral
∫
w dx
In this section we compute the integral
w(λ, q) :=
∫ ∞
−∞
u(λ, q, x) dx.
The following proposition will be used in the proof of the next theorem.
Proposition 4.1. Let ℜα > 0, ℜ(µ+ ν) > −1, β > 0. Then∫ ∞
0
xµe−αx
2
Iν(βx) dx = (19)
βνΓ
(
1
2ν +
1
2µ+
1
2
)
2ν+1α
1
2 (µ+ν+1)Γ(ν + 1)
1F1
(
ν + µ+ 1
2
; ν + 1;
β2
4α
)
Proof. By Gradshtein and Ryzhik (1963) 6.631 1.∫ ∞
0
xµe−αx
2
Jν(βx) dx = (20)
βνΓ
(
1
2ν +
1
2µ+
1
2
)
2ν+1α
1
2 (µ+ν+1)Γ(ν + 1)
1F1
(
ν + µ+ 1
2
; ν + 1;−β
2
4α
)
The integral in (20) is a function of the real parameter β that admits an analytic
continuation into the domain D := {β| argβ < pi} in the complex β–plane.
Indeed, for any fixed x > 0 Jν(βx) is analytic in D, while the asymptotics of Jν(z)
in the domain | arg z| < pi according to Gradshtein and Ryzhik (1963) 8.451 1. is
Jν(z) =
√
2
piz
[
cos
(
z − pi
2
ν − pi
4
)(
1 +O(1/|z|2))] as |z| → ∞,
and this implies
Jν(βx) =
√
2
piz
[
cos
(
βx− pi
2
ν − pi
4
)(
1 +O(1/|β|2))] as |β| → ∞,
which ensures that for any β ∈ D the integral in (20) converges and is differentiable
on β.
The function in the right–hand side of (20) is also analytic in D due to the analycity
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of 1F1(α; γ; z) in the whole z–plane and since β
ν is analytic in D. Therefore (20)
holds also on the imaginary β-axis, and we get∫ ∞
0
xµe−αx
2
Jν(iβx) dx =
(iβ)νΓ
(
1
2ν +
1
2µ+
1
2
)
2ν+1α
1
2 (µ+ν+1)Γ(ν + 1)
1F1
(
ν + µ+ 1
2
; ν + 1;− (iβ)
2
4α
)
The proof is completed by substituting
Jν(ix) = i
νIν(x)
in the previous relationship and obvious simplifications.

Theorem 4.
w(λ, q) =
1
2λ
e−1/(2λ)(2λ)−
√
2q/2 Γ
(√2q
2
)
Γ(
√
2q + 1)
1F1
(√
2q
2
;
√
2q + 1;
1
2λ
)
.
(21)
Proof. In the integral
w(λ, q) =
∫ ∞
−∞
u(λ, q, x) dx =
∫ ∞
−∞
1
λ
exp
(
− e
2x + 1
2λ
)
I√2q
(
ex
λ
)
dx
we perform the change of variables
y = ex,
x = ln y,
dx =
dy
y
,
and obtain by Proposition 4.1 with µ = −1, α = 1/(2λ), β = 1/λ, ν = √2q
w(λ, q) =
1
λ
e−1/(2λ)
∫ ∞
−∞
exp
(
− e
2x
2λ
)
I√2q
(
ex
λ
)
dx = (22)
1
λ
e−1/(2λ)
∫ ∞
0
1
y
e−y
2/(2λ) I√2q
(
y
λ
)
dy =
1
2λ
e−1/(2λ)(2λ)−
√
2q/2 Γ
(√2q
2
)
Γ(
√
2q + 1)
1F1
(√
2q
2
;
√
2q + 1;
1
2λ
)
.

In order to compute the distribution density f(λ, t) of the functional
∫ t
0
e2B(s)ds
we seek to invert w(λ, q), that is to compute the integral
f(λ, t) =
1
2pii
∫ c+i∞
c−i∞
w(λ, q)eqt dq = (23)
=
1
2λ
e−1/(2λ)
1
2pii
∫ c+i∞
c−i∞
(2λ)−
√
2q/2 Γ
(√2q
2
)
Γ(
√
2q + 1)
1F1
(√
2q
2
;
√
2q + 1;
1
2λ
)
eqt dq.
These computations will be performed in Sections 5–8.
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5. A Series for w(λ, q)
Theorem 5.
w(λ, q) =
1
2λ
e−1/(2λ)
∞∑
n=0
1
n!
wn(λ, q)
1
(2λ)n
, (24)
where
wn(λ, q) := (2λ)
−√2q/2 Γ
(√2q
2 + n
)
Γ(
√
2q + n+ 1)
. (25)
Proof. The proof follows from Theorem 4, the expansion
1F1(α; γ; z) = 1 +
α
γ
z
1!
+
α(α+ 1)
γ(γ + 1)
z2
2!
. . . ,
where α =
√
2q/2, γ =
√
2q + 1, z = 1/(2λ) and the identity
Γ(a+ n) = Γ(a) a . . . (a+ n− 1),
where a =
√
2q/2,
√
2q + 1. 
In the remaining part of this section we shall justify a term–wise inversion of the
series in (24).
The following elementary lemma is given without proof.
Lemma 5.1. Let | arg z| ≤ pi/2. Then for any s ≥ 0∣∣∣∣z/2 + sz + s
∣∣∣∣ < 1. (26)
Corollary 1. For | arg q| < pi, n = 0, 1, . . . holds∣∣∣∣
√
2q/2 + n√
2q + n
∣∣∣∣ < 1. (27)
Lemma 5.2. Let |ℜq| > 0, n = 0, 1, . . . .
Then ∣∣∣∣ Γ(
√
2q/2 + n)
Γ(
√
2q + n+ 1)
∣∣∣∣ < 1|√2q|
∣∣∣∣Γ(
√
2q/2)
Γ(
√
2q)
∣∣∣∣. (28)
Proof. The proof follows by elementary transforms and Corollary 1:∣∣∣∣ Γ(
√
2q/2 + n)
Γ(
√
2q + n+ 1)
∣∣∣∣ =
∣∣∣∣ 1√2q + n · (
√
2q/2 + n− 1) . . . (√2q/2) Γ(√2q/2)
(
√
2q + n− 1) . . . (√2q) Γ(√2q)
∣∣∣∣ <
<
∣∣∣∣ 1√2q + n Γ(
√
2q/2)
Γ(
√
2q)
∣∣∣∣ < 1|√2q|
∣∣∣∣Γ(
√
2q/2)
Γ(
√
2q)
∣∣∣∣.

Lemma 5.3. Let |ℜq| > 0, n = 0, 1, . . . .
Then ∣∣∣∣ Γ(
√
2q/2 + n)
Γ(
√
2q + n+ 1)
∣∣∣∣ < 2√pi 1|√2q|
∣∣2−√2q ∣∣ ∣∣∣∣ 1Γ(√2q/2 + 1/2)
∣∣∣∣. (29)
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Proof. The proof follows by the previous lemma and Legendre’s formula
Γ(2a) =
1√
pi
22a−1Γ(a)Γ(a+ 1/2), (30)
which we apply in the form
Γ(a)
Γ(2a)
= 2
√
pi 2−2a
1
Γ(a+ 1/2)
, (31)
where a =
√
2q/2. 
Lemma 5.4. Let q(τ) = c+ iτ , where c > 0 and −∞ < τ <∞ is a parameter.
Then ∣∣∣∣ Γ(
√
2q(τ)/2 + n)
Γ(
√
2q(τ) + n+ 1)
∣∣∣∣ < C |τ |−a√|τ |, (32)
where C, a > 0 are some constants not depending on n.
Proof. The proof readily follows from the previous lemma and Stirling’s formula
Γ(z) ∼ e−zzz
(
2pi
z
)1/2
(33)
as z →∞ in the sector | arg z| ≤ pi − δ, which implies
1
Γ
(√
2(c+ iτ)/2 + 1/2
) = O(|τ |−a√|τ |) (34)
as τ → ±∞.

The following theorem shows that the series in Theorem 5 can be inverted term by
term.
Theorem 6.
f(λ, t) =
1
2λ
e−1/(2λ)
∞∑
n=0
1
n!
fn(λ, t)
1
(2λ)n
, (35)
where
fn(λ, t) :=
1
2pii
∫ c+i∞
c−i∞
wn(λ, q) e
qt dq, (36)
where
wn(λ, q) := (2λ)
−√2q/2 Γ
(√2q
2 + n
)
Γ(
√
2q + n+ 1)
, (37)
and this series converges absolutely for any fixed λ, t > 0.
Proof. The previous lemma implies absolute summability of
1
n!
(2λ)−
√
2q(τ)/2 Γ
(√2q(τ)
2 + n
)
Γ(
√
2q(τ) + n+ 1)
eq(τ)t
1
(2λ)n
(38)
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as a function of variables τ , n with any fixed λ, t > 0 in the sense
∞∑
n=0
1
n!
∫ ∞
−∞
∣∣∣∣(2λ)−√2q(τ)/2 Γ
(√2q(τ)
2 + n
)
Γ(
√
2q(τ) + n+ 1)
eq(τ)t
∣∣∣∣ 1(2λ)n dτ <∞,
(39)
and the proof follows by Fubini’s theorem. 
6. Transforms of wn(λ, q)
We wish to prepare the integrals
fn(λ, t) =
1
2pii
∫ c+i∞
c−i∞
wn(λ, q) e
qt dq (40)
for an explicit computation.
Proposition 6.1.
fn(λ, t) =
1
2pii
∫ c+i∞
c−i∞
wn(λ, q) e
qt dq = (41)
=
et/2√
2λ
1
2pii
∫ c+i∞
c−i∞
(2λe−2t)−
√
z Γ(
√
z + n+ 1/2)
Γ(2
√
z + n+ 2)
2
√
z + 1√
z
e2zt dz.
Proof. The proof follows by the reparametrization
√
2q = 2
√
z+1, q = 2z+2
√
z+
1/2, dq = (2
√
z + 1)/(
√
z) dz. 
We shall need auxiliary functions
ϕn(w) := 2
2w Γ(w + n+ 1/2)
Γ(2w + n+ 2)
2w + 1
w
, (42)
where n = 0, 1, . . . .
By making use of the properties of the Gamma function as in the previous section
we can write
ϕ0(w) =
22w
wΓ(w + 1)
, (43)
while for n = 1, 2, . . .
ϕn(w) = 2
2wΓ(w + n+ 1/2)
Γ(2w + n+ 2)
2w + 1
w
= (44)
√
pi 2−(n+1)
1
w + n/2 + 1/2
(w + n− 1/2) · . . . · (w + 1/2)
(w + n/2) · . . . · (w + 1/2)
2w + 1
w
1
Γ(w + 1)
=
√
pi 2−(n+1)
1
w + n/2 + 1/2
( n∏
j=1
w + j − 1/2
w + j/2
)
2w + 1
w
1
Γ(w + 1)
.
Consider the rational factor in (44)
rn(w) :=
√
pi 2−(n+1)
1
w + n/2 + 1/2
( n∏
j=1
w + j − 1/2
w + j/2
)
2w + 1
w
. (45)
Observe that due to cancellations of certain factors in the nominator and denomi-
nator r0(w) is regular except the simple pole at w = 0, and rn(w), n ≥ 1 is regular
except the simple poles at w = 0,−1, . . . ,−[n−12 ]− 1.
We wish to decompose rn(w) into a sum of elementary fractions.
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Theorem 7.
rn(w) =
[(n−1)/2]+1∑
k=0
a
(n)
k
w + k
, (46)
where
a
(n)
0 =
Γ(n+ 1/2)
Γ(n+ 2)
, (47)
a
(n)
k = 2
−2k (−1)k−1
(k − 1)!
Γ(n− k + 1/2)
Γ(n− 2k + 2) , (48)
where k = 1, . . . , [(n− 1)/2] + 1.
Proof. Since all the poles of rn(w) are simple, the existence of decomposition (46)
is a well–known fact.
The relationship
ϕn(w)Γ(w + 1) = 2
2wΓ(w + n+ 1/2)
Γ(2w + n+ 2)
2w + 1
w
= (49)
√
pi 2−(n+1)
1
w + n/2 + 1/2
(w + n− 1/2) · . . . · (w + 1/2)
(w + n/2) · . . . · (w + 1/2)
2w + 1
w
=
[(n−1)/2]+1∑
k=0
a
(n)
k
w + k
shows that the coefficients a
(n)
k are the residues of ϕn(w)Γ(w+1) atw = 0,−1, . . . ,−[(n−
1)/2]− 1, hence
a
(n)
k = Resw=−k{ϕn(w)Γ(w + 1)} = Resw=−k
{
22w
Γ(w + n+ 1/2)
Γ(2w + n+ 2)
2w + 1
w
Γ(w + 1)
}
=
=
{
Γ(n+1/2)
Γ(n+2) , if k = 0,
ϕn(−k)Resw=−kΓ(w + 1), if k = 1, 2, . . . , [n−12 ] + 1,
=
{
Γ(n+1/2)
Γ(n+2) , if k = 0,
ϕn(−k) (−1)
k−1
(k−1)! , if k = 1, 2, . . . , [
n−1
2 ] + 1,
=
{
Γ(n+1/2)
Γ(n+2) , if k = 0,
2−2k (−1)
k−1
(k−1)!
Γ(n−k+1/2)
Γ(n−2k+2) , if k = 1, 2, . . . , [
n−1
2 ] + 1.

For typographical reasons we introduce the notation
a := 8λe−2t. (50)
Theorem 8.
f(λ, t) =
1
2λ
√
2λ
e−1/(2λ)et/2
∞∑
n=0
1
n!
fn(λ, t)
1
(2λ)n
, (51)
where
f0(λ, t) =
√
pi
2pii
∫ c+i∞
c−i∞
a−
√
z e2zt√
z Γ(
√
z + 1)
dz, (52)
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and for n = 1, 2, . . .
fn(λ, t) =
[(n−1)/2]+1∑
k=0
a
(n)
k
1
2pii
∫ c+i∞
c−i∞
a−
√
z e2zt
(
√
z + k) Γ(
√
z + 1)
dz, (53)
where coefficients a
(n)
k are defined in Theorem 7.
Proof. Only the case n ≥ 1 needs a proof. By Theorem 7 we can write
Γ(
√
z + n+ 1/2)
Γ(2
√
z + n+ 2)
2
√
z + 1√
z
= 2−2
√
zϕn(
√
z) = 2−2
√
z rn(
√
z)
Γ(
√
z + 1)
=
= 2−2
√
z 1
Γ(
√
z + 1)
[(n−1)/2]+1∑
k=0
a
(n)
k√
z + k
,
substituting of which in (41) yields the proof. 
7. Auxiliary Results
The following expansion is given in Gradshtein and Ryzhik (1963) 8.321 2:
1
Γ(z + 1)
=
∞∑
k=0
dk z
k, (54)
where {
d0 = 1,
dn+1 =
1
n+1
∑n
k=0(−1)ksk+1dn−k,
(55)
where s1 = C, sn = ζ(n) for n ≥ 2.
Theorem 9.
|dn| = O(n−(1−ε)n). (56)
Proof. By Cauchy’s formula for Taylor coefficients we can write
dn =
1
2pii
∫
|z|=1
1
zn+1Γ(z + 1)
dz,
and then estimate this integral by integrating over the circle z = rne
iϕ, where
rn = n/ lnn :
|dn| =
∣∣∣∣ 12pii
∫
|z|=rn
1
zn+1Γ(z + 1)
dz
∣∣∣∣ = 12pi
∣∣∣∣
∫
|z|=rn
1
zn+2Γ(z)
dz
∣∣∣∣ =
=
1
2pi
∣∣∣∣
∫ 2pi
0
dϕ
rn+1n ei(n+1)ϕ Γ(rneiϕ)
∣∣∣∣ < 12pirn+1n
∫ 2pi
0
dϕ
|Γ(rneiϕ)| =
=
1
2pirn+1n
∫ pi/2
−pi/2
dϕ
|Γ(rneiϕ)| +
1
2pirn+1n
∫ 3/2pi
pi/2
dϕ
|Γ(rneiϕ)| .
Estimates for the latter two integrals can be obtained by estimating their integrands
by Stirling’s formula (33) with making use of Euler’s formula
zΓ(z)Γ(−z) = pi
sinpiz
(57)
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in the second integral:∫ pi/2
−pi/2
dϕ
|Γ(rneiϕ)| =
=
∫ pi/2
−pi/2
O
(∣∣√rn eiϕ ern eiϕ(rneiϕ)−rneiϕ ∣∣
)
dϕ = O
(√
rn e
(1+pi/2)rn
)
= O
(
e(1+pi/2)rn
)
,
∫ 3/2pi
pi/2
dϕ
|Γ(rneiϕ)| =
=
∫ pi/2
−pi/2
O
(∣∣√rneiϕ sin (pirneiϕ) ern eiϕ(rneiϕ)rneiϕ ∣∣
)
dϕ = O
(√
rn e
(1+pi)rn rrnn
)
,
and therefore
|dn| = 1
r
(n+1)
n
{
O
(
e(1+pi/2) rn
)
+O
(√
rn e
(1+pi)rn rrnn
)}
=
1
r
(n+1)
n
O
(√
rn e
(1+pi)rn rrnn
)
=
= O
(
e(1+pi)n/ lnn
(
n
lnn
)−n(1−1/ lnn−1/(2n)))
= O(n−(1−ε)n).

Remark. By applying the saddle point method we can obtain an exact asymptotics
for dn and thus improve the above estimates.
8. Inverse Laplace Transforms
Theorem 10.
f(λ, t) =
1
2λ
√
2λ
e−1/(2λ)et/2
∞∑
n=0
1
n!
fn(λ, t)
1
(2λ)n
, (58)
where
f0(λ, t) =
√
pi
2pii
∫ (0+)
−∞
a−
√
z e2zt√
z Γ(
√
z + 1)
dz, (59)
and for n = 1, 2, . . .
fn(λ, t) =
[(n−1)/2]+1∑
k=0
a
(n)
k
1
2pii
∫ (0+)
−∞
a−
√
z e2zt
(
√
z + k) Γ(
√
z + 1)
dz, (60)
where a = 8λe−2t, and the coefficients a(n)k are defined in Theorem 7.
Proof. The proof follows from Theorem 8 by pushing the integration contours to
the left, which is justified by Cauchy’s theorem and obvious estimates by Stirling’s
formula (33) with making use of Euler’s formula (57). 
Lemma 8.1. ∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)n−1a−
√
z e2zt dz
∣∣∣∣ = O
{(
n
2
)n/2}
, (61)
∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)n−1√
z + k
a−
√
z e2zt dz
∣∣∣∣ = O
{(
n
2
)n/2}
, (62)
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where n→∞, and a, t > 0 and k = 1, 2, . . . are fixed.
Proof. Estimate (61) follows by integrating over the lower and the upper cut arg z =
∓pi, an obvious reparametrization, elementary estimates and Stirling’s formula:∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)n−1a−
√
z e2zt dz
∣∣∣∣ < 2 12pi
∫ ∞
0
(
√
x)n−1|a∓i
√
x| e−2xt dx =
2
1
2pi
∫ ∞
0
(
√
x)n−1 e−2xt dx < 2
1
2pi
∫ ∞
0
xn/2−1 e−2xt dx =
O
{
Γ
(
n
2
)}
= O
{(
n
2
)n/2}
.
Estimate (62) follows in a similar fashion. 
Proposition 8.2.
f0(λ, t) =
∞∑
m=0
dm
√
pi
2pii
∫ (0+)
−∞
(
√
z)m−1 a−
√
z e2zt dz, (63)
and for n = 1, 2, . . .
fn(λ, t) =
[(n−1)/2]+1∑
k=0
a
(n)
k
∞∑
m=0
dm
1
2pii
∫ (0+)
−∞
(
√
z)m√
z + k
a−
√
z e2zt dz, (64)
where all the series are absolutely convergent.
Proof. The proof follows by substituting the expansion
1
Γ(
√
z + 1)
=
∞∑
k=0
dk (
√
z)k, (65)
in the integrals (59) and (60) and term by term integration.
The term by term integration is justifiable by absolute convergence and Fubini’s
theorem. The absolute convergence follows from estimates (56), (61) and (62):
∣∣∣∣
∞∑
m=0
dm
1
2pii
∫ (0+)
−∞
(
√
z)m√
z + k
a−
√
z e2zt dz
∣∣∣∣ <
∞∑
m=0
|dm|
∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)m√
z + k
a−
√
z e2zt dz
∣∣∣∣ =
=
∞∑
m=0
O(m−(1−ε)m)O
{(
m
2
)m/2}
<∞,
where k = 0, 1, . . . and 0 < ε < 1/2. 
Proposition 8.3. Let α be a real parameter and m = 0, 1, . . . .
Then
1
2pii
∫ (0+)
−∞
(
√
z)m−1 e−α
√
z ezt dz =
1√
pit
1
(2
√
t)m
e−α
2/(4t)Hm
(
α
2
√
t
)
.
(66)
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Proof. We compute initially the above integral in the particular case m = 0, for
which by the reparametrization z = w2 and an elementary transform we obtain:
1
2pii
∫ (0+)
−∞
(
√
z)−1 e−α
√
z ezt dz =
1
2pii
2
∫ c+i∞
c−i∞
e−αw ew
2t dw =
=
1
2pii
2
∫ c+i∞
c−i∞
e−αw ew
2t dw =
1
pi
∫ ∞
−∞
cosαy e−y
2t dy =
1√
pit
e−α
2/(4t).
It is easy to see that the above relationship is differentiable any number of times
on α under the sign of the integral, hence
(−1)m
2pii
∫ (0+)
−∞
(
√
z)m−1 e−α
√
z ezt dz =
1√
pit
∂m
∂αm
e−α
2/(4t) = (67)
=
1√
pit
∂m
∂αm
e−(α/(2
√
t))2 =
1√
pit
1
(2
√
t)m
dm
dum
e−u
2
∣∣∣∣
u= α
2
√
t
=
=
1√
pit
(−1)m
(2
√
t)m
e−α
2/(4t)Hm
(
α
2
√
t
)
,
where the last equation has been written by virtue of the well–known relationship
Hm(x) = (−1)mex
2 dm
dum
(e−x
2
);
(67) implies
1
2pii
∫ (0+)
−∞
(
√
z)m−1 e−α
√
z ezt dz =
1√
pit
1
(2
√
t)m
e−α
2/(4t)Hm
(
α
2
√
t
)
,
and this completes the proof. 
Corollary 2.
1
2pii
∫ (0+)
−∞
(
√
z)m−1 a−
√
z e2zt dz =
1√
2pit
1
(2
√
2t)m
e− ln
2 a/(8t)Hm
(
ln a
2
√
2t
)
.
According to Bateman and Erde´lyi (1954) 5.6 (12) we can write
1
2pii
∫ (0+)
−∞
e−α
√
z
√
z + β
ezt dz =
e−α
2/(4t)
√
pit
− βeαβ+β2t erf
(
α
2
√
t
+ β
√
t
)
,
(68)
where α, β are real parameters.
Introduce the notation
 Φ0(α, β, t) :=
e−α
2/(4t)√
pit
− βeαβ+β2t erf
(
α
2
√
t
+ β
√
t
)
,
Φm(α, β, t) := (−1)m ∂m∂αmΦ0(α, β, t),
(69)
where m = 1, 2, . . . .
Remark. Observe that repeated differentiation on α of the function Φ0(α, β, t)
results again in the error function of the same argument, erf
(
α
2
√
t
+ β
√
t
)
, which
is multiplied by a certain exponential function with some exponential functions
added. This follows from the definition
erf(x) =
2√
pi
∫ x
0
e−u
2
du (70)
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and elementary rules of differentiation. The functions Φm(α, β, t) are computable
recursively by means of symbolic differentiation; for computations they are as good
as elementary functions.
Proposition 8.4. The integral in (70) as a function of the parameter α is differ-
entiable under the sign of the integral any number of times, hence
Φm(α, β, t) = (−1)m ∂
m
∂αm
Φ0(α, β, t) = (−1)m 1
2pii
∂m
∂αm
∫ (0+)
−∞
e−α
√
z
√
z + β
ezt dz =
(71)
=
1
2pii
∫ (0+)
−∞
(
√
z)me−α
√
z
√
z + β
ezt dz,
where m = 1, 2, . . . .
Proof. The last integral in (71) absolutely converges for any m. The proof of (71)
follows from (70) by induction on m and by a standard application of bounded
convergence theorem. 
Corollary 3.
1
2pii
∫ (0+)
−∞
(
√
z)ma−
√
z
√
z + k
e2zt dz = Φm(ln a, k, 2t).
The following theorem completes Laplace inversion; it is the main theorem of
the present article.
Theorem 11. The density distribution f(λ, t) of functional (1) is determined by
the following absolutely convergent series:
f(λ, t) =
1
2λ
√
2λ
e−1/(2λ)et/2
∞∑
n=0
1
n!
fn(λ, t)
1
(2λ)n
, (72)
where
f0(λ, t) =
1√
2t
e− ln
2 a/(8t)
∞∑
m=0
dm
(2
√
2t)m
Hm
(
ln a
2
√
2t
)
, (73)
and for n = 1, 2, . . .
fn(λ, t) = (74)
=
∞∑
m=0
dm
{
a
(n)
0
e− ln
2 a/(8t)
√
2pit (2
√
2t)m
Hm
(
ln a
2
√
2t
)
+
[(n−1)/2]+1∑
k=1
a
(n)
k Φm(ln a, k, 2t)
}
,
where a = 8λe−2t, Hm(x) are Hermite polynomials, Φm(α, β, t) are defined by (69),
the coefficients dm are defined by (54) – (55), and the coefficients a
(n)
k are defined
in Theorem 7.
Proof. The expansions above and their absolute convergence follow from Theorem
6 and Proposition 8.2 by substitutions indicated in Corollary 2 and Corollary 3.

Remark. Absolute convergence of these series can be also seen from the estimates
of their remainders given in the next section, see Theorem 12 and Corollary 4.
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9. Asymptotic Error Bounds
Estimates similar to those used in Section 7 readily lead to accurate error bounds
that allow computations by series given in Theorem 11 with guaranteed accuracy.
This matter, however, exceeds the limits of the present article. In practice the
required accuracy is usually achieved by other means of numerical analysis. For
these reasons we content here with asymptotic estimates of error bounds.
The following theorem estimates the remainders of the series in (72) – (74).
Let RN (λ, t), QM (λ, t) and Q
(k)
M (λ, t), where k = 1, . . . , [(n − 1)/2] + 1 be these
remainders:
RN (λ, t) =
∞∑
n=N
1
n!
fn(λ, t)
1
(2λ)n
,
QM (λ, t) =
∞∑
m=M
dm
(2
√
2t)m
Hm
(
ln a
2
√
2t
)
Q
(k)
M (λ, t) =
∞∑
m=M
dmΦm(ln a, k, 2t).
Theorem 12. For fixed λ, t > 0 and N,M →∞ holds:
(i)
|RN (λ, t)| = O
(
1
(2λ)NN !
)
,
(ii)
|QM (λ, t)| = O
(
M−(1−ε)M/2
)
,
(iii)
|Q(k)M (λ, t)| = O
(
M−(1−ε)M/2
)
,
where k = 1, . . . , [(n− 1)/2] + 1 is fixed.
Proof. Proof (i).
|RN (λ, t)| =
∣∣∣∣
∞∑
n=N
1
n!
fn(λ, t)
1
(2λ)n
∣∣∣∣ <
∞∑
n=N
1
n!
|fn(λ, t)| 1
(2λ)n
,
where by (36), (37) and according to (29)
|fn(λ, t)| =
∣∣∣∣ 12pii
∫ c+i∞
c−i∞
wn(λ, q) e
qt dq
∣∣∣∣ =
∣∣∣∣ 12pii
∫ c+i∞
c−i∞
(2λ)−
√
2q/2 Γ
(√2q
2 + n
)
Γ(
√
2q + n+ 1)
eqt dq
∣∣∣∣ <
<
1
2pi
∫ c+i∞
c−i∞
|(2λ)−
√
2q/2|2√pi 1|√2q|
∣∣2−√2q ∣∣ ∣∣∣∣ 1Γ(√2q/2 + 1/2)
∣∣∣∣.|eqt| |dq| :=
:= C(λ, t) <∞,
where C(λ, t) does not depend on n.
This implies
|RN (λ, t)| < C(λ, t)
∞∑
n=N
1
n!
1
(2λ)n
=
C(λ, t)
(2λ)N
1
N !
O(1) = O
(
1
(2λ)NN !
)
.
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Proof (ii). By (63) and estimates (56) and (61) we have
|QM (λ, t)| =
∞∑
m=M
|dm|
∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)m−1/2 a−
√
z e2zt dz
∣∣∣∣ = O(M−(1−ε)M/2).
Proof (iii). In a similar fashion to Proof (ii) by (63) and estimates (56) and (61)
we have
|Q(k)M (λ, t)| =
∣∣∣∣
∞∑
m=1
dm
1
2pii
∫ (0+)
−∞
(
√
z)m√
z + k
a−
√
z e2zt dz
∣∣∣∣ <
<
∞∑
m=0
|dm|
∣∣∣∣ 12pii
∫ (0+)
−∞
(
√
z)m√
z + k
a−
√
z e2zt dz
∣∣∣∣ =
= O
(
M−(1−ε)M/2
)
.

Corollary 4. All the series in Theorem 11 converge absolutely.
These error bounds show that for λ’s not too small the convergence rate of all the
series in question is exceptionally good; for the small λ’s, however, an asymptotic
expansion is available to fill this gap. This expansion will be discussed in a paper
to follow.
10. Computations
The above series and error bounds provide effective means for computations
of f(λ, t), as illustrated on the example of the density distribution f(λ, 1) of the
functional
∫ 1
0
e2B(s)ds, see Table 1. A graph of f(λ, 1) and further information on
this distribution are available via www.tolmatz.net.
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0.43 0.6124178242 0.93 0.3774214976 1.43 0.2307749233 1.93 0.1529327297
0.44 0.6095081762 0.94 0.3734331500 1.44 0.2287137596 1.94 0.1517860184
0.45 0.6062622048 0.95 0.3694962388 1.45 0.2266784693 1.95 0.1506516352
0.46 0.6027167376 0.96 0.3656103720 1.46 0.2246686549 1.96 0.1495294094
0.47 0.5989053617 0.97 0.3617751285 1.47 0.2226839255 1.97 0.1484191731
0.48 0.5948586930 0.98 0.3579900616 1.48 0.2207238963 1.98 0.1473207614
0.49 0.5906046267 0.99 0.3542547020 1.49 0.2187881889 1.99 0.1462340117
0.50 0.5861685681 1.00 0.3505685606 1.50 0.2168764311 2.00 0.1451587645
Table 1. The density function f(λ, 1).
