Abstract-The identification of a class of continuous spatio-temporal dynamical systems from observations is presented in this paper. The proposed approach is a combination of implicit Adams integration and an orthogonal least-squares algorithm, in which the operators are expanded using polynomials as basis functions, and the spatial derivatives are estimated by finite difference methods. The resulting identified models of the spatio-temporal evolution form a system of partial differential equations. Examples are provided to demonstrate the efficiency of the proposed method.
The identification of PDE models of continuous spatio-temporal systems has been studied by several authors [5] , [8] , [11] , [14] , [19] , [20] . While most of these studies assume that the form of the PDE equations is known up to a set of constant parameters, Voss et al. [20] applied the alternating conditional expectation (ACE) algorithm to identify a PDE model from observations directly. Obviously, the method retains the advantages of the ACE algorithm whilst the method may be difficult to apply to higher dimensional problems because, in this case, the number of terms that need to be considered can easily become excessive, and the method may become complicated and time consuming. In this paper, a novel approach is used to reconstruct the system of PDEs for unknown continuous spatio-temporal dynamical systems. This new approach provides an effective algorithm to select the PDE model terms, and estimate the unknown parameters, from a given spatio-temporal data set. The approach can be regarded as the inverse of the classical Adams-Moulton method for the numerical solution of differential equations, that is, the operator of the evolution is estimated from the observed values of the system variables. By using implicit Adams integration, a system of algebraic equations can be obtained for the underlying continuous spatio-temporal system that is discrete in time. The advantages of the Adams-Moulton method over Euler integration is that the former should provide a better fit for less data than the latter, and the latter works well only when the sampling interval is small, which might amplify any possible noise. By adapting system identification techniques, the continuous operator can then be estimated. This is achieved by using a polynomial estimation of the operator and an orthogonal least-squares algorithm [3] . This paper is organized as follows. Section II introduces the basic idea of the proposed approach and presents the derivation of the system of algebraic equations by using Adams-Moulton formula. The identification algorithm is given in Section III. Section IV illustrates the proposed approach, and finally conclusions are given in Section V.
II. PROBLEM DESCRIPTION
Assume that the evolution of the continuous spatio-temporal dynamical system under consideration is governed by a system of PDEs as follows: (1) where is the independent variable of the system, the dot denotes the time derivative of , and the prime denotes the spatial derivatives of . Note that the symbol , which is used in this paper for the purpose of brevity, indicates all of is a unknown nonlinear function. Note that the time and spatial variables and do not appear in directly. This indicates that the system under consideration is time-and spatial-invariant. The initial and boundary conditions for (1) are (2) (3) For such a continuous spatio-temporal system, experimental measurements are often available in the form of a series of snapshots , , , where is the time sampling interval. In this paper, it is assumed that all of the components of the vector at one location are measurable; otherwise, some state-space reconstruction techniques may be needed [12] , [17] , [18] . The objective is to determine the nonlinear function in (1) from these discrete measured values. To this end, the implicit Adams-Moulton formula [15] is used to obtain a discrete representation of (1). Consider a point in the spatial domain . Let , and then it follows that
The Adams-Moulton formula of order is obtained by integrating a polynomial that interpolates , , that is, (5) where . Note that (5) reduces to implicit Euler integration when . The advantages of Adams-Moulton integration over Euler integration is that the former should provide a better fit for less data than the latter and the latter works well only when the sampling interval is small, which might amplify any possible noise. Unlike the numerical problem, in our case, , , is given, and the task is to determine the nonlinear function in (5) . If the form of is known, then a least-squares algorithm will often be sufficient to determine the parameters. However, when the form of is unknown, it is necessary to expand by using a known set of basis functions or regressors belonging to a given function class. Typical regressor classes include polynomials, spline functions, rational functions, radial basis functions, neural networks, and wavelets. In this paper, the regressor class of polynomial functions is used. Approximating the nonlinear function in (1) using the polynomial approximation space yields the following representation of (5): (6) where denotes the order of the polynomial, is the coefficient of the th polynomial term, and is the corresponding monomial which is the product of different spatial derivatives of at . These spatial derivatives are difficult to measure in practice, and therefore they are replaced by their finite difference approximations when applying the identification algorithm. In principle, both the parameters and should be calculated during identification. For the sake of simplicity, the values of the are the ones originally dictated by the Adams-Moulton formula. Therefore, are the only parameters that need to be determined.
Rewriting (6) in the form of linear-in-parameters and replacing the spatial derivatives with their finite difference approximations yields (7) Note that contains some spatial neighbor terms of , such as and , which depend on the highest order of the spatial derivatives. Therefore, (7) can be regarded as an implicit CML model representation of the continuous spatio-temporal dynamical system (1). It follows that the orthogonal least-squares algorithm proposed by [3] can be applied to select the suitable polynomial terms and to determine the corresponding coefficients.
III. IDENTIFICATION ALGORITHM
Given a set of (candidate terms) basis functions from the polynomial regressor class, the objective of the identification algorithm is to select the significant terms from this set while estimating the corresponding monomial coefficients. In this paper, an orthogonal forward regression (OFR) algorithm [3] is applied to a set of polynomial basis functions. The OFR algorithm involves a stepwise orthogonalization of the regressors and a forward selection of the relevant terms based on the error reduction ratio criterion [1] . The algorithm provides the optimal least-squares estimate of the polynomial coefficients .
For a given candidate regressor set , the OFR algorithm can be outlined as follows.
Step 1:
(10)
Step , :
The procedure is terminated at the th step when the termination criterion is met, where is a designated error tolerance, or when a given number of terms in the final model is reached.
The estimated coefficients are calculated from the following equation:
and the selected terms are .
IV. NUMERICAL SIMULATION AND ANALYSIS
Consider the following nonlinear reaction-diffusion system: (17) with and initial conditions (18) and Dirichlet boundary conditions, that is,
For the purpose of identification using the proposed approach, the PDEs (17) with parameters , , and , were numerically solved by linearized -methods [16] with the time step , space step , and
. The data are plotted in Figs. 1 and 2 . A set of 100 spatio-temporal observations randomly selected among the data set was used for the identification. In the simulation, the highest order of the derivatives with respect to the spatial variables was set to be 3. The third Adams-Moulton integration formula was used and the polynomial expansion of order 3 of the nonlinear function was used. The identified terms and parameters using the orthogonal least squares algorithm are listed in Table I , where ERR denotes the error reduction ratio and STD denotes the standard deviations.
It can be seen that the ERR in Table I suggests that the terms and make insignificant contributions to the reduction of the total errors and therefore can be removed, which results in the following identified continuous spatio-temporal dynamical model: (20) which indicates an excellent identified result. The problem about which terms should be retained and which terms should be removed is very much related to the specific application. Generally, the proposed algorithm can select the significant terms according to the ERR values. In some cases, some extra terms may be picked up by the algorithm. For example, if the tolerance for terminating the algorithm is chosen to be too small, some extra terms could be selected. Generally speaking, all of the terms selected by the algorithm can be retained. However, some less significant terms can also be removed by considering the ERR values, the amplitude of the parameters, the possible order of the underlying PDE, or the prediction accuracy of the identified model after removing or retaining specific terms. In this special example in this paper, the term was not removed because it represents the spatial derivatives of the PDE, hence it has been retained in the model.
For the purposes of comparison, the parameters were also identified using a Euler integration representation, which results in the following model: (21) and which clearly shows that the proposed approach is superior to the Euler method.
To test the performance of the algorithm with noisy observations, white noise was added to the output signals so that the signal-to-noise ratio of the corrupted data is 37.7437 dB for and 33.7121 dB for . In the case that the data contains noise, the terms and parameters of the final model from noisy data, after removing the uncertain and insignificant terms, are listed in Table II . Comparing the results in Table II with the true model (17) , it can be observed that some of the parameters are biased; in particular, the bias of the parameters corresponding to the second-order spatial derivatives are quite large, although the terms selected are correct. These results show that the presence of noise can deteriorate the accuracy of the spatial derivative estimation and consequently influence the identification results. Methods of alleviating this bias will be studied in a later publication.
V. CONCLUSION
A new approach for the identification of both model terms and the unknown parameters in PDE models of continuous spatio-temporal dynamical systems has been introduced. It has been shown that, by combining the Adams integration and the OFR algorithm, a system of PDEs for the underlying continuous spatio-temporal system can be obtained. It is demonstrated that the proposed method is much better than the classic Euler integration approach.
