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GENUS-ONE MIRROR SYMMETRY IN THE LANDAU-GINZBURG MODEL
SHUAI GUO AND DUSTIN ROSS
Abstract. We prove an explicit formula for the genus-one Fan-Jarvis-Ruan-Witten invariants
associated to the quintic threefold, verifying the genus-one mirror conjecture of Huang, Klemm,
and Quackenbush. The proof involves two steps. The first step uses localization on auxiliary
moduli spaces to compare the usual Fan-Jarvis-Ruan-Witten invariants with a semisimple theory
of twisted invariants. The second step uses the genus-one formula for semisimple cohomological
field theories to compute the twisted invariants explicitly.
1. Introduction
This paper studies the genus-one Fan-Jarvis-Ruan-Witten invariants associated to the quintic
threefold, which encode the degree of the Witten class on moduli spaces of 5-spin curves. Let F1(τ)
be the restriction of the genus-one Fan-Jarvis-Ruan-Witten potential to the small state-space, where
τ(t) =
I1(t)
I0(t)
is the mirror map determined by genus-zero mirror symmetry. Our main theorem is the following.
Main Result. We have
F1(τ) = log
(
I0(t)
− 31
3 (1− (t/5)5)− 112 τ ′(t)− 12
)
.
This theorem settles the genus-one mirror conjecture of Huang–Klemm–Quackenbush [HKQ08].
1.1. Context and motivation. In the seminal paper [Wit93], Witten proposed studying phase
transitions in the gauged linear sigma model. In general, phase transitions relate different phases of
sigma models associated to certain geometries, a special case of which is the Landau-Ginzburg/Calabi-
Yau correspondence. Mathematically, the Landau-Ginzburg/Calabi-Yau correspondence can be
interpreted as an equivalence between the Gromov-Witten invariants of a degree-d hypersurface
in projective space (the Calabi-Yau side) and the associated Fan-Jarvis-Ruan-Witten invariants,
defined by certain intersection numbers the in moduli spaces of d-spin curves (the Landau-Ginzburg
side).
Of particular interest is the case of the Fermat quintic threefold. The genus-zero Gromov-Witten
invariants of the quintic were first computed by Givental [Giv98b] and Lian–Liu–Yau [LLY97],
wherein they verified the celebrated genus-zero mirror theorem of Candelas–de la Ossa–Green–
Parkes [CdlOGP91]. A decade later, the genus-zero Fan-Jarvis-Ruan-Witten invariants were com-
puted by Chiodo–Ruan [CR10], in which they verified an analogous genus-zero mirror theorem at
the Landau-Ginzburg limit of the B-model moduli space. By analytically continuing along a path
in the B-model moduli space, Chiodo and Ruan compared the two genus-zero mirror formulas and
provided a mathematically precise statement of the genus-zero Landau-Ginzburg/Calabi-Yau corre-
spondence. Following ideas of Givental [Giv04], they formulated their result in terms of an explicit
symplectic transformation U between two infinite-dimensional symplectic vector spaces associated
to the respective theories.
An important aspect of the symplectic formulation of Chiodo and Ruan is that it provided a
hint at how to formulate a higher-genus correspondence purely in terms of genus-zero data. More
specifically, Chiodo and Ruan conjectured that the all-genus Gromov-Witten partition function
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is obtained from the all-genus Fan-Jarvis-Ruan-Witten partition function by the action of the
geometric quantization of U. If true, the higher-genus correspondence gives an explicit formula for
higher-genus Gromov-Witten invariants in terms of Fan-Jarvis-Ruan-Witten invariants. Until now,
however, there has not been any evidence for the higher-genus correspondence.
Shortly before Chiodo and Ruan formulated the Landau-Ginzburg/Calabi-Yau correspondence,
the genus-one Gromov-Witten invariants of the quintic were computed by Zinger [Zin09], verifying
the genus-one mirror conjecture of Bershadsky–Cecotti–Ooguri–Vafa [BCOV94]. It was also con-
jectured by Huang–Klemm–Quackenbush [HKQ08] that an analogous genus-one formula holds for
the Fan-Jarvis-Ruan-Witten invariants.
The main result of this paper verifies the genus-one mirror symmetry formula conjectured by
Huang, Klemm, and Quackenbush. In the sequel to this paper [GR], we use the genus-one mirror
formulas contained here and in Zinger’s work [Zin09] to prove the genus-one specialization of Chiodo
and Ruan’s higher-genus Landau-Ginzburg/Calabi-Yau correspondence. This provides the first
evidence for the validity of the higher-genus quantization conjecture.
1.2. Precise statements of results. Let M1/5g,~m denote the moduli space of stable 5-spin curves
with n orbifold marked points having multiplicities ~m = (m1, . . . ,mn). More precisely, a point in
M1/5g,~m parametrizes a tuple (C, q1, . . . , qn, L, κ) where
• (C, q1, . . . , qn) is a stable orbifold curve with µ5 orbifold structure at all marks and nodes;
• L is an orbifold line bundle on C and the µ5-representation L|qi is multiplication by e2πimi/5;
• κ is an isomorphism
κ : L⊗5 ∼= ωC,log.
In the introduction, we take mi ∈ {1, . . . , 4}, though we also consider the case mi = 5 in the main
body of the paper.
Associated to the Fermat quintic polynomial in five variables, there is a relative two-term obstruc-
tion theory on M1/5g,~m given by Rπ∗L⊕5, where L is the universal line bundle and π the projection
from the universal curve. This relative obstruction theory can be used to equip the moduli space
with two different ‘virtual fundamental classes’. On the one hand, we have the Witten class (c.f.
[PV01, Chi06, FJR13, CLL15])1, which we denote by[
M1/5g,~m
]w
.
On the other hand, we can make the relative obstruction theory equivariant with respect to S =
(C∗)5 by letting the five factors of S scale the five different copies of L. By capping the usual
fundamental class against the inverse equivariant Euler class of the two-term obstruction theory
(this makes sense because the equivariant Euler class is multiplicative and invertible), we obtain
an equivariant class, which we denote by [
M1/5g,~m
]λ
,
where λ = (λ1, . . . , λ5) denotes the equivariant parameters.
Let φk where k = 0, . . . , 3 be formal symbols. We have two types of correlators corresponding to
the two virtual classes: for ⋆ = w or λ, define
(1) 〈φm1−1ψa1 · · ·φmn−1ψan〉⋆g,n :=
(−1)3−3g+n−
∑
imi
52g−2
∫
[
M
1/5
g,~m
]⋆ ψ
a1
1 · · ·ψann
where the ψi are the cotangent-line classes on the coarse curve. The w-correlators are typically
called (narrow) Fan–Jarvis–Ruan–Witten (FJRW) invariants, due to their development in full
1The Witten class, here, is the cosection localized construction of Chang–Li–Li [CLL15], which differs from that
of Fan–Jarvis–Ruan [FJR13] by a sign (−1)h
0(L⊕5)−h1(L⊕5).
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generality by Fan–Jarvis–Ruan [FJR13], while the λ-correlators are a particular type of twisted 5-
spin invariants. The sign convention is simply to maintain consistency with the original definitions
of Fan–Jarvis–Ruan [FJR13].2
The correlators (1) can be used to define cohomological field theories (CohFTs). Our primary
interest in this work is to study the (genus-one part of the) FJRW CohFT associated to the Witten
class. However, the twisted CohFT has the distinct advantage of generic semi-simplicity, which, by
results of Dubrovin–Zhang [DZ98], Givental [Giv98a], and Teleman [Tel12], implies that the higher-
genus invariants can be reconstructed from the genus-zero invariants. With this motivation in
mind, the current paper contains two distinct parts: the first part provides a genus-one comparison
between the FJRW and twisted correlators, while the second part uses semisimple reconstruction
to provide an explicit computation of the genus-one twisted correlators. Together, they imply the
genus-one mirror symmetry theorem for FJRW invariants.
1.2.1. Part one – a comparison result. In genus-zero, the relationship between FJRW and twisted
correlators is simple. Namely, the FJRW correlators can be obtained from the twisted correlators
by specializing λ = 0. The explanation for this is not difficult: in genus zero, one of the terms in
the two-term obstruction theory vanishes. Thus, the complex represents a vector bundle and the
Euler class of that vector bundle is the Witten class.
In higher genera, the obstruction theory is an honest two-term complex and we can no longer
take such a non-equivariant limit. However, in genus one, the situation is not so bad. The genus-one
FJRW invariants are completely determined by the correlators
〈φ1 · · ·φ1〉w1,n ,
where all orbifold points have multiplicity two. A key fact about the underlying moduli spaces
M1/51,(2,...,2) is that the locus where the obstruction theory fails to be a vector bundle is a sublocus of
rational tails. Therefore, if we can find a way to eliminate rational tails, the obstruction complex
will again represent a vector bundle whose Euler class is the Witten class.
Following ideas of Ciocan-Fontanine–Kim [CFK13, CFK14, CFK16] and Ross–Ruan [RR14], we
know that a reasonable way to eliminate rational tails in this setting is through ‘wall-crossing’
techniques. More specifically, let M1/5,ǫg,~m|δ be the moduli space of 5-spin curves with δ additional
indistinguishable weight-ǫ points of type φ1. In other words, a point inM1/5,ǫg,~m|δ parametrizes a tuple
(C, q1, . . . , qn, L,D, κ) where
• (C, q1, . . . , qn) is an orbifold curve with µ5 orbifold structure at all marks and nodes;
• D is an effective divisor on C, disjoint from the nodes and marks, with |D| = δ and such
that degx(D) ≤ 1/ǫ for all x ∈ C.
• The tuple (C, q1, . . . , qn,D) is ǫ-stable; i.e.
ωC,log ⊗O(ǫD)
is ample.
• L is an orbifold line bundle on C and the µ5-representation L|qi is multiplication by e2πimi/5;
• κ is an isomorphism
κ : L⊗5 ∼= ωC,log ⊗O(−D).
When ǫ =∞, we simply recover M1/5g,~m. We denote by M
1/5,0
g,~m the limit as ǫ tends to zero.
In regards to the earlier discussion, a key observation at this point is that rational tails are
completely disallowed inM1/5,0g,∅|δ , as can easily be seen by the ǫ-stability condition. As before, there
2In [FJR13], the factor 52g−2 in (1) is 5g−1. We choose to alter this factor in order to make the correlators more
consistent with the Gromov-Witten invariants of the quintic 3-fold.
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are two types of virtual fundamental classes for ⋆ = w or λ, and we define correlators:
〈φm1−1ψa1 · · ·φmn−1ψan〉⋆,ǫg,n|δ :=
(−1)3−3g+n−δ−
∑
imi
52g−2
∫
[
M
1/5,ǫ
g,~m|δ
]⋆ ψ
a
1 · · ·ψann .
In order to state our genus-one wall-crossing formulas explicitly, we recall the FJRW I-function:3
(2) I(t, z) := z
∑
a≥0
ta
zaa!
∏
0≤k<a+15
〈k〉=〈a+15 〉
(kz)5φa.
Let τ = I1(t)I0(t) denote the mirror map, where the series I0(t) and I1(t) are defined by considering the
expansion of I(t, z) as a Laurent series in z−1:
I(t, z) =: I0(t)zφ0 + I1(t)φ1 +O(z−1).
The following result provides a precise way in which we can ‘remove rational tails’ in both the
FJRW and the twisted setting.
Theorem 1.1 (Genus-one wall-crossing). For ⋆ = w or λ,∑
n>1
1
n!
〈(τφ1)n〉⋆,∞1,n = log(I0(t))〈φ0ψ1〉⋆,∞1,1 +
∑
δ>1
tδ 〈−〉⋆,01,0|δ .
The proof of this theorem is obtained by manipulating certain localization relations that have
appeared in recent work of Chang–Li–Li–Liu [CLLL16]. Since the correlators in the final term of
Theorem 1.1 are defined over moduli spaces of genus-one 5-spin curves without marks or rational
tails, the obstruction complex represents a bundle and it follows that
〈−〉w,01,0|δ = 〈−〉λ,01,0|δ .
From this observation, we obtain the following comparison between the FJRW correlators and the
twisted correlators.
Theorem 1.2 (Genus-one comparison of FJRW and twisted 5-spin invariants). At ǫ =∞, we have∑
n>1
1
n!
〈(τφ1)n〉w,∞1,n =
∑
n>1
1
n!
〈(τφ1)n〉λ,∞1,n + log(I0(t))
(
〈φ0ψ1〉w,∞1,1 − 〈φ0ψ1〉λ,∞1,1
)
.
1.2.2. Part two: Explicit computations. Having obtained a comparison between the genus-one
FJRW and twisted 5-spin invariants, our task is then to compute the twisted invariants explicitly.
By applying the Givental–Teleman formula for semisimple CohFTs [Giv01, Tel12] and computing
the genus-zero data explicitly, we obtain the following formula.
Theorem 1.3 (Computation of genus-one twisted 5-spin invariants). The genus-one twisted 5-spin
invariants are given by∑
n>1
1
n!
〈(τφ1)n〉λ,∞1,n = log
(
I0(t)
5
24
−2(1− (t/5)5)− 112 τ ′(t)− 12
)
.
In order to use Theorem 1.2 to obtain a formula for the genus-one FJRW invariants, we require
the following simple computation.
Lemma 1.4. The genus-one one-point invariants are given by
〈φ0ψ1〉w,∞1,1 = −
200
24
, 〈φ0ψ1〉λ,∞1,1 =
5
24
.
Combining Theorems 1.2 and 1.3 with Lemma 1.4, we obtain the following mirror formula.
3We warn the reader that this I-function differs from the one in [CR10] by a factor of t.
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Theorem 1.5 (Genus-one FJRW mirror theorem). We have the following explicit expression for
the genus-one FJRW invariants:∑
n>1
1
n!
〈(τφ1)n〉w,∞1,n = log
(
(I0(t))
− 31
3 (1− (t/5)5)− 112 τ ′(t)− 12
)
.
Remark 1.6. While the the wall-crossing result in Theorem 1.1 is conceptually appealing and of
independent interest, we note that the ǫ = 0 theory is not essential to the proof of the main result
of this paper, which is Theorem 1.5. Rather, the wall-crossing formula can simply be viewed as a
convenient way to package the combinatorics of certain power series of rational tails that appear
in the localization computations.
In addition, while the twisted invariants are a necessary part of our proof, we expect that there
is a way to circumvent the use of the twisted invariants and derive Theorem 1.5 directly from the
localization relations obtained from the moduli spaces of dual extended 5-spin curves. One benefit
of our approach using twisted invariants is that the analysis of the twisted invariants that we carry
out in this paper is also necessary for the arguments in the sequel [GR].
1.3. Plan of the paper. In Section 2, we study moduli spaces of dual-extended 5-spin curves.
These moduli spaces contain the moduli spaces of 5-spin curves as special fixed loci of a natural
C∗-action. By using localization, following Chang–Li–Li–Liu [CLLL16], we write down relations
that determine all genus-one FJRW and twisted 5-spin invariants. In Sections 3 through 5, we
analyze the localization relations to prove Theorem 1.2.
In Section 6, we review relevant notions of cohomological field theories and the genus-one for-
mula for a generically semisimple CohFT, which we prove in Appendix A by applying Teleman’s
reconstruction theorem. In Section 7, we complete the proof of Theorem 1.5 by making the relevant
genus-zero computations that appear in the genus-one formula.
1.4. Further directions. This work builds the potential for several new directions in regards
to the Landau-Ginzburg/Calabi-Yau correspondence. Most notably, we use Theorem 1.5 in the
sequel paper [GR] to prove the genus-one version of the Chiodo–Ruan formulation of the LG/CY
correspondence [CR10]. Namely, we prove that the quantization of the genus-zero symplectic
transformation computed in [CR10] identifies the genus-one FJRW potential with the genus-one
GW potential. This provides the first nontrivial evidence for the higher-genus conjecture.
The techniques developed in this paper for studying the localization relations on the master space
can also be applied in higher genus. Of course, the higher-genus situation is more complicated for
several reasons. We plan to devote future study to the higher-genus relations and what they say
about higher-genus mirror formulas in both FJRW and GW theory.
1.5. Acknowledgements. The authors are greatly indebted to Yongbin Ruan for suggesting that
they work together on this project, as well as for his invaluable guidance. The second author
would also like to thank Emily Clader, Chiu-Chu Melissa Liu, and Mark Shoemaker for valuable
discussions. The first author is partially supported by the NSFC grants 11431001 and 11501013.
The second author has been supported by the NSF postdoctoral research fellowship DMS-1401873.
2. Dual-extended 5-spin curves and localization
In this section, we review the definitions of auxiliary moduli spaces that contain the moduli
spaces of ǫ-stable 5-spin curves (with P-fields) as special fixed loci of a natural C∗-action. These
auxiliary moduli spaces are special cases of the so-called “Master Space”, which was introduced
independently by Fan–Jarvis–Ruan [FJR15] and Chang–Li–Li–Liu [CLLL15]. We describe two
‘virtual fundamental classes’ on these moduli spaces; one recovering the Witten class on the special
fixed loci of 5-spin curves, and the other recovering the twisted virtual class. We also describe the
5
virtual localization formula for these auxiliary moduli spaces, following Chang–Li–Li–Liu [CLLL16],
and we outline how the structure of the localization formula leads to a proof of Theorem 1.1.
2.1. Target geometry. The moduli spaces that we study in this paper are special cases of those
underlying the gauged linear sigma model (GLSM). Developed in full generality and detail by Fan–
Jarvis–Ruan [FJR15], the GLSM is a generalization of Gromov-Witten theory for certain target
spaces presented as GIT quotients. Here, we consider the GIT quotient
X :=
[
C7/ C∗
]
where C∗ acts on the coordinates by
c · (x1, . . . , x5, p, u) = (cx1, . . . , cx5, c−5p, c−1u).
and GIT stability is chosen with respect to the negative linearization. It is not hard to see that,
with these choices,
X = Tot
(OP(5,1)(−1/5)⊕5)
where P(5, 1) is the weighted projective line with homogeneous coordinates (p, u). It will be useful
in what follows to set some notation regarding the equivariant geometry of X. There are two
primary settings that we investigate, corresponding to the two virtual classes. Since many of our
main arguments in the two cases are parallel, we abuse notation by using the same symbols in each
case.
2.1.1. Case 1: T-equivariant geometry. We first consider an action of the torus T = C∗ defined by
t · (x1, . . . , x5, p, u) = (x1, . . . , x5, p, tu).
The T-fixed loci of X consist of the subspace
X♥ := {(p, u) = (1, 0)} = [C5/µ5]
and the point
X♦ := {(x1, . . . , x5, p, u) = (0, . . . , 0, 0, 1)} = pt.
The localized T-equivariant Chen-Ruan cohomology H∗CR,T(X) has a fixed-point basis
ϕ♥0 , ϕ
♥
1 , . . . , ϕ
♥
4 , ϕ
♦
where the superscript ♥ corresponds to the cohomology of X♥ and the superscript ♦ corrresponds
to the cohomology of X♦. The subscripts index the twisted sectors of the inertia stack IX, shifted
by one; i.e. ϕ4 is the untwisted sector while ϕ0 is the first twisted sector, etc.
Let α be the T-equivariant parameter: H∗T(pt) = Q[α]. We equip H
∗
CR,T(X) with a non-
degenerate pairing (−,−), defined by the following dual basis:4
(ϕ♥m6=4)
∨ =
1
5
ϕ♥3−m;
(ϕ♥4 )
∨ =
1
5
αϕ♥4 ;
(ϕ♦)∨ = −1
5
αϕ♦.
Define (η•m)
−1 to be the ϕ•3−m-coefficient of (ϕ
•
m)
∨. We denote the equivariant cohomology with
this pairing by HX,w := H∗CR,T(X) and its restriction to the fixed loci by H
♥,w and H♦,w.
4We warn the reader that this is not the equivariant Poincare´ pairing.
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2.1.2. Case 2: S × T-equivariant geometry. Here, we consider the additional action of the torus
S = (C∗)5 defined by
(s1, . . . , s5) · (x1, . . . , x5, p, u) = (s1x1, . . . , s5x5, p, u).
The S× T-fixed loci of X consist of two points
X♥ := {x1, . . . , x5, p, u) = (0, . . . , 0, 1, 0)} = [pt/µ5]
and
X♦ := {x1, . . . , x5, p, u) = (0, . . . , 0, 0, 1)} = pt
As in the T-equivariant case, the localized S× T-equivariant Chen-Ruan cohomology H∗CR,S×T(X)
has a fixed-point basis
ϕ♥0 , ϕ
♥
1 , . . . , ϕ
♥
4 , ϕ
♦
0 .
We equip H∗CR,S×T(X) with a non-degenerate pairing (−,−) defined exactly as in the case of
H∗CR,T(X). We denote the equivariant cohomology with this pairing by H
X,λ := H∗CR,S×T(X) and
its restrictions to the fixed loci by H♥,λ and H♦,λ.
2.2. Moduli Spaces. We now describe the GLSM moduli spaces associated to the GIT quotient
X = [C7/ C∗].
Definition 2.1. A dual-extended 5-spin curve (with five P-fields) is a tuple (C, q1, . . . , qn, L, σ)
where
• (C, q1, . . . , qn) is a quasi-stable orbifold curve with possible µ5-orbifold structure at the
marks and nodes,
• L is a representable orbifold line bundle on C, and
• σ = (x1, . . . , x5, p, u) is a section:
(3) σ ∈ Γ(L⊕5 ⊕ L−5 ⊗ ωC,log ⊕ L−1).
Two triples (C,L, σ), (C ′, L′, σ′) are equivalent if there exist isomorphisms f : C → C ′ and φ : L→
f∗L′ such that φ ◦ σ = f∗σ′. Let ~m := (m1, . . . ,mn) record the multiplicities of L at the marked
points (i.e. the µ5-representation L|qi is multiplication by exp(2π
√−1mi/5) with mi ∈ {1, . . . , 5}).
We impose the additional condition that xi(qj) = 0 for all i, j (this is automatic for all j with
mj 6= 5).
For any ǫ > 0, we define a triple (C,L, σ) to be ǫ-stable if (L−5 ⊗ ωC,log)ǫ ⊗ ωC,log is ample and
the locus of base points in q ∈ C where (p(q), u(q)) = (0, 0) is finite, disjoint from the marked and
singular points on C, and each base point q ∈ C has bounded order of vanishing:
ordq(p, u) ≤ 1/ǫ.
Let Mω,ǫg,~m(X, d) denote the moduli space parametrizing ǫ-stable dual-extended spin curves up to
isomorphism, where
d := deg(L−1) > 0.
We write Mω,ǫg,n(X, d) for the disjoint union over all possible multiplicity vectors ~m of length n.
Remark 2.2. The notation Mω,ǫg,n(X, d) is reminiscent of the notation for moduli spaces of stable
quasi-maps. In fact, the only difference between Mω,ǫg,n(X, d) and the moduli space of ǫ-stable
quasi-maps to X is the ωC,log appearing in the sixth factor of (3). The ω in the superscript of the
notation is meant to denote this twist. Also in analogy with ǫ-stable quasi-maps, there are natural
evaluation maps:
evi :Mω,ǫg,n(X, d)→ X.
The existence of the evaluation maps follows from the fact that ωlog is trivial upon restricting to
the marked points.
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Remark 2.3. When u = 0, the section p is equivalent to an isomorphism
κ : L5 ∼= ωC,log ⊗O(−D)
where D is the divisor of zeros of p. When ǫ = ∞, then D is empty and we recover M1/5g,~m. On
the other hand, when ǫ = 0 we recover M1/5,ǫg,~m||D|. Thus, we see the moduli spaces of ǫ-stable 5-spin
curves naturally appearing inside Mω,ǫg,n(X, d).
In this paper, we only consider the extreme cases ǫ = 0 (0 ≤ ǫ ≪ 1) and ǫ = ∞ (ǫ ≫ 0). The
arguments we provide can easily be generalized to arbitrary ǫ, though we leave the details to the
interested reader. We have the following important result due to Fan–Jarvis–Ruan for ǫ = 0 and
Chang–Li–Li–Liu for ǫ =∞.
Theorem 2.4 ([FJR15, CLLL15]). For ǫ = 0,∞, the moduli spaces of dual extended 5-spin curves
Mω,ǫg,~m(X, d) are separated, Deligne-Mumford stacks, locally of finite type.
Proof. When ǫ = 0, Mω,0g,~m(X, d) is a special case of Example 4.2.23 in [FJR15]. Thus, the required
properties of the moduli space follow from Theorems 6.2.3 and 6.3.1 in [FJR15].
When ǫ =∞,Mω,∞g,~m (X, d) is obtained from the moduli space of mixed-spin P-fields of [CLLL15]
by specializing the degree parameters to d0 = 0 and d∞ = d. Thus, the required properties follow
from Theorem 1.1 in [CLLL15]. 
2.3. Virtual Classes. We next describe two virtual classes on Mω,ǫg,~m(X, d) that specialize to the
Witten class and the twisted virtual class on the 5-spin loci described in Remark 2.3
2.3.1. Case 1: The Witten class. In order to define the Witten class on Mω,ǫg,~m(X, d), one requires
a cosection of the obstruction sheaf. The cosection is defined by way of the following additional
input.
Definition 2.5. The quintic super-potential is defined by
W = p(x51 + · · ·+ x55).
The degeneracy locus, denoted CMω,ǫg,~m(X, d) ⊂ Mω,ǫg,~m(X, d), consists of all dual-extended 5-spin
curves such that σ maps fiber-wise to the critical points of W :
CritW := {p = x51 + · · ·+ x55 = 0} ∪ {x1 = · · · = x5 = 0}.
The following important result is due to Fan–Jarvis–Ruan for ǫ = 0 and Chang–Li–Li–Liu for
ǫ =∞.
Theorem 2.6 ([FJR15, CLLL15]). For ǫ = 0,∞, and d > 0, CMω,ǫg,~m(X, d) is proper.
Proof. This is a special case of Theorem 1.1.1 in [FJR15] when ǫ = 0 and Theorem 1.1 in [CLLL15]
when ǫ =∞. 
Properness of the critical locus allows one to construct a virtual cycle via the cosection localization
technique of Kiem–Li [KL13].
Theorem 2.7 ([KL13]). There exists a cosection localized virtual cycle
(4) [Mω,ǫg,~m(X, d)]w ∈ Hvirdim(CMω,ǫg,~m(X, d),Q)
where
(5) virdim = 1− g + d+ n−
∑
i
4
5
mi.
8
2.3.2. Case 2: The twisted class. To define an equivariant virtual class on Mω,ǫg,n(X, d), consider
the S-action on Mω,ǫg,n(X, d) defined by post-composing the section σ with the S-action on X. The
fixed locus Mω,ǫg,n(X, d)S consists of all sections σ where xi = 0 for all i. The virtual normal bundle
of this fixed locus is the restriction of Rπ∗L(−Σ5)⊕5 where L is the universal line bundle over the
universal curve, Σ5 is the divisor of marked points with mi = 5, and π is the projection from the
universal curve to Mω,ǫg,n(X, d).
Definition 2.8. The S-equivariant twisted virtual class is defined by
[Mω,ǫg,~m(X, d)]λ := [Mω,ǫg,~m(X, d)S]vir ∩ e−1S
(
Rπ∗L(−Σ5)⊕5
)
where [Mω,ǫg,~m(X, d)S]vir is the virtual cycle induced by the relative perfect obstruction theory on
Mω,ǫg,~m(X, d)S given by Rπ∗(L−5 ⊗ ωπ,log ⊕ L−1). After inverting the equivariant parameters, the
twisted virtual class is an equivariant homology class in
HSvirdim(Mω,ǫg,~m(X, d)S,Q)
where virdim is defined in (5).
Remark 2.9. We will ultimately be interested in studying the specialization
λi = ξ
iλ
where ξ := e2πi/5. We will point out below where this specialization is required.
2.4. T-action and equivariant correlators. The spaces Mω,ǫg,~m(X, d) and Mω,ǫg,~m(X, d)S admit a
T := C∗ action by scaling the last coordinate of the section σ:
t · (x1, . . . , x5, p, u) := (x1, . . . , x5, p, tu).
Since the obstruction theory and the cosection are equivariant with respect to the T-action, there
is an equivariant cosection localized virtual cycle
[Mω,ǫg,~m(X, d)]w ∈ HTvirdim(CMω,ǫg,~m(X, d),Q).
Similarly, there is a canonical lift of the S-equivariant twisted virtual class to the T-equivariant
setting
[Mω,ǫg,~m(X, d)]λ ∈ HS×Tvirdim(M
ω,ǫ
g,~m(X, d)
S,Q).
For ⋆ = w or λ and classes ϕi in themith twisted sector ofH
X,⋆, we define two types of T-equivariant
correlators
(6) 〈ϕ1ψa1 · · ·ϕnψan〉⋆,ǫg,n|d :=
(−1)5−5g−5d−
∑
imi
52g−2
∫
[M
ω,ǫ
g,~m(X,d)]
⋆
ev∗1(ϕ1)ψ
a1
1 · · · ev∗n(ϕn)ψann .
By results of Graber–Pandharipande [GP99] in the case ⋆ = λ and Chang–Kiem–Li [CKL15] in
the case ⋆ = w, these equivariant correlators can be computed by virtual localization. Virtual
localization on the moduli spaces of dual-extended 5-spin curves is the primary tool used in the
proof of Theorem 1.1.
2.5. Virtual localization. We now describe explicitly how to compute the equivariant correlators
(6) by restricting to the T-fixed loci.
The T-fixed loci in either Mω,ǫg,~m(X, d) or Mω,ǫg,~m(X, d)S can be encoded by decorated bipartite
graphs Γ. We denote the vertices, edges, legs, and flags of such a graph Γ by V , E, L, and F ,
respectively. The legs are labeled by the set {1, . . . , n}, and we let V = ♥⊔♦ denote the bipartite
decomposition of the vertices. The decorations and the corresponding fixed loci are described as
follows.
• The type-♥ vertices v correspond to maximal connected components Cv of C where u = 0,
and the type-♦ vertices correspond to maximal connected components where p = 0;
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• The legs adjacent to v, denoted Lv, record which of the marked points lie on Cv;
• The edges correspond to irreducible rational components Ce on which xi = 0 for all i and
the isomorphism class of (Ce, σ) is fixed by the T-action, i.e. we can write
σ = (0, 0, 0, 0, 0, xa , yb)
for a choice of homogeneous coordinates [x, y] on Ce;
• Each vertex v is labeled with a genus gv and a degree dv recording the genus of Cv and the
degree of L−1 restricted to Cv;
• Each edge e is labeled with a degree de encoding the degree of L−1 restricted to Ce.
The decorations must satisfy some constraints. In particular, we have the following:
• Genus constraint: ∑v gv + b1(Γ) = g;
• Degree constraint: ∑v∈V dv +∑e∈E de = d;
• Integrality condition: For all vertices v ∈ ♥ with adjacent edges Ev and adjacent legs Lv:
dv +
∑
e∈Ev
de +
∑
i∈Lv
mi
5
∈ Z.
In addition, when ǫ = 0, the stability condition disallows vertices v with 2gv − 2 + val(v) ≤ −1.
Let Λǫ denote the set of decorated graphs encoding such T-fixed loci. For ⋆ = w or λ, the virtual
localization formula computes the equivariant correlator (6) as a graph sum of the form∑
Γ∈Λǫ
1
|Aut(Γ)|
∏
v∈♥
Contr♥,⋆ǫ (v)
∏
v∈♦
Contr♦,⋆ǫ (v)
·
∏
e∈E
Contr⋆(e)
∏
(e,v)∈F
v∈♥
Contr♥(e, v)
∏
(e,v)∈F
v∈♦
Contr♦(e, v).(7)
Below, we collect the contributions of the vertices, edges, and flags to the graph sum (7). First,
we introduce additional notation for the vertex contributions. We define the following correlators
for the type-♥ vertices:
〈φm1−1ψa1 · · ·φmn−1ψan〉♥,⋆,ǫg,n|d :=
(−1)5−5g−5d−
∑
imi
52g−2
∫
[
M
1/5,ǫ
g,~m|5d+2g−2+n
]♥,⋆
ψa11 · · ·ψann
eT(Rπ∗L−1) .
where [
M1/5,ǫg,~m|5d+2g−2+n
]♥,⋆
∈
Hn−
∑
mi
(
M1/5,ǫg,~m|5d+2g−2+n
)
⋆ = w
HSn−
∑
mi
(
M1/5,ǫg,~m|5d+2g−2+n
)
⋆ = λ
is the natural restriction of the virtual class to the vertex component Cv.
5
Similarly, we define type-♦ correlators:
〈ψa1 · · ·ψan〉♦,⋆,ǫg,n|d :=
(−1)5−5g−d
52g−2
∫
[M
ǫ
g,n|d]
♦,⋆
ψa11 · · ·ψann
eT(Rπ∗(L−5 ⊗ ωlog))
where Mǫg,n|d is the Hassett space of weighted stable curves with n usual marked points and d
indistinguishable weight-ǫ marked points forming a divisor D, L is the universal line bundle that
restricts on fibers to O(−D), and[
Mǫg,n|d
]♦,⋆
∈
H
T
2−2g−4n−4d
(
Mǫg,n|d
)
⋆ = w
HS×T2−2g−4n−4d
(
Mǫg,n|d
)
⋆ = λ
5The fact that there is a virtual class on the component Cv relies on the fact that xi|Ce = 0, implying that xi = 0
on all preimages of nodes on Cv. Since the T-action is trivial on the obstruction sheaves over ♥-type vertices, the
restriction of the virtual class lies in non-T-equivariant homology.
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is the natural restriction of the equivariant virtual class to the vertex component Cv.
Define
e⋆(−) :=
{
eT(−) ⋆ = w,
eS×T(−) ⋆ = λ.
Lemma 2.10 ([CLLL16]). The localization contributions in (7) can be computed by the following
formulas:
Contr♥,⋆ǫ (v) = Q
dv
〈∏
e∈Ev
φ5de−1
− αde − ψ
〉♥,⋆,ǫ
gv,val(v)|dv
;
Contr♦,⋆ǫ (v) = Q
dv
〈∏
e∈Ev
1
α
de
− ψ
〉♦,⋆,ǫ
gv,val(v)|dv
;
Contr⋆(e) = 52
(−1)h0(L⊕5Ce )−h1(L⊕5Ce )Qde
|Aut(Ce, σ)|
e⋆(H
1(Ce, L
⊕5))
e⋆(H0(Ce, L−5 ⊗ ωlog ⊕ L−1)mov) ;
and
Contr•(e, v) = (η•5〈de〉)
−1.
The edge terms can be computed more explicitly. Let v ∈ ♥ and v′ ∈ ♦ be the vertices adjacent to
the edge e. When 2gv − 2 + val(v) > −1 and 2gv′ − 2 + val(v′) > −1, then
Contrλ(e) = 5
Qde
de
∏
0<k<de
〈k〉=〈de〉
(
k αde + λ1
)
· · ·
(
k αde + λ5
)
(5de)!
(
α
de
)5de∏
0≤k<de
〈k〉=〈de〉
(
k αde − α
) .
When 2gv − 2 + val(v) > −1 and 2gv′ − 2 + val(v′) = −1, then
Contrλ(e) = 5
Qde
de
∏
0<k<de
〈k〉=〈de〉
(
k αde + λ1
)
· · ·
(
k αde + λ5
)
(5de − 1)!
(
α
de
)5de−1∏
0≤k<de
〈k〉=〈de〉
(
k αde − α
) .
When 2gv − 2 + val(v) = −1 and 2gv′ − 2 + val(v′) > −1, then de ∈ Z and
Contrλ(e) = 5
Qde
5de − 1
∏
0<k<de−1/5
〈k〉=〈de−1/5〉
(
k αde−1/5 + λ1
)
· · ·
(
k αde−1/5 + λ5
)
(5de − 1)!
(
α
de−1/5
)5de−1∏
−1/5≤k<de−1/5
〈k〉=〈de−1/5〉
(
k αde−1/5 − α
) .
The latter two cases only occur when ǫ =∞. In all cases, we have
Contrw(e) = Contrλ(e)λi=0.
As usual, we require special conventions for the unstable vertices v where 2gv − 2 + val(v) ≤ 0. If
2gv − 2 + val(v) = −1 with adjacent edge e (this only occurs when ǫ =∞), we set
Contr♥,⋆ǫ (v) = −
5α
5de − 1Contr
♥(e, v)−1;
and
Contr♦,⋆ǫ (v) =
α
de
Contr♦(e, v)−1.
If 2gv − 2 + val(v) = 0 with adjacent edges e1 and e2 of degrees d1 and d2, then we set
Contr♥,⋆ǫ (v) =
(
− α
d1
− α
d2
)−1
Contr♥(e1, v)
−1;
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Contr♦,⋆ǫ (v) =
(
α
d1
+
α
d2
)−1
Contr♦(e1, v)
−1.
If 2gv−2+val(v) = 0 with one adjacent leg and one adjacent edge, then Contr•,⋆ǫ (v) = Contr•(e, v)−1.
Remark 2.11. For ⋆ = w, these localization contributions are a special case of results of Chang–
Li–Li–Liu in [CLLL16], Section 4. The computations in the ⋆ = λ case are similar.
2.6. Outline of the proof of Theorem 1.1. Consider the genus-one dual-extended 5-spin moduli
spaces Mω,ǫ1 (X, d) where n = 0 and d > 0. In this case, virdim = d > 0, and we have the following
vanishing:
(8) 0 =
∑
d>0
Qd〈−〉w,ǫ1,0|d =
[
λ0
]∑
d>0
Qd〈−〉λ,ǫ1,0|d.
Computing the correlators in (8) by virtual localization, the vanishing provides relations among
the fixed loci. These relations are the key to proving Theorem 1.1.
More specifically, since the ǫ = 0 stability condition disallows rational tails, there are only three
types of graphs that appear in Λ0:
Λ♥0 : Graphs consisting of a single vertex v ∈ ♥ labeled with gv = 1 and dv = d;
Λ♦0 : Graphs consisting of a single vertex v ∈ ♦ labeled with gv = 1 and dv = d;
Λ0 : Bivalent loops with each vertex v labeled with gv = 0.
For any graph Γ ∈ Λ∞, there is a unique graph Γ0 ∈ Λ0 that is obtained from Γ by ‘contracting
the tails’. More specifically, to obtain Γ0 from Γ, we carry out the following procedure.
1. Identify the unique genus-one vertex or the unique loop in Γ, call this subgraph Γ1. As undeco-
rated graphs, we set Γ0 = Γ1.
2. For each vertex v0 ∈ Γ0 and corresponding vertex v1 ∈ Γ1, set gv0 := gv1 .
3. For each edge e0 ∈ Γ0 and corresponding edge e1 ∈ Γ1, set de0 := de1 .
4. For each vertex v0 ∈ Γ0 and corresponding vertex v1 ∈ Γ1, set
dv0 := dv1 + deg(Γv1)
where Γv1 is the (possibly disconnected) graph consisting of the components of Γ\Γ1 that attach
to Γ1 at v1, and deg(Γv1) is the sum of the degrees on all edges and vertices of Γv1 .
To indicate the relationship between Γ and Γ0, we write Γ→ Γ0.
From (8), we obtain relations:
(9) 0 =
∑
Γ∈Λ∞
Γ→Γ0∈Λ
♥
0
Contr⋆∞(Γ) +
∑
Γ∈Λ∞
Γ→Γ0∈Λ
♦
0
Contr⋆∞(Γ) +
∑
Γ∈Λ∞
Γ→Γ0∈Λ

0
Contr⋆∞(Γ)
and
(10) 0 =
∑
Γ∈Λ♥0
Contr⋆0(Γ) +
∑
Γ∈Λ♦0
Contr⋆0(Γ) +
∑
Γ∈Λ0
Contr⋆0(Γ)
In the ⋆ = λ case, we are implicitly restricting to the λ0 coefficient. Define the graph sum differences
∆• :=
∑
Γ∈Λ∞
Γ→Γ0∈Λ
•
0
Contr∞(Γ)−
∑
Γ∈Λ•0
Contr0(Γ).
By (9) and (10), we have ∆♥ = −∆♦−∆. We prove the following two propositions in Sections 3
and 4, respectively.
Proposition 2.12. There is an ǫ = 0/∞ correspondence of contributions from loop-type graphs:
∆ = 0.
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Proposition 2.13. There is an ǫ = 0/∞ correspondence of contributions from graphs with a type-♦
vertex of genus one: ∆♦ = 0.
Propositions 2.12 and 2.13 imply that there is an ǫ = 0/∞ correspondence of contributions
from graphs with a type-♥ vertex of genus one: ∆♥ = 0. Since the type-♥ vertices encode 5-
spin correlators, this is very close to the statement of Theorem 1.1. The final step in our proof
of Theorem 1.1, proved in Section 5 by manipulating generating series, draws out the precise
connection between the two statements.
Proposition 2.14. The correspondence ∆♥ = 0 implies Theorem 1.1.
3. Proof of Proposition 2.12
In this section, we study equivariant intersection numbers on the genus-zero moduli spaces of
dual-extended 5-spin curves Mω,ǫ0,n(X, d). We prove various ǫ = 0/∞ comparisons between genus-
zero correlators, and we use these to deduce the loop-type correspondence of Proposition 2.12.
3.1. Genus-zero generating series. Our goal in this section is to study the genus-zero equivari-
ant correlators defined in (6). Our computations require us to define formal generating series of
these correlators, but first we require the relevant I-functions, which will suitably account for the
unstable terms in the generating series.
Definition 3.1. The type-(♥, λ) I-function is defined by
I♥,λ(Q, z) := z
∑
a≥0
Q
a+1
5
zaa!
∏
0<k<a+15
〈k〉=〈 a+15 〉
(kz + λ1) · · · (kz + λ5)∏
0<k≤ a+15
〈k〉=〈a+15 〉
(kz − α) ϕ
♥
a .
The type-(♦, λ) I-function is defined by
I♦,λ(Q, z) := −zα
5
∑
a≥0
Qa
zaa!
∏a−1
k=1(kz + α+ λ1) · · · (kz + α+ λ5)∏5a−1
k=0 (kz + 5α)
ϕ♦.
The type-(X,λ) I-function is defined by
IX,λ(Q, z) := I♥,λ(Q, z) + I♦,λ(Q, z).
For ⋆ = w, the type-(♥,w), type-(♦,w), and type-(X,w) I-functions are defined by taking λi = 0
in the above expressions. We also define
I•,⋆(Q, z)ǫ =
{
I•,⋆(Q, z) ǫ = 0
I•,⋆(Q, z) mod Q
2
5 ǫ =∞
where the latter case simply omits all but the Q0 and Q
1
5 terms.
We now define the big J-functions, which are the generating series of equivariant correlators that
are required for our genus-zero comparisons.
Definition 3.2. For • = ♥, ♦, or X, and ⋆ = w or λ, the corresponding big J-function is defined
by:
J•,⋆(t(z), Q, z)ǫ := I•,⋆(Q, z)ǫ + t(−z) +
∑
n,d,ϕ
Qd
n!
〈
t(ψ)n
ϕ
z − ψ
〉•,⋆,ǫ
0,n|d
ϕ∨
where
t(z) ∈
{
H•,⋆[[Q
1
5 ]][z] • = X
H•,⋆[[Q
1
5 , z]] • = ♥,♦
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Remark 3.3. The type-♥ and type-♦ correlators were already defined in Section 2. To import
those definitions into Definition 3.2, we are implicitly identifying ϕ♥m with φm and ϕ
♦ with 1.
Remark 3.4. There is a subtle but very important convention regarding the expansions of the big
J-functions. In particular, we expand JX,⋆(t(z), Q, z)ǫ as a Laurent series in z−1 over the base ring
H•,⋆((Q
1
5 )), while we expand both J♥,⋆(t(z), Q, z)ǫ and J♦,⋆(t(z), Q, z)ǫ as Laurent series in z.
3.2. Genus-zero correspondences. Here, we collect some ǫ = 0/∞ correspondences for the
genus-zero correlators. Since similar genus-zero correspondences have appeared recently in various
places in the literature, for example [Bro14, CCIT15, RR14, CR15], we keep the current discussion
brief.
Proposition 3.5. For • = ♥ or ♦, expand I•,⋆(Q, z) as a power series in z and write
I•,⋆(Q, z) = I•,⋆(Q, z)+ + I
•,⋆(Q, z)∞ +O(z−1).
Then
(11) J•,⋆
(
t(z) + I•,⋆(Q,−z)+, Q, z
)∞
= J•,⋆(t(z), Q, z)0.
Proof. This Proposition follows from arguments analogous to those developed by Ross–Ruan in
[RR14], which we now outline.
Step One. We first modify (11) in the case • = ♥ in order to introduce new formal variables
that are more geometrically meaningful. Write t(z) =
∑
m,k t
m
k ϕ
♥
mz
k. We make the following
modification: multiply both sides of (11) by Q−1/5, then rewrite both sides in terms of q = Q1/5
and tmk = Q
−1/5tmk . After these modifications, (11) becomes the equality
(12) Jˆ♥,⋆
(
t(z) + Iˆ♥,⋆(q,−z)+, q, z
)∞
= Jˆ♥,⋆(t(z), q, z)0
where the power of q in the Jˆ-function tracks the number of weight-ǫ points on the underlying
moduli space M1/5,ǫ0,n+1|5d+n−1. When • = ♦, the power of Q already tracks the number of light
points, so we simply set Q = q and tk = tk to obtain the • = ♦ analog of (12).
Step Two. We have the following recursion.
Lemma 3.6. With the pairing (−,−) defined as in Section 2, the Laurent series
(13)
(
∂
∂q
Jˆ•,⋆(t(z), q, z)ǫ,
∂
∂tm0
Jˆ•,⋆(t(z), q,−z)ǫ
)
is regular at z = 0 for all m, for ǫ = 0 or ∞, and for • = ♥ or ♦.
Proof of Lemma. This Lemma is proved exactly as in the proof of Lemma 2.1 in Ross–Ruan [RR14].
More specifically, we begin by considering graph spaces, where we simply parametrize a rational
component in the underlying modouli spaces. The graph spaces have a natural C∗ action by scaling
the parametrized component. When we compute equivariant correlators on the graph spaces by
virtual localization with respect to the C∗ action, the vertex terms in the localization formula
encode the same correlators that are encoded by the big J-functions, leading to the localization
expression (13), where z is the equivariant parameter. In particular, the I-functions Iˆ♥,⋆ and Iˆ♦,⋆
can be computed as certain equivariant residues on the graph spaces. The fact that (13) is regular
at z = 0 follows from the fact that the equivariant correlators are well-defined equivariant classes
before localizing. 
14
Step Three. We have the following characterization.
Lemma 3.7. Suppose that
F (t, q, z) = F (q, z)+ + t(z) + F (t, q, z)
is a Laurent series in z over the base ring H•,⋆[[q]] such that all terms of F (t, q, z) ∈ O(z−1) are
at least quadratic in the variables (t, q), and the Laurent series
(14)
(
∂
∂q
F (t, q, z),
∂
∂tm0
F (t, q,−z)
)
is regular at z = 0 for all m. Then F (t, q, z) is uniquely determined by F (q, z)+ and F (t, 0, z).
Proof of Lemma. The proof of this lemma follows that of Lemma 2.2 in Ross–Ruan [RR14]. More
specifically, we write
F (t, q, z) =
∑
j>0
f~n,d,k,m
t~nqd
zk
ϕ•m
where t~n :=
∏
(tml )
nml . Our goal is to show that the coefficients f~n,d,k,m are completely determined
from F (q, z)+, f~n,0,k,m, and (14). To do so, we proceed by lexicographic induction on (d, |~n|, k)
where |~n| := ∑nml . Suppose d > 0 and we know f~n′,d′,k′,m′ for all (d′, |~n′|, k′) < (d, |~n|, k) and we
want to compute f~n,d,k,m. We consider the relation
0 =
(
∂
∂q
F (t, q, z),
∂
∂tm0
F (t, q,−z)
) [
t~nqd−1
zk
]
.
This relation has an initial term equal to d · f~n,d,k,m and all other terms are determined by the
induction. 
Step Four. Our goal is to prove the equality
Jˆ•,⋆
(
t(z) + Iˆ•,⋆(q,−z)+, q, z
)∞
= Jˆ•,⋆(t(z), q, z)0 .
Using Lemma 3.6, both sides are easily seen to satisfy the hypotheses of Lemma 3.7. In particular,
the quadratic property follows from the fact that Iˆ•,⋆(0, z)+ = 0. Moreover, it is easy to check that
both sides agree modulo z−1 and both sides agree when q = 0. Thus, Lemma 3.7 implies that the
two sides are uniquely determined from the same initial data, and are thus equal, completing the
proof of Proposition 3.5. 
Proposition 3.8. For ⋆ = w or λ, we have
JX,⋆(t(z), Q, z)∞ = JX,⋆(t(z), Q, z)0
(without a change of variables).
Proof. This follows from Proposition 3.5 using ‘cone-characterization’ arguments analogous to those
developed by Coates–Corti–Iritani–Tseng in [CCIT15], following ideas of Brown [Bro14] (see also
Clader–Ross [CR15], for a setting more analogous to the current one). As in the proof of Proposition
3.5, we content ourselves with outlining the main arguments.
Step One. Let F ⋆ = F ⋆(t,Q, z) be a Laurent series in z−1 over the base ring HX,⋆((Q
1
5 )) such that
F ⋆(0, 0, z) := F ⋆(0, Q, z)Q=0 exists and is regular at z = 0. For • = ♥ or ♦, let F •,⋆ denote the
restriction of F to H•,⋆((Q
1
5 )) and let F •,⋆m denote the coefficient of ϕ•m. For d ∈ 15N, define the
recursion coefficients by
RCλ(d) :=
1
5d
∏
0<k<d
〈k〉=〈d〉
(
kαd + λ1
) · · · (kαd + λ5)
(5d)!
(
α
d
)5d∏
0≤k<d
〈k〉=〈d〉
(
kαd − α
)
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and
RCw(d) := RCλ(d)λi=0,
so that RC⋆(d) = Contr⋆(e) where e is an edge in a localization graph of degree d. We have the
following characterization.
Lemma 3.9. Suppose F ⋆ satisfies the following three properties.
(C1) Each coefficient F •,⋆m is a rational function of z. The coefficient F
♥,⋆
m has poles at z = 0
and simple poles at z = αd for all d ∈ 15N with 5d = m mod 5. The coefficient F♦,⋆ has
poles at z = 0 and simple poles at z = −αd for all d ∈ 15N.
(C2) The residues at the simple poles satisfy the following equations:
Resz=α
d
F♥,⋆5d = (η
♥
5d)
−1QdRC⋆(d) · F♦,⋆|z=α
d
and
Resz=−α
d
F♦,⋆ = (η♦)−1QdRC⋆(d) · F♥,⋆−5d|z=−αd
(C3) With coefficients expanded as Laurent series in z, F •,⋆ is of the form
I•,⋆(Q, z)∞ + f(−z) +
∑
n,d,ϕ
Qd
n!
〈
f(ψ)n
ϕ
z − ψ
〉•,⋆,∞
0,n|d
ϕ∨
where f(−z).
Then, with coefficients expanded as Laurent series in z−1, F ⋆ is determined uniquely from the part
with non-negative coefficients of z.
Proof of Lemma. By grouping the different poles, conditions (C1) and (C2) allow us to write
(15) F♥,⋆m = f
♥,⋆
m (z) +
∑
d∈ 15N
〈d〉=m
(η♥5d)
−1QdRC(d) · F♦,⋆|z=α
d
z − αd
+O(z−1)
and
(16) F♦,⋆ = f♦,⋆(z) +
∑
d∈ 1
5
N
(η♦)−1QdRC(d) · F♥,⋆−5d|z=−αd
z + αd
+O(z−1)
where f♥,⋆m (z) and f♦,⋆(z) are polynomial in z over the base ring. Expanding these expressions as
Laurent series in z, property (C3), along with induction on the formal variables (using the fact that
the second term in the right-hand sides of (15) and (16) always increases the power of Q), proves
that the O(z−1) part of F •,⋆ is determined uniquely by f♥,⋆m (z) and f♦,⋆(z), proving the claim. 
Step Two. The next Lemma allows us to apply Lemma 3.9 in our setting.
Lemma 3.10. For ǫ = 0 or ∞ and ⋆ = w or λ, set
FX,⋆,ǫ := JX,⋆(t(z), Q, z)ǫ.
Then FX,⋆,ǫ satisfies conditions (C1) - (C3) of Lemma 3.9.
Proof of Lemma. The restrictions of FX,⋆,ǫ to the fixed point basis are given by
(I•(Q, z)ǫ)•,m + t
•,m(−z) +
∑
n,d
Qd
n!
〈
t(ψ)n
(ϕ•,m)
∨
z − ψ
〉X,⋆,ǫ
0,n|d
.
By definition, the two initial terms are rational in z with the simple poles described in (C1). To
verify the same for the final term, we apply virtual localization, as in Section 2, to compute the
correlators. There are two types of graphs:
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Γ1: Graphs where the last point is on a vertex of valence two;
Γ2: Graphs where the last point is on a vertex of valence at least three.
It is straightforward from the localization formulas in Section 2 that contributions from graphs in
Γ1 have the prescribed simple poles (notice that ψ specializes to α/d on these fixed loci) while
contributions from graphs in Γ2 are polynomial in z
−1 (notice that ψ is nilpotent in the type-♥
and type-♦ correlators). This proves (C1).
To verify condition (C2), consider all graphs in Γ1. Notice that the recursive term RC
⋆(d)
is exactly the contribution from the unique edge e that is adjacent to the distinguished vertex
supporting the last marked point. Therefore, the recursion in (C2) is equivalent to removing this
edge from the graph. When ǫ = ∞, the terms in IX,⋆(Q, z)∞ come into play when the opposite
vertex of the removed edge has valence one (this can be checked using the three types of edge
contributions described in Lemma 2.10). When ǫ = 0, each vertex must have valence at least two,
and one needs to verify that IX,⋆(Q, z) satisfies (C2), which is a straightforward computation.
To verify condition (C3), consider the restriction F •,⋆,ǫ. Define
f•,⋆,ǫ(−z) := t•(−z) +

∑
d∈N
(η♥5d)
−1QdRC(d)·F ⋆,ǫ♦ |z=αd
z−α
d
ϕ♥5d • = ♥∑
d∈N
(η♦)−1QdRC(d)·F ⋆,ǫ♥,−5d |z=−αd
z+α
d
ϕ♦ • = ♦,
where, by (C2), the sums record the contribution from graphs in Γ1. For any graph Γ, compute
the localization contribution Contr(Γ) by first computing the contribution from each subgraph
emanating from the distinguished vertex supporting the last marked point (each of which looks
like a graph in Γ1). Adding the contributions from each graph in this way, leads to the following
equality.
(17) F •,⋆,ǫ = I•(Q, z)ǫ + f•,⋆,ǫ(−z) +
∑
n,d,ϕ
Qd
n!
〈
f•,⋆,ǫ(ψ)n
ϕ
z − ψ
〉•,⋆,ǫ
0,n|d
ϕ∨.
For ǫ = ∞, (17) is precisely of the form required by (C3). For ǫ = 0, (17) is of the form required
by (C3) after applying Proposition 3.5. 
Step Three. From the definitions, it is apparent that, after expanding as Laurent series in z−1,
JX,⋆(t(z), Q, z)0 = JX,⋆(t(z), Q, z)∞ mod z−1.
By Lemmas 3.9 and 3.10, this is enough to conclude that
JX,⋆(t(z), Q, z)0 = JX,⋆(t(z), Q, z)∞,
finishing the proof of Proposition 3.8. 
3.3. Tail Series. In the process of passing from the graph Γ ∈ Λ∞ to Γ0 ∈ Λ0, tails of rational
curves with no marked points are removed. We now define certain tail series that capture the contri-
butions of those removed tails and we interpret the tail series explicitly in terms of JX,⋆(0, Q, z)∞.
Let G•,wd,m denote the collection of T-fixed loci in ev
∗
1(ϕ
•
m)∩Mω,∞0,1 (X, d) where the unique marked
point is on a vertex of valence two. For each G ∈ G•,wd,m, let Contrw∞(G) denote the contribution
of the fixed locus G to the virtual localization formula. Similarly, let G•,λd,m denote the collection
of T-fixed loci in ev∗1(ϕ
•
m) ∩Mω,∞0,1 (X, d)S where the unique marked point is on a vertex of valence
two, and let Contrλ∞(G) denote the contribution to the virtual localization formula.
Definition 3.11. For • = ♥ or ♦ and ⋆ = w or λ, the tail series are defined by
T •,⋆(Q, z) :=
∑
d,m
G∈G
•,⋆
d,m
Qd
Contr⋆∞(G)
z − ψ (ϕ
•
m)
∨.
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Remark 3.12. The psi-class appearing in the definition of the tail series is purely equivariant,
because the vertex supporting the marked point has no moduli.
We have the following result relating the tail series to JX,⋆(0, Q, z)∞.
Lemma 3.13. For • = ♥ or ♦ and ⋆ = w or λ, let JX,⋆(0, Q, z)∞
∣∣
•
denote the restriction of
JX,⋆(0, Q, z)∞ to H•,⋆. Expanding as a Laurent series in z, write
JX,⋆(0, Q, z)∞
∣∣
•
= JX,⋆(0, Q, z)∞
∣∣
•,+
+ I•,⋆(Q, z)∞ +O(z−1).
Then
T •,⋆(Q, z) = JX,⋆(0, Q, z)∞
∣∣
•,+
Proof. Computing JX,⋆(0, Q, z)∞
∣∣
•
by localization (ignoring the initial term I•,⋆(Q, z)∞), there are
two types of graphs that appear. The first type are those where the marked point is on a vertex of
valence two, the second type are those where the marked point is on a vertex with valence at least
three. The contributions of the former type, which are regular at z = 0, are exactly those encoded
by T •,⋆(Q, z), while the contributions of the latter type have poles at z = 0. 
3.4. Conclusion of Proposition 2.12. In light of the localization computations of Section 2, it
is clear that Proposition 2.12 is a consequence of the following identities:
(18)
∑
n>0
〈
φm1ψ
a1 φm2ψ
a2 T
♥,⋆(Q,−ψ)n
n!
〉♥,⋆,∞
0,n+2
=
∑
d>0
Qd 〈φm1ψa1 φm2ψa2〉♥,⋆,00,2|d
and
(19)
∑
n>0
〈
ψa1 ψa2
T♦,⋆(Q,−ψ)n
n!
〉♦,⋆,∞
0,n+2
=
∑
d>0
Qd 〈ψa1 ψa2〉♦,⋆,00,2|d
Moreover, we compute
T •,⋆(Q, z) = JX,⋆(0, Q, z)∞
∣∣
•,+
(20)
= JX,⋆(0, Q, z)0
∣∣
•,+
(21)
= I•,⋆(Q, z)+(22)
where (20) follows from Lemma 3.13, (21) follows from Proposition 3.8, and (22) follows from the
definitions of I•,⋆(Q, z)+ and J
X,⋆(0, Q, z)0
∣∣
•,+
. Therefore, Equations (18) and (19) are special
cases of Proposition 3.5, concluding the proof of Proposition 2.12. 
4. Proof of Proposition 2.13
In this section, we prove the ǫ = 0/∞ comparison for graphs of type ♦, which, after the discussion
of tail series in Section 3, can be stated as the following equality:
(23)
∑
n>0
〈
T♦,⋆(Q,−ψ)n
n!
〉♦,⋆,∞
1,n
=
∑
d>0
Qd 〈 〉♦,⋆,01,0|d .
The first step in proving (23) is to separate the genus-dependent part from the twisting factor in
the type-♦ correlators. Once the genus-dependant part has been separated, the comparison can
be reduced to a genus-zero statement using arguments first developed in the context of stable quo-
tients by Marian–Oprea–Pandharipande [MOP11]. The genus-zero statement is proved by following
arguments developed by Ciocan-Fontanine–Kim [CFK13] in the context of stable quasi-maps.
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4.1. Genus dependence of the type-♦ twisting factors. The type-♦ correlators in (23) can be
defined as intersection numbers on the moduli spacesMǫg,n,d of ǫ-stable curves with n usual marked
points q1, . . . , qn and d weight-ǫ points y1, . . . , yd. Let E = q1 + · · · + qn and D = y1 + · · · + yd
be the divisors of marked points, leading to universal divisors E and D, and set L = O(−D). The
type-♦ correlators are obtained by intersecting psi-classes against
(24)
1
d!
e−1⋆
(
Rπ∗
(L⊕5 ⊕ L−5 ⊗ ωπ,log)) .
Remark 4.1. The 1/d! pre-factor occurs here because we are marking the weight-ǫ points in
this discussion, whereas we considered them to be indistinguishable in the discussion of Section 2.
Notationally, we have
Mǫg,n|d =Mǫg,n,d/Sd
The following lemma separates out the genus-dependent part of the twisting factor (24).
Lemma 4.2. The twisting factor separates into a genus-dependent part and a part that is local to
the divisor D:
e−1⋆
(
Rπ∗
(L⊕5 ⊕ L−5 ⊗ ωπ,log)) = e−1⋆ (Rπ∗ (O⊕5 ⊕ ωπ)) e⋆ (Rπ∗ (O|⊕5D ))e⋆ (Rπ∗ (O(20D)|D)) .
Proof. This follows from the two exact sequences
0→ O(−D)→ O → O|D → 0
and
0→ O⊗ ωπ → O(5D + E)⊗ ωπ → (O(5D + E)⊗ ωπ) |5D+E → 0,
along with the facts that D and E are disjoint, ωπ ⊗O(E)|E = O, and
ωπ ⊗O(5D)|5D = O(4D)⊗ (ωπ ⊗O(D)) |5D
= O(4D)|5D
= O(20D)|D.

4.2. Contraction maps and cotangent calculus. Corresponding to the graph contraction Γ→
Γ0 ∈ Γ♦0 , there is a contraction map on moduli spaces:
ρΓ :M∞1,n →M01,0,d=d1+···+dn
where the set {1, . . . , n} enumerates the connected graphs of Γ \ Γ1 and di denotes the degree on
the ith such graph. The map ρΓ simply replaces the marked point qi with the di weight-0 points
that are indexed by the interval [d1 + · · ·+ di−1 + 1, d1 + · · ·+ di], then stabilizes.
Since
ρ∗Γ
(
e−1⋆
(
Rπ∗
(O⊕5 ⊕ ωπ))) = e−1⋆ (Rπ∗ (O⊕5 ⊕ ωπ)) ,
then Lemma 4.2, along with the projection formula, implies that (23) would follow from the equality
(25)
∑
d1,...,dn∑
i di=d
1
n!
(ρΓ)∗
(∏
i
T♦,⋆(Q,−ψ)[Qdi ]
)
=
1
d!
e⋆
(
Rπ∗
(O|⊕5D ))
e⋆ (Rπ∗ (O(20D)|D))
as an equation in the equivariant cohomology ring{
H∗T(M
0
1,0,d) ⋆ = w
H∗S×T(M
0
1,0,d) ⋆ = λ.
Both sides of (25) can be written as polynomials in psi-classes ψˆj and diagonal classes DJ ,
symmetric under the action of Sd. We denote these polynomials by Bd(ψˆj ,DJ )
∞ and Bd(ψˆj ,DJ )
0.
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By the cotangent calculus of Marian–Oprea–Pandharipande [MOP11], these polynomials can be
written in a canonical form, which we denote by BC , and the canonical forms are also symmetric
under the action of Sd. Our goal is to show, not just the cohomological equality (25), but the
stronger equality
(26) BCd (ψˆj ,DJ )
∞ = BCd (ψˆj ,DJ )
0
as abstract polynomials in the variables ψˆj ,DJ .
Marian–Oprea–Pandharipande argue that any equality of abstract symmetric polynomials in
variables ψˆj and DJ can be checked by computing certain intersections on genus-zero moduli
spaces M00,k|d = M0,k,d/Sd. To precisely define the intersection numbers we need to check, we
follow the exposition in Ciocan-Fontanine–Kim [CFK13]. Fix k ≥ 3, d ≥ 0, and 1 ≤ l ≤ k − 2. Let
ρ = (p1, . . . , pl) and τ = (t1, . . . , tl) be ordered partitions of d and k−2, respectively, with pi, ti ≥ 0.
Define the chain-type stratum S(τ, ρ) onM00,k|d to be the closure of the locus parametrizing curves
with l irreducible components R1, . . . , Rl attached in a chain such that
• R1 carries t1 + 1 regular marked points and p1 weight-0 marked points,
• for i = 2, . . . , l− 1, Ri carries ti regular marked points and pi weight-0 marked points, and
• Rl carries tl + 1 regular marked points and pl weight-0 marked points,
where the regular marked points are distributed in order from R1 to Rl. The key lemma we need,
which was proved by Marian–Oprea–Pandharipande, is the following.
Lemma 4.3 ([MOP11] Section 7.6; [CFK13] Section 5.6). The equality of abstract polynomials in
(26) holds if and only if, for every chain-type stratum S(τ,P) and every monomial µ(ψ1, . . . , ψk),
we have an equality after integrating:
(27)
∫
S(τ,P)
µ(ψ1, . . . , ψk)B
C
d (ψˆj ,DJ)
∞ =
∫
S(τ,P)
µ(ψ1, . . . , ψk)B
C
d (ψˆj ,DJ )
0.
To prove (27) for all chain-type strata, and thus finish the proof of Proposition 2.13, we proceed
by induction on l. Back-tracking through the definitions and results of Section 3, we see that the
base case l = 1 is precisely encoded by the • = ♦ case of Proposition 3.5. When l > 1, we simply
break the chain-type strata at the first node and denote the two resulting chain-type strata by S1
and S2. Set d1 = p1 and d2 = d − d1. Then it is not hard to see that, for ǫ = 0 or ∞, we have
splittings
BCd (ψˆj ,DJ )
ǫ = BCd1(ψˆj ,DJ )
ǫBCd2(ψˆj ,DJ )
ǫ
and
µ(ψ1, . . . , ψk) = µ1(ψ1, . . . , ψt1+1)µ2(ψt1+2, . . . , ψn),
and we can write∫
S(τ,P)
µBCd (ψˆj ,DJ )
ǫ =
∫
S1
µ1B
C
d1(ψˆj ,DJ)
ǫ ·
∫
S2
µ2B
C
d2(ψˆj ,DJ )
ǫ.
Therefore, the equality of the integrals can be reduced to an equality on chain-type strata with
smaller l, completing the induction step.
This finishes the proof of Proposition 2.13. 
5. Proof of Proposition 2.14
Propositions 2.12 and 2.13 together imply the following correspondence between the type-♥
correlators:
(28)
∑
n>0
Q−n/5
n!
〈
T♥,⋆(Q,−ψ)n
〉♥,⋆,∞
1,n|d=−n/5
=
∑
d>0
Qd 〈 〉♥,⋆,01,0|d ,
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where, when ⋆ = λ, we only consider the coefficient of λ0 on each side. Now we manipulate both
sides of (28) to show that it implies the statement of Theorem 1.1.
5.1. Right-hand side. The correlators on the right-hand side of (28) are defined by∫
[
M
1/5,0
1,0|5d
]⋆ e
−1
T (Rπ∗L−1).
Since
dim
[
M1/5,01,0|5d
]⋆
= 0,
the twisting factor can only contribute the purely equivariant leading term:
e−1T (Rπ∗L−1) = (−α)−d + . . .
where + . . . denotes terms that are not purely equivariant. Therefore, setting t = (−α−1Q)1/5, it
follows from the definitions that the right-hand side of (28) simplifies:
(29)
∑
d>0
Qd 〈 〉♥,⋆,01,0|d =
∑
d>0
td 〈−〉⋆,01,0|d ,
which is equal to the final term in the right-hand side of Theorem 1.1.
5.2. Left-hand side. It is left to recover the rest of the terms in Theorem 1.1 from the left-hand
side of (28). We simplify the left-hand side by making several observations. When ⋆ = λ, we
require the specialization λi = ξ
iλ from Remark 2.9.
First, recall from (20) - (22) that
T♥,⋆(Q, z) = I♥,⋆(Q, z)+.
For ⋆ = λ or w, respectively, we compute directly from the definitions the ϕ♥0 -coefficients of
I♥,⋆(Q, z)+:
T♥,⋆(Q, z)[ϕ♥0 ] =

z∑ a>0
5|a
Q
a+1
5
zaa!
∏
0≤k<a+15
〈k〉=〈a+15 〉
((kz)5+λ5)
∏
0<k≤ a+15
〈k〉=〈a+15 〉
(kz−α)

+
= O(z) +O(λ5)
z∑ a>0
5|a
Q
a+1
5
zaa!
∏
0≤k<a+15
〈k〉=〈 a+15 〉
(kz)5
∏
0<k≤ a+15
〈k〉=〈a+15 〉
(kz−α)

+
= O(z).
This means that every time we see ϕ♥0 in the correlator in the left-hand side of (28), it appears
either with a ψ class or a factor of λ5. Next, notice that
dim
[
M1/5∞1, ~m
]⋆
= 2n−
∑
i
mi.
Since an appearance of a ψ class takes up one dimension and the appearance of a factor of λ5
effectively takes up five dimensions (recall, here, that we are only considering the λ0 coefficient in
the left-hand side of (28)), we see by purely dimensional reasons that the only possible insertions in
the left-hand side of (28) appear as coefficients of ϕ♥0 ψ and ϕ
♥
1 . We compute directly the coefficients
of these insertions in the tail series:
T♥,⋆(Q,−z)[ϕ♥0 zλ0] = −α−1Q1/5I0((−α−1Q)1/5) + α−1Q1/5
and
T♥,⋆(Q,−z)[ϕ♥1 ] = (−α)−4/5Q1/5I1((−α−1Q)1/5),
where I0(t) and I1(t) were defined in the introduction.
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Lastly, notice that when all insertions are of type ϕ♥0 ψ and ϕ
♥
1 , then by the same dimension
count above, the twisting factor can only contribute the purely equivariant term:
e−1T (Rπ∗L−1) = · · ·+ (−α)n1+
4
5
n2 + . . .
where nm denotes the number of points of multiplicity m.
Putting these three observations together and setting t = (−α−1Q)1/5 as before, the left-hand
side of (28) simplifies to∑
n>0
Q−n/5
n!
〈
T♥,⋆(Q,−ψ)n
〉♥,⋆,∞
1,n,−n/5
=
∑
n>0
1
n!
〈[(1− I0(t))φ0ψ + I1(t)φ1]n〉⋆,∞1,n .(30)
Finally, we rewrite the right-hand side (30) as follows:∑
n>0
1
n!
〈[(1− I0(t))φ0ψ + I1(t)φ1]n〉⋆,∞1,n
=
∑
n1>0
1
n1!
〈[(1− I0(t))φ0ψ]n1〉⋆,∞1,n1(31)
+
∑
n1≥0
n2>0
1
n1!n2!
〈[(1− I0(t)) φ0ψ]n1 [I1(t)φ1]n2〉⋆,∞1,n1+n2 .(32)
The FJRW and twisted correlators satisfy the dilaton equation:
〈φm1ψa1 · · ·φmnψan φ0ψ〉⋆,∞g,n+1 = (2g − 2 + n) 〈φm1ψa1 · · · φmnψan〉⋆,∞g,n
whenever 2g − 2 + n > 0. Applying the dilaton equation, we see that the sum in (31) is equal to
− log(I0(t))
∫
[
M
1/5,∞
1,(1/5)
]⋆ ψ1.
Also applying the dilaton equation to (32) and then using the identity∑
n1≥0
(
n1 + n2 − 1
n1
)
(1− I0(t))n1 = 1
(1− (1− I0(t)))n2 =
1
I0(t)n2
,
the sum in (32) simplifies to ∑
n>1
1
n!
〈(
I1(t)
I0(t)
φ1
)n〉∞,⋆
1,n
.
This completes the proof of Theorem 1.1. 
6. Twisted invariants and the genus-one formula
Now that we have completed the proof of the comparison formula in Theorem 1.2, we now turn
towards proving the explicit formula for the genus-one twisted invariants given in Theorem 1.3. In
this section, we recall a formula that computes the genus-one twisted correlators purely in terms
of certain genus-zero data. This formula is originally due to Dubrovin–Zhang [DZ98] and Givental
[Giv98a]. In Section 7, we compute the relevant genus-zero data explicitly in order to deduce
Theorem 1.3 from the genus-one formula.
22
6.1. The CohFT and Frobenius manifold. In order to state the genus-one formula, we first
need to introduce the twisted invariants and the requisite genus-zero data. Recall from [CR10] that
twisted 5-spin invariants can be extended to the untwisted sector by the following formula.
〈φm1−1ψa1 · · ·φmn−1ψan〉λg,n :=
(−1)3−3g+n−
∑
mi
52g−2
∫
[
M
1/5
g,~m
]λ ψ
a1
1 · · ·ψann
=
1
52g−2
∫
[
M
1/5
g,~m
] ψa11 · · ·ψann cλ(~m)
where
cλ(~m) := e
∑5
i=1
∑
k≥0 sk,ichk(−[Rπ∗L(−Σ5)])
with
sk,i :=
{
− ln(λi) k = 0,
(k−1)!
λki
k > 0,
and Σ5 is the universal divisor of marked points with trivial twisting. We further specialize the
formal parameters λi by setting λi = ξ
iλ with ξ := e2πi/5. Notice that this choice of the parameters
λi induces the vanishing sk = 0 unless 5|k. By orbifold Riemann-Roch,
−rk(R0π∗L(−Σ5)) + rk(R1π∗L(−Σ5)) = 3g − 3− n+
∑
mi
5
,
where we always take mi ∈ {1, . . . , 5}. It follows that the characteristic class cλ can be written in
the following form:
cλ(~m) = · · ·+ λ−5cd+5 + cd + λ5cd−5 + λ10cd−10 + · · ·
where d = 3g − 3− n+∑mi. When g = 0, then
−[Rπ∗L(−Σ5)] = R1π∗L(−Σ5)
is a vector bundle, and we have
(33) cλ(~m) = cd + λ
5cd−5 + · · · .
For a formal parameter τ (which we later take to be the mirror map τ(t)), we define the shifted
twisted invariants in the small phase space by
〈〈φm1−1ψa1 · · ·φmn−1ψan〉〉λg,n :=
∑
k≥0
τk
k!
〈φm1−1ψa1 · · ·φmn−1ψan φ1 · · · φ1〉λg,n+k .
We now describe the CohFT and the underlying Frobenius manifold corresponding to the
shifted twisted invariants. For the basic definitions of CohFTs, we suggest the discussion in
Pandharipande–Pixton–Zvonkine [PPZ15], while for Frobenius manifolds we direct the reader to
Givental [Giv98a] and Lee-Pandharipande [LP04].
The CohFT associated to the shifted twisted theory is based on the vector space generated by
φ0, . . . , φ4, with unit φ0, and is defined by
Ωτg,n(φm1−1 ⊗ · · · ⊗ φmn−1) :=
∑
k≥0
τk
k!
(pk)∗(cλ(~m, 2
k)),
where pk :M1/5g,(~m,2k) →M
1/5
g,~m →Mg,n is the forgetful map that forgets the last k marked points,
the line bundle, and the orbifold structure. The genus-zero part of this CohFT determines a
generically semisimple Frobenius manifold, described by the following structures.
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6.1.1. The inner product. The inner product of the Frobenius manifold is defined by the following
equation:
η(φa, φb) := 〈〈φa φb φ0〉〉λ0,3 = 〈φa φb φ0〉λ0,3 ,
where the second equality follows from the fact that the genus-zero primary invariants vanish if
mi = 1 for some i and n > 3. We use φ
a to denote the dual of φa under this inner product.
6.1.2. The quantum product. The quantum product in the small phase space, denoted •τ , is defined
by the equation
η(φa •τ φb, φc) := 〈〈φa φb φc〉〉λ0,3 .
As we will see in Section 7, the quantum product is semisimple for generic τ .
6.1.3. The canonical coordinates. Since the quantum product is generically semisimple, we can find
an idempotent basis {eα : α = 0, . . . , 4}:
eα •τ eβ = δα,βeα.
Let u = {uα} be the canonical coordinates, defined by the equation∑
α
eαdu
α =
∑
i
φidτ
i = φ1dτ,
and normalized such that uα(τ = 0) = 0. We define the normalized basis by
e˜α := ∆
1/2
α eα
where
∆α := η(eα, eα)
−1,
which form an orthonormal basis for the quantum product. Let Ψ denote the transition matrix
between the bases φi and e˜α, which, by orthogonality, we can write as
Ψαj = (e˜α, φj), j, α = 0, 1, 2, 3, 4.
6.1.4. The fundamental solution. The quantum product can be used to define the quantum dif-
ferential equation on the Frobenius manifold (see Givental [Giv98a] or Lee-Pandharipande [LP04]
for details). The following important result of Givental describes a fundamental solution to the
quantum differential equation in normalized canonical coordinates, and defines the R-matrix of the
Frobenius manifold (up to a constant).
Theorem 6.1 (Givental [Giv98a]). There exist fundamental solution matrices in canonical coor-
dinates of the form
R(u, z)eU/z
where U = diag(u0, . . . , u4) and R(u, z) = (1 + R1(u)z + R2(u)z
2 + . . . ) satisfies the unitary
condition
R(u, z)R(u,−z)∗ = 1.
Moreover, such an R(u, z) is unique up to right-multiplication by a unitary matrix of the form
exp
(∑
k≥0 a2k+1z
2k+1
)
where ak = diag(a
0
k, . . . , a
4
k) are constants.
Remark 6.2. If the Frobenius manifold has an Euler vector field, then the R-matrix can be
determined uniquely by imposing that it be homogeneous. However, since there does not exist a
Euler vector field in our case, we will need to normalize the R-matrix by hand.
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6.2. The genus-one formula. We use the following genus-one formula to derive Theorem 1.3.
This formula was proved in the conformal case by Dubrovin–Zhang [DZ98] and in the torus-
equivariant GW setting by Givental [Giv98a]. In general, the formula follows from the Givental–
Teleman reconstruction theorem [Tel12], as we show in Appendix A.
Theorem 6.3 (Dubrovin–Zhang [DZ98], Givental [Giv98a], Teleman [Tel12]). There exists an R-
matrix, which we denote by Rλ, satisfying the conditions of Theorem 6.1, such that the genus-one
potential
F λ1 (τ) := 〈〈−〉〉λ1,0
is given by
(34) dF λ1 =
∑
α
(
1
48
d log ∆α +
1
2
(Rλ1 )ααdu
α
)
.
Remark 6.4. Ensuring that Equation (34) holds at τ = 0 allows us to normalize the ambiguous
constant factor of Theorem 6.1.
Remark 6.5. Theorem 6.3 requires the semi-simplicity of the quantum product for generic choice
of τ . We verify this property in the next section.
Applying Theorem 6.3, we can prove Theorem 1.3 by computing ∆α and (R
λ
1 )αα explicitly. We
carry out these computations in the next section.
7. Genus-zero computations
In this section we provide explicit computations of the Frobenius manifold data introduced in
Section 6.
7.1. The inner product. The inner product is determined by the following lemma.
Lemma 7.1. In the basis {φi},
η =

5
5
5
5
5λ5
 .
Proof. This follows immediately from the definitions. 
7.2. The quantum product. The following Proposition determines the quantum product in
terms of two to-be-determined coefficients f and g.
Proposition 7.2. The quantum product takes on the form
φ0 •τ =

1
1
1
1
1
 , φ1 •τ =

λ5g
1
f
1
g
 ,
where f, g ∈ Q[[τ ]] are monic. Moreover, by the associativity of the quantum product, we can write
φ2 •τ φ2 = g
f
· φ4, φ2 •τ φ3 = λ5 g
2
f
· φ0, φ2 •τ φ4 = λ5 g
f
· φ1,
φ3 •τ φ3 = λ5 g
2
f
· φ1, φ3 •τ φ4 = λ5g · φ2, φ4 •τ φ4 = λ5 · φ3.
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Proof. The quantum product is defined by the structure constants
η(φa •τ φb, φc) = 〈〈φa φb φc〉〉λ0,3 =
∑
k≥0
τk
k!
〈φa φb φc φ1 · · ·φ1〉λ0,3+k .
By (33), the correlators vanish unless
k = dimM1/50,(a+1,b+1,c+1,2k) = d− 5s = a+ b+ c+ k − 3− 5s
for some non-negative integer s. This happens when the characteristic class contributes λ5scd−5s
to the integration.
If a = 0, then the only possibilities are:
s = 0 and b+ c = 3;
s = 1 and b = c = 4.
The corresponding correlators are determined by the pairing, and they give the desired form of the
matrix φ0•τ .
If a = 1, then the only possibilities are:
s = 0 and {b, c} = {0, 2};
s = 0 and b = c = 1;
s = 1 and {b, c} = {3, 4}.
The first case is determined by the pairing, and gives the desired form for φ1 •τ φ0 and φ1 •τ φ2.
The rest of the matrix φ1•τ is then determined by the following correlators:
f :=
1
5
〈〈φ1 φ1 φ1〉〉λ0,3
and
g :=
[λ5]
5
〈〈φ1 φ3 φ4〉〉λ0,3.

In order to explicitly compute f and g, we still require some more work. Start by defining the
small I-function for the twisted invariants:
Iλ(t, z) := z
∑
a≥0
ta
zaa!
∏
0<k<a+15
〈k〉=〈 a+15 〉
(λ5 + (kz)5)φa
=:
∑
k≥0
Ik(t)z
−k+1φk.
Notice that Iλ(t, z)φ4=λ=0 = I(t, z), where the latter is the FJRW I-function defined in the intro-
duction. Moreover, the definitions of I0(t) and I1(t) here agree with those given in the introduction.
Also, tIλ(t, z) is annihilated by the following Picard-Fuchs operator
(35)
(
1
5
t
d
dt
)5
+
(
λ
z
)5
− t−5
5∏
k=1
(
t
d
dt
− k
)
.
Setting τ = I1(t)I0(t) , as in the introduction, the genus-zero mirror theorem for the twisted invariants,
proved by Chiodo–Ruan [CR10], states that
(36) Jλ(τ, z) =
Iλ(t, z)
I0(t)
.
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where
Jλ(τ, z) := zφ0 + τφ1 +
4∑
a=0
〈〈
φa
z − ψ
〉〉λ
0,1
φa
=:
∑
k≥0
Jk(τ)z
−k+1φk
Following Zagier–Zinger [ZZ08], for any F (t, z) ∈ Q[[t, z−1]], we introduce the following Birkhoff
factorization operator
(37) MF (t, z) := z
d
dt
F (t, z)
F (t,∞) .
If F (t, z) is a state-space-valued series, then we set φi = 1 in the denominator of (37). We
inductively define series Ip,q(t) by
I0,q(t) := Iq(t), and Ip,q(t) :=
d
dt
(
Ip−1,q(t)
Ip−1,p−1(t)
)
for q ≥ p > 0,(38)
so that
(39) Mp(Iλ(t, z)/z) =
∑
q≥0
Ip,p+q(t)z
−qφp+q
for p ≥ 0.
Example 7.3. We have
I1,1 =
d
dt
I1
I0
=
dτ
dt
, I1,2 =
d
dt
I2
I0
=
d
dt
J2(τ), I2,2 =
d
dt
d
dτ
J2(τ)
The Birkhoff factorization operator provides us with a convenient way to write general points of
Givental’s Lagrangian cone in terms of the I-function. For example, the following result allows us
to compute the twisted S-operator6, defined by
Sλ(τ, z)∗(φk) := φk +
4∑
m=0
〈〈
φk
φm
z − ψ
〉〉λ
0,2
φm
in terms of the I-function.
Lemma 7.4. The twisted S-operator in the small phase space is given by
Sλ(τ, z)∗(φk) =
Mk(Iλ(t, z)/z)
Ik,k
.
where τ = τ(t) is the mirror map.
Proof. Due to the basic properties of the Lagrangian cone L, proved by Givental [Giv04], it follows
that Iλ(t,−z) and Jλ(τ,−z) lie in the same tangent space T of L. Moreover, a basis for the
intersection L ∩ T , over the ring of polynomials in z, is provided by
(40)
{
zSλ(τ,−z)∗(φk)
}
.
It also follows from the same basic properties of L that
zMk(Iλ(t, z)/z)
Ik,k
∈ L ∩ T.
6The superscript ∗ is used to denote that this operator is adjoint to a fundamental solution matrix Sλ(τ, z) of the
quantum differential equation [Giv98a].
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Therefore, it can be written as a linear combination of the basis (40) with coefficients taken from
the ring of polynomials in z. The lemma follows by observing that
zMk(Iλ(t, z)/z)
Ik,k
= zφk + zO(z−1)
and
zSλ(τ, z)∗(φk) = zφk + zO(z−1).

We now use Lemma 7.4 to give explicit formulas for f and g, and thus finish the computation of
the quantum product.
Proposition 7.5. For j = 0, 1, 2, 3, 4, we have
〈〈φ1 φi φj〉〉λ0,3 = η(φi, φj+1)
Ij+1,j+1
I1,1
.
In particular,
(41) f =
I2,2
I1,1
, g =
I4,4
I1,1
.
Proof. Notice that 〈〈φ1 φi φj〉〉λ0,3 can be obtained by differentiating the two point correlator
〈〈φi φj〉〉λ0,2. By definition of the S-operator, the z−1-coefficient records these two point corre-
lators:
〈〈φi φj〉〉λ0,2 = η(φi, Sλ(τ, z)∗(φj))[z−1] = η (φi, φj+1)
Ij,j+1
Ij,j
,
where we have used Lemma 7.4 and Equation (39) in the final equality. Differentiating both sides,
we obtain
〈〈φ1 φi φj〉〉λ0,3 = η (φi, φj+1)
d
dτ
(
Ij,j+1
Ij,j
)
=
η (φi, φj+1)
I1,1
d
dt
(
Ij,j+1
Ij,j
)
= η (φi, φj+1)
Ij+1,j+1
I1,1
where the second equality used Example 7.3 and the final equality uses the recursive definition
(38). 
The series Ip,p satisfy the following important properties.
Lemma 7.6. Define L :=
(
1− t5
55
)− 1
5
. The following identities hold:
(i) I0,0I1,1 · · · I4,4 = L5;
(ii) I5+p,5+p = λ
5Ip,p;
(iii) for 0 ≤ p ≤ 4, Ip,p = I4−p,4−p.
Proof. The proof closely follows techniques developed in Zagier–Zinger [ZZ08].
Define
I˜λ(t, z) := φ4λ
−5 +
∑
a≥0
ta+1
za+1(a+ 1)!
∏
0<k<a+15
〈k〉=〈 a+15 〉
(λ5 + (kz)5)φa
so that
MI˜λ(t, z) = λ5Iλ(t, z)/z.
28
Define
G(t, z) := I˜λ(t, z);
F (t) := G(t,∞);
A(t, z) := − (λ/z)5G(t, z);
D := t
d
dt
.
It is straightforward to check the following analog of the Picard-Fuchs equation (35):
(42)
[
(D/5)5 − t−5
4∏
k=0
(D − k)
]
G = A.
It is also apparent from the definitions of F and A, along with (42), that
(43)
[
(D/5)5 − t−5
4∏
k=0
(D − k)
]
F = 0.
Expanding the product, write[
(D/5)5 − t−5
4∏
k=0
(D − k)
]
=
5∑
r=0
Cr(t)D
r.
By writing G = (G/F )F and applying the product rule to (42), it is straightforward to show that
(44)
4∑
s=0
C(1)s (t)D
sG(1) = zA,
where
C(1)s (t) :=
5∑
r=s+1
(
r
s+ 1
)
Cr(t)D
r−1−sF
and
G(1)(t, z) := zD(G/F ) = t ·MG(t, z).
The initial term in (44) vanishes by (43). By iterating this process p times, for 1 ≤ p ≤ 5, we
obtain
(45)
5−p∑
s=0
C(p)s (t)D
sG(p) = zpA
where the coefficients are defined recursively:
C(p)s (t) :=
6−p∑
r=s+1
(
r
s+ 1
)
C(p−1)r (t)D
r−1−sG(p−1)(t,∞)
and
G(p)(t, z) := zD
(
G(p−1)(t, z)/G(p−1)(t,∞)
)
= t ·MpG(t, z).
The top coefficients are easily computed:
C
(1)
4 = C5λ
−5;
C
(2)
3 = C5tI0,0;
...
C
(5)
0 = C5t
4I0,0 · · · I3,3.
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Moreover, C5 = 1/5
5 − t−5. Thus, for p = 5, (45) becomes
(46)
(
(t/5)5 − 1
)
I0,0 · · · I3,3M5(I˜λ(t, z)) = −λ5I˜λ(t, z).
Setting z =∞, we obtain (
(t/5)5 − 1
)
I0,0 · · · I4,4 = −1,
which proves (i). To prove (ii), re-insert (i) into (46) to obtain
M4(Iλ(t, z)/z)
I4,4
= I˜λ(t, z).
Applying z ddt to both sides proves that
M5(Iλ(t, z)/z) = λ5Iλ(t, z)/z.
To prove (iii), we use Proposition 7.5 and the symmetry of the three-point functions:
5 = 〈〈φ1 φ2 φ0〉〉λ0,3 = 〈〈φ1 φ0 φ2〉〉λ0,3 = 5
I3,3
I1,1
and
5λ5
I4,4
I1,1
= 〈〈φ1 φ4 φ3〉〉λ0,3 = 〈〈φ1 φ3 φ4〉〉λ0,3 =
I5,5
I1,1
= 5λ5
I0,0
I1,1
,
where the final equality uses (ii). 
Example 7.7. [Yukawa coupling] Set
Y :=
1
5
〈〈φ1 φ1 φ1〉〉w0,3.
By Lemma 7.6,
Y =
I2,2
I1,1
=
I20,0I
2
1,1I2,2
I20
· I−31,1 =
L5
I20
(
dt
dτ
)3
,
which coincides with the well-known result (see, for example, equation (3.65) in [HKQ08]).
7.3. Canonical coordinates. Consider the following normalizations:
φ˜0 = φ0, φ˜1 =
g−
2
5 f−
1
5
λ
· φ1, φ˜2 = g
− 4
5 f
3
5
λ2
· φ2,
φ˜3 =
g−
6
5 f
2
5
λ3
· φ3, φ˜4 = g
− 3
5 f
1
5
λ4
· φ4.
As usual, we compute all indices modulo five. By Proposition 7.2, we have
φ˜i •τ φ˜j = φ˜i+j .
Hence, the quantum product is semisimple and we can define a canonical basis by
eα =
1
5
∑
i
φ˜iξ
−iα, α = 0, 1, 2, 3, 4,
so that
eα • eβ = δαβeα.
Let {uα} be the canonical coordinates: ∑
α
eαdu
α = φ1dτ,
normalized by the convention that uα(τ = 0) = 0.
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Lemma 7.8. We have
duα = ξαλ · du,
where
du = g2/5f1/5dτ = Ldt.
Proof. This follows from the definition of φ˜i in terms of eα, along with Proposition 7.5 and Lemma
7.6. 
The normalized canonical coordinates are defined by
e˜α := ∆
1/2
α eα
where
∆α = η(eα, eα)
−1.
Lemma 7.9. We have
∆α = (ξ
αλ)3
g6/5
f2/5
= (ξαλ)3
I20
L2
Proof. This follows from the definition of eα in terms of φi, the computation of η in the φi-basis,
Proposition 7.5, and Lemma 7.6. 
The transition matrix between flat coordinates and normalized canonical coordinates is defined
by
Ψαj = η(e˜α, φj), j, α = 0, 1, 2, 3, 4.
From the definition of eα in terms of φi, we have
Ψαj = ξ
α(j−3/2)c3−j ,
where ci are given by
c−1 = λ
5
2 , c0 = λ
3
2
I0,0
L
, c1 = λ
1
2
I0,0I1,1
L2
c2 = c
−1
1 = λ
− 1
2
I0,0I1,1I2,2
L3
, c3 = c
−1
0 = λ
− 3
2
I0,0I1,1I2,2I3,3
L4
For convenience, we also define c4 := λ
− 5
2 , so that cj = c
−1
3−j for j = 0, . . . , 4. The inverse matrix of
Ψ is given by
Ψ−1jα =
ξα(3/2−j)
5
cj .
We define
dCγ :=
4∑
j=0
ξγ(j−3/2)c−1j dcj =
4∑
j=0
ξγ(j−3/2)d log cj
so that
(47) (ΨdΨ−1)αβ =
1
5
4∑
j=0
ξ(α−β)(j−3/2)c3−jdcj =
1
5
dCα−β.
Notice that c4 does not contribute to dC
γ , and dCγ+5 = dCγ .
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7.4. The fundamental solution. In this subsection, we prove the following result.
Proposition 7.10. The diagonal entries of the Rλ1 -matrix are given by
(Rλ1 )αα =
1
5λξα
d
du
(
5
4
log(L)− 4 log(I0)− log(I1,1)
)
+ Cα
where
∑
α ξ
αCα = 0.
Proof. Following Givental [Giv98a] (see also Lee-Pandharipande’s book [LP04] for more details),
we can compute the Rλ1 -matrix in terms of the Frobenius manifold data in two steps. The first
step is to compute the off-diagonal components. By flatness of the quantum connection, Givental
argues that
ΨdΨ−1 = [dU,Rλ1 ].
For α 6= β, this equation reads
(ΨdΨ−1)αβ = (du
α − duβ)(Rλ1 )αβ
By Lemma 7.8 and Equation (47), we obtain
(48) (Rλ1 )αβ =
dCα−β
5(ξα − ξβ)λdu, for α 6= β .
The second step is to solve for the diagonal components of Rλ1 . Givental argues that the diagonal
components of dRλ1 satisfy the following equation:
(dRλ1 )αα =
∑
β
(duβ − duα)(R1)αβ(R1)βα.
By Lemma 7.8 and Equation (48), we compute
(dRλ1 )αα =
∑
β 6=α
1
25(ξα − ξβ)
dCα−βdCβ−α
λdu
=
∑
γ 6=0
1
25ξα(1− ξγ)
dC−γdCγ
λdu
=
∑
i,j=0,1,··· ,4
γ 6=0
ξ(i−j)γ
25λξα(1− ξγ)
d log ci
du
d log cj
du
du
=
1
25λξα
∑
i,j
(
2− 5
〈
j − i
5
〉)
d log ci
du
d log cj
du
du,
where, in the last step, we have used the identity∑
γ=1,2,3,4
ξkγ
1− ξγ = 2− 5
〈
−k
5
〉
, ∀k ∈ Z.
Using the fact that
4∑
i=0
d log ci =
3∑
i=0
d log ci = d log(c0 · · · c3) = 0,
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we compute
(dRλ1 )αα =
1
25λξα
∑
i,j
(
−5
〈
j − i
5
〉)
d log ci
du
d log cj
du
du
= − 1
25λξα
∑
i>j
d log ci
du
d log cj
du
du.
Recalling that d log(cj) = −d log(c3−j), we have
(dRλ1 )αα = −
1
5λξα
∑
(i,j)=(2,1),(3,0)
d log ci
du
d log cj
du
du
=
1
5λξα
((
d log c2
du
)2
+
(
d log c3
du
)2)
du.(49)
The next lemma manipulates Formula (49) into the form of Proposition 7.10.
Lemma 7.11. We have
(50)
(
d log c2
du
)2
+
(
d log c3
du
)2
=
d2
du2
(
5
4
log(L)− 4 log(I0)− log(I1,1)
)
Proof. For any function F of t, we use the notation F ′ := ddtF . Recall that
c2 = λ
− 1
2
L2
I0I1,1
, c3 = λ
− 3
2
L
I0
,
Using the facts that du = Ldt and tL′ = L(L5 − 1), we have
L2
d2
du2
= −(L
5 − 1)
t
d
dt
+
d2
dt2
,
5
4
d2
du2
log(L) =
5(L5 − 1)L5
(tL)2
.
From this, we compute that Equation (50) is equivalent to
5
L5 − 1
t2
+
L5 − 1
t
(
10
I0
′
I0
+ 5
I1,1
′
I1,1
)
− 2 I1,1
′
I1,1
I0
′
I0
+ 2
I0
′2
I0
2 − 4
I0
′′
I0
− I1,1
′′
I1,1
= 0.
We can rewrite this equality in the following form
(51) 5
L5 − 1
t2
+
L5 − 1
t
5(I20 I1,1)
′
I20I1,1
=
(I20I1,1)
′′ − 2(I20I1,1)′ I
′
0
I0
+ 2I ′′0 I0I1,1
I20I1,1
.
Since I1,1 =
d
dt
I1
I0
, we can rewrite both sides of Equation (51) as
RHS =
I ′′′1 I0 − I1I ′′′0 − I ′′1 I ′0 + I ′1I ′′0
I ′1I0 − I1I ′0
and
LHS = 5
L5 − 1
t
(
1
t
+
I ′′1 I0 − I1I ′′0
I ′1I0 − I1I ′0
)
.
Notice that L5 − 1 = t555−t5 . Thus, Equation (51) is equivalent to
(52) (55 − t5) · ♣ = 5t5 · ♠
where
♣ :=t · (I ′′′1 I0 − I1I ′′′0 − I ′′1 I ′0 + I ′1I ′′0 ),
♠ :=I ′′1 I0 − I1I ′′0 + t−1(I ′1I0 − I1I ′0).
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In order to prove Equation (52), first recall that, for k = 0, . . . , 4,
Ik =
∑
d≥0
(
k+1
5
(
k+1
5 + 1
) · · · (k−45 + d))5
(k + 5d)!
t5d+k.
Define
Cd1,d2 :=
(
1
5 · 65 · · ·
(
d1 − 45
))5
(5d1)!
(
2
5 · 75 · · ·
(
d2 − 35
))5
(5d2 + 1)!
t5d1+5d2−1.
By definition, we have
♣ =
∑
d1,d2≥0
Cd1,d2 ·
(
(5d2 + 1)(5d2)(5d2 − 1)− (5d1)(5d1 − 1)(5d1 − 2)
− (5d2 + 1)(5d2)(5d1) + (5d2 + 1)(5d1)(5d1 − 1)
)
=−
∑
d1,d2≥0
Cd1,d2 · 5(5d1 − 5d2 − 1)(5d21 + 5d22 − 3d1 − d2)
and, similarly,
♠ =−
∑
d1,d2≥0
Cd1,d2 · (5d1 − 5d2 − 1)(5d1 + 5d2 + 1).
Therefore,
5♠ +♣ = −
∑
d1,d2≥0
Cd1,d2 · 5(5d1 − 5d2 − 1)(5d21 + 5d22 + 2d1 + 4d2 + 1).
For d1, d2 ≥ 0, consider two sets of scalars Ad1,d2 and Bd1,d2 defined by
Ad1,d2 :=
1
5
(d1 − 45)4
5d1 + 5d2 − 2 , Bd1,d2 := −
1
5
(d2 − 35)4
5d1 + 5d2 − 2 .
Notice that these scalars satisfy the following two relations:
(5d1)(5d1 − 1)(5d1 − 2)(5d1 − 3)
(d1 − 45 )4
Ad1,d2 +
(5d2 + 1)(5d2)(5d2 − 1)(5d2 − 2)
(d2 − 35 )4
Bd1,d2
= (5d1 − 5d2 − 1)(5d21 + 5d22 − 3d1 − d2)
and
Ad1+1,d2 +Bd1,d2+1 = 5
−5 · 5(5d1 − 5d2 − 1)(5d21 + 5d22 + 2d1 + 4d2 + 1).
We obtain
5♠ +♣ =−
∑
d1,d2≥0
55Cd1,d2 · (Ad1+1,d2 +Bd1,d2+1)
=− 55
 ∑
d1>0,d2≥0
Cd1−1,d2Ad1,d2 +
∑
d1≥0,d2>0
Cd1,d2−1Bd1,d2

=− 55
∑
d1,d2≥0
(Cd1,d2
t5
(5d1)(5d1 − 1)(5d1 − 2)(5d1 − 3)(5d1 − 4)
(d1 − 45 )5
Ad1,d2
+
Cd1,d2
t5
(5d2 + 1)(5d2)(5d2 − 1)(5d2 − 2)(5d2 − 3)
(d2 − 35)5
Bd1,d2
)
=−
∑
d1,d2≥0
55t−5Cd1,d25(5d1 − 5d2 − 1)(5d21 + 5d22 − 3d1 − d2)
=55t−5 · ♣,
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proving (52) and finishing the proof of the lemma. 
Equation (49) and Lemma 7.11 complete the computation of (dRλ1 )αα. In order to finish the
proof of the proposition, we still need to show that
∑
α ξ
αCα = 0. Consider the genus-one formula
of Theorem 6.3:
dF λ1 =
∑
α
(
1
48
d log ∆α +
1
2
(Rλ1 )ααdu
α
)
.
Notice that F λ1 = O(τ5). Since τ = O(t), the left hand side of the genus-one formula vanishes
at t = 0. From Lemma 7.9, we compute that
d log ∆α =
2L3
I50
(L′I0 − I ′0L)dt
vanishes at t = 0, since both L′ and I ′0 vanish at t = 0. Thus,
∑
α(R
λ
1 )ααdu
α must vanish at t = 0.
From the definition of L, we see that duα = 51/5ξαλLdt does not vanish at t = 0, so the vanishing
of
∑
α(R
λ
1 )ααdu
α is equivalent to
∑
α ξ
αCα = 0. This completes the proof of the proposition.

7.5. Conclusion of Theorem 1.3. To conclude the proof of Theorem 1.3, we insert the results
of Lemmas 7.8, 7.9 and Proposition 7.10 into the genus-one formula of Theorem 6.3. We have
dF λ1 =
∑
α
(
1
48
d log ∆α +
1
2
(Rλ1 )ααdu
α
)
=
∑
α
(
1
24
d log
(
I0
L
)
+
1
10
d
du
(
5
4
log(L)− 4 log(I0)− log(I1,1)
)
du
)
= d log
(
I0(t)
5
24
−2
(
1− (t/5)5)−1/12( d
dt
I1(t)
I0(t)
)−1/2)
,
where the last equality uses the definition of L and the fact that I1,1 =
d
dt
I1
I0
. Theorem 1.3 now
follows from the observations that F λ1 (τ) has vanishing constant term.
7.6. One-point invariants. Here, we verify Lemma 1.4, which is the missing link between Theo-
rem 1.3 and Theorem 1.5. Specifically, we need to compute
(53) 〈φ0ψ〉⋆1,1 =
∫
M1,1
Ω⋆1,1(φ0)ψ1
where Ω⋆g,n denotes the FJRW CohFT for ⋆ = w and the twisted CohFT for ⋆ = λ. For simple
dimension reasons, the only part of Ω⋆1,1(φ0) that contributes to (53) is the part supported in degree
zero, i.e. the corresponding topological field theory element ω⋆1,1(φ0). By the axioms of CohFTs,
we have
ω⋆1,1(φ0) =
∑
α,β
ηα,βω⋆0,3(ϕα, ϕβ , φ0) =
∑
α
η(ϕα, ϕα)
where the sum is over all α, β in the state-space. The state-space for the twisted CohFT is generated
by {φ0, . . . , φ4} with deg(φi) = 2i. The state-space for the FJRW CohFT is 208-dimensional,
generated by the elements {φ0, . . . , φ3, γ1, . . . , γ204} where deg(φi) = 2i and deg(γi) = 3 (see, e.g.
Chiodo–Ruan [CR11]). Due to the existence of odd-degree classes, we must be careful about the
pairing. We have
η(ϕα, ϕα) = (−1)deg(ϕα)η(ϕα, ϕα) = (−1)deg(ϕα).
Thus, ∫
M1,1
Ω⋆1,1(φ0)ψ1 =
1
24
ω⋆1,1(φ0) =
χ⋆
24
35
where
χ⋆ =
{
−200 ⋆ = w
5 ⋆ = λ.
This concludes the proof of Lemma 1.4, and thus proves Theorem 1.5.
Appendix A
In this appendix, we present a proof of Theorem 6.3 using the Givental–Teleman reconstruction
theorem. We begin by recalling the reconstruction theorem.
For the shifted CohFT Ωτg,n, there is a corresponding topological field theory ω
τ
g,n, which simply
records the degree-zero part of the CohFT:
ωτg,n(φm1−1 · · ·φmn−1) := Ωτg,n(φm1−1 · · · φmn−1) ∩H0(Mg,n).
Roughly speaking, the reconstruction theorem states that Ωτg,n can be recovered from ω
τ
g,n by a
unique R-matrix action. More specifically, let R(u, z) be a matrix series as in Theorem 6.1, and
define
T (u, z) := z(1 −R−1(u, z))φ0 = O(z2)
where
R−1(z) = 1/R(z) = 1−R1z +O(z2).
The T-matrix acts on the topological field theory ωτg,n to provide a new CohFT Tω
τ
g,n defined by
the following rule:
Tωτg,n(φm1−1, · · · , φmn−1) :=
∑
k≥0
1
k!
(pk)∗ω
τ
g,n+k (φm1−1, · · · , φmn−1, T (ψ1), · · · , T (ψk)) ,
where pk :Mg,n+k →Mg,n is the forgetful map and ωτg,n+k is linear with respect to the psi-classes.
The R-matrix, in turn, acts on the CohFT Tωτg,n to provide a new CohFT RTΩ
τ
g,n defined by
(A.1) RTΩg,n(φm1−1, · · · , φmn−1) =
∑
Γ∈Gg,n
1
|Aut(Γ)|Contr(Γ),
where Gg,n is the set of stable graphs of genus g with n legs, and for each Γ ∈ Gg,n, Contr(Γ) is
given by the following construction:
• at each vertex v, we place TΩg(v),n(v);
• at each leg l, we place R−1(ψl)φml−1;
• at each edge e = {v1, v2}, we place V (ψev1 , ψev2 ) where
V (w, z) =
η−1 −R−1(w)η−1R−1(z)t
w + z
.
The Givental–Teleman reconstruction theorem states the following.
Theorem A.1 (Teleman [Tel12]). There exists a unique R-matrix satisfying the conditions of
Theorem 6.1 such that
Ωτg,n = RTω
τ
g,n.
As in the main body of the paper, we denote the unique R-matrix of Theorem A.1 by Rλ, and
we denote the corresponding T-matrix by T λ. We now use Theorem A.1 to prove the genus-one
formula, which we restate as follows.
Proposition A.2. We have∫
M1,1
∂uβΩ
τ
1,0 =
1
2
(Rλ1 )ββ +
1
48
∑
α
∂uβ log∆α
36
Proof. The integrand on the left-hand side of the proposition is equal to Ωτ1,1(eβ), which, by The-
orem A.1, can be computed as RλT λωτ1,1(eβ). We proceed by proving several lemmas, from which
the proposition follows. For notational simplicity, we drop the λ and τ from the superscripts.
Lemma A.3. We have∫
M1,1
∂uβΩ
τ
1,0 =
1
2
(R1)ββ +
1
24
(
η(R1φ0, e
β)−
∑
α
η(R1eβ , e
α)
)
.
Proof of lemma. To compute ∂uβΩ
τ
1,0 = Ω
τ
1,1(eβ) = RTω1,1(eβ) by the reconstruction theorem, we
sum over the stable graphs in G1,1:
Γ1 = •g=1 and Γ2 = •g=0 ONMLHIJK
The contribution of the first graph is
(A.2) Contr(Γ1) = Tω1,1(R
−1(ψ1)eβ) = Tω1,1(eβ)− Tω1,1(R1eβ)ψ1.
We first compute the T-action on ω1,1:
Tω1,1(−) = ω1,1(−) + (p1)∗
(
ω1,2(−, T1)ψ22
)
where T1 = R1φ0. By the axioms of topological field theories, the values ω1,1 and ω1,2 can be
computed by pairs-of-pants decompositions, and since (p1)∗ψ
2
2 = ψ1, we obtain
Tω1,1(−) =
∑
α
(ω0,3(eα, e
α,−) + ω0,4(eα, eα,−, T1)ψ1)
=
∑
α
(
〈〈eα, eα,−〉〉0,3 +
∑
γ
〈〈eα, eα, eγ〉〉0,3〈〈eγ ,−, T1〉〉0,3ψ1
)
=
∑
α
(η(eα,−) + 〈〈eα,−, T1〉〉0,3ψ1) ,(A.3)
where we used the fact that eα •τ eα = eα in the last equality. Reinserting (A.3) into (A.2), we
obtain the following contribution from the first graph:
(A.4) Contr(Γ1) = 1 + η(R1φ0, e
β)ψ1 −
∑
α
η(R1eβ, e
α)ψ1.
The contribution of the second graph is
Contr(Γ2) = Tω0,3(R
−1(ψ1)eβ , V (ψ2, ψ3))[pt]
= ω0,3(eβ , V (ψ2, ψ3))[pt].
The constant term of V (ψ2, ψ3) is the map R1η
−1 : eα → R1eα, which corresponds to the two-tensor∑
αR1e
α ⊗ eα. Thus, we compute
Contr(Γ2) =
∑
α
ω0,3(eβ , R1e
α, eα)[pt]
= η(R1e
β, eβ)[pt]
= (R1)ββ.(A.5)
Combining formulas (A.4) and (A.5), taking into account the automorphism of Γ2, and integrat-
ing, we have proved the lemma. 
Lemma A.4. We have∑
α
∆α
∫
M0,4
Ω0,4(eα, eα, eα, eβ) = η(R1φ0, e
β)−
∑
α
η(R1eβ, e
α).
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Proof of lemma. We can compute Ω0,4(eα, eα, eα, eβ) = RTω0,4(eα, eα, eα, eβ) as a sum over the
stable graphs
Γ1 = •⑧⑧
⑧⑧
⑧
❄❄❄❄❄
❄❄
❄❄
❄
⑧⑧⑧⑧⑧
g=0 and Γ2 = • •⑧⑧
⑧⑧
⑧
❄❄❄❄❄
❄❄
❄❄
❄
⑧⑧⑧⑧⑧
g=0g=0 ,
where there are three graphs of the second type, but we will soon see that they all give the same
contribution.
The contribution of the first graph is
Contr(Γ1) = Tω0,4(eα, eα, eα, eβ)
− 3Tω0,4(R1eα, eα, eα, eβ)ψ1 − Tω0,4(eα, eα, eα, R1eβ)ψ4
= ω0,4(eα, eα, eα, eβ) + ω0,5(T1, eα, eα, eα, eβ)ψ1
− 3ω0,4(R1eα, eα, eα, eβ)ψ1 − ω0,4(eα, eα, eα, R1eβ)ψ4
= δαβ∆α+ δαβη(T1, eα)ψ1
− 3η(R1eα, eβ)ψ1 − η(eα, R1eβ)ψ4.
Integrating, we obtain
(A.6)
∫
Contr(Γ1) = δαβη(R1φ0, eα)− 3η(R1eα, eβ)− η(eα, R1eβ)
The contribution from each of the second type of graph is given by
Contr(Γ2) =
∑
γ
ω0,3(eα, eα, e
γ)ω0,3(R1eγ , eα, eβ)[pt]
= η(eβ , R1e
α)[pt].
Integrating and summing the three graphs, we obtain
(A.7) 3
∫
Contr(Γ2) = 3η(eβ , R1eα).
Combining Equations (A.6) and (A.7), we obtain∫
Ω0,4(eα, eα, eα, eβ) = ∆
−1
α (δαβη(R1φ0, e
α)− η(R1eβ, eα)) ,
and the lemma is proved. 
Lemma A.5. We have ∫
M0,4
Ω0,4(eα, eα, eα, eβ) = −1
2
∂uβ∆
−1
α .
Proof of lemma. On the one hand, by definition of the pairing, we have
∆−1α = η(eα, eα) = Ω0,3(φ0, eα, eα)
On the other hand, since the eα are idempotent, we have
∆−1α = η(eα, eα) = η(eα, eα •τ eα) = Ω0,3(eα, eα, eα).
Differentiating each of these, we obtain
∂uβ∆
−1
α = 2Ω0,3(φ0, eα, ∂uβeα) = 3Ω0,3(eα, eα, ∂uβeα) + Ω0,4(eα, eα, eα, eβ)
Using
Ω0,3(φ0, eα, ∂uβeα) = η(eα, ∂uβeα) = Ω0,3(eα, eα, ∂uβeα),
we finish the proof of the lemma. 
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Finally, to complete the proof of the proposition, we apply the previous three lemmas sequentially:∫
M1,1
∂uβΩ
τ
1,0 =
1
2
(R1)ββ +
1
24
(
η(R1φ0, e
β)−
∑
α
η(R1eβ, e
α)
)
=
1
2
(R1)ββ +
1
24
∑
α
∆α
∫
M0,4
Ω0,4(eα, eα, eα, eβ)
=
1
2
(R1)ββ − 1
48
∑
α
∆α∂uβ∆
−1
α
=
1
2
(R1)ββ +
1
48
∑
α
∂uβ log ∆α.

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