In this paper we develop a family of three 8-step methods, optimized for the numerical integration of oscillatory ordinary differential equations. We have nullified the phase-lag of the methods and the first r derivatives, where r = {1, 2, 3}. We show that with this new technique, the method gains efficiency with each derivative of the phase-lag nullified. This is the case for the integration of both the Schrödinger equation and the N-body problem. A local truncation error analysis is performed, which, for the case of the Schrödinger equation, also shows the connection of the error and the energy, revealing the importance of the zero phase-lag derivatives. Also the stability analysis shows that the methods with more derivatives vanished, have a bigger interval of periodicity.
Introduction
The numerical integration of systems of ordinary differential equations with oscillatory solutions has been the subject of research during the past decades. This type of ODEs is often met in real problems, like the N-body problem and the Schrödinger equation.
There are some special techniques for optimizing numerical methods. Trigonometrical fitting and phase-fitting are some of them, producing methods with variable coefficients, which depend on v = ωh, where ω is the dominant frequency of the problem and h is the step length of integration.
For example Raptis and Allison have developed a two-step exponentiallyfitted method of order four in [19] and Kalogiratou and Simos have constructed a two-step P-stable exponentially-fitted method of order four in [13] . Also Panopoulos, Anastassi and Simos have constructed two optimized eight-step methods with high or infinite order of phase-lag in [16] .
Some other notable multistep methods for the numerical solution of oscillating IVPs have been developed by Chawla and Rao in [6] , who produced a three-stage, two-Step P-stable method with minimal phase-lag and order six and by Henrici in [9] , who produced a four-step symmetric method of order six. Also some recent research work in numerical methods can be found in [1] , [2] , [3] , [15] , [24] , [12] , [23] , [4] , [5] , [10] , [21] , [22] and [17] .
Trigonometrically fitted methods of high trigonometric order are well known for their high efficiency in the integration of the Schrödinger equation, especially when using a high value of energy. However higher trigonometric order is not rendering them more efficient for all types of oscillatory problems. On the other hand, phase-lag does not give us the opportunity to provide such methods, that for example perform well when integrating the Schrödinger equation for high values of energy.
In this paper we present a methodology for optimizing numerical methods, through the use of phase-lag and its derivatives with respect to v. More specifically, given a classical (i.e. with constant coefficients) numerical method, we can provide a family of optimized methods, each of which has zero {P L} or zero {P L and P L ′ } or zero {P L, P L ′ and P L ′′ } etc. With this new technique we provide methods that perform well during the integration of the Schrödinger equation for high values of energy, but also that perform well on other real problems with oscillatory solution, like the N-body problem.
Phase-lag and stability analysis of symmetric multistep methods
For the numerical solution of the initial value problem 
⌋.
Method (2) is associated with the operator
where u ∈ C 2 .
Definition 1. The multistep method (3) is called algebraic of order p if the associated linear operator L vanishes for any linear combination of the linearly independent functions 1, x, x 2 , . . . , x p+1 .
When a symmetric 2k-step method, that is for i = −k(1)k, is applied to the scalar test equation 
The symmetric 2k-step method with characteristic equation given by (6) has phase-lag order q and phase-lag constant c given by
The formula proposed from the above theorem gives us a direct method to calculate the phase-lag of any symmetric 2k-step method.
The characteristic equation has m characteristic roots λ i , i = 0(1)m − 1.
Definition 2. [14]
If the characteristic roots satisfy the conditions |λ i | 1, i = 0(1)m−1 for all s = θh, then we say that the method is unconditionally stable. 
Construction of the new optimized multistep methods
We consider the multistep symmetric method of Quinlan-Tremaine [18] , with eight steps and eighth algebraic order:
where
We also consider the optimized method, that is based on the above one, with zero phase-lag constructed by Panopoulos, Anastassi and Simos in [16] . The coefficients are given below:
where v = ωh and the a i coefficients remain the same. The Taylor series expansions of the coefficients are: We want to produce three new methods that, apart from zero phase-lag, will also have zero r derivatives of the phase-lag, where r = {1, 2, 3}. In particular the three new methods must satisfy these equations:
Since we have four free coefficients b i , i = {0, 1, 2, 3} (a i remain the same), the rest of the coefficients for each method will be determined by the algebraic conditions.
First optimized method with zero P L and P L ′
The first method must satisfy the conditions {P L = 0, P L ′ = 0}, thus we need two coefficients to be determined by the maximum algebraic order.
We use formula (7) to compute the phase-lag and then its first derivative in respect to v: where v = ω h, ω is the frequency and h is the step length used.
The four equations to be solved are:
and the coefficients are given below: 
3.2.
Second optimized method with zero P L, P L ′ and P L
′′
The second method must satisfy the conditions {P L = 0, P L ′ = 0, P L ′′ = 0}, thus we need one coefficient to be determined by the maximum algebraic order.
We use formula (7) to compute the phase-lag and then its first and second derivative in respect to v:
and the coefficients are given below:
The Taylor series expansions of the coefficients are given below: 
Third optimized method with zero
All four free coefficients of the third method will be determined by con-
. We use formula (7) to compute the phase-lag and then its first, second and third derivative in respect to v:
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After solving the system:
we get the coefficients:
The Taylor series expansions of the coefficients are given below: It is noteworthy that the Taylor series expansions of all four optimized methods coincide in the constant term and the coefficient of v 2 and differ on the coefficients of v 4 and for higher powers.
Error analysis
We present the principal term of the local truncation error of the five methods:
Classical method:
Phase fitted method:
Zero P L and P L ′ method:
Zero P L, P L ′ and P L ′′ method:
Zero P L, P L ′ , P L ′′ and P L ′′′ method:
where ω is the dominant frequency of the problem. We also present the principal term of the local truncation error of the above methods for the case of the one-dimensional time-independent Schrödinger equation: Classical method: 
The principal terms of the local truncation errors presented above are collected in respect to the energy E in descending order. As we can easily see, the maximum power of E in the error for each case is:
• E 5 for the classical method
• E 4 for the phase-fitted method
• E 3 for the zero P L and P L ′ method
• E 3 for the zero P L, P L ′ and P L ′′ method and 
From the characteristic equations we evaluate s 0 and the interval of periodicity [0, s 
As we can see, by requiring higher derivatives of the phase-lag to be vanished, we increase the interval of periodicity, which is a very important property.
Numerical results

The problems
The efficiency of the two newly constructed methods will be measured through the integration of two real initial value problems with oscillating solutions.
The Schrödinger equation
The radial Schrödinger equation is given by:
is the centrifugal potential, V (x) is the potential, E is the energy and W (x) = We consider E > 0 and divide [0, ∞) into subintervals [a i , b i ] so that W (x) is a constant with value W i . After this the problem (13) can be expressed by the approximation
We will integrate problem (13) with l = 0 at the interval [0, 15] using the well known Woods-Saxon potential
u 0 = −50, a = 0.6, x 0 = 7 and u 1 = − u 0 a and with boundary condition y(0) = 0. The potential V (x) decays more quickly than l (l+1)
x 2 , so for large x (asymptotic region) the Schrödinger equation (13) becomes
The last equation has two linearly independent solutions k x j l (k x) and k x n l (k x), where j l and n l are the spherical Bessel and Neumann functions. When x → ∞ the solution takes the asymptotic form
where δ l is called scattering phase shift and it is given by the following expression:
where S(x) = k x j l (k x), C(x) = k x n l (k x) and x i < x i+1 and both belong to the asymptotic region. Given the energy we approximate the phase shift, the accurate value of which is π/2 for the above problem. We will use three different values for the energy:
• E 1 = 989.701916
• E 2 = 341.495874
As for the frequency w we will use the suggestion of Ixaru and Rizea [11] :
The N-Body Problem
The N-body problem is the problem that concerns the movement of N bodies under Newton's law of gravity. It is expressed by a system of vector differential equations
where G is the gravitational constant, m j is the mass of body j and − → y i is the vector of the position of body i.
It is easy to see that each vector differential equation of (20) can be analyzed into three simplified differential equations, that express the three directions x, y, z. So − → y j − − → y i expresses the difference between the coordinates of bodies j and i for the corresponding direction, while | − → y j − − → y i | represents the distance between bodies i and j.
The above system of ODEs cannot be solved analytically. Instead we produce a highly accurate numerical solution by using a 10-stage implicit Runge-Kutta method of Gauss with 20th algebraic order, that is also symplectic and A-stable. The method can be easily reproduced using simplifying assumptions for the order conditions (see [7] ).
The reference solution is obtained by using the previous method to integrate the N-body problem for a specific time-span and for different steplengths.
In order to find the step-length h opt that gives the best approximation, we have to keep in mind that the total error of a numerical method that integrates a system of ODEs consists of the error due to the truncation error of the method and the roundoff error of all computations. While the global truncation error of the method tends to zero, while h decreases, the opposite happens to the roundoff, which tends to infinity.
If y acc is the analytical solution for a specific time-span of the problem, then let ǫ n = ||y hn − y acc || and ε n = ||y h n+1 − y hn ||, where y hn is the approximate solution of y using a step-length h n . ǫ n represents the actual error of the approximation and ε n is the best known approximation to the actual error, being the difference of two approximations with different step-lengths. We see that, when h n → h opt ⇒ ǫ n → ǫ min and ε n → ε min . The minimum values of the errors ǫ min and ε min are positive numbers and depend on the software that is used for the integration and the computer system that it runs on. We can also see that ǫ n and ε n have similar behavior around n opt , meaning that they increase and decrease simultaneously. According to these we find the step-length h opt that minimizes ε n , which is easily calculated for every h n .
In [8] the data for the five outer planet problem is given. This system consists of the sun and the five most distant planets of the solar system. In Table 21 we can see the masses, the initial position components and the initial velocity components of the six bodies. Masses are relative to the sun, so that the sun has mass 1. In the computations the sun with the four inner planets are considered one body, so the mass is larger than one. Distances are in astronomical units, time is in earth days and the gravitational constant is G = 2.95912208286 · 10 −4 . 
P lanet
The system of equations (20) has been solved for t ∈ [0, 10 6 ], for which time-span, the previously mentioned method of Gauss produces a 10.5 decimal digits solution.
We have used ω = 0.00145044732989, which is the dominant frequency of the problem, as evaluated by the square root of the spectral radius of matrix A, if the problem is expressed in the form y ′′ = Ay + B.
The methods
• The classical method developed by Quinlan and Tremaine [18] • The phase-fitted method developed by Panopoulos, Anastassi and Simos [16] • The zero P L and P L ′ method developed here
• The zero P L, P L ′ and P L ′′ developed here
• The zero P L, P L ′ , P L ′′ and P L ′′′ developed here
Comparison
We are presenting the accuracy of the methods expressed by − log 10 (error at the end point) versus the log 10 (total steps). In Figures 1, 2 and 3 we are presenting the efficiency of the methods for the Schrödinger equation using a value for the energy equal to i) 989.701916, ii) 341.495874 and iii) 163.215341. Also in Figure 4 we present the efficiency for the N-body problem and particularly the five outer planet problem.
We see that for each successive derivative of the phase-lag nullified, we gain in efficiency for both IVPs tested here.
Conclusions
We have developed three new optimized eight-step symmetric methods with zero phase-lag and derivatives. We showed that the more derivatives of the phase-lag are vanished, the bigger the interval of periodicity and the higher the efficiency of the method. This is the case for both problems tested here. Also the local error truncation analysis shows the relation of the error to the energy, revealing the importance of nullified phase-lag derivatives when integrating the Schrödinger equation, especially when using high value of energy. 
