Many randomized clinical trials collect multivariate longitudinal measurements in different scales, for example, binary, ordinal, and continuous. Multilevel item response models are used to evaluate the global treatment effects across multiple outcomes while accounting for all sources of correlation. Continuous measurements are often assumed to be normally distributed. But the model inference is not robust when the normality assumption is violated because of heavy tails and outliers. In this article, we develop a Bayesian method for multilevel item response models replacing the normal distributions with symmetric heavy-tailed normal/independent distributions. The inference is conducted using a Bayesian framework via Markov Chain Monte Carlo simulation implemented in BUGS language. Our proposed method is evaluated by simulation studies and is applied to Earlier versus Later Levodopa Therapy in Parkinson's Disease study, a motivating clinical trial assessing the effect of Levodopa therapy on the Parkinson's disease progression rate.
Introduction
Parkinson's disease (PD) is a chronic progressive neurodegenerative disease that is manifested clinically by tremors (trembling in hands, arms, legs, jaw, or head), rigidity (stiffness of the limbs and trunk), bradykinesia (slowness of movement), and impaired balance [1] . In the USA alone, the estimated prevalence is more than 500,000 people, and about 50,000 new cases are reported annually. Currently, the only established treatments for PD are symptomatic (therapies that only affect the disease symptoms, not the cause) [2] . Many PD clinical trials have been conducted to search for the neuroprotective treatments that are capable of halting or slowing down disease progression. In these clinical trials, patients are repeatedly measured on multiple outcomes of various types (e.g. binary, ordinal, and continuous). Hence, the multilevel data structure has three levels of nesting, that is, multiple measurements (level 1) are nested within measurement occasions (level 2) that are nested within patients (level 3) . To analyze these multivariate longitudinal data, the analysis model should account for three sources of correlation, that is, inter-source (different measures at the same visit), intra-source (same measure at different visits), and cross correlation (different measures at different visits) [3] .
To this end, multilevel item response theory (IRT) models (referred to as MLIRT) are often used to analyze such multivariate longitudinal data. Within the MLIRT modeling framework, the observed measurements are viewed as imperfect manifestations of the interaction between subject-specific latent traits and measurement-specific parameters (e.g. the measurement's ability to distinguish PD patients in disease severity). The latent traits are regressed on covariates of interest (e.g. treatment and disease duration) as well as confounding variables. Because the response variable in the regression model is latent rather than observed, this approach is also called latent regression [4] [5] [6] [7] [8] [9] . The MLIRT models separate the measurement-specific parameters and subject-specific covariates from manifest data so that both may be understood and studied separately. Advantages of the MLIRT models include better reflection of multilevel data structure, simultaneous estimation of measurement-specific parameters and covariate effects, and accurate inference about high-level measures [10] [11] [12] . Given a distribution assumption for the latent variables, the MLIRT models are equivalent to nonlinear mixed models [13] . Marginal maximum likelihood method [8] and Bayesian method [12, [14] [15] [16] [17] [18] [19] have been widely used for MLIRT model inference. For the detailed description and summary of the IRT models, please refer to Fox [17] and van der Linden and Hambleton [20] .
However, when some outcomes are continuous, the analysis submodel within the IRT framework is a common factor model [21] , which assumes normal random errors. Even though normality may be a reasonable model assumption, it may lack robustness in parameter estimation under departure from normality (e.g. heavy tails and outliers) [22] . Moreover, the primary efficacy evaluation in confirmatory clinical trials is often required by agencies to follow the 'intent-to-treat' (ITT) principle, that is, the analysis includes all randomized individuals regardless of the abnormal observations. By including all patients who are randomized, the ITT analysis preserves the benefits of randomization and is commonly accepted as the most unbiased approach. Hence, the potential outlying observations cannot be deleted to follow the ITT principle. Some popular data transformation methods (e.g. log, square root, Box-Cox) might generate distributions close to normality. But there are some disadvantages with transformations, for example, (i) transformation provides reduced information on an underlying data generation scheme; (ii) component-wise transformation might not guarantee joint normality; (iii) parameters might be hard to interpret on a transformed scale; and (iv) transformations may not be universal and usually vary with datasets [23] . Alternatively, the approaches based on weighting functions have been proposed to reduce the influence of response disturbances in IRT models [24, 25] , whereas the approaches based on the minimum covariance determinant estimator have been used to obtain robust inference in factor analysis [26] , principal component analysis [27] , and discriminant analysis [28] . From a practical perspective, it is essential to replace the normal distributions with some more flexible symmetric and heavy-tailed distributions. Liu [29] discussed a class of robust distributions known as normal/independent (NI) distributions including student's t, slash, and contaminated normal distributions [30] . The NI distributions have been applied to linear regression model [31, 32] , nonlinear regression model [33] , linear mixed model (LME) [22, [34] [35] [36] [37] , nonlinear mixed model (NLME) [38, 39] , LME and NLME with censored responses (LMEC and NLMEC) [23] , joint modeling of longitudinal measurements and competing risks [40, 41] , structure equation model [42] , stochastic volatility models [43, 44] , Grubbs' model [45] , and measurement error model [46] [47] [48] . To the best of our knowledge, there is no literature on Bayesian inference for the MLIRT models using the NI distributions to relax the normality assumption for the continuous outcomes. In this article, we propose a robust Bayesian parametric method for the MLIRT models on the basis of the NI distributions and apply it to a motivating PD clinical trial.
The rest of the article is organized as follows. We describe a motivating clinical trial, the data structure, and the outlier issue in Section 2 . In Section 3 we discuss the MLIRT models, the NI distributions, the Bayesian inference, and the Bayesian model selection criteria. In Section 4 we conduct simulation studies in which the MLIRT models by using the NI distributions are compared with the MLIRT models assuming normal random errors with and without outlying measurements. In Section 5, we apply the proposed method to a motivating clinical trial dataset. Concluding remarks and discussions are given in Section 6.
A motivating clinical trial
This article is motivated by the ELLDOPA (Earlier versus Later Levodopa Therapy in Parkinson's Disease) study, a multicenter, placebo-controlled, randomized, dose-ranging, double-blind clinical trial conducted from year 1998 to year 2001. This study assessed the effect of levodopa (study drug) on the PD progression rate. A total of 361 patients with early PD were randomly assigned to receive levodopa at a daily dose of 150 mg (low dose, 92 patients), 300 mg (medium dose, 88 patients), and 600 mg (high dose, 91 patients), or a matching placebo (90 patients) for a period of 40 weeks. We combine the patients who received levodopa (271 patients) and refer to them as the treatment group. The details of the ELLDOPA study can be found in Fahn et al. [1] .
The outcomes collected include QoL, unified Parkinson's disease rating scale (UPDRS) total score (referred to as UPDRS), status of fatigue (referred to as fatigue), and Schwab and England activities of daily living (referred to as SEADL), measured at four visits, that is, baseline, week 9, week 24, and week 40. QoL is the sum of 32 questions each measured on a 5-point scale (0-4) [49] . It is rescaled to 100 so it is an approximate continuous variable with a larger value reflecting worse clinical outcomes. The UPDRS total score is the sum of 44 questions each measured on a 5-point scale (0-4), and it is approximated by a continuous variable with an integer value from 0 (not affected) to 176 (most severely affected). Fatigue is the sum of 31 questions, and it is approximated by a continuous variable with integer value from 0 (not affected) to 182 (severe) [50] . The SEADL (ordinal variable with integer value from 0 to 100 incrementing by 5, with larger value reflecting better clinical outcomes) is a measurement of activities of daily living [51] . We recode the outcome SEADL so that higher values in all outcomes are worse clinical conditions. Moreover, we combine some categories in SEADL with zero or a small number of patients so that it has 7 categories. Figure 1 displays the longitudinal profiles of the outcome QoL. Because PD is a slow progression disease, it is unexpected to observe sudden value change in the outcome variables. Patients 80 and 208 have a change of 20.42 and 22.78 units, respectively, in the outcome QoL from week 9 visit to week 24 visit. Hence, these two measurements are potentially outlying observations. Patient 250 has much higher (worse) QoL values than all other patients. Patient 9 appears near the 'center' among all measurements. These four patients will be used later for further discussion. We are interested in investigating how the outlying measurements would affect the inference within the MLIRT modeling framework.
The robust item response model formulation and estimation

The multilevel item response model
Ignoring the outlying observation issue for the moment, we introduce the MLIRT model. The level 1 model describes item responses at a specific time point. The level 2 model accounts for variation in the latent traits across time within patient and between patients. Specifically, let y ij k (binary, ordinal, and continuous) be the observed outcome k (k D 1; : : : ; K) from patient i (i D 1; : : : ; N ) at visit j (j D 1; : : : ; J , where j D 1 is baseline). Throughout the article, we code all outcomes so that larger observation values are worse clinical conditions. Let y ij D .y ij1 ; : : : ; y ij k ; : : : ; y ijK / 0 be the vector of observation for patient i at visit j , and let y i D .y i1 ; : : : ; y iK / 0 be the outcome vector across visits. We model the binary outcomes, the cumulative probabilities of ordinal outcomes, and the continuous outcomes by using a two-parameter submodel [52] , a graded response submodel [53] , and a common factor submodel [21] , respectively.
logit˚p.y ij k 6 ljÂ ij / « D a kl b k Â ij ; with l D 1; 2; : : : ; n k 1;
where random error ij k N 0; being the variance of continuous outcome k, a k is the outcome-specific 'difficulty' parameter, and b k is the outcome-specific 'discriminating' parameter that is always positive and represents the discrimination of outcome k, that is, the degree to which outcome k discriminates between patients with different latent disease severity Â ij . In model (2), the ordinal outcome k has n k categories and n k 1 thresholds a k1 ; : : : ; a kl ; : : : ; a kn k 1 that must satisfy the order constraint a k1 < : : : < a kl < : : : < a kn k 1 . The probability that patient i being in category l on
The latent variable Â ij is continuous and it indicates patient i's unobserved disease severity at visit j , with a higher value denoting more severe status. Models (1) to (3) consist of level 1 model that describes the item responses as functions of the outcome-specific parameters and the subject-specific latent variable at a certain visit.
At level 2, we model the disease severity Â ij as a function of covariates, visit time, and random effects
where X i0 and X i1 are patient i's covariate vectors including some covariates of interest (e.g. treatment assignment) and potential confounding variables (e.g. age and gender), X i0 and X i1 can share part of or all the covariates, t ij is the visit time variable with t i1 D 0 for baseline, random intercept u i0 and random slop u i1 determine the subject-specific baseline disease severity and disease progression rate, respectively. The random effects u i0 and u i1 can be assumed either independent or correlated.
We let u i D .u i0 ; u i1 / 0 and assume u i0 N01, u i1 N0 2 u , and corr.u i0 ; u i1 / D . Model (4) is a latent trait regression model assuming that each patient has subject-specific baseline disease severity after adjusting for the covariate vector X i0 and that the disease severity changes linearly with subjectspecific slope depending on the covariate vector X i1 . We now give an example to further illustrate model (4) . If no covariate is in X i0 and only the treatment assignment variable is included in
/ is an indicator function (1 if treatment and 0 otherwise). In this model,ˇ1 0 andˇ1 0 Cˇ1 1 denote the disease progression rates for placebo and treatment patients, respectively, withˇ1 1 being the change in disease progression rate introduced by the treatment. The significant negative coefficientˇ1 1 indicates that the treatment slows down the disease progression. The combined level 1 and level 2 models are MLIRT with subject-specific covariance (referred to as subject-specific MLIRT models) [12, [14] [15] [16] [17] 54] . The underlying assumption of linear disease progression rate in model (4) can be relaxed by adding the quadratic or higher-order term of time t , for example,
, where X i0 , X i1 , and X i2 can share part of or all the covariates.
All three sources of correlations illustrated in Section 1 are accounted for via the random effect vector u i . It is well-known that item response models are overparameterized because they have more parameters than can be estimated from the data [17] . Hence, additional constraints on the location and scale of the latent disease severity are required to make models identifiable. In the subject-specific MLIRT models specified in the previous text, we establish the location and scale of the latent disease severity by setting Eu i0 D Eu i1 D 0 and VarOEu i0 D 1 so that at t D 0 (baseline), the disease severity Â ij follows standard normal distribution.
Under the local independence assumption (i.e. conditioning on the random effect vector u i , all components in y ij are independent), the full likelihood of patient i across all visits is
For notation convenience, we let the difficulty parameter vector be a D a An element of the NI family [30, 55] is defined as the distribution of the p-dimensional random vector y D Cw 1=2 e, where is a location vector, e is a normally distributed random vector with mean zero and covariance matrix †, w is a positive weight variable with density p.wj /, is a scalar or vector valued parameter. Given w, y follows a normal distribution N.yj ; †/ with the marginal density of y given by NI.yj ; †; / D R p.yj ; †; w/p.wj /d w. The NI family provides a class of symmetric heavy-tailed distributions that consist of the multivariate version of student's t, slash, and contaminated normal distributions. When the density p.wj / degenerates to w D 1 (e.g. when ! 1), NI.yj ; †; / becomes a normal distribution as a special case.
A univariate NI distribution [30, 55] , when applied to the common factor submodel (3), is
, the weight w ij k is a positive random variable with density p.w ij k j /, where the tuning parameter > 0. The NI distributions provide a group of symmetric heavy-tailed distributions of 0 ij k . In this article, we consider student's t and slash distributions. Specifically,
; , where the tuning parameter representing degree of freedom, when w ij k Gamma. =2; =2/. In addition, 0 ij k follows slash distribution with tuning parameter , when w ij k Beta. ; 1/. Although in the slash distribution needs to be estimated from the data, in student's t distribution can be either estimated from the data or pre-specified to a small value, for example, D 3 or 4. General principles of parsimony suggest that be fixed for small datasets and estimated for large ones [32] . Lange et al [32] suggests that estimated values of below 1 should be regarded with suspicion. When ! 1, the distributions Gamma. =2; =2/ and Beta. ; 1/ degenerate to 1, i.e., w ij k Á 1. In this case,
and the NI distributions reduce to the normal distributions. In practice, the weight variable w ij k can be estimated and be used for outlier detection. Specifically, if the posterior distribution of w ij k has high density close to 0, it indicates that the corresponding observation can be a potential outlier [34] . Detailed examples of this outlier detection technique will be given in Section 5. For notation convenience, we let w i D fw ij k ; j D 1; : : : ; J; k D 1; : : : ; Kg and the parameter vector isˆD a 0 ; b 0 ;ˇ0; ; u ; k ; 0 . The full likelihood of patient i across all visits is
Henceforth, we refer to the MLIRT models by using the NI distributions in the common factor submodel as the NI-MLIRT models. We consider three NI-MLIRT models in this article, that is, student's t distribution with D 4 (refer to as M 2 ), Student's t distribution with estimated (refer to as M 3 ), and slash distribution (refer to as M 4 ).
Bayesian inference
To infer the unknown parameter vectorˆ, we use Bayesian inference based on Markov Chain Monte Carlo (MCMC) posterior simulations. We use vague priors on all elements in the parameter vector . Specifically, the prior distributions of all elements inˇare N.0; 100/. We use the prior distribution b k Gamma.0:001; 0:001/, k D 1; : : : ; K, to ensure positivity. The prior distribution for the difficulty parameter a k of the continuous outcomes is a k N.0; 10000/, because some continuous measurements are quite large. To obtain the prior distributions for the threshold parameters of ordinal outcome k, we let a k1 N.0; 100/, and a kl D a k;l 1 C ı l for l D 2; n k 1, with ı l N.0; 100/I.0; /, that is, normal distribution left censored at 0. We use the prior distribution UniformOE 1; 1, and k ; u ; Gamma.0:001; 0:001/. The model fitting is performed in OpenBUGS (OpenBUGS version 3.2.2) by specifying the likelihood function and the prior distribution of all unknown parameters. We use history plots available in OpenBUGS and view the absence of apparent trend in the plot as evidence of convergence. In addition, we use Gelman-Rubin diagnostic to ensure the scale reduction b R of all parameters are smaller than 1:1 [56] .
Bayesian model selection criteria
There are a wide variety of model selection criteria in Bayesian inference. The conditional predictive ordinate (CPO) [57] [58] [59] [60] has been widely used to assess model fit and model selection. Let y be the full data and y .i / be the data with subject i omitted. The CPO for subject i is defined as
where p.ˆjy .i / / is the posterior density ofˆgiven data y .i / . CPO is a form of cross-validation with high value indicating that the data for subject i can be accurately predicted by a model based on the data from all other subjects. Hence, a model with larger CPO i for all subjects suggests a better fit. Although the close form of CPO i is not available for our proposed model, a Monte Carlo estimator of CPO i can be obtained by MCMC samples fˆ.
from posterior distribution p.ˆjy/, with M being the total number of post burn-in samples. Because p. Moreover, we adopt a model selection approach by using the deviance information criterion (DIC) proposed by Spiegelhalter et al. [61] . The DIC provides an assessment of model fitting and a penalty for model complexity. The deviance statistic is defined as D.ˆ/ D 2 log f .yjˆ/ C 2 log h.y/, where f .yjˆ/ is the likelihood function for the observed data y given the parameter vectorˆand h.y/ denotes a standardizing function of the data alone that has no impact on model selection [60] . The DIC is defined 
Simulation studies
In this section, we conduct three simulation studies to compare the performance of two NI-MLIRT models M 2 and M 4 , and the MLIRT model M 1 . The data structure of the simulated datasets is similar to the motivating ELLDOPA study and has two continuous outcomes and two ordinal outcomes with seven categories, and five visits (baseline and four follow-up visits, J D 5).
In the first simulation study, both continuous outcomes follow normal distributions. In the second and the third simulation studies, the first continuous outcome mostly follows a normal distribution but has 3% and 5% outliers, respectively, whereas the second continuous outcome follows a normal distribution. In all simulation studies, we generate 100 datasets with sample size N D 400 and no missing data. Each dataset is generated using the following algorithm. We apply the Bayesian framework in Section 3.3 to obtain samples from the posterior distributions of the parameters of interest. For each dataset in all simulation studies, we run three parallel MCMC chains with overdispersed initial values. Each chain is run for 30,000 iterations, the first 20,000 iterations are discarded as a burn-in, and the next 10,000 samples are used to calculate the joint posterior distribution of the parameters of interest.
The results from models M 1 , M 2 , and M 4 of the first simulation study with no outliers are compared in Table I . In this table, we label the average of the posterior means minus the true values as bias, the square root of the average of the variances as standard error (SE), the standard deviation of the posterior means as SD, and the coverage probabilities of 95% equal-tail CI as CP. The results suggest that all three models generate comparable results, that is, the bias is negligible, SE is close to SD, and the credible interval coverage probabilities are reasonably close to nominal level of 95%. Table II displays the results of the second simulation study with 3% of outliers in the first continuous outcome. The results from models M 2 and M 4 indicate that the estimates of all parameters have negligible bias and SE being close to SD. The coverage probabilities of 95% credible intervals are all reasonably around the nominal value. In contrast, model M 1 gives severely biased estimates, large SD and SE, and low coverage probabilities for the outcome-specific parameters a 1 and b 1 , because the presence of outliers clearly violates the normality assumption for the first continuous outcome. Model M 1 provides reasonable estimates to all other parameters because the information from other response variables are sufficient to estimate other outcome-specific parameters, the regression parameter vectorˇ, and the random effect related parameters and u . Another interesting phenomena is that models M 2 and M 4 provide slightly smaller estimates of SE and SD for all parameters. Furthermore, in the presence of 5% outliers in the first continuous outcome, the bias, SE, SD, and CP of the parameter a 1 and b 1 from model M 1 further deteriorate, whereas the estimates for all other parameters are still reasonable (Table III) . In comparison, models M 2 and M 4 still provide reasonable estimates for all parameters. Although the outliers do not have notable impact on the estimates and inference of the regression parameterˇ1 in Tables II and III, From the simulation studies, we conclude that the NI-MLIRT models provide results comparable to the MLIRT model when the random errors of the continuous responses follow normal distributions, while it provides more accurate estimates for response-specific parameters and more efficient estimates for other parameters than the MLIRT model when some continuous response variable has outliers.
Application to the ELLDOPA study
In this section, we apply the proposed method and the Bayesian inference framework to the motivating ELLDOPA study. For all the results in this section, we use three parallel MCMC chains with overdispersed initial values, and run each chain for 50; 000 iterations. The first 45; 000 iterations are discarded as burn-in and the inference is based on the remaining 5; 000 iterations from each chain.
To analyze the ELLDOPA dataset, we let X i0 D 0 and consider the treatment assignment variable x i (1 treatment, and 0 if placebo) as the only covariate in X i1 . Hence, the level 2 model (4) is Â ij D u i0 COEˇ1 0 Cˇ1 1 x i Cu i1 t ij , with visit times being transformed in year t ij D .0; 9; 24; 40/=52. We first fit the MLIRT model M 1 . A plot of the standardized residuals from the response QoL for all patients at each visit (Figure 2) indicates that the normal random error assumption for the response QoL does not fit very well the whole dataset. A few data points have SRs with absolute values larger than 3 (e.g. 3:969 for patient 80 at week 24 visit, 3:462 for patient 208 at week 24 visit, and 3:067 for patient 250 at week 9 visit), indicating potential outliers. In contrast, the SR for patient 9 at week 9 visit is 0:030, indicating a non-outlier. Hence, a heavy-tailed distribution for the response QoL is essential.
We then apply three NI-MLIRT models (models M 2 , M 3 , and M 4 ) to the response QoL. As pointed out in Section 3.2, the normal distribution is a special case of the NI distributions when the tuning parameter is large. In practice, the small estimate of is an indication of heavy-tailed distribution. 1:767, 95% CI: OE1:267; 2:597 for the slash distribution) providing some evidence against the adequacy of the normality assumption made for the response QoL. The weight variable w ij k in the NI distributions can be used for outlier detection [34] . In Figure 4 , the posterior distributions of the weight variable (w ij k ) are presented for some target patients at certain visits. Patient 208's and patient 80's QoL observations at week 24 visit are potential outliers indicated by Figure 2 . Their posterior distributions of the weights are sharp with majority of the density close to zero. For patient 250 at week 9 visit, a potential outliers, the posterior distribution of weight is less sharp in two student's t distributions (models M 2 and M 3 ) and is quite flat in the slash distribution (model M 4 ). This indicates that this observation may not be an outlier because the QoL measurements at other visits are quite large (severe) as well. In contrast, for patient 9 at week 9 visit, a clear non-outlier, the posterior distributions of the weight from all three NI distributions have no density clustering at small values. Table IV compares the posterior mean, SD, 95% equal-tail CIs from various models. The results from all three NI-MLIRT models are very close to each other. In contrast, Model M 1 tends to give larger parameter estimates (especiallyˇ1 0 andˇ1 1 ) and it is less precise with larger SDs and wider CIs, a phenomena also reported in Rosa et al. [34] and Lachos et al [23] . The results from model M 2 in Table IV Although the treatment patients also show significant deterioration across time with disease progression rate being 0:118 units per year ( b 10 C b 11 , 95% CI: OE0:006; 0:230), the treatment significantly slows down the disease progression rate by 0:817 ( b 11 , 95% CI: OE 1:107; 0:549) units per year, suggesting the efficacy of the study drug levodopa. To visualize the difference in the disease progression rates in the two groups, Figure 5 displays the posterior estimate of each patient's subject-specific latent disease severity at each visit. The lowess smooth curves [62] for the placebo and the treatment groups are denoted by the dashed and solid lines, respectively. Figure 5 shows that the placebo patients' PD severities deteriorate in a much faster rate than the treatment patients as manifested by the departure of two lowess curves, especially at week 40. Figure 5 also reveals one placebo patient (patient 250) who has much worse disease severity than all other patients. This is not surprising because this patient has extremely worse QoL measure as indicated in Figure 1 .
To gain further insight into the clinical meanings of the regression parametersˇ1 0 andˇ1 1 , we tabulate in Table V the change from baseline to each follow-up visit for disease severity Â ij , the responses QoL, UPDRS, and the odds ratio of the cumulative probability at a certain threshold of the response SEADL. At week 9, the placebo patients are expected to increase 0:162 (95% CI We omit the results of week 24 and the response fatigue because of space limit, but similar inferences can be made.
In Table IV , we present the SE ( u ) of the random intercept u i1 . The estimate of u from model M 2 (mean: 0.273 and 95% CI: [0.172, 0.419]) indicates the existence of subject-specific disease progression rates. The estimate of the correlation coefficient between the random intercept u i0 and the random slope u i1 is 0:653 (95% CI: OE0:292; 0:864). This suggests that patients whose baseline level of disease severity is worse than that of the average population have a disease progression rate faster than the average and vice versa. To gain further insight into u i0 , u i1 , and , we plot in Figure 6 the rankings of patients' subject-specific baseline disease severity u i0 (upper panel) and disease progression rate u i1 (lower panel). Each patient is ordered by his or her rank: patients at the bottom left corner show milder baseline disease severity (higher rank) and slower disease progression rate (higher rank), whereas patients at the upper right corner have poorer baseline disease severity (lower rank) and faster disease progression rate (lower rank). To visualize the effect of high correlation coefficient , we have selected three patients as examples. Patient 250 has the worst baseline disease severity and the fastest disease progression rate. In contrast, patient 197 has the mildest baseline disease severity and he/she ranks No. 6 in disease progression rate. Patient 242 has the slowest disease progression rate while he/she ranks No. 4 in baseline disease severity.
Discussion
In this article, we propose a robust model for MLIRTs, in which the robustness against potential outliers in the continuous measurements is achieved by replacing the normal random error distributions by the heavy-tailed normal/independent family of distributions in the common factor submodel. Our simulation studies show that the proposed NI-MLIRT models improve the accuracy of the responsespecific parameter estimates and the efficiency of other parameters when outliers exist. On the other hand, the NI-MLIRT models provide comparable results to the MLIRT model when no outliers exist. We apply the proposed method to the motivating Parkinson's disease clinical trial ELLDOPA study and illustrate how the normal/independent distributions can be used to evaluate normality assumption to identify outliers and to obtain more robust inference. We provide subject-specific disease severity estimates for all patients at each visit and the figure to visualize the different disease progression rates in the placebo and treatment groups. We give additional insight into the subject-specific baseline disease severity and disease progression rate and their correlation. The proposed models can be fitted using standard available software packages such as R and WinBUGS and can be easily accessible to, modified and extended by practitioners. Please refer to the web-based supporting information ‡ for the code written in BUGS language.
Our modeling framework provides great modeling flexibility. For example, a majority of contemporary clinical trials are based on multiple centers or clinics in different geographical locations. The patients recruited by the same center are expected to be correlated, because they are likely to share some common factors, for example, environmental factors. This within-center correlation can be accounted for by adding some center-specific random effects into model (4). Moreover, model (4) assumes linear trend in time. This assumption can be relaxed by adding higher-order terms of time to model the nonlinear disease progression rate.
Our proposed model has some limitations that we view as future research directions. We have assumed that there is a single (unidimensional) latent variable Â ij so that all outcomes measure the underlying disease severity. However, there may be multiple latent variables representing multidimensional (e.g. sensoria, functions, and cognition) impairment caused by PD. Expanding the unidimensional MLIRT model to the multidimensional one is an interesting direction for future research. Note that the discrimination parameter b k in the MLIRT model controls both within-subject correlation in different outcomes and outcome-specific treatment effectˇexpressed in model (4) . If there is low within-subject correlation but a large treatment effect, this model may underestimate the treatment effect and overestimate the correlation [63] . Furthermore, the proposed model does not consider skewness in the continuous responses. However, features of non-normality might be attributed to both skewness and heavy tails. Methods to combine these within a unified framework for the MLIRT models are currently under investigation. Relaxing the normality assumption for the random effects in the MLIRT models using the NI distributions is also part of our future research.
