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SUR LES VARIE´TE´S X ⊂ PN TELLES QUE PAR n POINTS
PASSE UNE COURBE DE X DE DEGRE´ DONNE´
par
Luc Pirio et Jean-Marie Tre´preau
Re´sume´. — Soit r ≥ 1, n ≥ 2, et q ≥ n − 1 des entiers. On introduit la classe
Xr+1,n(q) des sous-varie´te´s X de dimension r + 1 d’un espace projectif, telles que
– pour (x1, . . . , xn) ∈ Xn ge´ne´rique, il existe une courbe rationnelle normale de degre´
q, contenue dans X et passant par les points x1, . . . , xn ;
– X engendre un espace projectif dont la dimension, pour r, n et q donne´s, est la plus
grande possible compte tenu de la premie`re proprie´te´.
Sous l’hypothe`se q 6= 2n− 3, on de´termine toutes les varie´te´s X appartenant a` la classe
Xr+1,n(q). On montre en particulier qu’il existe une varie´te´ X0 ⊂ Pr+n−1 de degre´
minimal n − 1 et une application birationnelle X0 99K X qui envoie une section de X0
par un Pn−1 ⊂ Pr+n−1 ge´ne´rique sur une courbe rationnelle normale de degre´ q.
Sans hypothe`se sur q, on de´finit sur l’espace des courbes rationnelles normales de
degre´ q contenues dans la varie´te´ X ∈ Xr+1,n(q) une structure quasi-grassmannienne.
La varie´te´ X est de la forme pre´ce´dente si et seulement si cette structure est localement
isomorphe a` la structure standard, celle de la grassmannienne des (n−1)-plans de Pr+n−1.
Le proble`me de la de´termination des varie´te´s X ∈ Xr+1,n(2n− 3) reste ouvert. Nous
donnons quelques exemples de varie´te´s des classes Xr+1,3(3) et Xr+1,4(5) qui ne sont pas
de la forme qu’on vient de de´crire.
1. Introduction
1.1. Les classes Xr+1,n(q). — On conside`re un proble`me de ge´ome´trie projective com-
plexe, auquel nous ont conduits nos travaux re´cents sur l’alge´brisation des tissus de rang
maximal, voir Pirio-Tre´preau [12].
Soit r ≥ 1, n ≥ 2 et q ≥ n− 1 des entiers.
De´finition 1.1. — On note Xr+1,n(q) la classe des varie´te´sX , sous-varie´te´s alge´briques
irre´ductibles de dimension r + 1 d’un espace projectif quelconque, telles que :
1) pour (x1, . . . , xn) ∈ X
n ge´ne´rique, il existe une courbe rationnelle normale de degre´
q, contenue dans X et passant par les points x1, . . . , xn ;
2) X engendre un espace projectif dont la dimension, note´e pir,n(q), est la plus grande
possible, compte tenu de la premie`re proprie´te´.
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La dimension pir,n(q) de l’espace engendre´ par une varie´te´ de la classe Xr+1,n(q) est
donne´e par la formule (1) de la section suivante.
Notre re´sultat principal sera la de´termination de toutes les varie´te´s X de la classe
Xr+1,n(q) sous l’hypothe`se q 6= 2n− 3. Le cas q = 2n− 3 restera ouvert.
L’hypothe`se d’irre´ductibilite´ est en fait une conse´quence des autres hypothe`ses, la
de´monstration est laisse´e au lecteur. On peut aussi remplacer la Proprie´te´ 1) par la
Proprie´te´ 1’) suivante, plus faible :
1’) pour (x1, . . . , xn) ∈ Xn ge´ne´rique, il existe une courbe irre´ductible de degre´ ≤ q,
contenue dans X et passant par les points x1, . . . , xn,
sans modifier la classe Xr+1,n(q) que l’on de´finit, voir la Proposition 2.2.
Il est tentant de penser, mais nous ne le de´montrons pas, qu’on peut meˆme la remplacer
par la Proprie´te´ 1”) suivante, encore plus faible :
1”) pour (x1, . . . , xn) ∈ Xn ge´ne´rique, il existe une courbe irre´ductible contenue dans
X , passant par x1, . . . , xn et engendrant un espace de dimension ≤ q.
1.2. Le the´ore`me de la borne. — Notre premie`re taˆche est de de´terminer la di-
mension pir,n(q) de l’espace engendre´ par une varie´te´ X ∈ Xr+1,n(q). Ce sera la seule
de´monstration de l’introduction. Elle est assez typique de cet article.
Soit X ⊂ PN une varie´te´ alge´brique irre´ductible de dimension r + 1. On note 〈X〉 le
sous-espace projectif qu’elle engendre, Xreg sa partie re´gulie`re, Xsing sa partie singulie`re.
On note CRNq(X) l’ensemble des courbes rationnelles normales de degre´ q contenues
dans X . Si  L et  L′ sont des sous-espaces d’un espace projectif, on note  L ⊕  L′ le sous-
espace qu’ils engendrent s’il est de dimension (maximale) dim  L + dim  L′ + 1 et on dit
que c’est la somme directe projective de  L et de  L′.
La notion d’espace osculateur ou d’osculateur sera omnipre´sente dans la suite. E´tant
donne´ x ∈ Xreg et k ∈ N, on note Xx(k) l’osculateur a` l’ordre k de X en x. C’est par
exemple le sous-espace projectif de 〈X〉 ⊂ PN passant par x et dont la direction est
le sous-espace vectoriel de TxP
N engendre´, dans une carte affine identifie´e a` CN , mais
la de´finition ne de´pend pas de cette identification, par les de´rive´es v′(0), . . . , v(k)(0) des
germes de courbes parame´tre´es v : (C, 0)→ (X, x) telles que v(0) = x. C’est une notion
projective.
On a toujours
dim Xx(k) + 1 ≤
(
r + 1 + k
r + 1
)
.
On dit que X est k-re´gulie`re en x ∈ Xreg si l’ine´galite´ ci-dessus est une e´galite´ et que X
est k-re´gulie`re si X est k-re´gulie`re au point ge´ne´rique de X .
Comme la notion d’osculateur joue un grand roˆle dans cet article, on rappelle dans
l’Appendice les proprie´te´s, toutes e´le´mentaires, qu’on utilisera sans re´fe´rence, avec au
moins des esquisses de de´monstrations. Le lecteur est invite´ a` consulter les quelques
e´nonce´s de cet appendice.
La deuxie`me proprie´te´ dans la De´finition 1.1 est pre´cise´e par l’e´nonce´ suivant :
3The´ore`me 1.2. — Une varie´te´ X ∈ Xr+1,n(q) engendre un espace de dimension le
nombre pir,n(q) donne´ par
(1) pir,n(q) + 1 = m
(
r + ρ+ 1
r + 1
)
+ (n− 1−m)
(
r + ρ
r + 1
)
,
ou` q = ρ(n− 1) +m− 1 est la division euclidienne de q par n− 1.
On de´montre ici la seule partie de l’e´nonce´ qui est nouvelle : si l’on de´finit le nombre
pir,n(q) par (1), une varie´te´ X ∈ Xr+1,n(q) engendre un espace de dimension ≤ pir,n(q). A`
la terminologie pre`s, le fait qu’il existe des varie´te´s projectives qui ve´rifient la premie`re
proprie´te´ dans la De´finition 1.1 et qui engendrent un espace de dimension pir,n(q) est de´ja`
connu, voir la fin de cette introduction et le Chapitre 5.
De´monstration. — SoitX ⊂ PN une sous-varie´te´ de dimension r+1, ve´rifiant la premie`re
proprie´te´ dans la De´finition 1.1. Par de´finition, il existe un n-uplet (a1, . . . , an) ∈ (Xreg)n
de points deux-a`-deux distincts tel que, pour tout x ∈ X voisin de an, il existe une courbe
C(x) ∈ CRNq(X) passant par les points a1, . . . , an−1 et x.
Conside´rons des osculateurs
Xai(ρi) (i = 1, . . . , n− 1), avec
n−1∑
i=1
(ρi + 1) = q + 1.
Une courbe C(x) est contenue dans l’espace engendre´ par ses osculateurs C(x)ai (ρi), donc
dans celui engendre´ par les osculateurs Xai(ρi), i = 1, . . . , n−1. Comme les courbes C(x)
recouvrent un voisinage de an dans X , cet espace contient aussi X et donc :
(2) dim 〈X〉+ 1 ≤
n−1∑
i=1
(
r + 1 + ρi
r + 1
)
.
Il suffit de prendre ρi = ρ pour m valeurs de i et ρi = ρ − 1 pour les n −m − 1 autres
valeurs de i. On obtient le re´sultat.
On a l’e´galite´ dans (2) si et seulement si les osculateurs Xai(ρi), i = 1, . . . , n − 1,
sont de dimensions maximales et en somme directe projective. En permutant les points
a1, . . . , an, on obtient le re´sultat suivant dont on de´montrera une sorte de re´ciproque au
de´but du Chapitre 2.
Lemme 1.3. — Soit X ∈ Xr+1,n(q) et a1, . . . , an des points deux-a`-deux distincts de
Xreg tels que, pour tout (x1, . . . , xn) ∈ X
n voisin de (a1, . . . , an), il existe une courbe
C ∈ CRNq(X) passant par les points x1, . . . , xn. Si q = ρ(n− 1) +m− 1 est la division
euclidienne de q par n−1, X est ρ-re´gulie`re en chaque point ai et pour toute permutation
σ de {1, . . . , n}, on a :
(3) 〈X〉 = (⊕mi=1Xaσ(i)(ρ))⊕ (⊕
n−1
i=m+1Xaσ(i)(ρ− 1)).
1.3. Exemples : les classes Xr+1,n(n−1) et Xr+1,2(q). — Conside´rons d’abord le cas
particulier d’une varie´te´ X ∈ Xr+1,n(n−1). La formule (1) donne pir,n(n−1) = r+n−1.
La varie´te´ X , de dimension r + 1, engendre un espace Pr+n−1 et ve´rifie que, pour
(x1, . . . , xn) ∈ Xn ge´ne´rique, il existe une courbe C ∈ CRNn−1(X) qui passe par
x1, . . . , xn. Il est bien connu que, pour (x1, . . . , xn) ∈ Xn ge´ne´rique, les n points x1, . . . , xn
engendrent un Pn−1 et que X ∩Pn−1 est une courbe irre´ductible (et re´duite). C’est donc
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la courbe C. On en de´duit que X est de degre´ n − 1, le degre´ minimal d’une varie´te´
projective de dimension r + 1 qui engendre un espace de dimension r + n− 1. Une telle
varie´te´ est appele´e une varie´te´ minimale. La re´ciproque est e´vidente :
Lemme 1.4. — Les varie´te´s appartenant a` la classe Xr+1,n(n − 1) sont les varie´te´s
minimales de dimension r + 1 et de degre´ n− 1.
Ces varie´te´s sont connues. Nous en rappellerons la classification dans le Chapitre 5.
Une varie´te´ de Veronese de dimension s ≥ 1 et d’ordre q est une varie´te´ projective qui,
dans l’espace qu’elle engendre, est l’image de Ps par un plongement associe´ au syste`me
line´aire |OPs(q)|. Par exemple, une varie´te´ de Veronese de dimension 1 et d’ordre q est
une courbe rationnelle normale de degre´ q.
Bompiani a e´tudie´ dans [1] un proble`me de ge´ome´trie diffe´rentielle projective dont il
a re´duit la solution, et cette re´duction occupe presque tout l’article, a` la de´monstration
d’un cas particulier de son re´sultat principal qu’on peut e´noncer ainsi :
The´ore`me 1.5. — Les varie´te´s appartenant a` la classe Xr+1,2(q) sont les varie´te´s de
Veronese de dimension r + 1 et d’ordre q.
La de´monstration de Bompiani, par re´currence sur r, est simple et synthe´tique mais
gue`re convaincante sauf pour r = 1. Dans le doute, le second auteur [14] a de´montre´,
essentiellement par un calcul formel, le re´sultat plus fort suivant :
The´ore`me 1.6. — Soit X ⊂ PN un germe de varie´te´ lisse et q-re´gulier en x⋆ ∈ PN .
Si pour tout x ∈ X voisin de x⋆, il existe une courbe rationnelle normale de degre´ q
localement contenue dans X, qui passe par x⋆ et x, alors X est une varie´te´ de Veronese
d’ordre q.
Pour obtenir la meˆme conclusion, Bompiani suppose que l’hypothe`se de l’e´nonce´
pre´ce´dent reste ve´rifie´e si l’on remplace le point de base x⋆ par un point voisin.
Dans [14] on trouvera aussi une caracte´risation des germes de varie´te´s lisses et q-
re´guliers en x⋆ ∈ PN tels que, pour tout x ∈ X voisin de x⋆, il existe une courbe lisse,
localement contenue dansX et passant par x⋆ et x, qui engendre un q-plan. Selon l’avis de
son auteur, ce re´sultat rend plausible que, dans la De´finition 1.1, on pourrait remplacer la
premie`re proprie´te´ par la Proprie´te´ 1”) sans modifier la classe Xr+1,n(q) que l’on de´finit.
1.4. E´nonce´s des principaux re´sulats. — Notre re´sultat principal est le suivant,
voir aussi le The´ore`me 3.12 du Chapitre 3 pour un e´nonce´ plus pre´cis.
The´ore`me 1.7. — Soit X ∈ Xr+1,n(q). Si q 6= 2n − 3, ou si q = 2n − 3 et r = 1 ou
n = 2, il existe une varie´te´ X0 ⊂ P
r+n−1 de degre´ minimal n − 1, et une application
birationnelle φ : X0 99K X telle que l’image d’une section de X0 par un P
n−1 ⊂ Pr+n−1
ge´ne´rique appartienne a` CRNq(X).
Pour autant que nous le sachions, ce re´sultat est nouveau sauf dans le cas q = n− 1,
dans le cas n = 2 et dans le cas r = 1.
Dans le cas q = n− 1, on retrouve le Lemme 1.4, qui est standard. Dans le cas n = 2,
on retrouve le the´ore`me de Bompiani. Nous ne le rede´montrons pas ici. Il joue un roˆle
tre`s important dans la de´monstration du re´sultat ge´ne´ral.
5Le cas r = 1 des surfaces est particulier. Il est beaucoup plus simple pour la raison que,
dans ce cas, une courbe de X est un diviseur. La the´orie des syste`mes line´aires permet
alors de de´montrer sans trop de difficulte´s le The´ore`me 1.7. Meˆme si nous n’avons pas
trouve´ l’e´nonce´ correspondant dans la litte´rature, il est bien possible qu’il soit folklorique.
La de´monstration du The´ore`me 1.7 occupe le Chapitre 2 et le Chapitre 3. Le lecteur
de´sireux d’en avoir une ide´e peut survoler les introductions a` ces chapitres.
Le The´ore`me 1.7 sugge`re la de´finition suivante :
De´finition 1.8. — La varie´te´ X ∈ Xr+1,n(q) est standard, sous-entendu comme e´le´-
ment de Xr+1,n(q), s’il existe une varie´te´ minimale X0 ∈ Xr+1,n(n−1) et une application
birationnelle φ : X0 99K X telle que l’image d’une section de X0 par un P
n−1 ⊂ Pr+n−1
ge´ne´rique appartienne a` CRNq(X). On dit alors queX est associe´e a` X0 par l’application
φ. Elle est spe´ciale dans le cas contraire.
Avec cette terminologie, on peut re´e´crire le The´ore`me 1.7 sous la forme suivante.
Si q 6= 2n− 3, ou si r = 1 ou n = 2, toute varie´te´ de la classe Xr+1,n(q) est standard.
Une meˆme varie´te´ X peut appartenir a` plusieurs classes Xr+1,n(q) distinctes.
L’exemple de la varie´te´ de Veronese de dimension 3 et d’ordre 3 est curieux : cette
varie´te´ est un e´le´ment standard de la classe X3,2(3) et un e´le´ment spe´cial de la classe
X3,6(9), comme on le verra dans le Chapitre 6.
Si X ∈ Xr+1,n(q), nous montrerons dans le Chapitre 4 qu’un ouvert Σq(X) de l’en-
semble CRNq(X), qu’on de´finira pre´cise´ment, admet une Gr,n-structure naturelle. On
appelle ainsi le type de G-structure modele´e sur la structure infinite´simale de la grass-
mannienne Gr,n des P
n−1 de Pr+n−1. Si par exemple X0 est une varie´te´ minimale de
degre´ n− 1, c’est la structure induite par l’application qui, a` un Pn−1 ∈ Gr,n ge´ne´rique,
associe la courbe X0 ∩ Pn−1 ∈ Σn−1(X0). Nous de´montrerons :
The´ore`me 1.9. — La varie´te´ X ∈ Xr+1,n(q) est standard si et seulement si la Gr,n-
structure naturelle de Σq(X) est inte´grable.
Le Chapitre 5 peut eˆtre lu inde´pendamment du reste de l’article. Il contient la classi-
fication des varie´te´s standards, qu’on obtiendra a` partir de celle des varie´te´s minimales
et de la structure de leurs groupes de Picard. Cette classification est donne´e par le
The´ore`me 5.3, dont l’e´nonce´ est trop long pour qu’on le reproduise ici.
Le premier exemple que nous avons connu d’une varie´te´ spe´ciale nous a e´te´ commu-
nique´ par F. Russo [13]. Il s’agit de l’image de P1 × P1 × P1 par le plongement de Segre
de type (1, 1, 1). C’est une varie´te´ spe´ciale de la classe X3,3(3).
Dans le Chapitre 5, nous pre´senterons cet exemple ainsi que quelques autres, obtenant
en particulier le re´sultat suivant.
The´ore`me 1.10. — Pour tout r ≥ 2, les classes Xr+1,3(3) et Xr+1,4(5) contiennent des
varie´te´s spe´ciales.
Cet e´nonce´ ne fait qu’effleurer le proble`me tre`s inte´ressant de la classification comple`te
des varie´te´s des classes Xr+1,n(2n− 3) avec r ≥ 2 et n ≥ 3. Nous connaissons quelques
exemples encore de varie´te´s spe´ciales en plus de ceux que nous
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l’heure qu’il est, nous savons tre`s peu de choses. Nous ne savons meˆme pas s’il existe des
varie´te´s spe´ciales dans toutes ces classes.
1.5. Une relation avec les varie´te´s de genre maximal. — Pour finir, nous pre´-
sentons sans de´monstration la relation inte´ressante qui existe entre les classes Xr+1,n(q)
et les varie´te´s de genre ge´ome´trique maximal.
Soit Z ⊂ Pr+n−1 une varie´te´ projective de dimension r et de degre´ d, qui engendre
Pr+n−1. Si Z est irre´ductible et lisse, le genre ge´ome´trique de Z est la dimension g(Z)
de l’espace H0(Z,ΩrZ) des r-formes holomorphes sur Z. E´crivons
d− 1 = σ(n− 1) +m, m ∈ {1, . . . , n− 1}.
Pour une dimension r et un degre´ d donne´s, le genre ge´ome´trique de Z est au plus e´gal,
et le re´sultat est optimal, au nombre
(4) gr,n(d) = m
(
σ + 1
r + 1
)
+ (n− 1−m)
(
σ
r + 1
)
.
C’est la borne de Castelnuovo-Harris. Deux de´monstrations au moins de ce re´sultat sont
connues. La premie`re est due a` Chern et Griffiths [2] et repose sur le the´ore`me d’addition
d’Abel et un argument combinatoire inspire´ de la the´orie des tissus. La deuxie`me est due
a` Harris [9] et appartient a` la ge´ome´trie alge´brique. La formule (4) est une e´criture
le´ge`rement modifie´e de la formule de [9], page 65.
En fait, pour le proble`me qui nous inte´resse, c’est trop demander que Z soit lisse ou
meˆme que Z soit irre´ductible.
Dans [7], en supposant seulement que Z est re´duit, Griffiths associe a` toute r-forme
rationnelle ω sur Z sa trace Tr (ω), une r-forme rationnelle sur la grassmannienne Gr,n.
Il introduit l’espace des r-formes rationnelle sur Z de trace nulle. (Si Z est lisse, ce sont
les formes holomorphes sur Z.) Faute d’une terminologie traditionnelle, appelons genre
ge´ome´trique corrige´ de Z la dimension g(Z) de cet espace. On suppose de plus qu’un
Pn−1 ⊂ Pr+n−1 ge´ne´rique coupe Z en d points en position ge´ne´rale dans ce Pn−1. Sous
cette hypothe`se, on a encore l’ine´galite´ g(Z) ≤ gr,n(d).
Supposons d ≥ (r+1)(n− 1) + 2 et posons q = d− r(n− 1)− 2. On a donc q ≥ n− 1
et q = (σ − r)(n − 1) +m− 1 est la division euclidienne q = ρ(n− 1) +m− 1 de q par
(n− 1). La comparaison des formules (4) et (1) donne gr,n(d) = pir,n(q) + 1.
Le nombre pir,n(q) + 1 est le genre ge´ome´trique corrige´ maximal d’une varie´te´ de di-
mension r et de degre´ d = q+r(n−1)+2, qui engendre un espace de dimension r+n−1.
Rappelons maintenant quelques re´sultats de Harris [9] dans le cas ou` Z est irre´ductible.
Si g(Z) = gr,n(d), la varie´te´ Z est contenue dans une varie´te´ minimaleX0 ∈ Xr+1,n(n−1).
L’espace des r-formes rationnelles sur Z de trace nulle de´finit une application canonique
Z 99K Pπr,n(q) qui, c’est une proprie´te´ importante, se prolonge ≪ canoniquement≫ en une
application rationnelle cZ : X0 99K P
πr,n(q), dont l’image est de dimension r+1. (Celle-ci
ne de´pend que de la classe du diviseur Z dans le groupe de Picard de X0.) L’image d’une
section de X0 par un P
n−1 ⊂ Pr+n−1 ge´ne´rique est une courbe rationnelle normale de
degre´ q. Il en re´sulte que l’image cZ(X0) de X0 est une varie´te´ de la classe Xr+1,n(q).
Nous avons :
7The´ore`me 1.11. — Toute varie´te´ standard X ∈ Xr+1,n(q) associe´e, au sens de la
De´finition 1.8, a` une varie´te´ minimale X0 ∈ Xr+1,n(n − 1), est l’image de X0 par l’ap-
plication cZ : X0 99K P
πr,n(q) associe´e a` une varie´te´ Z ⊂ X0, de dimension r, de degre´
d = q + r(n − 1) + 2 et de genre ge´ome´trique corrige´ maximal, i.e. e´gal a` gr,n(d).
C’est essentiellement une conse´quence du The´ore`me 1.2, a` ceci pre`s qu’il faut ve´rifier
la compatibilite´ entre les points de vue de [9] et de [7]. Comme cette ve´rification fait
appel a` des notions qui ne sont pas introduites dans cet article, nous la reportons a` [12].
1.6. Remarques sur le style. — Le style de cet article est relativement e´le´mentaire.
Nous n’utilisons pas le langage de la ge´ome´trie alge´brique moderne. Une certaine fami-
liarite´ avec la ge´ome´trie projective complexe, par exemple telle qu’elle est expose´e dans
le ≪ cours pre´paratoire ≫ de Mumford [11] est suffisante pour sa lecture. Le re´dacteur
a souvent pre´fe´re´ donner une de´monstration, surtout si elle est courte, plutoˆt qu’une
re´fe´rence a` la litte´rature.
Nous espe´rons que nos re´sultats inte´resseront quelques ge´ome`tres et qu’ils ne seront
pas rebute´s par le style, qu’ils trouveront peut-eˆtre de´mode´. L’expert pourra toujours
sauter les passages qu’il juge exage´re´ment pointilleux.
Enfin, certains arguments sont inspire´s par des the´ore`mes classiques, par exemple le
the´ore`me de de´formation de Kodaira [10] ou la caracte´risation des syste`mes line´aires due
a` Enriques [3]. Compte tenu du cadre tre`s particulier de notre e´tude, il s’est toutefois
ave´re´ plus simple de s’en passer que de chercher a` savoir si d’e´ventuelles versions de ces
re´sultats pouvaient eˆtre applique´es.
2. Projections sur des varie´te´s de Veronese et applications
2.1. Introduction. — Dans tout ce chapitre, r ≥ 1, n ≥ 2, et q ≥ n − 1 sont des
entiers fixe´s. On note
q = ρ(n− 1) +m− 1
la division euclidienne de q par n− 1.
On note N l’entier pir,n(q) de´fini par la formule (1) et on se donne une varie´te´ X ⊂ PN
de la classe Xr+1,n(q).
On va obtenir des proprie´te´s importantes de X graˆce aux projections PN 99K Xai(ρi),
ρi ∈ {ρ, ρ−1}, associe´es aux de´compositions PN = ⊕
n−1
i=1 Xai(ρi) de P
N en somme directe
d’osculateurs qui apparaissent dans le Lemme 1.3.
On montrera en effet que l’image de la varie´te´X par une projection de ce type est une
varie´te´ de la classe Xr+1,2(ρi). Le point crucial est alors que ces varie´te´s sont connues.
D’apre`s le The´ore`me 1.5, ce sont des varie´te´s de Veronese d’ordre ρi.
Graˆce a` cela, on sera en mesure de montrer que X est lisse au voisinage de toute courbe
C e´le´ment d’un ouvert dense Σq(X), qu’on de´finira pre´cise´ment, de la seule composante
irre´ductible inte´ressante de CRNq(X). Ce re´sultat sera utile dans le Chapitre 3.
On montrera aussi que, pour toute courbe C ∈ Σq(X), le fibre´ normal NCX est une
somme directe de r fibre´s en droites de degre´ n − 1. C’est cette proprie´te´ qui fait que
Σq(X) admet la Gr,n-structure naturelle qu’on conside´rera dans le Chapitre 4.
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Les projections sur des varie´te´s de Veronese joueront encore un roˆle majeur dans
le Chapitre 3 pour construire, dans les cas favorables, le syste`me line´aire qui permet
d’associer X a` une varie´te´ minimale de degre´ n− 1, au sens de la De´finition 1.8.
2.2. Une re´ciproque au Lemme 1.3. — On note CRq(P
N ) la composante irre´duc-
tible de la varie´te´ de Chow des 1-cycles effectifs de degre´ q de PN qui contient, comme
ouvert dense, l’ensemble CRNq(P
N ) des courbes rationnelles normales de degre´ q.
Un e´le´ment C de CRq(P
N ) s’e´crit
C = m1C1 + · · ·+mdCd, m1, . . . ,md ∈ N
∗,
ou` Ci, i = 1, . . . , d, est une courbe irre´ductible de degre´ qi et m1q1+ · · ·+mdqd = q. De
plus, le support |C| = ∪di=1Ci du cycle C est connexe. D’autre part, les composantes Ci
sont en fait des courbes rationnelles, mais nous n’utiliserons pas cette proprie´te´.
Si X est une sous-varie´te´ alge´brique irre´ductible de PN , on note CRq(X) la sous-
varie´te´ alge´brique des e´le´ments de CRq(P
N ) dont le support est contenu dans X . La
varie´te´ d’incidence
I = {(C,x) ∈ CRq(X)×X
n, x ⊂ |C|}
est une varie´te´ projective compacte. Si X ∈ Xr+1,n(q), l’image de la projection canonique
I → Xn contient un ouvert non vide de Xn, donc est e´gale a` Xn. Le meˆme argument
montre que siX engendre un espace de dimension pir,n(q) et si l’on suppose seulement que
la premie`re proprie´te´ de la De´finition 1.1 est ve´rifie´e au voisinage d’un n-uplet a ∈ Xn,
alors la varie´te´ X appartient a` la classe Xr+1,n(q). Nous utiliserons cette remarque a`
plusieurs reprises.
On a la re´ciproque suivante au Lemme 1.3 :
Lemme 2.1. — Soit X ∈ Xr+1,n(q) et a1, . . . , an des points deux-a`-deux distincts de
Xreg tels que, pour toute permutation σ de {1, . . . , n}, on ait :
(5) 〈X〉 = (⊕mi=1Xaσ(i)(ρi))⊕ (⊕
n−1
i=m+1Xaσ(i)(ρ− 1)).
Toute courbe alge´brique connexe C ⊂ X de degre´ ≤ q qui passe par les points a1, . . . , an
est une courbe rationnelle normale de degre´ q.
Il en existe au moins une d’apre`s les remarques pre´ce´dentes.
De´monstration. — Soit d’abord p ≤ n − 1 et C′ ⊂ X une courbe alge´brique connexe
passant par au moins p points parmi a1, . . . , an, par exemple par a1, . . . , ap. Le degre´ de
la courbe C′ est au moins e´gal a` la dimension de l’espace qu’elle engendre. D’autre part,
il existe un p-uplet (b1, . . . , bp), aussi voisin qu’on veut de (a1, . . . , ap), compose´ de points
de C′reg. Selon que p est ≤ m ou est > m, on peut supposer que les osculateurs
Xb1(ρ), . . . , Xbp(ρ) ; ou Xb1(ρ), . . . , Xbm(ρ), Xbm+1(ρ− 1), . . . , Xbp(ρ− 1),
sont en somme directe projective. Dans chaque cas, la courbe C′ est lisse et donc ρi-
re´gulie`re en bi, i = 1, . . . , p, et les osculateurs correspondants C
′
bi
(ρi) ⊂ Xbi(ρi) sont en
somme directe projective. On a donc, suivant les cas :
dim 〈C′〉+ 1 ≥ p(ρ+ 1) ; ou dim 〈C′〉+ 1 ≥ m(ρ+ 1) + (p−m)ρ.
En re´sume´, une courbe alge´brique connexe qui passe par p ≤ n−1 points parmi a1, . . . , an
engendre un espace de dimension ≥ ρp+min(p,m)− 1.
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engendre un espace de dimension ≥ q d’apre`s ce qui pre´ce`de. Si elle est irre´ductible, c’est
donc une courbe rationnelle normale de degre´ q. Il reste a` montrer qu’elle est irre´ductible.
Si ce n’est pas le cas, on peut e´crire C = C′∪C′′ ou` C′ et C′′ sont des courbes connexes
de degre´ ≥ 1 et q ≥ degC = degC′ + degC′′. Si C′ passe par tous les points a1, . . . , an,
ou` meˆme par (n− 1) d’entre eux, elle est de degre´ ≥ q, ce qui est impossible.
On peut donc supposer que C′ passe par exactement p ∈ {1, . . . , n− 1} points parmi
a1, . . . , an et C
′′ par les autres. On obtient q ≥ ρn + min (p,m) + min (n − p,m) − 2.
Comme q = ρ(n− 1) +m− 1 et ρ ≥ 1, il vient m ≥ min (p,m) +min (n− p,m) et enfin,
puisque m, p et n− p sont strictement positifs, on obtient m ≥ n, une contradiction.
On a mentionne´ le re´sultat suivant dans la Section 1.1. S’il est inte´ressant en tant que
tel, il ne servira pas dans la suite.
Corollaire 2.2. — Soit X une sous-varie´te´ alge´brique irre´ductible de dimension r + 1
d’un espace projectif telle que, pour (x1, . . . , xn) ∈ Xn ge´ne´rique, il existe une courbe
irre´ductible de degre´ ≤ q, contenue dans X et passant par les points x1, . . . , xn. La
varie´te´ X engendre un espace de dimension ≤ pir,n(q). Si elle engendre un espace de
dimension pir,n(q), elle appartient a` la classe Xr+1,n(q).
De´monstration. — Soit q = ρ(n− 1) +m− 1 la division euclidienne de q par n− 1.
Dans la de´monstration pre´ce´dente, on n’a pas utilise´ le fait que X appartient a` la
classe Xr+1,n(q) mais seulement le fait que X engendre un espace de dimension pir,n(q)
et ve´rifie la proprie´te´ (5). Il suffit donc, pour de´montrer le corollaire, de montrer que X
engendre un espace de dimension ≤ pir,n(q) et que, si X engendre un espace de dimension
pir,n(q), la proprie´te´ (5) est ve´rifie´e pour (a1, . . . , an) ∈ X
n ge´ne´rique.
On fait l’hypothe`se, plus faible que celle de l’e´nonce´, que pour (x1, . . . , xn) ∈ Xn
ge´ne´rique, il existe une courbe irre´ductible, engendrant un espace de dimension ≤ q,
contenue dansX et passant par x1, . . . , xn. On adapte la de´monstration du The´ore`me 1.2.
Soit a = (a1, . . . , an) un n-uplet de points deux-a`-deux distincts de Xreg tels que
l’hypothe`se pre´ce´dente soit ve´rifie´e pour tout x ∈ Xn voisin de a. On peut imposer au
n-uplet a de ve´rifier la proprie´te´ (ge´ne´rique) suivante : pour toute permutation σ de
{1, . . . , n}, la dimension de l’espace engendre´ par les osculateurs
Xaσ(1)(ρ), . . . , Xaσ(m)(ρ), Xaσ(m+1)(ρ− 1), . . . Xaσ(n−1)(ρ− 1),
est maximale, parmi celles qu’on peut obtenir quand a de´crit Xnreg.
Il suffit maintenant de conside´rer le cas ou` la permutation σ est l’identite´. Notons
Xai(ρi) les osculateurs qui interviennent, i = 1, . . . , n−1. Les courbes C, dont on suppose
l’existence, qui passent par a1, . . . , an−1 et un point x voisin de an recouvrent un voisinage
de an dans X donc engendrent 〈X〉. D’autre part, une telle courbe C e´tant fixe´e, l’espace
de dimension ≤ q qu’elle engendre est aussi engendre´ par ses osculateurs Cbi(ρi), pour
b = (b1, . . . , bn−1) ∈ Cn−1reg ge´ne´rique. Elle est donc contenue dans l’espace engendre´ par
les osculateursXbi(ρi). En faisant tendre b vers a et compte tenu des conditions impose´es
au n-uplet a, on obtient qu’elle est contenue dans l’espace engendre´ par les osculateurs
Xai(ρi). On conclut comme a` la fin de la de´monstration du The´ore`me 1.2.
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2.3. Objets admissibles ; notations. — Plutoˆt que d’abuser du mot ge´ne´rique, on
introduit une terminologie et des notations qui seront d’un usage courant dans la suite.
Quand on parle d’un p-uplet a = (a1, . . . , ap) de points, il est sous-entendu que ces
points sont deux-a`-deux distincts (1).
Abusivement, on confondra souvent un p-uplet a et l’ensemble {a1, . . . , ap} sous-jacent
en s’autorisant des notations telles que a ⊂ C ou b ⊂ a... Si a est un p-uplet et b un
q-uplet disjoint de a, (a, b) de´signe le (p+ q)-uplet obtenu par juxtaposition.
De´finition 2.3. — Un n-uplet a = (a1, . . . , an) ∈ Xn est admissible si a ∈ Xnreg et si,
pour toute permutation σ de {1, . . . , n}, on a :
PN = (⊕mi=1Xaσ(i)(ρ))⊕ (⊕
n−1
i=m+1Xaσ(i)(ρ− 1)).
De fac¸on e´quivalente, a1, . . . , an sont des points deux-a`-deux distincts de Xreg et, pour
toute permutation σ de {1, . . . , n}, les courbes C ∈ CRNq(X) qui passent par les points
aσ(1), . . . , aσ(n−1) recouvrent un voisinage de aσ(n).
Ce sont en fait des proprie´te´s de l’ensemble sous-jacent a` a. Le fait qu’elles sont
e´quivalentes re´sulte de la de´monstration du The´ore`me 1.2 et du Lemme 2.1.
On e´tend la notion d’eˆtre admissible a` d’autres objets :
De´finition 2.4. — Si 1 ≤ p ≤ n − 1, un p-uplet a ∈ Xp est admissible si on peut
le comple´ter en un n-uplet admissible (a, b). Une courbe C de X est admissible si C
appartient a` CRNq(X) et contient un n-uplet admissible.
On utilisera syste´matiquement les notations suivantes.
– X
(p)
adm est l’ouvert dense de X
p des p-uplets admissibles de X . On note Xadm au lieu
de X
(1)
adm. C’est l’ensemble des points admissibles de X .
– Si a ∈ X
(p)
adm et p + p
′ ≤ n, on note X
(p′)
adm(a) l’ouvert dense de X
p′ de´fini par
la formule X
(p′)
adm(a) = {b ∈ X
p′ , (a, b) est admissible}. On note Xadm(a) au lieu de
X
(1)
adm(a).
– Σq(X) est l’ensemble des courbes admissibles de X .
– Σq(X ;a) est l’ensemble des courbes C ∈ Σq(X) qui contiennent le p-uplet a.
Le fait que X
(p′)
adm(a) est un ouvert dense de X
p′ se ve´rifie sans difficulte´.
Conside´rons l’exemple fondamental d’une varie´te´ X ∈ Xr+1,2(q), autrement dit d’une
varie´te´ de Veronese d’ordre q. Dans ce cas, Xadm = X et Xadm(a) = X\{a} pour tout
a ∈ X . Tout 2-uplet de X est admissible et Σq(X) = CRNq(X) = CRq(X) est une
varie´te´ compacte lisse de dimension 2r. Un isomorphisme de Veronese Pr+1 → X induit
un isomorphisme de la paire (Pr+1,Σ1(P
r+1)), ou` Σ1(P
r+1) est la grassmannienne Gr,2
des droites de Pr+1, sur la paire (X,Σq(X)). Les proprie´te´s de la seconde paire qu’on
utilisera sont simplement des traductions de proprie´te´s bien connues de la premie`re.
1. Les p-uplets avec p ≥ 2 seront toujours note´s par des minuscules latines grasses a, â, x, x̂ . . ..
11
2.4. Projections sur une varie´te´ de Veronese. — On sait que, si n = 2, X est une
varie´te´ de Veronese d’ordre q. On suppose maintenant n ≥ 3.
De´finition 2.5. — Une ponde´ration est un e´le´ment (ρ1, . . . , ρn−1) de N
n−1 tel qu’on
ait ρi = ρ pour m et ρi = ρ− 1 pour n− 1−m valeurs de i ∈ {1, . . . , n− 1}.
Une ponde´ration e´tant fixe´e, si p ∈ {1, . . . , n − 2} et si max(ρp+1, . . . , ρn−1) ≥ 1, on
associe a` tout p-uplet admissible a = (a1, . . . , ap) les projections θa de centre la somme
directe ⊕pi=1Xai(ρi). On dit que θa est une projection osculatrice associe´e a` a.
La condition max(ρp+1, . . . , ρn−1) ≥ 1 est la` pour e´viter des projections dont la res-
triction a` X de´ge´ne`re. On pourra toujours supposer sans dommage qu’on a ρn−1 ≥ 1.
On conside`re d’abord des projections osculatrices associe´es a` des (n − 2)-uplets ad-
missibles. Ce sont de loin les plus importantes.
Pour fixer les ide´es, on choisit dans ce chapitre, sauf la dernie`re section, la ponde´ration
(6) (ρ1, . . . , ρn−1) = (ρ− 1, . . . , ρ− 1, ρ, . . . , ρ),
(on utilisera les deux notations) mais on aurait un re´sultat analogue au suivant pour
une ponde´ration ge´ne´rale avec ρn−1 ≥ 1, la projection de X e´tant alors une varie´te´ de
Veronese d’ordre ρn−1.
Le re´sultat suivant est l’outil-cle´ pour toute la suite.
Proposition 2.6. — Soit a un (n−2)-uplet admissible de X et θa une projection oscu-
latrice associe´e. Elle induit une application birationnelle θa : X 99K X
′, ou` X ′ = θa(X)
est une varie´te´ de Veronese d’ordre ρ, et un diffe´omorphisme de Xadm(a) sur son image.
Si x ∈ X
(2)
adm(a), il existe un seul cycle C ∈ CRq(X) qui contient (a,x). Il appartient
a` Σq(X ;a) et θa(C) est l’unique e´le´ment de Σρ(X
′) qui contient θa(x). De plus, la
projection θa est de´finie comme morphisme au voisinage de C\a et θa : C\a → θa(C)
est la restriction d’un isomorphisme de C sur θa(C).
De´monstration. — Comme a = (a1, . . . , an−2) est fixe´, on ne note pas a en indice. On
conside`re une projection de centre Q = ⊕n−2i=1 Xai(ρi), soit
(7) θ : PN 99K Xc(ρ),
ou` c ∈ Xadm(a). Bien suˆr le choix de la cible est sans importance.
On note X ′ l’image θ(X) de X et θ : X 99K X ′ l’application induite (2). Comme
〈X〉 = PN , on a 〈X ′〉 = Xc(ρ), donc dim 〈X ′〉 = pir,2(ρ).
Soit x = (x1, x2) ∈ X
(2)
adm(a). Comme P
N = Q ⊕ Xx1(ρ), la projection θ induit un
diffe´omorphisme local du germe de X en x1 sur un germe lisse et ρ-re´gulier X˜
′ ⊂ X ′ en
θ(x1), de dimension r + 1. On ne sait pas si X
′ est lisse aux points θ(x1) et θ(x2) mais
c’est bien suˆr vrai pour un choix ge´ne´rique de x ∈ X
(2)
adm(a).
2. Soit X̂ une varie´te´ irre´ductible et θ : X̂ 99K Pm une application rationnelle. Celle-ci est de´finie
comme morphisme sur un ouvert dense X̂′ de X̂ . Suivant l’usage, si X est une sous-varie´te´ irre´ductible
de X̂ et si X ∩ X̂′ est non vide, on note θ(X) l’adhe´rence de Zariski de θ(X ∩ X̂′) et θ : X 99K θ(X) l’
application rationnelle induite par la restriction de θ a` X ∩ X̂′.
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Soit C un e´le´ment de CRq(X) qui contient (a,x). Compte tenu du Lemme 2.1, C est
une courbe admissible. Elle n’est pas contenue dans Q et d’apre`s ce qui pre´ce`de, θ(C)
est une courbe irre´ductible C′ ⊂ X ′.
Si H ′ est un hyperplan de Xc(ρ) et H = Q⊕H ′, la courbe C coupe H en ai avec au
moins la multiplicite´ ρi + 1, i = 1, . . . , n− 2. Le degre´ de son image C′ est donc majore´
par q −
∑n−2
i=1 (ρi + 1), c’est-a`-dire par ρ. D’autre part, l’image du germe de C en x1 est
un germe de courbe lisse contenu dans le germe ρ-re´gulier X˜ ′ et donc ρ-re´gulier. Ainsi
C′ est une courbe ρ-re´gulie`re de degre´ ≤ ρ, une courbe rationnelle normale de degre´ ρ.
Comme les courbes C et C′ sont lisses, l’application rationnelle induite θ : C 99K C′
est en fait un morphisme qu’on note θC : C → C′, pour e´viter les confusions (θC(a)
de´pend de C). Reprenons le de´compte de C ∩H . On a C ∩Q = a, sinon on trouverait
que le degre´ de C′ est au plus ρ− 1, et comme le cardinal de C ∩ (H\Q) est ≤ ρ, θC est
un isomorphisme. En re´sume´,
la projection θ est de´finie comme morphisme au voisinage de C\a et sa restriction a`
C\a se prolonge en un isomorphisme de C sur θ(C), un e´le´ment de CRNρ(X ′).
Dans le raisonnement qu’on vient de faire, x ∈ X
(2)
adm(a) e´tait quelconque et, comme
on a dit, pour x voisin d’un 2-uplet x0 bien choisi, les deux points distincts θ(x1) et
θ(x2) appartiennent a` X
′
reg. Ainsi, pour toute paire (x
′
1, x
′
2) d’un ouvert non vide de X
′2,
il existe une courbe C′ ∈ CRNρ(X ′) qui passe par x′1 et x
′
2. Comme X
′ engendre un
espace de dimension pir,2(ρ), X
′ est une varie´te´ de la classe Xr+1,2(ρ). Compte tenu du
The´ore`me 1.5,
X ′ est une varie´te´ de Veronese d’ordre ρ, en particulier X ′ est lisse.
Soit x1, x2 ∈ Xadm(a). Comme Xadm(a, x1) et Xadm(a, x2) sont des ouverts denses
de X , on peut conside´rer un point x0 de X tel que les n-uplets x1 = (a, x0, x1) et
x2 = (a, x0, x2) soient admissibles. Soit C1, C2 ∈ CRq(X) des cycles qui contiennent
respectivement x1 et x2. Compte tenu du Lemme 2.1, ce sont des courbes admissibles.
Si θ(x1) = θ(x2), les courbes admissibles C1 et C2 ont la meˆme image par θ, la courbe
C′ ∈ CRNρ(X ′) qui passe par θ(x0) et θ(x1) = θ(x2). Ainsi C1 et C2 ont le meˆme germe
en x0, donc C1 = C2. Comme la restriction de θ a` C1\a est injective, on obtient x1 = x2.
Ceci montre que la restriction de θ a` Xadm(a) est injective. Comme elle est de rang
constant r + 1, c’est un diffe´omorphisme de Xadm(a) sur son image dans X
′. En parti-
culier, θ : X 99K X ′ est birationnelle.
Ceci montre aussi que, pour tout x ∈ X
(n)
adm, il existe un et un seul cycle C ∈ CRq(X),
ne´cessairement un e´le´ment de CRNq(X), dont le support contient x.
2.5. Une traduction et une premie`re application. — La Proposition 2.6 a une
jumelle qu’on obtient en composant l’application osculatrice θa : X 99K X
′ avec l’inverse
d’un isomorphisme de Veronese de Pr+1 sur X ′.
Proposition 2.7. — Soit n ≥ 3, X une varie´te´ de la classe Xr+1,n(q) et a un (n− 2)-
uplet admissible de X. Il existe une application birationnelle pia : X 99K P
r+1, telle pia(C)
est une droite de Pr+1 pour toute courbe C ∈ Σq(X ;a).
L’application pia induit un diffe´omorphisme de Xadm(a) sur son image dans P
r+1 et
si C ∈ Σq(X ;a), pia est un morphisme au voisinage de C\a dont la restriction a` C\a
se prolonge en un isomorphisme de la courbe C sur la droite pia(C).
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On dira aussi que l’application birationnelle pia : X 99K P
r+1 est associe´e a` a. Elle
est de´termine´e a` la composition a` gauche pre`s par un automorphisme de Pr+1. Selon la
situation on utilisera la Proposition 2.6 ou la Proposition 2.7.
L’un des points de la Proposition 2.6 s’e´nonce sans re´fe´rence a` une projection oscula-
trice. Si x ∈ X
(n)
adm, un seul e´le´ment de CRq(X) contient x, c’est une courbe admissible.
L’adhe´rence de Zariski Σq(X) de Σq(X) dans CRq(X) est donc la seule composante Z
de CRq(X), telle que la projection {(C,x) ∈ Z ×Xn, x ⊂ |C|n} → Xn soit surjective.
Conside´rons la varie´te´ d’incidence I = {(C,x) ∈ Σq(X) × Xn, x ⊂ |C|} et la pro-
jection p : I → Xn. L’image re´ciproque d’un e´le´ment x ∈ X
(n)
adm est re´duite a` un point.
Il en re´sulte qu’il existe une et une seule composante irre´ductible I0 de I telle que le
morphisme induit p : I0 → Xn soit surjectif. Pour la meˆme raison, c’est une applica-
tion birationnelle, dont l’inverse p−1 : Xn 99K I0 n’a pas de point d’inde´termination sur
l’ouvert lisse X
(n)
adm. On a donc le re´sultat suivant.
Lemme 2.8. — L’adhe´rence de Zariski Σq(X) de l’ensemble Σq(X) des courbes admis-
sibles de X est la seule composante irre´ductible de CRq(X) qui ve´rifie que, pour x ∈ X
n,
il existe un e´le´ment de cette composante dont le support contient x. L’application
(8) γ : X
(n)
adm → Σq(X),
qui a` tout x ∈ X
(n)
adm associe l’unique cycle C ∈ CRq(X) dont le support contient x, en
fait une courbe admissible, est analytique et ouverte.
2.6. Applications. — Comme on ne fait pas d’hypothe`se de re´gularite´ sur X , on
pre´fe`re dans un premier temps voir X comme une sous-varie´te´ de PN et Σq(X) comme
une sous-varie´te´ de la varie´te´ lisse (non ferme´e) CRNq(P
N ).
On s’inte´resse a` l’application analytique et ouverte γ : X
(n)
adm → Σq(X), de´finie dans
le lemme pre´ce´dent.
Si â ∈ X
(n)
adm, l’espace tangent a` la varie´te´ lisse CRNq(P
N ) en γ(â) s’identifie a` un
sous-espace, en fait a` tout l’espace mais ce n’est pas important ici, de l’espace des
sections analytiques globales du fibre´ normal Nγ(â)P
N a` γ(â) dans PN , qu’on note
H0(γ(â), Nγ(â)P
N ). Dans la suite, on fait cette identification :
Tγ(â)CRNq(P
N ) ⊂ H0(γ(â), Nγ(â)P
N ).
Rappelons comment elle s’interpre`te.
Soit Λ un germe de varie´te´ lisse et v : Λ → CRNq(PN ) une application analytique.
Quitte a` choisir le repre´sentant Λ assez petit, il existe un rele`vement V : Λ × P1 → PN
de v, c’est-a`-dire une application analytique telle que, pour λ ∈ Λ fixe´, l’application
Vλ : t 7→ V (λ, t) est un isomorphisme de P
1 sur la courbe v(λ).
La diffe´rentielle dv(λ) : TλΛ → Tv(λ)CRNq(P
N ) de v en λ ∈ Λ, associe a` ν ∈ TλΛ la
section de Nv(λ)P
N donne´e par :
(9) p ∈ v(λ), (dv(λ) · ν)(p) =
∂V
∂λ
(λ, V −1λ (p)) · ν modulo Tpv(λ).
On ve´rifie sans peine, et c’est bien connu, que le re´sultat ne de´pend pas du rele`vement
choisi et qu’il est local. On entend par la` que si p0 ∈ v(λ0), pour calculer la section
dv(λ0)·ν au voisinage de p0 dans v(λ0), un rele`vement local de v suffit, i.e. une application
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analytique V : Λ × ω → PN , ou` ω est un voisinage d’un point t0 ∈ P1, telle qu’on ait
V (λ0, t0) = p0 et que, pour tout λ ∈ Λ, t 7→ V (λ, t) soit un plongement Vλ : ω → v(λ).
Dans cette section, on de´montre un re´sultat sur la re´gularite´ de la varie´te´ X et un
autre sur la re´gularite´ et la structure de la varie´te´ Σq(X) des courbes admissibles. Les
de´monstrations reposent sur la conside´ration de certaines applications partielles induites
par l’application γ de´finie par (8) et sur la Proposition 2.7.
On de´crit la situation mode`le. On se donne un n-uplet admissible
â = (a1, . . . , an),
qu’on note aussi
â = (a, b), a = (a1, . . . , an−2), b = (b1, b2).
Soit pi : X 99K Pr+1 une application birationnelle associe´e a` a. On note b′ = pi(b),
c’est-a`-dire b′1 = pi(b1), b
′
2 = pi(b2). On introduit les germes d’applications
(10) v : (X2, b)→ CRNq(P
N ), l : ((Pr+1)2, b′)→ CRN1(P
r+1),
ou` v(x) = γ(a,x) pour x voisin de b et l(x′) est la droite qui contient x′, pour x′ voisin
de b′. On introduit des germes de rele`vements de v et de l
(11) V : (X2, b)× P1 → PN , L : ((Pr+1)2, b′)× P1 → Pr+1.
On les choisit normalise´s de fac¸on concordante. Par exemple, on se donne un troisie`me
point b3 ∈ Xadm(a) ∩ γ(â) et on impose les conditions de normalisation
(12) V (x, tk) ∈ Ybk , L(x, tk) ∈ pi(Ybk), k = 1, 2, 3,
ou` Ybk est un germe d’hypersurface lisse donne´ transverse a` la courbe γ(â) en bk et par
exemple (t1, t2, t3) = (1, 0,∞).
Comme le morphisme v(x)\a → l(pi(x)) induit par pi est la restriction d’un isomor-
phisme de v(x) sur l(pi(x)) et compte tenu de la concordance des rele`vements, on a :
(13) V (x, t) /∈ a ⇒ pi(V (x, t)) = L(pi(x), t).
Cette remarque est suffisante pour de´montrer le re´sultat suivant, qui sera important
dans le Chapitre 3. Il implique en particulier que le nombre d’intersection Y ·C est bien
de´fini, si Y est une hypersurface de X et C 6⊂ Y une courbe admissible.
The´ore`me 2.9. — Une varie´te´ X ∈ Xr+1,n(q) est lisse au voisinage de toute courbe
admissible de X. Tout n-uplet de points deux-a`-deux distincts d’une courbe admissible
est admissible. L’ouvert Xadm des points admissibles de X est donc aussi la re´union des
courbes admissibles de X.
De´monstration. — On conside`re la situation qu’on vient de de´crire en pre´ambule a`
l’e´nonce´ et on conserve ses notations, en particulier (11). Il est commode de choisir
la normalisation (12) des rele`vements normalise´s concordants V et L.
Comme un point admissible appartient a` Xreg, il suffit, pour de´montrer la premie`re
partie de l’e´nonce´, de montrer que X est lisse au voisinage de tout point p0 ∈ γ(â)\â.
Notons Y pour Yb2 , Y
′ pour pi(Yb2 ) et :
V⋆(y, t) = V (b1, y, t), L⋆(y
′, t) = L(b′1, y
′, t), y ∈ Y, y′ ∈ Y ′, t ∈ P1\{0}.
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Soit p0 = V (b, t0) ∈ γ(â)\â donc avec t0 6= 0. L’application L⋆ est de rang constant r+1.
Compte tenu de l’e´galite´ (13), il en de´coule que (y, t) 7→ pi(V⋆(y, t)) est de rang maximal
r+1 en (b2, t0). On en de´duit d’abord que (y, t) 7→ V⋆(y, t) est de rang maximal r+1 au
meˆme point donc parame`tre un germe de varie´te´ lisse X˜ ⊂ X en p0, de dimension r+1,
ensuite que la restriction de pi a` X˜ est de rang r+1 en p0, donc induit un diffe´omorphisme
local de X˜ sur son image dans Pr+1.
En particulier, l’image de X˜ contient un voisinage U de pi(p0) dans P
r+1. Si X˜ n’e´tait
pas le germe de X en p0, il existerait en p0 un autre germe X˘ ⊂ X de varie´te´ de dimension
r+1 et, dans la situation qu’on conside`re, l’image de X˘ contiendrait un ouvert non vide de
U puisque pi : X 99K Pr+1 est dominante, en contradiction avec le fait que pi : X 99K Pr+1
est birationnelle.
Pour de´montrer la deuxie`me partie de l’e´nonce´ il suffit, dans la meˆme situation, de
montrer que le n-uplet (a, p0, b2) est admissible. Le re´sultat annonce´, que tout n-uplet
de γ(â) est admissible, en de´coule par ite´ration et en changeant de (n− 2)-uplet a.
Comme p0 ∈ Xreg, compte tenu de la De´finition 2.3 et par syme´trie, il suffit de montrer
que les courbes admissibles qui passent par a et b2 recouvrent un voisinage de p0, ce
qu’on vient de faire, et que les courbes admissibles qui passent par a et p0 recouvrent un
voisinage de b2, ce qui maintenant est clair, puisque les droites qui passent par pi(p0) et
un point voisin de b′1 recouvrent un voisinage de b
′
2.
On revient a` la situation mode`le de´crite avant l’e´nonce´ pre´ce´dent (3). On s’inte´resse
maintenant aux de´rive´es des applications (10),
dv(b) : TbX
2 → Tv(b)CRNq(P
N ), dl(b′) : Tb′(P
r+1)2 → Tl(b′)CRN1(P
r+1),
en b et en b′ = pi(b). Les proprie´te´s de dl(b′) sont connues, elles concernent la grass-
mannienne des droites de Pr+1. D’autre part, en de´rivant l’identite´ de (13) en b, dans la
direction ν ∈ TbX
2, voir aussi la formule (9), on obtient la relation
(14) p ∈ v(b)\a, dpi(p) · ((dv(b) · ν)(p)) = (dl(b′) · ν′))(pi(p)),
ou` ν = (ν1, ν2) ∈ T(b1,b2)(X ×X) et ν
′ = (dpi(b1) · ν1, dpi(b2) · ν2).
Notons l la droite l(b′). Le fibre´ normal NlP
r+1 est une somme directe de r fibre´s en
droites de degre´ 1. On a :
ker dl(b′) = T(b′1,b′2)(l × l), im dl(b
′) = H0(l, NlP
r+1).
Une section globale non nulle de NlP
r+1 s’annule au plus en un point, simplement.
Notons C la courbe γ(â) = v(b). Pour tout p ∈ C\a, l’application birationnelle
pi : X 99K Pr+1 induit un diffe´omorphisme local au voisinage de p. La de´rive´e dpi(p)
induit des isomorphismes de TpX sur Tπ(p)P
r+1 et de TpC sur Tπ(p)l, donc aussi de la
fibre (NCX)p de NCX en p sur la fibre (NlP
r+1)π(p) de NlP
r+1 en pi(p). Cette remarque
s’applique en particulier a` la relation (ν′1, ν
′
2) = (dpi(b1) · ν1, dpi(b2) · ν2).
Du coˆte´ de dv(b), on a :
ker dv(b) = T(b1,b2)(C × C), im dv(b) ⊂ H
0(C,NCX) ⊂ H
0(C,NCP
N ).
3. Le re´sultat qu’on a en vue est important seulement dans le Chapitre 4. Les conside´rations qui
suivent ne servent pas dans la de´monstration du The´ore`me 1.7.
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La premie`re relation re´sulte des proprie´te´s de dl(b′) et de (14), la seconde rappelle qu’on a
identifie´ TC CRN(P
N ) a` un sous-espace deH0(C,NCP
N) et queX est lisse au voisinage de
C. Il re´sulte encore de (14) qu’on a un isomorphisme φ : im dv(b)→ im dl(b′), compatible
avec l’action naturelle de dpi(p) : (NCX)p → (NlPr+1)π(p) en dehors de a. On a donc un
isomorphisme
(15) φ : im dv(b)→ H0(l, NlP
r+1) ; φ(ξ)(pi(p)) = dpi(p) · ξ(p) si p ∈ C\a.
On a presque obtenu le lemme suivant, dont l’e´nonce´ ne fait plus re´fe´rence aux applica-
tions osculatrices. Rappelons qu’une section non nulle de NCX engendre un sous-fibre´
en droites  L(ξ) de NCX dont elle est une section
(4).
Lemme 2.10. — Soit C une courbe admissible de X et â = (a1, . . . , an) un n-uplet
de C. Pour i = 1, . . . , n, soit Ei ⊂ H0(C,NCX) l’image de la restriction de la de´rive´e
dγ(â) au sous-espace {0} × · · · × {0} × TaiX × {0} × · · · × {0} de TâX
n. On a :
1. pour tout i ∈ {1, . . . , n} l’espace Ei est de dimension r et une section non nulle
ξ ∈ Ei de NCX s’annule simplement aux points de â\{ai} et nulle part ailleurs ;
2. pour tout i, j ∈ {1, . . . , n} et toute section non nulle ξ ∈ Ei, il existe une section
non nulle η ∈ Ej qui de´finit le meˆme sous-fibre´ en droites de NCX :  L(η) =  L(ξ).
De´monstration. — Par syme´trie, on peut supposer i = n. Notons an = b2. Si an−1 = b1,
on retrouve la situation mode`le et En ⊂ H0(C,NCX) est aussi l’image de la restriction
de dv(b) au sous-espace {0}×Tb2X de TbX
2. Compte tenu de (15), En est de dimension
r et une section non nulle ξ ∈ En de NCX s’annule en a1, . . . , an−2, simplement en an−1
et nulle part ailleurs. Par syme´trie, on obtient la premie`re partie de l’e´nonce´.
La seconde partie est e´vidente si i = j. Par syme´trie, on peut supposer i = n, j = n−1
et retrouver la situation mode`le. Soit ξ ∈ En une section non nulle de NCX . Son image
ξ′ = φ(ξ) engendre un sous-fibre´ en droite  L(ξ′) de NlP
r+1, de degre´ 1, et l’image de
dl(b′) contient les sections de ce fibre´. Soit η′ une section non nulle de  L(ξ′) qui s’annule
en b′1 = pi(an−1). Comme φ est un isomorphisme et compte tenu de (15), η
′ = φ(η) pour
un η ∈ En−1. D’autre part η est une section de  L(ξ) d’apre`s (15). D’ou` la seconde partie
du lemme.
La conse´quence suivante est importante.
The´ore`me 2.11. — La varie´te´ alge´brique Σq(X) est de dimension rn et l’ouvert dense
Σq(X) des courbes admissibles de X est contenu dans sa partie lisse.
Pour toute courbe admissible C de X, son fibre´ normal NCX est une somme directe
de r sous-fibre´s en droites de degre´ n− 1 et TCΣq(X) = H0(C,NCX).
Si a est un p-uplet de C, l’ensemble Σq(X ;a) des courbes admissibles qui contiennent
a est une sous-varie´te´ lisse de dimension (n− p)r de Σq(X) et TCΣq(X ;a) est l’espace
des sections de NCX qui s’annulent sur a.
4. Rappelons pourquoi. Au voisinage d’un ze´ro d’ordre p ≥ 1 de ξ, on identifie C a` un voisinage de
0 ∈ C et on e´crit ξ(t) = tpe(t) ; alors e de´finit un fibre´ en droites sur un voisinage U de 0, qui prolonge
celui que ξ de´finit sur U\{0}.
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De´monstration. — L’application γ : X
(n)
adm → Σq(X) est ouverte donc l’image du germe
de X
(n)
adm en un point est le germe de Σq(X) au point image. Compte tenu du the´ore`me
du rang, il suffit, pour montrer que Σq(X) est lisse de dimension rn, de montrer que
l’application γ : X
(n)
adm → CRNq(P
N ) est de rang constant rn.
Soit â ∈ X
(n)
adm. Notons C = γ(â) et
E = im dγ(â) ⊂ H0(C,NCX).
On de´finit les sous-espaces E1, . . . , En de E comme dans le lemme pre´ce´dent. Ils sont de
dimension r et E =
∑n
i=1Ei. Cette somme est directe : si ξi ∈ Ei, et
∑n
i=1 ξi = 0, on
ve´rifie que chaque terme s’annule en a1, . . . , an, donc est nul d’apre`s la premie`re partie
du Lemme 2.10. On a donc
E = ⊕ni=1Ei.
Ceci donne en particulier la premie`re partie de l’e´nonce´.
La premie`re partie du Lemme 2.10 montre aussi que, pour tout i ∈ {1, . . . , n}, la fibre
Ei(p) = {ξ(p), ξ ∈ Ei} de Ei ve´rifie Ei(p) = (NCX)p si p ∈ C\â ou si p = ai. Il en
re´sulte que la fibre E(p) de E est de dimension r pour tout p ∈ C.
Pour de´terminer la structure de NCX , partons par exemple d’une base (ξ
α)rα=1 de
En. Pour chaque α, le fibre´  L(ξ
α) engendre´ par ξα est de degre´ n− 1. Les espaces
Fα = H0(C,  L(ξα)) ⊂ H0(C,NCX), α = 1, . . . , r,
sont de dimension n et e´videmment en somme directe. Pour α fixe´ et compte tenu de la
seconde partie du Lemme 2.10, il existe, pour tout i ∈ {1, . . . , n} une section non nulle
ηαi ∈ Ei de  L(ξ
α). Les sections ηα1 , . . . , η
α
n ∈ E sont line´airement inde´pendantes donc
engendrent Fα. En particulier Fα ⊂ E.
Ceci montre que E = ⊕rα=1F
α puisque le premier membre contient le second et que
les deux membres ont la meˆme dimension. Comme les fibres de E sont de dimension r,
les fibre´s  L(ξ1), . . . ,  L(ξr) sont en somme directe comme sous-fibre´s de NCX . On obtient
que NCX = ⊕rk=1  L(ξ
k) est une somme directe de fibre´s en droites de degre´ n− 1 et que
E = H0(C,NCX). Ceci de´montre la deuxie`me partie de l’e´nonce´.
Si 1 ≤ p ≤ n − 1, exactement le meˆme argument qu’au de´but de la de´monstration,
applique´ a` la restriction de γ a` {(a1, . . . , ap)}×X
(n−p)
adm (a1, . . . , ap), montre que la varie´te´
Σq(X ; a1, . . . , ap) est lisse et que son espace tangent en C est donne´ par
TCΣq(X ; a1, . . . , ap) = ⊕
n
i=p+1Ei.
Il est de dimension (n− p)r. Comme NCX est une somme directe de fibre´s en droites de
degre´ n−1, l’espace de ses sections qui s’annulent en a1, . . . , ap est de dimension (n−p)r
et donc TCΣq(X ; a1, . . . , ap) est e´gal a` cet espace.
Finissons par une remarque. On obtient des ≪ cartes locales ≫ de Σq(X) au voisinage
de la courbe C = γ(â) en choisissant, pour i = 1, . . . , n, un germe d’hypersurface lisse
Yi ⊂ X , transverse a` C en ai. La restriction de γ,
γ|Y1×···×Yn : ⊓
n
i=1Yi → Σq(X)
est, compte tenu de ce qui pre´ce`de, un diffe´omorphisme local. De meˆme, si 1 ≤ p ≤ n−1,
sa restriction ⊓pi=1{ai} × ⊓
n
i=p+1Yi → Σq(X ; a1, . . . , ap) est un diffe´omorphisme local.
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2.7. Projections osculatrices ge´ne´rales. — On de´montre l’analogue de la Propo-
sition 2.6 pour une projection osculatrice associe´e a` un point admissible ponde´re´ de X .
Par composition de telles projections, le re´sultat couvre en fait le cas d’une projection
osculatrice ge´ne´rale. On se donne une ponde´ration
(ρ1, . . . , ρn−1), avec ρn−1 ≥ 1.
Proposition 2.12. — On suppose n ≥ 3. Soit a ∈ Xadm et θa une projection osculatrice
de centre Xa(ρ1). La varie´te´ θa(X) appartient a` la classe Xr+1,n−1(q − (ρ1 + 1)) et
θa : X 99K θa(X) est birationnelle et induit un diffe´omorphisme de Xadm(a) sur son
image, contenue dans θa(X)adm. Si b ∈ X
(n−1)
adm (a), alors θa(b) ∈ θa(X)
(n−1)
adm .
De´monstration. — Soit (a, b) un n-uplet admissible avec b = (b2, . . . , bn). On peut choi-
sir la cible de la projection θa, soit :
θa : P
N
99K ⊕n−1i=2 Xbi(ρi).
On note θ = θa, X
′ = θ(X) et q′ = q − (ρ1 + 1).
Le de´but est une re´pe´tition de la de´monstration de la Proposition 2.6. A` de´faut d’eˆtre
clair, on essaiera d’eˆtre bref.
L’image X ′ de X engendre un espace de dimension pir,n−1(q
′) et pour i = 2, . . . , n,
l’application θ : X 99K X ′ induit un diffe´omorphisme local du germe de X en bi sur un
germe lisse et ρ′-re´gulier X ′i ⊂ X
′ en bi, de dimension r + 1. On a choisi la cible de telle
sorte que (X ′i)bi(ρi) = Xbi(ρi).
Si un hyperplan H contient Xa(ρ1), une courbe C ∈ Σq(X ; a) coupe H au moins a`
l’ordre (ρ1 + 1) en a. Le degre´ de C
′ = θ(C) est donc ≤ q′. D’autre part, pour tout
i ∈ {2, . . . , n − 1}, l’image C′i du germe de C en bi est un germe lisse donc ρ
′-re´gulier
en bi et les osculateurs (C
′
i)bi(ρi) sont en somme directe projective. Il en re´sulte que C
′
engendre un espace de dimension ≥ q′. Finalement C′ ∈ CRNq′(X
′).
En faisant varier b, on obtient que X ′ appartient a` la classe Xr+1,n−1(q′).
Pour montrer que, si b ∈ X
(n−1)
adm (a), alors θ(b) = b est un (n− 1)-uplet admissible de
X ′, il suffit, voir la De´finition 2.3, de montrer que b est contenu dans X ′reg. On utilise les
re´sultats obtenus sur les projections osculatrices associe´es a` un (n− 2)-uplet admissible
pour le ve´rifier. C’est la raison pour laquelle on n’a pas traite´ d’emble´e les projections
osculatrices ge´ne´rales.
Il suffit de montrer que bn−1 ∈ X ′reg. Soit φ la projection⊕
n−1
i=2 Xbi(ρi) 99K Xbn−1(ρn−1)
de centre ⊕n−2i=2 Xbi(ρi). La compose´e θ̂ = φ ◦ θ est une projection osculatrice qui envoie
X sur une varie´te´ de Verone`se X ′′ d’ordre ρn−1. Comme θ̂ : X 99K X
′′ est birationnelle
d’apre`s la Proposition 2.6, il en va de meˆme de θ : X 99K X ′ et de φ : X ′ 99K X ′′.
De meˆme, comme θ̂ induit un diffe´omorphisme d’un voisinage de bn−1 dans X sur un
voisinage de bn−1 dans X
′′, le germe X ′n−1 est le germe de X
′ en bn−1. Donc bn−1
appartient a` X ′reg.
Il est clair, compte tenu en particulier de la dernie`re partie de l’e´nonce´, qu’on obtient
par ite´ration un e´nonce´ analogue pour une projection osculatrice associe´e a` un p-uplet
admissible, quel que soit p ∈ {1, . . . , n− 2}.
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3. Inte´grabilite´
3.1. Introduction. — Dans cette section, nous terminons la de´monstration du The´o-
re`me 1.7. Pre´sentons la strate´gie suivie.
Si X0 ∈ Xr+1,n(n − 1), une section hyperplane ge´ne´rique de X0 dans P
r+n−1 est
une varie´te´ minimale de meˆme degre´. Le syste`me Y(X0) des sections hyperplanes de
X0 est donc un syste`me line´aire de dimension r + n − 1, dont l’e´le´ment ge´ne´rique Y
appartient a` la classe Xr,n(n − 1). Compte tenu de la proprie´te´ fondamentale d’une
application φ : X 99K X0 qui associe une varie´te´ standard X ∈ Xr+1,n(q) a` X0 au
sens de la De´finition 1.8, le syste`me line´aire φ⋆(Y(X0)) (comme X n’est pas suppose´e
lisse, on pre´cisera ce qu’on entend par la`) est de dimension r + n − 1 et son e´le´ment
ge´ne´rique appartient a` la classe Xr,n(q). En ge´ne´ral, le proble`me est de de´finir, dans les
cas favorables, un syste`me line´aire Y(X) sur X qui ve´rifie ces proprie´te´s.
Si n = 2, X est une varie´te´ de Veronese d’ordre q et Y(X) est le syste`me des varie´te´s
de Veronese Y ⊂ X , de dimension r et d’ordre q. C’est aussi l’image du syste`me des
hyperplans de X0 = P
r+1 par un isomorphisme de Veronese Pr+1 → X .
En ge´ne´ral, la solution est donne´e par les projections osculatrices. En effet, soit C une
courbe admissible, a ⊂ C un (n − 2)-uplet et θa une application birationnelle associe´e
de X sur une varie´te´ de Veronese θa(X) d’ordre ρ. Si Y ∈ Xr,n(q) contient C, son image
θa(Y ) appartient a` Xr,2(ρ) pour la meˆme raison que θa(X) appartient a` Xr+1,2(ρ).
Ceci sugge`re de conside´rer, pour tout a ∈ X
(n−2)
adm , le syste`me line´aire θ
⋆
a(Y(θa(X))).
On introduira une notion provisoire d’≪ inte´grabilite´ ≫ de X dont on montrera qu’elle
est e´quivalente au fait que les syste`mes θ⋆a(Y(θa(X))) appartiennent a` un meˆme syste`me
line´aire, puis au fait que la varie´te´ X est standard.
Un argument ge´ome´trique tre`s simple montrera que X est inte´grable si ρ ≥ m dans
la division euclidienne q = ρ(n− 1) +m− 1 de q par n− 1. En particulier, c’est le cas si
X ∈ Xr+1,3(q) et q 6= 3.
Le cas ge´ne´ral sera re´solu graˆce a` un re´sultat d’he´re´dite´ de l’inte´grabilite´, qui a son
inte´reˆt propre :
si n ≥ 4, la varie´te´ X ∈ Xr+1,n(q) est standard si et seulement si θa(X) est un e´le´ment
standard de Xr+1,n−1(q − (ρa + 1)) pour tout point admissible ponde´re´ a ∈ X.
Cet e´nonce´ est faux si n=3.
3.2. Inte´grabilite´. — Les hypothe`ses ge´ne´rales et les notations sont les meˆmes que
dans le Chapitre 2. On suppose toujours n ≥ 3. On utilisera le The´ore`me 2.9 et selon les
cas, par commodite´ ou par hasard, la Proposition 2.6 ou la Proposititon 2.7.
On notera pia : X 99K P
r+1 une application birationnelle associe´e a` un (n − 2)-uplet
admissible a de X et H le syste`me line´aire des hyperplans de Pr+1.
On notera θa : X 99K θa(X) une application birationnelle sur une varie´te´ de Veronese
d’ordre ρ associe´e a` a ∈ X
(n−2)
adm et souvent, Ha au lieu de Y(θa(X)), le syste`me line´aire
des diviseurs de Veronese d’ordre ρ de θa(X).
De´finition 3.1. — Un diviseur admissible deX est une sous-varie´te´ Y ⊂ X irre´ductible
de dimension r qui posse`de la proprie´te´ suivante : il existe une courbe admissible C ⊂ Y
et un (n− 2)-uplet a de C tels que pia(Y ) ∈ H.
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Les diviseurs admissibles ge´ne´riques seront, dans les cas favorables, des ge´ne´rateurs
du syste`me line´aire qu’on va construire. On les obtient tous de la manie`re suivante.
Soit C une courbe admissible, a ⊂ C un (n − 2)-uplet et x0 un point de C\a. Si
h ⊂ Tx0X est un hyperplan qui contient Tx0C et si H est l’hyperplan de P
r+1 passant
par pi(x0) et de direction l’image de h dans Tπ(x0)P
r+1, il est clair que pi−1
a
(H) (5) est
l’unique diviseur admissible Y qui contient C et est tel que pia(Y ) = H .
Par construction, si x̂ ∈ Y n est un n-uplet admissible qui contient a, la courbe γ(x̂)
est contenue dans Y , mais rien ne dit que Y contienne d’autres courbes admissibles que
celles-ci.
De´finition 3.2. — Si n ≥ 3, on dit que X ∈ Xr+1,n(q) est inte´grable (en tant
qu’e´le´ment de la classe Xr+1,n(q)) si tout diviseur admissible de X appartient a` la classe
Xr,n(q). On convient que tout X ∈ Xr+1,2(q) est inte´grable.
Le re´sultat suivant donne des caracte´risations de l’inte´grabilite´ qu’on utilisera :
Proposition 3.3. — Soit Y une sous-varie´te´ irre´ductible de X, de dimension r, conte-
nant au moins une courbe admissible. Elle engendre un espace de dimension plus grande
que pir−1,n(q) et les proprie´te´s suivantes sont e´quivalentes.
1. La varie´te´ Y appartient a` la classe Xr,n(q).
2. On a Y · C = n− 1 pour une ou toute courbe admissible C 6⊂ Y .
3. On a Y · C ≤ n− 1 pour une ou toute courbe admissible C 6⊂ Y .
4. Pour toute courbe admissible C ⊂ Y et tout (n− 2)-uplet a ⊂ C, on a pia(Y ) ∈ H.
5. Le diviseur Y est admissible et, pour toute courbe admissible C ⊂ Y et pour tout
(n − 2)-uplet a = (a1, . . . , an−2) ⊂ C, si b1 ∈ C\a et b = (b1, a2, . . . , an−2), on a
l’implication :
(16) pia(Y ) ∈ H ⇒ pib(Y ) ∈ H.
De´monstration. — Soit Y une sous-varie´te´ irre´ductible de X , de dimension r et conte-
nant au moins une courbe admissible. Comme toute courbe C ∈ Σq(X) est contenue
dans Xreg le nombre d’intersection Y ·C est bien de´fini si C 6⊂ Y . D’autre part, si C est
contenue dans Y et si â ⊂ C est un n-uplet, un n-uplet b̂ ∈ Y nreg assez voisin de â est
admissible. Les osculateurs Yb1(ρ), . . . , Ybm(ρ), Ybm+1(ρ − 1), . . . , Ybn−1(ρ − 1) sont alors
de dimension maximale et, comme sous-espaces d’espaces en somme directe projective,
ils le sont aussi. Donc Y engendre un espace de dimension ≥ pir−1,n(q).
Supposons Y ∈ Xr,n(q). Si x̂ est un n-uplet admissible de X contenu dans Y , la courbe
γ(x̂) est le seul e´le´ment de CRq(X) qui contient x̂. Par hypothe`se, il existe un e´le´ment de
CRq(Y ) qui contient x̂. C’est ne´cessairement γ(x̂). Il en re´sulte qu’une courbe admissible
qui a n points deux-a`-deux distincts dans Y est contenue dans Y .
Par hypothe`se, Y contient une courbe admissible C. Soit a ⊂ C un (n − 2)-uplet et
b = (b1, b2) ⊂ C\a un 2-uplet. Soit x ∈ X2 voisin de b et C(x) = γ(a,x). Si x ⊂ Y ,
la courbe C(x) a au moins n points distincts dans Y donc est contenue dans Y . Il en
5. La notation pi−1a (H) correspond a` l’image de H par pi
−1
a : P
r+1
99K X, voir la note en bas de
page signale´e au de´but de la de´monstration de la Proposition 2.6.
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re´sulte que, pour tout 2-uplet x′ ⊂ pia(Y ) voisin de pia(b), la droite qui contient x′ est
contenue dans pia(Y ). Autrement dit pia(Y ) est un hyperplan H de P
r+1.
On choisit maintenant x = (b1, x) avec x /∈ Y . La courbe C(b1, x) n’est pas contenue
dans Y donc coupe Y en a1, . . . , an−1, b1 et nulle part ailleurs. Son image par pia est une
droite l 6⊂ H : elle n’est pas tangente a` H en pia(b1). Ainsi, la courbe C(b1, x) coupe Y
transversalement en b1. Par syme´trie en a1, . . . , an−1 et b1, elle coupe Y transversalement
en tous ces points et donc Y · C(b1, x) = n − 1. Ceci montre que (1) implique (2).
E´videmment (2) implique (3).
Supposons maintenant qu’on a Y · C ≤ n − 1 pour toute courbe admissible C 6⊂ Y .
En particulier, une courbe admissible qui a n points deux-a`-deux distincts dans Y est
contenue dans Y . Comme c’est la seule proprie´te´ utilise´e, dans le paragraphe pre´ce´dent,
pour montrer que pia(Y ) est un hyperplan pour tout (n − 2)-uplet a contenu dans une
courbe admissible contenue dans Y , on obtient que (3) implique (4).
Il est clair que (4) implique (5). On suppose enfin que Y ve´rifie (5). Notons A l’en-
semble des (n−2)-uplets a contenus dans au moins une courbe admissible contenue dans
Y et tels que pia(Y ) ∈ H.
Par hypothe`se Y est un diviseur admissible, donc A est non vide. On fixe a ∈ A et
une courbe admissible C ⊂ Y qui contient a. On sait que pia induit un diffe´omorphisme
d’un voisinage de C\a sur son image. En particulier, Y est lisse au voisinage de C\a.
Si b ⊂ C est un (n − 2)-uplet disjoint de a, l’hypothe`se (5), applique´e (n − 2) fois
donne que b appartient a` A. En particulier Y est lisse au voisinage de C\b donc au
voisinage de C. Si b ⊂ C n’est pas disjoint de a, on obtient encore que b appartient
a` A en passant par l’interme´diaire d’un (n − 2)-uplet c ⊂ C, disjoint a` la fois de a et
de b. En re´sume´, si a ∈ A, tout (n− 2)-uplet d’une courbe admissible contenue dans Y
qui contient a appartient a` A et, d’autre part, on sait que toute courbe admissible qui
contient un n-uplet admissible ŷ ⊂ Y qui contient a est contenue dans Y .
Soit â = (a1, . . . , an) un n-uplet de C et ŷ = (y1, . . . , yn) ∈ Y n voisin de â. On passe
de â a` ŷ par l’interme´diaire des n-uplets admissibles
ŷp = (y1, . . . , yp, ap+1, . . . , an) ∈ Y
n, p = 0, . . . , n.
La courbe γ(ŷ0) = C est contenue dans Y et (a1, . . . , an−2) ∈ A donc aussi tout (n− 2)-
uplet de γ(ŷ0). En particulier (a2, . . . , an−1) ∈ A et donc la courbe γ(ŷ1), qui contient
ce (n − 2)-uplet, est contenue dans Y . Comme elle contient un e´le´ment de A, on peut
ite´rer le raisonnement. On obtient finalement que γ(ŷ) est contenu dans Y et donc
que Y appartient a` la classe Xr,n(q). Ceci montre que (5) implique (1) et termine la
de´monstration.
3.3. Premiers exemples d’inte´grabilite´. — Le cas r = 1 est rapidement re´gle´. En
effet un diviseur admissible n’est alors rien d’autre qu’une courbe admissible :
Proposition 3.4. — Toute surface appartenant a` la classe X2,n(q) est inte´grable.
On suppose maintenant r ≥ 2. Le cas particulier suivant, dont la de´monstration est
tre`s simple, est crucial. Il a comme corollaire imme´diat qu’une varie´te´ X ∈ Xr+1,3(q)
est inte´grable si q 6= 2n− 3 et comme conse´quence indirecte, comme on le verra dans la
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prochaine section, qu’une varie´te´ X ∈ Xr+1,n(q) est inte´grable si q 6= 2n− 3, ce qui est
une version pre´liminaire du The´ore`me 1.7.
Proposition 3.5. — Soit X une varie´te´ de la classe Xr+1,n(q). Si ρ ≥ m dans la divi-
sion euclidienne q = ρ(n− 1) +m− 1 de q par n− 1, alors X est inte´grable.
De´monstration. — Soit Y un diviseur admissible de X . On peut introduire une courbe
admissible C ⊂ Y , un (n − 2)-uplet a de C et θa : X 99K θa(X), une application
birationnelle sur une varie´te´ de Veronese d’ordre ρ, telle que θa(Y ) ∈ Ha.
Fixons un n-uplet b̂ = (b1, . . . , bn) ⊂ C\a. Si ŷ ∈ Y n est assez voisin de b̂, la courbe
γ(ŷ) n’est pas contenue dans le centre de la projection θa. On peut donc conside´rer son
image θa(γ(ŷ)). C’est une courbe de degre´ q
′ ≤ q, ce qu’on e´crit sous la forme
q′ ≤ ρ(n− 1) +m− 1.
D’autre part son degre´ q′ est un multiple de ρ car c’est l’image d’une courbe de Pr+1 par
un plongement de Veronese d’ordre ρ.
On suppose maintenant ρ ≥ m. Alors le degre´ de la courbe θa(γ(ŷ)) est ≤ ρ(n− 1).
Comme b̂ ⊂ C est disjoint de a et que θa induit un diffe´omorphisme de C\a sur son
image, pour ŷ assez voisin de b̂, la courbe θa(γ(ŷ)) a n points diffe´rents dans θa(Y ).
Elle est donc contenue dans θa(Y ), puisque c’est l’image, par un plongement de Veronese
v : Pr+1 → θa(X) d’ordre ρ, d’une courbe de degre´ ≤ n− 1 qui a n points diffe´rents dans
l’hyperplan v−1(θa(Y )). La courbe γ(ŷ) est contenue dans Y .
Ainsi le diviseur admissible Y engendre un espace de dimension ≥ pir−1,n(q) et, pour
tout ŷ ∈ Y n voisin de b̂, il contient la courbe γ(ŷ). Il appartient a` la classe Xr,n(q).
Par de´finition, la varie´te´ X est inte´grable.
On en de´duit une version pre´liminaire du The´ore`me 1.7 dans le cas n = 3.
Proposition 3.6. — Toute varie´te´ X ∈ Xr+1,3(q) est inte´grable si q 6= 3.
De´monstration. — En effet, si q = 2, X est une varie´te´ minimale et si q ≥ 4, alors
q = 2ρ+m− 1 avec m ∈ {1, 2} et ρ ≥ 2.
3.4. He´re´dite´ de l’inte´grabilite´. — Dans ce paragraphe, on se donne une
ponde´ration
(ρ1, . . . , ρn−1), avec ρn−1 ≥ 1.
Rappelons qu’auparavant, on a souvent choisi la ponde´ration (6) seulement pour fixer
les ide´es. On utilisera la Proposition 2.12.
Supposons n ≥ 3 et q ≥ n. Soit X ∈ Xr+1,n(q) une varie´te´ inte´grable, a ∈ Xadm un
point affecte´ du poids ρ1 et q
′ = q− (ρ1+1). Il re´sulte facilement de la Proposition 2.12,
qu’un diviseur admissible ge´ne´rique de la varie´te´ θa(X) appartient a` la classe Xr,n−1(q′).
La restriction de ge´ne´ricite´ empeˆche d’en de´duire que l’inte´grabilite´ est stable par projec-
tion osculatrice, a` cause du choix qu’on fait d’une de´finition ≪ forte ≫ de l’inte´grabilite´.
On verra que c’est vrai a` la fin de ce chapitre. Quoi qu’il en soit, cette proprie´te´ est
banale. Ce n’est pas le cas de la re´ciproque partielle suivante.
Proposition 3.7. — Soit n ≥ 4, q ≥ n et X ∈ Xr+1,n(q). Si pour tout point c1 ∈ Xadm
affecte´ du poids ρ1, la varie´te´ θc1(X) est inte´grable, alors X est inte´grable.
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Ce re´sultat est important. Il est faux si n = 3. On le re´e´noncera en termes de varie´te´s
standards a` la fin de ce chapitre. Bien suˆr, la de´monstration ci-dessous n’utilise pas la
stabilite´ de l’inte´grabilite´ par projection osculatrice.
De´monstration. — On utilise la proprie´te´ (5) de la Proposition 3.3 comme crite`re d’inte´-
grabilite´. On se donne un diviseur admissible Y de X , une courbe admissible C ⊂ Y et
deux (n− 2)-uplets de C de la forme
a = (c1, . . . , cn−3, a), b = (c1, . . . , cn−3, b).
Il s’agit de montrer qu’on a l’implication : θa(Y ) ∈ Ha ⇒ θb(Y ) ∈ Hb.
Notons c = (c1, c
′) = (c1, . . . , cn−3). Pour fixer les ide´es, on se donne d, e ∈ C\(a∪ b)
avec d 6= e et on e´crit les de´compositions en sommes directes projectives
PN = Xc1(ρ1)⊕Q, Q = (⊕
n−3
i=2 Xci(ρi))⊕Q
′, Q′ = Xd(ρn−2)⊕Xe(ρn−1),
qu’on utilise pour choisir les cibles des projections osculatrices
θc1 : P
N
99K Q, θc : P
N
99K Q′, θa : P
N
99K Xe(ρn−1), θb : P
N
99K Xe(ρn−1).
Soit φc′ : Q 99K Q
′ la projection de centre ⊕n−3i=2 Xci(ρi). (C’est l’identite´ si n = 4.) On a
θc = φc′ ◦ θc1 .
Compte tenu de la Proposition 2.12, la varie´te´ θc(X) appartient a` la classe Xr+1,3(q′)
avec q′ = ρn−2 + ρn−1 + 1 et de plus, (θc(a), e) et (θc(b), e) sont des paires admissibles
de θc(X). On leur associe les projections osculatrices σa et σb de Q
′ sur Xe(ρn−1), de
centres respectifs θc(X)θc(a)(ρn−2) et θc(X)θc(b)(ρn−2). Par construction, on a :
θa = σa ◦ θc = σa ◦ φc′ ◦ θc1 , θb = σb ◦ θc = σb ◦ φc′ ◦ θc1 .
Finalement, revenons au proble`me pose´ au de´but de la de´monstration. On suppose
θa(Y ) ∈ Ha. La varie´te´ θc1(Y ) contient la courbe admissible θc1(C) et
(σa ◦ φc′)(θc1(Y )) = θa(Y ) ∈ Ha,
donc θc1(Y ) est un diviseur admissible de θc1(X). Sous les hypothe`ses de l’e´nonce´, la
varie´te´ θc1(X) est inte´grable donc (σb ◦ φc′)(θc1(Y )) appartient a` Hb. On a obtenu que
θb(Y ) appartient a` Hb, ce qui termine la de´monstration.
Corollaire 3.8. — Toute varie´te´ X de la classe Xr+1,n(q) est inte´grable si q 6= 2n− 3.
De´monstration. — On sait que le re´sultat est vrai si n = 3. On suppose n ≥ 4 et que le
re´sultat est vrai a` l’ordre n − 1. On e´crit la division euclidienne q = ρ(n − 1) +m − 1
avec, par hypothe`se (ρ,m) 6= (1, n− 1).
Soit a un point admissible de X , ponde´re´ par σ ∈ {ρ− 1, ρ}, avec σ = ρ si m = n− 1.
La varie´te´ θa(X) appartient a` Xr+1,n−1(q′),
q′ = ρ(n− 1) +m− 1− (σ + 1) = ρ(n− 2) +m− 1− (σ + 1− ρ).
Soit aussi q′ = ρ′(n− 2) +m′ − 1 la division euclidienne de q′ par (n− 2).
Si m ≥ 2, on choisit σ = ρ. Alors (ρ′,m′) = (ρ,m − 1) 6= (1, n − 2) et θa(X) est
inte´grable par hypothe`se de re´currence.
Si m = 1, on choisit σ = ρ− 1. Alors (ρ′,m′) = (ρ, 1) et on a la meˆme conclusion.
D’apre`s la Proposition 3.7, la varie´te´ X est inte´grable.
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3.5. Construction d’un syste`me line´aire sur X. — On note R(X) le corps des
fonctions rationnelles sur X . On n’exclut pas a priori que Xsing ait une composante
irre´ductible de dimension r. Si une fonction rationnelle sur X s’annule sur une telle
composante, la de´finition de son ordre d’annulation n’est pas e´le´mentaire, voir Fulton [4].
C’est une difficulte´ bien connue de la the´orie des syste`mes line´aires. La circonstance
suivante permet d’e´chapper a` cette difficulte´.
Lemme 3.9. — Si la restriction de f ∈ R(X) a` Xreg n’a pas de poˆle (ou de ze´ro) sur
une courbe admissible, f est constante. En particulier, une fonction f ∈ R(X)\{0} est
de´termine´e modulo C∗ par le diviseur qu’elle de´finit sur Xreg par restriction.
De´monstration. — Si f n’a pas de poˆle sur la courbe admissible C et si a ∈ C, f est
constante, e´gale a` f(a), sur toute courbe admissible voisine de C qui passe par a. Comme
ces courbes recouvrent un ouvert non vide de X , f est constante.
Compte tenu de cette remarque, en ne´gligeant les e´ventuelles composantes irre´ductibles
de dimension r de Xsing, on dispose d’une the´orie des syste`mes line´aires sur X (on dira
plutoˆt sur Xreg) tout a` fait analogue a` celle qu’on aurait si X e´tait lisse. On fait quelques
rappels et on renvoie le lecteur a` la pre´sentation de Mumford [11] pour toute pre´cision.
Si f ∈ R(X)\{0}, le diviseur (f|Xreg ) = (f|Xreg )0−(f|Xreg )∞ des ze´ros et des poˆles de f
dans Xreg est bien de´fini. Deux diviseurs D et D
′ de Xreg sont line´airement e´quivalents,
ce qu’on note D ∼Xreg D
′, s’il existe une fonction f ∈ R(X) telle que (f|Xreg ) = D
′ −D.
A` tout diviseur effectif Y0 de Xreg, on associe :
1. l’ensemble |Y0| des diviseurs effectifs de Xreg line´airement e´quivalents a` Y0, c’est le
syste`me line´aire complet engendre´ par Y0 ;
2. l’espace vectoriel Q(Y0) des f ∈ R(X) telles que, ou bien f = 0, ou bien le diviseur
(f|Xreg ) + Y0 est effectif. Si f 6= 0, il revient au meˆme de dire que le diviseur
Y0 − (f|Xreg )∞ est effectif ou encore que (f|Xreg ) = Y − Y0 ou` Y ∈ |Y0|.
Le point est que, compte tenu du Lemme 3.9, si Y ∼Xreg Y0, il existe une fonction
f ∈ R(X)\{0}, unique modulo C⋆ telle que (f|Xreg ) = Y − Y0. On a donc, comme c’est
le cas pour une varie´te´ lisse, une correspondance biunivoque entre les droites vectorielles
de Q(Y0) et les e´le´ments de |Y0|.
Par de´finition, un syste`me line´aire Y sur Xreg est un ensemble de diviseurs effectifs de
Xreg associe´ par une telle correspondance a` un sous-espace non nul F d’un espace Q(Y0).
Si cet espace est de dimension finie, dimF − 1 est la dimension du syste`me Y.
Soit pi : X 99K Pr+1 une application birationnelle associe´e a` un (n−2)-uplet admissible
deX . SiH0, H ∈ H sont deux hyperplans distincts et si u ∈ R(Pr+1)\{0} est une fonction
rationnelle de diviseur (u) = H −H0, la fonction rationnelle non constante u ◦ pi induit
un diviseur non nul sur Xreg, toujours en vertu du Lemme 3.9.
Compte tenu de cette remarque on peut, de la meˆme fac¸on par exemple que dans [11],
associer a` tout H ∈ H un diviseur non nul (pi|Xreg )
⋆(H) de Xreg. Ce diviseur est aussi la
somme (non vide)
∑m
i=1 niWi, ou` Wi de´crit la famille des sous-varie´te´s irre´ductibles de
dimension r deXreg d’imageH et ou` ni est le degre´ de l’application induite θ : Wi 99K H .
Ces diviseurs sont les e´le´ments d’un syste`me line´aire (pi|Xreg )
⋆(H). Si H0 ∈ H, c’est
le sous-syste`me du syste`me line´aire complet |(pi|Xreg )
⋆(H0)| associe´ au sous-espace de
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Q((pi|Xreg )
⋆(H0)) des fonctions de la forme u ◦ pi, ou` u ∈ R(Pr+1) et, ou bien u = 0, ou
bien (u)∞ = ∅, ou bien (u)∞ = H0.
On notera abusivement pi⋆ au lieu de pi⋆|Xreg .
Soit Γπ ⊂ X×Pr+1 le graphe de l’application pi. SiK ⊂ X est un ensemble alge´brique,
on note pi[K] le sous-ensemble alge´brique {x′ ∈ Pr+1, ∃x ∈ K, (x, x′) ∈ Γπ} de Pr+1.
Si H ∈ H, on de´finit pi−1[H ] de fac¸on analogue. D’ailleurs, pi−1[H ] ∩ Xreg est aussi le
support du diviseur pi⋆(H).
On note H(x) la sous-varie´te´ des H ∈ H qui passent par le point x ∈ Pr+1. On utilisera
le lemme suivant :
Lemme 3.10. — Soit a un (n − 2)-uplet admissible et b ∈ Xadm(a). L’ensemble des
H ∈ H qui contiennent l’image d’une courbe C ∈ Σq(X ;a, b) et tels que pi⋆a(H) soit
irre´ductible, autrement dit que pi−1
a
(H) = pi⋆
a
(H), contient un ouvert dense de H(pia(b)).
De´monstration. — Comme a est fixe´, on ne le note pas en indice. Notons b′ = pi(b).
On rappelle que pi induit un diffe´omorphisme de Xadm(a) sur son image dans P
r+1.
Comme (a, b) est admissible, l’image de Σq(X ;a, b) est un ouvert dense de Σ1(P
r+1; b′).
La premie`re proprie´te´ de´finit donc un ouvert dense Ω de H(b′).
Si H ∈ Ω, le diviseur pi⋆(H) est de la forme pi⋆(H) = pi−1(H) +
∑m
i=1 niWi, ou` les
diviseurs irre´ductibles W1, . . . ,Wm sont contenus dans X\Xadm(a). Pour i = 1, . . . ,m,
on peut choisir un point wi ∈ Wi tel que pi[wi] soit fini : pi[wi] = {w
′
i,1, . . . , w
′
i,mi
}.
D’autre part, pi est un diffe´omorphisme d’un voisinage de b sur un voisinage de b′ et,
compte tenu d’un cas particulier e´le´mentaire d’un the´ore`me de Zariski, la fibre pi−1[b′]
est connexe donc re´duite au point b. Il en re´sulte que b′ n’est pas un des points w′i,j .
Pour que pi⋆(H) soit irre´ductible, il suffit que H ne passe par aucun des points w′i,j , ce
qui de´finit un ouvert dense de Ω.
On peut enfin e´noncer :
Proposition 3.11. — Soit X une varie´te´ inte´grable de la classe Xr+1,n(q). La re´union,
pour a ∈ X
(n−2)
adm , des syste`mes line´aires Y(X ;a) = pi
⋆
a(H) est contenue dans un syste`me
line´aire Y(X) sur Xreg, uniquement de´termine´. Il est complet, de dimension r + n− 1.
Un diviseur admissible ge´ne´rique appartient a` Y(X) et Y · C = n − 1 pour tout
Y ∈ Y(X) et toute courbe admissible C 6⊂ Y .
De´monstration. — Le point important est de montrer que deux syste`mes Y(X ;a) et
Y(X ; b) sont contenus dans un meˆme syste`me line´aire sur Xreg, autrement dit qu’on a
(17) Y1 ∈ Y(X ;a), Y2 ∈ Y(X ; b), ⇒ Y1 ∼Xreg Y2.
En utilisant la transitivite´ de la relation ∼Xreg on se rame`ne, un peu comme dans la
dernie`re partie de la de´monstration de la Proposition 3.3, a` un cas particulier.
Comme Xadm(a) et Xadm(b) sont des ouverts denses de X , on peut choisir c1 ∈ X
tels que les (n−1)-uplets (c1, a1, . . . , an−2) et (c1, b1, . . . , bn−2) soient admissibles et donc
aussi les (n − 2)-uplets (c1, a2, . . . , an−2) et (c1, b2, . . . , bn−2). De proche en proche, on
construit un (n− 2)-uplet admissible c = (c1, . . . , cn−2) tels que tous les (n− 2)-uplets
(c1, . . . , cp, ap+1, . . . , an−2), (c1, . . . , cp, bp+1, . . . , bn−2), p = 0, . . . , n− 2,
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soient admissibles. On passe donc de a a` c puis de c a` b par deux suites de (n−2)-uplets
admissibles, tels que deux (n− 2)-uplets conse´cutifs aient n− 3 e´le´ments communs, a` la
meˆme position (ceci est important a` cause de la ponde´ration).
On peut donc supposer a = (a1, a2, . . . , an−2) et b = (b1, a2, . . . , an−2). Finalement,
soit c ∈ X tel que (c,a) et (c, b) soient admissibles. Deux (n − 2)-uplets conse´cutifs de
la suite a, (c, a2, . . . , an−2), b sont contenus dans une meˆme courbe admissible.
On s’est ainsi ramene´ a` ne conside´rer que le cas particulier de deux (n − 2)-uplets
admissibles a = (a1, a2, . . . , an−2) et b = (b1, a2, . . . , an−2) contenus dans une meˆme
courbe admissible. On de´montre alors l’implication (17) en ve´rifiant que Y(X ;a)∩Y(X ; b)
est non vide.
Notons b′1 = pia(b1) et a
′
1 = pib(a1). Le lemme pre´ce´dent, applique´ a` a et a` H(b
′
1),
permet d’introduire un ouvert non vide U de H(b′1) tel que tout H ∈ U contient l’image
pia(C) d’une courbe C ∈ Σq(X ;a ∪ {b1}) et tel que pi−1a (H) = pi
⋆
a
(H).
Comme X est inte´grable, pib(pi
−1
a (H)) ∈ H(a
′
1) pour tout H ∈ U . On ve´rifie facilement
(voir le commentaire qui suit la De´finition 3.1) que l’application qui a` H ∈ H(b′1) associe
pib(pi
−1
a (H)) ∈ H(a
′
1) est un home´omorphisme local.
On applique encore le Lemme 3.10, cette fois a` pib et a` H(a′1). Il existe un e´le´ment H0
de (pib ◦ pi−1a )(U) tel que pi
−1
b
(H0) = pi
⋆
b
(H0). Alors pi
−1
b
(H0) est un e´le´ment de Y(X ; b)
qui est aussi de la forme pi−1
a
(H) avec H ∈ U donc appartient au syste`me Y(X ;a).
On a montre´ que les syste`mes line´aires Y(X ;a) sont contenus dans un meˆme syste`me
line´aire Y(X) et qu’un diviseur admissible ge´ne´rique appartient au syste`me Y(X), voir le
Lemme 3.10. Par invariance line´aire, on a bien Y ·C = n−1 pour tout Y ∈ Y(X) et toute
courbe admissible C 6⊂ Y . Il reste a` montrer que le syste`me Y(X) est ne´cessairement de
dimension r+ n− 1, c’est-a`-dire que, si m ∈ Xr+n−1 est un (r+ n− 1)-uplet ge´ne´rique,
il existe un et un seul diviseur Y ∈ Y(X) qui contientm. En effet, si l’on de´montre cela,
comme Y(X) est contenu dans le syste`me line´aire complet Y1(X) de´fini par un e´le´ment
quelconque de l’un des syste`mes Y(X ;a), on aura ne´cessairement Y0(X) = Y1(X).
On e´crit m = (a,d) = (a,d′,d′′), la juxtaposition d’un (n− 2)-uplet a, d’un 2-uplet
d′ et d’un (r − 1)-uplet d′′. On peut supposer (a,d′) admissible, que les e´le´ments de d
appartiennent a` Xadm(a) et que les r + 1 e´le´ments de pia(d) sont en position ge´ne´rale
dans Pr+1, i.e. engendrent un hyperplan H .
Notons Y = pi⋆a(H). C’est un e´le´ment de Y(X ;a) qui contient m.
Re´ciproquement, soit Y1 ∈ Y(X) un diviseur qui contient m. Il contient (a,d
′) donc
la courbe admissible C0 = γ(a,d
′) puisque Y1 · C = n − 1 si C 6⊂ Y1 est une courbe
admissible. Soit Y0 une composante irre´ductible de Y telle que C0 ⊂ Y0. Si C 6⊂ Y0 est
une courbe admissible, on a e´videmment Y0 ·C ≤ n− 1, donc Y0 ·C = n− 1 compte tenu
de la Proposition 3.3, qui donne aussi que pia(Y0) est un hyperplan H0 ∈ H.
Si Y1 = Y0 +W , on a W · C = 0 si C 6⊂ Y1 est une courbe admissible, donc W ne
rencontre pas Xadm. On en de´duit que Y0 contient m. En particulier H0 = H .
Finalement, les deux diviseurs Y = pi⋆a(H) et Y1 sont line´airement e´quivalents et
induisent le meˆme diviseur au voisinage de C0. D’apre`s le Lemme 3.9, ils sont e´gaux.
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3.6. Fin de la de´monstration du the´ore`me principal. — Rappelons que, compte-
tenu en particulier du Corollaire 3.8, une varie´te´ X ∈ Xr+1,n(q) est inte´grable si n = 2,
ou si r = 1, ou si n ≥ 3 et q 6= 2n − 3. le The´ore`me 1.7 est donc une conse´quence du
re´sultat plus pre´cis suivant.
The´ore`me 3.12. — Soit r ≥ 1, n ≥ 2 et q ≥ n − 1. Toute varie´te´ inte´grable de la
classe Xr+1,n(q) est standard. Plus pre´cise´ment, si φ : X 99K Pr+n−1 est une application
rationnelle de´finie par le syste`me line´aire Y(X) de la Proposition 3.11, alors :
1. X0 = φ(X) ⊂ Pr+n−1 est une varie´te´ minimale de dimension r+1 et de degre´ n−1
et φ induit une application birationnelle φ : X 99K X0 ;
2. celle-ci induit un diffe´omorphisme de Xadm sur son image, contenue dans (X0)adm ;
3. l’image d’une courbe admissible de X est une courbe admissible de X0 et φ induit
un diffe´omorphisme de Σq(X) sur son image dans Σn−1(X0).
De´monstration. — On associe des applications rationnelles au syste`me line´aire Y(X) de
la meˆme fac¸on que si X e´tait lisse, voir le de´but de la Section 3.5. On choisit Y0 ∈ Y(X)
et une base (f0, . . . , fr+n−1) de l’espace Q(Y0). On pose
(18) φ(x) = [f0(x) : · · · : fr+1(x) : · · · : fr+n−1(x)].
L’application φ : X 99K Pr+n−1 de´finie par (18) ne de´pend des choix qu’a` composition a`
gauche pre`s par un automorphisme de Pr+n−1. De plus X0 = φ(X) engendre P
r+n−1.
Soit C une courbe admissible de X et a ⊂ C un (n − 2)-uplet. Pour analyser φ
au voisinage de C\a, on choisit Y0 ∈ Y(X ;a) et la base de Q(Y0) tels que dans (18),
(f0, . . . , fr+1) soit une base du sous-syste`me line´aire Y(X ;a). L’application rationnelle
pia(x) = [f0(x) : · · · : fr+1(x)]
n’est rien d’autre qu’une application birationnelle X 99K Pr+1 associe´e a` a. On sait
qu’elle induit un morphisme injectif sur Xadm(a), de rang constant r + 1.
L’application φ : X 99K X0 est donc birationnelle et, en faisant varier a, on obtient
qu’elle est de´finie comme morphisme sur Xadm, de rang constant r+1. Elle est injective
sur Xadm car, pour tout x1, x2 ∈ Xadm, il existe un (n − 2)-uplet admissible a tel que
x1, x2 ∈ Xadm(a). Donc φ induit un diffe´omorphisme de Xadm sur son image, une sou-
varie´te´ lisse φ(Xadm) de P
r+n−1, peut-eˆtre non ferme´e, contenue dans X0.
La varie´te´ X0 engendre P
r+n−1. Compte tenu des proprie´te´s du syste`me Y(X), si
C ∈ Σq(X), son image φ(C) coupe un hyperplan ge´ne´rique en n− 1 point. D’autre part,
pour (x1, . . . , xn) ∈ Xn0 ge´ne´rique, il existe une courbe φ(C) qui passe par ces points.
Comme un n-uplet ge´ne´rique de points de X0 engendre un P
n−1, on conclut que X0 est
une varie´te´ minimale de degre´ n− 1.
La classification des varie´te´s minimales, voir le de´but du Chapitre 5, montre que
(X0)sing n’a pas de composante irre´ductible de dimension r. Il en re´sulte que φ(Xadm)
est un ouvert Ω de X0, contenu dans la partie lisse de X0. Pour de´montrer la dernie`re
partie de l’e´nonce´, puisque φ : Xadm → Ω est un diffe´omorphisme et que Ω est la re´union
des images des courbes admissibles de X , il suffit de montrer que l’image d’une courbe
admissible de X est une courbe admissible de X0.
Il suffit pour c¸a de re´pe´ter le raisonnement de la de´monstration du The´ore`me 1.2
en l’appliquant a` X0 et, au lieu de CRNn−1(X0), a` la famille des courbes φ(C) avec
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C ∈ Σq(X). Si Γ est une telle courbe, on sait que Γ est lisse de degre´ n− 1 et contenue
dans (X0)reg. Si (a
′
1, . . . , a
′
n−1) est un (n − 1)-uplet de la courbe Γ on obtient que les
osculateurs (X0)a′1 , . . . (X0)a′n−1 sont en somme directe projective. Ainsi, tout n-uplet de
Γ est admissible pour X0. Le the´ore`me est de´montre´.
3.7. Varie´te´s inte´grables et varie´te´s standards. — Nous avons de´montre´ qu’une
varie´te´ inte´grableX ∈ Xr+1,n(q) est standard, mais pas la re´ciproque. Du coup, la Propo-
sition 3.7, qui est importante, est e´nonce´e en termes d’inte´grabilite´, une notion transitoire.
D’autre part, le commentaire qui pre´ce`de cette proposition laissait une question ouverte.
Les re´sultats suivants re´pondent a` ces questions. D’abord, on a :
Lemme 3.13. — Une varie´te´ X ∈ Xr+1,n(q) est inte´grable si et seulement si elle est
standard.
On se donne maintenant une ponde´ration (ρ1, . . . , ρn−1) avec ρn−1 ≥ 1. On a :
The´ore`me 3.14. — Soit X ∈ Xr+1,n(q) avec n ≥ 3 et q ≥ n. Si a ∈ Xadm, on affecte
a du poids ρ1, on note θa une projection osculatrice associe´e et q
′ = q − (ρ1 + 1).
1. Si X est un e´le´ment standard de Xr+1,n(q), alors θa(X) est un e´le´ment standard
de Xr,n−1(q
′), pour tout a ∈ Xadm.
2. Si n ≥ 4 et si θa(X) est un e´le´ment standard de la classe Xr,n−1(q′) pour tout
a ∈ Xadm, alors X est un e´le´ment standard de Xr+1,n(q).
Nous de´montrerons ces deux e´nonce´s dans la Section 4.4.
Une autre de´monstration que celle qu’on proposera est possible, d’ailleurs plus e´le´men-
taire, sur la base de la classification des varie´te´s standards e´tablie dans le Chapitre 5.
Indiquons seulement a` quoi se re´duit la de´monstration. Compte tenu de la Proposition 3.7,
la seconde partie du the´ore`me ci-dessus est une conse´quence du Lemme 3.13. Compte
tenu du fait qu’une varie´te´ X ∈ Xr+1,n(q) est toujours standard si q 6= 2n − 3, il suffit
de de´montrer ce lemme et la premie`re partie du the´ore`me dans le cas q = 2n− 3. Enfin,
si la premie`re partie du the´ore`me est de´montre´e, on obtient le lemme par re´currence sur
n, a` partir du cas n = 3, a` nouveau graˆce a` la Proposition 3.7.
En re´sume´, il suffit de montrer qu’une varie´te´ standard de la classe Xr+1,3(3) est
inte´grable et que, si X est une varie´te´ standard d’une classe Xr+1,n(2n− 3) avec n ≥ 4,
pour tout a ∈ Xadm, son image θa(X) ∈ Xr+1,n−1(2n− 5) par une projection de centre
Xa(1) est une varie´te´ standard. La ve´rification, a` partir de la description de ces varie´te´s
dans le Chapitre 5, ne pre´sente pas de difficulte´.
4. La structure infinite´simale de la varie´te´ des courbes admissibles
4.1. Structures quasi-grassmanniennes. — Dans cette section, nous rappelons les
de´finitions et les re´sultats de la the´orie des structures quasi-grassmanniennes dont nous
aurons besoin, voir par exemple Hangan [8], Goldberg [6].
Notons Gs(W ) la grassmannienne des sous-espaces vectoriels de dimension s d’un
espace vectoriel W . Soit V un espace vectoriel de dimension rn et soit u : Cr ⊗Cn → V
un isomorphisme. Si ρ ∈ {1, . . . , r} et ν ∈ {1, . . . , n}, l’application
(19) Gρ(C
r)×Gν(C
n)→ Gρν(V ), (E,F ) 7→ u(E ⊗ F ),
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de´finit une famille de sous-espaces de dimension ρν de V . Ce sont les sous-espaces de
type (ρ, ν) de V , pour l’isomorphisme u. Un isomorphisme u′ : Cr ⊗ Cn → V de´finit les
meˆmes familles de sous-espaces si et seulement l’automorphisme u′ ◦ u−1 de Cr ⊗Cn est
de la forme γ ⊗ δ avec γ ∈ GL(Cr) et δ ∈ GL(Cn).
Une structure tensorielle vectorielle de type (r, n) sur V est donne´e par une famille
maximale d’isomorphismes line´aires Cr ⊗ Cn → V tels que si u, u′ sont de la famille,
u′ ◦ u−1 est de la forme qu’on vient de de´crire. Elle induit naturellement des structures
de type (ρ, ν) sur les sous-espaces de´finis par (19).
Revenons a` l’application (19). Un sous-espace de type (r, n− p) est l’intersection de p
sous-espaces u(Cr⊗Fα) de type (r, n−1) en position ge´ne´rale. Il revient au meˆme de dire
que les hyperplans F1, . . . , Fp de C
n sont en position ge´ne´rale. Une remarque analogue
vaut pour les sous-espaces de type (r − p, n).
D’autre part, un sous-espace de type (r − 1, n − 1) s’e´crit u(Cr ⊗ F ) ∩ u(E ⊗ Cn),
l’intersection de deux sous-espaces de type respectif (r, n − 1) et (r − 1, n). Notons que
ces espaces ne sont pas en position ge´ne´rale dans V :
dimCr ⊗ F + dimE ⊗Cn − dimE ⊗ F = r(n− 1) + (r − 1)n− (r − 1)(n− 1) = rn− 1.
On aura l’occasion d’utiliser le lemme suivant, emprunte´ a` Goldberg [6].
Lemme 4.1. — Soit F0, F1, . . . , Fn des sous-espaces de codimension r de V en position
ge´ne´rale, i.e. tels que n quelconques des espaces F⊥α = {l ∈ V
′, l|Fα = 0} engendrent le
dual V ′ de V . Il existe une et une seule structure tensorielle vectorielle de type (r, n) sur
V pour laquelle ces espaces sont des sous-espaces de type (r, n− 1) de V .
De´monstration. — Pour l’existence, on se donne une base φ1, . . . , φr de F
⊥
0 et l’on de´-
compose les φj suivant la de´composition V
′ = ⊕nα=1 F
⊥
α , soit φj =
∑n
α=1mjα, avec
mjα ∈ F
⊥
α . On ve´rifie que (mjα) est une base de V
′ et que F0, . . . , Fn sont des espaces de
type (r, n− 1) pour la structure tensorielle vectorielle de´finie par la base duale de (mjα).
Re´ciproquement, soit u : Cr⊗Cn → V un isomorphisme et H0, . . . , Hn des hyperplans
de Cn en position ge´ne´rale, tels que u(Cr ⊗ Hα) = Fα, α = 0, . . . , n. On peut, sans
changer la structure, supposer qu’on a Hα = {x ∈ Cn, xα = 0} si α = 1, . . . , n et qu’on
a H0 = {x ∈ Cn, x1 + · · · + xn = 0}. Si u′ : Cr ⊗ Cn → V a la meˆme proprie´te´, on
peut faire la meˆme re´duction sans changer la structure de´finie par u′. On obtient alors
(u′ ◦ u−1)(Cr ⊗Hα) = Cr ⊗Hα pour tout α. On en de´duit que u′ ◦ u−1 est de la forme
γ ⊗ ICn donc que u et u′ de´finissent la meˆme structure.
Dans la suite, on utilisera la terminologie des ≪ G-structures ≫. Identifions Crn a` un
produit tensoriel Cr⊗Cn et notons (gjα,kβ) les e´le´ments du groupe de matrices GL(rn),
par le´ge`rete´ sans e´crire les domaines de variation des indices. On note Gr,n le groupe des
matrices (gjα,kβ) de la forme
gjα,kβ = Cjk Aαβ , (Cjk)
r
j,k=1 ∈ GL(r), (Aαβ)
n
α,β=1 ∈ GL(n).
Une Gr,n-structure vectorielle sur V , ou structure grassmannienne vectorielle de type
(r, n), est de´finie par la donne´e d’une famille maximale E de bases de V , dites bases
distingue´es, telles que la matrice de passage entre deux e´le´ments (vjα) et (wjα) de E
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appartienne au groupe Gr,n. Autrement dit la formule de passage est de la forme
(20) wjα =
r∑
k=1
n∑
β=1
CjkAαβ vkβ .
Comme le groupe de matrices Gr,n est invariant par transposition, il revient au meˆme
de se donner une famille maximale E ′ de bases de l’espace dual V ′ de V , telles que les
matrices de passage appartiennent au groupe Gr,n.
Toute base distingue´e (vjα) de V de´termine un isomorphisme u : C
r ⊗ Cn → V
de´fini par u(εj ⊗ ϕα) = vjα, ou` (εj)rj=1 est la base canonique de C
r et (ϕα)
n
α=1 la base
canonique de Cn, et la famille des isomorphismes ainsi obtenus de´finit une structure
tensorielle de type (r, n). Une Gr,n-structure vectorielle est donc la meˆme chose qu’une
structure tensorielle vectorielle de type (r, n).
Soit maintenant M une varie´te´ analytique lisse de dimension rn. Une Gr,n-structure
sur M , ou structure quasi-grassmannienne de type (r, n) sur M , est de´finie par la donne´e
d’une Gr,n-structure vectorielle sur chaque espace tangent TxM , de´pendant analytique-
ment du point x de M . En pratique, elle sera de´finie par une famille de bases locales de
1-formes telle que les matrices de passage sont des fonctions analytiques a` valeurs dans
le groupe Gr,n. Une telle base est dite distingue´e.
Une sous-varie´te´ lisse N de M est une varie´te´ inte´grale de type (ρ, ν) si, pour tout
x ∈ N , TxN est un sous-espace de type (ρ, ν) de TxM .
Par exemple, si V est un espace vectoriel, pour x ∈ V on identifie TxV a` V . Une
Gr,n-structure sur V est constante si elle est de´finie par une base de 1-formes constantes.
Deux Gr,n-structures constantes sont e´quivalentes par transformation line´aire.
Une Gr,n-structure est inte´grable ou plate si elle est localement diffe´omorphe a` une
Gr,n-structure constante. L’exemple le plus important est la Gr,n-structure naturelle sur
la grassmannienne Gr,n (de dimension rn) des P
n−1 ⊂ Pr+n−1. Ses varie´te´s inte´grales de
type (r, n− 1) sont les sous-varie´te´s de codimension r dont les e´le´ments passent par un
point donne´ de Pr+n−1 et ses varie´te´s inte´grales de type (r − 1, n) sont les sous-varie´te´s
de codimension n dont les e´le´ments sont contenus dans un hyperplan donne´.
On se donne une Gr,n-structure sur une varie´te´ analytique lisse M .
De´finition 4.2. — La Gr,n-structure est γ-inte´grable, respectivement δ-inte´grable, si,
pour tout x ∈ M et tout sous-espace Nx de TxM de type (r, 1), respectivement de type
(1, n), il existe un germe en x de varie´te´ inte´grale N de meˆme type que Nx, tel que
TxN = Nx.
Les lettres γ et δ sont cense´es e´voquer la gauche et la droite.
La γ- et la δ-inte´grabilite´ de la structure sont caracte´rise´es par l’annulation de cer-
tains tenseurs. Il en re´sulte, on utilisera cette remarque, qu’il suffit, dans la de´finition
pre´ce´dente, que les conditions soient ve´rifie´es pour x ∈M et Nx ⊂ TxM ge´ne´riques.
On rappelle le re´sultat suivant, voir Goldberg [6] :
The´ore`me 4.3. — Une Gr,n-structure est inte´grable si et seulement si elle est γ- et
δ-inte´grable.
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4.2. La structure quasi-grasssmannienne de Σq(X). — L’objet de ce chapitre est
de de´montrer le re´sultat suivant.
The´ore`me 4.4. — Si X ∈ Xr+1,n(q), la varie´te´ lisse Σq(X) des courbes admissibles de
X admet une Gr,n-structure naturelle, de´termine´e par la proprie´te´ suivante :
– pour tout point admissible a de X, la sous-varie´te´ Σq(X ; a) des courbes admissibles
de X qui passent par a est une sous-varie´te´ inte´grale de type (r, n− 1) de Σq(X).
Cette structure est γ-inte´grable. Elle est inte´grable si et seulement si X est un e´le´ment
standard de Xr+1,n(q).
La premie`re partie de l’e´nonce´ est une conse´quence du The´ore`me 2.11 et du fait que
l’espace H0(P1,  L) a une structure tensorielle vectorielle de type (r, n) naturelle si  L est
la somme directe de r fibre´s en droites de degre´ n − 1. Cet espace admet d’ailleurs une
structure plus fine qui distingue, parmi tous les sous-espaces de type (r, n− 1), la famille
des sous-espaces de la forme {ξ ∈ H0(P1,  L), ξ(t) = 0} quand t de´crit P1. Cette structure,
qu’on peut aussi de´crire en termes de G-structure, est inte´ressante mais n’intervient pas
dans la de´monstration. Elle ne sera pas discute´e ici, voir aussi Gindikin [5] a` ce sujet,
dans un cadre plus ge´ne´ral.
Soit C une courbe admissible et V l’espace tangent TCΣq(X), qu’on identifie a` l’espace
H0(C,NCX) des sections globales de NCX . E´crivons NCX = ⊕rj=1  Lj , ou`  L1, . . . ,  Lr
sont des sous-fibre´s en droites de degre´ n− 1 de NCX . Choisissons un point x0 de C, un
isomorphisme φ : C → P1 tel que φ(x0) =∞ et pour j = 1, . . . , r, une section non nulle
ej de  Lj ayant un ze´ro d’ordre n− 1 en x0. Les rn sections analytiques
(21) x ∈ C, ejα(x) = φ(x)
α−1ej(x), α = 1, . . . , n,
de NCX forment une base (ejα) de V . On munit V de l’unique Gr,n-structure vectorielle
pour laquelle (ejα) est une base distingue´e. Rappelons que cette structure est aussi la
structure tensorielle vectorielle de´finie par l’isomorphisme line´aire u : Cr⊗Cn → V donne´
par u(εj ⊗ ϕα) = ejα, ou` (εj)rj=1 est la base canonique de C
r et (ϕα)
n
α=1 celle de C
n.
Notons (mjα) la base duale de la base (ejα).
Un sous-espace de type (r, n− 1) de V est de´fini par un syste`me de la forme :
n∑
α=1
tαmjα(ξ) = 0, j = 1, . . . , r,
ou` [t1 : · · · : tn] ∈ Pn−1. D’autre part, une section ξ =
∑
j,αmjα(ξ) ejα s’annule en un
point donne´ a ∈ C si et seulement si
n∑
α=1
φ(a)α−1mjα(ξ) = 0, j = 1, . . . , r.
Ce syste`me de´finit un sous-espace de type (r, n − 1) de V , d’ailleurs d’une forme par-
ticulie`re. Compte tenu du Lemme 4.1, la Gr,n-structure vectorielle de´finie par la base
(ejα) est la seule pour laquelle ces espaces sont de type (r, n− 1). En particulier, elle ne
de´pend pas des choix qu’on a faits.
Admettons provisoirement que la structure qu’on vient de de´finir sur TCΣq(X) de´pend
analytiquement de C. On a donc construit une Gr,n-structure sur Σq(X). Comme l’espace
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tangent TCΣq(X ; a) s’identifie au sous-espace des sections ξ ∈ V qui s’annulent en a, on
obtient la premie`re partie de l’e´nonce´.
Soit C ∈ Σq(X) et (ejα) une base de V , de la forme (21).
Soit NC un sous-espace de type (r, 1) de V . Par de´finition, NC admet une pre´sentation
parame´trique de la forme
ξ =
( n∑
α=1
sαφ
α−1
)( r∑
j=1
tjej
)
, (t1, . . . , tr) ∈ C
r,
ou` (s1, . . . , sn) ∈ Cn\{0}. E´tant donne´ a ∈ C\{x0}, toutes les sections ξ ∈ NC s’annulent
en ce point si et seulement si u = φ(a) ve´rifie
∑n−1
α=0 sαu
α−1 = 0. Pour s ∈ Cn ge´ne´ral,
les solutions de´finissent un (n− 1)-uplet a = (a1, . . . , an−1) de C et l’on obtient
NC =
n−1⋂
i=1
TCΣq(X ; ai) = TCΣq(X ;a).
Comme Σq(X ;a) =
⋂n−1
i=1 Σq(X ; ai) est une varie´te´ inte´grale de type (r, 1) de Σq(X),
compte tenu de la De´finition 4.2 et du commentaire qui la suit, on obtient que la Gr,n-
structure de Σq(X) est γ-inte´grable.
Pour montrer que la Gr,n-structure vectorielle qu’on a construite sur chaque espace
TCΣq(X) de´pend analytiquement de C ∈ Σq(X), fait qu’on a provisoirement admis, on
peut proce´der de la fac¸on suivante.
Soit C ∈ Σq(X), (a0, . . . , an) un (n+1)-uplet de C et, pour α = 0, . . . , n, Yα un germe
d’hypersurface lisse transverse a` C en aα. Comme on l’a vu a` la fin de la Section 2.6,
l’application γ, voir le Lemme 2.8, induit un diffe´omorphisme local
Y1 × · · · × Yn → Σq(X).
Il en re´sulte que, pour α ∈ {1, . . . , n} fixe´, les varie´te´s Σq(X ; y) avec y ∈ Yα forment un
germe de feuilletage (re´gulier) Fα de codimension r au voisinage de C dans Σq(X). De
plus les feuilletages F1, . . . ,Fn sont en position ge´ne´rale. On de´finit le feuilletage F0 de
fac¸on analogue. Par syme´trie, on obtient n+1 feuilletages de codimension r, en position
ge´ne´rale.
On choisit un syste`me de 1-formes analytiques (φj)
r
j=1 tel que le feuilletage F0 soit
de´fini par le syste`me d’e´quations {φj = 0, j = 1, . . . , r}, et on de´compose chaque 1-forme
φj en φj =
∑n
α=1 ωjα, ou`, pour α = 1, . . . , n, le syste`me {ωjα = 0, j = 1, . . . , r} de´finit le
feuilletage Fα. Par construction et compte tenu du Lemme 4.1, on obtient ainsi un germe
(ωjα) de base de 1-formes analytiques au voisinage de C et pour tout C
′ ∈ Σq(X) voisin
de C, la base de TC′Σq(X) induite par cette base est distingue´e pour la Gr,n-structure
vectorielle de TC′Σq(X). Ceci donne le re´sultat voulu.
4.3. Fin de la de´monstration du The´ore`me 4.4. — SiX0 ⊂ Pr+n−1 est une varie´te´
minimale de degre´ n− 1, la structure quasi-grassmannienne de Σn−1(X0) est induite par
l’application qui associe a` un Pn−1 ⊂ Pr+n−1 ge´ne´rique la section X0 ∩ Pn−1. Elle est
inte´grable. Par de´finition d’une varie´te´ standard de la classe Xr+1,n(q), e´ventuellement en
invoquant le The´ore`me 3.12 pour plus de pre´cision, la Gr,n-structure naturelle de Σq(X)
est inte´grable si la varie´te´ X est standard.
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On traite la re´ciproque. On suppose que la Gr,n-stucture de Σq(X) est inte´grable.
Compte tenu du The´ore`me 3.12, il s’agit de montrer que X est inte´grable au sens de la
De´finition 3.2.
Soit C une courbe admissible de X , a ⊂ C un (n − 2)-uplet et pi : X 99K Pr+1 une
application birationnelle associe´e. Soit x un point de C\a, h ⊂ TxX un hyperplan qui
contient TxC et H l’hyperplan de P
r+1 passant par pi(x) et de direction l’image de h
dans Tπ(x)P
r+1. La varie´te´ Y0 = pi
−1(H) est un diviseur admissible qui contient C et
est tel que TxY0 = h. Comme on l’a remarque´ apre`s la De´finition 3.1, on obtient tous
les diviseurs admissibles de X par cette construction. Il s’agit donc de montrer que Y0
appartient a` la classe Xr,n(q).
Soit V = TCΣq(X), qu’on identifie a` H
0(C,NCX), et (ejα) une base distingue´e de V
de la forme (21). Par de´finition, un sous-espace LC de type (r − 1, n) de V admet une
pre´sentation parame´trique de la forme
ξ =
( n∑
α=1
sαφ
α−1
)( r∑
j=1
tjej
)
, (s1, . . . , sn) ∈ C
n, (t1, . . . , tr) ∈ K,
ou` K est un hyperplan de Cr. La fibre LC(p) = {ξ(p) ∈ (NCX)p, ξ ∈ LC} de LC en
tout point p ∈ C est donc de rang r− 1. On choisit le sous-espace LC , de type (r− 1, n),
dont la fibre LC(x) au point donne´ x ∈ C\a est h/TxC.
Comme la Gr,n-structure de Σq(X) est suppose´e inte´grable, il existe en C un germe
L ⊂ Σq(X) de varie´te´ inte´grale de type (r − 1, n), tel que TCL = LC . Conside´rons la
projection canonique
κ :
{
(C′, x′) ∈ L×X, x′ ∈ C′
}
→ X.
Son image est aussi l’image d’un rele`vement V : L×P1 → X de l’inclusion v : L→ Σq(X).
Les de´rive´es de v et de V en C′ ∈ L et (C′, t) ∈ L × P1 sont relie´es par la formule (9)
du Chapitre 2. Si x′ = V (C′, t), l’image de la de´rive´e de V est le sous-espace de Tx′X
qui contient Tx′C
′ et dont le quotient par Tx′C
′ est la fibre en x′ du sous-espace TC′L
de H0(C′, NC′X). En particulier, comme cette fibre est de dimension constante r − 1,
l’application V est de rang constant r et donc, si le germe L est choisi assez petit, son
image Y = κ(L) est une hypersurface analytique (non ferme´e) lisse qui contient C. Par
construction TxY = h.
Conside´rons a` pre´sent la projection canonique
κ(n) :
{
(C′,x′) ∈ L×X
(n)
adm, x
′ ⊂ C′
}
→ X
(n)
adm.
La varie´te´ de de´part est de dimension (r − 1)n + n = rn et si x′ est dans l’image de
κ(n), (γ(x′),x′) est son seul ante´ce´dent. L’application κ(n), a` valeurs dans Y n, est donc
de rang rn = dimY n au point ge´ne´rique de la varie´te´ source. Rappelons que Y est lisse
le long de C donc engendre un espace de dimension ≥ pir−1,n(q). On a obtenu :
la varie´te´ irre´ductible lisse (non ferme´e) Y = κ(L) engendre un espace de dimension
≥ pir−1,n(q) et il existe un n-uplet y0 ∈ Y
n tel que, pour tout y ∈ Y n voisin de y0, il
existe une courbe C ∈ CRNq(Y ) qui contient y.
Bien que la varie´te´ Y ne soit pas ferme´e, le meˆme argument qu’au de´but de la
de´monstration de la Proposition 3.3 montre que pi(Y ) est contenu dans un hyperplan de
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Pr+1, ne´cessairement l’hyperplan H . Il en re´sulte que Y est un ouvert de Y0 = pi
−1(H)
puis que Y0 appartient a` la classe Xr,n(q). Le The´ore`me 4.4 est de´montre´.
4.4. Application : retour sur la Section 3.7. — On vient de montrer que si la
varie´te´ X ∈ Xr+1,n(q) est standard, la Gr,n-structure naturelle de Σq(X) est inte´grable,
puis que, si cette structure est inte´grable, alors X est inte´grable. Pour X , les deux
proprie´te´s, d’eˆtre inte´grable et d’eˆtre standard, sont donc e´quivalentes. Ceci de´montre le
Lemme 3.13 et la seconde partie du The´ore`me 3.14.
Reste a` de´montrer la premie`re partie de ce the´ore`me. Soit X une varie´te´ standard de
la classe Xr+1,n(q) avec n ≥ 3 et q ≥ n. On se donne un point a ∈ Xadm qu’on affecte du
poids ρ1. Il s’agit de montrer que la varie´te´ X
′ = θa(X) ∈ Xr+1,n−1 est standard, ou` θa
est une projection osculatrice associe´e a` a et q′ = q − (ρ1 + 1).
On sait que θa induit un diffe´omorphisme de Xadm(a) sur son image, un ouvert dense
de X ′adm, ainsi qu’une application θ̂a : Σq(X ; a) → Σq′(X
′). En utilisant les rappels
faits au de´but de la Section 2.6, on calcule facilement la de´rive´e de cette application
en C ∈ Σq(X) et l’on ve´rifie que c’est un isomorphisme. On en de´duit que θ̂a est un
diffe´omorphisme de Σq(X ; a) sur son image, un ouvert dense de Σq′(X
′).
Finalement, comme la Gr,n-structure de Σq(X) est inte´grable, la Gr,n−1-structure
induite sur Σq(X ; a), une varie´te´ inte´grale de type (r, n− 1), est inte´grable. Compte tenu
du The´ore`me 4.4, le diffe´omorphisme θ̂a est compatible avec les Gr,n−1 structures de la
source et du but. Il en re´sulte que la Gr,n−1-structure de Σq′(X
′) est inte´grable sur un
ouvert dense de Σq′(X
′). Elle est donc inte´grable et, d’apre`s le meˆme the´ore`me, la varie´te´
X ′ est standard.
4.5. Une autre de´monstration du The´ore`me 1.7 ?— Dans la Section 4.3, pour
montrer que X est une varie´te´ standard si la Gr,n-structure de Σq(X) est inte´grable, nous
avons utilise´ la notion interme´diaire de ≪ varie´te´ inte´grable ≫ et le The´ore`me 3.12. D’un
autre coˆte´, les me´thodes de´crites dans ce chapitre sugge`rent une autre de´monstration
du The´ore`me 1.7. L’esquisse ci-dessous est seulement plausible. Faute de temps et aussi
faute de motivation, nous n’avons pas ve´rifie´ les de´tails.
Un proble`me ge´ne´ral inte´ressant est de caracte´riser les paires (X,Σ(X)), ou` X est
une varie´te´ alge´brique irre´ductible de dimension r + 1 et Σ(X) une varie´te´ alge´brique
irre´ductible de dimension rn de courbes de X , qui sont e´quivalentes par une transforma-
tion birationnelle a` une paire (X0,Σ(X0)) ou` la varie´te´ X0 engendre un espace P
r+n−1
et Σ(X0) est la varie´te´ de´finie a` partir des sections X0 ∩ P
n−1. Disons que la paire
(X,Σ(X)) est standard si c’est le cas. C’est l’analogue pour les courbes du proble`me de
la caracte´risation des syste`mes de diviseurs qui sont line´aires. Dans ce cas-ci, un the´ore`me
d’Enriques [3] donne une re´ponse importante.
On conside`re la situation qu’on vient de de´crire, sous l’hypothe`se que la relation d’in-
cidence ≪ x ∈ C ≫ entre points x ∈ X et courbes C ∈ Σ(X) de´termine, au sens de
la premie`re partie du The´ore`me 4.4, une structure quasi-grassmannienne sur un ouvert
dense de Σ(X) et que celle-ci est inte´grable. On suppose de plus que, pour x ∈ Xn
ge´ne´rique, il existe une et une seule courbe C ∈ Σ(X) qui contient x. Il est tentant de
penser (est-ce connu ?) que, sous ces hypothe`ses, la paire (X,Σ(X)) est standard.
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La Section 4.3 nous dit au moins comment essayer de construire le syste`me de diviseurs
qui, si l’on montre qu’il est line´aire, re´sout le proble`me pose´. Un e´le´ment ge´ne´rique Y du
syste`me devra contenir la re´union des courbes qui sont e´le´ments d’une varie´te´ (ou d’un
germe de varie´te´) inte´grale de type (r − 1, n) de Σ(X), de´pendant de Y .
Si les conjectures pre´ce´dentes sont correctes et de´montre´es, une de´monstration alter-
native du The´ore`me 1.7 consiste a` ne retenir du Chapitre 3 que la Proposition 3.5, dont
la de´monstration est tre`s facile, a` en de´duire le re´sultat voulu si n = 3 et a` conclure par
l’e´nonce´ suivant de la the´orie des structures quasi-grassmanniennes.
The´ore`me 4.5. — Soit r ≥ 2, n ≥ 3 et M une varie´te´ munie d’une Gr,n-structure γ-
inte´grable. Soit F0,F1, . . . ,Fn des feuilletages de codimension r au voisinage de x0 ∈M ,
en position ge´ne´rale, dont les feuilles sont des varie´te´s inte´grales de type (r, n − 1). Si
la Gr,n−1-structure induite sur chaque feuille de chaque feuilletage est inte´grable et si
n ≥ 4, alors la Gr,n-structure de M est inte´grable au voisinage de x0.
On remarquera l’analogie entre l’e´nonce´ pre´ce´dent et le The´ore`me 3.14 sur l’he´re´dite´
de l’inte´grabilite´. En fait nous avons d’abord de´montre´ un analogue de ce dernier en
utilisant le The´ore`me 4.5. La de´monstration directe qu’on a donne´e dans le Chapitre 3
n’a e´te´ de´couverte que plus tard.
Le The´ore`me 4.5 apparaˆıt dans Goldberg [6], ou` le cas n = 3 est permis, mais tout
exemple d’une varie´te´ spe´ciale d’une classe Xr+1,3(3), on en construira dans le Chapitre 6,
montre que le re´sultat est faux si n = 3.
En effet, soit X ∈ Xr+1,3(3) une varie´te´ spe´ciale. La varie´te´ Σ3(X) est munie d’une
Gr,3-structure γ-inte´grable naturelle, qui n’est pas inte´grable puisqu’on suppose que
X est spe´ciale. D’autre part, si a est un point admissible de X , on a vu que la Gr,2-
structure induite sur la varie´te´ Σ3(X ; a), une varie´te´ inte´grale de type (r, 2), est locale-
ment e´quivalente a` la Gr,2-structure naturelle sur la varie´te´ Σ2(X
′), ou` X ′ est une varie´te´
de Veronese d’ordre 2, l’image de X par une projection osculatrice de centre Xa(1). Cette
structure est donc toujours inte´grable.
D’autre part, on a vu a` la fin de la Section 4.2 comment construire des feuilletages
F0,F2, . . . ,Fn de codimension r au voisinage de C ∈ Σ3(X), en position ge´ne´rale, dont
les feuilles sont des varie´te´s de la forme Σ3(X ; a) avec a ∈ Xadm. Ceci montre que la
condition n ≥ 4 est ne´cessaire dans l’e´nonce´ ci-dessus.
En revanche, la δ-inte´grabilite´ des Gr,n- et Gr,n−1-structures de l’e´nonce´ se lit sur des
tenseurs dont des formules explicites sont donne´es dans Goldberg [6] et qui sont faciles a`
calculer sous l’hypothe`se n ≥ 4. Bien que ce ne soit pas la de´monstration choisie dans [6]
(elle est incorrecte), peut-eˆtre dans l’espoir de couvrir aussi le cas n = 3, la de´monstration
du The´ore`me 4.5 est tre`s simple a` partir de ces formules.
5. La classification des varie´te´s standards
5.1. Pre´liminaires. — Deux varie´te´s projectives X et X ′ sont e´quivalentes s’il existe
un isomorphisme φ : 〈X〉 → 〈X ′〉 tel que φ(X) = X ′. Dans ce chapitre, nous donnons la
classification des varie´te´s standards a` e´quivalence pre`s.
Le re´sultat pre´cis est e´nonce´ dans la prochaine section. La de´monstration occupe le
reste du chapitre et suit la classification des varie´te´s minimales, qu’on rappellera.
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Soit X0 ∈ Xr+1,n(n− 1) une varie´te´ minimale et X ∈ Xr+1,n(q) une varie´te´ standard,
voir la De´finition 1.8. On dit qu’une application birationnelle φ : X0 99K X , telle que
l’image d’une section de X0 par un P
n−1 ⊂ Pr+n−1 ge´ne´rique appartient a` CRNq(X),
associe X a` X0 et, si une telle application existe, que X et X0 sont associe´es.
Pour chaque varie´te´ minimale X0, on construira explicitement des varie´te´s standards
qui lui sont associe´es. On montrera que la liste donne´e est exhaustive en de´terminant
tous les syste`mes line´aires sur X0 tels que les applications rationnelles qu’ils de´finissent
associent X0 a` des varie´te´s standards. On utilisera sans de´monstration les proprie´te´s
connues du groupe de Picard de X0
(6) ainsi que le lemme suivant.
Lemme 5.1. — Soit X0 ∈ Xr+1,n(n − 1) une varie´te´ minimale et φ : X0 99K X une
application birationnelle qui associe une varie´te´ standard X ∈ Xr+1,n(q) a` X0. L’appli-
cation φ est de´finie par un syste`me line´aire complet |W | de dimension pir,n(q), tel que
C ·W = q pour toute section de X0 par un Pn−1 ⊂ Pr+n−1 ge´ne´rique.
De´monstration. — On se place sous les hypothe`ses de l’e´nonce´. D’abord, la partie sin-
gulie`re d’une varie´te´ minimale est vide ou de codimension ≥ 2, ce qui permet d’utiliser
la the´orie des syste`mes line´aires. On note Pic (X0) le groupe des classes de diviseurs
de X0 modulo e´quivalence line´aire : deux diviseurs W,W
′ ∈ Div(X0) sont line´airement
e´quivalents si W −W ′ est le diviseur d’une fonction rationnelle f ∈ R(X0)\{0}.
L’application φ est de´finie par un syste`me line´aire L sans composante fixe et de dimen-
sion pir,n(q), uniquement de´termine´. C’est un sous-syste`me line´aire d’un syste`me line´aire
complet |W | sans composante fixe, de´fini par une classe W ∈ Pic (X0),
Comme φ : X0 99K X est birationnelle et qu’une section ge´ne´rique C = X0 ∩ Pn−1
est contenue dans (X0)reg et ne rencontre pas le lieu d’inde´termination de φ, son image
φ(C) est de degre´ C ·W , ce qui donne C ·W = q.
L’imageX ′ deX0 par une application rationnelle de´finie par le syste`me line´aire complet
|W | a aussi la proprie´te´ que, pour x ∈ X ′n ge´ne´rique, il existe un e´le´ment de CRNq(X ′)
qui contient x. Compte tenu du The´ore`me 1.2, la varie´te´ X ′ engendre un espace de
dimension ≤ pir,n(q). Comme le sous-syste`me L du syste`me |W | est de´ja` de dimension
pir,n(q), on obtient L = |W |.
5.2. La classification. — Rappelons d’abord la classification des varie´te´s minimales
X0 ⊂ Pr+n−1, de dimension r + 1 et de degre´ n− 1.
Si n = 2, X0 est un espace projectif P
r+1.
Si n = 3 et r ≥ 2, X0 peut eˆtre une hyperquadrique de Pr+2, de rang ≥ 5.
Si n = 5, X0 peut eˆtre un coˆne au-dessus d’une surface de Veronese d’ordre 2.
Si n ≥ 3 et si X0 n’est pas de l’une des deux formes pre´ce´dentes, X0 est un scroll
rationnel normal. Les scrolls rationnels normaux de dimension r + 1 et de degre´ n − 1
sont caracte´rise´s a` e´quivalence pre`s par une famille d’entiers a0, . . . , ar tels que :
(22) a0 ≥ · · · ≥ ar ≥ 0, a0 + · · ·+ ar = n− 1.
Le mode`le Sa0,...,ar d’un tel scroll est donne´ dans le paragraphe ci-dessous.
6. Rappelons en particulier que si X0 est un coˆne au-dessus de X′0, le groupe de Picard de X0 est
naturellement isomorphe a` celui de X′0 ; voir R. Hartshorne : Algebraic Geometry, Graduate Texts in
Mathematics 52, Springer-Verlag, Chapitre II, Exercice 6.3. On utilisera cette proprie´te´.
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Comme on va le voir, une varie´te´ standard est le plus souvent e´quivalente a` la comple´te´e
projective d’une sous-varie´te´ d’un espace CN parame´tre´e par une famille de monoˆmes.
On introduit une de´finition purement utilitaire.
De´finition 5.2. — Soit A ⊂ Nr+1\{0} un ensemble fini de cardinal NA ≥ 1. On note
x = (xα)α∈A le point courant de C
NA et, pour tout s = (s1, . . . , sr+1) ∈ Cr+1 et tout
α = (α1, . . . , αr+1) ∈ A, on note s
α = sα11 · · · s
αr+1
r+1 . La varie´te´ monoˆmiale de´finie par
l’ensemble A est la varie´te´ projective X ⊂ PNA telle que
(23) X ∩CNA =
{
(sα)α∈A, s ∈ C
r+1
}
.
On distinguera souvent certaines des composantes de s ∈ Cr+1 en changeant de no-
tation. Par exemple, e´tant donne´e une famille d’entiers (a0, . . . , ar) qui ve´rifie (22), la
varie´te´ monoˆmiale de´finie par l’ensemble
A =
{
(k, α) ∈ (N× Nr)\{0}, |α| ≤ 1, k ≤ (ρ− 1)a0 +
r∑
j=1
αjaj
}
.
est un scroll rationnel normal de dimension r+ 1 et de degre´ n− 1, qu’on note Sa0,...,ar .
Le the´ore`me suivant donne la liste, sans omission ni re´pe´tition, des varie´te´s standards.
The´ore`me 5.3. — Soit X ∈ Xr+1,n(q) une varie´te´ standard avec r ≥ 1, n ≥ 2 et
q ≥ n− 1. Elle est associe´e a` une seule varie´te´ minimale X0, a` e´quivalence pre`s.
1. Si n = 2 donc X0 = P
r+1, X est une varie´te´ de Veronese d’ordre q.
2. Si n = 3 et si X0 est une hyperquadrique de rang ≥ 5, q est pair et X est l’image
de X0 par un plongement de Veronese d’ordre q/2.
3. Si n = 5 et si X0 est un coˆne au-dessus d’une surface de Veronese d’ordre 2, q est
pair et X est e´quivalente a` la varie´te´ monoˆmiale de´finie par l’ensemble
A(q) =
{
(i, j, α) ∈ N2 × Nr−1, 1 ≤ 2(i+ j) + 4|α| ≤ q
}
.
4. Si n ≥ 3 et si X0 est le scroll rationnel normal Sa0,...,ar , de degre´ n − 1, X est
e´quivalente a` une varie´te´ monoˆmiale de´finie par un ensemble
A(ρ, χ) =
{
(k, α) ∈ (N× Nr)\{0}, |α| ≤ ρ, k ≤ (ρ− |α|)a0 +
r∑
j=1
αjaj + χ
}
,
ou` q = ρ(n− 1) + χ, ρ ≥ 1 est un entier et χ ∈ {−1, . . . , n− 2}.
Si q 6≡ −1 modulo n−1, q = ρ(n−1)+χ est la division euclidienne de q par n−1.
Si q ≡ −1 modulo n− 1, les ensembles A(ρ, n− 2) et A(ρ + 1,−1) de´finissent des
varie´te´s standards ; elles sont e´quivalentes si et seulement si n = 3 ou a0 = n− 1.
Le premie`re partie de l’e´nonce´ est une conse´quence de la seconde. En effet, si une
varie´te´ X ∈ Xr+1,n(q) est associe´e a` deux varie´te´s X0, X1 ∈ Xr+1,n(n − 1), X1 est
associe´e a` X0 et donc e´quivalente a` X0 d’apre`s la classification.
Remarquons qu’une meˆme varie´te´ peut appartenir a` plusieurs classes Xr+1,n(q),
comme le montre la dernie`re partie de la classification. Si 1 ≤ χ ≤ n − 2, l’ensemble
A(1, χ) de´finit une varie´te´ standard de la classe Xr+1,n−1(n − 1 + χ), qui est aussi le
scroll rationnel normal Sa0+χ,...,ar+χ ∈ Xr+1,n′(n
′ − 1) avec n′ = n+ (r + 1)χ.
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Avant de passer a` la de´monstration du the´ore`me, faisons quelques remarques sur la
De´finition 5.2. Les ensembles de multi-indices A ⊂ Nr+1\{0} qui interviendront auront
tous les proprie´te´s suivantes :
– si α ∈ Nr+1 est de longueur |α| = 1, alors α ∈ A ;
– si α ∈ A et si α′ ∈ Nr+1\{0} est tel que α′i ≤ αi pour i = 1, . . . , r+ 1, alors α
′ ∈ A.
Soit X une varie´te´ monoˆmiale de´finie par un ensemble A qui a ces proprie´te´s. Il re´sulte
de la premie`re proprie´te´ que X ∩ CNA est une varie´te´ isomorphe a` Cr+1.
Il re´sulte de la seconde proprie´te´ que X ∩CNA est homoge`ne. Plus pre´cise´ment, pour
s⋆ ∈ Cr+1 donne´, X ∩CNA est aussi parame´tre´ par xα = (s⋆+ s)α, α ∈ A. Compte tenu
de la seconde condition, les polynoˆmes (s⋆+s)
α−sα⋆ , α ∈ A, engendrent le meˆme espace
vectoriel que les monoˆmes sα, α ∈ A. Il existe donc une transformation affine de CNA
qui conserve X et envoie 0 ∈ X sur un point donne´ de X ∩ CNA .
Si X,X ′ sont des varie´te´s monoˆmiales de´finies par des ensembles A,A′ ⊂ Nr+1\{0}
qui ve´rifient les conditions pre´ce´dentes et si A′ ⊂ A, la projection (xα)α∈A 7→ (xα)α∈A′
induit un isomorphisme de X ∩ CNA sur X ′ ∩ CNA′ .
5.3. Les trois premiers points de la classification. — On les de´montre au cas par
cas.
Si n = 2, le groupe de Picard de X0 = P
r+1 est engendre´ par la classe H d’un
hyperplan. Si q ≥ 1, les applications rationnelles induites par le syste`me |qH | sont les
plongements de Veronese d’ordre q. Ceci donne le premier point du the´ore`me. Bien suˆr,
le The´ore`me 1.5 est bien plus fort, puiqu’on n’y suppose pas que X soit standard.
Soit n = 3 et X0 ⊂ Pr+2 une hyperquadrique de rang µ + 1 ≥ 5, ce qui impose en
particulier r ≥ 3. Comme X0 est un coˆne au-dessus d’une hyperquadrique lisse de rang
≥ 5, son groupe de Picard est le groupe libre engendre´ par la classe H d’une section
hyperplane de X0. Si ρ ≥ 1, l’application rationnelle de´finie par le syste`me line´aire |ρH |
est la restriction a` X0 d’un plongement de Veronese d’ordre ρ de P
r+2 et l’image d’une
section de X0 par un P
2 ⊂ Pr+2 ge´ne´rique est une courbe rationnelle normale de degre´ 2ρ.
D’autre part, dans un syste`me convenable de coordonne´es homoge`nes [U0 : · · · : Ur+2],
la quadrique X0 est donne´e par l’e´quation
∑µ
j=0 U
2
j = 0. En notant U = (U0, U
′), comme
un polynoˆme homoge`ne de degre´ ρ s’e´crit
F (U) = G0(U
′) + U0G1(U
′) + (
µ∑
j=0
U2j )G2(U),
ou` G0(U
′) est homoge`ne de degre´ ρ et G1(U
′) homoge`ne de degre´ ρ− 1, on voit que
dim |ρH | =
(
r + 1 + ρ
r + 1
)
+
(
r + ρ
r + 1
)
− 1 = pir,3(2ρ).
On a obtenu le deuxie`me point du the´ore`me.
Soit n = 5 et X0 ⊂ Pr+4 un coˆne au-dessus d’une surface de Veronese S ⊂ P5. Le
groupe de Picard de S est le groupe libre engendre´ par une conique de S, donc celui de
X0 est le groupe libre engendre´ par la classe R d’un coˆne au-dessus d’une conique de S
et 2R est la classe d’une section hyperplane de X0.
Si C ∈ CRN4(X0) est la section de X0 par un P4 ⊂ Pr+4 ge´ne´rique, alors C ·σR = 2σ.
Il en re´sulte que, si X ∈ Xr+1,5(q) est associe´e a` X0, q est pair et X de´termine´e par q,
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a` e´quivalence pre`s. En particulier, si q est un multiple de 4, X est l’image de X0 par un
plongement de Veronese d’ordre q/4 de X0.
Re´ciproquement, r ≥ 1 e´tant fixe´, soit q ≥ 4 un entier pair et
A(q) =
{
(i, j, α) ∈ N2 × Nr−1, 1 ≤ 2(i+ j) + 4|α| ≤ q
}
.
Notons X(q) la varie´te´ monoˆmiale de´finie par l’ensemble A(q). On ve´rifie que X(4) est
un coˆne au-dessus d’une surface de Veronese. On peut supposer que c’est X0.
L’inclusion A(4) ⊂ A(q) induit une application birationnelle φ : X0 99K X(q). Une
section ge´ne´rique X0 ∩ P4 de X0 est parame´tre´e par des e´quations de la forme :
tj =
Tj(θ)
T0(θ)
, j = 1, 2; sj =
Sj(θ)
T0(θ)2
, j = 1, . . . , r − 1,
ou` θ ∈ P1, les Tj(θ) sont des polynoˆmes de degre´ ≤ 2 et les Sj(θ) des polynoˆmes de degre´
≤ 4. Son image par φ est parame´tre´e par
x(i,j,α)(θ) =
T1(θ)
iT2(θ)
jS1(θ)
α1 . . . Sr−1(θ)
αr−1
T0(θ)i+j+2|α|
, (i, j, α) ∈ A(q).
C’est en ge´ne´ral une courbe rationnelle normale de degre´ q. La varie´te´ X(q) ve´rifie donc
la premie`re proprie´te´ dans la De´finition 1.1. Pour montrer qu’elle appartient a` Xr+1,5(q),
il suffit de ve´rifier qu’elle engendre un espace de dimension pir,5(q).
On e´crit q = 2σ et on de´compose A(q) = {(i, j, α) ∈ Nr+1, 1 ≤ i + j + 2|α| ≤ σ}
selon les parite´s de i et de j : le cardinal de A(q) est la somme des cardinaux des quatre
ensembles de (i, j, α) ∈ Nr+1 respectivement de´finis par :
0 < 2i+2j+2|α| ≤ σ, 2i+2j+1+2|α| ≤ σ, 2i+2j+1+2|α| ≤ σ, 2i+2j+2+2|α| ≤ σ.
Si σ = 2ρ est pair, on obtient : card(A(q)) + 1 =
(
r+ρ+1
r+1
)
+ 3
(
r+ρ
r+1
)
= pir,5(q) + 1.
Si σ = 2ρ+ 1 est impair, on a : card(A(q)) + 1 = 3
(
r+ρ+1
r+1
)
+
(
r+ρ
r+1
)
= pir,5(q) + 1.
Ceci de´montre le troisie`me point du the´ore`me.
5.4. Si X0 est un scroll rationnel normal. — On suppose enfin n ≥ 3 et que X0
est un scroll rationnel normal de dimension r+1 et de degre´ n− 1, de´fini par des entiers
a0, . . . , ar qui ve´rifient (22). Le scroll X0 e´tant fixe´ a` e´quivalence pre`s, on associe a` toute
paire d’entiers (ρ, χ) tels que
ρ(n− 1) + χ ≥ n− 1, ρ ≥ 1, −1 ≤ χ ≤ n− 2,
l’ensemble
(24) A(ρ, χ) =
{
(k, α) ∈ (N× Nr)\{0}, |α| ≤ ρ, k ≤ (ρ− |α|)a0 +
r∑
j=1
αjaj + χ
}
et la varie´te´ monoˆmiale X(ρ, χ) de´finie par cet ensemble.
Remarquons que la premie`re condition sur la paire (ρ, χ) exclut la paire (1,−1).
D’autre part, l’e´criture q = ρ(n − 1) + χ est la division euclidienne de q par n − 1
sauf si χ = −1, auquel cas q est congru a` −1 modulo n− 1.
La varie´te´ X(1, 0) est le scroll rationnel normal qu’on a note´ Sa0,...,ar dans la Sec-
tion 5.2. On peut supposer X0 = X(1, 0). La varie´te´ X0 ∩ C
r+n−1 est parame´tre´e par
(25) (t, . . . , ta0 , s1, s1t, . . . , s1t
a1 , . . . , sr, srt, . . . , srt
ar ), (t, s) ∈ C× Cr,
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et une section de X0 par un P
n−1 ⊂ Pr+n−1 ge´ne´rique est donne´e par les relations
(26) sk =
Pk(t)
P0(t)
, k = 1, . . . , r,
entre les parame`tres t et s, ou` les Pk(t) sont des polynoˆmes de degre´ respectif ≤ n−1−ak.
Conside´rons une varie´te´ X(ρ, χ). Comme A(1, 0) ⊂ A(ρ, χ), on a un isomorphisme
naturel de X0 ∩ Cr+n−1 sur X(ρ, χ) ∩ CcardA(ρ,χ), l’inverse d’une projection. L’image
d’une section de X0 par un P
n−1 ⊂ Pr+n−1 ge´ne´rique donne´e par (26) est une courbe
rationnelle normale de degre´ q = ρ(n− 1) + χ. En effet, elle est donne´e par
x(k,α)(t) =
tkP1(t)
α1 · · ·Pr(t)αrP0(t)ρ−|α|
P0(t)ρ
, (k, α) ∈ A(ρ, χ).
Le degre´ du de´nominateur est majore´ par ρ(n− 1 − a0) ≤ q et celui du nume´rateur est
majore´ par k +
∑r
j=1 αj(n− 1− aj) + (n− 1− a0)(ρ− |α|) ≤ q, par construction.
La varie´te´ X(ρ, χ) a donc la premie`re proprie´te´ dans la De´finition 1.1. Pour montrer
qu’elle a aussi la deuxie`me, on calcule la dimension N(ρ, χ) = cardA(ρ, χ) de l’espace
qu’elle engendre. On pose α0 = ρ− |α|, α̂ = (α0, α) ∈ Nr+1 et α̂ · a =
∑r
µ=0 αµaµ. Soit
τ une permutation circulaire de {0, . . . , r}. Le nombre N(ρ, χ) + 1 est e´gal a`
∑
|α̂|=ρ
(α̂ · a+ χ+ 1) =
1
r + 1
∑
|α̂|=ρ
r∑
j=0
(ατ j(0)a0 + · · ·+ ατ j(r)ar + χ+ 1)
=
1
r + 1
∑
|α̂|=ρ
ρ(n− 1) + (χ+ 1)
∑
|α̂|=ρ
1
= (n− 1)
(
r + ρ
r + 1
)
+ (χ+ 1)
(
r + ρ
r
)
,
ou encore
N(ρ, χ) + 1 = (χ+ 1)
(
r + ρ+ 1
r + 1
)
+ (n− 2− χ)
(
r + ρ
r + 1
)
= pir,n(q) + 1.
La varie´te´ X(ρ, χ) appartient donc a` la classe Xr+1,n(q) avec q = ρ(n − 1) + χ. On a
obtenu la premie`re partie du lemme suivant.
Lemme 5.4. — On suppose que X0 est le scroll rationnel normal Sa0,...,ar , de degre´
n− 1. Soit q ≥ n− 1 un entier et q = ρ(n− 1)+χ la division euclidienne de q par n− 1.
La varie´te´ monoˆmiale X(ρ, χ) de´finie par l’ensemble (24) est un e´le´ment standard de
la classe Xr+1,n(q), associe´ a` X0.
Si χ = n− 2, la varie´te´ X(ρ+1,−1) a aussi cette proprie´te´ ; elle n’est pas e´quivalente
a` la varie´te´ X(ρ, n− 2) sauf si n = 3 ou si a0 = n− 1.
De´monstration. — Il reste a` montrer la dernie`re partie de l’e´nonce´. Commenc¸ons par les
cas particuliers.
Si a0 = n− 1, la description de A(ρ,−1) dans (24) s’e´crit :
|α| ≤ ρ, k ≤ (ρ− |α|)(n − 1)− 1.
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Comme ce syste`me n’a pas de solution (k, α) ∈ Nr+1 avec |α| = ρ, on a en fait |α| = ρ−1
et k ≤ (ρ − 1 − |α|)(n − 1) + n − 2. Autrement dit, A(ρ,−1) = A(ρ − 1, n− 2) et donc
X(ρ,−1) = X(ρ− 1, n− 2).
Si n = 3 et a0 = a1 = 1, la description de A(ρ,−1) dans (24) s’e´crit :
|α| ≤ ρ, k ≤ ρ− (|α| − α1)− 1.
E´changeons les parame`tres s1 et t et les indices k et α1. On obtient que la varie´te´X(ρ,−1)
est e´quivalente a` la varie´te´ monoˆmiale de´finie par l’ensemble des (k, α) ∈ Nr+1\{0} qui
ve´rifient k ≤ (ρ− 1− |α|) + α1 + 1 et |α| ≤ ρ− 1, c’est-a`-dire a` la varie´te´ X(ρ− 1, 1).
Avant de traiter le cas ge´ne´ral, conside´rons une varie´te´ monoˆmiale X(ρ, χ). Rappelons
que son intersection avec CN(ρ,χ) est homoge`ne. Il est clair qu’elle n’est pas (ρ + 1)-
re´gulie`re. Elle est ρ-re´gulie`re si k + |α| ≤ ρ implique la deuxie`me ine´galite´ dans (24),
c’est-a`-dire si
|α| ≤ ρ ⇒ (ρ− |α|)(a0 − 1) +
r∑
j=1
αjaj + χ ≥ 0.
C’est e´videmment le cas si χ ≥ 0. Alors, en faisant t = 0 dans les monoˆmes tksα,
(k, α) ∈ A(ρ, χ), on voit que l’intersection de X(ρ, χ) avec son espace osculateur a` l’ordre
ρ en 0 contient une varie´te´ de Veronese de dimension r et d’ordre ρ.
On exclut maintenant les cas particuliers de´ja` traite´s. On suppose donc a2 ≥ 1 ou
a2 = 0, a1 ≥ 1 et a0 ≥ 2.
Soit ρ ≥ 2. Compte tenu de ce qu’on vient de voir, pour montrer que les varie´te´s
standards X(ρ,−1) et X(ρ− 1, n− 2) ne sont pas e´quivalentes, il suffit de montrer que
l’intersection Z de X(ρ,−1) avec son osculateur a` l’ordre ρ−1 en 0 n’a pas de composante
de dimension r. On note x(t, s) ∈ X(ρ,−1) le point de parame`tre (t, s) ∈ Cr+1.
Si x(t, s) ∈ Z, tous les monoˆmes tksα de degre´ ≥ ρ avec (k, α) ∈ A(ρ,−1) sont nuls.
En particulier sα = 0 si |α| = ρ et
∑r
j=1 αjaj− 1 ≥ 0. Si a2 ≥ 1, on obtient s1 = s2 = 0,
ce qui implique que Z est de codimension ≥ 2.
Si a2 = 0, on a a1 ≥ 1 et a0 ≥ 2 par hypothe`se et on obtient encore s1 = 0. On doit
aussi annuler le monoˆme tρa0−1 qui est de degre´ ≥ ρ, ce qui donne t = 0. On obtient
encore que Z est de codimension ≥ 2. Le lemme est de´montre´.
5.5. Si X0 est un scroll rationnel normal, suite et fin. — Il reste a` montrer que
les varie´te´s standards de la classe Xr+1,n(q) qui apparaissent dans le Lemme 5.4 sont les
seules associe´es au scroll rationnel normal X0 = Sa0,...,ar .
Si a0 = n − 1, c’est facile. Dans ce cas, X0 est un coˆne au-dessus d’une courbe
rationnelle normale de degre´ n− 1, donc le groupe Pic (X0) est le groupe libre engendre´
par la classe R du coˆne au-dessus d’un point de cette courbe et (n − 1)R est la classe
d’une section hyperplane de X0. Pour q ≥ 1, on a C · qR = q si C est une section de X0
par un Pn−1 ⊂ Pr+n−1 ge´ne´rique. Il en re´sulte que pour tout q ≥ n− 1, il existe au plus
une varie´te´ X ∈ Xr+1,n(q) associe´e a` X0, a` e´quivalence pre`s. C’est la varie´te´ donne´e par
le Lemme 5.4.
On suppose maintenant a0 6= n−1. On dit alors que X0 est un scroll ge´ne´ral. Le calcul
sera plus laborieux. Le groupe Pic (X0) est le Z-module libre ZH ⊕ ZR engendre´ par la
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classe H d’une section hyperplane de X0 et la classe R d’un e´le´ment du re´glage de X0
par des Pr, dont on obtient un e´le´ment en fixant le parame`tre t dans (25).
Si a ∈ Z, on note a+ = max(a, 0). Pour tout (ρ, χ) ∈ N⋆×Z, on de´finit l’entier I(ρ, χ)
par la formule
(27) I(ρ, χ) =
∑
|α|=ρ
(α0a0 + · · ·+ αrar + χ+ 1)
+.
La dimension du syste`me line´aire |ρH +χR| est donne´e par la formule suivante si ρ ≥ 1,
voir par exemple Harris [9] :
dim |ρH + χR|+ 1 = I(ρ, χ), ρ ≥ 1.
Soit φ : X0 99K X une application birationnelle qui associe une varie´te´ standard
X ∈ Xr+1,n(q) a` X0. Soir |ρH + χR| le syste`me line´aire complet qui de´finit φ.
Si C est une section de X0 par un P
n−1 ⊂ Pr+n−1 ge´ne´rique, on a C ·H = n − 1 et
C ·R = 1, ce qui donne ρ(n− 1) + χ = q.
Si l est une droite contenue dans un repre´sentant de R, on a l ·H = 1 et l ·R = 0 donc
l · (ρH + χR) = ρ(n− 1), ce qui donne ρ ≥ 1. On a donc :
Lemme 5.5. — Si le syste`me line´aire |ρH +χR| de´finit une application rationnelle qui
associe au scroll ge´ne´ral X0 une varie´te´ X ∈ Xr+1,n(q), la paire (ρ, χ) ∈ Z2 ve´rifie :
(28) ρ ≥ 1, q = ρ(n− 1) + χ, I(ρ, χ) = pir,n(q) + 1.
On a calcule´ I(ρ, χ) pour ρ ≥ 1 et χ ≥ −1 au de´but de la Section 5.4 et obtenu que
I(ρ, χ) = (χ+ 1)
(
r + ρ+ 1
r + 1
)
+ (n− 2− χ)
(
r + ρ
r + 1
)
, χ ≥ −1,
ne de´pend pas des entiers a0, . . . , ar mais seulement de leur somme n− 1. En particulier,
si q = ρ(n−1)+χ est la division euclidienne de q par (n−1), alors (ρ, χ) est une solution
de (28) et, si q = ρ(n− 1) + n− 2, (ρ+ 1,−1) est une autre solution de (28).
Pour montrer que la liste du Lemme 5.4 est exhaustive, ce qui ache`vera la de´mons-
tration du The´ore`me 5.3, il reste deux choses a` ve´rifier. D’une part, on doit ve´rifier que
les solutions pre´ce´dentes du syste`me (28) sont les seules, autrement dit que (28) implique
χ ∈ {−1, . . . , n− 2}. C’est l’objet du lemme suivant.
D’autre part on doit ve´rifier, si n = 3 et a0 = a1 = 1, que les deux syste`mes line´aires
|ρH +R| et |(ρ+ 1)H −R| de´finissent des applications rationnelles qui envoient X0 sur
des varie´te´s e´quivalentes, ce qu’on fait maintenant.
Dans ce cas, X0 est un coˆne au-dessus d’une quadrique lisse Q ⊂ P3 et le groupe
Pic(X0) est aussi le groupe libre engendre´ par les classes R et R
′ des deux re´glages
de X0 par des P
r. De plus R + R′ = H . On a donc ρH + R = (ρ + 1)R + ρR′ et
(ρ+ 1)H −R = ρR+ (ρ+ 1)R′. Comme les deux re´glages R et R′ sont e´change´s par un
automorphisme de X0, on obtient le re´sultat cherche´.
Le lemme suivant termine la discussion.
Lemme 5.6. — Si (ρ, χ) est une solution du syste`me (28), alors χ ∈ {−1, . . . , n− 2}.
De´monstration. — Posons :
I0(ρ, χ) =
∑
|α|=ρ
(α0(n− 1) + χ+ 1)
+.
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Si ρ ≥ 2, on e´crit α = (α0, α′), on distingue selon que α0 est nul ou pas et on calcule
I0(ρ, χ) =
∑
|α′|=ρ
(χ+ 1)+ +
∑
|α|=ρ, α0≥1
(α0(n− 1) + χ+ 1)
+
=
∑
|α′|=ρ
(χ+ 1)+ +
∑
|α|=ρ−1
((α0 + 1)(n− 1) + χ+ 1)
+
=
∑
|α′|=ρ
(χ+ 1)+ + I0(ρ− 1, χ+ n− 1).
Ceci montre que, pour ρ(n − 1) + χ = q fixe´, I0(ρ, χ) atteint son maximum pir,n(q) + 1
en (ρ, χ) si et seulement si χ ≤ n− 2.
Comme I(ρ, χ) = I0(ρ, χ) si χ ≥ −1, on obtient de´ja` χ ≤ n− 2 si (ρ, χ) est solution
de (28). Finalement pour montrer qu’on a χ ≥ −1, il suffit de montrer que :
(29) χ < −1 ⇒ I(ρ, χ) < I0(ρ, χ).
On montre que I(ρ, χ) diminue si, e´tant donne´ deux indices distincts j, k ∈ {0, . . . , r} tels
que aj ≥ ak ≥ 1, on substitue la paire (aj+1, ak−1) a` la paire (aj , ak) dans (a0, . . . , ar).
Par syme´trie, il suffit de traiter le cas j = 0, k = 1.
On e´crit que I(ρ, χ) est une somme de termes de la forme :∑
α0+α1=µ
(α0a0 + α1a1 + h)
+, µ ∈ N, h ∈ Z.
Si α0 = α1 le terme correspondant de la somme ci-dessus ne de´pend que de a0 + a1. On
regroupe les autres termes par paires, soit avec i > j et i+ j = µ :
(ia0 + ja1 + h)
+ + (ja0 + ia1 + h)
+ = A+ +B+, A ≥ B.
D’autre part :
(i(a0+1)+ j(a1−1)+h)
++(j(a0+1)+ i(a1−1)+h)
+ = (A+(i− j))++(B− (i− j))+.
Il suffit de remarquer que, si A,B,C ∈ Z,
A ≥ B, C ≥ 0 ⇒ (A+ C)+ + (B − C)+ ≥ A+ +B+,
pour obtenir le re´sultat en vue.
De proche en proche, on est ramene´ a` de´montrer (29) pour a0 = n− 2, a1 = 1. Alors :
I(ρ, χ) =
∑
|α|=ρ
(α0(n− 2) + α1 + χ+ 1)
+.
Compte tenu de ce qui pre´ce`de, il suffit de montrer, en conside´rant seulement les paires
(α0, α1) ∈ {(ρ, 0), (0, ρ)}, qu’on a :
(ρ(n− 2) + χ+ 1)+ + (ρ+ χ+ 1)+ < (ρ(n− 1) + χ+ 1)+ + (χ+ 1)+
si χ < −1, ce qui est e´vident, compte tenu du fait que ρ(n− 1) + χ = q > 0.
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6. Exemples de varie´te´s spe´ciales
6.1. Introduction. — D’apre`s le The´ore`me 1.7, seules les classes Xr+1,n(2n− 3) sont
susceptibles de contenir des varie´te´s spe´ciales, et cela seulement si r ≥ 2 et n ≥ 3, ce
qu’on suppose maintenant.
Commenc¸ons par rappeler la classification des varie´te´s standards X ∈ Xr+1,n(2n− 3).
Compte tenu du The´ore`me 5.3, une telle varie´te´ est associe´e a` un scroll rationnel normal
Sa0,...,ar de degre´ n− 1 = a0 + · · ·+ ar.
Pour un scroll donne´, il y a en ge´ne´ral deux varie´te´s standards qui lui sont as-
socie´es, a` e´quivalence pre`s. L’une est le scroll Sa0+n−2,...,ar+n−2, dont l’intersection avec
C(r+2)(n−1)−1 est parame´tre´e par
(30) (t, . . . , ta0+n−2, s1, ts1, . . . , t
a1+n−2s1, . . . , sr, tsr, . . . , t
ar+n−2sr),
ou` (t, s) ∈ C×Cr. C’est la seule solution si a0 = n−1 ou si n = 3. Sinon, l’autre solution
est e´quivalente a` la varie´te´ dont l’intersection avec C(r+2)(n−1)−1 est parame´tre´e par
(t, . . . , t2a0−1, . . . , si, tsi, . . . , t
a0+ai−1si, . . . , sjsk, tsjsk, . . . , t
aj+ak−1sjsk, . . .),
ou` (t, s) ∈ C× Cr et i, j, k ∈ {1, . . . , r}, avec j ≤ k et aj + ak ≥ 1.
Dans l’attente de re´sultats plus ge´ne´raux, on pre´sente dans ce court chapitre quelques
exemples de varie´te´s spe´ciales.
6.2. Quelques varie´te´s spe´ciales dans les classes Xr+1,3(3) et Xr+1,4(5). — On
a le re´sultat suivant :
Proposition 6.1. — Soit Q une quadrique de Pr+1, de rang µ ≥ 3. L’image de P1×Q
par le plongement de Segre de type (1, 1) est une varie´te´ de la classe Xr+1,3(3). Elle est
spe´ciale si r ≥ 2. Ces varie´te´s sont classe´es a` e´quivalence pre`s par leur dimension et le
rang µ ∈ {3, . . . , r + 2} de la quadrique Q.
Dans le cas r = 2 et µ = 4, la varie´te´ obtenue est e´quivalente a` l’image de P1×P1×P1
par le plongement de Segre de type (1, 1, 1). Nous devons cet exemple, le premier d’une
varie´te´ spe´ciale dont nous ayons eu connaissance, a` F. Russo [13].
De´monstration. — Le plongement de Segre σ : P1 × Pr+1 → P2r+3 de type (1, 1) est
de´fini par
σ : ([S0 : S1], [T0 : · · · : Tr+1]) 7→ [S0T0 : · · · : S0Tr+1 : S1T0 : · · · : S1Tr+1].
Soit Q ⊂ Pr+1 une quadrique de rang µ ≥ 3, autrement dit irre´ductible, et X ⊂ P2r+3
l’image de P1 ×Q par le plongement σ.
Soit (τ1, q1), (τ2, q2), (τ3, q3) trois points de P
1 ×Q tels que τ1, τ2, τ3 ∈ P1 soient deux-
a`-deux distincts et que q1, q2, q3 ∈ Q engendrent un P2 qui coupe Q suivant une conique
propre Γ. Si φ : P1 → Γ est l’isomorphisme de´termine´ par φ(τi) = qi, i = 1, 2, 3,
l’application P1 → P2r+3 de´finie par τ 7→ σ(τ, φ(τ)) parame`tre une courbe rationnelle
normale de degre´ 3 contenue dans X . Comme X engendre l’espace P2r+3, on obtient que
X est une varie´te´ de la classe Xr+1,3(3).
Pour montrer que X est une varie´te´ spe´ciale, il est commode de travailler dans C2r+3.
On peut supposer que X ∩C2r+3 est parame´tre´ par :
x(s, t) = (t, s, ts, q(s), tq(s)), t ∈ C, s ∈ Cr,
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ou` q est une forme quadratique de rang µ− 2 ≥ 1. Si la varie´te´ X n’est pas une varie´te´
monoˆmiale au sens de la De´finition 5.2, elle a toutefois la proprie´te´ que X ∩ C2r+3 est
homoge`ne. En effet, si (t⋆, s⋆) ∈ C × Cr, les composantes de x(t + t⋆, s+ s⋆) − x(t⋆, s⋆)
engendrent le meˆme espace vectoriel de polynoˆmes que celles de x(t, s).
Conside´rons alors l’intersection de X avec son espace osculateur X0(1), dont la trace
dans C2r+3 est donne´e par les relations suivantes entre les parame`tres t ∈ C et s ∈ Cr :
ts = 0, q(s) = 0.
C’est la re´union d’un P1 et d’une quadrique de dimension r− 1 et de rang µ− 2. D’autre
part, (30) rappelle que si X˜ ∈ Xr+1,3(3) est une varie´te´ sandard, X˜a(1) ∩ X˜ est de
dimension r pour a ∈ X˜ ge´ne´rique. Ceci suffit pour conclure que la varie´te´ X est spe´ciale
si r > 1 et que deux quadriques de rangs diffe´rents de´finissent des varie´te´s qui ne sont
pas e´quivalentes.
Les varie´te´s pre´ce´dentes admettent des parame´trages homoge`nes de la forme :
X(T0, T1, S) = [T
3
0 , T
2
0 T1, T
2
0S, T0T1S, T0q(S), T1q(S)],
ou` S = [S1 : . . . : Sr] et q(S) est une forme quadratique de rang µ
′ = µ − 2 ≥ 1. Les
composantes de X(T0, T1, S) s’annulent a` l’ordre 2 pour
T0 = 0, T1S = 0, q(S) = 0,
c’est-a`-dire au point p = [0 : 1 : 0 : · · · : 0] et le long de la quadrique Q′ du Pr−1
d’e´quations T0 = 0, T1 = 0, de´finie par T0 = T1 = 0 et q(S) = 0.
Cette remarque sugge`re de conside´rer l’espace des polynoˆmes homoge`nes de degre´ 3
qui s’annulent a` l’ordre 2 le long de Q′. Pour µ′ ≥ 2, on obtient le re´sultat suivant.
Proposition 6.2. — On suppose r ≥ 2 et l’on se donne un Pr−1 ⊂ Pr+1 et une qua-
drique Q′ de Pr−1, de rang µ′ ≥ 2. Soit φ : Pr+1 99K P3r+5 une application rationnelle
de´finie par le syste`me line´aire des hypersurfaces de degre´ 3 de Pr+1 qui ont des points
doubles le long de Q′. Son image X = φ(Pr+1) est une varie´te´ spe´ciale de la classe
Xr+1,4(5). Les varie´te´s ainsi obtenues sont classe´es a` e´quivalence pre`s par leur dimen-
sion et le rang µ′ ∈ {2, . . . , r} de la quadrique Q′.
De´monstration. — On reprend les notations des conside´rations qui pre´ce`dent l’e´nonce´.
Si µ′ ≥ 2, un polynoˆme homoge`ne de degre´ 3, qu’on e´crit
F (T0, T1, S) = P (T0, T1) +
r∑
j=1
Pj(T0, T1)Sj + T0R0(S) + T1R1(S) +R(S),
s’annule a` l’ordre 2 (au moins) le long de Q′ si et seulement s’il est de la forme
(31) F (T0, T1, S) = P (T0, T1) +
r∑
j=1
Pj(T0, T1)Sj + (c0T0 + c1T1)q(S).
Le syste`me line´aire introduit dans l’e´nonce´ est donc de dimension 3r + 5 = pir,4(5).
D’autre part, e´tant donne´ un 4-uplet ge´ne´rique (pi, p2, p3, p4) de points de P
r+1, ces
points engendrent un P3 qui coupe la quadrique Q′ en deux points q1, q2, tels que
p1, p2, p3, p4, q1, q2 soient six points en position ge´ne´rale dans ce P
3. Il existe une et une
seule cubique gauche qui passe par ces six points. On ve´rifie aise´ment que son image par
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une application rationnelle φ : Pr+1 99K P3r+5, de´finie par le syste`me line´aire conside´re´,
est une courbe rationnelle normale de degre´ 5.
Il en re´sulte que par les points φ(p1), . . . , φ(p4) de la varie´te´ X = φ(P
r+1) passe une
courbe rationnelle normale de degre´ 5, puis que X est une varie´te´ de la classe Xr+1,4(5).
On peut supposer que X ∩ C3r+5 est parame´tre´ par :
(32) (t, t2, t3, s, ts, t2s, q(s), tq(s)), t ∈ C, s ∈ Cr.
C’est une sous-varie´te´ homoge`ne de C3r+5 et la trace sur C3r+5 de l’intersectionX∩X0(1)
est obtenue quand les parame`tres t ∈ C et s ∈ Cr ve´rifient t = 0 et q(s) = 0. C’est une
quadrique de dimension r − 1 et de rang µ′. Ceci montre que deux quadriques Q′ de
rangs diffe´rents de´finissent des varie´te´s qui ne sont pas e´quivalentes.
Enfin, pour montrer que les varie´te´s obtenues sont spe´ciales, on peut remarquer que,
par construction, si a ∈ X est ge´ne´rique, l’image de X par la projection de centre Xa(1)
est une des varie´te´s conside´re´es dans l’e´nonce´ pre´ce´cent, associe´e a` une quadrique Q de
rang µ′ + 2 ≥ 4. On obtient ainsi toutes ces varie´te´s sauf celles qui sont associe´es a` une
quadrique de rang 3.
Remarque 6.3. — Si µ′ = 1, le parame´trage (32) de´finit encore une varie´te´ spe´ciale de
la classe Xr+1,4(5). Dans ce cas, on modifie la de´finition du syste`me line´aire introduit
dans l’e´nonce´. On conside`re a` la place le syste`me des hypersurfaces de degre´ 3 de´finies
par une e´quation F (T0, T1, S) = 0, ou` F (T0, T1, S) est de la forme (31). On reprend la
de´monstration pre´ce´dente en associant a` un 4-uplet ge´ne´rique de Pr+1 le point d’inter-
section q du P3 qu’il engendre avec le Pr−2 ≪ sous-jacent ≫ a` la quadrique Q′ (qui est
de rang 1) et la droite intersection de ce P3 avec le Pr−1 d’e´quations T0 = T1 = 0. Une
application rationnelle de´finie par le syste`me line´aire conside´re´ envoie la cubique gauche
qui passe par les points p1, p2, p3 et p4 et qui est tangente a` cette droite au point q sur
une courbe rationnelle normale de degre´ 5 et Pr+1. On montre ainsi que (32) de´finit une
varie´te´ spe´ciale.
6.3. Une varie´te´ spe´ciale de la classe X3,6(9) et une de la classe X3,5(7). —
L’exemple suivant est curieux :
Proposition 6.4. — La varie´te´ de Veronese de dimension 3 et d’ordre 3 est une varie´te´
standard de la classe X3,2(3) et une varie´te´ spe´ciale de la classe X3,6(9).
En projetant cette varie´te´ V depuis un espace osculateur Va(1), on obtient une varie´te´
spe´ciale X de la classe X3,5(7), inde´pendante, a` e´quivalence pre`s, du choix de a ∈ V .
De´monstration. — On sait de´ja` que V est un e´le´ment standard de X3,2(3). Cette varie´te´
V engendre un espace de dimension pi2,2(3) = 19 et on a aussi pi2,6(9) = 19.
Soit v : P3 → P19 un plongement de Veronese d’ordre 3, d’image V . Par six points en
position ge´ne´rale dans P3 passe une unique cubique gauche et son image par v est une
courbe rationnelle de degre´ 9. La varie´te´ V appartient donc a` la classe X3,6(9). Elle est
spe´ciale dans cette classe, puisqu’elle est 3-re´gulie`re et que les varie´te´s standards de cette
classe ne le sont pas.
La deuxie`me partie de l’e´nonce´ re´sulte de la premie`re et du The´ore`me 3.14
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7. Appendice : proprie´te´s des espaces osculateurs
On rappelle dans cet appendice quelques proprie´te´s des espaces osculateurs qu’on utilise dans
le corps de l’article, en ge´ne´ral sans re´fe´rence. Elles sont toutes e´le´mentaires mais elles ne sont
pas ne´cessairement familie`res au lecteur. On esquisse quelques de´monstrations.
Soit X un germe en x0 ∈ C
N de varie´te´ analytique lisse de dimension d ≥ 1 et k ≥ 0 un
entier. Soit v : (Cd, p)→ (CN , x0) un germe de parame´trage (re´gulier, c’est-a`-dire de rang d) de
X, avec v(p) = x0. On ve´rifie facilement que l’espace vectoriel engendre´ par les vecteurs
(33)
∂αv
∂tα
(p), 1 ≤ |α| ≤ k,
ne de´pend pas du choix de v. L’espace osculateur (pour l’instant affine), ou plus simplement
l’osculateur Xx0(k) de X a` l’ordre k en x0 est l’espace affine qui passe par le point x0 et de
direction cet espace vectoriel.
La dimension de Xx0(k) est e´videmment au plus e´gale au cardinal de l’ensemble des multi-
indices α = (α1, . . . , αd) dont la longueur est comprise entre 1 et k, ce qui donne :
(34) dim Xx0(k) + 1 ≤
(
d+ k
d
)
.
Le second membre est aussi la dimension de l’espace des polynoˆmes de degre´ ≤ k en d variables
ou celle de l’espace des polynoˆmes homoge`nes de degre´ k en d+ 1 variables.
On dit que le germe X est k-re´gulier en x0 si les deux membres de (34) sont e´gaux, autrement
dit si la famille (33) est une famille libre.
L’osculateur Xx0(k) est engendre´ par les osculateurs Cx0(k) des germes de courbes lisses
C ⊂ X en x0. Pour le montrer, on peut supposer x0 = 0 et que le parame´trage v est de´fini au
voisinage de p = 0, soit v(t) =
∑+∞
|α|=1 t
αvα. L’osculateur X0(k) est le sous-espace engendre´ par
les vecteurs vα avec 1 ≤ |α| ≤ k.
Si c ∈ Cd\{0}, l’image par v du germe de droite parame´tre´e par θ 7→ θc est parame´tre´e
par θ 7→
∑+∞
|α|=1 θ
|α|cαvα. L’espace engendre´ par les osculateurs de ces courbes a` l’ordre k en
0 contient donc les vecteurs
∑
|α|=j c
αvα avec j ∈ {1, . . . , k} et c ∈ C
r. Il contient aussi leurs
de´rive´es partielles par rapport a` c, donc la famille des vecteurs vα avec 1 ≤ |α| ≤ k, ce qui donne
le re´sultat.
La notion d’osculateur est une notion projective : si une homographie φ : CN 99K CN est
de´finie au voisinage de x0, l’osculateur a` l’ordre k du germe φ(X) en φ(x0) est l’image par φ
de celui de X en x0. La ve´rification directe pour une homographie ge´ne´rale peut-eˆtre un peu
complique´e. Elle est tre`s simple dans le cas ou` φ est un isomorphisme affine. On se rame`ne ainsi
au cas ou` φ est tangente a` l’identite´ en 0 ∈ CN , i.e. est de la forme φ(x) = (1 + u(x))−1 x, ou` u
est une forme line´aire. La ve´rification est a` nouveau facile.
Si X ⊂ PN est un germe de varie´te´ lisse en x0 ∈ P
N , on note maintenant Xx0(k) son espace
projectif osculateur a` l’ordre k ≥ 0 en x0.
Soit X une sous-varie´te´ alge´brique irre´ductible de PN . Si x ∈ Xreg, il est clair, a` partir de la
de´finition, qu’on a dim Xx′(k) ≥ dim Xx(k) pour x
′ assez voisin de x. Soit m le maximum de
la dimension de Xx(k) quand x varie dans Xreg. L’ensemble {x ∈ Xreg, dimXx(k) = m} est un
ouvert dense de X et l’application x 7→ Xx(k) est analytique sur cet ouvert, a` valeurs dans la
grassmannienne des m-plans de PN . La de´monstration est analogue a` toute de´monstration d’un
re´sultat de ce type, quand il est facile a` de´montrer, ce qui est le cas ici.
On rappelle maintenant quelques proprie´te´s qui jouent un roˆle important dans cet article et
qui, pour cette raison, me´ritent qu’on les e´noncent. On a d’abord la proprie´te´ suivante.
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Lemme 7.1. — Soit X un germe de varie´te´ lisse et k-re´gulier en x0 ∈ P
N . Tout germe Y ⊂ X
de varie´te´ lisse de dimension ≥ 1 en x0 est k-re´gulier.
De´monstration. — Soit d ≥ 1 la dimension de X et 1 ≤ d′ ≤ d celle de Y . On peut choisir
la parame´trisation v : (Cd, 0) → (X,x0) de X de telle fac¸on que Y soit l’image du germe en 0
du sous-espace d’e´quations tj = 0, j = d
′ + 1, . . . , d. La sous-famille des vecteurs (33) obtenue
en se restreignant aux multi-indices α tels que αj = 0 pour j > s est libre, ce qui donne le
re´sultat.
Les espaces osculateurs se comportent comme on s’y attend par projection re´gulie`re :
Lemme 7.2. — Soit X un germe de varie´te´ lisse en x0 ∈ P
N et pi : PN 99K PM une projection
dont le centre Q est en somme directe projective avec Xx0(k). Alors pi(X)π(x0)(k) = pi(Xx0(k)).
En particulier, si le germe X est k-re´gulier en x0, son image est k-re´gulie`re en pi(x0).
De´monstration. — Une re´currence sur la dimension de Q permet de se ramener au cas ou` Q est
un point. On peut aussi supposer que Xx0(k) est contenu dans l’espace cible de la projection.
On se rame`ne ainsi a` la situation suivante. La projection pi : CN−1 × C 99K CN−1 × {0} est
de´finie par (x′, xN) 7→ (x
′/(1− xN ), 0) et au voisinage de 0 ∈ C
N−1 × C, le germe X est donne´
par un parame´trage v(t) = (v′(t), vN (t)) avec vN (t) = O(|t|
k+1). Son image est alors donne´e par
un parame´trage w(t) = (w′(t), 0) avec w′(t) = v′(t) +O(|t|k+1), ce qui donne le re´sultat.
Dans le cas ou` X est une courbe, on e´tend le re´sultat pre´ce´dent aux projections dont le centre
rencontre cette courbe :
Lemme 7.3. — Soit k ∈ N⋆ et C un germe de courbe lisse (k + 1)-re´gulier en a ∈ PN . Soit
pi : PN 99K H une projection de centre a et de cible un hyperplan H de PN tel que a /∈ H.
L’image par pi de C\{a} se prolonge en un germe de courbe lisse k-re´gulier en a′ = Ca(1) ∩H
et l’osculateur a` l’ordre k de C′ en a′ est l’image par pi de l’osculateur a` l’ordre k+1 de C en a.
De´monstration. — On peut supposer a = 0 ∈ CN , que H est donne´ par x1 = 1 et C par
xj = x
j
1 +O(x
k+2
1 ) si j = 2, . . . , k + 1, xj = O(x
k+2
1 ) si j = k + 2, . . . , N.
L’image C′ de C est alors donne´e par x1 = 1 et pour t ∈ C voisin de 0 :
xj = t
j−1 +O(tk+1) si j = 2, . . . , k + 1, xj = O(t
k+1) si j = k + 2, . . . , N.
Encore quelques remarques a` propos des courbes. Soit C ⊂ PN une courbe alge´brique
irre´ductible et k ∈ N⋆ sa re´gularite´ osculatrice. On entend par la` que C est k-re´gulie`re en
au moins un point x0, donc au point ge´ne´rique, et n’est (k + 1)-re´gulie`re en aucun point. Soit
t 7→ x(t) une parame´trisation re´gulie`re locale de C avec x(0) = x0. Par hypothe`se, pout t ∈ C
voisin de 0, l’espace vectoriel E(t) engendre´ par x′(t), . . . , x(k)(t) est de dimension k et on peut
e´crire
x(k+1)(t) =
k∑
j=1
λj(t)x
(j)(t).
En de´rivant et par re´currence, on obtient que, pour tout j ∈ N⋆, x(j)(t) ∈ E(t) si t est assez
petit. En particulier x(j)(0) ∈ E(0) pour tout j ≥ 1 et, par analyticite´, C ⊂ E(0). On a donc :
La dimension de l’espace engendre´ par une courbe irre´ductible C ⊂ PN est e´gale a` sa
re´gularite´ osculatrice.
Plus ge´ne´ralement on a :
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Lemme 7.4. — Soit k ≥ 1 la re´gularite´ osculatrice d’une courbe alge´brique irre´ductible C ⊂ PN
et k1, . . . , km ∈ N des entiers tels que k+1 =
∑m
i=1(ki+1). Pour tout m-uplet (x1, . . . , xm) ∈ C
m
ge´ne´rique, on a 〈C〉 = ⊕mi=1Cxi(ki).
Si C est une courbe rationnelle normale de degre´ k, on a la meˆme conclusion de`s que les
points x1, . . . , xm sont deux-a`-deux distincts.
De´monstration. — On a de´ja` e´tabli le re´sultat pour m = 1. On obtient le cas ge´ne´ral par
re´currence, en projetant C sur un hyperplan depuis un point a ∈ C, tel que C est k-re´gulie`re en
a, et en appliquant les lemmes pre´ce´dents et l’hypothe`se de re´currence. La de´monstration de la
seconde partie est analogue, compte tenu du fait qu’une courbe rationnelle normale C de degre´
k est k-re´gulie`re en chacun de ses points et que sa projection depuis l’un de ses points est une
courbe rationnelle normale de degre´ k − 1.
Lemme 7.5. — Soit X un germe de varie´te´ lisse et k-re´gulier en x ∈ PN et Y ⊂ X un germe
en x de varie´te´ de dimension s. L’espace 〈Y 〉 ∩Xx(k) est de dimension ≥
(
s+k
s
)
− 1.
De´monstration. — Soit (xν)ν∈N une suite de points de Yreg qui tend vers x. Pour ν assez grand,
X est k-re´gulier en xν , donc Y l’est aussi. L’espace 〈Y 〉 contient, pour tout ν, l’espace Yxν (k),
qui est de dimension
(
s+k
s
)
− 1. Comme toutes les valeurs d’adhe´rence de la suite (Yxν (k))ν∈N
dans la grassmannienne ade´quate sont contenues dans 〈Y 〉 ∩Xx(k), on obtient le re´sultat.
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