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a b s t r a c t
An approach based on fuzzy clustering and aggregation operators is proposed to design cell
formation involvingmultiple criteria ormultiple attributes. The threemost basic attributes
in cell formation, namely, number of machines required, processing time, and common
tools required on machines, are considered. The results are compared with the single
attribute results of Chu and Hayya (1991) [27].
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1. Introduction
The formation of machine cells or part families in manufacturing has been investigated by various researchers. The basic
concepts and early developments were summarized by Gallagher and Knight [1]. In the design of cell formation, clustering
techniques use information on production flow that is expressed as a machine–component incidence matrix. Production
flow analysis (PFA) method was first proposed by Burbidge [2]; he defined PFA as an analytical technique which finds the
groups and families by a progressive analysis of the information contained in the component cards.
Chandrasekharan and Rajagopalan [3] presented an ideal seed non-hierarchical clustering algorithm to obtain self-
sufficient groups of machines each of which can process a given component family almost completely such that inter-cell
movement of components can be minimized but not at the expense of machine utilization within the cells. They [4] later
extended the above technique to a zero–one data ideal seed algorithm for a clustering (ZODIAC)methodwhich uses a relative
frequency technique for choosing seeds.
Srinivasan and Narendran [5] employed an assignment method called GRAFICS to find an initial seed to minimize the
number of exceptional parts (inter-cell movement) and blanks (machine idling). McAuley [6] used a single linkage cluster
(SLC) technique based on the similarity coefficient concept. Seifoddini [7] modified the above SLC technique where he used
the similarity matrix to develop a dendogram representing the machine cells at different threshold values.
Srinivasan [8] utilized a minimum spanning tree (MST) approach which does not require prior determination of the
number of groups and does not consider upper bounds on cell size. Wei and Kern [9] applied a commonality analysis
technique (CAT) where the similarity between machines is calculated based on their commonality score. Khator and
Irani [10] formulated an occupancy value method (OVN) which progressively develops block diagonalization starting from
the northwest corner of the matrix.
All of the above techniques deal with hard clustering in which a part is assigned to exactly one cell. However, in practice,
the separation of parts andmachinesmay not be very clear. Thus, fuzzy clustering techniques such as the fuzzy c-means [11],
fuzzy clustering with a fuzzy covariance matrix [12], fuzzy clustering methods based on perturbation [13], L1-norm based
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fuzzy clustering [14], fuzzy clustering based on a relaxation approach [15], and fuzzy clustering based on a maximum
likelihood approach [16] were proposed.
Torkul et al. [17] studied the fuzzy logic approach in the design of part families andmachine cells simultaneously through
the fuzzy c-means clustering algorithm. Yang et al. [18] applied a mixed variable fuzzy c-means clustering algorithm to
cell formation in group technology. Lozano et al. [19] employed a fuzzy c-means algorithm that grouped components
and machines in parallel and arrived at a crisp objective function value through an annealing process with the weighting
exponent.
Li et al. [20] suggested a fuzzy clustering approach for larger cellular manufacturing problems with ill-structured data.
Li et al. [21] also conducted an in-depth analysis of cell formation in cellular manufacturing by combining distance function
and subtractive initialization with fuzzy c-means clustering.
Ravichandran and Rao [22] used fuzzy cluster analysis to form part families and assign parts to existing part families by
converting a fuzzy clusteringmatrix into a zero–one incidencematrix. Arunachalam et al. [23] also presented a fuzzy cluster
analysis in group technology to part family formation in CAD/CAM by converting a machine-part fuzzy relative matrix into
a zero–one conventional matrix.
Al-Ahmari [24] utilized the concept of coding and classification approaches to extract fuzzy objects and variables required
to design a new part family matrix in group technology. Ampazis andMinis [25] proposed a clustering method in the design
of cellular manufacturing systems using latent semantic indexing and self-organizing maps.
Moon et al. [26] used data mining and fuzzy clustering to identify a platform along with variant and unique modules to
support a product family design.
The above publications considered only a single criterion (attribute). The aim of these techniques was to assign parts and
machines into cells such that their commonality in the cell is high. But, in practice, several factors or attributes need to be
considered and cell formation should be designed based on these different criteria. In this study an approach to design cell
formation with multiple attributes based on fuzzy clustering is proposed. By the use of actual example, the three most basic
attributes, namely, number ofmachines required, processing time, and common tools required onmachines, are considered.
The results are compared with the results in the literature.
2. Problem description
Let AP = [apij] be a machine–component matrix, where apij represents the relationship between machine i and part j
on attribute p. A component–machine matrix can be stated in binary values, non-binary values or weighted values. Since
measurement on each attributemay be different, it is necessary to normalizematrix entities with the following formulation.
nij =
(
aij −min
i,j
{
aij
})/(
max
i,j
{
aij
}−min
i,j
{
aij
})
. (1)
A global normalized machine–component matrix, denoted by G, can then be stated as follows.
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A global normalized vector betweenmachine i and component j can be interpreted as fuzzy numbers and it can be stated
as
Fi,j(x) =
[
n1ij, n
2
ij, . . . , n
P
ij
]
.
The cell formation problem is formulated using the algorithm of Chu and Hayya [27], which is based on a fuzzy c-means
clustering. A part can be interpreted as anm-dimensional vector wherem is the number of machines. Suppose the parts are
grouped into C cells. The objective of clustering is to minimize the sum of the squared error function of each attribute as
given below.
Z1 = J1m
(
U1, v1
) = N∑
j=1
C∑
k=1
(
u1jk
)m (
d1jk
)2
Z2 = J2m
(
U2, v2
) = N∑
j=1
C∑
k=1
(
u2jk
)m (
d2jk
)2
...
ZP = JPm
(
UP , vP
) = N∑
j=1
C∑
k=1
(
uPjk
)m (
dPjk
)2
(2)
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Subject to:
0 ≤ ujk ≤ 1, j = 1, 2, . . . ,N; k = 1, 2, . . . , C (3)
C∑
k=1
ujk = 1, j = 1, 2, . . . ,N (4)
0 <
C∑
k=1
ujk ≤ n, k = 1, 2, . . . , C (5)
where,
m is degree of fuzziness
dpjk is the desired membership function of part j in cell k based on attribute p
vp = (vp1, vp2, . . . , vpC) is the center of cluster based on attribute p
Up = (unjk) is a matrix of fuzzy c-partition of nj.
Based on the research of Gultom [28] and modifying the approaches of Chu and Hayya [27] and Xu and Wang [29], we
propose an algorithm using the concept of fuzzy aggregation operation to solve the above model.
3. Proposed approach
The proposed algorithm to design cell formation involving multiple attributes consists of the following 5 stages: (1)
preparation, (2) design of part families, (3) design of machine groups, (4) priority of reallocation, and (5) assignment of new
parts.
• Stage 1: Preparation
– Step 1: Use Eq. (1) to normalize each element of the machine–component matrix for all attributes.
– Step 2: Choose the desired number of cells to be formed, c , 1 < c < n.
– Step 3: Choose a value ofm,m > 1.
– Step 4: Choose a distance function, dPjk.
– Step 5: Choose a value ε for the stopping criterion.
– Step 6: Choose an initial aggregated classification matrix U∗(0) using the embodied heuristics [27].
• Stage 2: Design of part families
– Step 7: Set t = 0.
– Step 8: Calculate the aggregate mean vector v∗(t)k for fuzzy cluster center.◦ Step 8.1: For each attribute p, calculate
v
p(t)
k =
N∑
j=1
(
upjk
)m npj
N∑
j=1
(
upjk
)m , p = 1, 2, . . . , P. (6)
◦ Step 8.2: Calculate the aggregate mean vector v∗(t)k , using one of the following aggregation operators.
v
∗(t)
k = minp
{
v
p(t)
k
}
, k = 1, 2, . . . , C (7)
v
∗(t)
k = maxp
{
v
p(t)
k
}
, k = 1, 2, . . . , C (8)
v
∗(t)
k = average
p
{
v
p(t)
k
}
, k = 1, 2, . . . , C (9)
v
∗(t)
k =
P∑
p=1
wpv
p(t)
k , k = 1, 2, . . . , C; where
P∑
p=1
wp = 1. (10)
– Step 9: Update the aggregated classification matrix U∗(t) using v∗(t)k .◦ Step 9.1: For each attribute p, calculate(
dp(t)jk
)2 =
√√√√ M∑
i=1
(
nij − v∗(t)jk
)2
, p = 1, 2, . . . , P; k = 1, 2, . . . , C . (11)
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◦ Step 9.2: Calculate a classification matrix Up(t+1)k for each attribute using the following information.
up(t+I)jk = 1
/ C∑
k=1
{
dp(t)jk
dp(t)lk
} 2
m−1
, 1 ≤ l ≤ n; p = 1, 2, . . . , P. (12)
◦ Step 9.3: Calculate the aggregate classification matrix U∗(t+1)k , using one of the following aggregation operators.
U∗(t+1)k = minp
{
up(t+1)jk
}
, k = 1, 2, . . . , C (13)
U∗(t+1)k = maxp
{
up(t+1)jk
}
, k = 1, 2, . . . , C (14)
U∗(t+1)k = average
v
{
up(t+1)jk
}
, k = 1, 2, . . . , C (15)
U∗(t+1)k =
P∑
p=1
wpu
p(t+1)
jk , k = 1, 2, . . . , C; where
P∑
p=1
wp = 1. (16)
– Step 10: Compare U∗(t)k to U
∗(t+1)
k . If
∣∣∣U∗(t)k − U∗(t+1)k ∣∣∣ ≤ ε, go to Step 11; otherwise, otherwise, go back to Step 8.
– Step 11: Based on the final aggregate classification matrix, if u∗jk is equal to maxl∈C {ulk}, then part j is assigned to part
family k.
• Stage 3: Design of machine groups
– Step 12: Based on the final fuzzy cluster center, if v∗(t)ik is equal to maxl∈C
{
v
∗(t)
lk
}
, then machine i is assigned to part
family k.
• Stage 4: Priority of reallocation
– Step 13: Calculate a separation vector for parts in cell i and j, i 6= j as defined
fij =
(∣∣ui1 − uj1∣∣ , ∣∣ui2 − uj1∣∣ , . . . , ∣∣uiN − ujN ∣∣) . (17)
– Step 14: Calculate a separation vector for machines in cell i and j, i 6= j as defined
fij =
(∣∣vi1 − vj1∣∣ , ∣∣vi2 − vj1∣∣ , . . . , ∣∣viM − vjM ∣∣) . (18)
– Step 15: Calculate the overall efficiency for each part as formulated
fj =
(
C∑
l=k+1
C−1∑
k=1
fkl,j
)
N∑
j=1
njk
, l 6= k; j = 1, 2, . . . ,N. (19)
– Step 16: Calculate the overall efficiency for each machine as formulated
fi =
(
C∑
l=k+1
C−1∑
k=1
fkl,j
)
N∑
j=1
njk
, l 6= k; i = 1, 2, . . . ,M. (20)
– Step 17: Allocate parts and machines with priority based on the lowest overall efficiency value.
• Stage 5: Assignment of new parts
– Step 18: Calculate the normalized commonality score between a part and a machine for each attribute using the
following information.
rpij′ =
apij′
M∑
i=1
apij′
, p = 1, 2, . . . , P. (21)
– Step 19: Calculate the aggregate commonality score between a part and a cell using one of the following formulations.
Dk = max
j∈Ck
{
min
p
rpij′
}
. (22)
– Step 20: Assign a new part into cell l, if Dl = maxk {Dk}.
4. Numerical example
Consider six parts to be processed on five machines. Processing times and common tools on machines are given in
Table 1.
The application of the proposed approach to design cell formation dealingwith number ofmachines required, processing
times, and common tools on machines, is as follows.
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Table 1
Processing times and common tools on machines.
Machine no. Part no.
1 2 3 4 5 6
PT CT PT CT PT CT PT CT PT CT PT CT
1 0.75 4 1.2 2 4 4 4.75 4
2 1.4 2 2.3 2 1.3 3 4.2 4
3 0.55 3 0.65 4 1.2 2 3.5 3 3.2 3
4 2 3 1.25 2 2.7 2 2.5 4
5 2.75 2 2 4 1 2
Note: PT= processing times; CT= common tools on machines.
• Stage 1: Preparation
– Step 1: By using Eq. (1), the normalized machine–component matrix is obtained as follows.
• Based on attribute 1 (number of machines required):
Component No.
N1 =
∣∣∣∣∣∣∣∣∣∣
1 2 3 4 5 6
1 0 1 1 1
1 1 1 0 1 0
1 1 1 1 0 1
0 1 1 0 1 1
0 0 0 1 1 1
∣∣∣∣∣∣∣∣∣∣
1
2
3
4
5
Machine No.
• Based on attribute 2 (processing times):
Component No.
N2 =
∣∣∣∣∣∣∣∣∣∣
1 2 3 4 5 6
0.158 0 0.253 0.842 1
0.295 0.484 0.274 0 0.884 0
0.116 0.137 0.253 0.737 0 0.674
0 0.421 0.263 0 0.568 0.526
0 0 0 0.579 0.421 0.211
∣∣∣∣∣∣∣∣∣∣
1
2
3
4
5
Machine No.
• Based on attribute 3 (common tools on machines):
Component No.
N3 =
∣∣∣∣∣∣∣∣∣∣
1 2 3 4 5 6
1 0 0.5 1 1
0.5 0.5 0.75 0 1 0
0.75 1.0 0.5 0.75 0 0.75
0 0.75 0.5 0 0.5 1.0
0 0 0 0.5 1 0.5
∣∣∣∣∣∣∣∣∣∣
1
2
3
4
5
Machine No.
– Step 2: Assume that the number of cells to be formed is 2 (C = 2).
– Step 3: Assume thatm = 2.
– Step 4: A distance function is formulated as follows,(
dp(t)jk
)2 =
√√√√ M∑
i=l
(
nij − v∗(t)jk
)2
, p = 1, 2, . . . , P; k = 1, 2, . . . , C .
– Step 5: Let ε = 0.01
– Step 6: An initial aggregated classification matrix U∗(0) is obtained as follows.
• Stage 2: Design of part families
– Step 7: Set t = 0.
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– Step 8: The aggregate mean vector v∗(t)k for fuzzy cluster center is calculated as follows.◦ Step 8.1: Cluster center for each attribute is obtained as follows.
Attribute 1: v1(0)1 =

0.667
1.0
0.667
0.667
0.333
 ; v1(0)2 =

0.667
0.333
1.0
0.667
0.667

Attribute 2: v2(0)1 =

0.137
0.484
0.123
0.277
0.140
 ; v2(0)2 =

0.614
0.161
0.516
0.316
0.263

Attribute 3: v3(0)1 =

0.5
0.75
0.417
0.333
0.333
 ; v3(0)2 =

0.667
0.167
0.833
0.583
0.333
 .
◦ Step 8.2: The aggregate mean vector v∗(0)k is obtained by using Eq. (9) as follows.
v
∗(t)
1 =

0.435
0.745
0.402
0.426
0.267
 ; v∗(t)2 =

0.649
0.220
0.783
0.522
0.421

– Step 9: The aggregated classification matrix U∗(t) using v∗(t)k is updated as follows.
◦ Step 9.1: Distance between parts with mean vector
(
dp(t)jk
)2
, for each attribute is obtained as follows.
Cell no. (k) Attribute (p) Part no. (j)
1 2 3 4 5 6
1 1 0.998 1.007 1.07 1.396 1.131 1.448
2 0.784 0.632 0.613 1.054 0.643 0.981
3 0.869 0.885 0.303 1.109 0.977 1.174
2 1 1.108 1.217 1.088 0.909 1.485 0.885
2 1.069 0.06 0 0.555 0.065 0.555
3 0.807 0.881 0.749 0.672 1.406 0.638
◦ Step 9.2: By using Eq. (11), a classification matrix Up(t+1)k for each attribute is obtained as follows.
U1(1)1 =
[
0.526 0.547 0.504 0.394 0.568 0.379
]
U1(1)2 =
[
0.474 0.453 0.496 0.606 0.432 0.621
]
U2(1)1 =
[
0.577 0.624 0.575 0.371 0.654 0.327
]
U2(1)2 =
[
0.423 0.376 0.425 0.629 0.346 0.673
]
U3(1)1 =
[
0.482 0.499 0.712 0.377 0.590 0.352
]
U3(1)2 =
[
0.518 0.501 0.288 0.623 0.410 0.648
]
.
◦ Step 9.3: An aggregate classification matrix U∗(t+1)k , is obtained using
U∗(t+1)k = average
p
{
up(t+1)jk
}
, k = 1, 2, . . . , C
as follows.
U∗(1)1 =
[
0.528 0.557 0.597 0.381 0.604 0.353
]
U∗(1)1 =
[
0.472 0.443 0.413 0.619 0.396 0.647
]
.
– Step 10: Since
∣∣∣U∗(0)k − U∗(1)k ∣∣∣ > ε, return to Step 8.
Results for Iterations 2 and 6 are summarized as follows.
Iteration 2:
v
∗(1)
1 =

0.429
0.615
0.526
0.504
0.298
 ; v∗(1)2 =

0.667
0.336
0.661
0.448
0.404

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U∗(2)1 =
[
0.497 0.566 0.570 0.615 0.416 0.688
]
U∗(2)2 =
[
0.503 0.434 0.430 0.615 0.416 0.688
]∣∣∣U∗(1)1 − U∗(2)1 ∣∣∣ = [0.031 0.009 0.027 0.021 0.039 0.058]∣∣∣U∗(1)2 − U∗(2)2 ∣∣∣ = [0.031 0.009 0.027 0.021 0.039 0.058] .
Iteration 6:
v
∗(5)
1 =

0.495
0.528
0.571
0.495
0.324
 ; v∗(5)2 =

0.589
0.436
0.614
0.453
0.367

U∗(6)1 =
[
0.495 0.528 0.528 0.461 0.524 0.470
]
U∗(6)2 =
[
0.505 0.472 0.472 0.539 0.476 0.530
]∣∣∣U∗(5)1 − U∗(6)1 ∣∣∣ = [0.002 0.006 0.006 0.01 0.005 0.009]∣∣∣U∗(5)2 − U∗(6)2 ∣∣∣ = [0.002 0.006 0.006 0.01 0.005 0.009] .
– Step 11: Based on the final aggregate classification matrix, the membership function of each part in a cell is obtained
as follows.
Part no.
1 2 3 4 5 6
Cell no. 1 (C1) 0.495 0.528 0.528 0.461 0.524 0.471
Cell no. 2 (C2) 0.505 0.472 0.472 0.539 0.476 0.531
Max. (ujk) 0.505 0.528 0.528 0.539 0.524 0.531
First choice C2 C1 C1 C2 C1 C2
Second choice C1 C2 C1 C1 C2 C1
• Stage 3: Design of machine groups
– Step 12: Based on the final iteration, the fuzzy cluster center for machines is obtained as follows.
Machine no. C1 C2 Max. vik First choice Second choice
1 0.495 0.589 0.589 C2 C1
2 0.528 0.436 0.528 C1 C2
3 0.571 0.614 0.571 C1 C2
4 0.495 0.453 0.495 C1 C2
5 0.324 0.367 0.367 C2 C1
• Stage 4: Priority of reallocation
– Steps 13, 15, and 17: A separation vector for parts in cells 1 and 2, the overall efficiency, and the priority of allocation
of each part are obtained as follows.
Part no.
1 2 3 4 5 6
U1 0.495 0.528 .0528 0.461 0.524 0.471
U2 0.505 0.472 0.472 0.539 0.476 0.531
|U1 − U2| 0.01 0.056 0.056 0.078 0.048 0.06∑N
j=1 nij 3 3 4 3 3 4
fj 0.003 0.018 0.014 0.026 0.016 0.015
Priority of
allocation
1 5 2 6 4 3
– Steps 14, 16, and 17: A separation vector for machines in cells 1 and 2, the overall efficiency, and the priority of
allocation for each machine are obtained as follows.
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Machine
no.
v1 v2 |v1 − v2| ∑Mi=1 nij fi Priority of
allocation
1 0.495 0.589 0.094 4 0.024 5
2 0.528 0.436 0.091 4 0.023 4
3 0.571 0.614 0.043 5 0.009 1
4 0.495 0.453 0.042 4 0.010 2
5 0.324 0.367 0.044 3 0.015 3
The cell formation obtained using the proposed algorithm is as follows.
• Stage 5: Assignment of new parts
Suppose that a part with the following composition will be added to the existing cell formation.
– Step 18: Calculate the normalized commonality score between a part and a machine for each attribute using Eq. (21).
– Step 19: Calculate the aggregate commonality score between a part and a cell using Eq. (22).
– Step 20: Assign a new part into cell l, if Dl = maxk {Dk}.
5. Comparison and discussion
The results of the numerical example by the proposed approach are compared to those obtained by Chu and Hayya [27].
The cell formation based on individual attributes by this approach is obtained as follows.
• Based on attribute 1 (number of machines required):
Part no.
1 2 3 4 5 6
Cell no. 1 (C1) 0.575 0.576 0.573 0.429 0.511 0.427
Cell no. 2 (C2) 0.425 0.424 0.427 0.571 0.489 0.573
Max. (ujk) 0.575 0.576 0.573 0.571 0.511 0.573
First choice C1 C1 C1 C1 C1 C2
Second choice C2 C2 C2 C2 C2 C1
Priority 2 6 3 5 1 4
Machine no. C1 C2 Max. vik First choice Second choice Priority
1 0.615 0.724 0.724 C2 C1 3
2 0.777 0.544 0.777 C1 C2 4
3 0.833 0.84 0.84 C2 C1 1
4 0.709 0.624 0.709 C1 C2 2
5 0.39 0.616 0.616 C2 C1 5
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• Based on attribute 2 (processing times):
Part no.
1 2 3 4 5 6
Cell no. 1 (C1) 0.704 0.805 0.746 0.284 0.65 0.284
Cell no. 2 (C2) 0.296 0.195 0.254 0.716 0.35 0.716
Max. (ujk) 0.704 0.805 0.746 0.716 0.65 0.716
First choice C1 C1 C1 C2 C1 C2
Second choice C2 C2 C2 C1 C2 C1
Priority 3 6 2 5 1 4
Machine no. C1 C2 Max. vik First choice Second choice Priority
1 0.781 3.419 3.419 C2 C1 5
2 2.043 0.627 2.043 C1 C2 2
3 0.845 2.65 2.65 C2 C1 3
4 1.461 1.324 1.461 C1 C2 1
5 0.512 1.603 1.603 C2 C1 4
• Based on attribute 3 (common tools on machines):
Part no.
1 2 3 4 5 6
Cell no. 1 (C1) 0.467 0.533 0.566 0.447 0.523 0.471
Cell no. 2 (C2) 0.533 0.467 0.434 0.553 0.477 0.529
Max. (ujk) 0.533 0.533 0.566 0.553 0.523 0.529
First choice C2 C1 C1 C2 C1 C2
Second choice C1 C2 C2 C1 C2 C1
Priority 3 4 5 6 1 2
Machine no. C1 C2 Max. vik First choice Second choice Priority
1 2.08 2.594 2.594 C2 C1 5
2 2.044 1.62 2.044 C1 C2 4
3 2.424 2.578 2.578 C2 C1 1
4 1.934 1.726 1.934 C1 C2 3
5 1.268 1.392 1.392 C2 C1 2
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Table 2
Comparison of cell formations for different attributes using fuzzy clustering.
Measurement Design based on attribute
1 2 3 1, 2, 3
TBE 24 24 23.5 23.5
PEE 0.35 0.35 0.3 0.3
MU 0.93 0.93 0.933 0.933
GE 0.79 0.79 0.817 0.817
GEf 0.71 0.71 0.714 0.714
GCI 0.75 0.75 0.75 0.75
ACI-MR 0.65 0.65 0.705 0.705
ACI-PT 0.664 0.664 0.735 0.735
ACI-TC 0.603 0.603 0.7 0.7
ACI-MR= Average cell index based on machines required
ACI-PT= Average cell index based on processing times
ACI-CT= Average cell index based on common tools
Performance of each cell formation based on individual attributes and combined attributes is shown in Table 2.
In addition to yielding better performance, the proposed approach has the following advantages: (i) It yields a cell
formation with high flexibility because each machine and each part has a priority level of allocation. It also gives the
membership degree of parts in a cell. By implementing the priority level of allocation, system constraints such as shop
capacity canbehandled. (ii) It is integral in nature because it dealswithmultiple attributes in cell formation. The compromise
value for each attribute is obtained. (iii) It is simple and easy to apply for assigning a new part into an existing cell based on
its level of priority. (iv) It can be applied to handle dynamic systems. By using the priority level of allocation of machines
and parts, we can easily modify the current cell formation in case of a machine breakdown.
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