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II. L'ERA DI GROTHENDIECK.
Introduzione.
-
Avendo brevemente passato in rassegna nella Parte I l'evoluzione storica del-
la teoria classica degli operatori tra spazi di Banach, veniamo adesso alla co-
siddetta teoria moderna, cioé a quella parte della teoria degli operatori che si
è sviluppata a partire dal lavoro di Grothendieck nel 1955. In tale anno appari-
va infatti la monumentale tesi di Grothendieck [221 che senza dubbio apportò il
più 9randee significativo contributo al1 'Ana, isi Funzionale dai tempi di Ba-
nach. Parte dei risultati in cosa contenuti erano stati annunciati indipendente-
mente da Grothendieck [19J e Ruston [55] nel 1951, presentando una teoria che
generalizzava al tempo stesso la classica teoria di Fredholm e la teoria degli
operatori a traccia agli spazi di Banach. L'idea di Grothendieck fu di svilup-
pare la teoria di von Neumann e Schatten (cf. [44J e [56J) nell 'ambito degl i
spazi localmente convessi e, a differenza di nulte generalizzazioni, questa eb-
be l'effetto di produrre una grandissilT'a varietà di risultati estremamente prQ
fondi e significativi.
In questa parte ci occuperemo esclusivamente del lavoro di Grothendieck e
cioé essenzialmente dei risultati contenuti nella sua tesi [22J. La tesi di
Grothendieck si compone di due parti: la pri~a è dedicata ad una trattazione
sistematica dei prodotti tensoriali topologici, dalla quale scaturiscono le no-
zioni importantissime di operatore nucleare, integrale e assolutamente sommante,
mentre la seconda presenta la teoria degl i spazi nucleari (interamente dovuta a
Grothendieck) per una esposizione moderna della quale rimandiamo a [49J, [27] 0[41].
Qui a noi interesserà solo la prima parte e il §1 della seconda, riguardo ai
cui contenuti è bene dire subito che forse il merito maggiore di Grothendieck
è stato quello di aver visto il profondo ed intimo legame che lega i proble-
mi (P2), (P4) e (P6) (e quindi, naturalmente, anche (P5)).
Tutti i risultati dei §§1-7 sono dovuti a Grothendieck (cf. [21J, [22J e [231)
.anche se molte volte faremo riferimento ad altri testi come [49J, [27J e [28J per
dimostrazioni più snelle accessibili.
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1. Prodotto tensoriale proiettivo di spazi di Banach
Siano E,F spazi lineari, sia B(E,F) lo spazio lineare di tutte le forme
*bilineari sul prodotto ExF e sia B(E,F)" il duale algebrico di B(E,F), cioé
lo spazio lineare di tutti i funzionali lineari su B(E,F). Ad ogni coppia
*(x,y) e ExF associamo l'elemento u e B(E,F) definito come segue:
x,y
u (b) ~ b(x,y)
x,y per ogni be B(E,F).
*Osserviamo che l'applicazione (x ,y) di ExF • B(E,F) è bi-~ • + U 1n• x,y
• • L'inviluppo l ineare di ~(ExF ) • B(E ,Fr • denota E ~ F11neare. 1n S1 con
• chi ama pJto do:U:.o .te.l'U>o!Ua.te. eLi. E F Scri veremo, d'uso,e s1 e. • come x ~ y
per l'elemento u di
x,y E 0 F, cosicché ogni ze E ~ F può scriversi come
n
z ~ ,L 1 x, ~y.,1~ 1 1 con x. e E e y. e F.1 1
Avvertiamo però che tale rappresentazione non è certo unica.
Siano ora E e F spazi di Banach. Ponendo
(1) nn(z) ~ inf ;I., lixillliYi li
ove l'estremo inferiore è preso su tutte le rappresentazioni (ovviamente fini-
te) di nz ~ .L, X. ~ y. e E ~ F, otteniamo una norma su E ~ F. Munito di tale1~ 1 1
norma, E ~ F si indica con E ~ F e si chiama pJtodo:U:.o .te.n~orvÙtte. pJto~e..tt{vo d~
~ 1T
E e. F. Denotiamo con E ~ F lo spazio di Banach ottenuto completando E ~ F.
'" 7rIl seguente teorema, che fornisce una rappresentazione esplicita di E ~ F, è uno
dei risultati fondamentqali della teoria (per la dimostrazione, cf. anche [281,
p. 337).




ove. (~ ) e l e. (x ),(y ) ~ono ~ucce.~~~oni LL~e. h1 E,F ~pe..tt{vame.n.te..
n n n
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Consideriamo adesso il prodotto tensoriale E' 0 F. Ad ogni elemento
n
z = .r, x~ El y. e E' 0 F possiamo associare l'operatore T e 2'(E,F) defi-
1 = 1 l
nito da
n
Tx - .r 1 <x,x~>y.1= 1 1 per ogni x e E.
L'applicazione x: z ~ T si riconosce essere un isomorfismo algebrico di
E' ~ F in 2'(E,F) la cui immagine è chiaramente j"(E,F), ciò che permet-
te di identificare quest'ultimo spazio con E' ~ F. Avendosi
Ilx(z) Il = IIT Il = sup { Il Tx Il: Ilx Il 2. 1) 2.
n
sup{;', l<x,xj>IIIY i Il: Ilx l! < 1) <
n
. r, Il x ~II Il Y .111= 1 1
r tutte le rappresentazioni z = n ,.r,x. ®1= 1 y., ne segue, per l a (1),1
(2) IIX(z) Il 2. ,,(z) per ogni z e E' ~ F
e quindi la continuità di x da E' 0 F a :t'(E,F). Ma allora À ha una (unica)
1l '"
estensione continua, che denoteremo ancora con x, al completamento E' ~ F ,
con valori in 2'(E,F). A questo punto si pone il seguente notevolissimo problema
'"(P7) E' i'app~az~one x : E' ~ F ~2'(E,F) nec~6~~ne~te ~ettiva p~
ogn~ copp~ ~ 6paZ~ ~ Banach E e F?
L'importanza di tale problema deriva dalle seguenti considerazioni. Se
n
z = .r, x~ ~ x. e E' 0 E, allora
1= 1 1
n
Itr(z)1 = I;', <x . , x: > I <1 1 - Il x. Il1




!tr(z)! i n(z) .
Ciò mostra che la traccia è continua su
'"continua a tutto E' @ E avendosi, per il
E'0 E e dunque ha un'estensione
TT
Teorema 1,
(4) tr( z) = 00L 1 <x ,x' >
n= n n
per ogni z = L




E. E chiaro però che tale risultato può es-
'"sere usato per definire la traccia per ogni operatore nell' immagine x(E' ~ E)
di E'l E in S"(E,E) solo nel caso in cui la x risulti iniettiva, potendosi
porre a11 ora
(5 ) tr(X(z)) = tr(z) •per ognl zeE'l} E.
E' quindi necessario studiare Sla l'immagine
la x.
2 - Operatori nucleari
'"x(E' ili E) sia l' iniettività de1-
'"Affrontiamo per primo lo studio dell'immagine X(E' @ F) per arbitrari spa-
zi di Banach E,F e, seguendo Grothendieck,definiamo opeJLa..toJte l'w.c.te.Me ogni
operatore T e X(E' ~ F). Come conseguenza immediata del Teorema 1 abbiamo
la seguente caratterizzazione degli operatori nucleari (cf. Teorema 1.10).
TEOREMA 2 - Un ope!l.a..to,~.e. T eS"(E,F) è nuc.teMe. u e M.tO -6e e..o-Ù>tono -6uc.ce.-6-
-6ioni (é n) e .t
1
, (x~) e BE' e (Y
n
) e BF, t~L c.he
00
(6) Tx - L:
n=1 i; <x,x'>yn n n peJt ogni x e E.
(x') E: E'
n
(y ) e F ~ da aver~i
n
00
L'Ix' Iln= 1 l n
(8)
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""Tx - E <X,X'>y
n= 1 n n
peJt ogl1'<' x e E.
Indi cando con
abbi amo dunque
.AI" .ea cf.al>U deg.e.<. opeJtlLtoJU 11u.cf.elVl.'<' tra spazi di 8anach,
1 '"
.A'1 (E,r) = X(E' ~ F) per definizione e quindi .Acl (E,F) a1ge-
'"bricamente è un quoziente dello spazio di 8anach E' ~ F. Possiamo allora mu-
nire .J!1(E,F) della norma quoziente \)1 ' risultando chiaramente per la (1),
(7) e (8),
(9 ) v l (T) = inf En=1 Ilx~ Il
ove l'estremo inferiore è preso su tutte le rappresentazioni di tipo (8) di T.
La norma data dalla (9) è detta l1o~ma l1u.ctelVl.e d.i. T. Equivalentemente,
ove l'estremo inferiore è preso su tutte le rappresentazioni di tipo (6) di T.
O&&e~vaz'<'ol1e 1 - L'applicazione x è, come abbiamo già detto, un isomorfismo
:gebrico di E' g F su Y(E,F) C.!Vj(E,F). Ora,se zeE'@F, la norma n(z) data
•dalla(l) è presa su tutte le rappresentazioni finite di z come elemento di
E' ~ F, mentre la norma v1(x(z)) dell 'operatore x(z) eY(E,F), data dalla
(9), è presa su tutte le rappresentazioni 6.ùUte c pOM'<'b.i..tmel1-te m6.ùUte, del
tipo (8), dell'operatore x(z) come elemento di _'Vi(E,F). Ne segue la disugua-
gl ianza
( 10) per ogni z e E' Q1) F
dalla quale non si può dedurre che le norma v1 e n siano equivalenti su E' ~ F
(e in generale 11011.e0 &0110, come vedremo nel §III.5). Ora, sappiamo dalla (3) che
la traccia tr(z) è continua su E' ~ E per la norma n, ma non possiamo certo
asserire che 10 sia anche per la norma v1 (e in generale nOI1 .eo è) e pertanto
non può essere estesa in generale a .A'(E,E), che è il completamento di x(E' ~ E)
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N
nella norma v,. Ne concludiamo che, me,nfAe 09n-<- uemerlto z e E' li! E ha una
tltacua ben de6hlda da.U..a (4), c-<-ò non è neceMaJU.ame.f1te veJto peJr. .t' opeJtatoJte
J1llc.teMe x(z). Questo rinforza le considerazioni fatte alla fine del §1.
Per finire,diamo le seguenti proprietà notevoli degli operatori nucleari,
per le cui dimostrazioni rimandiamo per esempio, a [28J (§17.3) o [27](§2.2).
TEOREMA 3 - (a) Ct.;",v,) è un -lde-aLe nOflmato compLeto m CU-<- :?7 è delUo.
(b) JV cJf:
(c) Se 1 T e. V" aUOfla T' e.Al, e v, (T ') ~ v, (T) .
(d) S-<-ano E,F,G 4paz-<- d-l Banach con G 4otto4paz-<-o d-l E. 09n-<-
-
opeJtatofle, T e .;t", (G, F) può eMMe. e,;teM ad W1 Cpe!latofle T e.A1 (E, F) •
4e e,;~fO'10 or-eJtato/(j, R e ~ (L 1, F),
'" lD~ : L· -+ .e' de.1-<-ndo da
(e) T e. Vi (E,F) ,;e e M.tO
ro
S e~(E,L ) e un opeJtatOfle d-lagona.te
ro(11 ) e L ,
n
T = R D S.
~
(f) 1,(H,H) = ~(H,H) peA og~~ ~paz-lo d-l H~beAt H e v, = a,.
la (e) ci dice che l'operatore
mentre la (f) mostranucleare, avendosi inoltre
D che vi appare è un "prototipo" di òperatore
~
v 1( D~) = Il Dt.: Il = Il (t.:n) Il L'
che l'ideale..vl è una estensione agli spazi di Banach dell'ideale hilbertiano
Y(.
OMeJtvaz-<-one 2 - Purtroppo nella (c) non abbiamo equivalenza, cioé per "v,
non vale il Teorema 1.8. La ragione di ciò sta nel fatto seguente. Sia TeJV,"(E,F)
e sia G un sottospazio chiuso di F contenente l'immagine T(E). A differenza




T : E/G .... F
o
patologie disia nucleare. Per una discussione completa delleT
ti e cioé, se T e,A'1(E,F) e G è un sottospazio chiuso di
-1T (O), non è necessariamente vero che l'operatore
siderato come un operatore da E a G, appartenga a '~l(E,G). Ne segue che
se un operatore T: E .... F è tale che T'e ..h1(F',E'), allora T"e~V,(E",F")
e quindi la restrizione di T" ad E, cioé T, appartiene a JYì(E,F"). Non
ne segue però, per quanto detto sopra, che Te~(E,F) (mentre ciò sarà banal-
mente vero se F è riflessivo). Si ha anche T eJ!'1(E,F) se E' o F" ha la
proprietà di approssimazione. Sempre in questo ordine di idee, menzioniamo una
ulteriore patologia degli operatori nucleari rispetto agli operatori compat-
E contenuto in
cf. [22J (pp. 85-88).
Osserviamo infine il seguente risultato di interesse (cf. [28J, p.425).
TEOREMA 4 - (Al', v 1) è il.. p.w. p.<.c.c.oR.o À.de.a.f.e l1O!tmiLto QorrqaR.uo.
L'enunciato del teorema significa che se (J1,v) è un qualsiasi ideale norma-
to con'Pleto, risulta necessariamente fl1 cJ1 e
ciò che, per la (10)'e per l'osservazione fatta
del §I.4, ci permette di rafforzare la (2) come
v(T) < v 1(T) per ognl T e'#1'
dopo le condizioni (Q1)-{Q3)
•
segue:
( 11) !Ix(z) ii .::. v(x(z)) < "1 (x(z)) < 7[(Z) per ogn 1 z e E' ~ F.
3. ,9peratori integral i
Riprendiamo il prodotto tensoriale E (:Il F del §1 e consideriamo la sua imma-
gine x(UlIF) in.'f'(E',F). Con la norma
( 12) Ilz Il = lix (d Il per ogni z e EI!l F,
E FJ F diventa uno spazlo normato che si indica con E I:l F e si chiama p.'todo-Uo
E:
ten1JoJU.a.te .<.n'<'e-f:uvo cU E e. F. Ora il duale di E.~ F può essel'e identificato
11
con lo spazio .a3(E,F) di tutte le forme bilineari continue su E x F (cf. [28J,
p. 325) e pertanto, avendosi per la (2) e la (12)
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Ilz il < TT(Z) ,
ne segue che il duale di E (!) F può essere identificato con un sottospazio
E:
'3'(E,F) di .'B(E,F). Chiameremo 6oltme. b.Ul.-ne.aJU -mte.glta.U. gl i elementi di <W(E,F),
dal momento che vale la seguente rappresentazione:
TEOREMA 5 - b e qy(E,F) ~e. e. ~oto ~e. ~~te una ~U!ta d~ Radon ~ ~u BE,xBF,
Me da aVeM~
b(x,y) - f <x,x'><y,y'>d~(x'y')
BE,xBF,
pelt agnJ. (x,y)eExF.
Siamo ora in grado di dare la nozione di operatore integrale e precisamente
diremo che T: E + F è un opeltatolte ~tegltate se l'associata forma bilineare
bT su ExF', definita come
bT(x,y') = <Tx,y'> per ogni (x,y') e ExF',
è una forma bilineare integrale, cioé se bT e '<l'(E,F'). Denoteremo con ~(E,F)
t.'~~~eme cU.:t~ gu opeltatolt~ ~n:teg~ da E a F. Su tale insieme possiamo
definire una norma ~, detta norma integrale, per mezzo della relazione
per ogni Te", (E,F).
Sussiste allora la seguente caratterizzazione:
TEOREMA 6 - Pelt ogn~ Opeltato,~e u.MMe T : E + F te. ~eguenu MMAuoiù
~ano eq~vatev~4:
(i) T e .;; (E,F)
(i i) E~À..6:te. (ma mÀ..6U!ta dJ. Radar. ~ ~u BE' x BF" W.e da. aveM~
<Tx,y'> - f <x,x'><y",y'>d~(x' ,y") pelt ogyù (x,y') e ExF',
BE,xBF"
( i i i ) E~~.te un c.ompat:to K, (ma mÀ..6U!ta cl-<. Radon ~ ~u K e opeMt:tOIt~
S e2)(E,Loo(K,~)) [o S e2(E,C(K))j e R e2(L 1(K,P),F") taU c.he, u. jF è .e.'À..6o-
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me..tJùa conoyùca cL<. F ,{.n F" l'.




è l'.{.mmeA.6,{.one canoruca cL<. L (K,~) •AYl
( 13)
\ (T) = i nf Il ~ iI ,1
\ (T) = c1- c < 00 , wu.f..tando: 5 eY(F ,El}sup {( i v)
OVI'. .t' l'..6btl'.mo m6eJt.{.o!t.1'. (chI'. è po,{. un nu.~ol è p!t.l'..60 .6U :tu:t:te tI'. wU!t.e cL<. Radon
~ ~u K peA te. quaU .6UM.{.J.>m fu (13) con Il R Il ~ 1 l'. 115 iI ~ 1.
Itr(T5)1
Il 5 Il




1C(K) ... L (K,~))
canonlca
(iv) collega gli operatori integrali alla nozione di traccia. Passando poi alle
proprietè degli operatori integrali abbiamo
TEORn1A 7 - (a) (.Ii' li) è un '{'dl'.Me no!t.mUo comple..to e qumcL<. contiene %"
aVl'.ndo~,{. l1 (T) ~ '0 1(T) peA og~ T e A, (per il Teorema 4).
(b) ~ clr.
(c) T e J, <.II'. e .6olo.6e T'e .11' avendOJ.>,{. m.tal ca.60 l1(T) - \,(T').
(d) Se T e J1 e S eg, a.U.o!t.a 5T e'~ e v, (ST) ~ 115 IIl1(T) .
(e) J1(H,H) - 51(H,H) peA ogn,{. <.Ipaz,{.o cL<. H;~beA~ H.
Notiamo che la (b) segue dalla (13), dal momento che l'immersione canonica
00 1
J : L (K,~) ... L (K,~) si fattorizza attraverso uno spazio di Banach riflessivo,
per esempio LP(K,~), con 1 < p < 00. Inoltre, (c) segue essenzialmente dalla (13),
mentre (d) è uno dei risul tati fondamental i della teoria ed ha, come conseguenza
immediata, che ,~(E,F) = .>1; (E,F) peA ogn), <.Ipaz,{.o cL<. Banac.h F JÙ6te.M,{.vo. In tal
caso, è quasi superflu,~ osservare che le norme \, e '0 1 coincidono. Più in gene-
•
ra l e, .6,{. ha .J', (E,F) = "1 1(E, F) og~ qual voLta F è ww ,:,paz,{.o cL<. Banac.h M.pMa-
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bile., ùomeAlu.co a1 duale.. cU uno f..pauo cU BaYlach. Infine, (e) segue imrrediata-
mente dalla (d) e dal Teorema 3 (f), mostrando altresì che )', è un'altra este~
sione agli spazi di Banach(naturalmente più ampia di A·, per la (a)) dell 'idea-
le hilbertiano V,.
Per le dimostrazioni dei risultati di cui sopra, il lettore potrà consulta-
re, per esempio, [28J (§17.4 e pp. 394-395).
4. La proprietà di approssimazione.
Con riferimento alle conclusioni tratte alla fine del §', affrontiamo ades-
"-
so la questione dell 'iniettività dell 'applicazione X: E'fil F ....2'(E,F) (proble
ma (P7)). E' una delle maggiori scoperte di Grothendieck l'aver legato tale pr~
blema, e quindi la teoria degl i operatori nucleari, con il problema dell 'appros-
simazione (P6), con il problema generale della traccia (P2) e con il problema
(P4) dell 'identità tra traccia (funzionale) e traccia spettrale. Precisamente,
richiamando quanto detto nel §I.6, abbiamo il seguente fondamentale te'orema,
ave indichiamo con 1 .l'a ~opotog~ f..U 2'(E,F) de..R~a COYlve49e..Ylza UYl~6o~me.. f..~
MUOW~e..~u. co»PCÙA:~ cU E.







(i) E ha.ea p~op~;ctà cU app~of..f..imazione...
(ii) Pe4 ogl1~ f..paùo d<. BaMch F,y(E,F) è de..Ylf..O.{yl
(i i i) Pe4 ogni f..paz~o d{ Banach F, y( F, E) è deY!f..O in
( i v) y ( E, E) è de.Ylf.. o .{11 2' (E, E) .
T
(v) Ji(F,E) = .k(F,E) pe4 ogYl~ f..paz~o d<. BaY!ach F.
-(vi).'7' (F ,E) = .Jf(F ,E) pe4 ognol f..paz~o d{ Banach F f..e..paJulbile.. e. ~.i.6.ee..M~VO.
('1ii).'F(F,E) =j({F,E) pe4 ogni MUof..pazio chiLwo F d{ c .
o "-
(v i i i) Pe4 ogYl.{. f..pazio dJ.. Barlach F .e' app.f.-Zcaz.{.OHe.. caYloYl~a X : F ~ E
"- . -
è .{yt.{e.iliva e.. quind{ è. una Ùome.-t't-la d{ F ~ E .{;1 k1i'(F' ,E) ,\i,J .
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'"(ix) p~ og~~ ~paz~o di Ba~ach F t'app~caz~o~e ca~o~ca x : F'~' E~~(F,E}
'"è ~~e:t:Uva e QtU.~di è una ~ornebU.a. di F' ~ E "'u [A,-(F ,E} ,v,] .
(x) L' app~az~.oyte CaylO~-<.C(( X: E' tiJ E --,,Sf( E, E} è ~~e:t:Uva e Qi.U.ndi è u~a
~~orre:tJt~ di E' ~ E l>u. ["'1(E,E},v11 .
(xi) Le ~oJtme 11 e v1(cf. (1) e (9)) co~udo~o ~U E' ~ E.
(x i i) La :tJt((CC~ è coYLt.<.~u.a l>u. E' ~ E p~ ta ~oJtI1"lt v 1 e q~~di "'~ e.~.teYlde ad
un UMCO 6u~z~o~ate. weMe coYLt.<.~o "'u [..IV1(E, E) , v1] .
(xiii j Se ""zeE'LislE X(z) = O, attoJta tr(z) = O.
(xiv) p~ og~~ ~ceUa c E e (x')
n
Il x~ Il < 00 e 00E1<X,X'>x - On= n n peJI. oglù. X e E,
Osserviamo che l'equivalenza delle condizioni(i)-(vii) si basa essenzialmente
sul tipo di considerazioni fatte nel §I.6, mentre l'equivalenza delle condizio-
ni (viii )-(xiv) risale a quanto detto nel §1 e nell 'Osservazione 1 del §2. Per
completare, diamo la dimostrazione dell 'equivalenza (i) < > (xiv).
Cominciamo col far vedere che i funzional i l ineari e continui su
no esattamente i funzionali u della forma
2' (E,E) so-
T
( 14 ) <T, u> = <T x ,x'>
n n
con (x ) c E, (x') c E' e
n n
00




u ha una rappresentazione come sopra, possiamo assumere Ilx Il - 1
n
e scegliere una successione (nn) di numeri pos~tivi tale che
Sia K l'insierre
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-1(" x) U {O}, Allora K
n n
è compatto e avendosi
I<T,u> I ~ nT. 1"n Ilx~ Il IIT("~1xn) Il < C sup { IITx Il : x e K} ,
il funzionale u risulta T-continuo. Inversamente, supponiamo che •u Sla
un funzionale lineare continuo su 2' (E,E). All ora deve aversi
T
(15) I<T,u>I~C sup{ IITx Il: x e K}
per un opportuno insierre compatto K c E ed un'opportuna costante C > O. Ora è
ben noto che ogni insierre compatto di uno spazio di Banach è contenuto nella chiu
sura dell' inviluppo assolutamente convesso di una successione che tende a O e pe.!:.
tanto possiamo supporre che K coincida con la chiusura dell' inviluppo assoluta-
mente convesso di una successione (x
n




c (E) = {(y ) : y e E e IIYn Il -> O } •
o n n
Si riconosce facilmente che c (E) è uno spazio di Banach per la norma
o
e il suo duale è lo spazio di Banach
l1(E') = ((y') : y' e E'
n n
- sup IIy II ,
n
~
e II(y~) il 1 = n[1 IIY~ Il < ~}.
l




I<T,u»!~ C sup{ IITx!l:
S(T) =(T x ) .
n
~ ~
x = [1À x, [11À 1<1 }
n= n n n= n-
< C sup (T. 1À IIT x l'I:n= n' n
00
n~1IÀnl~1}~C sup IITx n Iln - C IIS(T) I!c o
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e pertanto esiste un funzionale lineare e continuo v, definito sulla chiusura
di S~E,E)] in c (E) tale che
o
( 17) <5 (T) ,v> ; <T,u > .
Per il Teorema di Hahn-Banach, possiamo allora estendere v a un funzionale




v - (x') conx'eE'
n ' n
~
e nE, IIx~ 11< ~, otteniamo per la (16) e (17),
'\, ~
<T,u>; <S(T),v>; 1:, <T x ,x'> .
n= n n
Avendo così stabilito la (14), osserviamo che, per definizione, la (i) del Teo-
rema 8 sisnificò che l'identità I di E appartiene alla chiusura di Y(E,E) •ln
!!' (E,E). Ora, ciò avviene se e solo se ogni funzionale 1ineare e continuo u
1
in .~(E,E), che si annulla sugli operatori di rango', si annulla pure su I.
Ma per la (14), ciò è esattamente quanto asserito dalla (xiv).
Diamo infine alternative formulazioni del problema dell 'approssimazione
che mostrano l'intimo legame esistente tra tale problema e alcuni problemi di
Analisi Classica.
TEOREt-'A 9 - Le ./)eguen-t-<- a.MeAz'<'on-<- Mno equ.-<.va..{.enti:
(i)
(i i)
Ogn-<. <\paz'<'o eLi. Banach ha ta pJtop-'Ùetii eLi. app.toM-<-»uuone.
Ogn-<. <\oUo./)paz-<.o ch-i.u.<lo eLi. c ha ta pJtop.'Ùe-tà. eLi. appJto<\./).ùrnz-<-one.
o
(i i il 2-ta)'e che T = O tr(T) = O.
( 18) l i m
n
- O peA Og'1-<- k, 2maxlak 1< ~ e A
n n
- O
tr (A) ; a-O.
nn
(v) Ogn.<. 6un z'<'one con.-t-i.mlO. k(s, t) <\u [0.11 x [0,1J W.e che
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l
J k(r,s) k(s,t)ds O • r,t e [D,q- peA ogn.<.
o
MdcU66Cl l
f k(t,t)dt - O •
o
L'implicazione (i) --> (ii) è ovvia, mentre non è difficile vedere, anche se
bisogna fare un po' di conti, che T e~(c ,c ) se e solo se T può essere rappre-
. o o
sentato mediante una matrice infinita A soddisfacente le prime due condizioni
della (18). Ciò mostra l'equivalenza (iii) < > (iv).
Per stabilire che (ii) --> (iv) consideriamo una matrice A soddisfacente le
condizioni (18) e per k e]ll indichiamo con ak la successione (akn:n e In. Chi.?_
ramente ak e Co per ogni k e perciò possiamo considerare l'inviluppo lineare
chiuso E degli elementi ak in co' Sia (e k) la base naturale di [1 = c~ e sia
ek la restrizione di ek a E per ogni k. Notiamo che






.E1J= a .e .nJ J
00 00
.E 1( E1akJ= n= n a .)e.-OnJ J
2dal momento che A-O. Per continuità, ne segue
00
E1 <x, e '> a = O
n= n n
e ciò, assumendo la (ii), implica









in virtù della (xiii) del Teorema 8.
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Mostriamo adesso che (iv) ==> (i). Sia E uno spazio di Banach senza la pro-
prietà di approssimazione. Per la (xiv) del Teorema 8 esistono successioni




nEl Ilxn Il Ilx~ II < 00
ma
=
L 1 <x ,x' > f' O •n= n n
Possiamo supporre che




n Ll !t x~ !t < = •
pe r ogn i x e E,
Allora la matrice A = ((<x ,x'») soddisfa le condizioni (18), ma
n n
=tr(A) = n~l <x ,x' > 1- O .n n
Ciò stabilisce in modo relativamente semplice l'equivalenza delle asserzioni
(i)-(iv), mentre invece l'equivalenza con la (v) è un po' più complicata da di-
mostrare e perciò la omettiamo.
,
0-5<1Vtvaz.<.one - E importante notare che <le -il. duale E' Ila. la }:J1topll..<.et.à eU ap-
P~Q<I<I'<'ma.z.<.one, ateo~a anche E la po-5<1.<.ede ed in tal caso T eAv,(E,F) -5e e -5olo
-5e T' efi1(F',E') per ogni spazio di Banach F, risultando v,(T) = v,(T'). Inol-
tre y(E,F) =.Ji:'(E,F) per ogni spazio di Banach F.
Per i dettagli sulle dimostrazioni dei risultati esposti in questo paragrafo
rimandiamo a [28l (§'8.3) e a ,38](vol.I, pp. 29-36).
5 - La proprietà di approssimazione metrica.
Diciamo che uno spazio di Banach E ha .fil ptr.op~uà eti. app~oM.<.nuz.i.cJ1e me.tJUc.a
se l'identità di E può essere approssimata uniformemente su ogni sottoinsieme
compatto per mezzo di operatori di rango finito e di norma < 1.
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Parte del Teorema 8 può allora essere esteso facilmente al caso della pro-
prietà di approssimazione metrica come segue:
TEOREMA 10 - PVt Ogl1A. /.)pa.z~o cU Ba.na.c.h E .te /.)eç/uen.tZ aM Vtz~on<' /.) ono equ-
valent~:
(i) E ha. .ta. pJtopil.i.età. ci<. a.ppJtoM~tmZ~one_ tre.t~~ca.
( i il! PVt ogn<. /.)paz~o ci<. Bo.V!ach F, ~(E,F) è , - denM m ~(E, F) .
( i i i) PVt ogru:. /.)pCl.Z-<.o cU Bo.Y!CI.ch F, ~(F, E) è
(i v) ~(E,E) ~ ,-de.Ma ~ BY( E, E) .
(v) Pe~ ogn~ /.)paz~o ci<. Bo.nach
'-de.Ma .01 ~(F, E) .
'"X : F ~, E + r.J (F' E) 1-:
. 1 ' ""
i' .u., otne..t/Uco. .
(vi) PVt ogni. /.)po.u.o cU Ba.Y!ch F , .t'o.ppR~c.az~of1e. ca'1oni.Co. X : F' ; E +[." (F,E), 1,1
è .Ll ometJti.ca.
(vii) L'app~ca.z~one ca.no~a. X : E'





L 1 Iix !I Il x' Il < '"n n e I ~, <Sx , x' >'I < 'II SII'n= n n - I PVt ogn~ S ey(E,E),
Come per il Teorema 8, si nconosce facilmente l'equivalenza delle condizioni
(i)-(iv) e l'equivalenza delle condizioni (v)-(viii), essenzialmente in base alle
definizioni. Infine, la (i) significa che l'identità I di E appartiene alla
sura di ~~(E,E) e ciò naturalmente avviene se e solo se ogni funzionale
u e Y',(E,E)' tale che I<S,u>1 ~ 1 per ogni S e By(E,E)' soddisfa anche
,-chiu
-
~la ciò è proprio quanto asserisce la (viii), per la rappresentazione di u data
nel paragrafo precedente.
O/.)/.)Vtva.z~one , - Se E' ha la proprietà di approssimazione metrica, allora anche
E la possiede e in tal caso l'appl icazione x: E'~' F + [.9', (E,F), 11] è isometrica.
Da questo e dai Teoremi 8 e '0 segue che se E o F' ha la rroprietà di approssimazio-
ne metrica, allora [.Ar,(F,E),v,] è un sottospazio normato di [.1,(F,E),\,].
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O~~eAvaz~one 2 - E' chiaro che la proprietà di approssimazione metrica imp15
ca la proprietà di approssimazione. Se E è uno spazio di Banach riflessivo,
oppure separabile e isometrico al duale di un altro spazio di Banach,allora
[.j'1(F,E),1 1 J = 1;A~(F,E),\111 per quanto detto alla fine del §3, e quindi
la proprietà di approssimazione e la proprietà di approssimazione metrica
sono equivalenti per E. Vedremo però al §III.5 che ciò non è vero in gene-
rale.
O~~eAvaz~one 3 - I seguenti spazi concreti hanno la proprietà di appros-
simazione metrica: spazi di Hilbert, LP(l < p ~ 00), C(K) con K compatto, e
quindi .eP(l < p <00), c,co' e, più in generale, 10 spazio . Cb(Y) delle
funzioni continue e limitate su uno spazio topo1ogico completamente regola-
re Y.
Per quanto detto in questo paragrafo rimandiamo a [28J (§§18.4 e 18.5)
e a ["38J (volo I, pp.37-40).
6 - Operatori semi-integrali
E' uno dei meriti di Grothendieck l'aver riconosciuto che alcuni ideali
interessanti di operatori non hanno buone proprietà di stabilità relativamen-
te alle operazioni canoniche su spazi di Banach, cioé "restrizione alla chiu-
sura dell' immagine" e "passaggio a quozienti", come avevamo già notato
nell 'Osservazione 2 del §2 a proposito degli operatori nucleari. Questo è
anche il caso per gli operatori integrali e perciò Grothendieck fu indotto
a dare altre due definizioni. Per introdurle, richiamiamo i seguenti risul-
tati, peraltro ben noti.
00
1) Ogn~ ~paz~o cf..<. Bartac.h E è ùome.tù.cC' a. llI1 M:ttO~pa.Z~o .e !lA) peA un
00
OppO!L.tuno .ul~~e.rre lA, e. qU.{YLd~ a ll/1 M.tto~).'az~o d~ uno ~paz~o L •
Infatti, sia c la minima cardinalità di un insieme denso in BE' Allora
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contiene un insieme debolmente denso (x' :CL e lA) con cardlA = c e l' iso
CL
metria in questione è data dall 'applicazione '"E .:. x -> «x, x' ~ e t (fA).
CL
2) OgtÙ J.>paz.{.o fU BaMc.h E è ùome.:t!ùc.o a Wl quoz.{.e.n:te. fU t 1VA) prvt un
oppolLtuno .{;u.{.e.me. lA, e. qu-i.J1fU a un quo z.{.ente. fU uno J.>pauo L1.
Sia c
pl icazione
la minima cardinalità di un insieme
t 1(1A)3(ç; :CLe;1\)-.. l;"ç;x eE
CL CLqn CL CL
(Xu : CL e lA) denso in




è densa e di seconda categoria, e pertanto una isometria su E in virtù del
Teorema dell' Appl icazione Aperta.
Denotando,una volta per tutte, con J : E -.. L'"E
1
e. QE : L -.. E deR~e. ~o-
e. 2) rispettivamente, di .
remo che T e.Y'(E,F) è w,'appuc.az.{.one. J.>e.nu.-~te.9Jtafe. de.-6tM Irisp. J.>.Ùl~tM)
.~e. JFT (risp. TQE) è Wl'appUc.az-i.one. ùl-te.gJtate..
Il seguente teorema costituisce uno dei nlaggiori risultati della teoria.
TEORE~lA 11 - (a) Se. T e2' (E, F) è ttrl' apptù.az.{.one. J.>em.{. -ùt-te.gitate. de.-6tM,
aUo.~.a u)~tCI1C Wl c.cmpatio K, ul1a rtU..<\uJra fU Radol1 pOJ.>~\'a Il J.>u K e. ope.
Jtate!t.{. unecJU C.OYr.:tLI1M S : E -.. L"'(K,)J), R : L2(K,Il) -.. F W.{. da aveM.{.
T -
cve. J 2 è e' .{.J1.{.cz.tOI1e. c.anon.{.ca
""
RJ"',2 S,
'" 2L (K,Pl -.. L (K,Il).
(b) Se. T e.5P(E,F) è un'appuc.az.{.cne. J.>e.nu.-Ùl-te.gJtate. J.>~~tM, aUoJta e.f.>.{.-
J.>tel1o un c.ompa.t.to K, ul1a m~Ll.ta
'H?a.Jt.{. c. ol1Ltntu. S : E -.. L2(K, )J) ,
d-i. Randt'YI pOJ.>~va Il J.>Ll K e ope.tatoit..L .e-<.-
1R : L (K,\.l) -.. F" ta.LL da aVe!t-6.{.
ove. è e' .{.11.{.e. z.{.o Il e.
j T =F RJ 2,1 S,
2L (K,)J) è e' ~ome.b[-La
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(c) Se T esP(E,F) e 5 ejf(F,G) ~ono due app~caz~on~ ~emi-~nteg~~
de~tJte o ~~tJte, a.UMa 5T è un'app.fj.caz~one nuc.teMe. M E ~ G.
La (a) segue dal fatto che, essendo l'applicazione
grale, risulta per la (13).
inte-
ove è l'isometria canonica '"L '"L ". Natura l mente J
"', 1
e quindi, ponendo R2 - R,J 2,1' abb iamo
è un sottospazio chiuso dello spazio
pertanto, se P è la proiezione ortogonale di quest'ultimo
su e basta allora porre
L2(K,)J). Poiché l 'imrragine R251(E)
(isometrico a) un sottospazio di
Consideriamo l 'appl icazione 51 = J",,25 : E-+
è di fatto contenuta in F e quest'ultimo è
-1 -1R2 (F). Ma R2 (F)'-"'''' risulta 51 (E) c
di Hilbert L2(K,)J) e
-1R2 (F), si ha 51
R - R2P per ottenere la fattorizzazione desiderata.
La (b) segue dalla (a) per dualità.
Infine, per dimostrare la (c), per esempio nel caso di due applicazioni se
mi-integrali destre 5,T, utilizziamo la (a) e scriviamo la 5 nella forma
'"5 = R1J",,25,' 5e I è identità di L (K,)J), l 'appl icazione 51 T = 15, T è in-
tegrale per definizione ed, essendo J 2 debolmente compatta, l'applicazio-
"',
ne Joo,251T, e quindi anche la 5T, sarà nucleare per la (d) del Teorema 7,
O~~~vaz~one - Il confronto tra la (a) e la (b) del teorema precedente mo-
stra che le applicazioni semi-integrali sinistre non hanno proprietà cos1 buo-
ne come quelle delle applicazioni semi-integrali destre. E' per ciò che que-
st'ultime sono state l'oggetto di uno studio molto più intenso e approfondi-
to che le prlme, portando anche a rilevanti generalizzazioni, come mostreremo
in seguito.
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Avvertiamo infine che la nomenclatura "applicazioni semi-integrali destre"
è stata definitivamente abbandonata, nella letteratura, a favore della termi-
nologia "operatori assolutamente somrranti". La ragione diverrà chiara quando
torneremo sull 'argomento nel §III.2.
7 .• Operatori di potenza p-sorrrnabil e (O < p < 1) e operatori di ordine O.
Sia O < p ~ 1. Un operatore T e2'(E,F) si dice di potenza p-<\Ommabue. se
ammette una rappresentazione del tipo
( 19) 00Ix - L1 ~ <x,x')yn= n n n per ogni x e E,
con
(cf.
(i; ) e.eP e
n
Teorema 2).
(x') e (y) successioni l imitate in E'
n n
Ovviamente, possiamo sempre supporre che
e F rispettivamente
Ilx' 11= i!y Il = 1
, n I .• n





spazi di Banach, possiamo munlre ogni componente Ji~p(E,F) della qua-
(20) v (T) - i nf i! (~ ) Il
p n .eP
ove l'estremo inferiore è preso su tutte le rappresentazioni (19) di T.
Evidentemente gli operatori di potenza 1-sommabile non sono altro che gli
operatori nucleari introdotti al §2. Vale il seguente teorema, analogo al
Teorema 3:
TEOREMA 12 - (a)
efç'.V1~O.
(.Y,v) è. lLY1 -i.dea.te. qlla6.i-f1oJt~IÙO comp.teto .&! cu.{. y; è.P P
(b) Se. p < q, attOka .1" c. V
. P q e. v < v .;,u ..\1" •q - p p
(c) T e A . (E •F) !.> e. e. M.i'.o !.> e. uùtcn o epe..'U:ttoù. Rp .
1
eSI' (R. , F) 00e. S eSl'(E,.t )





COrt (E; ) e t P, Me. che. -6-<- abbJ..a
n
peJt ogrtÀ.. -6paz-<-o eU HdbeJtt H •
e









e ,iV ,qe. T(e) Se. 5
v (5T) < v (5) v (T) .
r - p q
La (a), (c) e (d) sono estensioni al caso O < p i 1 delle analoghe pro-
prietà degl i operatori nucl eari. Dvviamente nell a (c) R è un operatore conti-
nuo da t P in F. La (b) è conseguenza immediata della (20) e del fatto che
.f.P c t q per p < q. Infine la (e), che è ovviamente di interesse solo ove
risulti r < 1, segue essenzialmente dal Teorema I.13(b) per mezzo di oppor-
tune fattorizzazioni di 5 e T attraverso spazi di Hilbert.
L'importanza degli operatori di potenza p-sommabile è sottolineata dal
seguente teorema, dimostrato da Grothendieck nello sforzo di identificare, al-
la luce delle considerazioni fatte al §4, una classe di operatori tra spazi
di Banach per i qual i la traccia avesse senso e fosse uguale alla somma de-
gli autovalori (problemi (P2) e (P4)).
TEDREMA 13 - (a) Se. (À (T))
n
r






n=1 n - p
(b) Se. T e,i' (E,E) con p < 2/3, a.U,O"-a e..6ù,te. ./'.a. tJr.acda tr(T) e.p
00
tr(T) = L1 À (T).n= n
Il teorema mostra che se p < 2/3, allora la traccia è continua su
[v(E,E) ,v 1, avendosi per la (a) e (b) lP P
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1')1/1' < v (T).
- p
D'altra parte, la (a) mostra che se T è nucleare, allora (), (T) e i.
n
Questo risultato è il migl iore possibile, dal morrento che esiste un operatore
nucleare su uno spazio C(K) (e si può prendere per K la circonferenza uniteria
d,' lR2), .2 ma1 cui autovalori formano una successione che appartiene a ~
non a .e.P per nessun p < 2.
Per finire, consideriamo il caso p = O. Poniamo {O = n .e.P e definia-p>o
ma OpeJtcU:Me. d'<' o,~cU.ne. O ogni operatore T e2'(E,F) che amrretta una rapprese~
tazione del tipo (19) con (I;) e.(O. Indicheremo poi con .1' R.a cfa.~-6e. de-
n o
tra spazi di Banach. Notiamo subito che la succes-g.e..~ OpeJtcU:M..<. rU ottrUYle. O
sione (I; ) nella (19) può
n
sia non crescente. Ora per
sempre supporsi ordinata ln
una tale successione si ha





per ognl p > O .
Ma è facile vedere che ciò irrplica pure
per ogn i k e JJ .




~ k l_ 1<'"1 n t, 00n= n per ogni k e IN}.
Tale spazio è uno spaZlO di Fréchet per la topologia generata dalla successio-
ne di semi-norrre Pk ed è facile verificare che s c {O, l 'inclusione essendof
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continua (notiamo che tO ha una topologia vettoriale naturale che è metri-
zabile e completa, ma non localmente convessa, dal momento che si ha
Possiamo ora enunciare il seguente
TEOREMA 14 - (al.~ è Wc -<.dea.te che può ullVte dotato d,{ una topotog-<.a. vet-
toJUa.te metlr-i.zab.de e compteta (ma f'lon toca.tmef'lte cOf'lve.6.6a) e /F è denl> o -<'n
(b)
(c) T e JV(E,F) .6e e ./>Cto.6e T am~t..te Uf'la JtappJtueY!taz.i-of'le det :Upo
o
( 19) con (i;n) eS.
(d) T e~(E,F) .6e e MtO.6e e.6~tono opeJtatoJU R e.2"(s,F) (o Re.5f>(tO,F)),
00 00




con (i;) e s ( o
n
T ~
(e) T e AI"o .6 e e hOto .6 e T' e,.V
o
•
Le proprietà (c), (d), (e) e (f) sono di facile verifica, come pure il fat--
può essereJV (E,n
o
to che .,11"0 sia un ideale. Ora, per ogni coppia di spazi di Banach E e F risulta
JVo(E,F) ~ k~ v1'"l/k (E,n (che ci dà la (b)) e quindi
munito della topologia limite proiettivo delle topologie generate dalle quasi-
norme v
1




della densità diessendo conseguenza"'o
. o
Per le dimostrazioni, cf r49-1 (§8.5) o [28]
e tale perciò sarà anche la topol09ia limite proiettivo su
gue 1a (a), 1a den s i tà di Y; i n
.7 in (\~'\)p) per ogni p > O.
(§i9.9).
O~éekVaZ~ne 1 - Gli operatori di potenza p-sommabile forniranno 10 spunto
per la teoria generale degli "operatori p-nucleari" per O < p <"", che !larà
tratteggiata nel §III.3, ed è quest'ultima nomenclatura che è ormai usata nel-
la 1etteratura.
OMekvaZ.{.Ol1e 2 - Gl i operatori di ordine O sono oggi chiamati "operatori
fortemente nucleari" (o "s-nucleari H) e il loro ideale si denota comunemente
con ~ . Tal; operatori e gl i spazi da loro generati sono stati studiati da
numerosi autori (per i quali rimandiamo, per esemplO, alla bibliografia in
[28J), portando quindi a quella generalizzazione della nuclearità che è oggi
conosciuta come "À-nuclearità" (cf. [8 l).
