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Water quality issues stemming from high nutrient concentration in water bodies are a 
commonplace in the United States (US) and all over the world. Nutrient loads in surface water can 
be estimated by monitoring their concentrations in the water bodies. The challenge is to determine 
the optimal data sampling frequency and the best method for the estimation of nutrient 
concentrations that minimizes the uncertainty caused by data and modeling errors in the estimated 
data. For that purpose, researchers have used various regression models such as LOADEST, 
WRTDS, linear interpolation, and error minimization techniques over the years. However, there is 
no consensus in the scientific community on which method or sampling frequency is best suited 
to different scenarios of water quality data. 
         This analysis provides further scientific insight by comparing the performances of different 
estimation techniques on long-term nutrient concentration datasets for three different watersheds 
in Ohio with different land-use characteristics. This study compared the accuracy of LOADEST, 
WRTDS, and linear interpolation methods in predicting daily nitrate concentration at four different 
sampling frequencies using long-term data sets for Maumee River, Cuyahoga River, and Grand 
River. The land-use patterns in Maumee, Cuyahoga, and Grand River watersheds were 
agricultural, urban, and forest dominated with mixed land-use respectively. The relationship 
between the yearly discharge and nitrate concentration were notably different for each watershed. 
           A higher data sampling frequency gave better results for most of the scenarios in the study. 
The bias for WRTDS method was usually lower than for linear interpolation and LOADEST and 
the results for WRTDS were consistent for all four data frequencies in most cases. The RMSE and 
R2 values for LOADEST and linear interpolation models were comparable and better than for 
WRTDS for all three river datasets. The tradeoff between RMSE and PBIAS was particularly 
obvious in the Maumee results. The Linear Interpolation method was the best-suited method for 
Cuyahoga and Grand River datasets which are dominated by urban and forest land respectively.  
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CHAPTER 1: INTRODUCTION 
 
Water quality issues related to excess nutrients and hypoxia are prominent in water bodies in the 
US and all over the world. The occurrence of hypoxia has increased ten-fold globally in the past 
50 years and almost thirty-fold in the United States since 1960, with more than 300 systems 
recently experiencing hypoxia (Diaz & Rosenberg, 2008). Agricultural practices and industries are 
the major sources of nitrogen and phosphorus in surface waters. Nitrogen concentrations are also 
affected by atmospheric depositions. These sources of nutrients are difficult to regulate because of 
their dispersion over wide areas. Therefore, one effective way to monitor the nutrient loadings into 
surface waters is by tracking the concentrations in the water bodies themselves. Regular 
monitoring not only provides a glimpse of the magnitude of the problem but is also critical in 
deriving solutions to the issue of nutrient loading. 
Accurate calculations of seasonal, annual, and long-term nutrient loads passing a given 
monitoring station are critical in designing remedial management practices (Markus et al., 2014). 
The nutrient loads over a period can be determined from the flow data of the water body under 
investigation and the corresponding nutrient concentration levels at a given station. While daily 
flow data are typically available for most sampling stations, nutrient concentration data are 
collected less frequently. This sampling frequency depends on the budget available for the project 
as well as on the adopted sampling strategies (scheduled sampling or event-driven sampling) that 
may change over time. In order to accurately determine the nutrient load, it is essential to have a 
continuous dataset with the nutrient concentration data at the same frequency as the flow data. 
Typical datasets have numerous missing nutrient concentration data, either due to less frequent 
sampling or due to discrepancies in record keeping procedures. As a result, there are many sources 
of uncertainty in the estimation of nutrient concentration for the determination of nutrient loads 
including data and modeling errors (Markus et al., 2014). The challenge for scientists working on 
water quality issues is to determine the best method for the estimation of nutrient concentrations 
that minimizes the errors, and consequently, the uncertainty in estimated data. 
This study compares the accuracy of various methods for nutrient concentration and load 
estimation at different sampling frequencies using the daily nutrient and flow data from Maumee, 
Cuyahoga and Grand Rivers in Ohio. The daily flow and nutrient concentration data are used to 
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obtain estimated concentrations for the missing points using the estimation models. The estimated 
concentration data is then used to predict the load and compare the errors (discrepancies) between 
observed and estimated loads for different methods. The study also seeks to identify the optimum 
frequency of data collection that would allow a reasonably accurate estimation of nutrient load in 
the water body using these estimation techniques. This can substantially minimize the resources 
required for data collection by establishing an optimal frequency of concentration data.  
The datasets used in the study are a part of the records at the Heidelberg Tributary Loading 
Program (HTLP) that monitors the contribution of different river systems in Ohio and surrounding 
areas towards nutrient loading in the Lake Erie. The three rivers selected for this study all discharge 
into Lake Erie and flow in similar climatic regions. However, they differ ostensibly in terms of 
their land-use patterns. Maumee River watershed predominantly consists of agricultural cropland, 
Cuyahoga River watershed is made up of a high fraction of urban area, and Grand River watershed 
consists of a mix of agricultural land, urban area, and forest area. Owing to this difference in their 
watershed composition, we can compare the performances of estimation models on river networks 
with varying land-use patterns. This has allowed us to add an extra dimension to this comparative 
study and suggest the estimation models that are best suited to a certain land-use composition. 
The study looks at the NO23 Dissolved Nitrite and Nitrate (mg/L as N) loads, referred to 
as “nitrate” hereafter for simplicity, in the three watersheds. There are more studies available for 
nitrate load estimation as compared to the other parameters. However, there is a dearth of studies 
that suggest the best-suited method for nitrate load estimation based on the land-use characteristics 
of the watersheds. A lack of such studies opens pathways for new suggestions from this study 









CHAPTER 2: OBJECTIVES 
 
This study compares the performances of LOADEST, WRTDS and Linear interpolation methods 
for three different rivers with varying land-use pattern and watershed characteristics in a similar 
climatic zone. The aim of the study is to find the model that performs the best for each of these 
scenarios, while also identifying the optimal frequency of data collection that can be used for load 
prediction. The findings of the research can be applied to watersheds with similar characteristics 
to aid the decision-making process while choosing the load estimation methods to be used. 
Pointwise objectives for this research are as follows: 
 
• To understand the differences in the flow and concentration characteristics of Maumee, 
Cuyahoga and Grand Rivers and analyze the flow-concentration relationship. 
 
• To calculate and compare statistical measures of the nitrate load calculations for Maumee, 
Cuyahoga, and Grand River using LOADEST, WRTDS, and linear interpolation for 
weekly, biweekly, triweekly and monthly data points. 
 
• To identify the optimal data sampling frequency based on the results obtained for different 
frequencies of data points used in the analysis. 
 
• To identify and suggest the best-suited estimation methods for the distinct land-use 








CHAPTER 3: LITERATURE REVIEW 
 
3.1 Hypoxia/ eutrophication 
Eutrophication, the excessive nutrient richness in a water body due to the transport of nutrients 
like nitrogen and phosphorus from the runoff, is one of the biggest water quality impairment issues 
in the world. The unwanted amount of nutrients lead to extensive growth of algae and other aquatic 
plants in the water bodies. As a result, problems like algal blooms and hypoxia which severely 
harm the aquatic ecosystems in the affected zones emerge due to eutrophication.  
The rise in eutrophic occurrences has been linked to the increase in human population and 
activities like industrial development and intensive agricultural activities. The excessive 
application of fertilizers containing nutrients like nitrogen and phosphorus causes the unused 
nutrients to remain in the soil and flow to the water bodies with the surface/subsurface runoff. 
Similarly, untreated industrial discharge can directly carry the nutrients obtained from the 
industrial processes to the water bodies. The process of transportation of these nutrients through 
the terrestrial and freshwater systems to the coastal ecosystem causes impairments in the 
freshwater quality and disturbs the ecosystem. Once in the coastal water bodies or even freshwater 
lakes like the great lakes, the nutrients cause more problems in the form of algal blooms. This 
causes a reduction in the amount of dissolved oxygen and helps from the hypoxic “dead zones” 
like the one shown in Figure 3.1.  
 
Figure 3.1. The dead zone in the Gulf of Mexico in 2017 (NOAA, 2017) 
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The past 50 years have seen an increase in eutrophication levels in regions across the globe. 
In Europe, the Adriatic Sea, the Baltic Sea (the largest dead zone in the world) and several other 
Scandinavian coastal systems have been subject to the problem of hypoxia resulting from 
eutrophication. Similarly, the Chesapeake Bay and the Gulf of Mexico in the US have suffered 
from prominent cases of hypoxia. In the 2000s, 84% of the estuaries from the South Atlantic 
region, 91% of those from the Gulf of Mexico region, and 64% of the total estuaries in the US 
were affected from hypoxia (Rabalais, Turner, Díaz, & Justić, 2009). The number of dead zones 
has approximately doubled each decade since the 1960s (Diaz & Rosenberg, 2008). 
In the US, farming practices ranging from increasing the rate of fertilizer application to 
improving the timing of fertilizer application have been introduced over the years to increase the 
productivity of the croplands. Likewise, practices like subsurface drainage have been historically 
implemented to attain a significantly higher agricultural productivity in the Midwest. Farmers have 
continually installed these systems because of the economic benefits associated with them. The 
Western Lake Erie Basin is no different in this regard, where most of the croplands are heavily 
drained using subsurface drainage systems.  
There have been occurrences of algal blooms in seawater and freshwater systems alike that 
are linked to the increase in fertilizer use. The subsurface drainage systems have been identified 
as a prominent pathway for the transport of dissolved nutrients from the agricultural fields to the 
water bodies causing algal blooms in the Gulf of Mexico and even freshwater bodies like Lake 
Erie (Figure 3.2).  Recognizing the threat posed by this issue to the water bodies, several research 
works (Cohn et al. (1992), Runkel et al. (2004), Hirsch et al. (2010)) have been initiated to better 
understand the pattern of nutrient losses in these regions. Factors from the farming methods and 
fertilizer application processes to the drainage and waste-water treatment systems have been 
studied as the part of the effort to understand and mitigate this worldwide problem. These studies 
are aimed at providing an understanding of the causes behind the observed nutrient losses and the 




Figure 3.2. Algal bloom in Lake Erie in 2011 (NOAA, 2014) 
The practices that are designed to reduce these nutrient losses from either non-point sources 
like agricultural croplands or point sources like the industrial discharges and help improve the 
water quality in the water bodies are termed as Best Management Practices (BMPs). These 
strategies are implemented based on factors like the local land-use patterns, soil conditions, 
weather, flow variations in the water body, etc. either in isolation or as a combination of strategies 
to curb the nutrient transport processes.  Some common examples of BMPs implemented in the 
area of study are described below. 
3.2 Examples of agricultural BMPs 
3.2.1 Nutrient management 
The basic practice of managing the amount, source, application location, and timing of fertilizer 
application can significantly minimize the agricultural nutrient loading in water bodies. The ‘4R’ 
(right source, right rate, right time, and right place) nutrient stewardship framework is 
recommended by organizations like The Fertilizer Institute (TFI) and International Plant Nutrition 
Institute (IPNI). Right fertilizer source should be used based on crop needs and soil properties. The 
right rate of fertilizer application means supplying the amount of fertilizer the crop needs so that 
nutrient loss from an excessive application can be prevented. Right time of application is applying 
the fertilizers when the crops need the nutrients (practices like split-application, controlled release, 
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etc.). Right place of application means applying the fertilizers where the crops can use them. This 
framework can be supported by other agronomic and conservation practices like no-tillage and use 
of cover crops. 
3.2.2 Tillage 
The process of ground preparation for agricultural use is called tillage. Tillage practices can be 
classified as primary (thorough) and secondary (selective).  Some typical forms of tillage practices 
are reduced tillage, intensive tillage, and conservation tillage. Tillage practices have been linked 
with positive effects like the loosening of the soil, destruction of weed, and mixing of residues 
with the soil, along with negative effects like loss of nutrients and decrease in water infiltration 
rate (increased runoff and erosion). No-tillage is practiced by farmers in order to reduce the loss 
of topsoil and dissolved nutrients due to runoff and erosion. Pease et al. (2018) suggest that areas 
implementing this practice had lower concentrations of nitrates in the subsurface drainage water. 
3.2.3 Conservation cropping 
The types of crops being cultivated, and their rotation plays a big role in nutrient loading patterns 
in the drainage water. Practices like two- and five-year corn-soybean rotation and use of cover 
crops are very common in Ohio. These practices have been simulated and shown to demonstrate 
reduced nutrient losses when combined with other BMPs. Cover crops can reduce soil erosion on 
a temporary basis, whereas practices like conservation cover can be used to provide a permanent 
vegetation cover. Similarly, strip cropping practices can also reduce soil erosion due to both runoff 
and wind and can prevent sediment and nutrient transport.  
3.2.4 Drainage-related management practices 
Drainage water management practices are implemented to manage the discharge water from the 
surface and/or subsurface agricultural drainage systems. This involves controlling the drainage 
outlet levels using water control structures and using different techniques to reduce nutrient 
transport from drainage water. The installation of regulating mechanisms in the drainage system 
allows the drainage outlet to be artificially set at levels ranging from the soil surface to the bottom 
of the drains. Water table level is controlled by opening/closing the gate structures of these systems 
on fixed dates or in response to rainfall events. The drainage outlet can be set at or close to the soil 
surface between growing seasons to recharge the water table, thereby temporarily retaining 
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contaminated water in the soil profile where it will be subjected to attenuating and nitrate 
transforming processes (Cooke, Sands, & Brown, 2008).  
The practice of removing the nutrients from the drainage water obtained from subsurface 
drainage can significantly reduce the nutrient transport into the water bodies. Subsurface 
bioreactors-amended woodchips have been used for the past three decades in artificial drainage 
systems as a drainage water management tool. Woodchips in the bioreactor provide carbon source 
to microbes and anaerobic bacteria community help to reduce the nitrate-N in tile drain water. 
Other drainage water management techniques like sub-irrigation are in practice that are known to 
have significantly reduced the nitrate losses from the fields.  
3.2.5 Constructed wetlands 
Constructed wetlands are artificially prepared ecosystems primarily composed of hydrophytes. 
They are used to treat wastewater from livestock facilities and agricultural processing, as well as 
to remove the nutrients from the urban storm-water. Their use is quite extensive for both urban 
and agricultural drainage water treatment and is known to reduce both nitrogen and phosphorus 
loading.  
3.3 Examples of urban BMPs 
3.3.1 Structural BMPs 
These are built structures or technologies integrated into existing structures designed to reduce the 
pollutant transportation to the water bodies. Porous pavement is an example of such management 
practice that can significantly reduce the phosphorus concentration in the runoff.   Use of media 
filters to reduce P concentrations in storm-water runoff has also been increasing. The concept of 
green roofs in urban regions has yielded some positive results in terms of reduced peak flow from 
urban rooftops, but its overall ability to reduce the nutrient loading in the runoff is not very clear.  
Detention/retention basins are ponds that collect the storm-water after a storm event. 
Detentions basins that completely empty between storms are called dry detention basins. If they 
store the storm-water for up to 72 hours, they are called extended detention basins. The extended 
basins are more effective than the dry basins in nutrient removal. Retention basins don’t ever drain 
completely. These are extremely efficient in nutrient removal. The effectiveness of these basins 
depends on the length of their flow paths along with the retention period of collected water.  
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3.3.2 Non-structural BMPs 
Practices like the removal of leaves, pet waste, street sweeping, and use of local plants in our 
households can be effective in reducing nutrient loading in the drainage water in urban areas. 
Application of fertilizers to the lawn only when it is necessary and use of compost manure for 
domestic use can slow the process of nutrient release into urban streams. 
 
The application of these practices in appropriate scenarios is expected to generate positive impacts 
by reducing nutrient loading in water bodies that drain the surface and subsurface flow from these 
areas. The assessment of their performance in terms of factors like efficiency and economy can be 
done by comparing the nutrient loading values before and after the application of the BMP. The 
results of this assessment can be used to suggest improvements to the existing management 
practices by promoting the aspects that are found to be effective and removing the ones that are 
ineffective.  
A comparative study of this type requires thorough monitoring of the study area for a long 
period of time, which includes measurement of flow and pollutant concentration of the water body 
to which the nutrient-loaded drainage water is discharged. Accuracy and availability of the data 
records is key to these studies. However, such comprehensive data cannot be collected and 
maintained over a long period of time for all rivers as it requires a lot of resources to do so. Due 
to these shortcomings, less frequent and shorter datasets may need to be used for these analyses. 
There are also issues with the accuracy of the data on numerous occasions. This can be due to 
errors in record keeping or modeling errors.  
3.4 Overview of past research works 
To overcome the discrepancies associated with sample collection and the data availability, 
researchers have proposed and used numerous multivariate regression models such as Regression 
estimator (Cohn et al., 1992), LOADEST (Runkel, Crawford, & Cohn, 2004), WRTDS (Hirsch, 
Moyer, & Archfield, 2010), and error minimization techniques over the years. Load estimation 
techniques can be broadly classified as averaging methods, ratio approaches or regression 
approaches. Averaging methods are generally biased while regression models are fairly effective 
in the case of a linear relationship between flow and load concentrations that remains constant 
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throughout the year (Load estimation techniques, EPA). Regression techniques like Load 
Estimator (LOADEST), Weighted regressions on time, discharge and Season (WRTDS) and 
Regression estimator are in common practice among researchers. McIsaac et al. (2016) used linear 
interpolation to estimate the nitrate loading in Illinois River as opposed to WRTDS. Zhang et al. 
(2015) opted for WRTDS for load estimation in Chesapeake Watershed. LOADEST was used by 
Stenback et al. (2011) to estimate the nutrient loading in Iowa rivers. A comparative study of 
results from LOADEST, WRTDS and composite method was done by Pellerin et al. (2014) in the 
Mississippi River data. However, very few studies have compared the relative accuracy of these 
methods and suggested a model that performed better than the rest. One such study was done by 
King et al. (2015) who examined four tile-drained fields and two small tile-drained headwater 
watersheds in Ohio, USA and Ontario, Canada and concluded that linear interpolation provided 
the best balance between accuracy and precision for estimating annual nutrient loads.  
An important factor to consider while comparing the performances of load estimation 
techniques is the period and frequency of the observed data. The comparisons between estimation 
techniques can be better observed on a more thorough dataset that presents all the different types 
of variations (seasonal, annual, and long-term) in the data. Longer datasets with a higher frequency 
of data-points give a more accurate baseline to compare the estimation results with. In addition, 
they also give a clearer picture of the trends associated with the flow and nutrient concentration in 
the water body. Therefore, it is more desirable to use high frequency, long-term concentration 
datasets as references for estimation of nutrient loads. In the past, the efficiency analyses of the 
estimation techniques on field datasets have mostly been conducted on very sparse data. Zhang et 
al. (2016) conducted their study on around 800 data points for suspended solids in Susquehanna 
River at Conowingo, Maryland for the period between 1984 and 2015. Verma et al. (2012) used 
daily N-concentrations for their study on Upper Sangamon River, Monticello. However, the 
dataset used for the study only spanned for a period of 6 years (1993-1999). King et al. (2015) 
compared six methods of estimation using a high frequency (2 hours – 1 day) data of nutrient loads 
for reference, albeit for only a period of 1-2 years for each site. All these studies have used the 
available sparse datasets for calibration and comparison of estimation models. There appears a 
clear need for a study that can validate the results of different estimation techniques by comparing 
the estimated nutrient loads with the measured daily load over a long study period.  
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Different methods have been recommended as the best-suited models for estimation of 
missing data by different studies. Zhang et al. (2016) suggested that the complex nature of flow-
concentration relationships could be interpreted in a better way through WRTDS. McIsaac et al. 
(2016), however, suggested that is it not suited to cases with substantial fluctuations in river flow. 
This suggestion is based on a statement by Hirsch & De Cicco (2015) which mentioned that flow 
normalization in the WRTDS method should not be used if river flows are not “substantially 
stationary” over the study period. Pellerin et al. (2014) compared the results from the composite 
method, WRTDS, and LOADEST but didn’t recommend any particular one as the best-suited 
model. As a result, there is no consensus in the scientific community yet on which is the better 
method.  
One way to establish a scientific agreement on which method is best suited to different 
scenarios of water quality data is by comparing the performances of different estimation techniques 
on a long-term dataset. Most of the studies aimed at finding the best load estimation technique 
have only compared the results from different methods for a particular watershed data. There 
haven’t been comprehensive studies on whether an estimation method is best-suited for a particular 
type of watershed, especially in terms of the land-use characteristics. There is a need for studies 
that acknowledge that nutrient load estimation cannot be conducted with a one fits all approach. It 
is important to compare the performance of different estimation methods on data sets from notably 
different land-use scenarios and attempt to find which method suits a particular type of land-use 
characteristics. Therefore, this study seeks to contribute to this scientific niche by looking at the 
data sets from an agriculture-dominated, an urban land dominated, and a forest dominated (with 
mixed land-use) watershed for the nitrate load estimation. 
3.5 Introduction to the estimation methods 






3.5.1 Linear Interpolation 
Linear interpolation from two adjacent known points is used widely to estimate missing data 
because of the simplicity of the model (Shih et al., 1998; Rekolainen et al., 1991). Given a set of 
data (Ck, Qk) for k = 1, 2, ..., K, where Ck is an independently measured value of a random variable 
C at some abscissa Qk such as discharge, a missing value Zi at Qi where Qk < Qi < Qk+1 may be 
estimated based on the two adjacent known points Ck and Ck+1 using the following linear 
interpolation equation (Equation 1): 
 
                                                                 𝑍𝑍𝑖𝑖 =  𝑐𝑐𝑘𝑘 + (𝑐𝑐𝑘𝑘+1 − 𝑐𝑐𝑘𝑘)
(𝑄𝑄𝑖𝑖−𝑄𝑄𝑘𝑘)
(𝑄𝑄𝑘𝑘+1−𝑄𝑄𝑘𝑘)
                  (1) 
The linear interpolation method is the first of many used for the estimation of nutrient loads in 
water bodies with missing nutrient concentration data. It uses a simple approach of finding the 
value of the missing concentration for a known flow based on the relationship between the flow 
and concentration readings for its adjacent observed data points. It assumes that the flow-
concentration relationship is sufficient to explain the variations in the concentration values for the 
water body. However, researchers were not convinced by its efficacy in predicting the missing 
concentration values because of the role of several additional interactions that can cause the 
variations in the concentration data. As a result, numerous multi-variate regression models were 
developed and used for the nutrient load estimation process. 
Recently, however, studies have been published backing the use of linear interpolation for 
nutrient load estimation highlighting its efficacy in predicting the nutrient loads with a 
considerable amount of accuracy in a number of rivers. McIsaac et al. (2016) chose to use linear 
interpolation method over WRTDS for the estimation of nitrate load in the Illinois River Basin, 
which has a large proportion of agricultural land-use. Similarly, King et al. (2015) found this 
method to be accurate and precise on small tile-drained watersheds in Ohio and Ontario. Pellerin 
et al. (2014) have also suggested that the results for this method could be more accurate than the 
more complicated models like WRTDS. These analyses show that the linear interpolation method 
is worth revisiting for the purpose of nitrate load estimation. 
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3.5.2 Load Estimator (LOADEST) 
LOAD ESTimator (LOADEST) is a FORTRAN program for estimating constituent loads in 
streams and rivers. It enables the user in developing a regression model to estimate the constituent 
load using the available time series of streamflow, constituent concentrations, and additional 
variables. The model consists of variables that are functions of streamflow, decimal time, and other 
user-specified variables. The formulated regression model then is used to estimate loads over a 
user-specified time interval. Mean load estimates, standard errors, and 95 percent confidence 
intervals are developed on a monthly and (or) seasonal basis.  
The calibration and estimation procedures within LOADEST are based on three statistical 
estimation methods. The first two methods, Adjusted Maximum Likelihood Estimation (AMLE) 
and Maximum Likelihood Estimation (MLE) are appropriate when the calibration model errors 
(residuals) are normally distributed. Between the two, AMLE is used when the calibration data set 
(time series of streamflow, additional data variables, and concentration) contains censored data. 
The third method, Least Absolute Deviation (LAD), is an alternative to maximum likelihood 
estimation when the residuals are not normally distributed.  
 
Figure 3.3. General representation of the input/output files in LOADEST obtained from the USGS 
manual for LOADEST program 
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In order to be able to obtain an estimate from the program, the header, calibration and 
estimation files need to be updated suitably and checked thoroughly for errors. Figure 3.3 shows 
the input and output files for LOADEST. The header file contains the information on which model 
to use for the estimation, as well as the units of the estimates obtained. Once the user runs the 
program, additional text files and an output file are created with the estimated values as well as 
information on which method was used and what kind of distribution was observed on the dataset. 
The selection of the regression model to be used for analysis is made for which one of the specified 
values is selected. The specified values and their corresponding regression models are given in 
Table 3.1. 




0 Automatically select the best model from models 1-9. 
1 a0 + a1 ln Q 
2 a0 + a1 ln Q + a2 lnQ2 
3 a0 + a1 ln Q+ a2 dtime 
4 a0 + a1 ln Q+ a2 sin (2π dtime)+ a3cos (2π dtime) 
5 a0 + a1 ln Q+ a2 ln Q2 + a3dtime 
6 a0 + a1 ln Q+ a2 ln Q2 + a3sin (2π dtime)+ a4cos (2π dtime) 
7 a0+ a1 ln Q+ a2 sin (2π dtime)+ a3cos (2π dtime)+ a4 dtime 
8 a0 + a1 ln Q+ a2 ln Q2 + a3 sin (2π dtime)+ a4cos (2π dtime)+ a5 dtime 
9 a0 + a1 ln Q+ a2 ln Q2+ a3sin (2π dtime)+ a4cos (2π dtime)+ a5 dtime + a6dtime2 
10 a0 + a1per+ a2 ln Q + a3lnQper 
11 a0 + a1per+ a2 ln Q + a3lnQper+ a4ln Q2 + a5ln Q2 per 
99 User-defined 
LOADEST has been widely used in constituent load analysis studies in the past as the regression 
modeling tool to obtain constituent load estimates. Maringanti et al. (2011) used it in a study of 
NPS pollution control to predict pollutant loads in Wildcat Creek watershed in Indiana. Similarly, 
it was used by Holmes et al. (2012) to estimate nutrient fluxes in major rivers discharging into the 
Arctic Ocean. Stenback et al. (2011) used the AMLE method for estimating river loads in Iowa. 
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3.5.3 Weighted Regressions on Time, Discharge, and Season (WRTDS) 
WRTDS is a method of analysis for long-term surface water quality data to evaluate trends and 
average concentrations and fluxes. WRTDS uses the daily flow data and less frequent (e.g. weekly, 
bi-weekly or monthly) sample values from observed records of nutrient loads to calibrate a flexible 
statistical model of the behavior of concentrations over the period of record. This model is then 
run to obtain estimated nutrient concentrations for each day of the record period. It is intended for 
use with data sets of more than about 200 observations of water quality over a time span of about 
20 years or more but can be used with somewhat shorter data sets.  
The model derives the concentration by considering it a product of four components (three 
deterministic and one random) in trend, season, discharge and random variable. The method 
prescreens all sampled data for each estimation point to select samples that are sufficiently close 
to the estimation point in three dimensions (i.e., time, discharge, and season) (Zhang et al., 2015), 
and then fits the following equation: 
ln(𝐶𝐶) = 𝛽𝛽0 + 𝛽𝛽1t + 𝛽𝛽2ln (𝑄𝑄) + 𝛽𝛽3 sin(2𝜋𝜋𝜋𝜋) +𝛽𝛽4 cos(2𝜋𝜋𝜋𝜋) + 𝜀𝜀   (2) 
In Equation (1), the b values are the fitted coefficients, c is the concentration, Q is the discharge, t 
is the time in years, and e is the unexplained variation. 
The parameters of Equation (2) are estimated using weighted regression where the weights 
on each observation are based on the relevance of that observation to the estimation point (Qo, to). 
Qo is defined as the discharge (in cubic feet per second) and to as the time (in years) for which we 
want an estimate of c. The relevance (weight) of each observation is defined here by a distance 
between the observation (Qi, ti) and the estimation point (Hirsch et al. (2010)). This distance has 
three dimensions. The difference between to and ti is known as the ‘time distance’, the difference 
between the time of year at to and the time of year at ti as the ‘seasonal distance’ and the difference 
between ln (Qo) and ln (Qi) as the ‘discharge distance’.  






𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎(𝑑𝑑) ≤ ℎ & 0 𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎(𝑑𝑑) > ℎ     (3) 
Where w is the weight, d is the distance from the estimation point to the data point, and h is the 
half window width. This equation is the weighting function for each of the three parameters 
discussed above.   
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CHAPTER 4: METHODOLOGY 
 
The flow and nutrient concentration data used for Maumee, Cuyahoga, and Grand River were 
obtained from the National Center for Water Quality Research (NCWQR) at Heidelberg 
University in Tiffin, Ohio. These datasets were collected as a part of the Heidelberg Tributary 
Loading Program (HTLP), the flagship research program of the NCWQR, which consists of 18 
monitoring stations in several rivers contributing to the discharge of pollutants into Lake Erie 
(Figure 4.1). The HTLP is a specialized water quality monitoring program that facilitates accurate 
pollutant loads exported from watersheds by the river outlets.  
 
Figure 4.1. River stations being studied by the National Center for Water Quality Research at the 
Heidelberg University 
The accurate measurement of pollutant loads being discharged by a river requires regular 
flow data and concentration of the pollutants in the river. Such datasets are not easily available for 
most river networks in the US. The HTLP at NCWQR has been monitoring several stations, 
predominantly in Ohio, since 1974. Therefore, monitoring of river stations over a long period of 
time has allowed researchers to use these long-term datasets to study the extent of pollutant loading 
and develop efficient non-point source pollution management strategies. 
The concentrations for suspended solids (SS), total phosphorus (TP), Total Kjeldahl 




4.1 Basic river information 
Table 4.1 shows the watershed composition data and general information on monitoring stations.  









Watershed Land use (%) Monitoring 
start year 
Latitude Longitude 
Agriculture Pasture Forest Urban Other 
Cuyahoga Lake 
Erie 
4208000 1,830  9.0 11.8 33.6 39.5 6.1 1982 41.40 81.63 
Maumee Lake 
Erie 
4193500 16,388 73.3 6.3 6.5 10.6 3.2 1975  41.50 83.71 
Grand Lake 
Erie 
4212100 1,831 33 4 43 11 9 1988 41.72 81.23 
  
Table 4.2 shows the summary of the flow, concentration, and flux data for nitrates in the three 
datasets along with their characteristic soil types and water temperature ranges.  
Table 4.2: Summary of flow, load and temperature data for the three watersheds  
 Maumee Cuyahoga Grand 
Yearly Water Temperature Range (Celcius) 0 - 32 0 - 29 0 - 32 
Primary hydrologic soil type C and D C and D C and D 
Maximum Flow (cfs) March (11237.18) March (1716.61) March (1884.52) 
Maximum Concentration (mg/L) June (6.38) September (3.54) January (0.81) 
Maximum Flux (Tonnes/day) April (148.43) February (5.35) January (3.44) 
Area-weighted Annual Flux Range (kilotons/year/km2) 0.61 - 3.16 0.59 - 1.13 0.33 - 1.58 
Flow- weighted Average Daily Concentration Range (mg/L) 3.35 - 8.37 0.99 - 2.46 0.39 - 0.89 
 
4.1.1 Maumee River 
The Maumee River is the largest among the watersheds flowing to the Great Lakes. The Maumee 
River watershed (Figure 4.2) at the Waterville gage drains an area of 16,395 km2 and covers a large 
part of northwest Ohio along with small portions of Michigan and Indiana before flowing into 
Lake Erie near Toledo, Ohio. It drains all or part of 17 counties in Ohio, 2 counties in Michigan, 
and 5 counties in Indiana. The Tiffin, Auglaize, and Blanchard rivers are some of its major 
tributaries. Its headwaters are the St. Joes, the St. Marys, and the Maumee in Fort Wayne, Indiana.  
The data is available for a period of over 35 years from 1975 to 2016 at a daily frequency 
which allows a comprehensive comparative study of the estimated dataset against the observed 
values. The study uses data from 1982 onwards due to the inconsistencies observed in the data 
before 1982. The flow and nutrient concentration data are available at a daily interval for most of 
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the study period. The Maumee River accounts for more than 50 % of Lake Erie’s sediment load, 
prompting a need for the study of its nutrient concentration and flux. Most of the watershed is 
constituted by agricultural land denoted by the brown patches in Figure 4.3. The primary soil types 








Figure 4.3. The land-use pattern in the Maumee River watershed draining into western Lake Erie 
 
 
Figure 4.4. Hydrologic soil types in Maumee River watershed  
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4.1.2 Cuyahoga River 
The Cuyahoga River watershed (Figure 4.5) is in northeastern Ohio and can be divided into three 
parts: upper, lower and middle Cuyahoga. It drains an area of 1830 km2 at the Independence station 
gage and flows through all or part of six counties, including Geauga, Portage, Summit, and 
Cuyahoga Counties. Its major tributaries are the Tinkers Creek, the Slipper Run, the Big Creek, 
the Little Cuyahoga River, and Breakneck Creek. The Cuyahoga River Watershed begins with the 
West branch in Geauga County and the East branch in the Upper Section. Major municipalities 
partially or fully in the watershed include Cleveland and some of its suburbs, Akron, Kent and 
Cuyahoga Falls.  
The eastern portion of the watershed is a mixture of agricultural land uses such as cultivated 
crops, and forest. The western portion of the watershed is predominantly comprised of urban 
development, with some forest and pockets of hay and pasture lands (Figure 4.6). The soil types 
are hydrologic soil groups C and D (Figure 4.7). The Cuyahoga dataset contains data from 1982 
to 2016. This study uses data from the entire available data collection period. The flow and nutrient 
concentration data are available at a daily interval for most of the study period. 
 




Figure 4.6. The land-use pattern in the Cuyahoga River watershed draining into Lake Erie 
 
Figure 4.7. Hydrologic soil types in the Cuyahoga River watershed  
22 
 
4.1.3 Grand River 
The Grand River watershed (Figure 4.8) is in northeastern Ohio and can be divided into two parts: 
upper and lower Grand. It drains a total of 1831 km2 at the Painesville station gage and flows 
through all or part of five counties. Major municipalities partially or fully in the watershed include 
Orwell, Roaming Shores, Jefferson, West Farmington, Chardon, and Painesville. The watershed 
is a mixture of forest, agricultural land such as cultivated crops and pasture and hay lands, and 
urban land, as denoted in Figure 4.9. The dominant soil types are hydrologic soil groups C and D 
(Figure 4.10). 
For Grand River, data was available from 1988 to 2006 for this study. The monitoring 
station at Painesville was taken down in the year 2006, terminating the data collection for the river. 
The study uses data from 1993 to 2005 due to the data for the remaining available years being 
inconsistent. The flow and nutrient concentration data are available at a daily interval for most of 
the study period. 
 








Figure 4.10. Hydrologic soil types in the Grand River watershed  
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4.2 Statistical parameters 
The daily loads calculated from the flow and concentration data were used to obtain the daily and 
yearly loads for nitrates in Maumee, Cuyahoga and Grand Rivers. These datasets were used to 
generate the sub-sampled datasets (weekly, biweekly, triweekly, and monthly) of nitrate 
concentrations that reflect varying sampling frequencies. Annual nutrient loads were estimated 
using these datasets and different load estimation techniques (WRTDS, LOADEST, and Linear 
Interpolation). Evaluation of the estimators was done by calculating common statistical parameters 
like the correlation coefficient (R), the coefficient of determination (R2), the percentage bias 
(PBIAS), and the Root mean square error (RMSE).  
The correlation coefficient (R) is a very common statistical measure of fit that shows how 
strongly correlated the predicted values are to the observed values. It can be anywhere between -1 
to 1, 1 meaning perfect correlation, -1 meaning perfect negative correlation, and 0 meaning no 
correlation between the two sets of data points. 
The coefficient of determination is simply R2 that tells how well the models’ predictions 
approximate the real data points. It is a representation of the goodness of fit of the model being 
used and tells us the fraction of variations in the response values are explained by the model. It 
can have values between 0 and 1 where values closer to 0 represent a poor fit and values closer to 
1 represent a good fit (1 represents perfect fit).  It cannot, however, determine if the predicted 
values are biased. 
The correlation coefficient and coefficient of determination, while being two of the most 
common statistical parameters to measure the relationship between two variables, are not sufficient 
to evaluate the performances of the estimation models. Therefore, percent bias (PBIAS) and root 
mean square error (RMSE) were also calculated for the analysis. 
The percent bias (PBIAS) measures the average tendency of the simulated values to be 
larger or smaller than their observed ones. The PBIAS of 0 indicates that the simulated values, on 
average, are neither larger nor smaller than the observed ones. Positive values indicate an 
overestimation and negative values indicate an underestimation of the values being simulated. A 
low value of PBIAS is, therefore, a desirable outcome. It is calculated using Equation 4. 
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𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  100 ∗  𝑠𝑠𝑠𝑠𝑠𝑠( 𝑠𝑠𝑖𝑖𝑠𝑠 − 𝑜𝑜𝑜𝑜𝑠𝑠 )
𝑠𝑠𝑠𝑠𝑠𝑠( 𝑜𝑜𝑜𝑜𝑠𝑠 )
                       (4) 
The Root-Mean-Square error (RMSE) is the standard deviation of the difference 
between predicted and observed values (prediction errors). These errors, also known as the 
residuals, show how far the predicted data points are from the observed data. The RMSE is a 
measure of the spread of the residuals that tells us about the tendency of the estimated values to be 
close to or far from the expected values. A lower RMSE means that the estimated values are closer 
to the observed values whereas a higher RMSE implies that the estimated values are more spread 
out. It has the same unit as the variable being studied.  The standard formula for RMSE is shown 
in Equation 5 where n is the number of data points, Pi is the predicted value and Oi is the observed 
value. 
𝑅𝑅𝑅𝑅𝑃𝑃𝑅𝑅 =  �1
n
(∑  ni=1 (P𝒊𝒊 – O𝒊𝒊)2)                                  (5) 
4.3 Linear Interpolation (LI) 
For the linear interpolation method, datasets with weekly, bi-weekly, tri-weekly and monthly data 
were prepared for the datasets starting with the first, third and fifth data points. The interpolation 
was done using a simple R code that filled the gaps in the data using linear interpolation. 
4.4 LOADEST 
The LOADEST program a series of input files, namely the control file, header file, calibration file 
and the estimation file to run the program. The program generates output files, namely the echo 
file, constituent output file, residual output file, and individual load file. A general representation 
of the process with the input and output files is shown in Figure 3.3. The preparation of the input 
files requires the users to follow a series of steps that are mentioned below. 
4.4.1 The control file 
The control file (control.inp) declares the filenames of the other input files. It consists of three 
record types, Type 1 for the header file, Type 2 for the calibration file, and Type 3 for the 




Table 4.3: A typical control file to run LOADEST 
Record type Format Column Description 
1 Header  1-40 Filename for the Header file 
2 Calibration 1-40 Filename for the Calibration file 
3 Estimation 1-40 Filename for the Estimation file 
 
4.4.2 The header file  
The header file defines the constituent being analyzed in the study, the regression model to be used 
for the estimation, and the load estimation options. There are 13 different types of records that are 
specified using this file. These records include the title of the run, the estimated values print option, 
the standard error option, load option, model number, number of constituents, and the constituent-
specific variables. The load option record selects the estimation period based on the user input of 
the value for a variable called LDOPT. Seasonal, monthly, or entire record period can be selected 
for estimation using this option. Similarly, the model number allows the user to select a particular 
regression model out of the 11 different options. There are also options to use the automatically 
selected best-suited model or using a user-defined model. 
4.4.3 The calibration file  
The calibration file uses the observed values of concentration and flow to calibrate the regression 
model. The first three fields of the file contain the date of the observation (CDATE), time of the 
observation (CTIME), and the streamflow (CFLOW) in cubic feet per second. The fourth field is 
used to specify any additional variable values and in its absence, this field specifies the 
concentration of each concentration (CCONC) whose unit can be defined in the header file. The 
values of CDATE should be in YYYYMMDD format and CTIME should be in the HHMM 
format. The CCONC values should be accompanied by a period at the end of the values. If the 
concentration value is equal to or less than zero, it will not be used during calibration. 
4.4.4 The estimation file 
The estimation file contains the time series of data variables used to obtain the load estimates. It 
has four fields, the first three are the date, time and streamflow values of the observation. They are 
named EDATE, ETIME, and EFLOW respectively. The format of the data to be input is the same 
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as for the calibration file.  When there are no additional data variables, the fourth field (EADDL) 
is omitted.  
4.4.5 The execution  
Running LOADEST under windows requires the following steps: The input files (control, header, 
calibration, and estimation files) are put in the same folder as the one from which LOADEST will 
be run. An MS-DOS prompt “loadest” will initiate LOADEST to run. The constituent being 
processed is displayed on the screen as the program is running. 
4.4.6 The output 
There are four different output files written to the folder from which the LOADEST program is 
run. The first is the echo.out file. It contains the user-specified information and the error messages 
during the execution. LOADEST writes output files for each constituent, called the constituent 
output files. Each of these files contains two parts, Part 1 and Part 2. Part 1a summarizes the 
calibration process and part 1b summarizes the regression model for constituent concentration. 
Part 2 summarizes the mean load estimates provided by the various methods. In addition to these 
two files, the residual output files and the individual load files are also produced.  
4.5 WRTDS 
There are many different data sources that meet the user data requirements for WRTDS. A very 
common example is the NWISWeb system (http://waterdata.usgs.gov/nwis). It facilitates the 
finding of sites with a required minimum amount of data, either for the daily mean flow value or 
water quality sample values. The dataRetrieval package provides the option of using multiple types 
of data sources, of which some functions were used for the purpose of this study.  
This method requires a continuous record of daily mean discharge for the study period, 
which is entered by the user. The discharge data must completely cover the water quality data 
records for the study period used in the analysis, starting before or on the day of the first sampling, 
and ending on or after the day of the last sampling. It should not extend too far beyond the water 
quality record span as it will cause WRTDS to perform extrapolations. Choosing the first day of 
the water year for which there is water quality data as the starting point and the last day of the 




4.5.1 Discharge Data from the U.S. Geological Survey (USGS) 
The function readNWISDaily is used to get the discharge data for the analysis from the USGS 
(http://waterservices.usgs.gov/). In the case of Maumee River, for example, the commands would 
be  
siteNumber <- " 04193500" 
QParameterCd <- "00060" 
StartDate <- "1982-01-01" 
EndDate <- "2016-12-31" 
Daily <- readNWISDaily(siteNumber, QParameterCd, StartDate, EndDate) 
The following command could be used alternatively. 
 
Daily <-readNWISDaily("04193500","00060"," 1982-01-01"," 2016-12-31") 
 
The use of this command prompts the computer to get the daily mean discharge data from USGS 
and create the ‘Daily’ data frame for the particular river gauge station and study period. The value 
for the QParameterCd or the second argument in the readNWISDaily function should always be 
“00060” which implies discharge in cubic feet per second. If the user is unsure about the starting 
and end dates or wants to get the data for the entire record, the following command would be used: 
        Daily <- readNWISDaily("04193500","00060",startDate="",endDate="") 
Every time the readNWISDaily function is called, it simply overwrites the previous version of the 
Daily data frame.  
4.5.2 Discharge Data from a Text File 
If the discharge data is not available in USGS but is available as spreadsheets, a ‘.csv’ file can be 
used to enter the data for the analysis. The file must be formatted so that it has two columns for 
the date and daily discharge. The date must be given as either mm/dd/yyyy or yyyy-mm-dd. An 
example of loading the data by this method is as follows: 
filePath <- "/Users/rkandel2/desktop/" 
fileName <- "Maumee.csv" 
Daily <- readUserDaily(filePath, fileName) 
 
The unit for the discharge values is cubic foot per second by default. It can be expressed in terms 
of cubic meters per second by using the command: 
Daily <- readUserDaily(filePath, fileName, qUnit = 2) 
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The readUserDaily function checks for the negative and zero discharge values and makes 
necessary adjustments to the data set as readNWISDaily. 
4.5.3 Water-Quality Data for Use in EGRET 
Just like the “Daily” data frame stores the discharge values, the “Sample” data frame stores the 
water quality data.  The function modelEstimation is used to run the WRTDS computations, which 
adds three additional columns to the “Sample” data frame. 
The process of obtaining the water quality data from the USGS is similar to the one for 
retrieving the discharge data. The function used in this case is readNWISSample and the parameter 
code for N (nitrate+nitrite) concentration is “00631”. The commands could be as follows: 
siteNumber <- " 04193500" 
ParameterCd <- "00631" 
StartDate <- "1982-01-01" 
EndDate <- "2016-12-31" 
Sample <- readNWISSample(siteNumber, ParameterCd, StartDate, EndDate) 
Sample <- readNWISSample("04193500","00060"," 1982-01-01"," 2016-12-31") 
Similarly, the water quality data from a user-supplied file can be entered by using the following 
commands: 
filePath <- "/Users/rkandel2/desktop/" 
fileName <- "MaumeeN.csv" 
Sample <- readUserSample(filePath, fileName) 
  
The columns need a header in the first row in the default case. The header names can vary. 
The first column should contain the date in the same format as for the “Daily” dataset. The second 
column is for remarks and can be left blank. The third column contains the concentration values 
in mg/L. It should not contain zero as an entry. 
4.5.4 The Metadata 
Information about the site and the nutrient under investigation are stored in the “INFO” data frame. 
The EGRET function requires this metadata to run. The metadata is entered in the system using 
the function readNWISInfo for most cases. For the site in Maumee used in the earlier examples, 
the command would look like: 
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INFO <- readNWISInfo(siteNumber = "04193500", parameterCd ="00631") 
Or 
INFO <- readNWISInfo("04193500", "00631") 
In order to carry out the analysis using EGRET, the water quality data needs to be linked 
to the corresponding discharge value. The discharge data are imported from “Daily” to “Sample” 
data frames using a function called mergeReport. This function adds the columns Q and LogQ to 
the “Sample” data frame from the “Daily” data frame. In addition, this function produces a table 
of information on the “Sample” and “Daily” data frames that help in identifying potential data 
problems, and also forms a named list called “eList” by organizing the data frames INFO, Sample, 
and Daily. The command is: 
eList <- mergeReport(INFO,Daily,Sample) 
The command used to obtain the estimation values from the model is: 
       eList <- modelEstimation(eList)  
4.5.5 Tables of Results 
It is possible to generate or print a table of the results at an annual step using a function called 
tableResults. It can be used to simply get the table in the console or to return a data frame with all 
necessary information from the results. The output table contains the columns: year, mean 
discharge, annual mean estimated concentration, annual mean estimated flux, annual mean flow-
normalized concentration, and annual mean flow-normalized flux. The units for discharge and flux 
can be selected by using the arguments qUnit and fluxUnit respectively.  
4.6 Data preprocessing 
The data obtained from the NCWQR for all three rivers were preprocessed to remove the 
irregularities in the datasets. There were missing values of the flow data or the concentration data 
or even entire rows of missing data for several days. The years at the beginning of the study period 
with a significant portion of missing data were generally omitted from the analysis. For example, 
the analysis of the Maumee River dataset was conducted on data from 1982 onwards despite 
having the records available from 1975. The earlier years were not included in the analysis due to 
the irregular nature of the data with very frequent missing data points. Similarly, the Grand River 
dataset was analyzed only for the records from 1993 onwards although data was available from 
1988. Some years within the study period with a considerable amount of missing data were not 
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omitted from the study in order to provide a continuous analysis. For such years, the load was 
calculated from the available data points and projected linearly for the entire year in order to obtain 
the observed yearly nitrate load. Data for such years could be excluded for a more accurate study. 
The datasets also had frequent occurrences of multiple data points for the same day of record. For 
this study, the average value of the different data points for the same day was taken as the observed 
value. 
4.7 Overview of the Steps involved 
• The flow and nitrate concentration data were scanned to select the period of study based 
on the quality of data 
• Data cleaning was done for the period to be considered for the study. 
• The datasets for three different starting days were prepared (Day 1, Day 3, and Day 5). 
• Datasets were arranged in the format required for the different models, as specified in the 
manuals for each method. 
• The observed nitrate load was calculated based on daily flow and concentration data. This 
was used to compare against the results from different models for different datasets and 
identify the best method for the estimation of the load. 
• ‘R’, a programming environment for statistical computing, was used to generate the 
datasets of varying frequencies (weekly, biweekly, triweekly, and monthly) for all datasets 
in each format. 
• To run LOADEST, the calibration and estimation files were prepared separately from the 
datasets. For WRTDS and LI, the .csv or .txt file were prepared in proper data format and 
the model was run. 
• For LOADEST, the best model was identified from the output file and the load was 
estimated using that model in a separate calculation sheet. The yearly load estimations 
based on the models selected for each frequency of data for each dataset with different 
starting dates were obtained. 
• The results from each method were compared with the actual load calculated at an earlier 
step. The statistical parameters R, R2, RMSE, and PBIAS were calculated from the 
observed and estimated load calculations. 
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• The original datasets had numerous missing data points. Therefore, the weekly data 
contained every seventh available data point rather than the data for every seventh day. It 
was the same for biweekly (every 14th data point), triweekly (every 21st data point), and 

















CHAPTER 5: RESULTS AND DISCUSSION 
 
The three rivers under consideration of this study (Maumee River, Cuyahoga River, and Grand 
River) all drain to Lake Erie. The data for each river was obtained from the NCWQR at Heidelberg 
University. These rivers were selected for the comparison of model performances while predicting 
nitrate loads to compare the data characteristics and the model performances between rivers in 
roughly the same climatic zone but with different watershed sizes and land use patterns. The 
climatic zone, watershed size, and land use pattern can govern the flow characteristics, 
concentration and subsequently, the flux of nitrates in the river. The climatic features of the river 
location can determine the amount of flow and nutrient interactions in the watershed. The area of 
the watershed that drains to the river affects its total nutrient flux as a larger area contributes a 
higher amount of nutrients to the river flow. Land use pattern determines both the amount of 
soluble nutrient available in the soil and the rate at which nutrients leach to the water body.  
The watersheds being studied vary in terms of their drainage area and comparing their 
crude flow values doesn’t give a clear picture of the differences in their flow pattern. There needs 
to be a common metric to compare the flow characteristics of the three rivers, which can be 
obtained by calculating the flow per unit area of the watershed. Therefore, area weighted flow 
(mm) was computed to compare the flow intensities in the different rivers. It was observed that all 
three rivers had the highest average daily flow in March. This can be attributed to all three 
watersheds being in the same climatic zone and having the same soil types (hydrologic soil groups 
C & D). In comparison, the Grand River daily average flow data fluctuated significantly 
throughout the year, as shown in Figure 5.1. The Maumee and Cuyahoga Rivers were less flashy 
and demonstrated fluctuations in flow data in lower measures. It was also evident that the flow per 
unit area was higher for Cuyahoga and Grand Rivers compared to Maumee. 
Similarly, flow-weighted monthly average concentration values were calculated to 
compare the nitrate concentrations in the observed data for each river (Figure 5.2). This was done 
by dividing the total flux over a month by the streamflow during the same period. The maximum 
and minimum nitrate concentrations were observed to be in the month of June and September 
respectively for Maumee River. Interestingly, the maximum and minimum nitrate concentrations 
were observed to be in the month of September and April respectively for Cuyahoga River. For 
the Grand River, the maximum and minimum nitrate concentrations were observed to be in the 
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month of February and May respectively. The graph for Maumee is typical of an area with 
agricultural practices as the leaching is high in the months after the harvesting season around 
September when the fertilizers are applied. The leaching started dropping once the crops are 
planted in the spring. The average concentrations remained fairly constant throughout the year for 
Grand and rise slightly around the months of August and September for Cuyahoga River. The 
graph for the monthly average flux (Figure 5.3) showed variations similar to the concentration 
values for Maumee. The Grand River values followed a similar pattern as Maumee given the 
contribution from its agricultural area. The graph for Cuyahoga remained relatively stable 
throughout the year. 
 
Figure 5.1. Graph showing the area weighted average daily flow variation (in mm) in Maumee, 
Cuyahoga, and Grand Rivers 
The average daily flux per unit area for Maumee was observed to be high as compared to 
the daily flux from Cuyahoga and Grand River watersheds (Figure 5.4). This can be attributed to 
the land use pattern in Maumee; a higher percentage of agricultural cropland means higher nutrient 
application and thus a higher flux leaching into the water bodies. There is a significant amount of 
fluctuation in the daily load for Maumee River as shown by the graph. The yearly load values for 











































































Figure 5.2. Graph showing the flow-weighted average daily nitrate concentration (mg/L) for each 
month in Maumee, Cuyahoga, and Grand Rivers 
 
 
Figure 5.3. Graph showing the average daily nitrate flux (Tonnes/day) for each month in Maumee, 





























































































Figure 5.4. Graph showing the area weighted average daily flux (kg) in Maumee, Cuyahoga, and 
Grand Rivers. The differences in the daily flux can be attributed to the land use practices in the 
three watersheds as Maumee has the highest daily flux per sq. km and Grand has the lowest flux. 
 
 
Figure 5.5. Graph showing the area weighted yearly nitrate flux in Maumee, Cuyahoga, and Grand 
Rivers. The year 2012 was a drought year which affected the flux in the Maumee River but not in 








































































































Fluctuations in flow create fluctuations in the nitrate concentration values in the water bodies. 
However, the relation between them isn’t always consistent. In this study, the Maumee River data 
(Figure 5.6) showed that there was an increase in the nitrate concentration in wet years following 
a dry year. The concentration dropped in the dry years following a sustained period of high flow. 
For the Cuyahoga River, there was an increase in the nitrate concentration in the river when the 
flow rate decreased and vice versa (Figure 5.7). However, the relation was not so straightforward 
for the Grand data (Figure 5.8). The nitrate concentration decreased with a decrease in flow but 
increased during a sustained dry period. It also increased with the increase in the average flow. 
 
Figure 5.6. Graph showing the variation in the daily average values for flow and nitrate 
concentration for each year of record in Maumee River. There isn’t any apparent relationship 
between the two variables for this watershed. 
The Maumee River watershed is primarily constituted of agricultural land. The regular 
application of fertilizers to the cropland is a major source of nitrate that leaches to the river system. 
This transport of nitrates from the cropland to the river depends on the amount of precipitation and 
the drainage at a given period. If there is higher precipitation after a sustained period of dry 
weather, then there is bound to be a surge in both the flux and the concentration of nitrate in the 














































consecutive wet years, the concentration of nitrate drops because of it being transported 
consistently. Similarly, a number of consecutive dry years may prompt an increase in the nitrate 
concentration in the river water. 
 
  
Figure 5.7. Graph showing the variation in the daily average values for flow and nitrate 
concentration for each year of record in Cuyahoga River. There is an increase in concentration with 
a decrease in flow and vice-versa for this watershed. 
The Cuyahoga watershed is dominated by an urban land use. This means that the nutrients 
or any other pollutants being released into the river comes predominantly from a uniform point 
source (a known, concentrated point of emission) and thus contributed to the nutrient loading in a 
uniform manner (relatively stable flux). Therefore, when there is an increase in the flow in the 
river, the concentration of the nutrient goes down and vice-versa. The area-weighted annual flux 
values in Figure 5.5 also show that the annual nitrate flux remained fairly consistent in Cuyahoga 











































Figure 5.8. Graph showing the variation in the daily average values for flow and nitrate 
concentration for each year of record in Grand River. There is an increase in concentration with an 
increase in flow and vice-versa in general for this watershed. 
The Grand River watershed has a mixed land use type. The percentage of forest and pasture 
land in this watershed is higher than for the other two watersheds. There is a lesser chance that the 
nitrate flux exported to the water bodies from this type of land use is anthropogenic in origin. 
Substantial variations occur in the concentrations of N in surface waters of forest ecosystems 
(Creed & Band, 1998). So, accurate prediction of the origin and export of nitrate is difficult 
because of the diversity of the sources. A study by Creed & Band (1998) on the variations in the 
dissolved inorganic flushing based on nature of the source area found that the nitrate 
concentrations peaked with the rise in the discharge during both the spring melt and autumn storm 
events. They attributed this observation to a phenomenon called the “flushing effect”. It means 
that the export of nutrients is regulated by the saturated through-fall process; an intersection 
between the saturated through-fall and the soil surface causes a large export of nutrients to the 
adjacent waters.  










































The WRTDS model was used on the entire dataset with four different sampling frequencies. The 
analysis was performed based on the estimated flux that was not flow-normalized. There wasn’t a 
distinctively better sampling frequency in terms of RMSE as the values obtained were not 
observably spread out, but the weekly data had the lowest RMSE and low PBIAS, as shown by 
Table A.1 (see Appendix). The weekly sampling frequency gave the best results using WRTDS 
for Maumee. 
The LOADEST results from the 35 years of data suggested that the triweekly data predict 
the flux and concentration with the least RMSE and bias. There wasn’t any significant trend in the 
results (Table A.2), either due to a change in the starting data point or the sampling frequency. The 
triweekly frequency of data yielded the best estimation results using LOADEST for Maumee. 
For the linear interpolation results (Table A.3), the weekly dataset yielded better estimates 
both in terms of the RMSE and bias as compared to other data frequencies. The RMSE is generally 
higher for the datasets sampled at lower frequencies but triweekly data gave a better prediction 
than the biweekly sampled data. Weekly data would be recommended for this method. 
 Hirsch (2014) compared results of the seven & five parameter models in LOADEST, and 
WRTDS model using subsampling of six very large datasets and suggested that the WRTDS model 
is more resistant to the bias problem than the LOADEST models but is not immune to them. The 
observations from this study also show that the WRTDS results have the lowest PBIAS of all three 
methods. This is shown clearly in Figure 5.9 where the bars representing the PBIAS for the 
WRTDS results in the analysis of the complete dataset have the smallest values among all methods 
for all sampling frequencies. Figure 5.10 shows how the estimated flux from each method (weekly 
sampling frequency) compares with the actual flux. It represents a general overview of the 





Figure 5.9. Graph showing the RMSE and PBIAS for the three methods at different data 
frequencies for Maumee. The RMSE for WRTDS is higher but is very steady, whereas the bias is 
much higher for LOADEST and LI.  
 
 
Figure 5.10. Graph comparing the annual estimated nitrate flux from different methods with the 
observed flux. This plot is just one scenario where the flux for weekly selection frequency for the 



































RMSE/ PBIAS comparison between methods at different 

























Comparison between predicted yearly nitrate load (tonnes) between 








The WRTDS results (Table A.4) revealed that the correlation coefficients and coefficient of 
determination were significant, with the R2 values ranging from 0.4 to 0.5. The RMSE values were 
very steady, as was seen with the analysis of the Maumee dataset. The PBIAS values were also 
low for this dataset, as is typical with WRTDS results. The third dataset (Day 5) gave the best 
results in terms of the RMSE values for all the different frequencies of data. There wasn’t a clear 
distinction between RMSE for the different frequencies of data. The PBIAS was lowest for the 
first dataset (Day 1) results. The weekly results had consistently low PBIAS along with the 
monthly dataset. Either of weekly or monthly data collection gave a good estimation using 
WRTDS but monthly data would be recommended for the economy. 
The LOADEST results (Table A.5) had the R2 values ranging from 0.66 to 0.74. A 
significant amount of variation in the predicted data was thus explained by the model. The first 
dataset (Day 1) gave the best results, both in terms of the RMSE as well as the PBIAS. Specifically, 
the weekly data frequency yields the lowest RMSE and a consistently low PBIAS. Based on these 
results, weekly data sampling would be recommended with the LOADEST method for the 
Cuyahoga River. 
  The observed and estimated yearly loads were fairly close for this watershed (Figure 5.12). 
The Linear Interpolation method had the highest R2 values among the methods being compared, 
with values from 0.7 to 0.8 (Table A.6). The RMSE values and the PBIAS for this method were 
also lower than for the other two methods (Figure 5.11), showing that linear interpolation was the 
best method among the three to predict nitrate loads in Cuyahoga. Among the different datasets 
prepared for this analysis, the first dataset (Day 1) yielded the lowest PBIAS and RMSE, although 
the RMSE values were comparable for all three datasets. The weekly and monthly data frequencies 
resulted in comparatively lower RMSE and PBIAS. It would be recommended to use either of 
these frequencies for the prediction of nitrates in Cuyahoga; monthly dataset may be preferred due 
to the ease and economy associated with the data collection without compromising the 







Figure 5.11. Graph showing the RMSE and PBIAS for the three methods at different data 
frequencies for Cuyahoga. The RMSE for WRTDS is higher, whereas the bias is much higher for 
LOADEST. LI has the best results in terms of both LI and PBIAS. 
 
 
Figure 5.12. Graph comparing the annual estimated nitrate flux using different methods with the 
actual flux. This plot is just one scenario where the flux for weekly selection frequency for the 





































RMSE/ PBIAS comparison between methods at different 



























Comparison between predicted yearly nitrate load (kilo tonnes) between 








The WRTDS results for Grand River (Table A.7) showed a poor correlation between the predicted 
and observed nitrate loads. The R2 values were less than 0.15 for all the datasets and frequencies. 
Similarly, the RMSE values were also on the higher side but very consistent for all datasets. The 
weekly datasets showed the least amount of bias among all the data frequencies, while the bias for 
the first dataset (Day 1) was the lowest among the three different datasets. Based on these results, 
a weekly data sampling frequency would be suggested using WRTDS for the Grand River. 
The LOADEST results showed a significant rise in the correlation between the predicted 
and observed values, with R2 values ranging from 0.7 to 0.9 (Table A.8). The RMSE values were 
very low for this method, with values almost half that of the RMSE for WRTDS. However, the 
PBIAS was observed to be consistently higher than 10% for most datasets and frequencies. The 
lowest RMSE and PBIAS were obtained for the second dataset (Day 3). The RMSE values for 
weekly data frequency were observed to be lower than the other frequencies in general. The PBIAS 
was comparatively lower for the weekly data frequency as well. The weekly data frequency gave 
the best results for the LOADEST analysis. 
The linear interpolation results (Table A.9) also showed a strong correlation between the 
estimated and observed nitrate loads. Although, the correlation appeared to wane as the data 
frequency decreased. It was a common trend in all three datasets (Day 1, day 3, and day 5). The 
RMSE, as well as PBIAS values, were observed to be low for this method. The third dataset (Day 
5) yielded the best results in terms of both RMSE and PBIAS for linear interpolation. The weekly 
frequency of data points had the lowest RMSE among the four data frequencies and consistently 
had lower PBIAS (Figure 5.13). The estimated loads from this method were close to the observed 
yearly loads as shown in Figure 5.14. The weekly data frequency gave the best estimation results 





Figure 5.13. Graph showing the RMSE and PBIAS for the three methods at different data 
frequencies for Grand. The RMSE for WRTDS is higher but is very steady, whereas the bias is 
much higher for LOADEST. LI provides the best results in terms of RMSE. 
 
 
Figure 5.14. Graph comparing the annual estimated nitrate flux for Grand River using different 
methods with the actual flux. This plot is just one scenario where the flux for weekly selection 





























































Comparison between predicted yearly nitrate load (kilo tonnes) between 







The WRTDS method uses a default value of half window width for all three parameters; Time, 
Discharge and Seasonality. The default values (windowY, windowQ, and windowS) are 7 years, 
2 m3/s, and 0.5 years respectively. These values can be altered based on the user’s own discretion 
as there are no guidelines to use certain values for defined conditions. During this study, the half 
window for seasonality was adjusted to 3 months and 9 months and compared against the results 
for the default 6 months window. The results for the Cuyahoga River dataset (Figure 5.15) showed 
that the PBIAS for the 3-month window was lowest for all data frequencies. The PBIAS values 
increased with an increase in the length of the window. The changes in the RMSE values were not 
as prominent as for the PBIAS although the results improved for the 3-month window. 
 
Figure 5.15. Graph comparing the RMSE and PBIAS from WRTDS for the Cuyahoga 
River using different half window periods for seasonality. 
5.4 Summary of results 
The results for Maumee River showed that there is a tradeoff between having a lower RMSE and 
a lower PBIAS. While the LOADEST and LI had better RMSE, WRTDS had significantly lower 
PBIAS. For Cuyahoga, the results suggested that the LI method gave the best estimation both in 
terms of RMSE and PBIAS. The same was seen for Grand River load for the higher frequency 
datasets but the WRTDS results were consistent throughout and had lower PBIAS for the monthly 
data. In terms of the data frequencies, the weekly sampled datasets were observed to have the best 
estimation results in general. This was expected because there is a lesser number of missing values 







































RMSE/ PBIAS from WRTDS at different half-window periods and 









However, for the Cuyahoga dataset, it was also observed that the WRTDS and LI methods 
produced an equally good estimate with a significantly lower number of data points. This means 
that only an insignificant or no improvement in the load estimation values were achieved by 
increasing the number of data recordings from weekly to monthly for Cuyahoga River for these 
methods.  
The datasets with varying starting dates for the same period of analysis at same frequency 
using the same methods were used to check the coherence of statistical results with the 
corresponding datasets. Although these values differed from each other sometimes, there wasn’t 
any significant pattern to identify a significantly better starting date for the datasets in most cases. 
5.5 Discussion   
Verma et al. (2018) performed an analysis of the temporal patterns of the daily data from six rivers 
in the Lake Erie basin, including the ones in this study. Circular Statistics analysis was performed 
on the datasets to obtain a mean daily value (MDV) that gave an idea of the time during a year 
around which the mean occurrence of the variable being studied took place. This study converted 
the daily linear time series to an angular scale which was then used to identify the timing of the 
mean value of the variable being analyzed on a circular scale. The analysis was then used to check 
for any long-term trends for different variables including the flow, nitrate concentrations and other 
parameters. 
 Verma et al. (2018) found that the flow was more evenly distributed in Cuyahoga River as 
compared to agricultural watersheds like Maumee despite having an even distribution of 
precipitation in both watersheds. The nitrate concentrations and loads were much evenly 
distributed for the urban area dominated Cuyahoga watershed than agricultural watershed of 
Maumee. In a separate analysis of the exported nitrate load from the top five storm events for each 
year, it was found that most of the larger precipitation events in these watersheds occurred in late 
summer. However, the top five nitrate export events for these watersheds occurred mostly during 
the winter between December and April. The top five storm events accounted for the transport of 
roughly 1/5th of the annual nitrate loads in urbanized land dominated Cuyahoga watershed and 
around 2/3rd of the annual load in another agricultural watershed. 
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The results from this study showed that the PBIAS values for the Cuyahoga River dataset 
for all methods were lower in comparison to the other two rivers. The coefficient of variation for 
WRTDS, which was usually low for Maumee and Grand was also significantly better for 
Cuyahoga. The predicted yearly nitrate loads from different methods for Cuyahoga River very 
closely resembled the actual yearly loads as seen in Figure 5.12.  
About half of the Cuyahoga River watershed consists of urban land and a significant 
portion of the remaining half is made up of forests. A very little amount of nitrate flux originates 
from the forest area as the nitrates available there are not anthropogenic in nature and are also used 
up by the ecosystem. Therefore, much of the nitrate flux in the Cuyahoga River originates from 
point-sources in the urban area with relatively consistent levels of contribution throughout the year. 
This explains the relationship between the observed flow and concentration data in the watershed 
shown in Figure 5.6. The average daily concentration for each year went up with a decrease in the 
flow and vice versa throughout the study period. Figure 5.4 shows that the mean daily weighted 
average load for the Cuyahoga River remained stable throughout the year. Figure 5.3 also shows 
that the daily average nitrate load in each month for the Cuyahoga River fluctuated significantly 
lesser than the other two rivers. Because of this defined relationship between the concentration 
(the response for the models) and the flow (the most significant predictor variable for the models), 
the estimated loads were generally better for Cuyahoga.  
The results from the linear interpolation method showed that the RMSE and PBIAS 
generally increased with a decrease in the data sampling frequency. A higher frequency of data 
thus yielded more accurate results for this method. The LOADEST results showed a similar 
behavior for the Cuyahoga River data but not for the Maumee and Grand Rivers. The output files 
in LOADEST for each estimation process contains information on the different statistical 
parameters associated with the calibration process. It comes with a warning against the use of this 
method if the bias is shown to be greater than 25%, positive or negative. The output files for all 
frequencies of data for Maumee and Grand River contained this warning. The Grand River data 
marginally exceeded the threshold whereas the bias was much higher for the Maumee data. While 
the results obtained from this method for the Grand River showed that the RMSE and PBIAS 
increased with a decrease in data frequency, the Maumee data showed a lower RMSE and PBIAS 
for the lower sampling frequencies. Given the initial warning from the program and its 
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performance on different frequencies of data, it is advisable not to use this method on agricultural 
watersheds such as Maumee. 
The WRTDS results for Maumee and Grand Rivers yielded higher values of RMSE 
compared to the other two methods. Maumee River watershed has a dominant agricultural land-
use. The Grand River watershed consists of large proportions of forest and agricultural land. As 
the contribution from the forest towards the nitrate flux is generally not very high, most of the 
nitrate load in this watershed originates from the agricultural land which is a non-point source in 
nature. The data for this river was only available for the period between 1988 and 2006, out of 
which six years had to be omitted from the study because of insufficient data. 
McIsaac et al. (2016) have mentioned that WRTDS assumes that the changes in 
concentration with time and discharge are gradual and smooth. However, sudden changes in N-
concentrations can occur in a wet year after a series of dry years in watersheds with a high 
percentage of agricultural land use. Maumee River demonstrated a sudden spike in N-
concentration at several points during the study period. Grand River showed a high degree of 
fluctuation in terms of daily average flow and had a significant amount of agricultural land use in 
the watershed. These variations in the flow and concentration in these watersheds could be 
responsible for a higher RMSE using WRTDS.  
It was worth noting, however, that the WRTDS results were consistent for all frequencies 
of data, implying that this method could be used on a sparse dataset to obtain a similar accuracy 
of load estimation as that from a more frequent data set. Data with at least 200 sampling records 
for a period of around 20 years are required to use this method for load estimation (Hirsch et al., 
2010). Considering this requirement, even the sparsest data used for this study for the Maumee 
and Cuyahoga Rivers had more data points (>400 data points for a period of 35 years) than is 
generally required by the method. The Grand River data, for which the RMSE values from 
WRTDS were higher than those from the other methods by almost twice, had a lower number of 
data points for the monthly dataset than is required by the model. The RMSE values for the 
different rivers remained almost constant for this method for the different frequencies of data. 
Therefore, comparison on a sparser data might be required to see the difference in its performance 
based on the data sampling frequency. 
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WRTDS method doesn’t specify any guidelines to adjust the half window periods for Time, 
Flow, and, Seasonality. The results for the Cuyahoga River dataset demonstrated that changing the 
half window period can alter the performance of the model as a smaller half window for seasonality 
improved the PBIAS of the results for all frequencies. Further trials on the windows for Time and 
Flow could be conducted on the available datasets to come up with the optimal combination of 



















CHAPTER 6: CONCLUSION 
 
This study compared the performances of WRTDS, LOADEST, and Linear Interpolation methods 
on Maumee, Cuyahoga, and Grand River datasets. The objectives were to identify the estimation 
methods best suited to each land-use type and to find the optimal data sampling frequency at which 
the nitrate loads in these rivers could be estimated with good accuracy.  
The LI method was found to be the best method for the Cuyahoga and Grand River datasets. 
The Cuyahoga River dataset which has a high percentage of urban land-use yielded the most 
accurate results for all methods with lower RMSE (as a fraction of the observed values). The 
accuracy of the estimated loads was observed to be better for the weekly sampled datasets for most 
of the scenarios in the study. However, the results for Cuyahoga River dataset using WRTDS and 
LI methods suggested that there wasn’t a significant increase in the accuracy while increasing the 
frequency from weekly to monthly. The comparisons between the datasets with three different 
starting dates within each watershed data didn’t yield any discernible trend. 
The effect of land use patterns in the watershed on the nutrient loadings in the river was 
evident from the data. There was a higher correlation between the observed and estimated loads 
for the watersheds consisting of a high percentage of urban area (Cuyahoga) and mixed land use 
(Grand) as compared to the agricultural land-dominated Maumee. For Maumee, although the 
RMSE was higher for WRTDS, the difference between the RMSE values for different methods as 
a fraction of the original load values was relatively small. A smaller half window of seasonality 
yielded marginally lower RMSE values for Maumee and Cuyahoga. The half window periods 
could be optimized by conducting trials on the data to find the optimal combination of the time, 
flow, and seasonality window widths for each watershed. 
The results from the study can be compared with other watersheds having similar 
characteristics to validate the current findings. Additional analysis tools like circular statistics 
analysis could be used during the data preprocessing to assess the variability in the flow, 
concentration, and load data on average for different periods within a year. Identification of mean 
daily value (MDV) for the parameters within the data set allows a clearer look at the flow and load 
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A.1 Maumee results 
Table A.1: The statistical parameters based on analysis of WRTDS estimation for Maumee River 
 
WRTDS Weekly Biweekly Triweekly Monthly 
 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.34 0.30 0.31 0.33 0.29 0.33 0.33 0.32 0.31 0.20 0.24 0.22 
R2 0.11 0.09 0.09 0.11 0.08 0.11 0.11 0.10 0.10 0.04 0.06 0.05 
RMSE 9.17 9.70 9.37 9.25 9.67 9.22 9.37 9.69 9.36 10.24 9.85 10.17 
PBIAS -3.69 -1.62 -5.52 -5.39 -3.77 -6.81 -0.50 0.61 -5.36 -0.01 -2.79 -2.12 
 
Table A.2: The statistical parameters based on analysis of LOADEST estimation for Maumee River 
 
LOADEST Weekly Biweekly Triweekly Monthly 
Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.74 0.75 0.75 0.74 0.74 0.75 0.73 0.74 0.75 0.75 0.74 0.74 
R2 0.55 0.56 0.57 0.54 0.55 0.56 0.53 0.55 0.57 0.56 0.55 0.54 
RMSE 6.74 7.23 7.24 7.46 7.76 7.00 6.53 6.35 6.00 6.11 6.49 6.65 
PBIAS -11.85 -15.54 -16.10 -16.57 -18.48 -14.26 -9.14 -8.46 -5.05 -6.58 -10.49 -10.76 
 
Table A.3: The statistical parameters based on analysis of Linear Interpolation estimation for Maumee River 
 
LI Weekly Biweekly Triweekly Monthly 
 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.77 0.78 0.77 0.77 0.75 0.74 0.77 0.74 0.73 0.73 0.72 0.76 
R2 0.59 0.62 0.59 0.59 0.56 0.54 0.59 0.55 0.54 0.54 0.52 0.58 
RMSE 6.77 6.31 6.84 7.38 7.17 7.03 7.26 6.81 6.94 6.99 7.60 7.73 




A.2 Cuyahoga results 
Table A.4: The statistical parameters based on analysis of WRTDS estimation for Cuyahoga River 
 
WRTDS Weekly Biweekly Triweekly Monthly 
 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.64 0.72 0.67 0.61 0.71 0.65 0.62 0.71 0.65 0.69 0.68 0.69 
R2 0.4 0.51 0.45 0.37 0.5 0.42 0.39 0.51 0.43 0.47 0.46 0.47 
RMSE 0.18 0.18 0.17 0.19 0.19 0.17 0.18 0.19 0.18 0.16 0.18 0.17 
PBIAS 2.69 5.58 2.03 4.08 6.18 1.93 0.97 7.24 2.9 1.37 4 3.81 
 
Table A.5: The statistical parameters based on analysis of LOADEST estimation for Cuyahoga River 
 
LOADEST Weekly Biweekly Triweekly Monthly 
Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.84 0.86 0.86 0.85 0.84 0.86 0.81 0.84 0.85 0.85 0.85 0.84 
R2 0.71 0.74 0.74 0.71 0.70 0.73 0.66 0.71 0.73 0.72 0.72 0.71 
RMSE 0.14 0.17 0.14 0.13 0.22 0.14 0.16 0.21 0.14 0.14 0.19 0.22 
PBIAS 4.11 9.14 6.01 3.78 12.90 5.80 5.38 12.43 4.87 4.94 9.94 12.65 
 
Table A.6: The statistical parameters based on analysis of Linear Interpolation estimation for Cuyahoga River 
 
LI Weekly Biweekly Triweekly Monthly 
Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.86 0.88 0.88 0.86 0.85 0.88 0.87 0.85 0.85 0.90 0.84 0.88 
R2 0.74 0.77 0.77 0.73 0.73 0.78 0.75 0.72 0.72 0.81 0.71 0.77 
RMSE 0.12 0.11 0.11 0.12 0.13 0.11 0.12 0.14 0.13 0.10 0.13 0.11 




A.3 Grand results 
Table A.7: The statistical parameters based on analysis of WRTDS estimation for Grand River 
 
WRTDS Weekly Biweekly Triweekly Monthly 
 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.32 0.31 0.28 0.28 0.29 0.31 0.26 0.31 0.33 0.33 0.31 0.38 
R2 0.1 0.09 0.08 0.08 0.09 0.1 0.07 0.1 0.11 0.11 0.1 0.14 
RMSE 0.23 0.23 0.23 0.24 0.24 0.23 0.24 0.25 0.23 0.24 0.24 0.25 
PBIAS 1.39 0.58 -1.4 4.13 3.47 -0.9 -3.1 11.59 0.35 -0.94 -2.99 15.19 
 
Table A.8: The statistical parameters based on analysis of LOADEST estimation for Grand River 
 
LOADEST Weekly Biweekly Triweekly Monthly 
Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.93 0.93 0.93 0.92 0.89 0.93 0.89 0.88 0.92 0.85 0.93 0.94 
R2 0.87 0.86 0.86 0.84 0.80 0.86 0.80 0.77 0.85 0.73 0.87 0.88 
RMSE 0.13 0.09 0.12 0.14 0.11 0.13 0.16 0.12 0.10 0.15 0.14 0.11 
PBIAS -20.10 -5.21 -14.84 -18.75 -2.68 -18.39 -22.95 7.13 -5.39 -18.89 -23.25 -13.60 
 
Table A.9: The statistical parameters based on analysis of Linear Interpolation estimation for Grand River 
 
LI Weekly Biweekly Triweekly Monthly 
Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 Day 1 Day 3 Day 5 
R 0.92 0.95 0.87 0.82 0.93 0.87 0.79 0.90 0.87 0.81 0.77 0.86 
R2 0.84 0.90 0.77 0.67 0.86 0.75 0.62 0.80 0.76 0.66 0.59 0.73 
RMSE 0.10 0.08 0.12 0.15 0.10 0.12 0.15 0.11 0.12 0.15 0.20 0.13 




A.4 Average daily values of parameters by month 
Table A.10: The daily average values of flow, nitrate concentration and flux by month for the 
Maumee River data 
 






January 7321.87 1.09 5.85 99.83 5.57 
February 8772.41 1.31 5.48 107.28 5.00 
March 11237.18 1.68 5.59 141.22 5.14 
April 9836.46 1.47 5.54 148.43 6.17 
May 6961.26 1.04 5.17 116.45 6.84 
June 6309.43 0.94 6.38 116.39 7.54 
July 3903.75 0.58 3.51 44.78 4.69 
August 2219.10 0.33 0.98 12.60 2.32 
September 1823.94 0.27 1.02 8.56 1.92 
October 2224.48 0.33 2.00 21.56 3.96 
November 4089.41 0.61 4.02 53.27 5.32 





Table A.11: The daily average values of flow, nitrate concentration and flux by month for the 
Cuyahoga River data 
 








January 1214.01 1.62 2.17 4.87 1.64 
February 1410.09 1.89 1.92 5.35 1.55 
March 1716.61 2.29 1.47 5.13 1.22 
April 1445.39 1.93 1.50 4.16 1.18 
May 1051.73 1.41 2.11 3.89 1.51 
June 849.79 1.14 2.59 3.79 1.82 
July 678.44 0.91 2.89 3.32 2.00 
August 527.64 0.71 3.24 3.21 2.48 
September 541.12 0.72 3.54 3.46 2.62 
October 632.43 0.85 3.22 3.45 2.23 
November 907.15 1.21 2.58 4.10 1.85 







Table A.12: The daily average values of flow, nitrate concentration, and flux by month for the 
Grand River data 
 






January 1860.11 2.49 0.81 3.44 0.76 
February 1669.62 2.23 0.75 3.25 0.80 
March 1884.52 2.52 0.51 3.02 0.66 
April 1831.52 2.45 0.29 1.70 0.38 
May 927.23 1.24 0.22 0.77 0.34 
June 636.98 0.85 0.40 0.89 0.57 
July 221.58 0.30 0.31 0.30 0.55 
August 156.13 0.21 0.32 0.27 0.71 
September 296.99 0.40 0.41 0.34 0.46 
October 358.26 0.48 0.40 0.42 0.48 
November 847.53 1.13 0.45 1.05 0.51 
December 1336.30 1.79 0.68 2.11 0.64 
 
A.5 Relationship between annual flow and nitrate flux 
 
 
Figure A.1. Graph showing the variations in annual nitrate flux (kTonnes/year) and annual 










































Figure A.2. Graph showing the variations in annual nitrate flux (kTonnes/year) and annual 
discharge during the study period for Cuyahoga. 
 
 
Figure A.3. Graph showing the variations in annual nitrate flux (kTonnes/year) and annual 
discharge during the study period for Grand. 
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