This paper deals with the problem of model selection for a general class of integer-valued time series. We propose a penalized criterion based on the Poisson quasi-likelihood of the model. Under certain regularity conditions, the consistency of the procedure as well as the consistency and the asymptotic normality of the Poisson quasi-likelihood estimator of the selected model are established. Simulation experiments are conducted for some classical models such as Poisson, binary INGARCH and negative binomial model with nonlinear dynamic. Also, an application to a real dataset is provided.
The question of interest here is about modelling time series of counts. These models have been a growing interest, given the large number of articles written in this direction during the last two decades; we refer to In a model selection problem, the purpose is generally to construct a consistent or efficient procedure.
A consistent procedure leads to select the correct model (in a set of competing models, including the "true model"), with probability approaching one as the sample size increases to infinity. A procedure is said efficient when its risk is asymptotically equivalent to the risk of the oracle. We address here the consistency question of model selection in integer-valued time series. We consider the general class of observation-driven models defined by
Class OD(f ): A N 0 -valued (N 0 = N ∪ {0}) process Y = {Y t , t ∈ Z} belongs to OD(f ), if it satisfies:
where F t−1 = σ {Y t−1 , Y t−2 , · · · } (the σ-field generated by the whole past at time t − 1), p(·) is a discrete distribution and f (·) is a measurable non-negative function defined on N N 0 .
We assume that the function f (·) is known up to a parameter θ ∈ Θ; where Θ is a compact set of R d (d ∈ N). We consider then the class OD(f θ ) given by
Class OD(f θ ): A N 0 -valued process Y = {Y t , t ∈ Z} belongs to OD(f θ ), if it satisfies:
Each model of OD(f θ ) is associated to a distribution p(·) (assumed to be unknown) and a parameter θ ∈ Θ. )). This class of models has been studied by Ahmad and Francq (2016) . Under certain regularity conditions, they established the consistency and asymptotic normality of the Poisson quasi-maximum likelihood estimator of the model's parameter. Cui and Qi (2017) have studied the inference in a particular case of model (1.2) where the conditional distribution belongs to the one-parameter exponential family. But, an asymptotic study of the model selection problem in the class OD(f θ ) with unknown distribution p(·) and infinite order processes (that provided a large way to take into account dependence on the past observations) has not yet been addressed.
Assume that the observations Y 1 , · · · , Y n are generated from the process {Y t , t ∈ Z} satisfying (1.2), where the distribution p(·) and the true parameter (denoted by θ * ) are unknown. We consider a collection M of competing models belonging to OD(f θ ), containing the "true model" m * , which corresponds to the parameter θ * = θ(m * ) ∈ Θ. Our main aim is to select the "best model" " m n ∈ M that we will consider as an estimator of m * . For all m ∈ M, denote by P n,θ the conditional distribution of (Y 1 , · · · , Y n )|F n−1 , m and consider the log-likelihood contrast given by:
where Θ(m) is the parameter space of the model m, see below. The estimator θ(m) of θ * on the collection Θ(m) is obtained by minimizing the contrast γ n (θ|m) over θ ∈ Θ(m); that is θ(m) = argmin θ∈Θ(m) γ n (θ|m). Thus, the estimator " m n of m * is obtained by minimizing the penalized criterion crit n (m) = γ n ( θ(m)|m) + pen n (m), for all m ∈ M,
where pen n : M → R + is a penalty function, possibly data-dependent. Since the distribution p(·) is unknown, we propose a penalized criteria based on a Poisson quasi-likelihood and provide sufficient conditions on the penalty pen n , for which the estimator " m n is consistent.
The paper is organised as follows. In Section 2, the assumptions and the definition of the Poisson quasimaximum likelihood are provided. Section 3, we derive the model selection procedure and provide the main results. Some simulations results are displayed in Section 4, whereas Section 5 focus on applications on a real data example. Section 6 is devoted to the proofs of the main results.
Notation, Assumptions and Poisson QMLE 2.1 The framework
In the sequel, we will consider several models of OD(f θ ) and we define:
• a model m as a subset of {1, · · · , d} and denote by |m| the dimension of model m;
• θ(m) as the parameter vector associated to the model m;
containing all of possible values for the parameter θ(m);
• M as a finite family of parametric models, i.e M ∈ P({1, · · · , d}) (the set of all subsets of {1, · · · , d}).
Exemple 2.1 Assume that the observations Y 1 , · · · , Y n are generated from a negative binomial IN GARCH(p * , q * )
and N B(r, p) denotes the negative binomial distribution with parameters r and p. The true parameter of the model is θ * = (α * 0 , α * 1 , · · · , α * p * , β * 1 , · · · , β * q * ). Since we can find a sequence of non-negative real numbers (ψ k (θ * )) k≥0 such that
then, the model (2.1) belongs to the class OD(f θ * ).
In practice, the conditional distribution of the observations is unknown (for this reason, we deal with the Poisson quasi-likelihood, see below); we will focus on the inference in the conditional mean λ t . Based on the observations Y 1 , · · · , Y n , the aim is to select the "best order" ( p n , q n ) as an estimation of (p * , q * ). For this purpose, we consider a collection of IN GARCH(p, q) representation, with (p, q) ∈ {0, 1, · · · , p max }×{0, 1, · · · , q max } where p max , q max are the fixed upper bounds of the orders, assumed to satisfy p max ≥ p * and q max ≥ q * . Therefore, consider Θ as a compact subset of (0, ∞)×[0, ∞) pmax+qmax . Thus, a model m is a subset of {1, · · · , p max +q max } with the parameter space
Notation and assumptions
Throughout the sequel, the following norms will be used:
Y is a random vector with finite r−order moments.
We set the following classical Lipschitz-type condition on the function f θ .
Assumption A i (Θ) (i = 0, 1, 2): For any y ∈ N N 0 , the function θ → f θ (y) is i times continuously differentiable on Θ and there exists a sequence of non-negative real numbers (α
In the whole paper, it is assumed that there exists a stationary and ergodic process {Y t , t ∈ Z} solution of (1.2), depending on the parameter θ * ∈ Θ(m * ) and satisfying
Poisson QMLE
We will carry out a brief overview of the Poisson quasi-maximum likelihood in the model (1.2) with the main asymptotic properties. Consider that (Y 1 , · · · , Y n ) is a trajectory generated from model (1.2) according to the true parameter θ * ∈ Θ(m * ). For any m ∈ M and θ ∈ Θ(m), the Poisson quasi-log-likelihood is given by (up to a constant)
The Poisson quasi-likelihood estimator (PQMLE) of θ * giving a model m is defined by
To ensure the consistency of the model selection procedure and the PQMLE, we impose the following regularity conditions on the "true model" m * (see also Ahmad and Francq [1] ):
These assumptions hold for many classical linear and nonlinear models, we refer to Ahmad and Francq [1] .
Under Assumptions (A0)-(A7) and (A i (Θ)) (for i = 0, 1, 2), Ahmad and Francq (2016) have established that the estimator θ(m * ) is consistent and asymptotically normal; that is,
From the stationarity and ergodicity assumptions, for any m ∈ M and θ ∈ Θ(m), we have
The following proposition establishes that, even in the misspecified framework, θ(m) is a consistent estimator of θ * (m). 
The penalized contrast
For any model m ∈ M, consider a contrast based on the Poisson quasi-likelihood: −2 L n ( θ(m)). To select the "best model" " m n , we penalize this contrast by an additional term κ n |m|, where κ n represents a regularization parameter. Define the penalized criteria by
where • (κ n ) n∈N is an increasing sequence satisfying κ n < n and κ n → ∞;
• |m| is the number of estimated components of θ ∈ Θ(m), also called the dimension of the model m.
The choice of the "best model" " m n is done by minimizing the penalized criteria:
Asymptotic results
In the sequel, the competing collection of models M is assumed to be finite. Let us consider " m n , a selected model with respect to M. The following theorem establishes the consistency of the model selection procedure.
and κ n = o(n), then
The next theorem shows the asymptotic normality of the PQMLE of the chosen model.
Let us stress that the condition (3.3) on (κ n ) n∈N can be easily obtained if the Lipschitzian coefficients of f θ (·)
and their derivatives are bounded by a geometric or Riemanian decrease:
1. the geometric case: if α (i) k = O(a k ) (i = 0, 1, 2) with 0 ≤ a < 1, then any choice of (κ n ) n∈N such that κ n = o(n) and κ n → ∞ satisfies (3.3) ; and the consistency holds (for instance, the BIC approach given by κ n = log n).
the Riemanian case: if α
• if γ > 2, then the condition (3.3) holds for any choice of (κ n ) n∈N such that κ n = o(n) and κ n → ∞.
• if 0 < γ ≤ 2, then one can choose any sequence such that κ n = O(n δ ) with δ > 2 − γ.
Some simulations results
This section presents a simulation study to illustrate the performances of the selection procedure proposed. We will compare the performances of the penalties log n and n 1/3 for a linear and nonlinear dynamic models. For each model considered, we use a Monte Carlo experiments with the sample size n belongs to {500, 1000, 2000}.
Linear dynamic models
We consider the following models:
where P(λ) is the Poisson distribution with parameter λ and B(p) the Bernoulli distribution with parameter p. We consider as competitive models all INGARCH(p, q) representations with (p, q) ∈ {0, · · · , 5} × {0, · · · , 5}.
The results of the selection procedure are presented in Table 1 . The results of Table 1 show that for both the penalties, the performances of the procedure increase with n for all models. We can see that the consistency of the penalties log n and n 1/3 is numerically convincing, which is in accordance with the asymptotic results of Theorem 3.1. However, the performances are more interesting for the models without moving average component. We also note that for a small sample size (see for instance, n = 500), the log n-penalty is a little bit better in comparison with the n 1/3 -penalty except for the Poisson-INARCH(2) process.
Nonlinear dynamic models
Consider the autoregressive model defined by
where r ∈ N, θ * is the true parameter belonging in a compact set Θ, for any θ ∈ Θ, f θ is a non-negative nonlinear measurable function defined on N 0 × R + and N B(r, p) represents the negative binomial distribution with parameters r and p. We assume that the function f θ satisfies the contraction condition; i.e., there exist non-negative constants a and b satisfying a + b < 1 such that for any (y, λ) ∈ N 0 × R + and (y , λ ) ∈ N 0 × R + ,
According to (4.2), for any θ ∈ Θ, we can find a measurable function f θ * ∞ : [0, ∞) N → [0, ∞) such that
that is, the model (4.1) belongs to the class OD(f θ * ). Moreover, the process {Y t , t ≥ 1} is absolutely regular with geometrically decaying coefficients and {(Y t , λ t ), t ≥ 1} is strictly stationary and ergodic (see [10] ). In case where the function f θ is linear (with INGARCH(1,1) representation as in (2.1)), the existence of the second-order moment of Y t has already been studied (see for instance, Christou and Fokianos (2014)). The following proposition establishes the existence of the second-order moment of Y t in case where f θ is nonlinear (model (4.1)).
Now, consider the particular case of model (4.1) given by
where K * ∈ N 0 , α * 0 > 0, α * i ≥ 0 (for i = 1, 2), β * k ≥ 0 (for k = 1, · · · , K), (ξ * k ) 1≤k≤K are non-negative integers (so-called knots) and x + = max(x, 0) is the positive part of x. This process is a special case of (4.1), where
In particular, when K * = 0, model (4.4) reduces to the NB-INGARCH(1, 1). The inference question in this model have also been studied by Davis and Liu (2012) . The aim is to select the "best" number of knots in {0, 1, · · · , K max }; where K max ∈ N 0 is a fixed upper bound, assumed to satisfy K max ≥ K * . Thus, Θ is a compact subset of (0, ∞) × [0, ∞) Kmax+2 such that α 1 + α 2 + K k=1 β k < 1 for all θ = (α 0 , α 1 , α 2 , β 1 , · · · , β K ) ∈ Θ. The true parameter θ * could be rewritten as θ * = (α * 0 , α * 1 , α * 2 , β * 1 , · · · , β * K * , 0, · · · , 0), so it is an element of Θ.
For r = 1 and r = 8, we generate a trajectory of model (4.4) with the following parameters: K * = 1, ξ * 1 = 2 and θ * = (1, 0.2, 0.15, 0.35). The competing models considered are all process satisfying (4.4) with K ∈ {0, 1, 2, 3} and ξ k ∈ {1, 2, 3, 4} (for any k = 1, · · · , K). We will focus on the selection of the "best value" of K * (denoted by " K n ), which allows to determine the dimension of the model. Table 2 indicates the frequencies of number of replications where " K n < K * , " K n = K * and " K n > K * . Once again, Table 2 shows that the performances of the proposed procedure increase with the sample size. Although the log n-penalty outperforms the n 1/3 -penalty for moderate sample size (when n = 500 and n = 1000), the performances displayed by theses penalties are close when n = 2000. Moreover, the empirical evidence of the consistency of the proposed procedure appears to be quite convincing.
Real data application
We apply the proposed procedure to the quarterly recession data from the USA. There are 636 observations from 1855 to 2013, available at "https://fred.stlouisfed.org/series/USREC". The series (Y t ) is a binary variable that is equal to 1 if there is a recession in at least one month in the quarter and 0 otherwise. In the literature, several works have already been carried out on these data (see for instance, Startz (2008) ). In the context of break detection, Diop and Kengne (2017) have analyzed these data by applying a change-point test based on the maximum likelihood estimator of the model's parameter. They have detected a break (two regimes) in the last quarter of 1932 (at the time t = 312). Here, we limit ourselves to the first regime; i.e., the first 312 observations which are represented in Figure 1 .
We now consider the collection of all INGARCH(p, q) representation with (p, q) ∈ {0, · · · , 5} × {0, · · · , 5}, which leads us to 36 competing models. To select the "best" orders p and q, we apply the selection procedure based on the Poisson quasi-likelihood with penalties log n and n 1/3 . The obtained results show that the INARCH(1) (i.e., p = 1 and q = 0) representation is the "best" model according to both criteria. This is in accordance with the conclusions of Diop and Kengne (2017) , where their procedure is based on the maximum likelihood estimator. The estimated model with the PQMLE is E(Y t |F t−1 ) = 0.120 + 0.748Y t−1 , (0.029) (0.216) (5.1) where in parentheses are the standard errors of the estimators obtained from the robust sandwich matrix.
Let us stress that for the sample sizes n < 500, the results have not been presented in the simulation experiments. But, for n = 300, we have carried out the binary-INARCH(1) model with the same scenario (as in (5.1)) and the numerical results show that the frequency of choosing the true model is very close to 100%.
This lends a substantial support to the representation retained by the selection procedure to fit these data. 
Proofs of the main results
In the sequel, we set f θ t := f θ (Y t−1 , · · · ). Also, C denotes a positive constant whom value may differ from an inequality to another.
In addition, according to (A 0 (Θ)), we have
Therefore,
By the uniform strong law of large number applied on the process { t (θ), t ∈ Z}, it holds that
Moreover, by going along similar lines as [1] (see also the proof of Lemma 6.1 below), we get
From (6.2) and (6.3), we deduce that
Thus, the previous item, (6.4) and standard arguments lead to the consistency of θ(m).
Proof of Theorem 3.1
Throughout this section, we consider the following lemma.
Lemma 6.1 Suppose that the assumptions of Theorem 3.1 hold. Then
Proof of Lemma 6.1
Remark that, for all n ∈ N,
By Corollary 1 of Kounias and Weng (1969) , it suffices to show that
By Hölder's inequality and the stationary assumptions, for any ≥ 1, k ≥ , it holds that (see (2. 2))
Hence,
where the last equation follows from the condition (3.3) on the regularization parameter. Hence, (6.7) holds and thus (6.5) follows.
The following lemma will be useful in the sequel. 
Proof of Lemma 6.2
We have 
Since θ * ∈ Θ(m), from [1] , it holds that Moreover, from [1] , we get
where J(θ * ) is positive definite. Hence,
Therefore, it follows that
Hence, (6.8) follows from (6.9), (6.10) and (6.11) ; that ends the proof of Lemma 6.2.
Now, let us use the above lemmas to prove Theorem 3.1. We proceed as in Bardet et al. (2019) . Since M is finite, this item is achieved if we prove that, for any m ∈ M such that m * ⊂ m, P(" m n = m) −→ n→∞ 0.
Let m ∈ M such that m * ⊂ m. From (3.2), we have We have
We can see that by virtue of Lemma 6.1, the first and the second term of the right part of (6.12) are equal to o(κ n ). Moreover, from the proof of Proposition 2.2, we get Hence, (6.12) and (6.13) implies
Therefore, it comes that
Note that, we can go along the same lines as in proof of Proposition 2.2 to show that the function L : Θ → R, According to Theorem 3.1, P(" m n = m * ) −→ n→∞ 1 and P(" m n = m * ) −→ n→∞ 0. Therefore, the second term in the right side of the previous equality converges to zero. The first term can be written as
Since θ(m * ) ∈ Θ(m * ), (( θ(m * )) i ) i / ∈m * = (θ * i ) i / ∈m * = 0 and for (x i ) i / ∈m * a family of non-negative real numbers, we have
where Z is the standard Gaussian random vector in R |m * | from the central limit given in (2.6); which completes the proof of Theorem 3.2.
Proof of Proposition 4.1
Recall that
From (6.17), we deduce that
From (4.2), we can get λ t = f θ * (Y t−1 , λ t−1 ) ≤ aY t−1 + bλ t−1 + f θ * (0, 0).
Hence, it follows that
≤ E (aY t−1 + bλ t−1 ) 2 + 2f θ * (0, 0)E(aY t−1 + bλ t−1 ) + (f θ * (0, 0)) 2 ≤ a 2 E(Y 2 t−1 ) + 2abE(Y t−1 λ t−1 ) + b 2 E(λ 2 t−1 ) + C ≤ a 2 E λ t−1 + (1 + 1/r)λ 2 t−1 + 2abE(Y t−1 λ t−1 ) + b 2 E(λ 2 t−1 ) + C (from relation (6.18)). (6.19) Remark that E(Y t−1 λ t−1 ) = E E(Y t−1 λ t−1 |F t−2 ) = E(λ 2 t−1 ).
Thus, from (6.19), we have E(λ 2 t ) ≤ a 2 E λ t−1 + (1 + 1/r)λ 2 t−1 + 2abE(λ 2 t−1 ) + b 2 E(λ 2 t−1 ) + C ≤ (1 + 1/r)a 2 + 2ab + b 2 E(λ 2 t−1 ) + C. (6.20)
Since the process {λ t , t ≥ 1} is strict stationary, from (6.20), a sufficient condition for that λ t has second-order moment is
(1 + 1/r)a 2 + 2ab + b 2 < 1; i.e (a + b) 2 + a 2 r < 1.
This achieves the proof of Proposition 4.1.
