A double occurrence word (DOW) is a word in which every symbol appears exactly twice; two DOWs are equivalent if one is a symbol-to-symbol image of the other. We consider the so called repeat pattern (αα) and the return pattern (αα R ), with gaps allowed between the α's. These patterns generalize square and palindromic factors of DOWs, respectively. We introduce a notion of inserting repeat/return words into DOWs and study how two distinct insertions into the same word can produce equivalent DOWs. Given a DOW w, we characterize the structure of w which allows two distinct insertions to yield equivalent DOWs. This characterization depends on the locations of the insertions and on the length of the inserted repeat/return words and implies that when one inserted word is a repeat word and the other is a return word, then both words must be trivial (i.e., have only one symbol). The characterization also introduces a method to generate families of words recursively.
Introduction
A word w over an alphabet Σ is a double occurrence word (DOW) if each element of Σ appears either zero or two times. DOWs have been studied in relation to knot theory [4, 10, 19] , mathematical logic 2 D.A. Cruz, M.M. Ferrari, N. Jonoska, L. Nabergall, M. Saito / Insertions on Double Occurrence Words [8] , and algebraic combinatorics [17] . DOWs are also known as Gauss words and are closely related to linear diagrams, chord diagrams, and circle graphs. In the context of genomics, DOWs and operations on DOWs have been used in studies of DNA rearrangement [2, 3, 9, 11] . By modeling the DNA rearrangement process using DOWs, it was observed that over 95% of the scrambled genome of the ciliate Oxytricha trifallax could be described by iterative insertions of the "repeat pattern" (αα) and the "return pattern" (αα R ) [5] . Roughly speaking, a pattern is a sequence of variables, and we say that an instance of a pattern appears in a word w if each variable of the pattern can be mapped to a non-empty factor of w [11] . The repeat pattern αα generalizes square factors while the return pattern αα R generalizes palindromic factors. We refer to instances of the repeat and return pattern as repeat words and return words, respectively [1, 5, 11] .
Patterns in DNA rearrangement are discussed in [5] , while transformations on DOWs where instances of patterns are deleted or inserted are considered in [11] . In studies of DNA rearrangement, it has been observed that the insertion of a repeat or return pattern may have evolutionary significance [6] , and the process of obtaining one word from another by the insertion of a repeat or return word may be of interest. Relatedly, similar operations on words have been studied with applications to computational linguistics and natural language processing. In the literature, four so-called edit operations are primarily considered: insertion of a letter, deletion of a letter, substitution of one letter with another, and transposition of two adjacent letters [12, 15, 16] . The pattern-based word transformations considered here may be regarded as a generalization of these edit operations.
Here we define a notion of inserting repeat and return words in DOWs at prespecified indices. We consider equivalence classes of DOWs where two DOWs are equivalent if one is obtained from the other by a symbol-to-symbol morphism. Equivalent words correspond to the same chord diagrams as well as isomorphic assembly graphs. The main question considered here is under which conditions two distinct insertions into the same word can produce equivalent DOWs. A pair of insertions in a given DOW falls in one of the three types: interleaving, nested, and sequential (see Section 3 for definitions). The paper characterizes the words that yield the equivalent results in each of these situations.
Background
An ordered alphabet Σ is a countable set with a linear order that is bounded below which can naturally be identified with the set of natural numbers N = {1, 2, . . .}, so we set Σ = N throughout the rest of the paper. For n ∈ N, we denote {1, 2, . . . , n} by [n]. For the remainder of the paper, we reserve the letters a, b as symbols in Σ, and reserve the letters s, t, u, . . . , z as "words" in Σ * (defined below).
We use standard definitions and conventions (e.g., [7, 8, 13, 11] ). A word w over Σ is a finite sequence of symbols a 1 · · · a n in Σ; the length of w, denoted |w|, is n. The set of all words over Σ is denoted by Σ * and includes the empty word whose length is 0; and Σ + = Σ * \ { }. The set of all symbols {a 1 , . . . , a n } comprising w is denoted by Σ[w]. The reverse of w = a 1 a 2 · · · a n (a i ∈ Σ) is the word w R = a n · · · a 2 a 1 . A morphism f on Σ * induced by a bijection (symbol-to-symbol map) on Σ is called an equivalence map. We write w 1 ∼ w 2 if there is an equivalence map f such that f (w 1 ) = w 2 . The relation ∼ is an equivalence on Σ * . A word w = a 1 a 2 · · · a n ∈ Σ + is in ascending order if a 1 = 1 and the first appearance of a letter is one greater than the largest of all preceding letters [3] . Since a word in ascending order is unique, we take words in ascending order as class representatives of the equivalence classes determined by the relation ∼.
The word v is a factor of the word w,
then v is a proper factor, prefix, or suffix as appropriate. The set of common factors of u, v ∈ Σ * is denoted by u ∩ v. Let 1 ≤ d ≤ n = |w|, and write w = a 1 a 2 · · · a n . The prefix (suffix resp.) of w with length d is denoted pre(w, d) = a 1 a 2 · · · a d (suf(w, d) = a n−d+1 · · · a n−1 a n resp.).
A word w in Σ * is a double occurrence word (DOW) if every symbol in w appears either zero or twice. We use Σ DOW to denote the set of all double occurrence words over Σ. Single occurrence words (SOWs) denoted Σ SOW are nonempty words with distinct symbols. Given w ∈ Σ DOW , |w|/2 is the size of w. We adapt the following definitions from [11] .
Suppose k and are such that k − 1 = |z 1 | and − 1 = |z 1 z 2 |. Then
• the word uu is a repeat word in w if w = z 1 uz 2 uz 3 , and the word w is obtained from w by a repeat insertion denoted w = w ρ(ν, k, ), • the word uu R is a return word in w if w = z 1 uz 2 u R z 3 and the word w is obtained from w by a return insertion denoted w = w τ (ν, k, ).
Let v be a repeat or return word in w ∈ Σ DOW ; we write v = uu where u = u if v is a repeat word and u = u R if v is a return word. For the rest of the paper, we use u for a SOW u to denote u or u R as is appropriate in the context of repeat and return words. We use the notation w I(ν, k, ) to indicate that the insertion is either a repeat insertion or a return insertion, meaning, I ∈ {ρ, τ }. Observe that (w I(ν, k, )) R ∼ w R I(ν, |w| − + 2, |w| − k + 2). We say that uu or uu R is a trivial repeat or return word, respectively, if |u| = 1, and an insertion I(1, k, ) is called trivial. A trivial repeat insertion into w is also a trivial return insertion, so we focus on nontrivial insertions. As a convention, if k = we set w I(ν, k, k) = z 1 uu z 2 z 3 .
, then ν 1 = ν 2 = ν, and because the inserted word has distinct symbols from w, we can assume that u 1 u 1 inserted by I 1 and u 2 u 2 by I 2 are such that u 1 = u 2 = u (and u 1 , u 2 ∈ {u, u R }). For all w ∼ w we also have that w I 1 (ν, k 1 , 1 ) ∼ w I 2 (ν, k 2 , 2 ). This follows from the fact that if f (w I 1 (ν, k 1 , 1 )) = w I 2 (ν, k 2 , 2 ) and g(w ) = w for equivalence maps f and g, then f (g(w ) I 1 (ν, k 1 , 1 )) = g(w ) I 2 (ν, k 2 , 2 ).
Considering the above remark, we have the following definition for equality of two insertions. Definition 2.3. We say that two nontrivial insertions I 1 (ν, k 1 , 1 ) and I 2 (ν, k 2 , 2 ) are equal for a DOW w if w I 1 (ν, k 1 , 1 ) ∼ w I 2 (ν, k 2 , 2 ) and (k 1 , 1 ) = (k 2 , 2 ).
It becomes a natural question to consider the situations when two distinct (unequal) nontrivial insertions into w yield equivalent words. We write I 1 = I 2 to indicate that either both insertions are repeat insertions (i.e. I 1 = I 2 = ρ), or both insertions are return insertions (i.e. I 1 = I 2 = τ ). In either case, I 1 = I 2 does not imply that Figure 1a ). If |z| ≥ |s|, let h = |z|/|s| and write s = s 1 s 2 where
In Lemma 2.6, note that if sz = zt, then f is the identity mapping, and so we arrive at the lemma from [14] . In the following section we use the lemma symmetrically when s = t, and sz ∼ zs. 
Insertions Yielding Equivalent Words
In this section, we fix w ∈ Σ DOW of length n.
for an equivalence map f . By Definitions 2.1 and 2.3, ν 1 = ν 2 = ν and (k 1 , 1 ) = (k 2 , 2 ). Without loss of generality, we assume that k 1 ≤ k 2 . Because the inserted words have no symbols in common with w, we consider that uu 1 being inserted with I 1 and uu 2 being inserted with I 2 (u 1 , u 2 ∈ {u, u R }). If I 1 = I 2 then consider that they both insert uu .
Observe that k 1 = k 2 , because if k 1 = k 2 , then f (u) = u, implying 1 = 2 , and hence the insertions are equal. Up to symmetry, the indexes k 1 , k 2 , 1 , 2 can have the following possibilities.
Further, without loss of generality, we can assume k 1 = 1 and = max{ 1 , 2 } is n + 1. For the remainder of the section, we set w = z 1 z 2 z 3 where |z 1 | = k 2 − 1 in case of interleaving and nested insertions, and it is 1 − 1 in case of sequential insertions. Also |z 1 z 2 | equals 1 − 1, or 2 − 1, or k 2 − 1 for interleaving, nested, or, sequential insertions, respectively. We consider that w is in ascending order.
Interleaving and Nested Insertions
Let t ∈ Σ DOW be in ascending order. We say that t is an interleaving sequence of return words if there exist integers h, ν ≥ 1 such that t =
Proof:
We have that w 1 = uz 1 z 2 u 1 z 3 and w 2 = z 1 uz 2 z 3 u 2 . Because u is SOW, it must be that z 1 and z 3 are SOW. Therefore it must be that
(1) Suppose I 1 = I 2 = ρ. Then u = u 1 = u 2 and the two equivalences uz 1 ∼ z 1 u and uz 3 ∼ z 3 u are with the same equivalence map. Since z 1 and z 3 are of the same length, by Lemma 2.6 they have the same structure, i.e., 
, contradictory to Definition 2.1. The above implies that 
Note that w 1 ∼ w 2 with z 1 = z 3 = 12345, and w 1 ∼ w 2 with z 1 z 3 = 12342143 = Int τ (2, 2).
Let t ∈ Σ DOW be in ascending order. We say that t is a nested sequence of repeat words if there
We have that w 1 = uz 1 z 2 z 3 u 1 and w 2 = z 1 uz 2 u 2 z 3 . Similarly as in Proposition 3.1, because u is SOW, it must be that z 1 and z 3 are SOW, hence |z 1 | = |z 3 |. Also, uz 1 ∼ z 1 u, by Lemma 2.6 implies,
(2) First, assume that
(1) Suppose I 1 = I 2 = ρ and u = u 1 = u 2 . Because f (uz 1 ) = z 1 u and f (z 3 u) = uz 3 , by Lemma 2.7 we have |u| ≤ |z 1 | = |z 3 |. Similarly as in Proposition 3.1, we observe that |x h | = |u|. Applying Lemma 2.6 symmetrically ( Figure 3 
Note that w 1 ∼ w 2 and z 1 z 3 ∼ Nes ρ (2, 2) as well as w 1 ∼ w 2 with z 1 = 12345 and z 3 = z R 1 .
Proposition 3.5. Let ν ∈ N be arbitrary, and suppose one of the following holds:
for some m ≥ 1 or h ≥ 1, as appropriate. Then there exist two distinct insertions, I(ν, k 1 , 1 ) and I(ν, k 2 , 2 ), such that t I(ν, k 1 , 1 ) ∼ t I(ν, k 2 , 2 ). Moreover, the following table holds for this pair of insertions (based on the corresponding case):
Proof:
Let t ∈ Σ DOW correspond to one of the given cases with |t| = n. We define a pair of distinct insertions into t as follows so that the table above holds:
(1) -(2) I(ν, 1, n 2 + 1) and I(ν, n 2 + 1, n + 1) (3) -(4) I(ν, 1, n + 1) and I(ν, n 2 + 1, n 2 + 1) In all cases, let uu ∈ Σ DOW be inserted into t. Observe the following for each case:
(1) (u12 · · · m)(u12 · · · m) ∼ (12 · · · mu)(12 · · · mu)
Sequential Insertions
In this section we consider the case when both indexes of insertion I 1 into w precede both indexes of the insertion I 2 into w. First we observe the following lemma.
Proof:
We have that w 1 = uz 1 u 1 z 2 z 3 and Figure 4 : Representation of w 1 and w 2 when k 1 ≤ 1 < k 2 ≤ 2 and k 2 − 1 < |u|.
If |u| > |z 2 | = k 2 − 1 then a prefix of u 1 maps to suffix of u. Because a prefix of u maps also to prefix of z 1 , u 1 = u, i.e., u 1 = u R . Similarly, because a suffix of z 2 z 3 maps onto a suffix of u 2 , and a prefix of u R maps to a suffix of u, it can't be u = u 2 (symbols of w are disjoint with those in u). Hence, u 2 = u R . We can exclude the situation in Figure 4a where f (u) is a prefix of z 1 z 2 . Thus it must be that |z 1 z 2 | < |u|, and a suffix of u, call it v, maps to a prefix of u. Because Σ[u] ∩ Σ[z 3 ] = ∅, it must be that v R u R is a prefix of u R that maps into a suffix of u. Hence the symbols in a prefix of u equal symbols in a suffix of u, which can only happen if |z 1 | = 0 contrary to the assumption that k 1 = k 2 . Therefore |u| ≤ |z 2 |.
The structure of the words that allow distinct sequential insertions yielding equivalent words is described with the following recursive construction. Definition 3.7. Let m ≥ 0 and ν, j ≥ 1 be integers and let s 0 = 12 · · · m12 · · · m (if m = 0, s 0 = ). Define s j = s j−1 ρ(ν, |s j−1 | − m + 1, |s j−1 | + 1) for j = 1, 2, . . . . The word s j is called a ρ-tangled cord at level j, and is denoted s j = T ρ (ν, m, j).
Let ν divide m and t 0 = Int τ (h, ν) where h = m ν (if m = 0, s 0 = ). Define t j = t j−1 τ (ν, |s j−1 | − m + 1, |s j−1 | + 1) for j = 1, 2, . . . . The word t j is called a τ -tangled cord at level j, and is denoted t j = T τ (ν, m, j).
In both ρand τ -tangled cord words the insertion in the subsequent word is performed at the end of the previous word (inserting u ) and m symbols from the last symbol (inserting u). Recall that Int τ (h, 1) for h ≥ 1 is a repeat word of size h. It follows that T ρ (1, m, j) = T τ (1, m, j) for m ≥ 0 and j ≥ 1. Moreover, if w = T I (ν, 0, j) for I ∈ {ρ, τ } and ν, j ≥ 1, then for |v i | = ν,
Lemma 3.9. If I 1 and I 2 are sequential insertions, that is k 1 = 1 < k 2 ≤ 2 , then k 2 = 2 and k 2 − 1 = 2pν for some positive integer p. Moreover, if I 1 = I 2 = I (I ∈ {ρ, τ }), then z 2 ∼ T I (ν, 0, p). Figure 5 : Representation of w 1 and w 2 when |z 1 | = 0 and |z 2 | is not an even multiple of |u|.
The situation is such that w 1 = uu z 2 z 3 and w 2 = z 2 uz 3 u . Recall that |z 2 | ≥ |u| = ν by Lemma 3.6. Assume that |z 2 | = k 2 − 1 is not an even multiple of |u|, and let u = b 1 · · · b ν . If I 1 = I 2 = ρ, then there exists a positive integer i such that eiter Figure 5 ) contradicting the fact that Σ[w] ∩ Σ[u] = ∅. Similarly, if I 1 = I 2 = τ , then there exists a positive integer i such that
It follows that k 2 − 1 = |z 2 | = 2p|u| = 2pν for some positive integer p such that f p+1 (u) = u. We now apply Lemma 2.6 with s = uu , z = z 2 , and t = upref(z 3 u , ν). Note that |z 2 | = 2pν implies that s = uu = s 1 , and thus upref(z 3 u , ν) = uu (i.e., z 3 = ) because Σ[u] ∩ Σ[w] = ∅. Thus z 2 = y 1 y 1 · · · y p y p (z 2 = y 1 y R 1 · · · y p y R p resp.) where y i = f i (u) for 1 ≤ i ≤ p in the case of two repeat (return resp.) insertions. That is to say, z 2 is equivalent to T ρ (ν, 0, p) (T τ (ν, 0, p) resp.). 
The situation k 1 = 1 follows from Lemma 3.9, so we assume that k 1 < 1 < k 2 ≤ 2 with w 1 = uz 1 u z 2 z 3 , w 2 = z 1 z 2 uz 3 u , and recall that |z 2 | ≥ |u| = ν by Lemma 3.6.
(1) Suppose I 1 = I 2 = ρ; we consider two cases: (1.a) 0 < |z 1 | < |u| and (1.b) |z 1 | ≥ |u|.
(1.a) Let 0 < |z 1 | < |u|, write x 1 = z 1 , and let y 1 be the prefix of z 2 such that |y 1 | = |u|; note that y 1 exists by Lemma 3.6 and that uz 1 ∼ z 1 y 1 ; by Lemma 2.6 implies
Write v = f (v 2 ) so that y 1 = vf (x 1 ). Then, f (uy 1 ) = x 1 vf (y 1 ) = x 1 vf (v)f 2 (x 1 ). Note that x 1 v z 2 , which implies that y 1 x 1 v is a prefix of z 2 of length 2|u|. Moreover, f (y 1 ) cannot have a proper factor in common with u, otherwise f (x 1 ) ∩ u = ∅ contradicting the fact that Σ[z 2 ] ∩ Σ[u] = ∅. Thus, there are two possibilities: either f (y 1 ) = u or f (y 1 ) is a proper factor of z 2 . In the first situation, z 2 = y 1 x 1 v = vf (x 1 )x 1 v, and thus |z 2 | = 2|u| = 2ν, with f (v) a prefix of u; thus, 1) and in particular s 0 ∼ x 1 x 1 (where s 0 starts the induction of the tangled cord as in Definition 3.7). Figure 6 : Representation of w 1 and w 2 when |z 1 | < |u| and f (y 1 ) is a proper factor of z 2 .
In the second situation, we set y 2 = f (y 1 ) = f (v)f 2 (x 1 ) z 2 . Similarly as above, we have that
is a prefix of z 2 of length 4|u|, and either f (y 2 ) = u or f (y 2 ) is a proper factor of z 2 . Inductively, there is p ≥ 1 such that y p = f p−1 (v)f p (x 1 ) and f (y p ) = u (see Figure 6 ). It follows that
is a prefix of u, z 3 = f p (x 1 ) and |z 3 | = |z 1 |. As a consequence,
In fact, taking s 0 ∼ x 1 x 1 we have
(1.b) Let |z 1 | ≥ |u| = ν, and set as above y 1 to be the prefix of z 2 such that |y 1 | = |u|. Because
Write v = f h (v 2 ) so that y 1 = vf (x h ); if v 2 = , then v = and y 1 = f (x h ) (see Figure 7) . Similarly as in the case (1.a), using the same notation, it implies that there is a positive integer p ≥ 1 such that f (y p ) = u. Suppose first p < h; then z 2 = y 1 x 1 · · · y p x p , indicating p = k 2 − 1 2ν because |y i | = |x i | for 1 ≤ i ≤ p < h (see Figure 7 ). Because y p x p is a suffix of z 2 and f (y p x p ) = ux p+1 , it follows that x p+1 · · · x h is a prefix of z 3 . Note that f (x h−1 x h ) = x h vf (x h ) = x h y 1 ; so x p+1 · · · x h y 1 is a prefix of z 3 . Inductively, we have that z 3 = x p+1 · · · x h y 1 · · · y p because f −1 (u) = y p , and so |z 3 | = |z 1 | since |y i | = |u| = ν for all i. Hence, z 1 z 2 z 3 = x 1 · · · x h y 1 x 1 · · · y p x p x p+1 · · · x h y 1 · · · y p for 1 ≤ p < h. Observe that z 1 z 2 z 3 ∼ T ρ (ν, 1 − k 1 , p) in this case (i.e., when 1 ≤ p < h). Indeed, following Definition 3.7, taking s 0 ∼ x 1 · · · x h x 1 · · · x h we have that
Now suppose that p ≥ h, then
where Figure 7 , where s = f p−h (x h v)). Because x h v has length |u| = ν, we again obtain that |z 2 | is a multiple of 2|u| = 2ν; in particular |z 2 | = 2pν where p = k 2 − 1 2ν . Because f −1 (u) = y p , we have that
Note that |z 3 | = |z 1 | since |y i | = |u| = ν for all i. We Observe that z 1 z 2 z 3 ∼ T ρ (ν, 1 − k 1 , p) in the case p ≥ h as well. Indeed, taking s 0 , . . . , s p as in Definition 3.7:
(2) Suppose that I 1 = I 2 = τ . First, observe that |z 1 | ≥ |u|. On the contrary, suppose that 0 < |z 1 | < |u 1 |. Similarly, and with the same notation, as in case (1.a), we have that Figure 6 ). But uf p (v) R w 2 and u R w 2 contradicts the fact that w 2 is a DOW; thus |z 1 | ≥ |u|.
In the rest of the proof we use similar arguments to those used in case (1.b) for repeat insertions (with the same notation).
If p < h, then z 2 = y 1 x R 1 · · · y p x R p with f (y p ) = u, which implies that p = k 2 − 1 2ν because Figure 7 ). Assume that ν does not divide
Then
In case p ≥ h we have that
it follows that |z 2 | is a multiple of 2|u|; in particular |z 2 | = 2pν, where p = k 2 − 1 2ν . Moreover, we have that Figure 7 ). Similarly as above, |u| = ν divides |z 1 | = 1 − k 1 . Thus h = 1 −k 1 ν ; so |z 1 | = hν, v = , |x h | = |u|, and y i = f i (x h ) for 1 ≤ i ≤ p. It then follows that
Note that |z 3 | = |z 1 | = hν since |y i | = |u| for all i. Finally we observe that (1, 2, 3) with the insertions ρ(2, 1, 2) and ρ (2, 14, 15) into w; also let w = 1234562178436587 = T τ (4, 2, 2) with the insertions τ (2, 1, 5) and τ (2, 13, 17) into w .
Note that w 1 ∼ w 2 and w 1 ∼ w 2 . 
The result follows from the proofs of Lemma 3.9 and Proposition 3.10; see Figures 6 and 7 .
A DOW is a palindrome if it is equivalent to its reverse [3] . Let m ≥ 1 be an integer; observe that the repeat word 12 · · · m12 · · · m and the return word 12 · · · mm · · · 21 are palindromes [3] . Let 
Let ν ≥ 1, m ≥ 0, and I ∈ {ρ, τ } be arbitrary. We show that the result holds by inducting on j.
Note that T ρ (ν, m, 1) is a repeat word of size m + ν and T τ (ν, m, 1) = Int τ ( m ν + 1, ν). In either case, T I (ν, m, 1) is a palindrome. Next, suppose that w = T I (ν, m, j − 1) is a palindrome for j > 1, and let n = |w|. The following show that T I (ν, m, j) is a palindrome:
(by the definition of T I (ν, m, j)).
Observe that there exist words that are palindromes but are neither ρ-tangled cords nor τ -tangled cords, like 12324143. However, note that 12324143 is equivalent to a cyclic permutation of the tangled cord T ρ (1, 1, 3) . Definition 3.14. Let w ∈ Σ DOW , and let uu be a repeat (return resp.) word in w. We say that uu is a maximal repeat (return resp.) word in w if for any repeat (return resp.) word vv in w such that u v, we have that u = v. Note that T ρ (2, 3, 2) contains four maximal repeat words: 33, 1212, 4545, and 6767. On the other hand, T τ (2, 4, 1) contains three maximal return words: 1221, 3443 and 5665.
As the previous example suggests, every τ -tangled cord ends with a maximal return word of size ν. The same property holds for ρ-tangled cord whenever j > 1. In case of nested insertions, that is, k 1 < k 2 ≤ 2 < 1 , the same arguments provide I 1 = I 2 . Sequential insertions. Suppose that k 1 ≤ 1 < k 2 ≤ 2 and without loss of generality assume that I 1 = ρ and I 2 = τ . As in Lemma 3.9 and Proposition 3.10, we consider the cases: (I) k 1 = 1 and (II) k 1 = 1 . In both cases recall that |z 2 | ≥ |u| by Lemma 3.6. (I) Let k 1 = 1 ; i.e., z 1 = . As in proof of Lemma 3.9 for repeat insertions, we have that z 2 = y 1 y 1 · · · y p y p where y i = f i (u) for 1 ≤ i ≤ p, f (y p ) = u and p = k 2 − 1 2ν (see Figure 9 ). It follows that f (y p )f (y p ) is a repeat word in w 2 of size |u|. Then, by Lemma 2.5, f (y p ) = u implies that |f (y p )| = 1 or |u| = 1, and the insertions must be trivial. (II) Let k 1 = 1 , so that z 1 = . If 0 < |z 1 | < |u|, by the proof of Proposition 3.10 for case (1.a), we have that z 2 = y 1 x 1 vy 2 f (x 1 )f (v) · · · y p f p−1 (x 1 )f p−1 (v) with p = k 2 − 1 2ν , where x 1 = z 1 , v is the nonempty prefix of z 2 such that x 1 v = f (u), y i = f i−1 (v)f i (x 1 ) for 1 ≤ i ≤ p and f (y p ) = f (f p−1 (v)f p (x 1 )) = f p (v)f p+1 (x 1 ) = u (see Figure 6 ). It follows that f (y p f p−1 (x 1 )f p−1 (v)) = uf p (x 1 )f p (v), where f p (x 1 ) is a proper suffix of y p and f p (v) is a proper prefix of u. Because u R w 2 , this contradicts the fact that w 2 is a DOW. So assume that |z 1 | ≥ |u|, and let y 1 be the prefix of z 2 such that |y 1 | = |u| (exists by Lemma 3.6). By applying arguments similar to those used in the proof of Proposition 3.10 for case (1.b) (with the same notation), we obtain that there exists a positive integer p ≥ 1 such that f (y p ) = u. If p < h, then z 2 = y 1 x 1 · · · y p x p and z 3 = x p+1 · · · x h y 1 · · · y p (see Figure 7 ). On the other hand, for p ≥ h
