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We introduce a nested optimization procedure using semi-definite relaxation for the fitting step in
Hamiltonian-based cluster dynamical mean-field theory (DMFT) methodologies. We show that the
proposed method is more efficient and flexible than state-of-the-art fitting schemes, which allows
us to treat as large a number of bath sites as the impurity solver at hand allows. We characterize
its robustness to initial conditions and symmetry constraints, thus providing conclusive evidence
that in the presence of a large bath, our semi-definite relaxation approach can find the correct
set of bath parameters without needing to include a priori knowledge of the properties that are
to be described. We believe this method will be of great use for Hamiltonian-based calculations,
simplifying and improving one of the key steps in cluster dynamical mean-field theory calculations.
I. INTRODUCTION
Understanding the behavior of materials from first
principles has been one of the most important chal-
lenges in the physical sciences since the advent of
quantum mechanics. This is particularly difficult
for so-called strongly correlated systems, for which a
mean-field treatment is insufficient. In the pursuit of
understanding emergent phenomena in the thermo-
dynamic limit of such systems, embedding methods
have played a major role. Some of the most promi-
nent examples of embedding techniques are dynami-
cal mean-field theory (DMFT) [1–3], density-matrix
embedding theory (DMET) [4], and self-energy em-
bedding theory (SEET) [5] among many others.
These methods have been widely successful in un-
veiling the low energy properties of model Hamilto-
nians and real materials alike [6–14].
The embedding methods previously mentioned
share the same framework; they substitute the com-
putationally intractable original system with a sim-
pler model system. This model system is usually
composed of an interacting impurity, or cluster, and
a non-interacting bath. The cluster commonly repre-
sents a subset of the original system, while its inter-
play with the rest of the original system is encoded
by the bath. The objective is to find a model system
whose low energy properties coincide with or indi-
cate the properties of the original system of inter-
est. Among these methods, Green’s function based
approaches, such as Hamiltonian-based DMFT [15–
20], are widely used. A common feature of this kind
of embedding methods is the need to optimize, or
fit, some function representing a parameterization
of the bath.
Although this fitting step is just as important as
the rest for the success of the embedding calcula-
tion, it has received comparatively little attention in
the method development research and existing lit-
erature. Particularly in Hamiltonian-based DMFT
approaches the fitting step plays a crucial role: it
can be understood as the steering wheel that guides
the exploration of parameter space that has to cul-
minate in the identification of the appropriate model
system. The performance of the fit can influence the
final model system (the fixed point of the Hamilto-
nian parameters) and whether it is representative of
the thermodynamic limit of the system under consid-
eration. Unfortunately, this fitting problem is highly
non-convex in the sense that the optimization often
gets trapped in local minima, which strongly depend
on the choice of the initial guess. Thus, typical ap-
proaches rely on running the optimization several
(perhaps many) times, using different randomly gen-
erated initial guesses, and keeping the parameters
that achieve the lowest cost [21]. Previous studies
trying to alleviate this issue have met with partial
success [22].
In this work, we propose a new efficient and em-
pirically robust optimization algorithm that lever-
ages semi-definite relaxation (SDR) for the fitting
problem in Hamiltonian-based cluster DMFT ap-
proaches. The algorithm relies on convex relax-
ation [23–25], coupled to a novel nested approach
that combines state-of-the-art conic solvers [26] with
standard gradient-based optimization algorithms. It
provides for a fitting routine that we show to be (a)
systematically improvable, (b) more efficient than
commonly used optimization methods, (c) empiri-
cally robust to initial conditions and symmetry con-
straints. One of the main advantages of this novel
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2method is the emergence of symmetries in the bath
parameters reflecting the geometry of the cluster,
which in previous methods had to be imposed in the
optimization [27–29]. These symmetries generalize
to large baths and clusters, which we can handle by
using a state-of-the-art impurity solver, the adaptive
sampling configuration algorithm (ASCI) [20, 30].
As a result, it can handle large bath sizes and asym-
metric clusters with an unprecedented accuracy.
The structure of the paper is as follows: In sec-
tion II we describe in detail the methodologies em-
ployed and introduced: section II A contains a de-
tailed description of the DMFT method and the role
of fitting within the approach, while in section II B
we introduce and describe our SDR approach to bath
fitting. Then section III presents the numerical re-
sults of this paper: section III A characterizes the
properties of the SDR fit, and section III B presents
its performance in DMFT calculations explicitly.
II. METHODS
A. Dynamical mean-field theory
DMFT and its cluster extensions form a family
of numerical methods that treat strongly correlated
many-body systems non-perturbatively [1–3]. The
approach originates from the study of lattice Hamil-
tonian systems in infinite dimensions [31–34]. The
main idea is to map a fully interacting lattice to a
(many-site) Anderson impurity model, composed of
an interacting cluster that conserves all original in-
teractions of the system and a non-interacting bath.
Doing so, one substitutes an intractable interact-
ing many-body system with a simpler one that can
be studied with existing numerical techniques, e.g.
quantum Monte Carlo [35] or exact diagonalization
approaches (ED) [15]. For this mapping to be useful,
one seeks to define the impurity model such that its
low energy physics coincides with that of the origi-
nal system. The precise way in which this match-
ing is defined and achieved is briefly summarized
later. First, we outline the key differences between
the two main solver types for DMFT: Monte Carlo
and Hamiltonian-based methods. The results in this
work are relevant for the latter.
The DMFT algorithm differs significantly between
Monte Carlo-based solvers and Hamiltonian-based
ones. The main advantage of using a Monte Carlo
solver is that one can work in the infinite-bath
limit, as required for formally exact implementation
of DMFT. By contrast, Hamiltonian-based meth-
ods need to truncate the bath, adding an extra ap-
proximation to the calculation and raising questions
about convergence with respect to the bath size.
However, Monte Carlo methods are formally lim-
ited to computing quantities along the imaginary
time/frequency axis, thus they need to perform an
analytical continuation to obtain spectral quanti-
ties. Hamiltonian-based methods, meanwhile, can
directly provide results on both the imaginary and
real axes. Moreover, while Monte Carlo methods
can handle the largest interacting clusters, they are
limited by the sign problem to relatively high tem-
peratures and low doping rates. In summary, both
families contribute to the calculation of phase dia-
grams.
In this work, we address difficulties found in the
finite-bath Hamiltonian approaches, where the bath
truncation necessitates an optimization (fit) step.
A brief description of the algorithmic structure fol-
lows. For a review of the DMFT algorithm using
Hamiltonian-based methods, the reader is referred
to [22].
In DMFT one first selects a subset of the original
degrees of freedom, which are referred to as the clus-
ter. The impurity model, defined below in Eq. (S1),
includes these degrees of freedom and all their in-
teractions, while neglecting the rest of the original
system. To account for the coupling between the
cluster and the rest of the lattice, the impurity model
is completed with a set of non-interacting degrees of
freedom, which we call baths, which are coupled to
the cluster sites. A possible physical interpretation
considers the baths as paths outside the cluster that
a particle may traverse in the original system. Thus
a possible motion of a particle starting inside the
cluster, leaving it, moving through the rest of the
lattice, and returning to the cluster may be repre-
sented in the impurity model as the particle hopping
from a cluster site to a bath site and back.
The Hamiltonian for the impurity model Himp is
given by
Himp = HC+
Nb∑
`=1
` d
†
`d`+
Nb∑
`=1
Nc∑
α=1
(
Vα,` d
†
`cα + h.c.
)
,
(1)
whereNc is the number of cluster degrees of freedom,
Nb the number of baths, HC is the original Hamil-
tonian restricted to the cluster degrees of freedom;
cα, and d` correspond to the cluster and bath an-
nihilation operators respectively. The bath degrees
of freedom are characterized by their single particle
energies ` and their couplings Vα,` to the cluster
sites. The goal of DMFT is to determine the bath
parameters {`}Nb`=1 and {Vα,`}Nb,Nc`=1,α=1 such that the
low energy physics of Himp and the original system
H coincide. This means that the Green’s function
Gimp(ω)α,β of Himp should be the same as the cor-
responding submatrix of the Green’s function of the
global Hamiltonian H. This is achieved in DMFT by
3a self-consistent loop. To this effect, Hamiltonian-
based methods, e.g., ED [15] or selective configura-
tion interaction solvers [16, 19, 20], concentrate on
the hybridization function ∆Bath. This is the part
of the non-interacting Green’s function generated by
the bath degrees of freedom. It can be shown [36]
that the hybridization function follows the analytical
expression
∆Bath(ω)α,β =
Nb∑
`=1
Vα,`V
∗
β,`
ω − ` . (2)
Note that ∆Bath equivalently encodes the fitting
parameters {`}Nb`=1 and {Vα,`}Nb,Nc`=1,α=1 as a single ra-
tional function. The self-consistent loop is defined
by matching Gimp, the impurity model’s Green’s
function, to Glatt, the Green’s function of the origi-
nal system. Hence to close the loop we need a pro-
cedure to estimate Glatt from Gimp, which is de-
tailed in the next paragraph. From Glatt we then ex-
tract the hybridization function ∆Calc which should
match ∆Bath at self-consistency.
A given set of {`} and {Vα,`} defines the impurity
Hamiltonian Himp, so that one can compute Gimp,
at zero temperature, as follows,
Gimp(ω)α,β = 〈ψ0| cα 1
ω − (Himp − E0) + iη c
†
β |ψ0〉
+ 〈ψ0| c†β
1
ω + (Himp − E0)− iη cα |ψ0〉 ,
(3)
where E0 is the ground state energy, |ψ0〉 is the
ground state wavefunction, and η is an infinitesi-
mal positive broadening factor. From this, one can
compute the cluster self energy,
Σc(ω)α,β = (ω + µ+ iη)δα,β − hC,α,β
−G−1imp(ω)α,β −∆Bath(ω)α,β ,
(4)
where hC is the non-interacting part of HC and µ is
the chemical potential. The DMFT approximation
amounts to assuming that one can estimate the full
lattice Green’s function by using the local cluster self
energy, according to
Glatt(k, ω) = [(iω + µ)− h(k)− Σc(iω)]−1 , (5)
where h(k) is the Fourier transform of hC into mo-
mentum space. This recipe for computing Glatt cor-
responds to a block-diagonal ansatz for the global
self-energy in real space, with blocks corresponding
to the clusters. Eq. (5) is exact in the infinite-
dimensional limit for the Hubbard model [1], even
when the cluster is only comprised of one single
site. In finite dimensions, there are further correc-
tions to Eq. (5); these terms incorporate the non-
locality of the self-energy beyond the cluster. To
improve the DMFT approximation one can consider
larger and larger clusters, the exact result being re-
covered in the limit of infinite cluster size. The fi-
nite size scaling of the error is O
(
1
Nc
)
for cluster
DMFT [2]. Other cluster methods have better scal-
ing, such as O
(
1
N2c
)
for the dynamical cluster ap-
proximation (DCA), at the cost of more complex
bath structures [27]. In particular, it can be shown
that in cluster DMFT the only cluster sites that have
non-zero couplings to the bath sites are those on
the boundary of the cluster. This reduces the num-
ber of fit parameters and simplifies the structure of
the Hamiltonian in Eq. (S1). One can then Fourier-
transform Eq. (5) to compute the original Green’s
function for the cluster degrees of freedom with the
following expression,
G(R0, iω) =
1
VBZ
∫
BZ
dk [(iω + µ)− h(k)− Σc(iω)]−1 ,
(6)
where BZ stands for the first Brillouin zone and
R0 is the center of the cluster and the origin of the
superlattice of clusters. The hybridization function
can be extracted by solving for ∆ in Eq. (4) as
∆Calc(ω)α,β =(ω + µ+ iη)δα,β − hC,α,β
−G−1(R0, iω)α,β − Σc(ω)α,β .
(7)
If ∆Calc coincides with ∆Bath in Eq. (2), then
the self-consistency loop terminates. Otherwise, one
finds a new set of bath parameters {`} and {Vα,`}
by fitting Eq. (2) to ∆Calc and starts a new iter-
ation with a new impurity Hamiltonian. The cost
function to minimize is usually defined in terms of
a matrix norm of the difference between ∆Bath and
∆Calc, evaluated on some frequency grid {iωn} on
the imaginary frequency axis. One avoids thus the
poles of the Green’s function and makes the fitting
problem much easier. For simplicity, in this paper
we will always consider the Frobenius norm, denoted
‖ · ‖F , and a cost function of the form
J ({`}, {Vα,`}) =
1
Nω
√√√√Nω∑
n=1
‖∆Calc(iωn)−∆Bath(iωn)‖2F .
(8)
However, even in this simplified regime the opti-
mization problem at hand is highly nontrivial and
4has been object of diverse studies [27, 28, 37]. We
are tasked with minimizing the difference between
two complex-valued, frequency-dependent Nc × Nc
matrices using Nb · (Nc + 1) parameters. To max-
imize the model accuracy, Nc and Nb should be
taken as large as our impurity solver allows. But
the larger Nc and Nb are, the more difficult the fit-
ting problem becomes, and in particular standard
optimization procedures becomes increasingly sus-
ceptible to falling into local minima. In fact, when
using a very efficient impurity solver, i.e., a solver
capable of accommodating fairly large values of Nc
and Nb, an inefficient fitting step can become the
computational bottleneck [20]. In state-of-the-art
Hamiltonian-based DMFT codes it is the norm to
use elaborate fitting schemes in order to avoid in-
stabilities and local minima [21, 22]. Furthermore,
due to fitting on the imaginary axis, the result of
the DMFT self-consistency can be significantly de-
pendent on the fit frequency range [20], since phys-
ical information is distributed unevenly there (i.e.
sum rules being encoded in the high frequency limit
while the details of the state properties being en-
coded close to the real axis). Additionally, tradi-
tional approaches tend to require clusters of high
symmetry in order to reduce the complexity of the
fitting problem by block-diagonalizing the Green’s
function [27], which limits the size and shape of the
clusters that can be studied.
In the following sections, we present a novel fitting
method for impurity problems based on semi-definite
relaxation (SDR) that addresses the issues men-
tioned in the previous section and substantially im-
proves upon existing methodologies. Our method (i)
implements the most general structure for a finite
bath hybridization [38], (ii) shows fast timings al-
lowing for treatment of large Nc and Nb, (iii) is
systematically improvable in Nb, (iv) is empirically
robust to starting conditions and symmetry con-
straints, and (v) shows rapid convergence for the
low energy baths `. We demonstrate our claims
by presenting results from zero-temperature cluster
DMFT calculations using our fitting method and the
adaptive sampling configuration interaction (ASCI)
algorithm as impurity solver [20, 30, 39, 40]
B. Formulation of the hybridization fitting
Motivated by the previous section, let
∆ : C→ CNc×Nc be a function that we seek to
approximate in a discrete subset of the imaginary
axis that we denote by Ω. In particular, we aim to
find an approximation of the form
∆(iω) ≈
Np∑
`=1
V`V
∗
`
iω − λ` , (9)
where ω ∈ R. We have introduced a shorthand nota-
tion omitting the cluster indices {α, β}, so that the
hybridization matrix is written simply as ∆, the cou-
pling amplitudes are organized in vectors V` ∈ CNc ,
and the bath energies are still treated as scalars
λ` ∈ R for ` = 1, . . . , Np. In addition, for reasons to
be clarified later, we denote the poles in Eq. (9) by
λ`, not by ` as in the last section.
To find the approximation in Eq. (9) we define the
cost function,
J ({λ`, V`}Np`=1) =
1
Nω
√√√√√Nω∑
n=1
∥∥∥∥∥∥∆(iωn)−
Np∑
`=1
V`V ∗`
iωn − λ`
∥∥∥∥∥∥
2
F
,
(10)
where Ω = {iωn}Nωn=1. We aim to solve the optimiza-
tion problem
min
λ`,V`
J ({λ`, V`}Np`=1), (11)
whose minimizer provides the parameters for the
ansatz in Eq. (9).
One natural approach to solve Eq. (11) is to use
gradient based optimization to find the parameters,
for a fixed number of poles, Np. As already stated,
the problem is highly non-convex in the sense that
the optimization often gets trapped in local minima,
which strongly depend on the choice of the initial
guess. If one were to fix {V`}Np`=1, then the resulting
problem could be reduced to a scalar-valued ratio-
nal approximation problem that can be solved effi-
ciently [41]. However, such algorithms, which are
designed for scalar functions, fail to be directly ap-
plicable to our matrix-valued setting.
The main observation for solving Eq. (11) is that
if we fix the poles {λ`}Np`=1, then the resulting prob-
lem can be reformulated using convex relaxation [23–
25] into an SDR problem. The reformulated SDR
problem is convex and can be efficiently solved us-
ing conic solvers [26], relying either on interior-point
methods [42] or first-order methods [43]. By exploit-
ing this observation, we develop an algorithm with
the following steps.
1. Relax the ansatz in Eq. (9) by replacing
the rank-one matrices V`V
∗
` by positive semi-
definite matrices X` of arbitrary rank, result-
ing in a new loss function,
2. Optimize the poles and the matrices in an
alternating fashion, which leverages state-of-
the-art conic programming and quasi-Newton
methods, and
53. Truncate the resulting positive semi-definite
matrices and expanding them into sums of
rank-one matrices, obtaining an approxima-
tion satisfying the ansatz in Eq. (9).
Finally, it should be noted that in cluster DMFT,
only the N
′
c sites in the boundary of the cluster have
non-vanishing V`,α [27]. In these cases, we can re-
strict the fit to a function ∆ : C→ CN ′c×N ′c .
1. Relaxation
We observe that the outer product V`V
∗
` defines a
positive semi-definite matrix of rank one. In a nut-
shell, the relaxation consists of replacing the rank-
one matrices by more general positive semi-definite
matrices X` without rank restriction, yielding the
more general ansatz
∆(iω) ≈
Np∑
`=1
X`
iω − λ` . (12)
Analogous to the loss function defined in Eq. (10),
we define the following loss function:
JSDR({λ`, X`}Np`=1) =
1
Nω
√√√√√Nω∑
n=1
∥∥∥∥∥∥∆(iωn)−
Np∑
`=1
X`
iωn − λ`
∥∥∥∥∥∥
2
F
.
(13)
We replace the optimization problem in Eq. (11) by
a relaxed optimization problem
min
λ`,X`0
JSDR({λ`, X`}Np`=1), (14)
where X`  0 means that X` is a Hermitian posi-
tive semi-definite matrix. This constraint is usually
called a conic constraint, due to the fact that the set
of Hermitian positive semi-definite matrices forms a
convex cone [25], i.e., if A  0 and B  0, then
aA + bB  0, for any non-negative real numbers a
and b.
From the standpoint of the size of the optimization
space, we have increased the number of unknowns
from O(NpNc) to O(NpN2c ). In addition, due to the
rank relaxation, the minimizer from Eq. (14) does
not immediately yield a function of the form given
by Eq. (9). However, this shortcoming is not fun-
damental and can be easily addressed as follows at
minimal additional cost.
Suppose that {λˆ`, Xˆ`}Np`=1 are the minimizers of
Eq. (14). By construction we have that Xˆ`  0.
Then there exist matrices {U`}Np`=1 such that
Xˆ` = U`U
∗
` =
Nc∑
q=1
U`,qU
∗
`,q, (15)
where U`,q is the q-th column of U`. Then we can
expand
Np∑
`=1
Xˆ`
iω − λˆ`
=
Nb∑
`=1
Nc∑
q=1
U`,qU
∗
`,q
iω − λˆ`
=
Neffb∑
r=1
V˜rV˜
∗
r
iω − ˜r ,
(16)
where in the last expression we have adopted appro-
priate definitions for V˜r, ˜r, and the index r. It is
clear that Eq. (16) has the same form as the ansatz
in Eq. (9), though here the effective number of baths,
N effb , is equal to NcNp. In particular, each bath en-
ergy ˜r, is associated to Nc different baths.
2. Optimization
The minimization in Eq. (14) is non-trivial due
mainly to the conic constraint. Unfortunately, popu-
lar methods such as the alternating direction method
of multipliers (ADMM) [44], the method of alter-
nating direction (AMA) [45], or backward-forward
splitting (BFS) schemes [46] are not readily applica-
ble to our case, given the non-convex nature of the
cost function. Thus we propose a nested algorithm
as follows.
Consider a loss function with respect to the poles
as
Jpol({λ`}Npl=1) = minX`0JSDR({λ`, X`}
Np
`=1), (17)
obtained by fixing the poles and solving an SDR
problem using conic solvers [47, 48]. Using the opti-
mality conditions for this problem the gradient can
be easily computed via
∂
∂λk
Jpol({λ`}Np`=1) =
∂
∂λk

√√√√√Nω∑
j=1
∥∥∥∥∥∥∆(iωj)−
Np∑
`=1
X`
iωj − λ`
∥∥∥∥∥∥
2
F

∣∣∣∣∣∣∣
X`=X′`
,
(18)
where X ′` = arg minX`0 JSDR({λ`, X`}
Np
`=1).
Using this newly defined cost function we solve
{λˆ`}Np`=1 = arg min
{λ`}Np`=1⊂R
Jpol({λ`}Np`=1) (19)
6using standard unconstrained gradient based meth-
ods. The full optimization loop is summarized in
Alg. 1, which was implemented in MATLAB, where
CVX [49] is used to solve Eq. (17), the derivatives
of Jpol are computed analytically using Eq. (18),
and the outer optimization loop is solved with the
BFGS method [50] included in the fminunc routine.
We point out that the present algorithm is loosely
related to BFS schemes [46, 51], and that it can be
considered as an inexact alternating descent algo-
rithm [52].
Algorithm 1 Pseudo-code for the nested optimiza-
tion routine.
Input: Initial guess {λ`}Np`=1
Output: {λˆ`, Xˆ`}Np`=1
while ‖∇Jpol({λ`}Np`=1)‖ > tol do
X ′` ← arg minX`0 JSDR({λˆ`, X`}
Np
`=1) by solving the
SDR problem in Eq. (17)
λ` ← BFGS(λ`,∇Jpol({λ`}Np`=1)), where∇Jpol is com-
puted using Eq. (18) and X ′`
end while
λˆ` ← λ`
Xˆ` ← arg minX`0 JSDR({λˆ`, X`}
Np
`=1)
3. Truncation
As explained above, it is possible to post-process
the output of Alg. 1 in order to obtain an approx-
imation satisfying the ansatz in Eq. (9). However,
this procedure increases the effective bath size sig-
nificantly, which in turn increases the computational
cost of the DMFT loop by enlarging the impurity
problems. Fortunately, in many cases, the contribu-
tions of many of these effective baths are extremely
small and can be discarded.
Such a truncation can be performed efficiently by
solving one eigenvalue problem per SDR matrix. We
compute the eigenvalue decomposition of Xˆ` as
Xˆ` = Q`Λ`Q
∗
` (20)
where Q` are unitary matrices and Λ` is a real diago-
nal matrix, containing the eigenvalues of X` ordered
non-increasingly. For a fixed threshold δ, which we
set to 10−5 in this work, we gather all the eigen-
values above this threshold and their correspond-
ing eigenvectors in the matrices Λδ` ∈ RN
δ
`×Nδ` and
Qδ` ∈ CNc×N
δ
` , respectively, where Nδ` is the num-
ber of eigenvalues of Xˆ` greater than δ, namely the
‘δ-rank’ of Xˆ`. Then we define
U δ` = Q
δ
`(Λ
δ
`)
1/2, such that ‖U δ` (U δ` )∗ − Xˆ`‖F . δ
(21)
Finally, we can follow Eq. (16) to obtain an ap-
proximation satisfying the ansatz in Eq. (9), but,
hopefully, with somewhat smaller effective bath size,
which is equal to the sum of the δ-ranks of the semi-
definite matrices Xˆ`. We point out that it should be
possible to obtain a smaller effective bath size, by
adding a rank-decreasing penalty, such as the nu-
clear norm, or trace, to the definition of Jpol. How-
ever, we were not able to reliably achieve this with-
out significantly decreasing the fit accuracy. To
conclude, we remark that we have not explicitly said
how we initialize the poles in Alg. 1. This will be
stated in section III.
C. Impurity solver - ASCI
Before turning to the analysis of the results, a
few words on the impurity solver are in order. As
mentioned previously, to obtain accurate results
in cluster DMFT it is important to raise Nc and
Nb. In turn, this demands an impurity solver able
to compute the Green’s function Gimp in Eq. (3)
for a system with as many strongly-correlated de-
grees of freedom as possible. For zero tempera-
ture, Hamiltonian-based DMFT calculations, exact
diagonalization (ED) [15] and truncation schemes
[16, 19, 20] have been very popular [10, 21, 53]. The
main idea behind truncation methods is the projec-
tion of the full system Hamiltonian into a subset T
of the complete Hilbert space H. This subspace is
chosen as small as possible, while still being able to
represent the full ground state wavefunction accu-
rately.
Among this kind of truncated ED schemes, the
adaptive sampling configuration interaction (ASCI)
algorithm [30, 39, 40] has been shown recently to
be able to treat impurity models with large Nc and
Nb efficiently [20]. The key aspect of ASCI is the
identification of the optimal Hilbert space trunca-
tion of a given size to represent the ground state
wavefunction of a many-body system. This is done
by introducing a ranking that allows one to esti-
mate the most relevant Hilbert space degrees of free-
dom for the description of the ground state. ASCI
is expected to perform particularly well in systems
with (a) a high Hamiltonian-connectivity and (b) a
ground state mainly composed by a few states in
some single-body basis. In this work, using ASCI
as impurity solver allows to use Np up to 6 in the
SDR fit, making the study of the large bath behavior
of the fit possible, which is the regime where SDR
becomes the more useful.
7Symbol Meaning
Nc Number of cluster sites in the cluster DMFT calculation.
N
′
c Number of sites in the cluster boundary. Only this have nonzero coupling elements Vα,k [27].
Np Number of poles in the SDR fit.
Nb Number of bath sites in the cluster DMFT calculation.
Neffb Number of effective bath sites in the SDR fit. This number is determined after the truncation step,
its maximal value being N
′
c ·Np.
TABLE I: Overview of notation.
III. RESULTS
A. Characterization of the fit
In this section, we study in detail the performance
of the SDR fit in Alg. 1 for impurity models, out-
side of the full DMFT calculation. We use as in-
put data sample hybridization function matrices ∆
from cluster DMFT calculations in (2×2), (3×3) and
(4×4) clusters of the two dimensional square lattice
one-band Hubbard model. The Hamiltonian of this
system is given by
H = −t
∑
〈α,β〉,σ
c†α,σcβ,σ − µ
∑
α
nα + U
∑
α
nα,↑nα,↓,
(22)
where t is the hopping amplitude, 〈α, β〉 denotes
nearest neighbours, σ = {↑, ↓} is the spin degree
of freedom, µ the chemical potential, U the local
Coulomb interaction, nα,σ is the number counting
operator for site α, and spin species σ and nα =
nα,↑ + nα,↓. Unless otherwise specified, U / t = 8
throughout the calculations. We aim to showcase
the following properties:
1. The quality of the SDR fit, as measured by
the error cost function, can be systematically
improved by increasing the number of poles.
2. The SDR fitting method is significantly faster
than other non-linear fitting procedures when
applied to this kind of impurity models.
3. The pole energies obtained from the SDR fit
are robust with respect to the initial condi-
tions. Furthermore, there is an easy diagnostic
for identifying poor initial conditions, namely
the rank of the X` matrices corresponding to
each pole.
4. The fitting results can be further improved by
taking the SDR solution in the form given by
Eq. (16) and using it as an initial guess for
the optimization in Eq. (11). This last op-
timization is implemented via gradient-based
methods.
5. The pole energies close to zero converge fairly
rapidly with the number of poles.
The first four points are to be desired from a nu-
merical point of view, since they identify the SDR
method as efficient and robust. The last point is
of particular importance from a physical perspec-
tive, since it helps justify the bath truncation in
Hamiltonian-based approaches to DMFT. Indeed,
if the low energy baths converge rapidly with the
number of poles, this means that the low energy
behavior of our embedding Hamiltonian also con-
verges rapidly with the number of baths. Eventually,
adding extra bath degrees of freedom will exclusively
affect the high energy features of the model, which
may not be the main interest of a low temperature
(zero temperature) study. This allows us to justify
a posteriori the bath truncation. Moreover, using
SDR allows us in principle to determine the min-
imal number of bath orbitals required to converge
the spectral properties of the embedding model up
to the scale of interest. Whether the resulting bath
size is then amenable to be treated with available
impurity solvers, like the ASCI algorithm, is then
something to be considered on a case by case basis.
The fits performed in this subsection are done over
50 imaginary frequency points in a linear span be-
tween iω / t = 0 and iω / t = 40. A detailed study
of the effect that the frequency grid has on the fit is
deferred to section III B. Since we have introduced
several notation elements, we summarize the main
abbreviations in Tab. I.
1. Fitting error
First, we want to examine how the fitting error
progresses as a function of the number of poles for
the different hybridization functions. We report the
error and effective bath sizes in Tab. II.
From Tab. II it becomes clear that adding poles
systematically improves the fit. The dominant con-
tribution to the imaginary part of all hybridization
functions considered here is the diagonal, whereas
the dominant contribution of the real part is the off-
8(a) Diagonal component of ∆. (b) Off-diagonal component of ∆.
FIG. 1: Fit results for the hybridization function ∆ of a (2×2) cluster impurity model for different number
of poles. Shown are the imaginary parts of the (0, 0) diagonal and the (0, 3) off-diagonal components of
the hybridization function to be fit (blue) and the resulting fits using 4 poles (orange), 8 poles (green) and
12 poles (red). The inset in the left subplot shows the absolute difference between the three fits and the
computed hybridization function.
(2×2) (3×3) (4×4)
Np N
eff
b Error N
eff
b Error N
eff
b Error
2 8 2.18e-3 16 2.16e-3 24 1.56e-2
3 12 1.59e-3 24 1.57e-3 36 8.44e-3
4 16 2.88e-4 32 3.97e-4 47 2.09e-3
5 20 2.64e-4 40 2.93e-4 56 1.31e-3
6 24 1.75e-5 48 5.99e-5 63 9.55e-4
7 28 1.14e-5 52 4.04e-5 72 8.37e-4
8 32 2.50e-6 55 5.41e-5 80 7.20e-4
9 35 1.56e-6 62 5.26e-5 86 7.16e-4
10 38 1.50e-6 66 3.08e-5 88 7.07e-4
TABLE II: Error and effective bath sizes N effb for
hybridization function fits on three different cluster
sizes a function of the number of poles Np using the
SDR fit.
diagonal. Adding extra poles improves the fit espe-
cially for the non-dominant parts of the hybridiza-
tion function, as one would expect. This is exem-
plified in Fig. 1, where we show the fit result for
diagonal and off-diagonal terms for the imaginary
part of a (2×2) hybridization function as a function
of the number of poles.
Eventually, the error of the fit reaches the 10−5
threshold, which is the value we chose for the trun-
cation of the X` matrices. Thus, after this limit is
reached, the SDR method stops adding the maximal
number of effective baths per pole (the X` matrices
stop being full rank). One can further improve the
quality of the fit by decreasing this threshold, at
the price of increasing the number of effective baths.
Conversely, we can use the SDR method to decide
the number of effective baths needed to reach a par-
ticular quality of hybridization fit. For the (4 × 4)
case, it seems that before the fit error reaches the
10−5 threshold the X` matrices stop being full rank.
2. Timings
To show the superior timing of the SDR fit-
ting procedure, we compare it to the BFGS algo-
rithm [50] as supported by the fminunc routine in
MATLAB and the BOBYQA method (a derivative-
free optimization method) implemented in the nlopt
library [54, 55] applied directly to Eq. (11). The
timings in seconds for a number of SDR, BFGS,
and BOBYQA fits are reported in Tab. III for dif-
ferent numbers of effective baths in both the (2×2)
and (3×3) clusters. The number of baths used for
the BFGS and BOBYQA optimizations is equal to
Nb = Np·N ′c (N
′
c being the number of boundary sites
in the cluster), which is the maximal number of ef-
fective baths used for the SDR with a given fixed
number Np of poles. Additionally, we report the
final errors of all three methods. To provide a fair
comparison, all fits were started with the same initial
guesses for the bath energies and had the same error
convergence tolerance of 10−5. For the initial pole
energies, we chose values symmetrically distributed
around zero in a spread of ±10 t, e.g. in the Np = 2
9(2× 2) (3× 3)
SDR BFGS BOBYQA SDR BFGS BOBYQA
Np [s] Error [s] Error [s] Error [s] Error [s] Error [s] Error
2 5 2.18e-3 4 1.09e-1 28 2.18e-3 8 2.16e-3 87 9.24e-2 19729 1.17e-2
3 17 1.59e-3 5 9.98e-2 989 1.47e-3 16 1.57e-3 183 2.72e-2 21429 1.15e-2
4 8 2.88e-4 33 4.90e-3 2717 1.29e-4 14 3.97e-4 262 5.10e-3 31889 1.15e-2
5 7 2.64e-4 48 3.30e-3 5535 1.43e-4 24 2.93e-4 363 1.50e-3 40528 1.15e-2
6 27 1.75e-5 56 3.43e-4 1060 1.14e-4 29 5.99e-5 458 1.20e-3 > 24h –
7 46 1.14e-5 69 2.27e-4 1629 9.64e-5 68 4.04e-5 522 1.10e-3 75922 1.15e-2
8 28 2.50e-6 79 9.92e-5 1790 7.83e-5 102 5.41e-5 617 1.10e-3 > 24h –
9 96 1.56e-6 87 9.87e-5 2633 5.35e-5 56 5.26e-5 651 1.10e-3 45882 1.15e-2
10 39 1.50e-6 113 6.09e-5 1844 7.41e-5 129 3.08e-5 798 1.10e-3 84600 1.15e-2
TABLE III: Timings in seconds and final fit errors for the hybridization function fit using the SDR, quasi-
Newton (BFGS), and derivative-free (BOBYQA) methods as a function of the number of poles Np. When
using BFGS or BOBYQA, the number of baths Nb corresponds to Np times the number of sites in the cluster
boundary N
′
c. The same set of initial bath energies were used for all fits. The BFGS method was allowed to
perform 2000 iterations.
case we chose p = ±2 t. In the cases with odd Np
we set one of the initial poles at 0 t. Each of these
poles corresponded to N
′
c baths of the same energy
for the BFGS and BOBYQA methods. The BFGS
optimizations were limited to 2000 iterations. In-
creasing this number would eventually improve the
error at the cost of longer runs, but we comment that
in practice the possiblity for further improvement is
not substantial.
From Table III, the advantage of the SDR fit
becomes clear. It is in general faster and, in the
large bath limit, more effective than both BFGS and
BOBYQA. For the small Np values, i.e. Np ≤ 4,
BOBYQA seems to be slower than BFGS, but for
the (2 × 2) cluster it reaches a fit quality at least
as good as the SDR fit. The BFGS optimizations
in the (2 × 2) cluster with Np = 2, 3 (i.e., 8 and
12 baths, respectively) converge to an error almost
two orders of magnitude larger than the errors for
SDR and BOBYQA. They are stuck in local minima.
The rest of the BFGS calculations were stopped af-
ter performing 2000 iterations. It is important to
note that we are not claiming that the errors re-
ported in Table III represent the best possible fit
that the BFGS or BOBYQA algorithm can provide
for the problem at hand. In fact, a clever choice
of the initial guess and exploitation of symmetries
presented in the system can greatly improve the op-
timization. The important conclusion to draw is
that when used plainly, without such case-specific
improvements, the SDR method clearly outperforms
common optimization routines in the hybridization
fitting problem. In what follows we show that the
SDR fit is empirically robust with respect to these
specializations.
3. Robustness to initial guess
The goal of DMFT is to describe a many-body sys-
tem, with particular interest in determining phase
diagrams. When there are several competing orders
this is a highly non-trivial task. In particular, for an
iterative self-consistent method like DMFT, it is im-
portant to avoid falling into unphysical fixed points
of the self-consistent loop. The fit plays a very im-
portant role here, and it is desirable for it to find
the right set of bath parameters as independently as
possible from the initial guess parameters and the
frequency grid.
Here, we want to show empirically that the SDR
fit is robust with respect to the initial guess. The
effect of other parameters, like the frequency grid
or the imposition of symmetries, is discussed in sec-
tion III B. While different initial guesses can result in
different pole energies using the SDR fit, for all the
impurity models studied in this work, empirically we
find it easy to distinguish between effective and non-
effective fits. Over the set of test systems studied in
this work, all X` matrices are of full rank in the case
of the best fits. On the other hand, when the SDR
method provides X` matrices of smaller rank, we are
able to change the initial guess and find a better fit
with full rank matrices, which reduces the error by
one order of magnitude. Hence the robustness of
the SDR fit is evidenced by the empirical realization
that all effective fits for a given hybridization func-
tion had numerically equal pole energies and bath
couplings. In other words, all initial parameters that
produced an effective fit, i.e. which maximized the
ranks of the X` matrices, resulted in the same pole
energies and couplings. It is this remarkable coinci-
dence which makes us confident, at least empirically,
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(a) Np = 2, fit error vs. initial pole energies.
The best fits have the darkest color.
(b) Np = 2, fit error vs. initial pole energies, linear inter-
polation. The best fits are colored black.
(c) Np = 3, fit error vs. initial pole energies. (d) Np = 3, fit error vs. initial pole energies, linear inter-
polation.
FIG. 2: Logarithm of the fitting error for a (3× 3) hybridization function using Np = 2 (panels 2a and 2b)
and Np = 3 (panels 2c and 2d) vs. the initial pole energies. Presented are results for over 1000 initial points
for each Np, with the initial poles being drawn randomly from a uniform distribution. We report both the
actual data as scatter plots and linearly interpolated heat maps. See text for details.
of the robustness of the method. To the best of our
knowledge, this property sets the SDR fit apart from
all other non-linear optimization methods used for
fitting of impurity models.
We exploited this property when choosing the ini-
tial set of pole energies for the input of the SDR fit.
Originally, we would choose random energies from
a normal distribution with average at negative the
chemical potential −µ. While this initial guess al-
most always results in an effective fit, for some ex-
amples, particularly with dense frequency grids or
with Np > 8 in Fig. 5a, this kind of initial guess
could lead to a poor fitting result. In these cases, we
chose initial pole energies symmetrically distributed
around zero in a spread from ±8 t. This always
achieves an effective fit. In each case where this
was necessary, we would test at least three differ-
ent such initial guesses to assure the robustness of
the fit parameters. We achieve an effective fit for
most of our practical initializations and ineffective
fits can be fixed easily with small modifications to
the initialization.
We illustrate this property in Fig. 2 and 3, and
in Table IV. In Fig. 2 we present the logarithmic
error of the fit for different values of initial poles
in Np = 2 (top) and Np = 3 (bottom), for over
1000 different initial poles uniformly distributed in
the [−10; 10]⊗Np . The data suggests that most of
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(a) Np = 2. (b) Np = 4.
FIG. 3: Logarithm of the fitting error for a (3 × 3) hybridization function using Np = 2 (left) and Np = 4
(right) vs. the effective bath size N effb. Presented are results for over 1000 initial points for each Np, with the
initial poles being drawn randomly from a uniform distribution. The color-code corresponds to the relative
occurrence of each (error, N effb ) pair. See text for details.
Np = 2 Np = 3 Np = 4
Nr. of samples 1184 1195 1469
Rate of Success 83% 88% (43% + 45%) 55%
max[σ(`)] 6e-6 5e-4 2e-4
TABLE IV: Statistical analysis of the robustness to
the initial pole energies for the SDR fit on a (3× 3)
cluster hybridization function. Reported are the
number of different initial conditions sampled, rep-
resented graphically in Fig. 2. The different initial
pole energies were drawn randomly from a uniform
distribution. The rate of success is defined as the
number of optimal fits divided by the number of
samples. The distribution of the errors for the non-
optimal fits are presented in Fig. 3. In the case of
Np = 3, there were two optimal sets of bath parame-
ters, occurring approximately with a 1:1 probability,
see text for details. The last row reports the maxi-
mal standard deviation of each of the pole energies
in the optimal fit parameters. This represents the
spread of the pole energies in the optimal fit param-
eters.
the initial guesses result in an optimal fit (the exact
proportion is given in Table IV). The initial guesses
that fail are those that have no spread in the energy
of the poles, i.e. they are concentrated in the corners
of the square (cubic) interval. In Fig. 3 we report the
logarithm of the final error vs the obtained effective
bath size Neffb for Np = 2, 4, also for over 1000 dif-
ferent initial poles each. The color-code corresponds
to the relative occurrence of each (error, N effb ) pair.
First, the optimal fit, significantly better than the
next best one, is obtained always with the maxi-
mal Neffb and the highest occurrence. While there
exist fits of maximal effective bath size and non op-
timal error, these occur less than 5% of the times.
For the Np = 2 case the optimal fit is found with
over 80% probability, in the Np = 4 case with 55%.
Thus, further increasing the number of poles prob-
ably makes randomly finding an effective starting
guess more difficult, but the results in Fig. 2 suggest
that an initial guess with some degree of spreading
between the pole energies will likely give a good re-
sult. Even if that were not the case, the efficient
timings already presented in Table III suggest that
it is always possible to perform some initial statis-
tics in the first DMFT iteration, trying several initial
pole energies in a reasonable time. This should be
enough to effectively find a good fit. Since in the
following iterations one can use the previous fit re-
sult as initial guess, the fit should be more likely to
converge to the optimal solution in those cases.
Table IV summarizes the statistics of the robust-
ness tests for Np = 2, 3 and 4. The rate of success,
defined as the ratio between the number of times the
optimal fitting parameters were found and the num-
ber of attempts, decreases drastically from Np = 3
to Np = 4, but is still reasonably high for a random
set of initial guesses. The most remarkable fact is
still the uniqueness of the optimal solution, as dis-
cussed in the previous paragraphs. All optimal fits
converge to the same pole energies, with minimal
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(2× 2) (3× 3)
Np Error Reduction Time [s] Error Reduction Time [s]
2 1.0 0.4 1.2 14
3 1.0 2 1.2 78
4 2.9 3 3.6 96
5 4.1 17 3.6 104
6 1.1 1 1.5 148
7 4.2 25 1.2 151
8 1.4 2 2.0 195
9 1.1 1 2.1 219
10 1.0 1 1.5 223
TABLE V: Error reduction (multiplicative improvement) and timing for optimizations using the SDR fit
and a consecutive BFGS step. The timings refer only to final BFGS optimization.
standard deviations as reported in Table IV. The
case with odd Np is an exception, in which there are
actually two optimal sets of pole energies. These
are approximately related to each other by a sign
change. Such a sign relation is the symmetry sug-
gested by the converged baths in Fig. 5 and 6, so
the existence of this pair of optimal fit parameters
for Np = 3 may well be an even-odd artifact rather
than an actual feature of the SDR fit.
4. Further optimization on top of SDR
We want to point out that the error achieved by
the SDR fit is not necesarily the global minimum,
in the sense that it can be improved further among
hybridization functions of the form of Eq. (9) with
a fixed number Nb = Np · Nc of baths. By simply
breaking the pole degeneracy, one can further reduce
the fitting error. After having performed an SDR
fit, the bath parameters obtained can then be used
as starting guesses for a further optimization proce-
dure, this time using all bath energies and couplings
as free parameters at the same time. We used the
BFGS algorithm and were able to improve the error
by a factor between 1 and 4 depending on the num-
ber of poles Np and the size of the cluster. Perform-
ing this gradient-based optimization on top of the
SDR increases the total fitting time by an amount
which depends on the number of baths and the clus-
ter size. We present the factor of error improvement
and timing for different fitting problems in Table V.
Considering the timings and factors of improve-
ment in Table V, it is not always advantageous to
perform the additional optimization, and one should
consider whether the small error reduction is worth
the computational cost. The degree to which the
pole energies spread out after a gradient-based step
is shown in Fig. 4 on the example of an SDR fit with
Np = 2 for a (3×3) hybridization function.
FIG. 4: Pole energies computed by the SDR fit for
a (3×3) cluster hybridization with Np = 2 before
(left) and after (right) an additional BFGS optimiza-
tion. Since the BFGS step does not maintain the
degenerate pole structure, instead using all bath en-
ergies and couplings independently and simultane-
ously, the pole energies spread. See text for details.
5. Pole energy convergence
In the previous subsections we have character-
ized in detail the important numerical properties of
the SDR fit, independently of its influence on the
full DMFT loop. Before describing how the SDR
fit can improve the DMFT iteration, there is a fi-
nal convergence property, of particular importance
to justify the bath truncation in Hamiltonian-based
DMFT, that we would like to address: the conver-
gence of the pole energies with respect to the number
of poles. To this end, in Fig. 5 we report the pole
energies for the (2×2) and (3×3) hybridizations as
a function of the number Np of poles used in the
SDR fit. (For simplicity, we only report even num-
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(a) (2×2) cluster. (b) (3×3) cluster.
FIG. 5: Pole energies resulting from the SDR fits for the (2×2) (left) and (3×3) (right) clusters for Np =
2, 4, 6, 8, 10. We see that the pole energies are fairly symmetric around zero energy and that the low energy
poles converge very quickly. See text for details.
bers of poles.) The pole energies seem to be sym-
metric around the zero energy for both the (2×2)
and (3×3) clusters for Np = 2, 4, 6. It should be
noted that this is not a constraint on the SDR fit
and that this symmetry is found numerically by the
method without imposing explicitly any symmetry
constraint. The“emergence” of other such symme-
tries during the DMFT loop with the SDR fit will
be discussed in detailed in the section III B.
Fig. 5 suggests that the low energy poles con-
verge quickly. By this we mean that adding extra
poles does not significantly alter the energies of the
previous ones. Effectively this means that that even
fits with relatively few poles can describe the low
energy properties of the embedded system and that
additional poles eventually only play a role for the
simulation of the high energy features. This fea-
ture is of great importance for Hamiltonian-based
implementations of DMFT, where a truncation of
the bath is necessary. The results in Fig. 5 effec-
tively corroborate the physical intuition that such a
bath truncation is a viable approximation when one
is only interested in describing the low energy fea-
tures of the model. It should be noted that these
are results for fits on a single hybridization function.
Physically, one would need to converge a full DMFT
calculation for each number of poles (each bath size)
and compare those converged pole energies to make
a definitive statement about the energy convergence
in the embedded model. We present such a study
in the following section, where the performance of
the SDR fit inside full cluster DMFT calculations is
presented in detail.
B. Performance in DMFT calculation
Having characterized the performance of the SDR
fit for impurity problems in detail, we now turn to
showing how its properties affect full cluster DMFT
calculations. There are four points that we would
like to stress here, beyond those already presented
in the previous section:
1. The pole energy convergence, which we have
demonstrated for a single hybridization fit,
translates into convergence of the bath ener-
gies of fully converged DMFT calculations, as
the number of poles is increased.
2. The SDR fitting procedure finds, up to a neg-
ligible numerical error, symmetries present in
the system without a need for imposing them.
3. Given a large enough number of poles, the
SDR fit result is largely unaffected by the
imaginary frequency range used to sample the
hybridization function.
4. Given its timing and flexibility, the SDR
fit works for both highly symmetric clusters
where a block-diagonalization of the hybridiza-
tion function is possible [27] and those clusters
where this is not feasible.
As in the previous section, all calculations pre-
sented here are based on a two-dimensional square-
lattice one-band Hubbard model at half-filling.
We now expound upon the advantage of the SDR
fit in DMFT for clusters of low symmetry. The cal-
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(a) (2×2) cluster. (b) (2×3) cluster.
(c) (2×4) cluster. (d) (1×6) cluster.
FIG. 6: Pole energies computed by the SDR fit for clusters of different size with Np = 2, 4, 6. These are
converged in cluster DMFT calculations at U / t = 8.
culations of the previous section treat highly sym-
metric clusters, in particular square clusters embed-
ded in the full square lattice. For these symmet-
ric clusters, one can usually block-diagonalize the
hybridization function, making the fitting problem
much easier [27, 28]. For less symmetric clusters,
however, this is not necessarily possible, and a flex-
ible and efficient fitting method like SDR is impor-
tant. To show that the SDR fit can handle lower-
symmetry clusters with the same ease as fully sym-
metric ones, we present in this section results from
DMFT calculations in (2×3), (2×4) and (1×6) clus-
ters of the two-dimensional square-lattice Hubbard
model at half-filling and U / t = 8. Being able to
treat a pseudo-one-dimensional cluster, or stripe,
like the (1×6) cluster opens up interesting avenues
of research, in light of the ongoing quest for stripe
order in the under doped Hubbard model [9, 56–58].
All converged bath parameters used to produce the
data in this section are collected in tables in the sup-
porting information.
1. Convergence of the bath energy
In the previous section we showed that, for a sin-
gle hybridization fit, the low energy baths converge
rapidly with increasing number of poles (see Fig. 5)
which is an important property for the bath trunca-
tion in Hamiltonian-based DMFT approaches. The
results presented in Fig. 5 originated from one single
hybridization fit, and were computed using numbers
of poles well beyond the capabilities of state-of-the-
art zero temperature impurity solvers. It is funda-
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mental to test the same convergence behavior when
considering fully converged cluster DMFT calcula-
tions for the bath sizes that can be handled. Fig. 6
shows the converged bath energies for different clus-
ter DMFT calculations on (2×2), (2×3), (2×4) and
(1×6) clusters with Np = 2, 4, 6. The initial guess
for the poles in the fits DMFT loop was chosen in
the same way described in section III A 3, i.e. by
choosing random pole energies centered around the
negative chemical potential −µ. For the subsequent
DMFT iterations, the previous pole energies were
used as initial guess. Numerical convergence of the
pole energies was obtained after 10 to 20 DMFT it-
erations.
The most apparent property is the near-perfect
symmetry of the bath energies around 0 in both
cases. This is not explicitly imposed in the SDR pro-
cedure and may be a consequence of the particle-hole
symmetry present in the one-band Hubbard model
at half filling. As a consequence, calculations with an
odd number of poles recovered one bath energy close
to zero. The authors have not observed this behavior
with other fitting methods, like the BOBYQA opti-
mization [54, 55]. Meanwhile, the conclusion from
the previous section still holds: the low-lying pole
energies converge rapidly as the number Np of poles
is increased. We have omitted the case of odd Np
since there are intrinsic even-odd disparities that do
not reflect the actual convergence properties of the
pole energies. While the impurity solver imposes a
strict limit on the total number of bath sites (in par-
ticular, preventing exploration beyond Np = 6), it
seems fair to say that the two lowest-lying pairs of
baths have converged their energies at Np = 6, and
probably adding further poles will only yield higher-
energy baths. The positive interpretation for the
validity of bath truncation schemes remains.
2. Emergence of symmetry
Imposing the symmetries present in the cluster
in the fitting process is a necessary step with most
currently employed optimization schemes. In such
schemes, this step both simplifies the fit and assures
that the right physical fixed point in the DMFT self-
consistent cycle is obtained [27, 28]. While it is pos-
sible to adopt these strategies when using the SDR
approach, we have observed that this is not neces-
sary since the bath couplings Vα,` computed using
the SDR fit already show symmetry, at least qual-
itatively. By this we mean that all symmetrically
equivalent cluster sites experience equivalent baths.
To illustrate this point, in Fig. 7 we report the ab-
solute value of the bath couplings for all cluster and
bath sites of a (2×2) cluster DMFT calculation with
24 baths (Np = 6) . In this figure, the (2×2) cluster
is represented by the (2×2) grid of subplots, each
subplot corresponding to one of the cluster sites.
The circles then correspond to the 24 baths, their
energies shown in their y-axis position and their ab-
solute value of the coupling |Vα,`| encoded in the
color map.
From Fig. 7 it becomes apparent that all four clus-
ter sites experience an equivalent bath. For each
given bath energy, the four cluster sites couple to
baths that present the same four absolute coupling
amplitudes, albeit in a different order depending on
the cluster site. This permutation is physically in-
consequential however, since the bath energies are
degenerate. The full coupling values Vα,` can dif-
fer by a sign, but it is only their amplitude square,
understood as a transition probability in a Fermi-
golden-rule argument, that bears physical meaning.
We want to stress that we do not explicitly impose
any symmetry constraint on the SDR fit and that
it arrives at this symmetric bath configuration auto-
matically. The only user-provided input is the initial
guess for the bath parameters for the first DMFT
iteration, which is chosen by drawing random num-
bers around the chemical potential µ for the pole en-
ergies and between 0 and 1 for the bath couplings.
For this initial bath guess, we do impose symme-
try by assigning the same bath couplings to sym-
metrically equivalent cluster sites. Nonetheless, this
aspect of the initial guess only enters via the compu-
tation of the Hamiltonian; the SDR uses a random
initial guess for the bath couplings. Furthermore,
the SDR procedure relaxes the symmetries of the
initial bath guess: the bath couplings to symmetri-
cally equivalent sites are not identical, but merely
equivalent up to the permutations as previously dis-
cussed and demonstrated in Fig. 7. We have not
observed such symmetry emergence from other fit-
ting methods like the BOBYQA algorithm.
Such behavior is not limited to the fully symmet-
ric (2×2) cluster, but in fact also holds for rectan-
gular clusters that do not enjoy all the symmetry of
the full square lattice. To demonstrate this, we re-
port in Fig. 8 the absolute values for the couplings
of a (2×3) cluster with 24 baths (Np = 4). Here,
an interesting thing occurs. From the full symmetry
group of a (2×3) slab, one would expect to only have
two symmetrically inequivalent sites: the four cor-
ners and the two center sites. This is due to the C2
axis and the two reflection planes perpendicular to
the cluster plane. This observation notwithstanding,
as can be seen in Fig. 8, the SDR fit seems to break
the reflection symmetries and identify three differ-
ent types of sites, leaving only the C2 perpendicular
rotation symmetry. The small number of poles may
cause the SDR routine to break the symmetry in
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FIG. 7: Absolute value of the bath couplings |Vα,`| for a (2×2) cluster DMFT calculation with 24 baths
(Np = 6). Each subplot corresponds to one site in the (2×2) cluster, the circles representing the different
bath sites. The energy of each bath site is represented on the y-axis, while the color encodes the absolute
value of the coupling |Vα,`| between the baths and the cluster sites.
order to improve the fit. It is plausible that increas-
ing the number of poles would remedy this loss of
symmetry, but the large number of bath degrees of
freedom that this analysis would need exceeds the
limitations of most impurity solvers.
3. Effect of the imaginary frequency grid
The fact that the DMFT self-consistency loop is
performed along the imaginary frequency axis has
both advantages and disadvantages. On the one
hand, it simplifies the calculations and fits, since
the Green’s function is smooth in this part of the
complex frequency space and decays as ∝ ∣∣ 1ω ∣∣. On
the other hand, it increases the difficulty of extract-
ing physical information contained in Green’s func-
tions. Indeed, the real-frequency physical details of
the system, e.g., the existence or absence of a gap,
are encoded close to the real axis, i.e., at small imag-
inary frequency values, and the long frequency tail
mainly includes information about sum rules. To un-
derstand this last point, it suffices to consider that
the Green’s function along the imaginary frequency
axis depends on its value on the real axis according
to
G(iωn) = − 1
pi
∫ ∞
−∞
dω
Im(G(ω))
iωn − ω . (23)
Sum rules are written as integrals over the full real
frequency axis, e.g., the relation
− 1
pi
∫ ∞
−∞
dω Im(G(ω)) = 1. (24)
This non-local information in frequency space is
stored across the entire imaginary frequency axis,
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FIG. 8: Absolute value of the bath couplings |Vα,`| for a (2×3) cluster DMFT calculation with 24 baths
(Np = 4). Each subplot corresponds to one site in the (2×3) cluster, the circles representing the different
bath sites. The energy of each bath site is represented on the y-axis, while the color encodes the absolute
value of the coupling |Vα,`| between the baths and the cluster sites.
and to recover it one needs to consider the large-
frequency regime as well as the low-frequency one.
This is manageable at finite temperature, where the
Green’s function is only defined on a finite set of
imaginary frequencies (the Matsubara frequencies).
However, at zero temperature, one needs in principle
the full positive imaginary frequency axis to get the
full physics, while on the real axis it usually suffices
to consider features close to a non-interacting Fermi
energy.
Maybe the most immediate and palpable con-
sequence for zero temperature Hamiltonian-based
DMFT calculations is the fact that the frequency
grid used for the fit can have a large impact on the
reliability of the results. How closely this grid ap-
proaches the real axis and how far into the high fre-
quency limit it extends can change the qualitative
behavior of the real-frequency results. Of course,
one cannot make the grid arbitrarily vast and dense,
since doing so increases the difficulty of the opti-
mization step. As a consequence, it requires a great
deal of physical intuition about the problem to de-
cide the limits and density of this frequency grid.
In some circumstances, it may even be preferable to
choose a dense grid, very close to the real axis but
ignoring the high frequency limit, to achieve satis-
factory results.
In a previous work [20], such behavior was ob-
served using the BOBYQA algorithm for the fit
in a series of (2×2) cluster DMFT calculations on
the two-dimensional square-lattice one-band Hub-
bard model at half-filling and U / t = 8, when in-
creasing the number of bath sites. In a series of clus-
ter DMFT calculations with 8, 12, 16 and 24 baths,
we observed a drastic change in the high frequency
“hole-bands” of the spectral weight when increasing
the number of baths from 12 to 16, and in turn to 24.
We argued that the drastic change was due to over-
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FIG. 9: Spectral weights for (2×2) cluster DMFT calculations on the square-lattice one-band Hubbard model
at half-filling with U / t = 8 and different numbers of baths. SDR fit performed using a linear imaginary
frequency grid with frequency cutoff at iωmax = 40 t.
fitting, in the sense that the BOBYQA algorithm
was reducing the cost function in Eq. (8) in the high
frequency tail at the expense of a poorer fit close to
the real axis. However, as discussed above, this is
where the details of the physics of the system are
encoded. After limiting the fitting frequency grid
to the immediate vicinity of the real axis, the dras-
tic change in the large bath limit disappears, and
thus we concluded that this change is not physical,
but rather an artifact of the fit. Here, we perform a
similar study using the SDR fit.
First, for comparison with the results obtained
in [20], we report in Fig. 9 the spectral weights
A(k, ω), defined as
A(k, ω) = − 1
pi
Im(Glatt(k, ω)), (25)
for the same (2×2) cluster DMFT calculations de-
scribed in the previous paragraph (i.e., using Np =
2, 3, 4, 6), using the customary linear frequency grid
of 50 points along the imaginary frequency axis from
iω = 0 t to iω = 40 t for the DMFT self-consistency.
Now Fig. 9 shows the same drastic change in the
high-frequency bands when changing from 12 to 16
baths as the one observed in [20]. However, this
change seems to be rectified in the 24 bath calcula-
tion. Before getting into this significant distinction
between the BOBYQA and SDR results, we want to
show explicitly that changing the frequency range
indeed gets rid of the strange behavior for the 16
baths (Np = 4) calculation.
In Fig. 10 we report the spectral weights for the
(2×2) cluster DMFT with 16 baths that result from
using different frequency grids in the fit. In partic-
ular we show a logarithmic grid of 50 points from
iω = 0.01 t to iω = 40 t (left panel) and two linear
grids of Matsubara frequencies ωn =
(2n+1)pi
β with
β = 600, with maximal frequencies of 10 t (center
panel) and 2 t (right panel). These three grids were
chosen to increase the relative weight of points close
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FIG. 10: Spectral weights for (2×2) cluster DMFT calculations with 16 baths (Np = 4) on the square-
lattice one-band Hubbard model at half-filling with U / t = 8. SDR fit performed using different imaginary
frequency grids (see text for details).
to the real frequency axis in the fit, by choosing ei-
ther the logarithmic spacing or a dense grid of points
with a hard cutoff at some small frequency. For ref-
erence, the imaginary part of the diagonal compo-
nent of the hybridization function along the imag-
inary frequency axis is shown for all these calcula-
tions in Fig. 11.
From Fig. 11 it appears that there is no differ-
ence between the hybridization functions between
the three grids (in fact, the average absolute differ-
ence between the two Matsubara grids for iω < 2 t is
approximately 2×10−4), and yet the real-axis prop-
erties show an appreciable difference (see Fig. 10).
The reason for this is as follows. Computing the hy-
bridization function with bath parameters obtained
from the fit which stops at iω = 2 t for imaginary
frequencies beyond iω = 2 t unveils significant differ-
ences between the hybridization functions (see inset
in Fig. 11). This implies that the high frequency
behavior of the hybridization function computed by
fitting the smallest of our frequency ranges is not
appropriately converged. Indeed, if one adds but
five points to the Matsubara frequency range ending
at iω = 2 t, these points equally distributed from
iω = 2 t to iω = 40 t, and performs a new DMFT cal-
culation starting from the “converged” parameters
of the small frequency range calculation, the bath
parameters rapidly change to improve the high fre-
quency hybridization function. These become equiv-
alent to those from the larger frequency range cal-
culation, or the logarithmic scale one, and the spec-
tral weights recover the structure in the left panel
of Fig. 10. This confirms the fact that to obtain the
right physical behavior with a moderate number of
baths, there is the need to choose the frequency grid
appropriately. This requires some a priori knowl-
edge of the solution, and it would be desirable that
such fine-tuning would not be necessary. In particu-
lar, the hope is that in the large bath limit this bias
of the frequency grid becomes unnecessary.
Here, the calculation with 24 baths (Np = 6)
shows that the SDR fit fulfills this expectation. The
spectral weights for the 24 bath calculation shown in
Fig. 9 (lower right panel) coincide with the 8 and 12
bath calculations, and with the 16 bath calculations
with accurately fit low frequency behavior (see right
panel of Fig. 10 and Fig. 12 for a comparison of the
spectral weights for all bath size with the 16 bath cal-
culation using the shorter frequency grid). This find-
ing suggests that the 24 bath calculation has fit the
low frequency behavior of the hybridization function
to the 10−4 accuracy mentioned above. Moreover,
the red curve in the inset of Fig. 11 shows the high
frequency behavior of the hybridization function as
computed with the converged bath parameters of the
24 bath calculation. Thus, it turns out that with 24
baths at its disposal, the SDR fit is capable of fitting
both the high and low frequency behaviors, recover-
ing the right physical behavior without any need for
contrived constraints on the frequency grid in the fit.
We have also performed a 24 bath calculation with
the logarithmic frequency scale and the Matsubara
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FIG. 11: Imaginary part of diagonal component of
the hybridization function ∆ along the imaginary
frequency axis for DMFT calculations on a (2×2)
cluster with 16 baths (Np = 4) and three different
frequency grids (see text for details) and with 24
baths (Np = 6). The fit with 24 baths was performed
on the linear grid with 50 points from iω / t = 0 to
iω / t = 40. The inset shows the same ∆, computed
in a dense grid in the high frequency range using the
bath parameters of the four different fits.
scale ending at iω = 2 t. The results did not change,
adding further support to our claim.
We now summarize the main points of this sub-
section. The physical disadvantages of fitting on
the imaginary frequency axis with a finite number
of baths raise the important and nontrivial issue of
deciding the frequency range for fitting. This choice
may influence whether the results of the DMFT cal-
culation are reliable and representative of the true
physics of the system. We have found that one way
to reach said physical results without relying on a
priori knowledge to pick the best frequency range is
to have a large number of baths and a corresponding
fit that is able to treat such large bath effectively and
in an unbiased way. We have shown that the SDR
fit fulfills these conditions with a moderate number
of poles (Np = 6), and that paired with state-of-the
art impurity solvers which can handle the large bath
limit (ASCI in this paper), it can reach the physical
set of bath parameters without choosing a tailored
frequency range.
IV. CONCLUSION
We have introduced an optimization method using
semi-definite relaxation for the hybridization fitting
step in the implementation of cluster DMFT. This
optimization routine offers a straightforward ap-
proach to extrapolations into the infinite bath limit
in Hamiltonian-based DMFT calculations. There
has been development of other approaches with the
same objective, notably an algorithm working di-
rectly on the real frequency axis [59] for single-site
DMFT calculations, combining orbital rotations in
the space of bath degrees of freedom with the substi-
tution of the fitting step by a purely linear-algebraic
calculation to treat hundreds of baths. There
have also been advances toward employing compact
Green’s function representations on the imaginary
frequency axis [60] to extrapolate to the infinite bath
limit in pure exact diagonalization DMFT.
Our method is conceptually simpler than these ap-
proaches, mainly implementing an optimization rou-
tine to treat the most general bath structure effec-
tively. We have shown that it is an efficient and sys-
tematically improvable method, outperforming stan-
dard optimization routines and able to deal with a
large number of bath parameters effectively. Fur-
thermore, it has several important properties moti-
vating its use in Hamiltonian-based cluster DMFT
calculations: empirical robustness with respect to
the initial guess, rapid convergence of low energy
poles, apparent recognition of system symmetries,
independence of the fitting frequency grid in the
large bath limit, and versatility in the treatment
of clusters with low symmetry. This method offers
a systematic, natural, and easy-to-use approach to
the fitting problem in DMFT, which despite its dif-
ficulty is perhaps the least-documented step in the
self-consistency cycle.
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FIG. 12: Spectral weights for (2×2) cluster DMFT calculations on the square-lattice one-band Hubbard
model at half-filling with U / t = 8 and different numbers of baths. SDR fit performed with a linear imaginary
frequency grid with frequency cutoff iωmax = 40 t for Nb = 8, 12, 24 and iωmax = 2 t for Nb = 16.
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SUPPORTING INFORMATION
Bath parameters for the results in Sec. 3.2
Here we report the converged DMFT parameters obtained with the SDR fit and used to produce the data
in section 3.2 of the main paper. These include fits for (2 × 2), (2 × 3), (2 × 4) and (1 × 6) cluster DMFT
simulations. All are performed on a 2d square lattice Hubbard model at half-filling and U /t = 8. The
impurity Hamiltonian follows
Himp = −t
∑
〈α,β〉,σ
c†α,σcβ,σ − µ
∑
α
nα + U
∑
α
nα,↑nα,↓ +
Nb∑
`=1
` d
†
`d` +
Nb∑
`=1
Nc∑
α=1
(
Vα,` d
†
`cα + h.c.
)
, (S1)
where t is the nearest-neighbor hopping, µ is the chemical potential, ` are the bath energies and V`,α
the bath-cluster couplings. At half-filling µ = U/2. The hopping amplitude t serves as our energy unit
throughout. Most of the fits were performed on a linear frequency grid of 50 points in the range iωn ∈ [0, 40 t].
The only exception are the Np = 4 cases, where a grid of Matsubara frequencies with β = 600 and cut-off
frequency of iωc = 2 t was used. See main text for details. For the (2×2) cluster and Np = 4 we provide
converged bath parameters for both grids, as well as a Matsubara grid with β = 600 and iωc = 10 t and a
logarithmic grid of 50 points in the interval iωn ∈ [0.01 t, 40 t]. These were used to make Fig. 10 and 11 in
the main paper. The numbering convention for the cluster sites is given in Fig. S1.
` V`,1 V`,2 V`,3 V`,4
-3.2237 -0.4009 0.4009 0.4009 -0.4009
-3.2237 0.4751 0.4894 -0.4894 -0.4751
-3.2237 0.4894 -0.4751 0.4751 -0.4894
-3.2237 0.5525 0.5525 0.5525 0.5525
3.2237 -0.4009 -0.4009 -0.4009 -0.4009
3.2237 -0.4868 0.4778 -0.4778 0.4868
3.2237 0.4778 0.4868 -0.4868 -0.4778
3.2237 0.5525 -0.5525 -0.5525 0.5525
TABLE S1: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 2. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
FIG. S1: Numbering convention for the cluster sites in the different clusters studied in this work. The
numbers correspond to the α index in the V`,α coupling terms.
25
` V`,1 V`,2 V`,3 V`,4
-3.3009 -0.3983 0.3983 0.3983 -0.3983
-3.3009 0.6773 0.0691 -0.0691 -0.6773
-3.3009 -0.0691 0.6773 -0.6773 0.0691
-3.3009 0.5526 0.5527 0.5527 0.5526
-0.0000 0.0790 0.0538 -0.0536 -0.0790
-0.0000 0.0537 -0.0790 0.0791 -0.0537
-0.0000 -0.0963 0.0095 0.0095 -0.0963
-0.0000 -0.0094 -0.0963 -0.0963 -0.0096
3.3009 -0.3983 -0.3983 -0.3983 -0.3983
3.3009 0.0723 -0.6770 0.6770 -0.0723
3.3009 0.6770 0.0723 -0.0723 -0.6770
3.3009 0.5527 -0.5526 -0.5526 0.5527
TABLE S2: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 3. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
` V`,1 V`,2 V`,3 V`,4
-3.3418 -0.3142 0.3142 0.3142 -0.3142
-3.3418 0.0148 0.5700 -0.5700 -0.0148
-3.3418 0.5700 -0.0148 0.0148 -0.5700
-3.3418 0.4761 0.4761 0.4761 0.4761
-1.5618 -0.1790 0.1791 0.1790 -0.1790
-1.5618 0.2618 0.0864 -0.0864 -0.2618
-1.5618 -0.0864 0.2618 -0.2618 0.0864
-1.5618 0.2123 0.2123 0.2123 0.2123
1.5618 -0.1790 -0.1790 -0.1790 -0.1790
1.5618 0.2539 -0.1075 0.1075 -0.2539
1.5618 -0.1075 -0.2539 0.2539 0.1075
1.5618 0.2123 -0.2123 -0.2123 0.2123
3.3418 0.3142 0.3142 0.3142 0.3142
3.3418 -0.1675 -0.5450 0.5450 0.1675
3.3418 -0.5450 0.1675 -0.1675 0.5450
3.3418 0.4761 -0.4761 -0.4761 0.4761
TABLE S3: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 4. These were obtained with a Matsubara frequency
grid with β = 600 and cut-off frequency iωc = 2 t.
26
` V`,1 V`,2 V`,3 V`,4
-5.0614 0.3333 -0.3333 -0.3332 0.3333
-5.0614 0.4480 -0.3433 0.3433 -0.4480
-5.0614 -0.3433 -0.4480 0.4480 0.3433
-5.0614 0.4529 0.4529 0.4529 0.4529
-1.9679 -0.2477 0.2477 0.2477 -0.2477
-1.9679 0.2693 0.3249 -0.3249 -0.2693
-1.9679 0.3249 -0.2693 0.2693 -0.3249
-1.9679 0.3446 0.3446 0.3446 0.3446
1.9685 -0.2478 -0.2478 -0.2478 -0.2478
1.9685 -0.3452 0.2430 -0.2430 0.3452
1.9685 0.2430 0.3452 -0.3452 -0.2430
1.9685 0.3447 -0.3447 -0.3447 0.3447
5.0623 0.3332 0.3332 0.3332 0.3332
5.0623 -0.2390 -0.5112 0.5112 0.2390
5.0623 -0.5112 0.2390 -0.2390 0.5112
5.0623 0.4529 -0.4529 -0.4529 0.4529
TABLE S4: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 4. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
` V`,1 V`,2 V`,3 V`,4
-4.7209 -0.3356 0.3356 0.3356 -0.3356
-4.7209 -0.4121 0.4124 -0.4124 0.4121
-4.7209 -0.4124 -0.4121 0.4121 0.4124
-4.7209 0.4742 0.4742 0.4742 0.4742
-1.8420 -0.2350 0.2350 0.2350 -0.2350
-1.8420 -0.2757 -0.2736 0.2736 0.2757
-1.8420 0.2736 -0.2757 0.2757 -0.2736
-1.8420 0.3125 0.3125 0.3125 0.3125
1.8420 -0.2350 -0.2350 -0.2350 -0.2350
1.8420 0.2699 -0.2793 0.2793 -0.2699
1.8420 0.2793 0.2699 -0.2699 -0.2793
1.8420 0.3125 -0.3125 -0.3125 0.3125
4.7209 0.3356 0.3356 0.3356 0.3356
4.7209 -0.4276 -0.3963 0.3963 0.4276
4.7209 0.3963 -0.4276 0.4276 -0.3963
4.7209 0.4742 -0.4742 -0.4742 0.4742
TABLE S5: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 4. These were obtained with a logarithmic frequency
grid of 50 points in the interval iωn ∈ [0.01 t, 40 t].
27
` V`,1 V`,2 V`,3 V`,4
-4.5944 -0.3399 0.3399 0.3399 -0.3399
-4.5944 -0.3998 0.4244 -0.4244 0.3998
-4.5944 -0.4244 -0.3998 0.3998 0.4244
-4.5944 0.4711 0.4711 0.4711 0.4711
-1.8332 -0.2266 0.2266 0.2266 -0.2266
-1.8332 -0.2728 -0.2663 0.2663 0.2728
-1.8332 0.2663 -0.2728 0.2728 -0.2663
-1.8332 0.3099 0.3099 0.3099 0.3099
1.8332 -0.2266 -0.2266 -0.2266 -0.2266
1.8332 -0.2711 0.2679 -0.2679 0.2711
1.8332 0.2679 0.2711 -0.2711 -0.2679
1.8332 0.3099 -0.3099 -0.3099 0.3099
4.5944 0.3399 0.3399 0.3399 0.3399
4.5944 -0.4002 -0.4240 0.4240 0.4002
4.5944 -0.4240 0.4002 -0.4002 0.4240
4.5944 0.4711 -0.4711 -0.4711 0.4711
TABLE S6: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 4. These were obtained with a Matsubara frequency
grid with β = 600 and cut-off frequency iωc = 10 t.
` V`,1 V`,2 V`,3 V`,4
-6.4988 0.2714 -0.2714 -0.2714 0.2714
-6.4988 0.2971 0.2609 -0.2609 -0.2971
-6.4988 -0.2609 0.2971 -0.2972 0.2609
-6.4988 0.2872 0.2872 0.2872 0.2872
-3.5644 -0.2405 0.2405 0.2405 -0.2405
-3.5644 -0.3278 0.3563 -0.3563 0.3278
-3.5644 -0.3563 -0.3278 0.3278 0.3563
-3.5644 0.4178 0.4178 0.4178 0.4178
-1.6967 -0.2120 0.2120 0.2120 -0.2120
-1.6967 -0.2383 -0.2290 0.2290 0.2383
-1.6967 0.2290 -0.2383 0.2383 -0.2290
-1.6967 0.2576 0.2576 0.2576 0.2576
1.6972 -0.2120 -0.2120 -0.2121 -0.2120
1.6972 0.2141 -0.2519 0.2519 -0.2141
1.6972 0.2519 0.2141 -0.2141 -0.2519
1.6972 0.2577 -0.2577 -0.2577 0.2577
3.5650 0.2404 0.2404 0.2404 0.2404
3.5650 -0.4604 -0.1495 0.1495 0.4604
3.5650 0.1495 -0.4604 0.4604 -0.1495
3.5650 0.4177 -0.4177 -0.4177 0.4177
6.4987 0.2714 0.2714 0.2714 0.2714
6.4987 -0.0384 -0.3935 0.3935 0.0384
6.4987 -0.3935 0.0384 -0.0384 0.3935
6.4987 0.2872 -0.2872 -0.2872 0.2872
TABLE S7: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×2) cluster with Np = 6. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
28
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-3.1463 0.0477 -0.1391 0.4342 0.4342 -0.1391 0.0477
-3.1463 -0.0370 0.1390 0.4366 -0.4366 -0.1390 0.0370
-3.1463 -0.4657 0.3830 -0.1613 0.1613 -0.3830 0.4657
-3.1463 0.4776 -0.3823 -0.1750 -0.1750 -0.3823 0.4776
-3.1463 0.4808 0.5449 0.1218 0.1218 0.5449 0.4808
-3.1463 -0.4940 -0.5451 0.1316 -0.1316 0.5451 0.4940
3.1515 -0.0611 -0.1431 -0.4301 -0.4301 -0.1431 -0.0611
3.1515 -0.0279 -0.1351 0.4399 -0.4399 0.1351 0.0279
3.1515 -0.4620 -0.3802 0.1921 0.1921 -0.3802 -0.4620
3.1515 -0.4765 -0.3883 -0.1495 0.1495 0.3883 0.4765
3.1515 -0.4837 0.5413 0.1357 -0.1357 -0.5413 0.4837
3.1515 0.4953 -0.5458 0.1112 0.1112 -0.5458 0.4953
TABLE S8: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×3) cluster with Np = 2. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-3.3942 0.0604 -0.1295 -0.3564 0.3564 0.1295 -0.0604
-3.3942 0.0377 -0.1328 0.3607 0.3607 -0.1328 0.0377
-3.3942 0.3824 -0.3023 -0.1512 -0.1512 -0.3023 0.3824
-3.3942 0.4018 -0.3012 0.1776 -0.1776 0.3012 -0.4018
-3.3942 0.3876 0.4577 -0.1006 0.1006 -0.4577 -0.3876
-3.3942 0.4117 0.4580 0.1255 0.1255 0.4580 0.4117
-1.6540 0.0393 -0.0526 0.1822 0.1822 -0.0526 0.0393
-1.6540 0.0263 0.0394 0.1911 -0.1911 -0.0394 -0.0263
-1.6540 -0.1794 0.1720 -0.0107 0.0107 -0.1720 0.1794
-1.6540 -0.2531 0.1319 0.0927 0.0927 0.1319 -0.2531
-1.6540 -0.1534 -0.2640 -0.0431 -0.0431 -0.2640 -0.1534
-1.6540 -0.2413 -0.2465 0.0840 -0.0840 0.2465 0.2413
1.6943 -0.0616 -0.0659 -0.1737 -0.1737 -0.0659 -0.0616
1.6943 0.0272 -0.0354 0.2017 -0.2017 0.0354 -0.0272
1.6943 -0.1697 -0.1684 0.1241 0.1241 -0.1684 -0.1697
1.6943 -0.2074 -0.2112 -0.0091 0.0091 0.2112 0.2074
1.6943 -0.2280 0.2210 0.0696 -0.0696 -0.2210 0.2280
1.6943 0.2578 -0.2557 0.0055 0.0055 -0.2557 0.2578
3.4497 0.0607 0.1445 -0.3420 0.3420 -0.1445 -0.0607
3.4497 -0.0307 -0.1374 -0.3538 -0.3538 -0.1374 -0.0307
3.4497 0.3911 0.2811 0.1882 -0.1882 -0.2811 -0.3911
3.4497 0.4203 0.2821 -0.1461 -0.1461 0.2821 0.4203
3.4497 0.3609 -0.4611 0.1478 0.1478 -0.4611 0.3609
3.4497 -0.3947 0.4646 0.1261 -0.1261 -0.4646 0.3947
TABLE S9: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×3) cluster with Np = 4. These were obtained with a Matsubara frequency
grid with β = 600 and cut-off frequency iωc = 2 t.
29
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-6.6130 -0.0074 0.0250 0.2519 -0.2519 -0.0250 0.0074
-6.6130 -0.0098 -0.0214 0.2524 0.2524 -0.0214 -0.0098
-6.6130 -0.2623 0.2680 0.0125 0.0125 0.2680 -0.2623
-6.6130 -0.2602 0.2880 -0.0361 0.0361 -0.2880 0.2602
-6.6130 -0.2921 -0.2617 0.0174 -0.0174 0.2617 0.2921
-6.6130 0.2870 0.2793 0.0349 0.0349 0.2793 0.2870
-3.6121 0.0711 -0.1254 -0.2763 0.2763 0.1254 -0.0711
-3.6121 0.0438 -0.1309 0.2859 0.2859 -0.1309 0.0438
-3.6121 0.3104 -0.2336 -0.1546 -0.1546 -0.2336 0.3104
-3.6121 0.3278 -0.2337 0.1904 -0.1904 0.2337 -0.3278
-3.6121 0.3265 0.3842 -0.0905 0.0905 -0.3842 -0.3265
-3.6121 0.3527 0.3871 0.1232 0.1232 0.3871 0.3527
-1.8081 -0.0443 0.0658 -0.2225 -0.2225 0.0658 -0.0443
-1.8081 -0.0223 -0.0535 -0.2330 0.2330 0.0535 0.0223
-1.8081 -0.2231 0.2047 -0.0256 0.0256 -0.2047 0.2231
-1.8081 -0.2841 0.1772 0.1090 0.1090 0.1772 -0.2841
-1.8081 -0.2081 -0.3037 -0.0485 -0.0485 -0.3037 -0.2081
-1.8081 -0.2792 -0.2924 0.0938 -0.0938 0.2924 0.2792
1.8180 -0.0649 -0.0738 -0.2085 -0.2085 -0.0738 -0.0649
1.8180 0.0252 -0.0448 0.2344 -0.2344 0.0448 -0.0252
1.8180 -0.2043 -0.1952 0.1326 0.1326 -0.1952 -0.2043
1.8180 -0.2466 -0.2299 -0.0174 0.0174 0.2299 0.2466
1.8180 -0.2516 0.2640 0.0775 -0.0775 -0.2640 0.2516
1.8180 0.2863 -0.2903 0.0137 0.0137 -0.2903 0.2863
3.5287 0.0614 0.1393 -0.2607 0.2607 -0.1393 -0.0614
3.5287 -0.0446 -0.1356 -0.2696 -0.2696 -0.1356 -0.0446
3.5287 0.3187 0.2045 0.1843 -0.1843 -0.2045 -0.3187
3.5287 0.3490 0.1994 -0.1580 -0.1580 0.1994 0.3490
3.5287 0.2881 -0.3875 0.1473 0.1473 -0.3875 0.2881
3.5287 -0.3269 0.3907 0.1318 -0.1318 -0.3907 0.3269
6.4752 0.0284 0.0219 -0.2572 0.2572 -0.0219 -0.0284
6.4752 0.0239 -0.0175 -0.2585 -0.2585 -0.0175 0.0239
6.4752 0.2580 0.2836 0.0527 -0.0527 -0.2836 -0.2580
6.4752 -0.2486 -0.3142 -0.0018 -0.0018 -0.3142 -0.2486
6.4752 -0.3214 0.2545 -0.0469 -0.0469 0.2545 -0.3214
6.4752 -0.3090 0.2830 -0.0101 0.0101 -0.2830 0.3090
TABLE S10: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×3) cluster with Np = 6. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
30
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6 V`,7 V`,8
-3.1946 -0.1226 0.1212 0.2818 -0.3135 -0.3135 0.2818 0.1212 -0.1226
-3.1946 0.1031 -0.0985 -0.3383 0.2853 -0.2853 0.3383 0.0985 -0.1031
-3.1946 0.0696 0.0727 -0.2959 -0.3509 0.3509 0.2959 -0.0727 -0.0696
-3.1946 -0.0543 -0.0539 0.3475 0.3128 0.3128 0.3475 -0.0539 -0.0543
-3.1946 0.4224 -0.4248 0.1454 -0.1269 0.1269 -0.1454 0.4248 -0.4224
-3.1946 0.4190 -0.4214 0.1626 -0.1806 -0.1806 0.1626 -0.4214 0.4190
-3.1946 0.5209 0.5193 0.0910 0.0788 0.0788 0.0910 0.5193 0.5209
-3.1946 -0.5206 -0.5191 -0.1083 -0.1194 0.1194 0.1083 0.5191 0.5206
3.1946 -0.1226 -0.1212 -0.2817 -0.3135 -0.3135 -0.2817 -0.1212 -0.1226
3.1946 0.1031 0.0985 0.3381 0.2855 -0.2855 -0.3381 -0.0985 -0.1031
3.1946 0.0696 -0.0727 0.2961 -0.3508 0.3508 -0.2961 0.0727 -0.0696
3.1946 -0.0543 0.0539 -0.3476 0.3127 0.3127 -0.3476 0.0539 -0.0543
3.1946 0.4224 0.4248 -0.1454 -0.1269 0.1269 0.1454 -0.4248 -0.4224
3.1946 0.4190 0.4214 -0.1626 -0.1806 -0.1806 -0.1626 0.4214 0.4190
3.1946 0.5209 -0.5194 -0.0910 0.0788 0.0788 -0.0910 -0.5194 0.5209
3.1946 -0.5206 0.5191 0.1083 -0.1194 0.1194 -0.1083 -0.5191 0.5206
TABLE S11: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×4) cluster with Np = 2. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
31
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6 V`,7 V`,8
-3.4661 -0.0753 0.0853 0.2243 -0.2255 -0.2255 0.2243 0.0853 -0.0753
-3.4661 0.0322 0.0616 -0.2349 -0.2497 0.2497 0.2349 -0.0616 -0.0322
-3.4661 -0.2180 0.2006 0.2150 -0.1808 0.1808 -0.2150 -0.2006 0.2180
-3.4661 -0.1744 -0.1331 0.2768 0.2831 0.2831 0.2768 -0.1331 -0.1744
-3.4661 0.3329 -0.3557 0.1438 -0.1028 -0.1028 0.1438 -0.3557 0.3329
-3.4661 0.2581 -0.2903 0.2793 -0.3010 0.3010 -0.2793 0.2903 -0.2581
-3.4661 0.4291 0.4141 0.1012 0.0624 -0.0624 -0.1012 -0.4141 -0.4291
-3.4661 0.3888 0.3834 0.2051 0.2192 0.2192 0.2051 0.3834 0.3888
-1.9316 -0.0465 0.0237 0.0525 -0.1189 -0.1189 0.0525 0.0237 -0.0465
-1.9316 0.0465 0.0008 -0.0376 -0.1319 0.1319 0.0376 -0.0008 -0.0465
-1.9316 0.0162 -0.0326 0.1643 -0.0413 0.0413 -0.1643 0.0326 -0.0162
-1.9316 -0.0133 -0.0215 -0.1604 -0.0699 -0.0699 -0.1604 -0.0215 -0.0133
-1.9316 -0.1787 0.2243 -0.0546 0.0905 0.0905 -0.0546 0.2243 -0.1787
-1.9316 -0.1815 0.2345 0.0454 -0.0755 0.0755 -0.0454 -0.2345 0.1815
-1.9316 -0.2731 -0.2312 -0.0407 -0.0860 0.0860 0.0407 0.2312 0.2731
-1.9316 0.2761 0.2423 -0.0247 -0.0704 -0.0704 -0.0247 0.2423 0.2761
1.9318 -0.0465 -0.0237 -0.0525 -0.1189 -0.1189 -0.0525 -0.0237 -0.0465
1.9318 0.0465 -0.0008 0.0377 -0.1319 0.1319 -0.0377 0.0008 -0.0465
1.9318 0.0162 0.0326 -0.1642 -0.0414 0.0414 0.1642 -0.0326 -0.0162
1.9318 -0.0134 0.0215 0.1604 -0.0699 -0.0699 0.1604 0.0215 -0.0134
1.9318 -0.1787 -0.2244 0.0546 0.0905 0.0905 0.0546 -0.2244 -0.1787
1.9318 -0.1814 -0.2345 -0.0454 -0.0754 0.0754 0.0454 0.2345 0.1814
1.9318 -0.2732 0.2312 0.0406 -0.0860 0.0860 -0.0406 -0.2312 0.2732
1.9318 0.2762 -0.2422 0.0247 -0.0705 -0.0705 0.0247 -0.2422 0.2762
3.4663 0.0754 0.0853 0.2243 0.2255 0.2255 0.2243 0.0853 0.0754
3.4663 0.0322 -0.0616 0.2349 -0.2497 0.2497 -0.2349 0.0616 -0.0322
3.4663 0.2181 0.2006 0.2150 0.1808 -0.1808 -0.2150 -0.2006 -0.2181
3.4663 0.1745 -0.1330 0.2767 -0.2831 -0.2831 0.2767 -0.1330 0.1745
3.4663 -0.3328 -0.3557 0.1439 0.1027 0.1027 0.1439 -0.3557 -0.3328
3.4663 -0.2581 -0.2902 0.2793 0.3010 -0.3010 -0.2793 0.2902 0.2581
3.4663 -0.4290 0.4142 0.1012 -0.0624 0.0624 -0.1012 -0.4142 0.4290
3.4663 0.3888 -0.3834 -0.2052 0.2192 0.2192 -0.2052 -0.3834 0.3888
TABLE S12: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×4) cluster with Np = 4. These were obtained with a Matsubara frequency
grid with β = 600 and cut-off frequency iωc = 2 t.
32
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6 V`,7 V`,8
-6.1207 -0.0038 0.0083 -0.1689 -0.1769 0.1769 0.1689 -0.0083 0.0038
-6.1207 -0.0041 -0.0056 -0.1698 0.1762 0.1762 -0.1698 -0.0056 -0.0041
-6.1207 -0.0534 0.0376 0.2101 -0.1977 0.1977 -0.2101 -0.0376 0.0534
-6.1207 -0.0477 -0.0269 0.2116 0.2020 0.2020 0.2116 -0.0269 -0.0477
-6.1207 -0.2898 0.3098 -0.0151 -0.0114 -0.0114 -0.0151 0.3098 -0.2898
-6.1207 0.2406 -0.3590 0.0552 -0.0747 0.0747 -0.0552 0.3590 -0.2406
-6.1207 0.3667 0.2545 0.0271 -0.0218 0.0218 -0.0271 -0.2545 -0.3667
-6.1207 0.3305 0.3141 0.0508 0.0666 0.0666 0.0508 0.3141 0.3305
-3.2635 -0.0775 0.0932 0.1540 -0.1558 -0.1558 0.1540 0.0932 -0.0775
-3.2635 0.1282 -0.1534 -0.0135 0.1621 -0.1621 0.0135 0.1534 -0.1282
-3.2635 0.1093 -0.0221 -0.2236 -0.1260 0.1260 0.2236 0.0221 -0.1093
-3.2635 0.1895 0.1160 -0.1725 -0.1955 -0.1955 -0.1725 0.1160 0.1895
-3.2635 -0.2128 0.2686 -0.1676 0.1010 0.1010 -0.1676 0.2686 -0.2128
-3.2635 -0.0792 0.2671 -0.2318 0.2961 -0.2961 0.2318 -0.2671 0.0792
-3.2635 -0.3642 -0.2700 -0.1621 0.0192 -0.0192 0.1621 0.2700 0.3642
-3.2635 0.2823 0.2711 0.2207 0.2398 0.2398 0.2207 0.2711 0.2823
-2.0283 -0.0558 0.0241 0.0519 -0.1476 -0.1476 0.0519 0.0241 -0.0558
-2.0283 0.0560 -0.0014 -0.0312 -0.1570 0.1570 0.0312 0.0014 -0.0560
-2.0283 0.0139 -0.0367 0.1923 -0.0329 0.0329 -0.1923 0.0367 -0.0139
-2.0283 0.0125 0.0262 0.1890 0.0661 0.0661 0.1890 0.0262 0.0125
-2.0283 -0.1986 0.2569 -0.0565 0.0972 0.0972 -0.0565 0.2569 -0.1986
-2.0283 -0.1990 0.2713 0.0519 -0.0836 0.0836 -0.0519 -0.2713 0.1990
-2.0283 -0.3065 -0.2471 -0.0420 -0.0987 0.0987 0.0420 0.2471 0.3065
-2.0283 0.3072 0.2627 -0.0279 -0.0829 -0.0829 -0.0279 0.2627 0.3072
2.0289 -0.0558 -0.0243 -0.0525 -0.1476 -0.1476 -0.0525 -0.0243 -0.0558
2.0289 0.0560 0.0012 0.0319 -0.1572 0.1572 -0.0319 -0.0012 -0.0560
2.0289 0.0142 0.0368 -0.1924 -0.0338 0.0338 0.1924 -0.0368 -0.0142
2.0289 0.0127 -0.0261 -0.1892 0.0668 0.0668 -0.1892 -0.0261 0.0127
2.0289 -0.1988 -0.2570 0.0565 0.0974 0.0974 0.0565 -0.2570 -0.1988
2.0289 -0.1992 -0.2714 -0.0518 -0.0837 0.0837 0.0518 0.2714 0.1992
2.0289 -0.3066 0.2475 0.0420 -0.0988 0.0988 -0.0420 -0.2475 0.3066
2.0289 0.3073 -0.2630 0.0278 -0.0829 -0.0829 0.0278 -0.2630 0.3073
3.2663 -0.0775 -0.0932 -0.1540 -0.1558 -0.1558 -0.1540 -0.0932 -0.0775
3.2663 0.1282 0.1533 0.0134 0.1622 -0.1622 -0.0134 -0.1533 -0.1282
3.2663 0.1093 0.0222 0.2237 -0.1259 0.1259 -0.2237 -0.0222 -0.1093
3.2663 0.1896 -0.1160 0.1725 -0.1954 -0.1954 0.1725 -0.1160 0.1896
3.2663 -0.2128 -0.2687 0.1675 0.1009 0.1009 0.1675 -0.2687 -0.2128
3.2663 -0.0782 -0.2680 0.2314 0.2960 -0.2960 -0.2314 0.2680 0.0782
3.2663 -0.3645 0.2692 0.1628 0.0202 -0.0202 -0.1628 -0.2692 0.3645
3.2663 0.2823 -0.2710 -0.2207 0.2399 0.2399 -0.2207 -0.2710 0.2823
6.1230 -0.0038 -0.0083 0.1688 -0.1768 0.1768 -0.1688 0.0083 0.0038
6.1230 -0.0041 0.0055 0.1697 0.1761 0.1761 0.1697 0.0055 -0.0041
6.1230 -0.0532 -0.0375 -0.2099 -0.1975 0.1975 0.2099 0.0375 0.0532
6.1230 -0.0475 0.0267 -0.2114 0.2018 0.2018 -0.2114 0.0267 -0.0475
6.1230 -0.2897 -0.3096 0.0150 -0.0115 -0.0115 0.0150 -0.3096 -0.2897
6.1230 0.2402 0.3590 -0.0549 -0.0744 0.0744 0.0549 -0.3590 -0.2402
6.1230 0.3667 -0.2539 -0.0270 -0.0218 0.0218 0.0270 0.2539 -0.3667
6.1230 0.3302 -0.3139 -0.0507 0.0663 0.0663 -0.0507 -0.3139 0.3302
TABLE S13: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (2×4) cluster with Np = 6. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
33
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-3.0845 -0.0911 0.2437 -0.3632 0.3632 -0.2437 0.0911
-3.0845 0.2508 -0.4635 0.1729 0.1729 -0.4635 0.2508
-3.0845 0.3327 -0.4287 -0.3711 0.3711 0.4287 -0.3327
-3.0845 0.1917 -0.1841 -0.7716 -0.7716 -0.1841 0.1917
-3.0845 0.7695 0.4479 0.0843 0.0843 0.4479 0.7695
-3.0845 0.7524 0.4727 0.1284 -0.1284 -0.4727 -0.7524
3.0845 -0.0911 -0.2437 -0.3632 -0.3632 -0.2437 -0.0911
3.0845 0.2508 0.4635 0.1729 -0.1729 -0.4635 -0.2508
3.0845 0.3327 0.4287 -0.3711 -0.3711 0.4287 0.3327
3.0845 0.1917 0.1841 -0.7716 0.7716 -0.1841 -0.1917
3.0845 -0.7695 0.4479 -0.0843 0.0843 -0.4479 0.7695
3.0845 0.7524 -0.4727 0.1284 0.1284 -0.4727 0.7524
TABLE S14: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (1×6) cluster with Np = 2. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-3.1598 0.0920 -0.2151 0.3126 -0.3126 0.2151 -0.0920
-3.1598 -0.2544 0.3830 -0.1492 -0.1492 0.3830 -0.2544
-3.1598 -0.3702 0.2711 0.2955 -0.2955 -0.2711 0.3702
-3.1598 0.4890 0.1571 -0.4304 -0.4304 0.1571 0.4890
-3.1598 -0.5331 -0.5138 -0.1965 0.1965 0.5138 0.5331
-3.1598 0.3478 0.4488 0.5588 0.5588 0.4488 0.3478
-1.4543 0.0164 -0.0414 0.0530 -0.0530 0.0414 -0.0164
-1.4543 -0.0230 0.1180 0.0440 0.0440 0.1180 -0.0230
-1.4543 -0.1007 0.0417 -0.1646 -0.1646 0.0417 -0.1007
-1.4543 0.0359 -0.1681 -0.1424 0.1424 0.1681 -0.0359
-1.4543 -0.3515 -0.1007 0.0302 -0.0302 0.1007 0.3515
-1.4543 0.3498 0.1353 -0.1798 -0.1798 0.1353 0.3498
1.4545 0.0164 0.0414 0.0530 0.0530 0.0414 0.0164
1.4545 -0.0230 -0.1180 0.0440 -0.0440 0.1180 0.0230
1.4545 -0.1007 -0.0417 -0.1646 0.1646 0.0417 0.1007
1.4545 -0.0359 -0.1681 0.1424 0.1424 -0.1681 -0.0359
1.4545 0.3516 -0.1007 -0.0302 -0.0302 -0.1007 0.3516
1.4545 -0.3498 0.1353 0.1798 -0.1798 -0.1353 0.3498
3.1599 -0.0920 -0.2151 -0.3126 -0.3126 -0.2151 -0.0920
3.1599 -0.2544 -0.3830 -0.1492 0.1492 0.3830 0.2544
3.1599 0.3702 0.2710 -0.2955 -0.2955 0.2710 0.3702
3.1599 -0.4890 0.1571 0.4304 -0.4304 -0.1571 0.4890
3.1599 0.5331 -0.5138 0.1965 0.1965 -0.5138 0.5331
3.1599 -0.3478 0.4488 -0.5589 0.5589 -0.4488 0.3478
TABLE S15: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (1×6) cluster with Np = 4. These were obtained with a Matsubara frequency
grid with β = 600 and cut-off frequency iωc = 2 t.
34
` V`,1 V`,2 V`,3 V`,4 V`,5 V`,6
-6.0606 -0.0106 -0.2544 0.2430 0.2430 -0.2544 -0.0106
-6.0606 0.0001 0.2580 -0.2824 0.2824 -0.2580 -0.0001
-6.0606 -0.0279 0.3157 0.2884 -0.2884 -0.3157 0.0279
-6.0606 -0.1236 0.3260 0.3359 0.3359 0.3260 -0.1236
-6.0606 0.5724 0.0275 0.0254 -0.0254 -0.0275 -0.5724
-6.0606 0.5607 0.0902 0.1189 0.1189 0.0902 0.5607
-3.0346 0.0862 -0.1539 0.2256 -0.2256 0.1539 -0.0862
-3.0346 -0.2267 0.2654 -0.0821 -0.0821 0.2654 -0.2267
-3.0346 -0.2831 0.1814 0.2319 -0.2319 -0.1814 0.2831
-3.0346 0.3887 0.2201 -0.3617 -0.3617 0.2201 0.3887
-3.0346 -0.4388 -0.4802 -0.1601 0.1601 0.4802 0.4388
-3.0346 0.2653 0.3880 0.5212 0.5212 0.3880 0.2653
-1.5552 -0.0236 0.0639 -0.0766 0.0766 -0.0639 0.0236
-1.5552 0.0161 -0.1401 -0.0702 -0.0702 -0.1401 0.0161
-1.5552 -0.1187 0.0726 -0.1720 -0.1720 0.0726 -0.1187
-1.5552 -0.0358 0.1907 0.1703 -0.1703 -0.1907 0.0358
-1.5552 -0.3716 -0.0987 0.0324 -0.0324 0.0987 0.3716
-1.5552 0.3674 0.1398 -0.1945 -0.1945 0.1398 0.3674
1.5555 0.0237 0.0640 0.0766 0.0766 0.0640 0.0237
1.5555 0.0161 0.1401 -0.0702 0.0702 -0.1401 -0.0161
1.5555 0.1187 0.0726 0.1720 -0.1720 -0.0726 -0.1187
1.5555 0.0359 0.1907 -0.1703 -0.1703 0.1907 0.0359
1.5555 0.3716 -0.0987 -0.0323 -0.0323 -0.0987 0.3716
1.5555 -0.3674 0.1398 0.1945 -0.1945 -0.1398 0.3674
3.0348 -0.0862 -0.1539 -0.2256 -0.2256 -0.1539 -0.0862
3.0348 -0.2267 -0.2654 -0.0821 0.0821 0.2654 0.2267
3.0348 0.2831 0.1814 -0.2319 -0.2319 0.1814 0.2831
3.0348 -0.3887 0.2201 0.3617 -0.3617 -0.2201 0.3887
3.0348 0.4387 -0.4802 0.1601 0.1601 -0.4802 0.4387
3.0348 -0.2653 0.3879 -0.5212 0.5212 -0.3879 0.2653
6.0607 -0.0106 0.2544 0.2431 -0.2431 -0.2544 0.0106
6.0607 0.0001 -0.2580 -0.2824 -0.2824 -0.2580 0.0001
6.0607 -0.0279 -0.3157 0.2884 0.2884 -0.3157 -0.0279
6.0607 -0.1236 -0.3260 0.3358 -0.3358 0.3260 0.1236
6.0607 0.5724 -0.0275 0.0254 0.0254 -0.0275 0.5724
6.0607 -0.5607 0.0902 -0.1188 0.1188 -0.0902 0.5607
TABLE S16: Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at
half-filling and U / t = 8 for a (1×6) cluster with Np = 6. These were obtained with a linear frequency grid
of 50 points in the interval iωn ∈ [0, 40 t].
