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Riau adalah salah satu provinsi yang berada di Indonesia. Banyak akvititas masyarakat baik di bidang pemerintahan, 
pendidikan, perdagangan, industri, dan transportasi. Provinsi Riau mengalami pertumbuhan penduduk yang cukup tinggi 
dari tahun ke tahun, karena banyaknya jumlah orang yang berimigrasi dari daerah atau pronvinsi lain. Pertumbuhan 
populasi penduduk juga meningkatkan jumlah kendaraan yang ada di Riau. Metode penelitian ini terdiri dari beberapa 
tahap termasuk pengumpulan data, pemilihan data, proses menggunakan metode backpropagation dan analisis dan 
evaluasi. Berdasarkan hasil pelatihan dan pengujian yang telah dilakukan, algoritma Backpropagation dapat memprediksi 
jumlah kendaraan di Riau. Dalam pelatihan, fase prediksi hasil dipengaruhi oleh nilai tingkat belajar, jumlah neuron yang 
tersembunyi, dan jumlah epoch, semakin kecil pentingnya pembelajaran maka semakin lama proses pembelajaran, serta 
nama zaman. Hasil prediksi yang dilakukan ada peningkatan jumlah sepeda motor, mobil penumpang, truk dan bus mobil 
sekitar 1% dengan nilai kesalahan MSE 0,0016168. 
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1. PENDAHULUAN  
Jaringan syaraf tiruan adalah suatu metode 
sistem cerdas yang digunakan untuk memproses 
suatu informasi dengan merepresentasikan seperti 
otak manusia. Metode jaringan syaraf tiruan sering 
digunakan untuk menyelesaikan berbagai 
permasalahan-permasalahan predisiksi (Fausett, 
1994). Jaringan syaraf tiruan juga mampu mengenali 
kegiataan-kegiatan masa lalu. Dalam metode 
Jaringan Syaraf Tiruan data masa lalu akan 
dipelajari sehingga dapat memberikan keputusan 
terhadap data yang belum pernah dipelajari atau 
biasanya disebut dengan prediksi. Prediksi jumlah 
kendaraan bermotor roda dua dapat membantu bagi 
pemerintah maupun masyarakat dalam mendapatkan 
informasi terkait dengan jumlah kendaraan yang ada 
di suatu provinsi, kota, maupun kabupaten.  
Provinsi Riau merupakan salah satu provinsi 
yang ada di indonesia.  Banyak aktivitas kegiatan 
masyarakat baik dalam bidang pemerintahan, 
pendidikan, perdagangan, industri, maupun 
transportasi. Provinsi Riau mengalami pertumbuhan 
penduduk yang cukup tinggi dari tahun-ketahun, 
dikarenakan banyaknya penduduk yang berimigrasi 
dari daerah lain, baik dari provinsi lain. 
Perkembangan jumlah penduduk juga bertambahnya 
jumlah kendaraan yang ada. Berdasarkan data dari 
Badan Pusat Statistik (BPS), bahwa jumlah 
kendaraan di provinsi riau pada tahun 2016 adalah 
mobil penumpang (676.861), mobil bis (70.316), 
mobil barang (191.066), sepeda motor (1.952.428).  
Terkait dengan hal tersebut, Metode Jaringan 
Syaraf Tiruan Backpropagation banyak digunakan 
untuk menyelesaikan permasalahan-permasalahan 
terkait dengan prediksi. Pada penelitian (Murtopo, 
2015) yang melakukan prediksi kelulusan tepat 
waktu mahasiswa STMIK YMI Tegal menggunakan 
Algoritma Naïve Bayes. Hasil dari penelitian ini 
adalah pengukuran akurasi dengan memanfaatkan 
ROC Curva dan k-fold cross validation, pengujian 
dilakukan sebanyak 10 fold. Dari hasil pengujian 
didapatkan akurasi rata-rata 91,29%, sedangkan nilai 
akurasi tertinggi dari hasil pengujian 10-fold cross 
validation sebesar 94,34%. Penelitian (Sinaga, 2017) 
melakukan prediksi kelulusan siswa sekolah 
menengah Cahaya Medan dengan menggunakan 
metode backpropagation. Penelitian (Lubis dan 
Buono, 2012) melakukan pemodelan Jaringan 
Syaraf Tiruan untuk memprediksi awal musim hujan 
berdasarkan suhu permukaan laut. Penelitian (Smith 
dan Sya’diyah, 2017) melakukan peramalan terkait 
dengan jumlah kendaraan di DKI Jakarta 
menggunakan metode backpropagation untuk 
memprediksi jumlah kendaraan pada tahun 2017. 
Dari penelitian yang dilakukan menunjukkan 
kenaikan dari jumlah kendaraan yang ada di DKI 
Jakarta.  
Berdasarkan permasalahan yang diuraikan 
diatas, penelitian ini melakukan prediksi terhadap 
jumlah kendaraan di Provinsi Riau menggunakan 
metode backpropagation. Diharapkan dengan adanya 
penelitian, mampu memberikan informasi bagi 
pemerintah maupun masyarakat terkait dengan 
peningkatan jumlah kendaraan yang ada di Provinsi 
Riau.  
 
2. TINJAUAN PUSAKA 
A. Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan adalah suatu sistem 
pemrosesan informasi yang memiliki karakteristik 
seperti buatan dari otak manusia, yang selalu 
mencoba melakukan proses pembelajaran. Dengan 
karakteristik tersebut maka jaringan syaraf tiruan 
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dapat diimplementasikan pada program komputer, 
sehingga mampu menyelesaikan berbagai proses 
perhitungan selama proses pembelajaran 
(Pustaningrum, 2009).   
Jaringan Syaraf Tiruan adalah suatu sistem 
pemrosesan yang memiliki karakteristik yang mirip 
dengan jaringan syaraf biologis seperti otak manusia 
yang selalu melakukan proses pembelajaran (Siang, 
2009).  
 
B. Konsep Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan memiliki karakteristik 
seperti halnya otak manusia yang terdiri dari 
beberapa neuron dan terdapat hubungan antara 
setiap neuron-neuron yang ada. Secara kerangka 
kerjanya jaringan syaraf tiruan dapat dilihat dari 
jumlah lapisan (layer) dan jumlah node yang 
terdapat pada setiap lapisan (Badieah, Gernowo, & 
Surarso, 2016)  
Lapisan-lapisan pada Jaringan Syaraf Tiruan 
dapat dibagi menjadi 3 yaitu (Hermawan, 2006):  
1. Input Layer 
Setiap node-node yang terdapat pada 
lapisan input disebut sebagai input layer. Input 
layer tersebut menerima input dari luar. Input 
yang dimasukkan adalah suatu penggambaran 
dari suatu masalah. 
2. Hidden Layer 
Hidden Layer adalah node-node yang 
terdapat pada lapisan tersembunyi atau disebut 
dengan hidden layer.  
3.  Output Layer 
Output layer adalah node-node yang 
terdapat pada lapisan output atau disebut dengan 
unit-unit output. Ouput dari lapisan ini adalah 




Metode backpropagation adalah salah satu 
algoritma dari jaringan syaraf tiruan (neural 
network). Metode backpropagation sering 
digunakan untuk menyelesaikan masalah-masalah 
yang rumit. Metode backpropagation merupakan 
suatu metode pembelajaran yang dikembangkan dari 
aturan perceptron. Pada metode ini terdiri dari dua 
tahapan yaitu, tahap feedforward yang diambil dari 
perceptron dan tahap backpropagation error 
(Badieah et al., 2016).  
Pada pelatihan backpropagation sama halnya 
seperti pelatihan pada jaringan syaraf tiruan yang 
lain. Pada jaringan feedforward, kesalahan dihitung 
berdasarkan rata-rata kuadrat kesalahan (MSE).  
Backpropagation merupakan salah satu 
algoritma pelatihan neural network yang 
menggunakan metode supervised learning. Metode 
backpropagation mempunyai banyak lapisan atau 
disebut dengan multi layer perceptron. Algoritma 
backpropagation menggunakan error output dalam 
mengubah nilai bobot atau disebut dengan 
backward. Untuk mendapatkan nilai error, maka 
langkah awal yang dikerjakan adalah tahap forward 
propagation  Gupta et al. (2012). Gambar 1 
merupakan arsitektur model backpropagation. 
 
Gambar 1 Arsitektur Backpropagation 
(Fausett, 1994) 
 
Learning Rate (α) 
       Learning rate adalah suatu parameter pelatihan 
yang digunakan untuk menghitung nilai koreksi 
bobot pada waktu proses pelatihan (Fausett, 1994). 
Nilai learning rate adalah 0 hingga 1. Semakin besar 
nilai learning rate yang digunakan, maka semakin 
cepat waktu dalam proses pelatihan. Namun, jika 
nilai learning rate terlalu besar, maka ketelitian 
dalam proses pelatihan akan semakin rendah. Begitu 
pula apabila nilai learning semakin kecil, maka 
ketelitian akan semakin besar, namun membutuhkan 
waktu yang cukup lama. 
 
Fungsi Aktivasi 
       Fungsi aktivasi mempunyai beberapa 
karakteristik yang harus dipenuhi yaitu kontinu, 
diferensial dan fungsi yang tidak turun. Fungsi 
aktivasi yang sering digunakan adalah fungsi 
sigmoid yang memiliki range (0, 1) seperti yang 
terlihat pada persamaan (1) (Hermawan, 2006). 
 dengan turunan 
   (1) 
 
Momentum 
        Momentum berfungsi untuk mempercepat 
pelatihan pembelajaran. Metode momentum 
melibatkan bobot ditambah faktor tertentu dari 
penyesuaian sebelumnya. Penambahan momentum 
dimaksudkan untuk menghindari perubahan bobot 
yang mencolok akibat adanya data yang sangat 
berbeda dengan yang lain. Formula yang digunakan 
perubahan bobot menggunakan momentum adalah 
seperti terlihat pada persamaan (2) (Badieah et al., 
2016). 
( 1) ( )jk k j jkw t z w t       (2) 
 
Algoritma Pelatihan Backpropagation 
Beberapa tahapan yang dilakukan pada proses 
pelatihan backpropagation yaitu (Fausett, 1994):  
Langkah 0:  Inisialisasi bobot dengan bilangan acak 
kecil 
Langkah 1: Jika kondisi penghentian belum 
terpenuhi, kerjakan langkah 2-9 
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Langkah 2:  Untuk setiap pasangan data pelatihan, 
lakukan langkah 3-8 
Fase 1  : Feedforward 
Langkah 3: Tiap-tiap unit input (Xi, i=1,2,3,...,n) 
menerima sinyal xi dan  
meneruskan sinyal tersebut ke 
semua unit pada lapisan yang ada di 
atasnya (lapisan tersembunyi) 
Langkah 4: Tiap-tiap unit pada suatu lapisan 
tersembunyi (Zi, j=1,2,3...,p) 
menjumlahkan sinyal-sinyal input 
terbobot. Fungsi yang digunakan 







z in v x v

         (3) (3) 
  gunakan fungsi aktivasi untuk 
menghitung sinyal output, seperti 
pada persamaan (4): 
   ( _ )j jz f z in    (4) 
  dan kirim sinyal ini ke node-node di output 
layer. 
Langkah 5: Tiap-tiap node di output layer ( Yk, k 
= 1,2,3,…,m ) menjumlahkan  sinyal-
sinyal masukan berbobot 






k k j k
j
y in w z w

   (5) 
gunakan fungsi aktivasi untuk 
menghitung sinyal output, seperti 
pada persamaan (6): 
( _ )k ky f y in     (6) 
 dan kirim sinyal tersebut ke node-
node di output layer. 
Fase 2: Backpropagation 
Langkah 6:  Tiap-tiap node di output layer (Yk, 
k=1,2,3…,m) menerima pola target 
berkaitan dengan pola pelatihan 
masukannya. Hitung galat  informasi 
menggunakan persamaan (7): 
( ) '( _ )k k k kt y f y in      (7) 
kemudian hitung koreksi bobot 
(yang nantinya digunakan untuk 
memperbaiki nilai wjk  dengan 
menggunakan persamaan (8): 
jk k jw z      (8) 
hitung juga  koreksi bias (yang 
nantinya digunakan untuk 
memperbaiki nilai w0k) 
menggunakan persamaan (9): 
 0k kw      (9) 
Langkah 7:  Tiap-tiap node di hidden layer  (zj =  
menjumlahkan  delta masukannya 
(dari node- node pada lapisan di 










    (10) 
kalikan nilai ini dengan turunan dari 
fungsi aktivasinya untuk menghitung 
informasi error sesuai dengan 
persamaan (11): 
  _ '( _ )j j jin f z in    (11) 
Kemudian hitung koreksi bobot 
(yang nantinya digunakan untuk 
memperbaiki nilai vij) dengan 
menggunakan persamaan (12): 
i j j iv x      (12) 
hitung juga koreksi bias (yang 
nantinya digunakan untuk 
memperbaiki nilai v0j ) menggunakan 
persamaan (13): 
   
0 j jv      (13) 
Fase 3: Perubahan Bobot dan Bias 
Langkah 8: Tiap-tiap node di output layer 
( , 1,2,3,..., )kY k m  melakukan    
perbaikan bias dan bobotnya (j = 
0,1,2,…,p) dengan menggunakan 
persamaan (14): 
( ) ( )jk jk jkw baru w lama w     (14) 
tiap-tiap node di hidden layer (Zj, j = 
1,2,3,…,p) melakukan perubahan 
bobot dan bias yang berasal dari tiap 
node di input  layer (i=1,2…,n) 
dengan menggunakan persamaan 
(15): 
( ) ( )i j i j ijv baru v lama v        (15) 
Langkah 9:  Tes kondisi berhenti  
  Untuk memeriksa tes kondisi berhenti 
biasanya menggunakan persamaan MSE (Mean 









  (16) 
N adalah jumlah data pelatihan, Ti adalah target data 
ke- i, dan Yi adalah output jaringan untuk data ke-i. 
 
D. Prediksi 
Prediksi merupakan suatu proses peramalan 
suatu kejadian dimasa mendatang dengan 
berdasarkan data variable dimasa sebelumnya. 
Dalam prediksi juga sering digunakan data-data 
kuantitatif sebagai pelengkap informasi dalam 
melakukan (Kusumodestoni, 2015). 
 
3. METODE PENELITIAN 
Pada tahap ini, beberapa tahapan yang dilakukan 
diantaranya adalah: pengumpulan data, pemilihan 
data, proses menggunakan backpropagation dan 
analisa dan evaluasi. Tahapan penelitian terlihat 
pada Gambar 2. 
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Gambar 1. Metode Penelitian 
 
2.1 Pengumpulan Data 
Adapun data yang digunakan adalah berasal 
dari Badan Pusat Statistik. Data kendaraan yang 
dipilih adalah kendaraan. Data akan digunakan 
adalah rentang dari tahun 2007-2016. 
 
2.2 Pemilihan Data 
Pemilihan data kendaraan berdasarkan tahun 
2007-2016 diantaranya kendaraan mobil 
penumpang, mobil bis, mobil truk, dan sepeda 
motor. Data yang digunakan adalah data kendaraan 
yang ada di Provinsi Riau. Setelah proses pemilihan 
data, data percobaan akan dimasukkan pada model 
jaringan syaraf tiruan yang akan dibagi menjadi dua 
yaitu 50% sebagai data latih dan 50% sebagai data 
uji. Data latih dan data uji akan dilakukan 
normalisasi dengan rentang 0 hingga 1. Setelah 
proses normalisasi maka data akan dilatih dengan 
menggunakan algoritma backpropagation untuk 
mendapatkan arsitektur jaringan syaraf tiruan. 
Kemudian data pengujian akan disimulasikan pada 
arsitektur jaringan syaraf tiruan yang sudah memiliki 
bobot agar mendapatkan nilai prediksi.  
 
2.3 Model Jaringan Syaraf Tiruan 
Pada tahap ini akan dilakukan pembuatan 
model jaringan syaraf tiruan guna memberikan 
kemampuan jaringan dalam mengenali pola. Model 
jaringan syaraf tiruan dibentuk setelah data latih dan 
data uji didapatkan. Adapun model JST yang 
digunakan adalah backpropagation. Berikut 
spesifikasi yang akan digunakan pada arsitektur 







Tabel 1 Karakteristik dan Spesifikasi Arsitektur 
Jaringan Syaraf Tiruan 
Karakteristik Spesifikasi 
Arsitektur 1 hidden layer (lapisan 
tersembunyi) 
Neuron Input Layer 4 neuron input layer  
Hidden Layer 3 
Output Layer 1 (hasil prediksi) 
Fungsi Aktivasi Layer 
Hidden 
Sigmoid Biner 
Fungsi Aktivasi Output Linear 
Maksimum Epoch 1000 
Learning Rate 0.1 
Training Traindx 
 
2.4 Analisa dan Evaluasi 
Pada tahap ini akan dilakukan analisa serta 
evaluasi terhadap hasil yang dilakukan dengan 
menggunakan model backpropagation.  Hasil dari 
pengujian adalah tingkat keakuratan dari pengujian 
yang telah dilakukan dengan menggunakan metode 
backpropagation. Akurasi terbaik diambil 
berdasarkan nilai MSE yang terkecil atau mendekati 
nilai 0.  
 
2.5 Lingkungan Pengembangan Sistem 
Pada penelitian ini menggunakan perangkat 
keras dan perangkat lunak dengan spesifikasi 
sebagai berikut: perangkat keras berupa laptop 
dengan processor Intel Core i5, RAM kapasitas 8 
GB, dan hardisk kapasitas 1 TB; sedangkan 
perangkat lunak yaitu sistem operasi Microsoft 
Windows 7 Professional, aplikasi pemrograman 
Matlab 2010. 
 
4. HASIL DAN PEMBAHASAN 
A. Analisa Data 
Analisa data dilakukan untuk penentuan sampel 
data berdasarkan beberapa kriteria yang telah 
ditentukan melalui sampel data. Data yang 
digunakan dalam prediksi tersebut adalah sebagai 
berikut:. 
 
Tabel 2  Data Jumlah Kendaraan Provinsi Riau 
 
 
Pada tabel 2 terlihat bahwa kenaikan jumlah 
kendaraan di Provinsi Riau sangat signifikan. Tetapi, 
setiap tahun mengalami kenaikan yang berbeda-
beda. Hal ini membuat dalam memprediksi jumlah 
kendaraan terhadap data selanjutnya akan menjadi 
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sulit untuk didapatkan. Oleh karena itu, pada 
prediksi ini digunakan metode backpropagation 
guna mendapatkan jumlah prediksi pada tahun 
berikutnya. Dengan metode tersebut, nantinya 
program akan melakukan pembelajaran untuk 
mengetahui model kenaikan jumlah kendaraan yang 
berbeda-beda setiap tahunnya. 
 
B. Normalisasi Data 
Pada tahapan ini dilakukan proses normalisasi 
data dengan cara menentukan data yang akan 
dinormalkan, lalu menentukan nilai yang paling 
tinggi dan nilai paling rendah berdasarkan data yang 
ada. Pada penelitian ini menggunakan fungsi 
aktivasi sigmoid biner, maka nilai-nilai yang 
digunakan pada jaringan syaraf tiruan bernilai antara 
0 hingga. Adapun hasil normalisasi data kendaraan, 
yaitu sebagai berikut:  
 
Tabel 3 Normalisasi Data Kendaraan 
 
 
Setelah dilakukan normalisasi, maka selanjutnya 
adalah menentukan pola yang akan digunakan pada 
metode backpropagation, sesuai dengan arsitektur 
yang telah dirancang.  
 
C. Arsitektur Jaringan Syaraf Tiruan 
Pada penelitian ini, akan rincang arsitektur 
jaringan syaraf tiruan berdasarkan model JST yang 
telah ditentukan sebelumnya, adapun arsitekturnya 
adalah sebagai berikut: 
1. Arsitektur jaringan syaraf tiruan yang drancang 
dengan model lapisan banyak 
2. Fungsi aktivasi menggunakan fungsi sigmoid 
biner yang memiliki range 0 hingga 1.  
3. Data input-an parameter jaringan pada penelitian 
ini adalah tahun 2007-2010 dengan target tahun 
2011. Sedangkan data pengujian yang akan 
digunakan adalah data tahun 2012-2015 dengan 
target tahun 2016. Data tersebut dapat dilihat 
pada Tabel 5 dan Tabel 6. 
 
Tabel 4 Data Pelatihan 
 
 
Tabel 5 Data Pengujian 
 
 
3. Arsitektur Jaringan Syaraf Tiruan menggunakan 
metode Backpropagation yang dibangun dapat 



















Gambar 2 Arsitektur Jaringan Syaraf Tiruan 
yang Dibangun 
Keterangan Gambar 2: 
X = Lapisan input 
Z = Lapisan hidden 
Y = Lapisan Output 
V1.1,…,V4.4 = bobot dari lapisan input ke hidden  
                      layer 
 
D. Pelatihan Jaringan Syaraf Tiruan 
Sebelum dilakukan pengujian terhadap data 
kendaraan yang ada, maka akan dilakukan pelatihan 
JST, guna mendapatkan model yang terbaik. Berikut 
dapat dilihat hasil pelatihan.  
 
Gambar 3 Hasil Pelatihan Dengan Arsitektur 4-3-1 
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Dari Gambar 3  model arsitektur 4-3-1 di atas 
melakukan iterasi sebanyak 24 dengan lama waktu 0 
detik.  
 
Gambar 4 Regresi Pelatihan JST 
 
 
Gambar 5 Hasil Keluaran Pelatihan JST 
Berdasarkan nilai MSE dan koefisien korelasi 
yang dihasilkan pada proses pelatihan yang telah 
dilakukan yaitu sebesar 0.00075775 dan 0.98257. 
Kedua nilai tersebut menunjukkan bahwa proses 
pelatihan jaringan syaraf tiruan menggunakan 
algoritma backpropagation dapat memprediksi 
jumlah kendaraan dengan baik, sehingga jarigan 
yang diperoleh dapat digunakan untuk memprediksi 
pada proses pengujian.  
 
E. Pengujian Jaringan Syaraf Tiruan 
Pada tahap ini akan dilakukan pengujian 
terhadap model jaringan syaraf tiruan yang telah 
dilakukan pelatihan sebelumnya. Adapun hasil 
keluaran pengujian terlihat pada Gambar 6. 
 
 
Gambar 6 Hasil Keluaran Pengujian JST 
Berdasarkan Gambar 6, bahwa nilai MSE yang 
dihasilkan pada proses pengujian adalah sebesar 
0.0016168. Dengan nilai tersebut menunjukkan 
bahwa proses pengujian yang telah dilakukan dapat 
memprediksi jumlah kendaraan dengan baik, 
sehingga jaringan syaraf tiruan yang diperoleh dapat 
digunakan untuk memprediksi jumlah kendaraan 
pada tahun-tahun berikutnya.  
 
F. Hasil Prediksi 
Setelah melakukan mendapatkan hasil keluaran 
pengujian JST, maka didapatkan hasil prediksi 
jumlah kendaraan bermotor di Provinsi Riau 
 
 
Gambar 7 Hasil Prediksi Jumlah Kendaraan 
 Berdasarkan prediksi hasil prediksi pada 
Gambar 8 menunjukkan bahwa terjadi kenaikan 
jumlah kendaraan sepeda motor, kendaraan mobil 
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Adapun kesimpulan dari penelitian ini adalah 
sebagai berikut:  
1. Algoritma Backpropagation dapat melakukan 
proses prediksi dengan baik, tetapi nilai yang 
dihasilkan sangat dipengaruhi dalam penentuan 
paremter seperti learning rate serta jumlah 
neuron pada hidden layer. 
2. Penurunan learning rate mempengaruhi dapat 
membuat proses pembelajaran semakin lambat.  
3. Berdasarkan hasil pelatihan yang dilakukan 
mendapatkan nilai error MSE 0.00075775.  
4. Berdasarkan pengujian yang dilakukan, 
didapatkan nilai error MSE 0.0016168. 
5. Hasil prediksi yang telah dilakukan, terjadi 
kenaikan jumlah kendaraan sepeda motor, mobil 
penumpang, mobil truk dan mobil bis sebanyak 
1%. 
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