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Eine EEG-Analysemethode mit stufenweiser, kontinuierlicher 
Intervall-Amplitudenvermessung 
W.S. Tirsch und E. Müllner 
Zusammenfassung 
Zur Untersuchung der Prozeßdynamik von medikamentös er-
zeugten EEG- Veränderungen, ist es von Bedeutung, neben der 
Hintergrundaktivität auch die unter- und überlagerten Fre-
quenzen zu berücksichtigen. 
Es wird eine EEG-Analysemethode vorgestellt, die sich weit-
gehend an die bewährte visuelle Auswertetechnik anlehnt. Un-
ter Spezijikation einer Amplituden- und Frequenzhysterese wer-
den sowohl über- als auch unterlagerte Wellenanteile aus dem 
EEG-Signal stufenweise extrahiert und in rekursiver Weise Fre-
quenz- und Amplitudenverteilungen berechnet. 
Die visuell ausgewählten EEG-Abschnitte werden mit einer 
Zeitcode-Identijikation versehen, digitalisiert und mit einer 
Startgenauigkeit von ± 0.1 sec der automatischen Analyse zu-
gefohrt. Dieses weitgehend voraussetzungsfreie Verfahren er-
möglicht die Quantijizierung dynamischer EEG-Prozesse im 
Sekundenbereich und die Verarbeitung beliebig langer Zeitstük-
ke auf einem kleineren Laborrechner. Eine ofJ-line Programm-
version ist auf einem SIEMENS-Großrechner im BS 2000 
realisiert und wurde bereits auf ein größeres klinisches Daten-
material angewandt. 
Vor- und Nachteile des Verfahrens im Vergleich zu gängigen 
EEG-Analysemethoden werden diskutiert. 
Summary 
For studying the process dynamics of drug-induced EEG chan-
ges, it is important to consider the background activity as weil 
as the underlying and superimposed frequencies. A method of 
EEG-analysis is described which nearly corresponds to well-
established conventional methods of visual evaluation. Speci-
fying an adjustable hysteresis of amplitude and frequency 
superimposed as weil as underlying wave components are con-
secutively extractedfrom the EEG signal in multiple steps. 
Visually selected EEG periods are digitized, marked by a 
time-code identijication and automatically analysed with a 
starting accuracy of ± 0.1 sec. This almost unconditional pro-
cedure enables the quantijication of process dynamics in EEG 
within the range of seconds and the processing of periods of ar-
bitrary duration on smalllaboratory computers. An ofJ-line ver-
~ion of the program is realized on a large SIEMENS computer 
;n BS 2000 and was already applied to a large clinical data set. 
Advantages and disadvantages of the above mentioned pro-
cedure compared to current methods of EEG-analysis are dis-
cussed. 
I. Einleitung 
Seit Einführung des Elektroenzephalogramms (EEG) als Un-
tersuchungsmethode in der klinischen Routine und Diagnose 
war man immer bemüht, Verfahren für eine objektive Quantifi-
zierung des EEG zu finden. 
Neben den in bezug auf Normalverteilung, Stationarität und 
Ergodizität voraussetzungsstrengen spektralanalytischen Ver-
fahren [BRAZIER (4), COOLEy-TuKEY (5), DUMMERMUTH (1)] 
gewannen die intervallanalytischen Verfahren immer mehr an 
Bedeutung. Erste Ansätze eines Nulldurchgangsverfahrens 
wurden von BURCH (6) realisiert und später von LEGEWIE und 
PROBST (17) sowie von BENTE und FERNER (2) weitgehend ver-
bessert. 
Demgegenüber wurden bezugslinienunabhängige Verfahren 
erstmals von FUJIMORI (12) 1958 vorgeschlagen und von LE-
ADER et al. (16), SCHENK (26) und SMITH (28) in einem größe-
ren Umfang erweitert. Diese Verfahren lehnen sich weitgehend 
an die bewährte visuelle Auswertetechnik an. 
11. Problemstellung 
Bei der Befundung eines größeren, klinischen EEG-Materials 
trat das Problem auf, bestimmte medikamentös induzierte 
Überlagerungsmuster und die damit verbundenen dynami-
schen EEG-Prozesse (z. B. bei Einschlafvorgängen und ra-
schen Vigilanzfluktuationen) im Sekundenbereich zu quantifi-
zieren (21). Wegen der dabei auftretenden, relativ kurzen Zeit-
intervalle und den sich rasch ändernden Signaleigenschaften 
kamen die voraussetzungsstrengen, spektralanalytischen Ver-
fahren nicht in Frage (3). Auch die herkömmlichen intervall-
analytischen Methoden waren wegen der teilweise unzulängli-
chen Erfassung von Überlagerungsstrukturen nur wenig geeig-
net. Eine Auf teilung des Frequenzspektrums mittels einer Fil~ 
terkaskade (23), (24), (25) hätte zwar eine Trennung von über-
lagerten bzw. unterlagerten Frequenzen ermöglicht; die Män-
gel solcher Techniken waren jedoch bekannt. 
Aus diesen Gründen wurde ein voraussetzungsfreies, be-
zugslinienunabhängiges Verfahren entwickelt, das basierend 
auf einem Miuelungsprozeß die visuelle Analyse weitgehend 
nachvollzieht und stufenweise sowohl über- als auch unterla-
gerte Wellentanteile aus dem EEG-Signal extrahiert. 
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111. Methode 
1. Wellen vermessung 
Definitionen : 
Es seien XI, X2, X3 drei aufeinanderfolgende Abtastwerte einer 
Zeitreihe. 
Ist die Bedingung: X 2 > XI 1\ X3 < X2 erfüllt, so wird der 
Wert X2 als lokales, relatives Maximum definiert. 
Ist die Bedingung: X 2 < XI 1\ X3 > X2 erfüllt, so wird der 
Wert X2 als lokales, relatives Minimum definiert. Ein relatives 
Maximum wird als lokales, absolutes bezeichnet, wenn es grö-
ßer ist als das vorangegangene relative Maximum. 
Ein relatives Minimum wird als lokales, absolutes bezeich-
net, wenn es kleiner ist als das vorangegangene relative Mini-
mum. 
Eine Halbwelle ist jeweils durch ein relatives Maximum und 
Minimum definiert, wobei die Amplitude durch die Differenz 
aus relativen Maximum und Minimum, das Intervall einer 
Halbwelle durch den zeitlichen Abstand der beiden Extrema 
bestimmt sind. 
Eine Ganzwelle ist jeweils durch zwei absolute Minima und 
ein absolutes Maximum definiert. 
Unterschreitet die Amplitude bzw. das Intervall einer Halb-
welle einen vorgegebenen Schwellenwert h bzw. f (Amplitu-
den- bzw. Frequenzhysterese), so wird diese Halbwelle bei der 
weiteren Vermessung der Zeitreihe nicht mehr berücksichtigt. 
Vorgehensweise : 
Bei der Vermessung des EEG-Signals wird zu Beginn der 
Analyse festgestellt, ob ein zunehmender oder abnehmender 
Funktionsverlauf vorliegt. 
a. Lokalisation eines lokalen, absoluten Maximums 
Ist die Signalfunktion monoton steigend, so wird das erste re-
lative Maximum (in Abb. 1 RMAXI) gesucht. Befindet sich 
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das darauffolgende relative Minimum (RMINI) innerhalb der 
Amplituden- bzw. Frequenzhysterese (h l ::::; h V f l ::::; f), so 
wird sowohl RMAXI als auch RMINI verworfen und das dar-
auffolgende relative Maximum (RMAX2) lokalisiert. 
Da sich nun (in Abb. 1) das darauffolgende relative Mini-
mum (RMIN2) ebenfalls innerhalb einer Hysterese befindet, 
wird dieses verworfen und ein neues Maximum gesucht. Dieser 
Suchvorgang wird unter zwei Bedingungen abgebrochen: -
(I) es wird ein Minimum (in Abb. 1 RMIN3) gefunden, das so-
wohl die Amplituden- als auch die Frequenzhysterese 
(h3 > h 1\ f3 > f) erfüllt; 
(2) die Differenz aus dem vorangegangenen relativen Maxi-
mum (RMAX3) und dem lokalen, absoluten Maximum 
(RMAX2) liegt außerhalb der Arnplitudenhysterese 
(Abb. I: d > h, Übergang vom aufsteigenden zum abfal-
lenden Funktionsveriauf). 
Sind eine der beiden Bedingungen erfüllt, so wird das lokale, 
absolute Maximum (AMAX) abgespeichert und das letzte rela-
tive Minimum (RMIN3) akzeptiert. Nun schaltet der Algo-
rithmus für die Lokalisation des absoluten Maximums auf die 
Lokalisation des absoluten Minimums um. 
b. Lokalisation eines lokalen, absoluten Minimums 
Nach Akzeptierung des relativen Minimums (in Abb. 2 
RMINl, in Abb. I RMIN3) wird das darauffolgende relative 
Maximum (in Abb. 2 RMAXI) festgestellt. Befindet sich die-
ses innerhalb der Amplituden- bzw. Frequenzhysterese (h l ::::; h 
V f l ::::; f), so wird sowohl RMINI als auch RMAXI verwor-
fen und das darauffolgende relative Minimum (RMIN2) loka-
lisiert. 
Da sich nun (in Abb. 2) das darauffolgende relative Maxi-
mum (RMAX2) ebenfalls innerhalb einer Hysterese befindet, 
wird dieses verworfen und ein neues Minimum gesucht. Dieser 
Suchvorgang wird unter zwei Bedingungen abgebrochen: 
t 
Abb. I . Schematische Darstellung der Lokali-
sation eines lokalen absoluten Maximums 
(AMAX) unter Spezifikation einer Amplitu-
den- und Frequenzhysterese hund f (quasi-di-
gitale Filterung). 
Auf der Ordinate ist die Amplitude in 11 V, auf 
der Abszisse die Zeit in Abtastschritten aufge-
tragen. Die relativen Minima und Maxima 
sind mit RMIN und RMAX bezeichnet ; d 








(1) es wird ein Maximum (in Abb. 2 RMAX3) gefunden, das 
sowohl die Amplituden- als auch die Frequenzhysterese 
(h3 > h 1\ f3 > f) erfüllt; 
(2) die Differenz aus dem vorangegangenen relativen Mini-
mum (RMIN3) und dem lokalen, absoluten Minimum 
(RMIN2) liegt außerhalb der Amplitudenhysterese 
(Abb. 2: d > h, Übergang vom abfallenden zum aufstei-
genden Funktionsverlauf). 
Sind eine der bei den Bedingungen erfüllt, so wird das lokale, 
absolute Minimum (AMIN) abgespeichert und das letzte rela-
tive Maximum (RMAX3) akzeptiert. Nun schaltet der Algo-
rithmus (b) wieder auf den Algorithmus (a) um. 
In Abb. 3 wird veranschaulicht, daß bei einer Überlage-
rungsschwingung, deren Amplitude und Frequenz innerhalb 
der Hysterese liegt, durch die Einführung der Bedingung (2) 
die unterlagerte Schwingung korrekt erkannt wird. Anderen-







Abb. 3. Darstellung einer Überlagerungsschwingung, deren Amplitu-
de bzw. Frequenz innerhalb des Hysteresebereiches liegt. Durch Ein-
führung der Bedingung (2) von I.a und b. werden die absoluten Maxi-
ma und Minima AMAXI, AMAX2 und AMINI, AMIN2 korrekt lo-
kalisiert. 
t 
TIRSCH/MüLLNER, Eine EEG-Analysemethode 67 
Abb. 2. Schematische Darstellung der Lokali-
sation eines lokalen absoluten Minimums 
(AMIN). Bezeichnungen für die Hysterese-
spezifikationen, relative Maxima und Minima 
wie in Abb. 1. 
über das Überlagerungssignal hinweggleiten, ohne die Extre-
ma der unterlagerten Schwingung zu lokalisieren. 
Nach der Lokalisation der absoluten Maxima und Minima 
werden die Intervalle und Amplituden des EEG-Signals nach 
FUJIMORI (12) bestimmt. 
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Abb. 4. Geometrische Darstellung einer Intervall-Amplituden Wellen-
vermessung nach FUJIMORI (12) (Ganzwellenmethode). Durch Lokali-
sation der drei Extrema Er-I, Er, Er+ I sind auch die dazugehörigen 
Zeitpunkte tr _ I. tr, tr + I bestimmt. Ar ist die Amplitude im Zeitpunkt tr· 
c. Intervall-Amplitudenvermessung der Basiskomponente 
Bei diesem Vermessungsverfahren werden zuerst die absoluten 
Extrema mit Geraden verbunden. Somit wird der Funktions-
verlauf approximativ in eine Sequenz von Analysedreiecken 
abgebildet, die jeweils durch die drei absoluten Extrema Er-I, 
Er, Er+ I bestimmt sind (Abb. 4). 
Als Parameter einer Ganzwelle werden die Strecke Ar als 
Amplitude und die Abszissendifferenztr+ I - tr-I zweier Mi-
nima als Intervall abgespeichert. Dies stellt den ersten Vermes-
sungsschritt dar, wobei als Basiskomponente die schnellsten 
Wellenanteile des EEG-Signals quantifiziert werden. 
d. Flußdiagramme der unter a., b. und c. beschriebenen Algo-
rithmen 
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Abb. 5. Flußdiagramm für die Lokalisation des absoluten Maximums. 
Die Amplitudenhysterese ist mit AHYST, die Frequenzhysterese mit 
FHYST bezeichnet. 
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Abb. 6. Flußdiagramm für die Lokalisation des absoluten Minimums 
und Berechnung der Grenzwellenparameter. Die Programmfortset-
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2. Stufenweise Analyse 
Dieser Vermessungsschritt dient der Erfassung der unterlager-
ten Wellenanteile im EEG-Signal, wobei der Begriff »überla-
gerter bzw. unterlagerter Welle« aus der Terminologie dervisu-
ellen Auswertung stammt (8). 
Diese Komponenten sind für die visuelle Auswertung von 
besonderem Interesse, wenn z. B.langsame Prozeßschwankun-





Abb. 7. Schematische Darstellung der stufenweisen Extraktion unter-
lagerter Wellen, angewandt auf die Segmente A, B, C, D ... 
Das oberste Teilbild (a) stellt die zeitliche Sequenz der Analysedreiecke 
der Basiskomponente dar, darunter dii;! weiteren Extraktionsstufen 
(b-d). 
Verbindungslinie von Maximum zu Minimum der je-
weiligen Iterationsstufe 
Verbindungslinie der Minima 
Verbindungslinie der Seitenhalbierenden der Analyse-
dreiecke 
Abb. 7 zeigt in einer schematischen Darstellung die stufen-
weise Extraktion unterlagerter Wellen. Das prinzipielle Vorge-
hen beruht darauf, daß zunächst in der Analysestufe 0 die un-
terlagerte Welle punktweise aus den Seitenhalbierenden der 
Analysedreiecke rekonstruiert wird (Abb. 7a). Diese Vorge-
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hensweise hat sich aus der visuellen Analyse angeboten, da 
auch das visuelle, kognitive Erkennungssystem des Auswerters 
bei der Erkennung von unter- bzw. überlagerten Wellen einen 
Mittelungsprozeß ausführt. 
Mit dieser Rechenvorschrift wird eine neue Funktion erhal-
ten, von der in der 1. Analysestufe ebenfalls unter Berücksichti-
gung der Hysteresebedingungen die Maxima und Minima er-
mittelt werden. Auch hierbei wird der Funktionsverlauf appro-
ximativ in eine Sequenz von Dreiecken abgebildet und die da-
zugehörige Amplitude und Frequenz berechnet (Abb. 7b). 
Es ist leicht ersichtlich, daß dieser Vorgang in identischer 
Weise sukzessiv auf jede unterlagerte Welle angewendet wer-
den kann, bis eine Nullinie innerhalb der Amplitudenhysterese 
erreicht wird (Abb. 7c-d). 
3. Kontinuierliche Analyse 
Für die Verarbeitung beliebig langer Analyseepochen auf ei-
nem Laborrechner ist eine Segmentierung des Zeitstückes er-
forderlich. Dabei hängt die Segmentlänge vom verfügbaren 
Kernspeicher der verwendeten Rechenanlage ab; bei der auf 
dem SIEMENS-Großrechner realisierten Programmversion 
konnte auf eine Segmentierung verzichtet werden. Für die on-
line Verarbeitung aufeinem leistungsfähigen Prozeßrechner 
müßte jedoch eine Segmentierung im Rahmen eines Wechsel-
pufferbetriebes vorgenommen werden. 
Zur Vermeidung von Abbrucheffekten an der Schnittstelle 
zweier Segmente ist es zweckmäßig - für jede Analysestufe -, 
mit einer bestimmten Überlappung zu arbeiten. Dabei richtet 
sich die zeitliche Überlappung nach der jeweiligen Lage der 
Extrema in den vorangegangenen Segmenten (max.5). Hier-
durch können nicht nur raschere Wellen an den Segmentgren-
zen übergreifend analysiert, sondern auch langsamere Wellen, 
die mehr als ein Segment belegen, erkannt werden (Abb. 8). 
Abb. 8. Segmentierung einer Analyseepoche durch die Segmente A, B, 
C,D . .. 
Die gestrichelten Abschnitte stellen die Überlappungsbereiche der 
Segmente in den Analysestufen 0 bis 3 entsprechend dem Kurvenver-
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Zur Bestimmung statistischer Verteilungen wird jedes dis-
kret anfallende Intervall-Amplituden-Wertepaar einer Fre-
quenzskala zugeordnet. Dabei ist die Frequenzauflösung von 
der Abtastrate abhängig. In unserem Fall ergibt eine Abtastrate 
von 2 msec folgende Frequenzauflösung : 
Frequenz- Frequenz- Anzahlder 
bereich auflösung Schritte 
0.25-10Hz 0.25 Hz 40 
10.5 -15Hz 0.5 Hz 10 
16 -25Hz 1 Hz 10 
26.5 -28Hz 1.5 Hz 2 
30 2 Hz 1 
Unter Verwendung dieser Frequenzskala werden pro Kanal 
und pro Analysestufe folgende Histogramme aufgebaut: 
- absolute Wellenhäufigkeit 
- arithmetischer Mittelwert der Amplituden 
- Standardabweichung der Amplituden 
- Range (als Differenz von max. und min. Amplitudenwert) 
Die Berechnung der Verteilungen erfolgt gleitend bzw. kon-
tinuierlich über das ganze Zeitstück. Dieses Vorgehen ermög-
licht die Verarbeitung beliebig langer Zeitstücke auf einem klei-
neren Laborrechner. 
IV. Konzept der off-line Auswertung 
1. Systemkonfiguration 
Wie in Abb. 9 ersichtlich, wird das EEG-Signal von der Analog-
bandmaschine über einen 4-Kanal-Tiefpaß (Grenzfrequenz 70 
EEG-Gerät 
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Hz) zum Analog-Digital-Umsetzer (ADU) des Laborrechners 
übertragen. Simultan dazu erzeugt ein Zeitcode-Generator ei-
nen 4-stelligen parallelen BCD-Code, der mittels eines Umset-
zers in einen seriellen, binären Code umgesetzt und vom Digi-
tal-Input des Interface abgefragt wird. 
Die Analog -Digital-Umsetzung erfolgt im Wechselpuff erbe-
trieb mit einer Abtastrate von 2 msec. Bei jedem neuen Auffül-
len eines Wechselpuffers (1280 Worte) mit Abtastwerten wird 
vom Rechner der aktuelle Zeitcode über den Digital-Input ein-
gelesen. Bei der Übertragung eines vollen Wechselpuffers auf 
Digitalband wird diese Information zusammen mit den Ver-
suchsdaten in einen Blockvorspann von 20 Worten geschrie-
ben. 
Durch die zusätzliche Ausgabe eines Slowcodes auf den 
EEG-Schreiber ist mit Berücksichtigung der Fast-Slowcode-
Zeitverschiebung eine parallele Zeitcodeaufzeichnung auf Pa-
pier und Digitalband und damit eine einwandfreie Identifika-
tion der Analyseepochen gewährleistet. 
Durch den modularen Aufbau ist das vorgestellte Analysesy-
stem ohne weiteres auch auf einen Prozeßrechner neuerer Ge-
neration übertragbar; insbesondere könnte dann das System 
durch den Einsatz von Mikroprozessoren wesentlich verbessert 
werden. 
2. Programmstruktur und Formelinventar 
a. Programmodul INIT 
Wie aus Abb. 10a ersichtlich, dient der Programmodul INIT 
zur Initialisierung des Analyseprogrammoduls SKIAM sowie 
zum Einlesen und zur Plausibilitätsprüfung der Start-Stopzei-
ten sämtlicher Analyseepochen (max. 400) auf Steuerfile mit 
: Berücksichtigung der Fast-Slowcode-Zeitverschiebung. Nach 
Verarbeitung aller Eingabedaten wird der Programmmodul 




Vi el fach- Schrei ber 
Abb. 9. Überblick über die ge-
samte Systemkonfiguration zur 
EEG·Daten-Aufnahme und Ver-
arbeitung. 
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Abb. LO. Strukturierung des Programmsystems durch die drei Module 
INIT, SKIAM, OUTPT. 
I I N I T I 
AUFBEREITUNG DER DATEN FÜR ALLE ANALYSEEPOCHEN 
EINLESEN UND PLAUSIBILlTÄTSPRÜFUNG DER START-STOP-
ZE I TEN PRO TE I LSTÜCK 
ZUSAMMENSETZUNG DER ANALYSE EPOCHEN AUS TE I LSTÜCKEN 
BERÜCKS I CHTI GUNG DER FAST-SLOWCODE ZE ITVERSCHI EBUNG 




I SKI AMI 
LESEN DER STEUER- UND ZEITCODE INFORMATIONEN 
FÜR EINE ANALYSEEPOCHE VON PLATTE 
LESEN EINER ANALYSEEPOCHE VON DIGITALBAND 
BERECHNUNG DER EI NZELH I STOGRAMME (63 FREQUENZWERTE) 
ABSOLUTE WELLENHÄUF I GKE IT /STUFEIKANAL 





BERECHNUNG DER SUMMENHISTOGRAMME ÜBER ALLE ANALYSE-
STUFEN (63 FREQUENZWERTE) 









6.t Zeitliche Länge/Kanal eines Eingabe-Datenblocks 
t 1 Startzeit 
t2 Stopzeit 
m Anzahl der Teilstücke/Epoche 
p Laufindex der Teilstücke 
6.tc Fast-Slowcode-Zeitverschiebung 
Plausibilitätsprüfung der Start-Stopzeiten: 
I tl,p+ 1- t2,p I > 6.t und I t2,p - tl,p I > '"C 
Analysezeit : 
m 
T = L (t2,p-tl,p) 
p~1 
Berücksichtigung der Fast-Slowcode-Zeitverschiebung: 
fl,p = tl,p + 6.tc und f2,p = h,p + 6.tc 
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b. Programmodul SKIAM 
In diesem Modul wird zunächst für das erste Teilstück die 
Startzeit mit einer Genauigkeit von ± 0.1 sec auf dem Eingabe-
band gesucht und das Zeitstück segmentweise eingelesen. Für 
die stufenweise Intervall-Amplitudenvermessung werden je-
weils ein Segment mit einer wählbaren Länge '"C, in der Regel I 
sec, kanal weise analysiert und die berechneten Parameter in 
Einzelhistogramme abgespeichert (Abb. lOb). 
Bereichsüberschreitungen (- 512 > A > + 511), verur-
sacht durch Übertragungsfehler oder hochgespannte EEG-
Wellen, werden vom Programm gemeldet und gehen nicht in 
die Analyse mit ein. Ist ein Kurvenplateau vorhanden, so wird 
jeweils der letzte Eckwert des Plateaus zur Analyse herangezo-
gen. Nach Verarbeitung des letzten Teilstückes einer Analyse-
epoche wird das Programm OUTPT geladen. 
Formelinventar : 
E Ordinate der Extrema 
A Amplitude einer Ganzwelle 
I Intervall einer Ganzwelle 
n Laufindex einer Ganzwelle 
m Gesamtzahl der Ganzwellen 
r Laufindex einer Halbwelle 
Index einer Analysestufe 
max. Anzahl der Analysestufen 
Amplitude und Intervall einer Ganzwelle (s. Abb. 4): 
tr-tr-I ) tr+l-tr ) An = -I-n-' (Er-Er+l + -I-n-' (Er-Er- I 
Range/Stufe: 
r = 2,4,6 ... 
wobein = rl2 
Amax,i = MAX{Ai,n} und Amin,i = {MIN Ai,n}; n = I,m 
Ri = Amax,i - Amin,i 
Arithmetischer Mittelwert/Stufe (gleitend): 
M. _ n . Mi,n + Ai,n+1 
l,n+1 - n + I n = 0,1,2 ... m-I 
m . Mi,n - Ai,n 
Mi,n-I = n-l n = 2,3 ... m-1 
Varianz/Stufe (gleitend): 
S~n+1 = n~ 1 S?,n + n ~ 1 (Mi,n-Ai,n+d2 n = 0,1,2 ... m-l 
2 n - 1 S2 n (M A)2 
Sin-I = --2 in ( I) ( 2) i,n- l,n , n-' n- n-
n = 3,4, ... m-1 
Bei der gleitenden Berechnung der statistischen Verteilun-
gen erfolgt der Schritt von n auf n + 1 bei Aufnahme einer 
, Ganzwelle. Im Hysteresefall wird der Schritt von n auf n - 1 
durchgeführt und die zuletzt abgespeicherte Ganzwelle aus der 
Verteilung wieder entfernt. 
c. Programmodul OUTPT 
Zunächst wird für die Datenausgabe auf Digitalband ein 
Blockvorspann erstellt, der später zum Abruf der Histogramme 
im Dialog und zur Identifizierung bei der statistischen Nach-
verrechnung dient. 
Ferner werden Summenhistogramme berechnet und zusam-
men mit den Einzelhistogrammen auf Bildschirm dargestellt 
und/ oder auf Digitalband blockweise geschrieben. Zusätzlich 
können Zeitreihen berechnet und ausgegeben werden (Abb. 
10c). 
Formelinventar : 
Berechnung des Gesamtrange R, des arithmetischen Gesamt-
mittelwertes M und der Gesamtvarianz 82 über alle Analysestu-
fen: 
Amax = MAX{Amax,i} und Amin = MIN{Amin,i} i = l,j 
R = Amax - Amin 
M = _i~_I __ _ 
±{(ni-l) 
82 = _i~_I ____ ~~~ _____ _ 
N -1 
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V. Ergebnisse 
1. Analyse von Testsignalen (superponierte Schwingungen) 
Zur Überprüfung der beschriebenen Alogorithrnen wurden Si-
nusschwingungen verschiedener Frequenzen miteinander 
überlagert und ein Zeitstück von jeweils 8 sec Dauer der Analy-
se zugeführt. 
a. Überprüfung der Frequenzhysterese von 50 Hz. 
Abb. 11 demonstriert die Wirkungsweise der Frequenzhystere-
se von 50 Hz, angewandt auf eine Sinusschwingung von 12.5 
Hz, die mit einem sinusoidalen Störsignal von 50 Hz überlagert 
wurde. Die Amplitudenhysterese beträgt in allen Analysestu-
fen 0 llY. 
Auf der Ordinate ist beim Frequenzhistogramm die Häufig-
keit, beim Amplitudenhistogramm die mittlere Amplitude in 
II Y aufgetragen. Aus dem linken Histogrammpaar der Abb. 11 
ist ersichtlich, daß ohne Anwendung der Frequenzhysterese 
das Nutzsignal von 12.5 Hz erst in der 1. Analysestufe erkannt 
wird (AS 1). Das Störsignal wird als Basiskomponente erfaßt 
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Abb. 11. Analyse einer mit einem 
Störsignal überlagerten Sinus-
schwingung. 
Nutzsignal: fn = 12.5Hz, 
An = 50fLV 
Störsignal: fs = 50 Hz, 
As - = 16fLV 
Im obersten Bild ist das Testsig-
nal d~rgestellt, in der linken Bild-
hälfte das Analyseergebnis ohne 
Anwendung der Frequenzhyste-
rese (FHYOO), in der rechten 
Bildhälfte mit Anwendung 
(FHY50). Es sind jeweils die vier 
auf S. 12 beschriebenen Histo-
gramme dargestellt, wobei auf 
der Abszisse eine Frequenzskala 
(s. Tabelle S. 11) aufgetragen ist. 
Der Range ist bei 12.5 Hz zu ei-
nem Punkt vereinigt. Zeitlicher 
Beginn und Ende des Testsignals 
ist im oberen Bildteil eines Histo-
grammpaares mit >TCA< und 
>TCE< festgehalten, ebenso die 
Amplitudenhysteresen in fL V mit 
>HOOOO< in den Analysestufen 
>AS 0,1,2,3<. 
EDV in Medizin und Biologie 3/ 1982 
74 TIRSCH/MüLLNER, Eine EEG-Analysemethode 
und liegt mit 50 Hz außerhalb der Frequenzskala. Durch den 
nachfolgenden Iterationsalgorithmus wird die Amplitude des 
Nutzsignals etwas kleiner als 50 ~ V vermessen. 
Bei Anwendung der Frequenzhysterese wird bereits in der 
Analysestufe >AS 0< das Störsginal von 50 Hz wirksam unter-
drückt und das Nutzsignal von 12.5 Hz mit 100 Schwingungen 
korrekt identifiziert. Durch den Superpositionsvorgang bei der 
Synthese des Testsignals und durch den nachfolgenden Ver-
messungsalgorithmus muß allerdings eine geringe Überschät-
zung der mittleren Amplitude des Nutzsignals in Kauf genom-
menwerden. 
In den Streuungshistogrammen treten erwartungsgemäß 
keine Werte auf; der Range ist bei 12.5 Hz zu einem Punkt ver-
einigt, da bei der Analyse einer Schwingung mit konstanter 
Amplitude der maximale und minimale Amplitudenwert iden-
tisch ist. 
b. Überprüfung der stufenweisen Extraktion unterlagerter 
Wellen 
Die Summenhistogramme in der Analysestufe >AS S< zeigen 
sowohl für die zwei (Abb. 12a) als auch drei (Abb. l2b) überla-
EDVin Medizin und Biologie 3/ 1982 
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gerten Frequenzen eine klare Trennung. Die Nebengipfel in 
den Frequenz- und Amplitudenhistogrammen an den Orten 
mit erwarteter größter Häufigkeit werden durch Frequenzver-
zerrungen verursacht, die auch leichte Amplitudenabweichun-
gen im Range und in den Streuungshistogrammen zur Folge 
haben. Diese Phänomene werden dadurch erklärt,daß bei der 
Synthese der Testsignale Frequenz- und Amplitudenverzerrun-
gen entstehen, die dann vom Vermessungs algorithmus entspre-
chend interpretiert werden und in den Frequenzhistogrammen 
Abb. 12a. Analyse von 2 überlagerten Sinusschwingungen. 
SI: r. = 12.5 Hz, AI = 50 llV 
S,: f, = 2.5 Hz, A, = 16 llV 
Abb. 12b Analyse von 3 überlagerten Sinusschwingungen. 
SI: f l = 12.5 Hz, AI = 50 llV 
S, : f, = 4.0 Hz, A, = 25 llV 
S3 : f3 = 1.0 Hz, A3 = 16 llV 
In den bei den obersten Bildern sind jeweils die Testsignale dargestellt; 
darunter die beiden Histogrammpaare. Bildaufbau entsprechend 
Abb.l1. 
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Abb. 13. Einzel- und Summenhistogramme von 3 Analysestufen eines l-Minuten-Alpha-EEG. 
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Im obersten Bildteilist ein Ausschnitt der EEG-Kurve mit der Ableitung P4-02 im Zustand: > Ruhe, Augen geschlossen< mit deutlicher Ausprägung von Alpha-Spindeln dargestellt. Die Frequenz-
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keine scharfen Gipfel mehr liefern. Darüber hinaus sind auch 
Rundungsfehler bei der Integer-Berechnung der einzelnen Pa-
rameter und Diskretisierungseffekte von Einfluß (25). 
2. Analyse von Human-EEG 
Aus den Einzelhistogrammen in Abb. 13 ist ersichtlich, daß mit 
zunehmender Stufenzahl immer langsamere und zugleich 
niedergespanntere unterlagerte Wellenanteile aus dem EEG-
Signal extrahiert werden. 
Zur Festlegung der Amplitudenhysterese pro Analysestufe 
wurden verschiedene Hysterese-Kombinationen an repräsen-
tativen EEG-Abschnitten erprobt. Dabei hat sich folgende 
Kombination als geeignet erwiesen: 2 11 V (AS 0), 2 11 V (AS 1), 
4 IlV (AS 2), wobei 3 Analysestufen ausreichen (>H224X< in 
Abb.13). 
Abb. 14 veranschaulicht die Trennschärfe des Verfahrens am 
Beispiel der Analyse eines I-Minuten-EEG-Abschnittes bei of-
fenen und geschlossenen Augen. 
Bemerkenswert ist bei geschlossenen Augen der scharfe, 
ausgeprägte Gipfel im Alpha-Bereich des Frequenzhisto-
gramms und der relativ breite, asymetrische Gipfel im Amplitu-
denhistogramm und im Range. Bei offenen Augen ist die Al-
pha-Aktivität erwartungsgemäß blockiert und es treten ver-
mehrt, zum Teil überlagerte, niedergespannte Beta-Wellen auf. 
Die bisherigen Ergebnisse haben gezeigt, daß es durch die 
Technik der stufenweisen Extraktion von unterlagerten Wellen 
möglich ist, eine zusätzliche Information über die Signalstruk-
tur des EEG zu gewinnen. Die Ergebnisse dieses deskriptiven 
Wellenvermessungsverfahren sind sowohl durch Testsignale 
überprüfbar als unmittelbar mit der visuellen Befundung ver-
gleich- bzw. validierbar. 
VI. Diskussion 
Eine problemspezifische Quantifizierung des EEG, das als ei-
ne Zeitreihe elektrischer Potentiale vorliegt, wird durch das 
Fehlen schlüssiger, neurophysiologischer Modelle über das zu-
grundeliegende Prozeßgeschehen erschwert. 
Trotz der Ansätze von ANDERSEN und ANDERSSON (1), Lo-
PES da SIL v A (18), CREUTZFELD (9), sowie Lux (19), konnte bis-
her keine vollständige systemtheoretische Prozeßanalyse ent-
Augen auf Augen zu 
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Abb. 14. Summenhistogramme 
eines 1-Minuten-EEG-Abschnit-
tes bei offenen und geschlosse-
nenAugen. 
wickelt werden. Die Kenntnis des zugrundeliegenden Prozes-
ses würde theoretisch eine weitgehende Datenreduktion des 
EEG bei minimaler Redundanz erlauben. Eine Möglichkeit 
besteht darin, den gegebenen Meßvektor in den Frequenzbe-
reich abzubilden und die Spektral dichte jeder Schwingung zu 
berechnen. Wie eingangs erwähnt, ist dieses Verfahren durch 
voraussetzungsstrenge Modellvorstellungen eingeschränkt. 
Darüber hinaus ist die Konsistenz der Schätzung des Lei-
stungsspektrums von der Länge des zu analysierenden Zeit-
stückes abhängig. Durch Mittelung der Fourierkoeffizienten 
aller Segmente können Einzelereignisse z. B. charakteristische 
EEG-Muster oder auch Artefakte im Spektrum nicht erkannt 
werden. Eine wesentliche Alternative, diese Schwierigkeiten 
teilweise zu überwinden, besteht darin, das EEG-Signal in den 
Zeitbereich abzubilden und durch Wahl geeigneter Kurven-
meßpunkte eine Sequenz von Intervallen und Amplituden 
bzw. Meßvektoren zu erhalten. 
Die Übernahme durchaus geeigneter, an der visuellen Aus-
wertung orientierter Zeitbereichsverfahren wie von SCHENK 
(25), (26), MATEJCEK und SCHENK (20), HOMMA (15) und DE-
NOTH (10), sowie HJORTH (13), (14), aber auch ältere Verfahren 
wie von BURcH (5), (6), BENTE (2), LEGEWIE und PROBST (17) 
oder PÖPPL, MÜLLNER, CREUTZFELDT (23) war wegen verfah-
rensspezifischer Schwächen für unsere Fragestellung und aus 
. technischen Voraussetzungen problematisch. Bei den vier letzt-
genannten Verfahren geht die Information überlagerter Fre-
quenzen entweder schon im Vermessungsalgorithmus oder im 
Überlagerungsbereich von Filtern teilweise verloren. Die Pro-
blematik des Verfahrens von HJORTH insbesondere des Para-
meters »Complexität« wurde von DENoTH (10) aufgezeigt. 
Der Vorteil unseres Verfahrens gegenüber iterativen, vekto-
riellen Techniken wie von SCHENK (26), MATEJCEK (20) und 
DENOTH (10) besteht darin, daß unter Verzicht auf Phasenkor-
rekturen ein einfacher Mittelungsprozeß mit rechentechnisch 
einfachen Operationen durchgeführt wird. Erste Ansätze dazu 
wurden von HOMMA et al., 1971 beschrieben (14). 
Auch die Spezifikation einer Frequenzhysterese wurde au-
ßer in Form einfacher Glättungsverfahren oder aufwendiger 
digitaler Filter (24), (27), bislang nicht angewandt. 
Für den Anwender erfolgreich in der Beurteilung der Analy-
seergebnisse, besonders von Einzelereignissen im EEG, hat 
sich die Ausgabe der Bereichsgrenzen auftretender Amplitu-
den (Range) zusätzlich zu Mittelwert und Standardabwei-
chung erwiesen. 
Bei Anwendung des Verfahrens mit simulierten und klini-
schen Daten hat sich ergeben, daß für die stufenweise Extrak-
tion über- bzw. unterlagerter Wellen in Hinblick auf die Signal-
struktur des EEG drei Analysestufen ausreichen. 
Amplitudenwerte, kleiner als 211 V, wie sie in der vierten Ana-
lysestufe häufig beobachtet wurden, unterschreiten den Hyste-
resebereich und werden in der visuellen Auswertung nicht 
mehr erkannt. Was die Diskriminierung der Frequenzkompo-
nenten betrifft, kann an Hand von Simulationsuntersuchungen 
angegeben werden, daß das Verhältnis von über- bzw. unterla-
gerter Frequenz nicht kleiner als 2 betragen soll. Je größer die-
ses Verhältnis gewählt wird, desto kleiner wird der Streubereich 
der Hauptaktivitäten. Während die Fourieranalyse die modell-
bezogenen, simulierten Einzelfrequenzen der Generatoren 
zwar eindeutig trennt, werden in unserem Verfahren die auch 
visuell nachprüfbaren Verzerrungen und Schwebungen er-
kennbar. 
Wie aus diskriminanzanalytischen Untersuchungen eines 
klinischen Materials bekannt [MÜLLNER (22)], tragen Häufig-
keiten und Amplituden auftretender Wellen unterschiedlich 
zur Trennung der Stichproben bei. Mit der Spektralanalyse, de-
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ren Dichtefunktion die Dimension [11 \P . sec] aufweist, sind 
deshalb bei der diskriminanzanalytischen Trennung von EEG-
Stichproben, nicht jedoch bei simulierten Daten, durch die Er-
höhung der Redundanz je nach Material niedrigere Trefferra-
ten zu erwarten. Demgegenüber ist durch die stufenweise Ex-
traktion von über- bzw. unterlagerten Wellen in Abhängigkeit 
von Material und Fragestellung ein zusätzlicher, prozeßbezo-
gener Informationsbeitrag zu erwarten, der in einer Erhöhung 
der Trefferraten bei Zuordnungsverfahren zum Ausdruck 
kommt [TiRSCH et aL (29)]. Dabei wäre zu untersuchen, inwie-
weit die einzelnen Analysestufen in Hinblick auf die Prozeß-
struktur des EEG von Bedeutung sind. 
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4. Meeting of the ISCB 
The 4th meeting of the International S ociety of Clinical Biosta-
tistics (ISCB) to be held in Paris, 11-14 September 1983, will be 
devoted to stimulate research on methodology used in the de-
sign and analysis of c1inical research. A special workshop to be 
inc1uded will focus on statistical aspects of diabetes research. 
Correspondence to theSecretary: 
Dr. Robert A. Dixon 
Dept. Community Medicine 
University of Sheffie1d Medical School 
Beech Hill Road 
Sheffie1d SI 0 2RX, England 
or to the local organizer: 
Dr. Helene Sacho-Gamier 
Institut Gustave Roussy 
Rue Camille Desmoulins 
94800 Villejuif, France 
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Wie werden statistische Maßzahlen in agrarwissenschaftlichen 
Versuchen sinnvoll interpretiert? 
W. E. Weber 
Summary 
When agricultural experiments are analysed, several statistical 
parameters are obtained. This paper gives examples for a cor-
reet interpretation of some parameters which are often estima-
ted: nonsignificant test criterium in an homogenity test, correla-
tion coefficient, partial regression coefficient, variance compo-
nents, significant interaction and significant main ejJects. 
Zusammenfassung 
Bei der Auswertung von agrarwissenschaftlichen Versuchen fal-
len statistische Maßzahlen unterschiedlicher Art an. Für häufig 
geschätzte Parameter werden Hinweise auf die korrekte Inter-
pretation gegeben: Nicht signifikante Prüfgröße in einem Ho-
mogenitätstest, Korrelationskoeffizient, partieller Regressions-
koeffizient, Varianzkomponenten, signifikante Wechselwirkung 
und signifikante Hauptwirkung. 
Einleitung 
Versuche im agrarwissenschaftlichen Bereich werden heute 
üblicherweise mit fertigen Programmen ausgewertet. Hierfür 
stehen dem Versuchsansteller neben betriebseigenen Program-
men auch zahlreiche leistungsfähige Programmpakete wie z. B. 
SPSS, BMDP oder GENSTAT zur Verfügung. Diese Pakete 
sind nicht speziell für Versuche in der Landwirtschaft entwik-
kelt worden. Ein gemeinsames Kennzeichen ist, daß eine große 
Zahl an Parametern ausgegeben werden kann, die aus den Ver-
suchen errechenbar sind. Darunter befinden sich neben wichti-
gen Parametern auch sehr viele, die für den speziellen Fall über-
flüssig sind. Aufgabe der Versuchsauswertung ist es nun, aus 
der Vielzahl an Parametern die bedeutsamen zu erkennen und 
richtig zu interpretieren. Gute biometrische Kenntnisse und ei-
ne klar definierte Versuchsfrage sind unabdingbare Vorausset-
zungen. Im folgenden sollen einige häufig auftretende Proble-
me etwas näher erläutert werden. 
Homogenitätstests 
Ein Homogenitätstest prüft die Frage, ob die Nullhypothese 
verworfen werden muß oder beibehalten werden kann, wenn 
z. B. Varianzen oder Spaltungsverhältnisse miteinander vergli-
chen werden. Homogene Varianzen sind eine wichtige Voraus-
setzung für eine Reihe von Tests (t-Test, Varianzanalyse u. a.). 
Das »Ziel« des Versuchsanstellers ist es, die Nullhypothese 
nicht zu verwerfen. Darin liegt die besondere Problematik die-
ser Tests . Wenn es darum geht, die Nullhypothese abzulehnen, 
wird ein geringer Versuchsumfang dazu führen, daß dieses Ziel 
auch beim Vorliegen von Unterschieden seltener als bei großen 
Versuchen erreicht wird. Der Fehler 2. Art wird im Vergleich zu 
großen Versuchen bei gleichem Fehler 1. Art größer. 
Leider kann der Fehler 2. Art, der beim Homogenitätstest 
der entscheidende Fehler ist, nicht vorgegeben werden. Unter 
der Alternativhypothese sind nämlich alle Hypothesen außer 
der Nullhypothese für die Gleichheit zusammengefaßt. Bei 
vorgegebenem Fehler 1. Art wird bei kleinem Versuchsumfang 
auch bei Vorliegen der Alternativhypothese die Nullhypothese 
häufiger nicht abgelehnt und damit die falsche Schlußfolge-
rung gezogen. Die Mittelwerte von A und B in Tab. 1 sollen mit 
Tabelle 1. Test aufVarianzeng1eichheit in den Stichproben A und B 
n=3 n = 100 
S'A 64 7 
S'B 4 4 
F = S'A/S'B 16,0 1,75 
a (zweiseitig) 0,118 0,006 
Fo,os (zweiseitig) 39,0 1,51 
dem t-Test verglichen werden, der die Gleichheit der Varianzen 
voraussetzt. Beim entsprechenden F-Test wird bei a = 5 % im 
ersten Fall mit nur drei Wiederholungen je Prüfglied die Null-
hypothese für die Varianzengleichheit nicht verworfen, obwohl 
sich SA2 und SB2 deutlich unterscheiden. Im zweiten Fall mit je 
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100 Wiederholungen sind die Unterschiede sehr viel geringer, 
trotzdem wird die Nullhypothese abgelehnt. Darf der t-Test 
nun im ersten Fall angewendet werden und im zweiten Fall 
nicht? Bei der Interpretation des Te,stergebnisses genügt es 
nicht, die von Programmpaketen ermittelte Überschreitungs-
wahrscheinlichkeit (0,118 im ersten und 0,006 im zweiten Fall) 
zu betrachten, vielmehr ist der Versuchsumfang mit zu berück-
sichtigen. Während im zweiten Fan der t-Test vertretbar ist und 
die Varianzungleichheit durch eine Reduktion der Zahl der 
Freiheitsgrade berücksichtigt werden kann (siehe z. B. STEEL 
und TORRIE 1960, Seite 81), ist im ersten Fall keine sinnvolle 
Prüfung aufVarianzengleichheit möglich. Es ist aber zu vermu-
ten, daß die Varianzen nicht gleich sind. 
Ähnliche Probleme ergeben sich, wenn z. B. der x2-Test zur 
Überprüfung von Spaltungsverhältnissen benutzt werden soll. 
In der Genetik gibt es Merkmale, deren Ausprägung von einem 
einzigen Gen abhängt. Bei dominantem Erbgang gibt es dann 
nur zwei Phänotypenklassen, dominant homozygot (GG) oder 
heterozygot (Gg) und rezessiv homozygot (gg). Wird ein he-
terozygoter Genotyp Gg geselbstet, spaltet die Nachkom-
menschaft im Verhältnis 3 dominant zu 1 rezessiv. 
Tabelle 2. Test von Spaltungsverhältnissen auf 3: I und 9 :7 
Klasse I Klasse 2 Summe X23 :1 X29:7 
11 5 16 0,33 n. s. 1,02n.s. 
22 10 32 0,67n.s. 2,03 n.s. 
44 20 64 1,33 n.s. 4,06 * 
Oft ist der Umfang einer Nachkommenschaft infolge der 
Schwierigkeiten bei der Herstellung von Selbstungen so gering, 
daß die Nullhypothese für eine 3: I-Spaltung nicht abgelehnt 
wird, ebenso aber auch nicht die Hypothese für eine 9:7 -Spal-
tung, die bei zwei Genorten möglich ist. Bei den Beispielen in 
Tab. 2 wird nur im letzten Fall die 9:7-Spaltung abgelehnt. In 
der Genetik kann die Hypothese einer 3: I-Spaltung dadurch 
untermauert werden, daß Nachkommenschaftsprüfungen 
durchgeführt werden. Die Selbstungsnachkommenschaft von 
rezessiven darf nicht spalten. 
Korrelation und Regression 
In Programmpaketen werden Korrelationskoeffizienten routi-
nemäßig gegen Null getestet. Bei großem Versuchsumfang sind 
dann auch niedrige Korrelationskoeffizienten signifikant, bei 
sehr geringem Versuchsumfang aber auch ein großer Koeffi-
zient nicht (Tab. 3). Der Test gegen p = ° führt in vielen Fällen 





0,61 n.s . 
0,23 ** 
95 %-Intervall 
-0,29::; P ::; 0,90 
0,09 ::; p ::; 0,36 
nicht weiter, vielmehr muß bei der Interpretation von Korrela-
tionskoeffizienten herausgestellt werden, welche Auswirkung 
eine Korrelation dieser Größe hat. So wirkt sich eine Korrela-
tion von p = 0,6 zwischen Strohlänge und Ertrag stark auf die 
Auslese ertragreicher, aber kurzstrohiger Sorten aus . Die Ge-
nauigkeit, mit der Korrelationskoeffizienten geschätzt werden, 
sollte aus der Angabe eines Konfidenzintervalles hervorgehen, 
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das näherungsweise z. B. mit der z-Transformation ermittelt 
werden kann (siehe z. B. STEEL und TORRIE 1960, Seite 189). Bei 
dem Beispiel mit 10 Wertepaaren ist der Konfidenzbereich so 
groß, daß über die Höhe des Korrelationskoeffizienten nichts 
ausgesagt werden und damit eine die Auslese deutlich beein-
flussende Korrelation nicht ausgeschlossen werden kann. 
Bei der Regressionsanalyse ist der Funktionstyp im allgemei-
nen unbekannt. Dann werden häufig Polynome zur Beschrei-
bung der Abhängigkeit einer Zielgröße von den Einflußgrößen 
benutzt. In der Regressionsfunktion y = a + bjx + b2x2 + bjz 
stellen b!, b2 und bj partielle Regressionskoeffizienten dar. 
Wird z. B. z um eine Einheit verändert und bleibt x konstant, än-
dert sich y um bj Einheiten. Andererseits kann sich x2 nicht än-
dern, ohne daß sich auch x ändert. Daher können b j und b2 
nicht für sich interpretiert werden. Wenn nun zwischen x und z 
eine hohe Korrelation besteht (z. B. Pxz = 0,8), kann auch z 
nicht unabhängig von x variieren und b 3 nicht losgelöst von bj 
und b2 betrachtet werden. 
Ein weiteres Problem ist die Auswahl einer geeigneten Funk-
tion. Einfache Zusammenhänge entsprechen mit Sicherheit 
nicht den natürlichen Gegebenheiten. Komplizierte Modelle 
mit vielen Parametern haben aber zur Folge, daß die einzelnen 
Regressionskoeffizienten mit großen Fehlern behaftet sind, 
insbesondere bei starker Abhängigkeit der Einflußgrößen von-
einander. In diesem Fall sind automatische Auswahlverfahren 
zum Auffinden einfacher Funktionen wie Aufbau und Abbau 
bei einer multiplen Regressionsanalyse sehr unsicher. HOK-
KING (1976) hat hierzu einige Beispiele gegeben. 
Varianzkomponenten 
Varianzkomponenten werden in der Züchtung benötigt, um 
Aussagen über die Höhe des Selektionserfolges zu machen. 
Die Genauigkeit von Varianzkomponenten ist aber gering, 
auch wenn die Versuche relativ umfangreich sind. Eine Angabe 
über die Genauigkeit der geschätzten Varianzkomponenten ist 
daher sehr wichtig. Sind die zufälligen Effekte des linearen Mo-
delles normalverteilt, kann die Standardabweichung der Va-
rianzkomponenten bestimmt werden. Da aber die Varianz-
komponenten schiefverteilt sind, ist es besser, Konfidenzberei-
che anzugeben. Approximative Verfahren sind z. B. bei BRoss 
(1950) oder SEARLE (1971) beschrieben worden. 
In der Quantitativen Genetik gibt es zusätzliche Probleme. 
Die genetische Varianz wird weiter aufgeteilt in additive Va-
rianz (VA), Dominanzvarianz (Vo ) und epistatische Varianz 
wie additiv x additiv (V AA), additiv x dominant (V AO) und 
dominant x dominant (Voo) für die Wechselwirkung zwi-
schen zwei Genorten. Der Versuchsansteller weiß vorher nicht, 
welche Komponenten von Bedeutung sind. Bei geeigneten Ver-
suchsplänen können die Varianzkomponenten als Kovarian-
zen zwischen Verwandten aufgefaßt werden, die sich als ge-
wichtete Summe genetischer Varianzen darstellen lassen: Va-
rianzkomponente = kA VA + ko Vo + kAA V AA + . .. Dabei 
hängen die Koeffizienten ki vom Verwandtschafts grad ab. 
Wenn aus Varianzkomponenten genetische Varianzanteile und 
die nichtgenetische Varianz (VE) geschätzt werden sollen, steigt 
der Schätzfehler mit der Zahl der berücksichtigten Varianzan-
teile stark an. Tab. 4 zeigt das Ergebnis für das Merkmal Sten-
gellänge bei Versuchen mit Gerbera (WRICKE et al., 1982). Aus 
7 Varianz- und Kovarianzkomponenten (Klone, väterliche und 
mütterliche Halbgeschwister, Vollgeschwister, Eltern-Nach-
kommen-Kovarianz und zwei unabhängige Versuchsfehler) 
wurden zum einen VA, V 0, V AA und VE und zum anderen nur VA 
und VE geschätzt. Die Tabelle zeigt deutlich, daß die Schätz-
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Tabelle 4. Genauigkeit von Varianzkomponenten bei der Stengellän-
ge (cm) von Gerbera (aus: WRICKE et al., 1982) 
x = Mittel aus 16 Parallelversuchen, 
s~ = Standardabweichung des Mittelwertes 
x Sj( 
Modell I VA 3866 493 
VE 1162 135 
Modell 2 VA 2621 923 
VD 668 648 
VAA 872 1318 
VE 1028 135 
werte für das Modell mit VA, VD, V AA und VE mit viel größeren 
Fehlern behaftet sind als die Schätzwerte für das Modell mit VA 
und VE. Möglicherweise ist im Modell mit 2 Parametern VA 
durch die nicht berücksichtigten Parameter V D und V AA verzerrt 
geschätzt. Diese Verzerrung wiegt aber nicht so schwer wie der 
große Schätzfehler im Ansatz mit 4 Parametern. Daher ist es 
nicht angezeigt, Parameter in das Modell mit aufzunehmen, 
von denen angenommen werden kann, daß sie keine große Be-
deutung haben. Das führt nur dazu, daß alle Schätzwerte unge-
nau werden. Dies läßt sich auch theoretisch aus den Erwar-
tungswerten für die Varianz von Varianzkomponenten herlei-
ten (WEBER, 1982). Der Schätzwert von VE ist im Beispiel nicht 
betroffen, da die Koeffizienten kE fast nicht mit den übrigen 
Koeffizienten (kA, kD und kAA ) korreliert sind. Die Versuche in 
Tab. 4 lassen keine Aussage über die Bedeutung der Epistasie 
zu, für eine Vorhersage des Selektionserfolges reicht aber das 
einfache Modell mit VA und VE aus. 
Wechselwirkung 
In mehrfaktoriellen Versuchen wird häufig nur geprüft, ob eine 
Wechselwirkung signifikant ist. Es ist aber wichtig zu untersu-
chen, worauf die Wechselwirkung zurückzuführen ist. 
Im folgenden wird die Wechselwirkung 1. Ordnung näher 
betrachtet. Die Interpretation wird sehr erleichtert, wenn eine 
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Abb. 1. Graphische Darstellung zur Wechselwirkung. Merkmal Y ge-
gen die Faktoren A (zwei Stufen) und B (drei Stufen). 
beide Faktoren fix, ist von besonderem Interesse, ob es wie in 
der Abbildung zu Überschneidungen kommt. In diesem Fall ist 
ein Test der Hauptwirkung nicht sinnvoll. So ist Stufe 1 von 
Faktor A bei BI und B2 besser und bei B3 schlechter als Stufe 2 
von A und das durchschnittliche Abschneiden über alle Stufen 
von B ohne Bedeutung. 
Wenn der Faktor B quantitativ abgestuft ist wie z. B. bei Dün-
germengen, Zeit und Temperatur, ist eine Zerlegung in Ortho-
gonalpolynome für jede Stufe von A getrennt möglich. Sind im 
Beispiel BI, B2 und B3 Düngerstufen mit gleichem Abstand, so 
kann geprüft werden, ob die Wechselwirkung darin besteht, 
daß der lineare Anstieg für AI anders ist als für A2 • Sind beide 
Faktoren quantitativ abgestuft, kann die Wechselwirkung in li-
near x linear, linear x quadratisch und weitere Komponenten 
aufgeteilt werden, wie dies z. B. in der Quantitativen Genetik 
bei der Epistasie geschieht. 
Bei Versuchsserien über mehrere Umwelten (Orte und/ oder 
Jahre) ist der Umweltfaktor als zufällig zu betrachten. In die-
sem Fall ist unabhängig davon, ob die Wechselwirkung signifi-
kant ist, der Faktor Prüfglieder gegen die Wechselwirkung zu 
testen (Tab. 5). Für eine Aufteilung der Wechselwirkung gibt es 
mehrere Vorschläge mit dem Ziel, zusätzliche Informationen 
Tabelle 5. Zweifaktorielle Varianzanalyse 
Sorten fix, Umwelten zufällig 
Modell: Yijk = ~ + Si + Uj + SUij + eijk 
Varianzursache MQ F-Wert 
Sorten Ms Ms/ Msu 
Umwelten Mu 
Sorten x Umwelten Msu 
Rest MR 
Aufteilung der Wechselwirkung 
Ökovalenz:Wi = r L(Yij.-Yi .. -Y.j.+Y .Y 
j 
Regression : bi = [r Yij.(y.j.-Y .. )]Ir (Y.j.-y .. Y 
über die Prüfglieder zu erhalten. In Tab. 5 sind zwei häufig be-
nutzte Maße aufgeführt, nämlich die Ökovalenz Wi (WRICKE, 
1965) und die Regression bi (YATES und COCHRAN, 1938, u. a.). 
Die Ökovalenz erfaßt den Anteil des Prüfgliedes i an der Wech-
selwirkung, bi ist der Regressionskoeffizient für das Prüfglied i 
auf den Durchschnitt aller Prüfglieder über alleUmwelten. Ei-
ne ausführliche Darstellung der Problematik wurde z. B. von 
WRICKE und WEBER (1980) gegeben. 
Die Aussagekraft dieser Maße kann nur aus einer großen 
Zahl von Versuchs serien ermittelt werden. HEINE und WEBER 
(1982) untersuchten in 24 Versuchsserien bei Winterweizen 
(Tab. 6) an drei Standardsorten den Mittelwert für Ertrag (Yi), 
Tabelle 6. Varianzanalyse für Ertrag (Yi), Ökovalenz (Wurzeltransfor-
mation VWi) und Regression (bi) bei Winterweizen (aus HEINE und 
WEBER, 1982) 
Varianzursache FG MQ-Werte 
Yi VWi bi 
Versuchsserien 23 82,17 49,17 0,0232 
Standards orten 2 124,22** 13,54 0,0179 
Rest 46 3,36 7,62 0,0392 
Wi und bio Während sich die Standards orten im Durchschnitt 
der Versuchsserien im Ertrag deutlich unterschieden, waren für 
die Ökovalenz und die Regression keine Unterschiede festzu-
stellen, obwohl diese Werte für einzelne Sorten in einzelnen 
Versuchsserien signifikant waren. Alle Sorten zeigten in eini-
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gen Versuchsserien niedrige und in anderen Versuchsserien ho-
he Werte. Ähnlich waren auch die Ergebnisse für zwei Maisse-
rien. Bei der Interpretation von Maßzahlen wie Wi oder bi aus 
einzelnen Versuchsserien ist daher größte Vorsicht geboten, da 
die Ergebnisse i. a. nicht auf andere Versuchsserien übertragen 
werden können. 
Hauptwirkungen 
Viele Versuche dienen dazu, einen Vergleich der Mittelwerte ei-
ner größeren Anzahl an Prüfgliedern zu ermöglichen. Der F-
Test der Varianzanalyse sagt dann zunächst aus, ob spezielle 
Mittelwertsvergleiche überhaupt sinnvoll sind. Die folgenden 
Ausführungen beziehen sich auf einen qualitativ abgestuften 
Faktor. 
Häufig werden rotitinemäßig Tests eingesetzt, die es erlau-
ben, alle denkbaren Vergleiche durchzuführen. LITTLE (1978) 
hat an Beispielen aus dem Gartenbau gezeigt, wie wenig hilf-
reich dieses Vorgehen in vielen Fällen ist. Das trifft insbesonde-
re dann zu, wenn sich hinter dem Faktor mehrere Faktoren ver-
bergen und eine Unterteilung der Varianzursache möglich ist. 
Bisweilen lassen sich die Prüfglieder in mehrere Gruppen 
unterteilen, wobei zwischen Prüfgliedern verschiedener Grup-
pen keine Vergleiche durchgeführt werden. Das folgende Bei-
spiel zur Vererbung der Internodienlänge bei Gurken (FRAN-
KEN, 1979) soll dies verdeutlichen (Tab. 7). Kurze Internodien 
Tabelle 7. Internodienlänge bei Gurken (nach: FRANKEN, 1979) 
Genotyp Mittel Vergleich 
Nr. Art. Wert 
A 15,5 I A-B 0,70 
B 14,8 2 AxB- 0,35 
(A+B)/ 2 
C 12,6 3 A-C 3,90 
A x B 15,5 4 AxC- 0,05 
(A+C)/ 2 
A x C 14,0 5 B-C 2,20 
BxC 14,9 6 BxC- 1,20 
(B+C)12 
D 18,9 7 D-E 0,60 
E 18,3 8 DxE- 1,50 
(D+E)12 
DxE 20,1 
Test a: Vergleiche I bis 6: Tukey-Test, 6 Prüfglieder 
Vergleiche 7 und8: t-Test 




















ermöglichen eine hohe Pflanzendichte und damit eventuell ei-
nen höheren Ertrag je Flächeneinheit. Das Beispiel wurde ver-
ändert, um die Problematik zu verdeutlichen. 5 Genotypen und 
Kreuzungen zwischen diesen Genotypen lassen sich zwei 
Gruppen zuordnen, zwischen denen keine Vergleiche durchge-
führt werden. Bei der Testweise a wird für die eine Gruppe (A, 
B, C, A x B, A x C und B x C) der Tukey-Test für 6 Prüfglie-
der benutzt, für die andere Gruppe ergeben sich zwei orthogo-
nale Vergleiche, für die der multiple t-Test benutzt werden 
kann. Bei der Testweise b wird nicht zwischen den beiden 
Gruppen unterschieden und nur der Tukey-Test für 9 Prüfglie-
der herangezogen. Aus Tab. 7 geht hervor, daß bei dieser Test-
weise zwei Differenzen weniger signifikant sind als bei Testwei-
se a. Die weniger effiziente Testweise b führt somit zu einer Än-
derung bei der Interpretation der Ergebnisse. 
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Schlußbemerkungen 
Die vorstehenden Beispiele sollten zeigen, daß eine schema-
tisch durchgeführte Versuchsauswertung sehr gefährlich ist. So 
ist die Annahme der Nullhypothese bei geringem Versuchsum-
fang oft nicht gerechtfertigt. Die Modellauswahl bei der Re-
gressionsanalyse oder der Varianzkomponentenschätzung hat 
erhebliche Auswirkungen auf die Genauigkeit der Schätzwer-
te. Wenn eine Wechselwirkung signifikant ist, muß nach den 
Ursachen gesucht werden. Schließlich kann die Effizienz der 
Auswertung dadurch verbessert werden, daß vor Versuchsbe-
ginn präzise Versuchsfragen gestellt werden, so daß Tests ge-
zielt durchgeführt werden können. 
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Zweistichprobentests vom Cramer-von-
Mises-und-Kolmogorov-Smirnov-Typ bei zensierten Daten 1) 
Martin Schumacher 
Zusammenfassung 
Beim Vergleich von Therapien in kontrollierten klinischen Stu-
dien, bei denen die Überlebenszeit das Kriterium ist, ist oft sehr 
wenig über die Form der zugrundeliegenden Verteilungen be-
kannt. So können statistische Routine-Tests, wie der Logrank-
Test, in vielen Situationen völlig versagen. 
Es werden daher Tests vom Cramer-von-Mises- und vom 
Kolmogorov-Smirnov- Typ vorgestellt und die asymptotischen 
Verteilungen der Teststatistiken unter der Nullhypothese herge-
leitet. Abschließend wird am Beispiel einer kontrollierten klini-
schen Studie bei chronischer Angina pectoris gezeigt, daß mit 
diesen Tests auch nicht proportionale Hazardsituationen, zu-
mindest bei großen Stichprobenumfängen, in befriedigender 
Weise behandelt werden können. 
Summary 
When analyzing censored survival times in the two-sample 
case, the application of generalized linear rank tests, e.g. of the 
logrank- or the Gehan-test, is only appropriate in a proportio-
nal hazards model. 
For the general case, i.e. when the relative risk is not con-
stant over time, suitable test statistics of Cramer-von-Mises-
and Kolmogorov-Smirnov-type are constructed. The asymptotic 
distributions under the null hypothesis of these test statistics are 
derived. 
Finally, the applicability of the methods proposed is demon-
strated by an example using datafrom a controlled clinical trial 
in chronic stable angina. 
1. Problemstellung und statistisches Modell 
Beim Vergleich von zwei Therapien in einer kontrollierten kli-
nischen Studie, in der die Überlebenszeit der Patienten das Kri-
terium ist, kommen zu dem Problem, daß es sich um möglicher-
weise zensierte Beobachtungen handelt, Schwierigkeiten bei 
der Beurteilung des Therapievergleichs hinzu. Eine Beurtei-
lung erweist sich dann als unproblematisch, wenn wir uns auf 
den Vergleich etwa der 5-1ahres-Überlebenswahrscheinlich-
keiten beschränken, oder wenn wir voraussetzen können, daß 
die Überlebenswahrscheinlichkeiten der Patienten in der einen 
1) Diese Arbeit wurde von der Deutschen Forschungsgemeinschaft 
unterstützt. 
Behandlungsgruppe an allen Zeitpunkten größer sind als die in 
der anderen Behandlungsgruppe. Das ist insbesondere dann 
der Fall, wenn das relative Risiko der bei den Behandlungs-
gruppen über die Zeit hinweg konstant ist. Nur in einem sol-
chen Fall ist eine einfache Entscheidung wie »Therapie I ist 
besser als Therapie 2« angebracht. In anderen Fällen, in denen 
sich die Überlebenswahrscheinlichkeiten in beiden Gruppen 
nach einer frühzeitig auftretenden großen Differenz wieder an-
nähern oder sogar kreuzen, sind differenziertere Entscheidun-
gen nötig. Von einer gleichmäßigen Überlegenheit der einen 
oder anderen Behandlung kann jedenfalls nicht mehr die Rede 
sein. 
Die statistischen Standardmethoden zur Überprüfung der 
Hypothese, daß die Überlebenszeitverteilungen in beiden Be-
handlungsgruppen identisch sind, wie die verallgemeinerten li-
nearen Rangtests (siehe etwa TARONE und WARE, 1977), lassen 
sich 'in sinnvoller Weise nur unter der Voraussetzung eines kon-
stanten relativen Risikos anwenden (ANDERSEN, 1981). Wir 
werden daher in dieser Arbeit einige Möglichkeiten aufzeigen, 
Zweistichprobentests zu konstruieren, die nicht auf dieser sehr 
einschränkenden und in praxi oft nicht erfüllten Voraussetzung 
basieren. 
Wir gehen aus von einem »Random Censorship«-Modell, 
d. h., wir betrachten folgende Situation: 
X?I, .. "X?N,undXgJ, ... ,XgN,seien 
unabhängige positive Zufallsvariable, die die Überlebenszei-
ten oder Zeiten vom Eintritt in die Studie bis zum Auftreten ei-
ner bestimmten Reaktion von NI Patienten in Gruppe I und N2 
Patienten in Gruppe 2 darstellen. 
Mit Sk(t) bezeichnen wir die Survivalfunktion, mit A-k(t) die 
Hazardfunktion und mit Ak(t) die kumulative Hazardfunktion 
in der koten Behandlungsgruppe, d. h., es ist 
Sk(t) = P(X~ ::::: t) 
d 
A-k(t) = - dt Sk(t)/ Sk(t) 
und 
Ak(t) = - 10g(Sk(t)). 
Weiterhin seien Cll , .. . ,CIN, und C2 !, ••• ,C2N, unabhängige 
positive Zufallsvariable mit Verteilungsfunktionen GI und G2 • 
Diese Zufallsvariablen stellen »Zensierungszeiten« dar, d. h. 
Zeiten, die die Beobachtungszeiträume der NI bzw. N2 Indivi-
duen aus Gruppe I bzw. 2 nach oben begrenzen. Beobachtbar 
sind daher nur die folgenden Zufallsvariablen 
Xki=min(X~,Cki) (k=I ,2; i=I, ... ,Nk), 
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die »beobachteten Überlebenszeiten«, und die »Zensierungs-
indikatoren « 
(k= 1,2;i= 1, ... Nk). 
Dabei nehmen wir an, daß die Zensierungszeiten Cki und die 
Überlebenszeiten X~ unabhängig sind. 
2. Konstruktion von Teststatistiken 
Bezeichnen wir mit Sk(t) den Kap1an-Meier-Schätzer in der 
k-ten Behandlungsgruppe (siehe etwa MILLER, 1981), so be-
trachten wir zur Überprüfung des Unterschieds der bei den 
Überlebenszeitverteilungen statt der Differenz S2(t) - Sl(t) die 
Differenz der log(-log)-transformierten Kaplan-Meier-Schät-
zer, also 
ß(t) = 10g(-log(S2(t») - 10g(-log(SI(t»), 
und nennen ß(t) »empirische Log-Effektfunktion« (siehe 
SCHUMACHER, 1982). Das Testproblem 
Ho S2(t) = Sl(t) für alle t > 0 
{vs. 
H l S2(t) =F Sl(t) für mindestens ein t > 0 
können wir dann in äquivalenter Weise formulieren als 
Ho ß(t) = 0 
{vs. 
H l ß(t) =F 0 
wenn wir 
für alle t > 0 
für mindestens ein t > 0, 
ß(t) = log(-log(S2(t») - loge -log(SI (t») 
setzen. Abb. 1 zeigt die Kaplan-Meier-Schätzer der Survival-
funktionen und die zugehörige empirische Logeffektfunktion 
in einer kontrollierten klinischen Studie über den Einfluß einer 
adjuvanten Srahlentherapie beim Brustkrebs (SCHEURLEN et 
al., 1978). 
Die äquivalente Formulierung des Testproblems mit Hilfe 
von ß(t) legt es nahe, ein Maß für die Abweichung der empiri-
schen Log-Effektfunktion ß(t) von Null als Teststatistik zu ver-
wenden. Als Maß für diese Abweichung kommt dabei die ma-
ximale Abweichung der empirischen Log-Effektfunktion von 
Null oder die Fläche unter der quadrierten empirischen Log-
Effektfunktion in Betracht. Das erste Maß führt zu Teststatisti-
0 .. 
.; 










...J 0 .. 
'" « .; 
'" 0 
'" c... 0 
0 
°0.00 ~.oo •• 00 8.00 8.00 10.00 12.00 
ZElT IN JAHREN 
ken vom Kolmogorov-Smirnov-, das letztere zu Teststatistiken 
vom Cramer-von-Mises-Typ. 
Aus einer Verallgemeinerung der Theoreme von BRESLOW 
und CROWLEY (1974) erhält man (SCHUMACHER, 1982), daß 
unter Ho 
ß- » 1 (N Al(t) N A2(t») var( (t g;; N NI [A(tW + N2 [A(tW . 
gilt, wobei A(t) die unter Ho in beiden Behandlungsgruppen 
identische kumulative Hazardfunktion bezeichnet und die so-
genannten »Zensierungsintegrale« Ak(t) durch 
t (-1) 
Ak(t) = !(Sk(U) )2(1_ Gk(U» dSk(u), k = 1,2, 
definiert sind. 
Die Tatsache, daß die Varianz von ß(t) für kleine t und für 
große t beliebig groß wird, führt dazu, die Abweichung der em-
pirischen Log-Effektfunktion von Null nur auf einem Intervall 
[8,.1 zu betrachten. Außerdem erscheint es sinnvoll, die Varia-
bilitität von ß(t) mit Hilfe einer geeignet gewählten Gewichts-
funktion \V(t) auszugleichen. 
Bei der praktischen Anwendung wird man 8 gleich dem Ma-
ximum der kleinsten nichtzensierten Überlebenszeiten und. 
gleich dem Minimum der beiden größten nichtzensierten Über-
lebenszeiten in den bei den Behandlungsgruppen wählen. Als 
Gewichtsfunktionen liegt es nahe, 
\V(1) (t) = A(t) 
oder 
- A(t) 
\11(2) (t) = 1 + A(t) 
,zu wählen. Dabei bezeichnet A(t) den Nelson-Schätzer für die 
kumulative Hazardfunktion aus der kombinierten Stichprobe 
(siehe etwa MILLER, 1981), und es ist 
- N - N -
A(t) = NI Al(t) + N2 A2(t) 
mit den von HALL und WELLNER (1980) angegebenen konsi-
stenten Schätzern Ak(t) für die Zensierungsintegrale Ak(t) in 
den beiden Behandlungsgruppen. Die beiden Gewichtsfunk-
tionen unterscheiden sich dadurch, daß mit \V(l)(t) nur die Va-
riabilität von ß(t) für kleine Werte VOn t ausgeglichen wird, wäh-
rend man mit \V(2)(t) die Variabilität VOn ß(t) sowohl für kleine 
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Abb. 1. Kaplan-Meier-Schätzer der Survivalfunktionen und empirische Log-Effektfunktion in der Brustkrebsstudie. 
(l = Radikale Mastektomie + Radiotherapie, 2 = Radikale Mastektomie) 
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Das führt dann zu den folgenden Teststatistiken 
QKS t;[O~~PV A~) I ß(t) . \II(l)(t) I 
bzw. 
Q~ = supfN I ß(t) . \II(2)(t) I 
te[o;t] 
vom Kolmogorov-Smimov-Typ und 
QCM = [A~W {[ß(t) \11(1) (t)j2 dA(t) 
bzw. 
1: 
QßM = N J[ß(t) \11(2) (tW dR(t) 
o 
vom Cramer-von-Mises-Typ, wobei wir 
- A(t) 
H(t) = 1 + A(t) 
setzen. 
3. Asymptotische Verteilungen unter Ho 
Die Überschreitungswahrscheinlichkeiten für die Tests vom 
Kolmogorov-Smimov-Typ lassen sich mit Hilfe der Formeln 
von ANDERSON (1960) berechnen, da sich v'N(ß(t) \II(l)(t)) 
asypmptotisch wie ein Brownscher Bewegungsprozeß und 
fN(ß(t) \II(2)(t)) asymptotisch wie eine Brownsche Brücke ver-
hält. Für die Tests vom Cramer-von-Mises-Typ gilt unter Ho für 
N-+oo 
I 
P(QCM ~ y) -+ P( J [W(t)]2 dt ~ y) 
o 
bzw. 
Abb.2. Kaplan-Meier-Schätzer der Survival-
funktionen, empirische Hazardfunktionen 
und empirische Log-Effektfunktion in der Ve-
terans Administration-Studie (l = Bypass-
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P( QßM ~ y) -+ P( HWO(t) j2 dt ~ y), 
o 
wobei W(t) einen Brownschen Bewegungsprozeß und WO(t) ei-
ne Brownsche Brücke bezeichnet und 
A(T) 
~ = I+A(T) 
ist. Eine Tabelle der Überschreitungswahrscheinlichkeiten für 
den Test basierend auf der Teststatistik QCM findet man in der 
Arbeit von CSÖRGÖ und HORVATH (1981). Die Überschrei-
tungswahrscheinlichkeiten für QßM können wir für ~ = 1 der 
Arbeit von ANDERSON und DARLING (1952) entnehmen, da die 
Grenzverteilung von QßMin diesem Fall mit der Grenzvertei-
lung der gewöhnlichen Cramer-von-Mises-Statistik überein-
stimmt. Für ~ zwischen 0,5 und 1 haben PETTITT und STEPHENS 
(1976) eine kleine Tabelle der Überschreitungswahrscheinlich-
keiten angegeben; für eine ausführliche Tabelle für beliebige 
Werte von ~ sowie eine detaillierte Ausführung der Beweise 
verweisen wir auf SCHUMACHER (1982). 
4. Beispiel 
Um die Anwendungsmöglichkeiten der vorgeschlagenen Tests 
aufzuzeigen, haben wir als Beispiel eine kontrollierte klinische 
Studie über den Vergleich einer Bypass-Operation und einer 
medikamentösen Behandlung bei Patienten mit chronischer 
Angina pectoris gewählt. In dieser multizentrischen Studie 
wurden in den Jahren 1969 bis 1974 N j = 507 Patienten der 
Bypass-Operation und N2 = 508 Patienten der medikamentö-
sen Behandlung zufällig zugeteilt. Kriterium war die Zeit von 
der Behandlung bis zum Tode der Patienten. Einzelheiten über 
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findet man bei DETRE et al. (1977). Die Daten, die uns in dan-
kenswerter Weise die Veterans Administration Cdoperative 
Study of Surgery for Coronary Arterial Occlusive Disease zur 
Verfügung gestellt hat, berücksichtigen ein Follow-Up bis An-
fang 1979. 
Abb. 2 zeigt im oberen Teil die Kaplan-Meier-Schätzer der 
Survivalfunktionen in bei den Behandlungsgruppen. Wir kön-
nen beobachten, daß sich die Survivalkurven bei etwa zweiein-
halb Jahren nach Behandlung kreuzen. Die empirischen Ha-
zardfunktionen im mittleren Teil der Abbildung 2, die wir nach 
Standard-Life-Table-Methoden berechnet haben (siehe etwa 
GROSS und CLARK, 1975), geben eine erste Erklärung: das Risi-
ko der Patienten nach einer Bypass-Operation ist zunächst er-
heblich höher als das der Patienten mit medikamentöser Be-
handlung, fällt dann jedoch sehr steil ab und ist während des 
restlichen Beobachtungszeitraums gleichmäßig kleiner. 
Die Hazardfunktionen beschreiben das momentane Verhal-
ten der Überlebenszeitverteilungen ; daher kann man sie nur 
sehr unzuverlässig schätzen. Aber auch die empirische Log-
Effektfunktion, die wir im unteren Teil der Abb. 2 dargestellt 
haben, zeigt den gleichen Verlauf. 
Tabelle 1. Teststatistiken und Überschreitungswahrscheinlichkeiten 
von verschiedenen Zweistichprobentests in der Veterans Administra-
tion-Studie 
Teststatistik P-Wert 
QCM 0,385 0,405 
QKS 1,639 0,202 
QßM 0,434 0,001 
Q~s 1,560 0,001 
Qlogrank 0,413 0,52 
QGehan 0,087 0,76 
In Tabelle 1 haben wir die Teststatistiken der Zweistichpro-
bentests vom Cramer-von-Mises- und Kolmogorov-Smirnov-
Typ sowie die Teststatistiken von zwei verallgemeinerten linea-
ren Rangtests, nämlich des Logrank - und des Gehan-Tests, mit 
den zugehörigen Überschreitungswahrscheinlichkeiten darge-
stellt. Als geeignete Tests erweisen sich der Test vom Kolmogo-
rov-Smirnov-Typ und der vom Cramer-von-Mises-Typ mit der 
Gewichtsfunktion \V(2)(t). Die bei den verallgemeinerten line-
aren Rangtests versagen in dieser Situation völlig. 
Eine Ililterpretation dieses globalen Therapievergleichs ist 
sehr schwierig, da man trotz der Ablehnung der Nullhypothese 
nicht zu einer einfachen Aussage bezüglich der Überlegenheit 
der einen oder anderen Behandlung kommen kann. Bei einer 
Beurteilung der Therapien müssen deshalb weitere Faktoren 
berücksichtigt werden oder weitere Kriterien hinzugezogen 
werden. 
5. Schlußbemerkungen 
Eine weitere Teststatistik vom Cramer-von-Mises-Typ, die auf 
der Differenz der Kaplan-Meier-Schätzer der beiden Survival-
funktionen beruht, hat KOZIOL (1978) vorgeschlagen. Die zu-
sätzliche Voraussetzung, daß die bei den Zensierungsverteilun-
gen nicht nur identisch sein müssen, sondern auch noch von der 
Überlebenszeitverteilung abhängen, läßt eine Anwendung die-
ser Teststatistik sehr fragwürdig erscheinen. 
GILL (1980), FLEMING et al. (1980) und FLEMING und HAR-
RINGTON (1981) haben eine Klasse von Teststatistiken vorge-
schlagen, die ebenfalls nicht auf der Voraussetzung eines kon-
EDV in Medizin und Biologie 3/ 1982 
stanten relativen Risikos beruhen. Diese Teststatistiken lassen 
sich dadurch charakterisieren, daß sie als Maß für den Unter- > 
schied der zwei Überlebenszeitverteilungen das Maximum von 
sukzessiv durchgeführten verallgemeinerten linearen Rang-
tests benutzen. Um diese Tests mit den von uns vorgeschlage-
nen vergleichen zu können, sind noch umfangreiche Untersu-
chungen erforderlich. 
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Die Effizienz kombinierter zytologischer Gutachten 
in der Krebsvorsorge 
I. Guggenmoos-Holzmann 
Zusammenfassung 
Am Beispiel der Screenings auf Cervix-Ca. werden Bewer-
tungsstrategien for kombinierte zytologische Gutachten disku-
tiert. Güte-Kriterien for derartige Strategien sind Gewinn bzw. 
Verlust an Sensibilität, Spezijität und prädiktivem Wert . 
Summary 
Cytological screening may improve in efficacy by combining in-
dependent examinations of a single smear. Strategies of evalu-
ating combinedfindings are discussed. Improvement is measur-
ed in terms of sensivity, specijity and predictive value. 
In der klinischen Medizin werden Diagnosen durch eine Viel-
zahl diagnostischer Maßnahmen abgesichert. Die Kombina-
tion dieser Maßnahmen und deren Interpretation erfolgt nach 
Regeln, die auf Tradition und Erfahrung beruhen, jedoch sel-
ten objektivierbar sind. Unsicherheiten tauchen dann auf, 
wenn nur wenige Verfahren zur Verfügung stehen, und wenn 
die Qualität dieser Verfahren als unzureichend gilt. Diese Si-
tuation ist z. B. gegeben in der Krebsvorsorge - genauer: beim 
sogenannten Massen-Screening -, wo aus organisatorischen 
Gründen die diagnostischen Möglichkeiten beschränkt blei-
ben. Bei zytologischer Diagnostik wird daher angestrebt, eine 
Verbesserung der Befundungsqualität zumindest dadurch zu 
erreichen, daß zytologische Präparate von mehreren Gutach-
tern beurteilt werden. Dies setzt eine geeignete Strategie zur Be-
wertung der kombinierten Befunde voraus. Kriterien, die bei 
der Wahl einer derartigen Strategie zu berücksichtigen sind, 
werden im folgenden diskutiert. 
1. Allgemeine Gütekriterien 
Um die Qualität eines Gutachtens zu beschreiben, ist es üblich, 
die erhobenen Befunde dem tatsächlich gegebenen Sachver-
Tabelle 1. Gutachten versus Sachverhalt ; Gütekriterien 
pos. Befund (G+) 
















halt gegenüberzustelleri. Man wählt etwa die Darstellung der 
Tab. 1, in der die möglichen Ergebnisse eines Gutachtens in 
Form einer 2 x 2-Tafel aufgeführt werden. 
Für den jeweils gegebenen Sachverhalt - Vorliegen oder 
Nichtvorliegen einer Erkrankung - kann das Gutachten nega-
tiv oder positiv ausfallen. Je nachdem wird man das Ergebnis 
als richtig-positiv, falsch-positiv, richtig-negativ oder falsch-ne-
gativ klassifizieren. Als Kenngrößen der Befundungsqualität 
werden die in Tab. 1 definierten Begriffe benützt: Die Sensibili-
tät eines Verfahrens bezeichnet den Prozentsatz an richtig er-
kannten Erkrankten; entsprechend gibt die Spezifität des Ver-
fahrens den Prozentsatz an richtig erkannten nicht-erkrankten 
Fällen an. Die Effizienz eines Gutachtens ist der Anteil der ins-
gesamt richtig klassifizierten Fälle. Während die Begriffe »Sen-
sibilität« und »Spezifität« unter dem Aspekt des gegebenen 
Sachverhaltes zu sehen sind, liegt den prädiktiven Werten das 
Ergebnis des Gutachtens zugrunde. Sie quantifizieren, mit wel-
cher Wahrscheinlichkeit bei Vorliegen eines positiven resp. ne-
gativen Befundes tatsächlich mit einer Erkrankung resp. keiner 
Erkrankung zu rechnen ist. Die Größe des jeweiligen prädikti-
ven Wertes hängt einerseits ab von der Sensibilität und der Spe-
zifität des Gutachtens, andererseits aber auch von der Häufig-
keit der Erkrankung in der untersuchten Population, also der 
Prävalenz (3). 
2. Mehrfach-Gutachten 
Kombiniert man mehrere Gutachten, so erhält man unter Be-
rücksichtigung des vorliegenden Sachverhaltes und der unter-
schiedlichen Befund-Konstellationen eine kompliziertere Dar-
stellung. Wir werden uns im folgenden auf die Kombination 
von maximal drei in etwa gleichzeitig erstellten Gutachten be-
schränken: Die möglichen Ergebnisse sind in Tab. 2 aufge-
führt. Es ist klar, daß, um die Güte einer derartigen Kombina-
tion bewerten zu können, eine zusätzliche Entscheidung nötig 
ist: die Entscheidung, ob eine bestimmte Konstellation von Be-
funden im Ganzen als positives oder als negatives Resultat zu 
gelten hat. Bei Dreifach-Gutachten stehen die folgenden Stra-
Tabelle 2. Mögliche Befund-Konstellation bei einer Kombination von 
drei Gutachten G lo G2, G, 
O2 O2 0, O2 
0 , + + - 0 , - + - 0 , + + - 0 , - + 
+ PPP PnP + PPn Pnn + ppp pNp + ppN 
0 1 0 1 0 1 0 1 
- nPP nnP - nPn nnn - Npp NNp - NpN 
Erkrankung keine Erkrankung 
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tegien zur Auswahl: Das kombinierte Gutachten gilt als positiv, 
1. wenn alle Einzelgutachten positiv sind = : ( + + + ) 
2. wenn mindestens zwei Einzelgutachten 
positiv sind =:( + + -) 
3. wenn mindestens ein Einzelgutachten 
positivist = : (+ - -) 
Die bei Screening-Verfahren bevorzugte Strategie ist 
(+ - -); sie liegt z. B. der Bewertung der Haemocult®-Tests 
zugrunde. Die zweite Entscheidung ( + + - ) entspricht einem 
Majoritätsbeschluß. Bei einer Kombination von zwei Gutach-
ten kommen lediglich die Strategien 1 und 3 in Frage. Sie wer-
den im folgenden mit ( + + ) und ( + - ) bezeichnet. 
Der Effekt der einzelnen Strategien läßt sich in seiner Rich-
tung auch ohne Rechenexempel einigermaßen abschätzen: Bei 
der gängigen Strategie ( + - - ) ist die Anzahl der positiven Be-
funde größer als bei einem einzelnen Gutachten: es kommen ja 
noch die positiven Befunde der anderen Einzelgutachten hin-
zu. Dies betrifft aber sowohl die Fälle, in denen eine Erkran-
kung vorliegt, als auch die Fälle, bei denen keine Erkrankung 
vorliegt. Bei bei den erhöht sich die Zahl der positiven Befunde, 












de, zum anderen aber auch die Zahl der falsch-positiven Befun-
de. Das aber bedeutet, daß bei der Strategie ( + - - ) mit einer 
Zunahme der Sensibilität und mit einer Abnahme der Spezifi-
tät zu rechnen ist. 
Genau umgekehrt verhält es sich bei der Strategie ( + + + ). 
Da nur übereinstimmend positive Einzelgutachten als positiv 
gewertet werden, nimmt die Zahl der positiven Befunde, und 
zwar die Zahl der richtig-positiven als auch die der falsch-posi-
tiven, ab. Die Strategie ( + + + ) führt also zu einer Abnahme 
der Sensibilität bei gleichzeitiger Zunahme der Spezifität. 
Der Effekt der Strategie ( + + - ) ist nicht sofort erkennbar. 
Hier muß die Sensibilität und die Spezifität der Einzelgutach-
ten berücksichtigt werden. Nimmt man an, die zu kombinieren-
den Gutachten seien nach Vorgabe eines bestimmten Sachver-
haltes (d. h. K+ bzw. K-) voneinander unabhängig, und die Gü-
te der Einzelgutachten sei die gleiche, so lassen sich Sensibilität 
und Spezifität auch für diesen Fall abschätzen. In Abb. 1 sind 
diese Größen für die verschiedenen Bewertungsstrategien in 
Relation zu den entsprechenden Werten eines Einzelgutach-
tens dargestellt. Es zeigt sich, daß unter den angegebenen Be-
dingungen die Strategie ( + + - ) als einzige sowohl hinsicht-
+--
+++ 
10 20 30 40 50 60 70 80 90 100 
Sensibilität (%) derEinzelgutachten 
Abb. la: Sensibilität kombinierter Gutachten in Abhängigkeit von der Sensibilität der EinzeI-
gutachten 
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lich der Sensibilität als auch hinsichtlich der Spezifität besser ist 
als ein Einzelgutachten, vorausgesetzt, dessen Sensibilität und 
Spezifität liegen über 50 %. Diese Qualität der Strategie 
( + + -) wird in der einschlägigen Literatur meist gänzlich 
übersehen (z. B. (1)). 
3. Ein Beispiel 
Obwohl aufgrund der bisherigen Überlegungen klar ist, in wel-
cher Richtung durch die Kombination von Gutachten eine Ver-
besserung zu erwarten ist, wäre es voreilig, die Situation allein 
mit Hilfe der Begriffe »Sensibilität« und »Spezifität« beurtei-
len zu wollen. Erst die Anwendung dieser Begriffe auf eine 
konkrete Situation kann zeigen, ob ein Gewinn an Sensibilität 
durch einen Verlust an Spezifität erkauft werden kann, ob die 
entgegengesetzte Strategie sinnvoll ist, oder ob unter Verzicht 
auf einseitige Maximierung der Verfahren eine Verbesserung 
bez. bei der Gütekriterien angestrebt werden sollte. 
Als Beispiel für eine derartige Situation wählen wir die Vor-
sorgeuntersuchungen auf Cervix-Carcinom (CC) bzw. Carci-
noma in situ (Cis) vermöge des Pap-Tests. Die Angaben zur 
Güte dieses Verfahrens variieren erheblich. Den folgenden Be-
rechnungen liegt - exemplarisch - eine Sensibilität von 80 % 
und eine Spezifität von 95 % zugrunde. Die Inzidenz und Rest-
prävalenz von CC und Cis bei Frauen, die sich einer jährlichen 
Vorsorgeuntersuchung unterziehen, liegt laut SCHWARZ und 
BRECHT (4) bei 20 pro 100000. Wir nehmen im folgenden Bei-
spiel eine Inzidenz/Restprävalenz/ Prävalenz von 50 pro 
100000 untersuchten Fällen an - eine Zahl, die bei einer nicht 
ganz so screening-freudigen Bevölkerung wohl realistischer ist. 
Geht man wie bisher davon aus, daß die beteiligten Einzel-
gutachten von gleicher Güte und voneinander unabhängig 
sind, so erhält man für die unterschiedlichen Bewertungsstrate-
gien der Mehrfach-Gutachten Ergebnisse, die sich in der Form 
der Tabelle 1 darstellen lassen. In Tab. 3 sind neben den jeweils 
zu erwartenden Anzahlen an richtig-positiven, falsch-positi-
ven, richtig-negativen und falsch-negativen Befunden die Wer-
te für Sensibilität, Spezifität und Prädiktion aufgeführt. Der 
niedrige Anteil an Erkrankten in der untersuchten Population 
führt dazu, daß der Gewinn oder Verlust an Sensibilität um 
Größenordnungen kleiner ausfällt als der Gewinn oder Verlust 
an Spezifität. Betrachtet man etwa die Ergebnisse bei Dreifach-
Gutachten, so ist bei der Bewertungsstrategie ( + - - ) zwar ei-
ne Zunahme der richtig-positiven Befunde um 10 Fälle zu ver-
zeichnen - d. h. in diesem Fall werden 99 % der Erkrankten er-
kannt - , andererseits steigt die Zahl der falsch-positiven Befun-
de auf 14255, das sind über 9000 Fälle mehr als bei einem Ein-
zelgutachten. Weniger extrem erscheint die Strategie ( + + - ). 
Sie führt zu einem zwar geringeren Anstieg richtig erkannter 
Krankheitsfälle auf immerhin 90 %, reduziert aber deutlich den 
Anteil der falsch-positiven Befunde. 
Hinzuweisen ist auf die niedrigen prädiktiven Werte der je-
weils positiven Gutachten. Es wird deutlich, welches Gewicht 
die Zahl der falsch-positiven Befunde bei niedrigen Inzidenz-
und Prävalenzraten hat. Eine Verbesserung der prädiktiven 
Werte ist in dieser Situation nur mit einer deutlichen Steigerung 
der Spezifität zu erzielen. 
4. Folge-Gutachten 
Die Verbesserung der Güte, die gegenüber den Einzelgutach-
ten zu erzielen sind, gehen, unabhängig von der Wahl der Stra-
tegie, bei Mehrfach-Gutachten mit einem entsprechend ver-
mehrten Aufwand einher. Die Zahl der Gutachten verdoppelt 
oder verdreifacht sich. Es ist durchaus lohnend, nach einem 
Ausweg zu suchen. Auch hier kann man zurückgreifen auf die 
seit langem geübte Praxis, einen Befund nur dann weiterzuver-
folgen, wenn ein bestimmtes im voraus definiertes Resultat vor-
liegt. Diese Methode des» Folge-Gutachtens« ist in zwei Rich-
tungen anzuwenden: 
1. ein zweites Gutachten wird erstellt, wenn das erste Gut-
achten positiv war ( + I .), 
2. ein zweites Gutachten wird erstellt, wenn das erste Gut-
achten negativ war (- I .). 
Dieses Vorgehen kann natürlich fortgesetzt werden, indem 
ein drittes Gutachten angefordert wird, wenn das zweite positiv 
( + I + I .) bzw. negativ ( - I - I .) ist. Die entsprechenden Stra-
tegien seien im folgenden als ( + )-Folge-Gutachten bzw. ( - )-
Folge-Gutachten bezeichnet. 
Die möglichen Ergebnisse von Folge-Gutachten bei einer 
3er-Folge lassen sich anhand von Tab. 2 eruieren. Es ist klar, 
daß (+ )-Folge-Gutachten gegenüber den Einzelgutachten ei-
nerseits zu einer Reduktion der Sensibilität, andererseits zu ei-
nem Anstieg der Spezifität führen, denn durch das Folge-Gut-
achten bleiben die negativen Befunde des ersten Gutachters 
unangetastet, während die positiven Befunde durch den zwei-
ten Gutachter möglicherweise nicht anerkannt werden. Umge-
kehrt verhält es sich bei (- )-Folge-Gutachten : die Sensibilität 
steigt, die Spezifität nimmt ab. 
Auch hier läßt sich unter der Annahme gleicher Güte und 
Unabhängigkeit der Einzelgutachten der Effekt der Folge-Gut-
achten genauer angeben. Es zeigt sich, daß ( + )-Folge-Gutach-
ten äquivalent sind mit Parallel-Gutachten des Typs (+ + ) 
resp. (+ + +). (- )-Folge-Gutachten dagegen haben densel-
ben Effekt wie Parallel-Gutachten des Typs (+ -) resp. 
( + - - ). Es lassen sich also die jeweiligen Parallel-Gutachten 
durch entsprechende Folge-Gutachten ersetzen. Bei kleinen 
Inzidenz-/ Prävalenz-Raten bringen jedoch (- )-Folge-Gut-
achten keine entscheidende Senkung der Zahl insgesamt zu er-
stellender Gutachten (s. Tab. 3), da die Anzahl negativer Ein-
zelgutachten entsprechend hoch ist. 
Die einzige Bewertungsstrategie bei Parallel-Gutachten, die 
keine triviale Entsprechung bei den Folge-Gutachten hat, ist 
die Strategie ( + + - ), die bereits früher dadurch auffiel, daß 
sie bei ausreichender Güter der Einzelgutachten eine Verbesse-
rung der Sensibilität und der Spezifität erzwingt. Aber auch 
hier ist eine Reduktion der Gutachtenzahl möglich. Das geeig-
nete Vorgehen besteht darin, zunächst in jedem Fall zwei Gut-
achten parallel zu erstellen und ein drittes Gutachten nur dann 
anzufordern, wenn sich die beiden ersten Gutachten wider-
sprechen. Dieses Vorgehen ist äquivalent zu der Strategie 
( + + - ). Wie Tab. 3 zeigt, reduziert es die Zahl der Gutachten 
um etwa ein Drittel. 
5. Fehler des Gutachters und Fehler der Methode 
Welcher Strategie bei Mehrfach-Gutachten der Vorzug zu ge-
ben ist, kann nur im Rahmen einer konkreten Zielsetzung ent-
schieden werden. Neben dem diagnostischen Nutzen sind die 
Kosten der Begutachtung und der eventuelle Mehraufwand an 
klinischer Abklärung in Rechnung zu ziehen. 
Darüber hinaus ist zu bedenken, daß sich die vorliegenden 
Zahlenbeispiele nicht ohne Voraussetzungen ergaben. Die An-
nahme, die an den Kombinationen beteiligten Einzelgutachten 
seien von gleicher Güte, erfolgte aus Gründen der Demonstra-
tion: sie läßt sich leicht im konkreten Fall modifizieren. Gravie-
render ist die Voraussetzung, die Gutachten seien voneinander 
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Tabelle 3. Ergebnisse von Mehrfach-Gutachten für eine untersuchte Population von 100000 Fällen bei einer Sensibilität von 80 % und einer Spezifität von 95 % der 
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ppv = prädiktiver Wert eines positiven Befundes 










































*) die Darstellung erfolgt wie in Tab. 1, in Klammem die bei einem 50 %igen Fehler der Methode zu erwartenden Häufigkeiten. 
**) s. Text, Abschnitt 
unabhängig. Jedes Gutachten besitzt eine methodische und ei-
ne interpretierende Komponente. Auf die Bedeutung der me-
thodischen Komponente, insbesondere auf den » Fehler der 
Methode« hat kürzlich HILGARTH (2) im Zusammenhang mit 
einer Bewertung des Pap-Tests hingewiesen. Wenn bei Mehr-
fach-Gutachten nur die Interpretation mehrfach erfolgt, also 
ein einziger Abstrich von mehreren Gutachtern beurteilt wird, 
so wird dieser Abstrich bei Vorliegen eines» Fehlers der Metho-
de« weder durch einen noch durch mehrere Gutachter richtig 
klassifiziert werden können. Das bedeutet, daß die Gutachten 
nur in den Fällen voneinander unabhängig sind, in denen ein 
geeigneter Abstrich vorliegt. In Tab. 3 sind in Klammem die 
Zahlen angegeben, die bei einem methodischen Fehler von 
50 % zu erwarten sind: Hinsichtlich der Sensibilität werden po-
sitive und negative Effekte gleichermaßen nivelliert. Die Spezi-
fität ist davon nicht betroffen. Solange der methodische Teil 
der Gutachten nicht einigermaßen fehlerfrei zu bewältigen ist, 
sollte einer Strategie, die neben der Sensibilität auch die Spezi-
fität verbessert, der Vorzug gegeben werden. 
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Modelle zur Schätzung der Macht von Zweistichprobentests 
für Überlebenszeiten 
G. Weckesser und I. Armbruster 
Zusammenfassung 
Bei nichtsequentiellen Zweistichprobentests für zensierte Daten 
ist es meist unmöglich, die Poweifunktion anzugeben. Simula-
tionsstudien liefern nur dann praktisch verwertbare Informatio-
nen über die Macht von Tests, wenn das zugrundeliegende Mo-
dell mögliche Therapieeffekte realistisch beschreibt. Wir be-
trachten das Exponentialmodell, die Weibullverteilung · und 
zwei Verteilungen mit U-förmiger Hazardfunktion. Für eines 
der beiden Modelle mit U-förmiger Hazardfunktion bestimmen 
wir die empirische Macht des Logrank-, des Gehan- Wilcoxon-
und eines verallgemeinerten Smirnov- Tests im Falle kreuzender 
Survivalfunktionen. Dabei ist der verallgemeinerte Smirnov-
Test den beiden andern deutlich überlegen. 
Summary 
As far as nonsequential two sampie tests for censored data are 
concerned, it is in most cases impossible to determine the power 
function. For a clinical trial a simulation study can supply 
appropriate information on the power of a test only when the 
underlying model describes realistically possible effects of the 
therapies. From this point of view we consider the exponential 
model, the Weibull distribution and two distributions with U-
shaped hazard functions. For one of the two examples with U-
shaped hazard functions we compare the empirical power of the 
Logrank test, the Gehan- Wilcoxon test and a generalized 
Smirnov procedure in the case of crossing survival functions. 
The resulf of our simulation study shows a clear superiority for 
the generalized Smirnov test. 
Einleitung 
Die Zufallsvariable X~ beschreibt die wahre Überlebenszeit 
und Cki ist die Zensierungsvariable. Wir gehen davon aus, daß 
die Variablen X~ und Cki stochastisch unabhängig sind, und 
daß wir nur ihr Minimum 
min (X~i,Cki) 
beobachten können. 
Wir verwenden den Index k = 1,2 für die Stichproben und 
den Index i = I, ... , n für die Versuchseinheiten. 






die Dichtefunktion, } 
die Verteilungsfunktion, 
die Survivalfunktion, 
die Hazardfunktion und 
die kumulative Hazardfunktion 
vonX~ 
Zwischen diesen Funktionen bestehen sehr einfache Beziehun-
gen: 
I - Fk(t) = P(X~ > t) 
fk(t) d 




exp (- Ak(t)}. 
Den Wert der Hazardfunktion /..k(t) kann man als Maß für 
die momentane, bedingte Sterbewahrscheinlichkeit 
P(t < X~ < t + dt I X~ > t) 
auffassen. Man kann somit vielleicht anschaulich sagen, daß 
die Hazardfunktion den zeitlichen Verlauf des Sterberisikos 
beschreibt. Den Wert der Hazardfunktion als Maß für das Ge-
fälle der Survivalfunktion zu betrachten, ist nicht sinnvoll. Ist 
nämlich tl < t2 so, daß /..(t l ) = /"(1z) = : /"0, dann gilt wegen der 
Monotonie der Survivalfunktion und wegen S'(t) = -
/..(t) . S(t) die Relation S'(t l ) < S'(1z). Hat andererseits die Sur-
vivalfunktion an zwei Stellen t l < tz die gleiche Steigung so, 
dann gilt aus demselben Grund wie zuvor die Ungleichung 
/..(t l ) < /..(1z). 
Bei nichtsequentiellen Zweistichprobentests für zensierte 
Daten ist es in den meisten Fällen nicht möglich, die Macht des 
Tests explizit als Funktion 
des Unterschiedes zwischen den beiden Populationen, 
des Signifikanzniveaus und 
der Stichprobenumfänge 
anzugeben. Als ein Ausweg aus dieser Lage bleibt die Bestim-
mung der empirisc;hen Macht des Tests mit Hilfe von Simula-
tionsuntersuchungen. 
Für die Planung einer Therapiestudie liefern solche Simula-
tionen jedoch nur dann sinnvolle Hinweise über erforderliche 
Stichprobenumfänge, wenn man versucht, mögliche Unter-
schiede in den Therapieeffekten zu beschreiben, zu modellie-
ren und zu quantifizieren. 
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Darunter verstehen wir, daß man ungefähre Vorstellungen 
über die folgenden Punkte hat: 
(i) Sk(5) 5-Jahre-Überlebenswahrscheinlichkeiten 
(ii) Ik Median der Überlebenszeitverteilungen 
(iii) Typ der HazardfunktionenAk(t)(Abb.1) 









Abb. loben: monotone, unten: nicht monotone Hazardfunktionen. 
Modell 1 
Als einfachstes Modell haben wir die Exponentialverteilung 
der wahren Überlebenszeit Xo: 
Set) = expl-A·t} ,A> O. 
Da es sich hier um ein sehr einfaches Modell handelt, sind 
seine Einsatzmöglichkeiten auch entsprechend eingeschränkt. 
Gründe hierfür sind z. B. : 
(i) Die Hazardfunktion ist konstant; A(t) = A. Daraus folgt, 
daß fürc, t > 0 
P(XO > t +clXo > t) = P(XO > c). 
Das würde bedeuten, daß die Patienten keinem Alterungspro-
zeß unterliegen. Das Sterberisiko v.erhält sich zeitlich konstant. 
(ii) Es sind nur Alternativen vom Lehmann-Typ möglich, 
d.h. 
(8) 0). 
Diese Alternativen sind hier gleichbedeutend mit Skalenalter-
nativen. Bei vielen Anwendungen wird man jedoch den Ein-
fluß der Therapie auf die Überlebenszeitverteilung durch reine 
Skalenalternativen nicht ausreichend beschreiben können. So 
sind z. B. kreuzende Survivalfunktionen nicht möglich. 
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(iii) Da das Modell nur einen Parameter hat, ist durch Vorga-
be eines Punktes, etwa der 5-J ahre-Überlebenswahr-
scheinlichkeit S (5) = 11:, die gesamte Verteilung festge-
legt. 
Gibtmansichz.B.S1 (5) = 0,9undS2(5) = 0,85 vor, so 
hat dies eine große Differenz in den Medianwerten zur 
Folge:I1 = 32,9 Jahre und 12 = 21,3 Jahre. 
Wegen dieser drei Punkte wird das Exponentialmodell in 
vielen Fällen nur eine erste Annäherung der Gegebenheiten 
darstellen; dies um so mehr, je länger der Nachbeobachtungs-
zeitraum der klinischen Studie ist (Abb. 2). 





Abb. 2. Zeitplan der kontrollierten klinischen Studie. 
Ende der 
Studie 
Überlegungen dieser Art waren für uns der Anlaß, uns mit 
flexibleren Modellen zu beschäftigen. 
Wir betrachten dabei Modelle, deren Hazardfunktionen ent-
weder von diesem Typ 
A(t) = const1 • tconst" 
const1 > 0 und constz > -1, 
und somit monoton sind, 




Als natürliche Erweiterung des Exponentialmodells kann man 
die Weibullverteilung ansehen. Sie ist charakterisiert durch die 
monotone Hazardfunktion 
Ak(t) = Ak . Yk . tyk- l 
(Ak,Yk > 0) 
und hat die Survivalfunktion 
Sk(t) = exp (- Ak . tYk}. 
Bei diesem Modell ist es möglich, sich kreuzende Survival-
funktionen zu erhalten. 
Kreuzende Survivalfunktionen sind äquivalent damit, daß die 
GestaltparameterYl und Y2 ungleich sind. 
Wir glauben, daß der Grund dafür, sich mit monotonen Ha-
zardfunktionen zu beschäftigen, keiner weiteren Erläuterung 
bedarf. Anders verhält es sich vielleicht mit U-förmigen Ha-
zardfunktionen. Entscheidet man sich für solch ein Modell, so 




Abb.3. U-förmige Hazardfunktion. 
Spätrisiko 
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der Behandlung aus, das dann für einen gewissen Zeitraum ab-
sinkt, um später wieder zuzunehmen (Abb. 3). 
Bevor wir Beispiele aus der Literatur für vermutlich U -förmi-
ge Hazardfunktionen bringen, möchten wir auf einen einfa-
chen Zusammenhang zwischen der Form der Funktion A.(t) 
und der Gestalt der kumulativen Hazardfunktion A(t) hinwei-
sen (Abb. 4). 
A.(t) = const 
A.(t) nimmt 
-= A(t) ist eine Gerade durch den Ursprung 
streng monoton -= A(t) beschreibt eine Rechtskurve 
ab 
1..( t) nimmt streng . . . 
t -= A(t) beschreIbt eme Lmkskurve mono onzu 
A.(t) ist U-förmig A( t) beschreibt zunächst eine Rechts-, 





Abb. 4. Zusammenhang zwischen der Gestalt von ,,-(t) und der von 
A(t). 
Da es im Vergleich zur Funktion A.(t) unproblematischer ist, 
die kumulative Hazardfunktion A(t) zu schätzen, etwa durch 
'\(t) = - In Set), 
ist dieser Zusammenhang zwischen den Formen von A.(t) und 
A(t) nützlich, um Anhaltspunkte über die mögliche Gestalt der 
Hazardfunktion A.(t) zu erhalten. 
Beispiel 1 : Die Veterans Administration Cooperative Study 
Group for Surgery far Coronary Arterial Occlusive Disease 
vergleicht in einer kontrollierten, randomisierten Therapiestu-
die eine medikamentöse mit einer chirurgischen (Bypass Graft) 
Behandlung von Patienten mit chronischer Angina pectoris. 
MURPHY et al. (1977) geben einen Zwischenbericht zu dieser 
Studie. Die Abb. 5 zeigt die empirische kumulative Hazard-
funktion für die Überlebenszeit der Patienten, die die chirurgi-
sche Behandlung erfuhren. Die Gestalt der Funktion '\(t) läßt 
auf einen U-förmigen Verlauf der Hazardfunktion A.(t) schlie-
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Abb. 5. Empirische kumulative Hazardfunktion; berechnet aus den 
Überlebenszeiten von N = 507 Patienten (Murphy et al., 1977). 
Beispiel 2: Ein weiteres Beispiel mit vermutlich U-förmiger 
Hazardfunktion, das ebenfalls aus dem Bereich der Herzchir-
urgie kommt, liefert eine retrospektive Studie von JAMIESON W. 
R. E. et al. (1981). Die Abb. 6 zeigt die empirische kumulative 
Hazardfunktion für Patienten mit Mitralklappenersatz. Alle N 
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Abb.6. Empirische kumulative Hazardfunktion; berechnet aus den 
Überlebenszeiten von N = 114 Patienten (Jamieson et al., 1981). 
Die beiden nächsten Modelle haben U-förmige Hazard-
funktionen A.(t). Wir lassen bei der Formulierung der einfache-
ren Darstellung wegen den Index k für die Stichproben weg, 
Im ersten Fall kann man die Hazardfunktion A.(t) als Summe 
zweier Hazardfunktionen darstellen 
A.(t) = pet) + O'(t), 
wobei die eine monoton abnehmend und die andere monoton 
zunehmend ist. 
Dies entspricht einem »competing risks«-Ansatz; ein 
Aspekt, den wir nur im Zusammenhang mit der Erzeugung von 
Zufallszahlen nutzen werden - nicht aber als Modell für den 
Krankheitsprozeß, 
EDV in Medizin und Biologie 3/ 1982 
94 WECKESSERI ARMBRUSTER, Modelle zur Schätzung der Macht von Zweistichprobentests 
Im zweiten Fall gehen wir den Weg über das Produkt zweier 
monotoner Funktionen, genauer formuliert: 
A(t) = const . <p'(t) . \jf( <p(t)) 
mit geeigneten Funktionen <pe . ) und \jf( . ). 
Modell 3 
Dieses Modell geht zurück auf MURTHY et al. (1973). Die Ha-
zardfunktion ist gegeben durch 
a 
A(t) = 1 +t + c . d . td - I. 
Für a, c > ° und d > 2 ist diese Hazardfunktion U-förmig! 
Die Wahl des Parameters d beeinflußt wesentlich das Verhal-
ten von A(t) für große t. 
Wir kommen auf dieses Modell im Zusammenhang mit Mo-
dell 4 wieder zurück. 
Modell 4 
Das letzte Modell, das wir betrachten wollen, hat die Hazard-
funktion 
A(t) = y. !ß· tß - I . expl(tla)ß}, 
wobei a,y > ° und ° < ß < 1. 
Ist y = 1, dann charakterisiert A(t) die »exponential power 
life-testing distribution« (SMITH et al. , 1975). 
Ein für die Praxis wesentlicher Unterschied zwischen den 
Modellen 3 und 4 liegt in der Lokalisation des Minimums der 
Hazardfunktionen (ARMBRUSTER, WECKESSER, 1982). 
Erzeugung von Zufallszahlen - Simulation 
Bei allen vier Modellen ist es möglich, von U(O, I )-verteilten Zu-
fallszahlen auszugehen und diese mit Hilfe der Wahrschein-
lichkeitsintegraltransformation in Zufallszahlen mit den ge-
wünschten Verteilungen überzuführen. 
Dabei ist es zweckmäßig, Modell 3 als »competing risks«-
Modell aufzufassen. 
Im Folgenden stellen wir das Ergebnis einer Simulationsun-
tersuchung vor, die die empirische Macht des Logrank-Tests 
(PETO R. u. FETOJ., 1972), des Gehan-Tests (GEHAN, 1965) und 
eines verallgemeinerten Smimov-Tests (FLEMING et al. , 1980) 
vergleicht. 
Unsere Berechnungen beruhen auf dem Modell 3 : 
a 
A(t) = I +t + c . d . td - I. 
In allen Fällen schneiden sich die Survivalkurven. Spezifi-
ziert haben wir die Verteilungen SI(t) durch Vorgabe der 5-Jah-
re-Überlebenswahrscheinlichkeit (0,8; 0,85; 0,9), des Medians 
(8,0 ; 8,5; 9,0 ; 9,5 Jahre) und des Parameters d l = 4. 
Von den 12 Kombinationen von SI(5) und Tdstbei d l = 4 ei-
ne nicht möglich, nämlich SI(5) = 0,9 und TI = 8,0 Jahre, da 
die Bedingung für den Median (ARMBRUSTER, WECKESSER, 
1982, Anhang A 3) nicht erfüllt ist. 
Die zweite Survivalkurve haben wir fest vorgegeben mit ei-
ner 5-Jahre-Überlebenswahrscheinlichkeit von 0,75, einem 
Median T2 = 10 Jahre und dem Parameterwert d2 = 2,5. 
Als Zensierungsverteilung wählten wir eine Gleichvertei-
lung auf dem Intervall [7; 1 0] ; Abb. 7 entspricht dem Zeitplan 
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der Studie, wobei die Eintrittszeiten gleichmäßig auf [0 ;3] ver-
teilt sind (random censorship). 
Aufnahmephase Nochbeobochtungszeitroum 
I I I 
o 3 10 Jahre 
Abb. 7. Zeitplan der klinischen Studie. 
Der Stichprobenumfang pro Gruppe beträgt n = 150, und 
das Signifikanzniveau a ist aufO,05 (zweiseitig) festgelegt. 
Jedes der 11 Ergebnisse beruht auf 1000 Simulationsläufen 
mit zwei unabhängigen Stichproben. Die Prüfgrößen der drei 
Tests wurden jeweils am selben Datenmaterial berechnet. Be-
stimmt man die Anzahl zensierter Beobachtungen pro Stich-
probe und Simulationslauf, so erhält man bei den jeweils 1000 
Simulationsläufen für die Referenzstichprobe 2 einen Median 
von 87. Die entsprechenden Medianwerte für die Stichprobe I 
sind in Tabelle 1 wiedergegeben. 
Tabelle 1. Anzahl zensierter Beobachtungen pro Simulationslauf in 
Stichprobe 1 (Medianwerte) 
(in Stichprobe 2 : Median = 87) 
Median 0,8 0,85 0,9 
Tl 
8,0 65 64 
8,5 74 75 75 
9,0 82 83 85 
9,5 88 90 93 
Bei allen untersuchten Situationen ist der verallgemeinerte 
Smimov-Test den beiden anderen Testverfahren überlegen 
(Abb. 8, Tab. 2). Beim Vergleich der Ergebnisse für den Gehan-
und den Logrank-Test ist es angebracht, die Abszisse t, des 
Schnittpunkts der Survivalkurven zu berücksichtigen (Tab. 3). 
Bei allen betrachteten Alternativhypothesen liegt t, im Intervall 
(6 ;9,5). Die empirische Macht I - ß des Logrank-Tests ist grö-
ßer als die des Gehan-Tests, wenn sich die Survivalfunktionen 
früh schneiden, d. h. hier t, E (6 ; 7,5). 
Umgekehrt liefert bei spätem Schnittpunkt, d. h. t, E (8 ;9,5), 
der Gehan-Test bessere Ergebnisse als der Logrank-Test. 
Diese Beobachtung entspricht dem bereits bekannten Ver-
halten der beiden Testverfahren beim Vergleich von Survival-
kurven, die sich nicht schneiden. 
Tabelle 3. Abszisse des Schnittpunkts der Survivalkurven (Jahre) 
Median 0,8 0,85 0,9 
Tl 
8,0 6,4 6,8 
8,5 7,0 7,4 7,7 
9,0 7,8 8,2 8,4 
9,5 8,8 9,0 9,1 
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Tabelle 2. Empirische Macht (%) des Logrank-(TI), des Gehan-Wi1co-
xon-(T2) und eines verallgemeinerten Smirnov-Tests (Tl) 
Median 0,8 0,85 0,9 
tl 
TI T2 Tl TI T 2 Tl TI T2 Tl 
8,0 54 13 76 52 9 92 
8,5 18 5 35 14 5 54 10 15 89 
9,0 7 7 15 5 14 34 7 35 75 
9,5 6 10 10 12 30 31 22 58 74 
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EDVin Medizin und Biologie 13(2),51-56; 1982 
Die Nummern der drei letzten Abbildungen auf Seite 55 wur-
den vertauscht. Die Abbildung 7 trägt irrtümlich die Nummer 
9, die Abbildung 8 und 9 fälschlicherweise die Nummer 7 und 
8. Die Nummern der Legenden stimmen mit dem Text überein. 
gegenwärtigen Stand der personellen und maschinellen Ausrü-
stung sowie die Angaben über die Hauptforschungsrichtun-
gen; das übergeordnete "Institut für Medizinische Computer-
wissenschaften" agiert als eigene Forschungsstätte, dessen 
Mitarbeiter stehen dann auch teilweise für Serviceleistungen 
der gesamten Medizinischen Fakultät zur Verfügung. Weiter-
hin sind in dieser Broschüre in groben Zügen die gegenwärtig 
wichtigsten Forschungprojekte des Institutes kurz dargestellt. 
Die Broschüre kann unentgeltlich vom Institut für Medizini-
sche Computerwissenschaften, Garnisongasse 13, A-I090 
Wien, bezogen werden. 
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ALBRECHT, D. G. (Ed.): 
Recognition of Pattern and Form 
Lecture Notes in Biomathematics Vo!. 44 
1982, 226 S., DM 28,50 
Springer-Verlag, Berlin - Heidelberg - New York 
Der vorliegende Band enthält die Referate einer Tagung über Form-
und Mustererkennung, die 1979 in Austin, Texas, abgehalten wurde. 
Wissenschaftler aus den Gebieten der Neurowissenschaft, der Compu-
terwissenschaft und der Psychologie waren zusammengekommen, um 
über den gegenwärtigen Stand der Forschung auf diesem Gebiet zu dis-
kutieren. Ge. 
LIDL, R. und PILZ, G.: 
Angewandte abstrakte Algebra 11 
1982,242 S., DM 38,-
Bibliographisches Institut, Mannheim - Wien - Zürich 
Es ist erstaunlich, wie transparent viele vermeintlich unterschiedliche 
Dinge werden, wenn man sie aus der Sicht der zugrunde liegenden ma-
thematischen Strukturen betrachtet. Die Verfasser haben es verstan-
den, neben den abstrakten mathematischen Darstellungen insbesonde-
re die dazugehörigen Anwendungen aufzuzeigen. Indem vorliegenden 
2. Band werden dabei u. a. behandelt: Fehlerkorrigierende Codes, Ge-
wichtsmessungen mit kleinen Varianzen, Statistische Versuchspla-
nung, z. B. unvollständige Blockanlagen, Lateinische Quadrate, Ra-
dar-Entfernungsmessungen, Probleme der Populationsgenetik, Elek-
trische Schaltkreise. Insgesamt eine nützliche Zusammenstellung, die 
anregen kann, sich intensiver mit mathematischen Grundlagen zu be-
schäftigen, um die vorhandenen Zusammenhänge besser erkennen 
und beurteilen zu können. Ge. 
HLA WKA, E., FIRNEIS, F. und ZINTERHOF, P.: 
Zahlentheoretische Methoden in der Numerischen Mathematik 
Schriftenreihe der österreichischen Computer Gesellschaft Bd. 12 
1981,149 S., DM 29,80 
R. Oldenbourg Verlag, Wien - München 
Immer häufiger zeigt es sich, daß bei der Benutzung von Computern 
der numerischen Mathematik größere Bedeutung geschenkt werden 
muß. Es ist das Verdienst der Autoren, daß sie den Zusammenhang 
zwischen zahlentheoretischen Methoden und Methoden der numeri-
schen Mathematik aufzeigen, wobei insbesondere auch mehrdimen-
sionale Probleme betrachtet werden. Behandelt werden u. a. Integrale 
und Summen, numerische Integration, Integralgleichungen, mehrfa-
che Summen, Extremwerte von Funktionen, Approximation stetiger 
Funktionen. Insgesamt gibt dieser Band einen ausgezeichneten Über-
blick über dieses Grenzgebiet. Ge. 
BURHENNE, W. E. und PERBAND, K. (Hrg.): 
EDV-Recht 
Systematische Sammlung der Rechtsvorschriften, organisatorischen 
Grundlagen und Entscheidungen zur elektronischen Datenverarbei-
tung 
Ergänzbare Ausgabe einseh!. 31. Lieferung 2860 Seiten und 3 Aus-
schlagtafeln, DIN A5, DM 166,-zuzüglichje DM 11,80 für 3 Spezial-
ordner. 
Erich Schmidt Verlag, Berlin - Bielefeld - München 
Zu diesem umfassenden Werk ist inzwischen die 31. Lieferung heraus-
gekommen. Die gewählte Form (Loseblattsammlung) ermöglicht es, 
daß nur die jeweils noch aktuelle Information aufbewahrt wird. 
Der Textteil dieses stets aktuellen Grundlagenwerkes für den EDV-
Fachmann umfaßt die einschlägigen Rechtsvorschriften, Dokumente, 
insbesondere die Ausführungsbestimmungen und Gerichtsentschei-
dungen ~owie die Materialien zur Organisation und Zuständigkeit für 
die EDV in der Verwaltung jeweils für den Bund und die einzelnen 
Länder. 
Der Erläuterungsteil enthält Kommentierungen zum Bundesdaten-
schutzgesetz und zu den Vertragsbedingungen für EDV-Anlagen und 
-Geräte. Durch diese Erläuterungen wird die komplizierte Materie des 
EDV-Rechts auch Nicht juristen verständlich gemacht. Ge. 
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SCHAFFLAND, H.-J. und WILTFANG, N.: 
Bundesdatenschutzgesetz (BDSG) 
Ergänzbarer Kommentar nebst einschlägigen Rechtsvorschriften 
Ergänzbare Ausgabe einschließlich 9. Lieferung 820 Seiten, DIN A5, 
DM 58,-zuzüglich Ordner DM 11,80 
Erich Schmidt Verlag, Berlin - Bielefeld - München 
Mit der 9. Lieferung sind die zwischenzeitlich ergangenen Gerichts-
urteile und die zahlreichen Veröffentlichungen zum Datenschutz in 
den Kommentar (Stand I. I. 1982) aufgenommen worden. 
Den Verfassern des vorliegenden Kommentars ist es gelungen, juri-
stischen Sachverstand und das Wissen um die Erfordernisse der Unter-
nehmen und Verwaltungen zu kombinieren. Dabei kam ihnen zustat-
ten, daß sie von Anfang an intensiv an der Beratung und Gestaltung des 
Gesetzes teilnahmen, und daß sie die Erfordernisse der Praxis aus ihrer 
täglichen Arbeit kennen. 
Da der Datenschutz personenbezogener Daten eine immer bedeu-
tendere Rolle spielt, ist es für jeden Rechenzentrumsleiter unbedingt 
erforderlich, alle relevanten Gesetze und Verordnungen des Bundes 
und der Länder zusammen mit Kommentaren und Zitaten der ange-
sprochenen Bestimmungen aus anderen Gesetzesbereichen verfügbar 
zu haben. Die vorliegende Loseblattsammlung sollte daher heute in 
keiner EDV-Abteilungfehlen. Ge. 
HÖHNE, K. H. (Ed.) : 
Digital Image Processing in Medicine 
Lecture Notes in Medical Informatics Bd. 15 
1981,197 S., DM 35,-
Springer Verlag, Berlin - Heidelberg - New York 
Der vorliegende Band enthält die Referate eines Symposiums, das im 
Oktober 1981 in Hamburg durchgeführt wurde. Dabei sollte ein Über-
blick über den augenblicklichen Stand der Bildverarbeitung in der Me-
dizin gegeben werden. Schwerpunkte waren verschiedene Methoden 
der Computertomographie, die Analyse von Bildfolgen in der Angio-
graphie, die Analyse von nuklear-medizinischen Bildern, die automati-
sche Analyse von Zell bildern sowie Methoden der Verwaltung von um-
fangreichen Bilddatel1.in digitalen Bilddatenbanken. Offen geblieben 
sind eine Reihe von Aspekten, die in Zukunft die Bildverarbeitung we-
sentlich beeinflussen werden, wie die Probleme einer adäquaten Hard-
ware und entsprechender Programmiersprachen. Ge. 
WINGERT, F.: 
Medicallnformatics 
Lecture Notes in Medical Informatics Bd. 14 
1981,247 S., DM 38,-
Springer Verlag, Berlin - Heidelberg - New York 
Die ausgezeichnet~ Einführung in dieses relativ neue Fachgebiet liegt 
nun als englische Ubersetzung vor. Es ist zu erwarten, daß diese klare 
und didaktisch gute Darstellung auch in der vorliegenden Form die 
weite Verbreitung erfährt, die sie ohne Zweifel verdient. Ge. 
DEDERICHS, W.: 
Applesoft - BASIC 
1982,188 S., DM 22,80 
Bibliographisches Institut, Mannheim - Wien - Zürich 
Die vorliegende Einführung geht doch schon sehr ins Detail, wobei ins-
besondere auch die Möglichkeiten von graphischen Darstellungen be-
handelt werden. Erfreulich ist, daß an mehreren Stellen Anmerkungen 
über die numerische Genauigkeit gemacht werden. Insgesamt ein nütz-
liches Buch, aber nicht für den Anfänger. Ge. 
PFEIFFER, G.: 
Erzeugung interaktiver Bildverarbeitungssysteme im Dialog 
Informatik - Fachberichte Bd. 51 
1982,154 S., DM 24,-
Springer Verlag, Berlin - Heidelberg - New York 
In dem vorliegenden Bericht wird ein allgemeines Dialogsystem für 
den Aufbau dedizierter, interaktiver Bildverarbeitungssysteme be-
schrieben. Dabei stand die Anwendung auf medizinische Probleme im 
Vordergrund. Ausführlich wurden die Anforderungen an ein Dialog-
system dargestellt, ehe das erarbeitete System beschrieben wurde. Kon-
krete Anwendurrgsbeispiele fehlen leider. Ge. 
