We consider online algorithms for scheduling weighted packets with deadlines in multiple sizebounded buffers. There are m ≥ 1 buffers B 1 , B 2 , . . . , B m . At any time, a buffer B i can store at most b i ∈ Z + packets. Packets arrive over time. Each packet is associated with a non-negative value, an integer deadline, and a target buffer that it can reside in. In each time step, only one pending packet is allowed to be sent. Our objective is to maximize the total value gained by delivering packets before their respective deadlines in an online manner. We call this model a single-buffer model ( For the single-buffer model, we first show that the lower bound of competitive ratios of a family of deterministic online algorithms is 2 -all previously known deterministic algorithms for the boundeddelay model fall in this category. Then we present a 3-competitive deterministic algorithm and a randomized 2.618-competitive algorithm. For the single-buffer model, no previously known algorithm has a competitive ratio better than 9.82 (Azar, Levy. SWAT 2006). The multi-buffer model has been studied by Azar and Levy (Azar, Levy. SWAT 2006) and they developed a 9.82-competitive deterministic algorithm. We propose a deterministic algorithm for the multi-buffer model achieving a competitive ratio of 6.828.
Introduction
Currently, most of the routers on the Internet forward packets in a First-In-First-Out (FIFO) manner and treat all packets equally. However, the diversity of Internet applications has resulted in heterogenous, unpredictable or even chaotic network traffic [19] . Thus, it is more reasonable to consider differentiation to distinct packets from different types of applications. For instance, we may associate values to packets to represent their priorities. Also, we may assign hard deadlines to packets in time-critical applications. These concerns have made buffer management at routers significant and challenging in providing effective differentiated services to various applications.
In this paper, we study two models for the Quality-of-Service (QoS) buffer management: the singlebuffer model and the multi-buffer model. In both models, time is discretized into time steps. Packets arrive over time and each packet p is associated with a non-negative weight w p ∈ R + as its priority, an integer deadline d p ∈ Z + , and a target buffer that it can reside in. (We use "value" and "weight" interchangeably.) The deadline d p specifies the time by which p should be sent. Both models are preemptive: Packets already existing in the buffers can be dropped at any time before they are served. A dropped packet cannot be delivered any more. For the single-buffer model, there is only one buffer with a limited size of b ∈ Z + . At any time, the buffer can store no more than b packets. In the multibuffer model, there are m ≥ 2 bounded buffers: B 1 , B 2 , . . . , B m and each buffer B i queues at most b i ∈ Z + packets at any time. Each packet has only one destined buffer. In both models, at most one pending packet can be sent in each time step. The objective is to maximize the weighted throughput, defined as the total value of the transmitted packets by their respective deadlines.
If the release time, value, and deadline of each packet are known ahead of time, an optimal schedule can be found efficiently. However, we do not always know all such information ahead of time in real applications. Rather, packets arrive online, and we only learn about a packet and its associated characteristics when it actually arrives. Furthermore, unless network traffic can be modeled with a success [19] , we cannot achieve good stochastic performance guarantees. Hence, we consider the worst-case guard for algorithms buffering packets, without any assumption over the input sequence. A deterministic (randomized) online algorithm is called k-competitive if its (expected) weighted throughput on any instance is at least 1/k of the weighted throughput of an optimal offline algorithm on this instance. k is known as the online algorithm's competitive ratio [7] . Competitiveness has been widely accepted as a metric to measure an online algorithm's worst-case performance. In this paper, we design and analyze better online algorithms, in terms of competitive ratio, for scheduling packets in bounded buffers. [12, 13, 11] , many researchers have considered this model as well as its variants [12, 13, 11, 8, 6, 9, 15, 16, 10] . Most research results address on the single buffer case, in which the buffer has sufficient space to accommodate all released packets before they are delivered or they expire. This model is called a bounded-delay model. The single-buffer model generalizes the bounded-delay model in which the buffer size is assumed larger than any packet's slack time -defined as the difference between its deadline and release time. The best known lower bound of competitive ratio of deterministic algorithms is φ = (1 + √ 5)/2 ≈ 1.618 [11, 8, 1] ; this lower-bound also applies to instances in which the deadlines of the packets (weakly) increase with their release dates. A simple greedy algorithm that always schedules a maximum-value packet in the buffer is 2-competitive [11, 12, 13] . A generalization of the greedy algorithm, called EDF α , which always schedules the earliest packet with a value at least 1/α (α ≥ 1) times of the maximum-value of a packet [6] , has a competitive ratio of (asymptotically) 2. Chrobak et al. [9] discuss a clever modification that results in an algorithm with a competitive ratio of 64/33 ≈ 1.939. This algorithm employs a status bit to help schedule packets. For instances in which the deadlines of the packets (weakly) increase with their release dates, Li et al. [15] propose an optimal deterministic online algorithm MG whose competitive ratio is φ. Using the same analysis, but in a more complicated way, Li et al. provide a 3/φ ≈ 1.854-competitive deterministic algorithm [15] for the general model. Independently, Englert and Westermann present a 1.894-competitive deterministic memoryless algorithm and a (2 √ 2 − 1 ≈ 1.828)-competitive deterministic algorithm [10] . Closing the gap [1.618, 1.828] is a difficult open problem. Randomization on the bounded-delay model is considered in [6] . A randomized online algorithm with a competitive ratio of e/(e − 1) ≈ 1.582 is proposed. The lower bound of competitive ratio of randomized algorithms is 1.25. How to tighten the gap [1.25, 1.582] in the randomized model remains open.
Related work Since the first QoS buffer management model was introduced in
Azar and Levy consider the multi-buffer model in which more than one buffers are bounded in capacities and packets have arbitrary deadlines. Note that if the buffers are unlimited in sizes, this model is the same as the bounded-delay single buffer model. Thus, the lower bound 1.618 for the bounded-delay model directly applies on the multi-buffer model. In [2] , the authors give a deterministic 9.82-competitive algorithm. This algorithm safeguards the same performance for the single-buffer model. To our knowledge, there is no known randomized work for this multi-buffer model.
There has also been work on another model in which the buffer size is bounded; packets have no deadlines but weights; and a FIFO discipline is enforced in delivering packets [17, 14, 5, 18 ] -packets should be sent in the same order as they arrive. Some researchers also consider packet scheduling in multiple FIFO input queues connecting one output queue [3, 4] . Each buffer obeys the FIFO constraint in delivering weighted packets and each arriving packet has only one destined buffer.
Our contributions
Our main technical contributions in this paper include 1. an algorithm framework resulting in (a) for the single-buffer model, i. a 3-competitive deterministic algorithm ME; and ii. a 2.618-competitive randomized algorithm RME; and iii. a lower bound 2 for a family of deterministic algorithms. (This lower bound applies to the multi-buffer model.) (b) for the multi-buffer model, i. a 6.828-competitive deterministic algorithm MME.
2. a new analysis method which compares an online algorithm with a (weaker) adversary that has a constant fractional gain of the optimal solution. Our analysis involves a charging scheme and a set of invariants. The set of invariants depends on possible modification over the adversary's buffers and the packets' characteristics.
We believe that our algorithms and the analysis help in understanding these models better. In addition to above main research results, we present an example showing that the Greedy algorithm, which sends the maximum-value packet in each time step, is at least 4-competitive; though this Greedy algorithm has been proved to be 2-competitive for the bounded-delay model [12, 13] . Also, several bad examples of the previous known algorithms designed for the bounded-delay model are shown.
The paper is organized as follows. In Section 2, we present an algorithmic framework for models with bounded buffer(s). Then in Section 3, we introduce an online algorithm ME for the single-buffer model and its analysis. A randomized algorithm RME follows. In Section 4, we extend our work on the single-buffer model and introduce an online algorithm MME for the multi-buffer model. We move some analysis of ME, RME and MME, as well as some examples to the Appendix.
An Algorithmic Framework
We commence our study at the classic EDF algorithm. EDF schedules the packet with the earliest deadline in each time step. The following instance shows that EDF, even it calculates the best schedule sequence for all pending packets, does not have a constant competitive ratio. In this example, the buffer size is b ∈ Z + and we use (w, d) to represent a packet with value w and deadline d. We use d = ∞ to denote a packet with a very large deadline. 
We repeat this pattern. In the interval between two overflows (b time steps), the optimal offline algorithm sends b large-value packets and EDF sends only one large-value packet. We find that EDF cannot achieve a value more than 1/b of what an offline optimal algorithm does. Assume we run n rounds, EDF sends all packets (1 − ǫ, n · b) after n rounds. The competitive ratio c of EDF is no better than b − 1.
Given b is large and if we repeat above pattern no fewer than n = 1/ǫ times, EDF does not have a constant competitive ratio in scheduling packets with deadlines in a bounded buffer with size b.
Example 1 reveals that even with an optimized selection of packets at their arrival, EDF is not competitive. The underlying motivation of using EDF is that we do not like dropping any packet p until it is going to expire at time d p or in the buffer, there are more packets with no less value than w p to send before d p . Example 1 implies that we would better use a method to identify whether a heavy packet should be sent even before its "real deadline"; for example, the packet (1 + ǫ, ∞) in step b + 1. We observe that because of the buffer capacity constraint, a heavy packet (1 − ǫ, 3 · b) is rejected out of the buffer due to an existing heavier packet (1, ∞). However, a later released small-value packet may be with an earlier deadline and it prevents/delays sending a heavier packet in the EDF policy. Thus, it is critical for us to define and associate a "virtual deadline" with a packet, instead of the real deadline assigned by the adversary, to denote the time by which a packet has to be sent. Inspired by the EDF instance in Example 1, we create the idea of modifying packets' characteristics assigned by the adversary to fix the problem of EDF. Definition 1. Provisional schedule [16, 10] . Given a set of pending packets, a provisional schedule specifies which packet should be sent in which time step, assuming no future arrivals. Given a set of pending packets, an optimal provisional schedule is the one that achieves the maximum total value of packets among all provisional schedules.
1. Given the buffer constraints and packets' (virtual) deadline constraints, we calculate an optimal provisional schedule. Let this optimal provisional schedule be S. Then, we assign the provisional time slot t p in S to send p to denote p's virtual deadline. It is always true that t p ≤ d p . Thus, if p cannot be sent by t p , p "expires" and we drop it.
2. For each new arrival p, p has d p as its virtual deadline initially. After we get a new provisional schedule S ′ , we (may) update the "virtual deadlines" of packets in S ′ . The packets not chosen in the provisional schedule, if any, are dropped, even though there may exist some empty buffer slots.
3. We examine two important packets in such an ordered schedule sequence S:
(a) e denotes the first packet; and (b) h denotes the first maximum-value packet.
Based on the definition of virtual deadlines, e will be dropped if we do not send it in this time step (t e = t). Also, we would like to force the (weaker) adversary of the algorithm sends a packet with a value no larger than w h in this step (we will prove this property later in our charging scheme). Thus, we send e to compensate what the adversary can gain, assuming w e ≥ w h /α and the adversary sends a packet j = e. Or we send h to compensate the loss of w j , given a packet j being sent by the adversary, w j < w h , and w e < w h /α.
The following technical details have not be provided yet in above algorithmic framework: (1.) how to calculate an optimal provisional schedule for the single-buffer model and the multi-buffer model (if possible); (2.) how to bound the value we charge to the adversary at any time, and (3.) how to confine the competitive ratio. We address the first question using a greedy algorithm (optimal for the single-buffer model and 2-approximation for the multi-buffer model), we address the second question by altering the adversary's buffer such that the relaxed adversary is allowed to achieve a modified gain in each time step, and we address the third question (i.e., the charging scheme) by case study in the Appendix. In Section 3 and Section 4, we devise two algorithms for the single-buffer model and one algorithm for the multi-buffer model, respectively.
3 Algorithm ME and Its Analysis ME stands for "Modified EDF". Before we proceed, we introduce some notation. There is a buffer with a limited size of b ∈ Z + . Assume all buffer slots are indexed in increasing order 0, 2, . . . , b − 1. A packet p is released at time r p ∈ Z + . p is with a non-negative value w p ∈ R + and an integer deadline d p ∈ Z + . Given a time t, let the buffer of an algorithm A be Q A t . The set of pending packets in Q A t is P. We associate each packet p a virtual deadline t p , which is initialized as its real deadline d p . The real deadline d p is specified by the adversary.
3.1 Algorithm ME The following procedure OPS (OPS stands for "Optimal Provisional Schedule") greedily calculates the optimal provisional schedule from the set of pending packets P at time t. In OPS, we start from an empty buffer and sort all pending packets in non-increasing weight order. Then we pick up a packet p in order and put it into an empty buffer, with ties broken in favor of a later buffer slot. (Assume for each packet p, we have known its virtual deadline t p . For each new arrival p, let t p = d p .) If we cannot find such an empty buffer slot for p, we discard p. All packets selected to put into the buffer are claimed to be in the optimal provisional schedule. OPS is described in Algorithm 1.
Algorithm 1 OPS(P, t)
1: Sort all packets in P in non-increasing weight order, with ties broken in favor of the later virtual deadlines.
2: while P = ∅ do
3:
Pick up a packet p from P.
4:
for each buffer slot i indexed from min{t p − t, b − 1} down to 0 do
5:
if there is no packet in the buffer slot indexed as i then
6:
Put p into the i-th buffer slot.
7:
Remove p from P.
8:
Break. if p is not added into the buffer then 12:
Discard p.
13:
end if 14: end while 15: Sort all packets in the buffer in non-decreasing virtual deadline order, with ties broken in favor of the larger value packets.
Using an interchange argument, we prove the optimality of OPS. (The proof depends on a critical observation that since time t, any algorithm can send at most b packets with the assumption of no new arrivals.) Lemma 3.1. OPS(P, t) calculates an optimal provisional schedule for a set of pending packets P.
Proof. Please see the Appendix. Now, we present the algorithm ME. ME consists of two parts: maintaining packets in the buffer (including selecting packets and updating their virtual deadlines) and delivering a packet. For each new arrival p, its virtual deadline t p is initialized as its real deadline d p . Then we calculate all existing packets in the buffer and p to find the optimal provisional schedule from time t using OPS(P, t). After we get the optimal provisional schedule S * , we update some packets' virtual deadlines, if necessary in the following way: Each packet updates its virtual deadline as the time slot that it is sent in S * . At last, we send either the packet with the earliest virtual deadline (if it has a sufficient large value), or the maximum-value packet (otherwise). ME is described in Algorithm 2.
Algorithm 2 ME(P, t)
Calculate the optimal provisional schedule S * by running OPS(Q ME t ∪ p, t). 3: Drop all packets not in S * . All packets in S * are put into the buffer. 4: Update the virtual deadline t j of a packet j ∈ S * as t + i, where i is the index of the buffer slot that j is residing in. {Let the packet with the earliest virtual deadline be e.} {Let the maximum-value packet be h, with ties broken in favor of the earliest virtual deadline.}
5:
if w e ≥ w h /α then 6:
Send e. Send h.
9: end if
Directly from the algorithm ME, for each j ∈ Q ME t , we conclude the following properties of its virtual deadline t j : Remark 1. All packets j ∈ Q ME t have their t j sorted in strictly increasing order as t, t + 1, . . . , t + |Q ME t | − 1, where |Q ME t | is the number of packets in the buffer. So, unless a new arrival p comes with its virtual deadline t p = d p > t + |Q ME t | − 1, accepting p will make exactly one packet in Q ME t dropped.
Remark 2.
In each time when t j is updated, t j is decreased strictly. For any packet j ∈ Q ME t , r j ≤ t j ≤ d j .
Remark 3. For any packet j in ME's buffer, the minimum value of a packet i with t i ≤ t j does not decrease over time.
3.2 Analysis of ME In this section, we prove Theorem 3.1. ME is 3-competitive for scheduling weighted packets with deadlines in the single-buffer model, where α = 2.
Fix an input sequence of arriving packets. This input sequence can be regarded as a sequence τ = τ 1 τ 2 . . . of packet arrival events and packet delivery events. Then, in our algorithm ME and its analysis, if not mentioning, we use the subscript t to denote the event τ t , instead of a time step t. A single time step may involve more than one arrival events but only one delivery event.
We use a potential function to prove Theorem 3.1. We let ADV to denote the adversary of ME and O to denote the set of packets sent by ADV. Without loss of generality, we assume ADV sends the earliest deadline O-packet in each time step. Let the packets sent by ADV be p 1 , p 2 , . . . , p i , . .
We use Φ ME t (respectively, Φ ADV t ) to denote the potential of the buffer of ME (respectively, ADV) at time t. Φ ME t is the sum of the weights of the packets in O that are also in the buffer of ME at time t. Φ ADV t is the sum of the weights of the packets in ADV's buffer at time t. We use ME t and ADV t to denote the set of packets sent by ME and ADV respectively. Our goal is to prove that at the end of each event, the main inequality c · j∈MEt
holds, where c = 3. As a consequence, this yields Theorem 3.1. Let ∆ ME t (respectively, ∆ ADV t ) denote the alterations of the left (respectively, right) side of Inequality 3.1 at time t, i.e., ∆ ME t := c · i∈(MEt\ME t−1 )
where c = 3. Obviously, Inequality 3.1 holds before the first event since packets have not been sent so far. Hence, it is sufficient for us to show that for each event τ t ,
since this yields Inequality 3.1.
In order to prove Inequality 3.4, we present a set of invariants of our charging scheme (including Inequality 3.4 as that in I 1 ) which hold at the end of each event. Our charging scheme (to be introduced in the proof of Theorem 3.1 -see Section 5.2 in the Appendix) ensures that this set of invariants holds at any time.
I 2 . ADV's buffer contains only the set of packets it sends. For each packet j ∈ (Q ME t ∩ Q ADV t ), ADV has the virtual deadline t j as this packet's deadline d j .
For each packet j ∈ Q ME t , j maps to at most one packet j ′ ∈ (Q ADV t \ Q ME t ). For each packet p ′ ∈ (Q ADV t \ Q ME t ), p ′ must be mapped uniquely by a packet p ∈ Q ME t .
I 3 . If j ∈ Q ME t maps j ′ ∈ (Q ADV t \ Q ME t ), for any packet i ∈ Q ME t with t i ≤ t j , we have t i ≤ d j ′ and w i ≥ w j ′ .
We prove that the set of invariants hold separately for both the events of packet arrivals and packet deliveries; summing these inequalities yields the claim for a single time step as a whole, and summing over all time steps yields Theorem 3.1. We case study to prove the existence of the set of invariants in Section 5.2 in the Appendix.
To study the limit of employing the optimal provisional schedule in maintaining packets at the events of packet arrivals, we first define Definition 2. Best-effort admission algorithms. Given an online algorithm ON and a set of pending packets P, if ON calculates the optimal provisional schedule to select packets from P to put in the buffer, we call ON a best-effort admission algorithm.
All previously known online algorithms for the bounded-delay model [11, 12, 13] fall in the family of best-effort admission algorithms. Furthermore, we have Theorem 3.2. For the single-buffer model, the lower bound of competitive ratio of the family of besteffort admission algorithms is 2.
To supplement our study on the single-buffer model, we have Lemma 3.2. For the single-buffer model, the simple greedy algorithm, which sends the maximum-value packet in each time step, is no better than 4-competitive.
If we set α = +∞ in ME, we immediately get a new algorithm called deadline-modified EDF. This algorithm always sends the earliest virtual deadline packet. To show the necessity of comparing w e and w h in the algorithm ME, (though we have not got the competitive ratio for the deadline-modified EDF algorithm), we claim that Lemma 3.3. The deadline-modified EDF algorithm is no better than 3-competitive.
All the proofs of Theorem 3.2, Lemma 3.2 and Lemma 3.3 are given in the Appendix.
3.3 A randomized algorithm RME We introduce some randomization in ME and come up with a randomized algorithm called RME (RME stands for "Randomized ME"). In the algorithm RME, we employs a random variable β to facilitate scheduling packets e or h. (Remember that e is the packet with the earliest virtual deadline and h is the packet with the maximum value where ties are broken in favor of the earliest virtual deadline one.) For each packet arrival event, RME works the same as what ME does. That is, RME calls OPS(P, t) to identify the packets in its buffer deterministically, where P is the set of pending packets and t is the current time. When RME processes a delivery event, similar to ME, either e or h is sent. Unlike what ME does deterministically, RME makes its decision (sending e or sending h) incorporated with the output of a random variable β.
If e has a sufficiently large value with w e ≥ w h /α, we send e deterministically. Otherwise (i.e., w e < w h /α), we choose β uniformly in a range of [0, 1] . If β ∈ [0, γ], we still deliver e, otherwise (i.e., if β ∈ (γ, 1] and w e < w h /α), we deliver h. The pseudo code of RME is described in Algorithm 4 in the Appendix. We have Theorem 3.3. RME is a randomized (φ 2 ≈ 2.618)-competitive algorithm for scheduling weighted packets with deadlines in the single-buffer model, where α = φ ≈ 1.618 and γ = 1/φ 2 ≈ 0.382.
More details about the algorithm RME and its analysis are presented in the Appendix.
Algorithm MME and Its Analysis
In this section, we introduce a deterministic online algorithm MME to schedule packets with deadlines in m > 1 bounded buffers: B 1 , B 2 , . . . , B m . Each buffer B i has a limited size b i ∈ Z + . MME stands for "Multiple ME". Though MME and ME share the same algorithmic framework, there are some other distinctions that we pay attention to: (1.) unfortunately, we lack of an exact algorithm but an approximate solution to the optimal provisional schedule for each arrival, and (2.) in the analysis, MME employs a different set of invariants from that of ME.
Let us consider a set of pending packets P. All packets in P are associated with their virtual deadlines. Without loss of generality, we assume the current time t = 0. Notice that for any algorithm, it can send at most L := m l=1 b l packets from P, assuming no future arrivals. Thus, we select packets from P to fill in a "super-queue" Q with a size of L in calculating a provisional schedule starting at time t. Assume the buffer slots in Q are indexed as 0, 1, . . . , L − 1. Like what we have done in Algorithm 1, we still sort all pending packets in non-increasing weight order and fill in each packet in the "super-queue" as later as it could be -a buffer slot with larger index is favored. Then, if a packet p can be fill in an empty buffer slot of the "super-queue", we try to put p into its own target buffer (which has been specified when p is released in the input sequence) as long as there is an empty buffer slot there. If either p's buffer is full or p cannot find an empty buffer slot in the "super-queue", p is discarded. We examine each packet in P until P becomes empty. The description of this procedure is described in Algorithm 3.
Unlike OPS, returned provisional schedule of MME-Selection is not optimal. Specifically, we have Lemma 4.1. Given a set of pending packets, the set of packets selected by MME-Selection is with a total value at least 1/2 of that of an optimal provisional set. For each packet only in the optimal provisional set, there is a uniquely corresponding packet with no less value in the set of packets returned by MME-Selection.
Proof. Let the subset of packets chosen by an optimal provisional algorithm (respectively, MME-Selection) be Π 1 (respectively, Π 2 ). We show that for any packet p ∈ (Π 1 \ Π 2 ), if p is rejected, one of the following cases must happen:
1. There exist a packet q in Q with no less value than p; or 2. A packet q in the same target buffer as p is with no less value than w p . This packet q has been chosen by MME-Selection at the time when p is evaluated by MME-Selection.
Thus, we can always find a unique corresponding packet q in Π 2 with w q ≥ w p for p. Note
Algorithm 3 MME-Selection(P, t)
1: Sort all packets in P in decreasing weight order, with ties broken in favor of the larger virtual deadline.
3:
4:
for each buffer slot i indexed from min{t p − t, if the super-queue's buffer slot indexed as i is empty and there is a buffer slot in the buffer that p should reside in then 6: Put p into that buffer slot i and its target buffer.
7:
8:
Break.
9:
end if 10:
end for
11:
if p is not added into the super-queue then
12:
13:
end if
14: end while 15: Sort selected packets in canonical order and update their virtual deadlines as the time slots in the provisional schedule.
Thus, Lemma 4.1 is proved.
Algorithm MME MME works as follows. For each new arrival event, we calculate the provisional schedule using MME-Selection. Then, define e (respectively, h) as the packet with the earliest virtual deadline (respectively, maximum value). If w e ≥ w h /α, we deliver e. Otherwise, we deliver h and discard e. We skip the pseudo-code of MME since it is similar to that of ME.
Analysis of MME We prove MME's competitiveness using a charging scheme. We first prove that MME is (2 + √ 2 ≈ 3.414)-competitive when compared with a weaker adversary we construct. Then, we prove that the weaker adversary is 2-approximation (based on Lemma 4.1 and the observation in Remark 5). Altogether Theorem 4.1. MME is 6.828-competitive for scheduling packets with deadlines in the multi-buffer model, where α = 2.414.
To prove Theorem 4.1, we depends on an obvious but critical observation:
Remark 5. Given an online maximization problem and a proved c-approximation online algorithm ON for this problem, if we charge c times of the value gained by ON in each time step, the total value charged to ON is no less than what the optimal offline gain.
The competitive ratio (2 + √ 2 ≈ 3.414) of MME (compared with a weaker adversary) is optimized at α = 2.414 for min max{1 + α, 3 + 1/α, 2 + 2/α}.
The proof of Theorem 4.1 is different from the proof of Theorem 3.1, it is given in the Appendix.
Appendix

Proof of Lemma 3.1
Proof. Let the set of pending packets be P. In the algorithm OPS, for each packet j, we either move j into a buffer slot or we simply discard it. We finalize the provisional scheduleS in a greedy manner. Let S * denote the optimal provisional schedule for P. Assume the buffer slots at time t are indexed as 0, 1, . . . , b − 1, where b is the buffer size. To prove Lemma 3.1, it is sufficient for us to prove that for each packet p in the provisional scheduleS, we have thatS and S * choose the same set of packets to put into buffer slotsS(p) − t, . . . , b − 1, whereS(p) denotes the time step in which p is sent inS(p), given the set of pending packets and the assumption of no future arrivals. Without loss of generality, we assume all packets in S * are sorted in non-decreasing deadline order, with ties broken in favor of the larger value packets. Also, for each empty buffer slot, we assume there exists a null packet with value 0 and deadline +∞. Thus, both buffers (S * andS are full of packets, including null packets. We assume there exists an optimal provisional schedule S * . IfS = S * , Lemma 3.1 holds immediately. Let us assumeS = S * . We then examine the packets scheduled inS and S * from the buffer slots indexed b − 1 to the buffer slots indexed 0 in reverse order. That is, we compare with packet in the buffer slot i inS and the packet in the buffer slot i in S * , where i is set b − 1, b − 2, . . . , 0 in order. Assume a buffer slot i is the largest buffer slot satisfying that a packet q in the i-th buffer slot in the schedule S * is different from a packet p in the i-th buffer slot in the scheduleS, where p = q. If S * =S, a packet p = q must be found in S * . Note that p can be a null packet.
We apply the interchange argument to prove p = q which impliesS = S * . From our procedure of selecting packets in OPS, we know that any packet in a buffer fromS(p) to its virtual deadline t p has a value larger than or equal to w p .
1. If w q > w p , then, q should be chosen before p when we createS using OPS. Packet q should be put in the positionS(p) instead of p.
2. If w q ≤ w p , the optimal provisional schedule S * should include p since it includes q (Remember thatS schedules p in the following i-th step and S * schedules q in the i-the step, thus, the deadlines t p , t q ≥ i.) Without losing any value, S * can swap p and q since p is not in any buffer slot from S * (p) to t p .
Thus, in this step, both S * (after swapping p and q) andS schedule the same packet p. We repeat our above interchange argument for i = b − 1, b − 2, . . . , 0, Lemma 3.1 is proved.
5.2
Case analysis for the proof of Theorem 3.1 In the following, we provide case analysis to complete our proof of Theorem 3.1.
Proof. In the following, we show that the set of invariants hold at the end of each time step. For each time step, we consider the events of packet arrivals and packet delivery separately. In the following case analysis, we update the existing mappings and the packets in ADV's buffer, if necessary, to make sure that the set of invariants hold at any time. If not mentioned otherwise, everything remains unchanged at the end of this event. For ease of presentation, we assume buffer slots are indexed as 1, 2, . . . , b. We use O denote the set of packets sent by the adversary. Let e and h denote the maximum-value packet among all packets with the earliest virtual deadline and the packet with the earliest virtual deadline among all packets with the maximum value, respectively. We describe our charging scheme in the following and Inequality 3.1 is guaranteed. Remember that the competitive ratio 3 is optimized at α = 2 at min max{1 + α, 1 + 3/α, 2 + 2/α}.
Packet delivery
In each time step, ME either sends e or h. If ME sends e, w e ≥ w h /α; otherwise, ME sends h. We assume ADV sends j. At the end of this delivery event, e is out of ME's buffer because it expires (note its virtual deadline = the current time).
We charge ME w h and we charge ADV w h + w h ′ + w e + w e ′ , assuming e maps e ′ and h maps h ′ . max{w e ′ , w h ′ } ≤ w e ≤ w h /α. Then the ratio of the modified gains is (w h + w h ′ + w e + w e ′ )/w h ≤ 1 + 3/α.
e is not an O-packet. Assume e maps e ′ in ADV's buffer; if e ′ does not exist, we let e ′ be a null packet. w e ′ ≤ w e . Note w j ′ ≤ w e . After the end of this delivery, j is still in ME's buffer but j is not in ADV's buffer.
We charge ME w h . Then, we charge ADV w h + w h ′ + w j + w e ′ . Then the ratio of the modified gains is (w h + w h ′ + w j + w e ′ )/w h ≤ (w h + w e + w h + w e )/w h = 2 + 2/α.
Packet arrivals
Remember that from the properties of the algorithm ME (see Remark 1 and Remark 2), for each new arrival p, if admitting p results in a packet i leaving Q ME t , the total packet value of the buffer is not decreasing. p can always be a candidate packet to map the packet which was mapped by the packet evicted due to accepting p (since w p ≥ w i ). Also, if such a packet i exists, the slack time of p, defined as d p − t, is no larger than the length of the queue size |Q ME t |, otherwise, p will be accepted by ME without evicting a packet (see Algorithm 1).
For each arriving event at time t, ME t+1 \ ME t = ADV t+1 \ ADV t = ∅. Thus, for each new arrival event, we only need to consider the change of mappings, if any.
From the property of the adversary, we know that all packets in ADV's buffer (they are supposed to be sent by ADV) will not be evicted when we put new O-packets in ADV's buffer. Let us consider the case when introducing an O-packet p results in a packet i leaving ME's buffer. If i is not in ADV's buffer, we are fine with all mappings and the potentials because there is no loss to Φ ME t . We only consider the case when the evicted packet i is in ADV's buffer as well.
Assume i is an O-packet in ADV's buffer before p arrives. We first claim that we can always find a packet q in ME's buffer, but q is not in ADV's buffer with w q ≥ w i . Otherwise, ADV does not accept p as well. Then we collect all O-packets in ME's buffer but with deadlines ≤ t + |Q ME t | − 1, as they are need to be delivered by ADV in time steps t to t + |Q ME t | − 1, it does not hurt to assign them deadlines in strictly decreasing order from t to t + |Q ME t | − 1 respectively. Therefore, the evicted O-packet i can be assigned a deadline as the virtual deadline of the latest non-O-packet in a buffer slot no later than d i − t in ME's buffer. Let this packet be j. We can remove i from ADV's buffer and put j with t j as its deadline and w j as its value in ADV's buffer. These operations do not hurt ADV because of Remark 3 but ensure the existence of the mappings in the invariants. Above reasoning can also be applied to the case when a new O-packet p is rejected by ME.
Based on our case study at packet arrival events and packet delivery events, Theorem 3.1 is proved.
Proof of Theorem 3.2
Proof. In the following example, we will show that if the buffer size is bounded, the optimal offline algorithm may not choose a packet from the optimal provisional schedule for a time step t. Any deterministic online best-effort admission algorithm cannot achieve a competitive ratio better than 2. We use (w p , d p ) to represent a packet p with a value w p and a deadline d p . Suppose at the end of step 0, the buffer is empty. A set of packets, which the optimal offline algorithm will eventually send, are released:
Notice that all packets in the buffer have deadlines larger than the buffer size b.
At the beginning of step 1, b packets (1 + ǫ, 1), (1 + ǫ, 2), . . . , (1 + ǫ, b) are released. The optimal provisional schedule for step 1 contains all these newly arrived packets. The optimal offline algorithm only accepts (1 + ǫ, 1), drops (1, b + 1), and keeps (1, b + 2), . . . , (1, b + b) in its buffer. In step 1, the optimal offline algorithm send (1 + ǫ, 1). Instead, any algorithm that chooses the optimal provisional schedule will accept all newly released packets in step 1, thus, all packets (1, b + i) for any i = 1, 2, . . . , b are dropped. This algorithms sends a packet with value 1.
At the beginning of each step i = 2, 3, . . . , b, only one packet (1 + ǫ, i) is released. At the end of step b, no future packets will be released. For any algorithm applying the optimal provisional schedule to select packets, let it be ON, ON cannot schedule packets with a total value more than (1 + ǫ) · (b − 1) in these time steps.
Of course, the optimal offline algorithm can send all newly released packets in steps 2, 3, . . . , b respectively. At the end of step b, the packets (1, b + 2), (1, b + 3) , . . . , (1, b + b) are still remained in the optimal offline algorithm's buffer, but not in ON's buffer. Since there is no future arrivals, these b − 1 packets will be transmitted eventually by the optimal algorithm in the following b − 1 steps. If b is large, ON cannot perform better than 2-competitive. The lose is due to ON's first step in which optimal provisional schedule is used in selecting packets in the buffer. Theorem 3.2 is proved.
Proof of Lemma 3.2
Proof. In the following instance, we will show that the greedy algorithm Greedy, which calculates the optimal provisional schedule and schedules the maximum-value packet, cannot be better than 4-competitive. Let the buffer size be b. Without loss of generality, we assume b is even. We use (w p , d p ) to represent a packet p with a value w p and a deadline d p .
Suppose at the end of step 0, the buffer is empty. A set of packets, which the optimal offline algorithm will eventually send, are released: (1, b + 1), (1, b + 2) , . . . , (1, b + b) . Notice that all packets in the buffer have deadlines larger than the buffer size b.
At the beginning of step 1, b packets (1 + 1 · ǫ, 1), (1 + 2 · ǫ, 2), . . . , (1 + b · ǫ, b) are released. Greedy accepts all these newly arriving packets. The optimal offline algorithm only accepts (1 + ǫ, 1), drops  (1, b + 1), and keeps (1, b + 2) , . . . , (1, b + b) in its buffer. In step 1, the optimal offline algorithm send (1 + ǫ, 1) . Instead, Greedy will accept all newly released packets in step 1, thus, all packets (1, b + i) for any i = 1, 2, . . . , b are dropped. Greedy sends the packet (1 + b · ǫ, b) . At the end of this step, the packet (1 + 1 · ǫ, 1) in Greedy's buffer expires.
At the beginning of each step i = 2, 3, . . . , b, only one packet (1 + ǫ, i) is released. At the end of step b, no future packets will be released. Greedy rejects all these newly released packets. 3 · ǫ, 3) , . . . , (1 + (b/2) · ǫ, b/2) will be dropped due to their deadlines.
Of course, the optimal offline algorithm can send all newly released packets in steps 2, 3, . . . , b. At the end of step b, the packets (1, b+ 2), (1, b+ 3) , . . . , (1, b+ b) are still remained in the optimal offline algorithm's buffer, but not in Greedy's buffer. Since there is no future arrivals, these b−1 packets will be transmitted eventually by the optimal algorithm in the following b − 1 steps. If b is large, Greedy cannot perform better than 4-competitive. The lose is due to Greedy's first step in which optimal provisional schedule is used in selecting packets in the buffer and its greedy manner in sending packets in the first b/2 time steps. Lemma 3.2 is proved.
Proof of Lemma 3.3
Proof. In the following instance, we show that the deadline-modified EDF algorithm, which calculates the optimal provisional schedule, updates virtual deadlines of packets as what ME does, and schedules the earliest virtual deadline packet, cannot be better than 3-competitive. Let the buffer size be b. We use (w p , d p ) to represent a packet p with a value w p and a deadline d p .
Assume at time 1, the algorithm's buffer is full of packets (ǫ, i), i = 1, 2, . . . , b. In each time step i = 1, 2, . . . , b, the adversary releases one packet with value 1 and deadline 2 · b. Thus, the deadlinemodified EDF sends a packet with value ǫ in each time step. At the end of step b. the algorithm's buffer is full of packets with value 1 and deadline 2 · b. On the contrary, the adversary sends all packets with value 1 in the first b time steps.
At the beginning of time step b + 1, the adversary releases b − 1 packets with value 1 − ǫ and deadline ∞. These packets will not be accepted by the deadline-modified EDF algorithm. Then, from step b + 1 to step 2 · b, the adversary releases a packet with value 1 and deadline same as its release date. Thus, the deadline-modified EDF sends all b packets in the following b time steps and its buffer is empty afterwards. The adversary can accept each newly released packet and sends it. At the end of step 2 · b, the adversary still has b − 1 packets with value 1 − ǫ to send. The adversary will send all these packets. Thus, the competitive ratio is no better than
When b is large, the competitive ratio of the deadline-modified EDF is (asymptotically) 3. Lemma 3.3 is proved.
