Abstract-Host virtualization has become of great interest as it is a technology that can enable the implementation of cloud computing. For this, it can offer several benefits, such as high levels of sharing of computing resources, ubiquitous availability, and savings on hardware investment. Although it has been claimed that host virtualization can also offer the benefit of energy savings, the levels of savings are unknown. In this paper, we present experimental evaluations of energy expenditure of virtual machines used for computation processes. We measure the energy spent by a number of virtual machines and compare it to the energy spent by a single and multiple (real) Linux hosts. The results show that the virtual machines deliver similar performance to processes run in real machines for small loads, and achieve significant energy savings for a modest number of users. Therefore, it is then expected that there is a number of VMs for what energy savings is optimal. The values also indicate that workstations optimized for virtualization can offer significant benefits.
A challenge for dynamic allocation of resources is to keep datacenters infrastructure in stand-by with low maintenance costs while unused. A large part of maintenance costs is associated with power consumption of the large number of servers and telecommunications systems. In a datacenter, the telecommunications infrastructure, named communication links, switching and aggregation elements, consume about one third of the total power consumption, while the remaining two thirds are consumed by the servers and storage systems [5] .
Unattended power consumptions can lead to high operational costs, and thermal hot spots that can potentially decrease the performance of the datacenter and cooling systems, or else to produce costly damages to the datacenter [6] . A comprehensive evaluation of the energy expenditure of the different equipment in a datacenter has been estimated [7] .
This evaluation, however, considers the maximum energy expenditure of a datacenter as the maximum power of the different subsystems are considered.
Servers and other systems with low utilization levels need to be set to an operating mode such that power consumption and startup time are minimum. This requirement is hard to achieve as a system (e.g., a server), while in sleeping mode achieves low power consumption, it may take long time to startup [8] , [9] . Turning on a large number of components can decrease the startup time but at the cost of small energy savings.
To reduce number of startup servers, several strategies have been studied. Incorporation of network traffic management and server workload consolidation has been investigated [10] .
In this approach, most traffic is routed into the servers that are already in use. Other schemes target an indirect detection 978-1-4673-0941-7112/$31.00 ©2012 IEEE of power dissipation, such as temperature distribution in the datacenter [6] . These schemes work as a closed-loop system where temperature is sensed to determine the cool zones where task can be assigned. [ 16] . However, the amount of energy per virtualized machines continues to be unknown.
In this paper, we study the energy consumption of virtual ized machines under small computation loads to identify the numbers of virtual machines that allow an efficient utilization of hardware while providing energy savings. We present an experimental setup where a general purpose workstation is used to host multiple virtual machines. We measure the energy and processing time of virtual machines under small computational loads and compare the energy expenditure and efficiency to a system without machine virtualization, and to that of multiple physical machines.
The remaining of this paper is organized as follows. Section II introduces the methodology used for energy expenditure and computation performance. Section III presents the obtained results from the experimental measurements. Section V present our conclusions.
II. METHODOLOGY FOR MEASUREMENT OF POWER CONSUMPTION
The experimental setup is shown in Figure 1 . The setup con sists of a workstation running Windows 7 as operating system (OS). On top of Windows 7, we use Oracle VM VirtuaLBox as virtualization software, and Ubuntu Linux operating system as a VM. Therefore, each VM is a virtual Linux machine. The specifications of the workstation are listed in Ta ble I. A. Benchmark software. 
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III. EXPERIMENTAL MEASUREMENTS AND RESULTS
We measured the power consumed by single and multiple VMs and compared it to those of multiple workstations and multiple processes. The multiple workstations alternative recurs to using dedicated workstations while the multiple processes recurs to using shared workstations. These two alternatives are described as follows:
• Multiple Workstations. In this case, we measured the power consumed by a single workstation (real machine)
on Linux OS, executing the benchmark program. Each benchmark program is executed in a single workstation.
Multiple workstations is equivalent to as having multiple users, one per workstation, with dedicated machines.
• Multiple Processes in a Single Linux Workstation. In this case, a Linux workstation (real machine) is shared by multiple users, who also share the same instance of Linux. The number of VMs was linearly increased in the following tests. These VMs also run the benchmark during the measure ment of power. The measured power for two VMs, where each VM runs the test bench, is shown in Figure 6 . The consumed power is about 81 watts. It seems that the first VM adds about 19 watts, while the second VM adds about 10 watts on top of the first VM. This may be caused by sharing the CPU (i.e., CPU re-use).
In succession, this process was repeated for three VMs and four VMs (i.e., a complete succession from 1 VM to 4 VMs). Number of virtual machines Fig. 9 . Number of operations for I to 6 virtual machines in the same test time.
than the others is because the maximum power consumption of the workstation is 91 watts. This is, no more power can be consumed by the workstation. In other words, without this cap, we may see a larger power consumption increase.
To demonstrate this, we increased the number of VMs in the system to 12. The power consumption of the successive increase of VMs is shown in Figure 8 . As this figure shows, the maximum consumption power is 91 watts, which is reached with four or more VMs. We then expect that 4 or more VMs would consume the maximum power but at the cost of processing performance.
To investigate the processing performance of these VMs, we evaluated the average number of operations a number of simultaneous VMs process. These average number of opera tions are shown in Figure 9 . This figure shows that up to three simultaneous VMs can operate a the workstation performance and a larger number of VMs would have a performance penalty associated with the load of each task and the number of
VMs. This results are consistent with the power consumption shown in Figure 8 , which are also represented in Figure  10 . We can observe that while the total consumption power is below the maximum power, the workstation can allocate resources to keep the computing performance to the peak. As power saturates, processing slows down. The slowing down of processing speed impacts the time it takes to process a Number of virtual machines Number of processing units software). Figure 12 shows the power consumption of these three approaches. As the figure shows, the power consumed by multiple processes is very similar to that of multiple VMs. As the processing time requires running a large number of VMs longer periods of time, we measured the amount of energy if multiple VMs and compared it to that of multiple workstations and multiple processes. Figure 13 shows that the expanded time to finish the computing job used in this test is not long enough to jeopardize the energy savings VMs provide. We see that the running multiple processes requires similar amount of energy to multiple VMs as they deliver similar performance.
These outcomes indicate that machine virtualization is effec tive to reduce power expenditure as multiple VMs can provide similar performance to running (simple) multiple processes and consume less energy than dedicated workstations. The performance of dedicated workstations may be still higher for the execution of multiple tasks, but at higher levels of power and cost.
IV. DISCUSSION
The virtualization environment provides an opportunity to improve the management and efficiency of utilizing computing resources. The resource sharing aspects of virtualization does, Number of virtual machines It is left as future research to investigate the power perfor mance of VMs under benchmarks programs that use the CPU intensively and under communications subroutines.
V. CONCLUSIONS
This paper presented an experimental evaluation of energy consumption of multiple virtual machines running a simple computing process. The experiments were designed to evaluate the level of energy savings that machine virtualization can achieve. We tested multiple virtual machines created on a gen and processing times. The results show that the performance degradation of multiple VMs provided a small performance degradation as the workstation reached the peak power con sumption. We tested up to 12 VMs, being that number the largest number of VMs the workstation could create, and
showed that machine virtualization provides significant power savings. We noted that there are two power performance regions: before a workstation reaches its maximum power consumption and after that. Larger energy savings may be achieved in the former region, while the amount of savings for the latter region depends on the number of VMs and the load assigned to each.
