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Abstract 
A long-term bias in the exploratory head-waving behavior of Aplysia can be induced using 
bright lights as an aversive stimulus: coupling onset of the lights with head movements to 
one side results in a bias away from that side (Cook & Carew, 1986). This bias has been 
interpreted as a form of operant conditioning, and has previously been simulated with a neural 
network model based on associative synaptic facilitation (Raymond, Baxter, Buonomano, & 
Byrne, 1992). In this article we simulate the head-waving behavior using a recurrent gated dipole, 
a nonlinear dynamical neural model that has previously been used to explain various data 
including oscillatory behavior in biological pacemakers. Within the recurrent gated dipole, 
two channels operate antagonistically to generate oscillations, which drive the side-to-side 
head waving. The frequency of oscillations depends on transmitter mobilization dynamics, 
which exhibit both short- and long-term adaptation. We assume that light onset results in a 
nonspecific increase in arousal to both channels of the dipole. Repeated pairing of arousal 
increments with activation of one channel (the "reinforced" channel) of the dipole leads to a 
bias in transmitter dynamics, which causes the oscillation to last a shorter time on the reinforced 
channel than on the non-reinforced channel. Our model provides a parsimonious explanation 
of the observed behavior, and it avoids some of the unexpected results obtained with the 
Raymond et al. model. In addition, our model makes predictions concerning the rate of onset 
and extinction of the biases, and it suggests new lines of experimentation to test the nature of 
the head-waving behavior. 
1 Introduction 
This article describes an attempt to combine findings from experimental and computational neuro-
science in the study of activity-dependent modulation of a simple behavior in the marine mollusk 
Aplysia Califomica. Specifically, we explain experimental data on the head-waving behavior of 
Aplysia using the gated dipole,a dynamic model of neural opponent processing proposed by Gross-
berg (1972). 
Cook and Carew (1986) showed that Aplysia head waving, a behavior that is elicited when 
Aplysia are looking for food or searching for a place to anchor themselves, can be modified 
through an operant conditioning paradigm. During a typical operant conditioning experiment, an 
animal must learn which of its actions leads to a reinforcing outcome, which may be rewarding or 
punishing. For example, a rat may have to learn to press a lever in order to receive food, or in 
order to avoid being shocked. In Cook and Carew's operant conditioning experiments, an Aplysia 
is suspended in a tank, where it is free to wave its head. During conditioning, every time that the 
Aplysia's head oscillates to one side (the reinforced side), the tank is uniformly illuminated with 
bright lights, which are aversive for Aplysia. The lights remain on as long as the Aplysia's head 
remains on the reinforced side. If the Aplysia is capable of operant conditioning, it will learn to 
suppress head waving to the side that is consistently paired with the lights. 
Cook and Carew (1986) found that after a few trials, the head-waving behavior of Aplysia begins 
to show a systematic trend: the animal continues to head-wave, but the oscillation is biased toward 
the side that is not being reinforced, i.e., away from the side that is synchronized with the bright 
lights. A series of additional experiments (Cook & Carew, 1989a, 1989b) demonstrated that the 
behavioral bias is strictly dependent on contingency (that is, on the pairing between movement to 
one side and light onset), and that it can be induced when the contingency is based on the activity 
of neck muscles. These findings have been interpreted as indicating that Aplysia head-waving 
can, in fact, be modified by operant conditioning. That is, the Aplysia learns to reduce the amount 
of time spent on the side where it receives an aversive stimulus. 
Raymond et al. (1992) proposed a neural network model to account for these findings. Their 
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Figure 1: (a): Diagram of the operant conditioning circuit of Raymond et al. (1992), adapted with 
permission from Pergamon Press, Ltd, Headington Hill Hall, Oxford OX3 OBW, UK. (b): Diagram 
of the READ circuit (Grossberg & Schmajuk, 1987), adapted by permission of Psychonomic Society. 
The legend below each diagram indicates the conventions used to represent different types of 
synapses. 
model, shown in Figure l(a), consists of a pair of mutually inhibitory pattern generators (oscil-
lators) coupled within a feedback architecture. In this network, the induced bias results from 
a synaptic modification rule known as activity-dependent neuromodulation. This form of synaptic 
modification was originally developed by Gingrich and Byrne (1985, 1987), and has been used to 
explain certain aspects of classical conditioning in Aplysia (Buonomano, Baxter, & Byrne, 1990). 
With this model, Raymond et al. (1992) were able to simulate many aspects of conditioning of the 
Aplysia head-waving behavior. 
Gaudiano, Surmeli, and Wilson (1994) noted a striking resemblance between the model of 
Raymond et al., and the recurrent associative dipole, or READ circuit (Fig. 1(b)), a model that 
comprises part of a neural architecture for classical and operant conditioning (Grossberg, 1971; 
Grossberg & Schmajuk, 1987). Gaudiano et al. (1994) suggested that the READ circuit, which was 
developed primarily on the basis of data from vertebrates, might also be able to account for the 
results of Cook and Carew from the invertebrate Aplysia. 
We have taken the recurrent dipole and modified it to capture the results of (Cook & Carew, 
1986, 1989a, 1989b). Aside from being able to simulate all the experimental data, the model 
suggests an alternative interpretation of the observed behavioral bias, and generates a novel 
prediction that can be tested experimentally. Specifically, in our simulations the observed head-
waving bias is not due to the punishing value of the lights, but simply to the arousal that the 
lights generate. In other words, we suggest that the behavioral bias is not a form of operant 
conditioning, but is simply the result of an asymmetry in the neural oscillator resulting from 
repeated preferential activation of one channel. 
Aside from simulating the experimental data, our model shows the potential benefit of combin-
ing computational and experimental approaches. Specifically, the behavior of our model depends 
on only a handful of key parameters and few differential equations. The ability to pinpoint spe-
cific parts of the circuits responsible for specific behaviors enables us to determine which variables 
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in this neural circuit are important, while discarding irrelevant information. In addition, our 
model generates a series of experimental predictions that will be tested and described in a future 
publication. 
In the next section we review the experimental findings of Cook and Carew. We then review 
the model of Raymond et al., and describe our own model. After showing a series of simulation 
results, we conclude the article with a comparison of the two models, and a discussion of the 
significance of our findings. 
2 Operant conditioning of Aplysia head waving 
Aplysia head-waving takes the form of slow oscillations of the head from one side to the other. 
This behavior is normally exhibited by Aplysia seeking food or a place to which they can attach 
themselves. In their initial experiments, Cook and Carew (1986) suspended an Aplysia in a small 
tank and monitored the head behavior before and after a series of conditioning trials. Under 
normal conditions, it has been observed that Aplysia suspended in a tank will normally head-
wave for one hour or more (Carew, personal communication). In Cook and Carew's experiments, 
head position was measured by an observer who judged whether the head was to the left or right 
of center. Before each experiment, the spontaneous head-waving behavior in the absence of lights 
was monitored during a five minute baseline test period to determine the presence of an initial 
head-waving bias, if any. A ten minute training period followed, during which the onset and 
offset of lights was either contingent on the animal's head position or yoked to the head position 
of another animal (and thus non-contingent). The training period was followed by a five-minute 
test period, also conducted without lights. The effects of the training period were established 
by comparing the bias recorded during the pre-test baseline period to the bias observed during 
the post-training test period. Biases were reported as mean changes in time spent on either side. 
The authors found significant changes in these means for contingently reinforced animals and no 
significant changes for yoked control animals. 
Aside from establishing the existence of a training-induced bias, Cook and Carew (1986) 
reported other observations supporting the notion that operant conditioning had occurred. Biases 
were found to be eliminated by reversal of light contingency (i.e., switching the punished and 
unpunished sides) and could be subsequently reinstated by returning the contingency to the 
original side. If after the initial conditioning the Aplysia were instead left to head wave without 
reinforcement for a ten minute period, the bias remained largely unchanged, showing that bias 
extinction due to contingency reversal is not due to passive extinction. 
If the light-induced bias is a result of operant conditioning, then some internal cue related to 
an action generated by the Aplysia must be used to trigger the operant response. The authors 
established that such a cue is not an external visual cue by the simple expedient of rotating the 
animals within their tank after training, a maneuver that left the bias to the same side of the animal 
(not to the same side of the tank). Therefore, if any cues are involved in this response it is likely 
that they are internal to the animal. 
In a later section we outline several reasons to question the original interpretation of these 
data, namely that the observed behavioral changes are the result of operant conditioning. We 
propose instead that the lights lead to a general increase in arousal, and that the repeated pairing 
of increased arousal with head waving to one side induces a use-dependent bias in the reinforced 
channel of the neural oscillator. Before presenting our model, we review an earlier model that has 
been used to simulate the experimental results of Cook and Carew. 
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3 Operant conditioning with the activity-dependent neuromodulation 
model 
Head waving can be explained by a simple neural circuit which internally generates oscillations 
and whose output is used to control neck flexion and/or extension muscles. Modeling the light-
induced bias requires somewhat more complexity. It is principally in this aspect that our model 
differs from that of Raymond eta!.. In this section we briefly review Raymond et al.'s model. In 
the next section we present our model, showing how it produces oscillations, how it is affected 
by light or other arousing stimuli, and how it exhibits long-term changes. Finally we use our 
model to simulate the experimental results of Cook and Carew (1986) as well as some additional 
paradigms that were simulated by Raymond eta!. (1992). 
As shown in Fig. l(a) the model of Raymond et al. (1992) consists of two positive feedback 
channels coupled through mutually inhibitory connections. Each channel is essentially responsible 
for movement to one side. Within each channel are three specialized cells, each responsible for a 
different part of the operation of that channel. 
First, a Central Pattern Generator (CPG) produces oscillations. Each channel contains a spon-
taneously active Pattern Generator (PG), and the two PGs are coupled via mutually inhibitory 
connections to generate oscillations. Second, an Adaptive Element (AE) within each channel 
gates the activity of the pattern generator before it is delivered to the third element, a Motor 
Neuron (MN). The output of each motor neuron controls muscle activity (e.g., flexion of one set 
of neck muscles) and is fed-back to the corresponding pattern generator. Even in the absence of 
the adaptive element, this model can generate spontaneous oscillations which are hypothesized 
to correspond to the head-waving behavior. The adaptive elements are necessary to explain the 
light-induced bias, as we now describe. 
In order to explain light-induced biases, Raymond et al. introduce a reinforcement channel 
that controls the gating by the adaptive element. When reinforcement is delivered (supposedly 
coupled with light onset), the connection between the adaptive element and the motor neuron is 
strengthened if both are active. Thus, the reinforcement acts as a facilitatory or modulatory signal 
(hence the name activity-dependent neuromodulation) which enables a Hebbian type learning to take 
place between the adaptive element and the motor neuron. The hypothesis is advanced that if 
such reinforcement is contingent upon activity in one channel, then the strength of the connection 
between the adaptive element and motor neuron in that channel will increase, leading to enhanced 
motor neuron activity. Since this activity feeds back to the pattern generatm~ the period of activity 
within that channel will be modified accordingly. The resulting differential change in activity is 
taken to correspond to the operantly conditioned bias. 
3.1 Simulation results with the Raymond et al. model 
Figure 2 shows the main simulation results obtained by Raymond et al. (1992). The left 
diagrams illustrate the activity of the two motor neurons (top traces) and the time course of rein-
forcement (bottom trace) shortly before and during the training period. In this case reinforcement 
is contingent upon activity in the motor neuron A (upper trace). The diagram on the right shows 
the establishment of the bias during training, expressed as the difference between the time spent 
on sides A and B. Tne diagram shows two curves: the upper curve shows an S-shaped bias ac-
quired by contingent animals, while the lower curve shows that yoked animals do not acquire a 
bias. 
There are several aspects of the main results of Raymond et al. (1992) that do not agree with 
the experimental results of Cook and Carew (1986). 
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Figure 2: Output of the Raymond et al. model during simulated operant conditioning. (a) Contingent rein-
forcement. Training begins at the arrow, and reinforcement (bottom trace) is turned on whenever motor 
neuron A is active (top trace). (b) Cumulative results from the contingent reinforcement paradigm in part (a) 
and from a non-contingent reinforcement paradigm (not shown) are expressed as difference between time 
of activation of motor neurons A and B during one full cycle. Adapted by permission from Raymond et al. 
(1992). 
First, Fig. 2 shows that Raymond et al.' s model predicts that the Aplysia will spend more time 
waving toward the reinforced side. Notice that at the onset of training the oscillations are equal 
in duration, but that as training progresses the animal receives longer and longer periods of 
reinforcement. This discrepancy between the simulation results and the data of Cook and Carew 
was not discussed explicitly by Raymond eta!. (1992). One intepretation might be that Raymond 
et al.'s model is based on reward, rather than punishment. However, it does not seem that the 
mechanism proposed by Raymond et al. could be extended directly to account for the results 
obtained by Cook and Carew using an aversive stimulus. 
Second, Raymond et al.' s model predicts a significant increase in the amplitude and decrease 
in the frequency of oscillations in response to training, as evident from the activity of the motor 
neurons in Fig. 2. Cook and Carew (1986, p.1121) actually report, if anything, a slight increase in 
both frequency and amplitude of head-waving. 
It is likely that the second problem just mentioned could be corrected by selection of different 
model parameters. The first discrepancy, howeve1~ poses a serious problem for the model of 
Raymond et al., because the model would have to be altered radically in order to show a decrease 
in waving to the reinforced side, either by changing the activity-dependent neuromodulation 
rule, or by including additional circuitry that can somehow invert the effect of lights upon the 
reinforcement delivered to the oscillator. 
In the next section we propose an alternative model that yields simulation results closer to the 
experimental data, and that offers a new interpretation of the experimental paradigm of Cook and 
Carew (1986). 
4 Modeling operant conditioning with recurrent gated dipoles 
As mentioned earlier, Gaudiano eta!. (1994) pointed out a striking similarity between the Raymond 
et al. model, and a dynamic neural network known as the READ circuit (Grossberg & Schmajuk, 
1987). The READ circuit is an implementation of a recurrmt gated dipole, a neural circuit that 
was initially proposed by Grossberg (1972) as part of a neural network model for classical and 
operant conditioning of vertebrates. In the READ circuit (Fig. l(b)), inputs representing external 
(sensory) or internal (proprioceptive) cues are paired with activation of two opponent channels. If 
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Figure 3: Schematic diagram of a gated dipole. Labels near each neuron refer to variables described in the 
text. Synapses are labeled using the same conventions as in Fig. 1 (b). The input neuron in each channel 
of the dipole receives a specific input J; both input neurons receive a nonspecific arousal input 1. Activation 
in each channel is modulated by a transmitter gate. Competition between channels is effected by mutually 
inhibitory connections. 
we assume that one channel is active when the animal is being rewarded, and the other channel is 
active when the animal is being punished, then the READ circuit can be used to learn the affective 
value of a given sensory cue or action. 
The positive feedback within each channel of READ has been used to explain how an animal 
can learn second-order conditioning, whereby a cue previously associated with a reinforcing stimulus 
can itself become reinforcing (for example, the sight of food comes to elicit hunger by repeated 
pairing with actual consumption of food). Howevet~ the feedback can also be used to drive 
oscillatory behavior, as shown for instance by Carpenter and Grossberg (1985). 
In this section we first describe the main properties of normal and recurrent gated dipoles. We 
then show how the experimental paradigm of Cook and Carew (1986) can be interpreted using a 
simple variant of the recurrent gated dipole. 
The gated dipole is a simple neural circuit that has been used as a building block in a variety 
of dynamic neural network models for conditioning, vision, motor control, and other aspects of 
human and animal behavior (e.g., Grossberg, 1982, 1986a, 1986b). The gated dipole embodies two 
fundamental properties: adaptation through neural transmitter gating, and opponent processing 
through mutually inhibitory connections. 
4.1 Adaptation through transmitter gating 
In its simplest form, the gated dipole consists of two channels (Fig. 3), where one channel refers to 
the series of neurons and connections on one side. In the following description of the dipole we 
use the variables Xi (the index i for each neuron is shown in the figure) to refer to activation of all 
the neurons. 
The input neuron in each channel receives a specific input J;. In addition, both channels 
receive a nonspecific arousal signal I. The activity of the input neurons is thus given by: 
X1 =I+ J1 
X2 =I+ ll (1) 
The activity of each input neuron is transmitted to the next neurons in each channel via a 
transmitter gate (rectangular synapses in Fig. 3). The amount of transmitter Zi present within each 
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gate determines the efficiency of transmission of a signal through the channel in a multiplicative 
fashion, so that the activations X3 and x4 are given by: 
X3 X!ZJ 
X4 = X2Z2 (2) 
Here z·1 and zz represent the amount of transmitter available in the two channels. The transmitter 
level, and thus the efficacy of transmission through each channel, is presumed to fluctuate with 
time in response to fluctuations in the input; as inputs increase, the amount of transmitter decreases 
through a dynamic process of adaptation, according to the following equations: 
dz 
dt I 
dz 
dt 2 (3) 
In the equations above, the transmitter level is always bounded between 0 and a maximum 
level B; the factor C x;z; in each equation ensures that increasing the input signal x; decreases 
the transmitter level at a rate proportional to the amount of available transmitter z;; the factor 
A(B -· z;) in each equation ensures that in the absence of input signals, the transmitter level tends 
to its maximum level 13 at a rate proportional to the amount of depleted transmitter (JJ- z;). 
The transmitter gate dynamics lead to adaptation of the activity in each channel. Equations (2) 
and (3) are meant to capture a property of neural transmission in a simplified fashion. In reality, 
as suggested by Grossberg (see Sec. IX of Grossberg, 1974), the quantity z; should not represent 
the total amount of transmitter available in the synapse, but rather the amount of transmitter that 
is available for release into the synaptic cleft. We will show below that this simple system of 
equation needs to be expanded slightly in order to account for long-term use-dependent biases. 
4.2 The gated dipole 
TI1e transmitter gate equation and its variants have been used to model phenomena of nonasso-
ciative learning and adaptation in vision and motor control (e.g., Carpenter & Grossberg, 1981; 
Gaudiano, 1992, 1994; Ogmen, 1993; Ogmen & Moussa, 1993). The gated dipole (Fig. 3) incor-
porates adaptation within a neural network that includes two mutually inhibitory channels. The 
output of the dipole is described by: 
(4) 
In some instances the final output of the dipole is half-wave rectified, allowing only positive 
signals to be generated at xs and X6· 
As a result of combining adaptation and competition, the gated dipole can exhibit interesting 
dynamic behaviors that have been used to explain a variety of phenomena in areas such as vision, 
motor control, learning and memory (see collections by Grossberg, 1982, 1986a, 1986b). 
One of the main properties of the dipole is its ability to exhibit opponent rebounds: when a 
signal .h is applied to the input neuron in the left channel of the gated dipole, activation in that 
channel quickly rises, and then decreases to steady-state activity level as a result of adaptation. 
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Figure 4: The recurrent gated dipole. Labeling conventions are the same as in Figure 3. Each plot shows the 
time-course of activity or transmitter level in the nearby cell or transmitter gate during unbiased oscillatory 
behavior. Note that plots are not all on the same scale. 
The steady-state activation depends on parameter choices, but is generally higher than the initial 
resting level. When the signal J1 is turned off, both channels are receiving only the nonspecific 
arousal signal I. However, the transmitter in the previously active channel has been depleted, 
so the signal through that channel is weake1~ and the result is a net activation (rebound) in the 
opponent channel (x6 ). The opponent rebound lasts only as long as it takes for the transmitter 
level to return to equilibrium. A detailed analysis of the gated dipole and its dynamical properties 
can be found in the appendix of Grossberg (1984). 
Of particular importance for the present article is the role of the nonspecific arousal input I. 
The arousal level of a dipole must be greater than zero in order for a rebound to occur (otherwise 
the net signal through the opponent channel is always zero). Furthermore, changing the arousal 
level changes the behavior of the dipole by affecting the transmitter level and thus the dynamics 
of both channels. The arousal level is particularly important in determining the behavior of a 
recurrent gated dipole, as discussed in the next section. 
4.3 The recurrent gated dipole 
In the recurrent gated dipole (Figure 4) the input to each channel includes an additional term 
proportional (by the constant M) to the output of that channel: 
1+ J1 + Mxs 
I +h+ Mx6 (5) 
The recurrent connectivity can lead to oscillatory responses in the dipole. Considering again 
the opponent rebound behavior, let us assume we turn on an input J1, and then turn it off. When 
the transient rebound occurs, the opponent channel activation x6 is fed back to its own input 
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x2, and the transmitter z2 becomes transiently depleted, which will lead to a rebound to the first 
channel, and so on. 
Oscillations can be induced in the dipole when feedback is reasonably strong, i.e., large with 
respect to the input. It can be shown (unpublished results) that, within a reasonable range of 
the variable M, the frequency of oscillations increases with increases in the strength of feedback 
M. Figure 4 shows an example of oscillations in a recurrent gated dipole. We propose that such 
oscillations can form the basis for a model of head-waving. 
The frequency and amplitude of the oscillations in the circuit are determined by the network 
parameters. Assuming that the circuit is functionally symmetric (parameters are the same for the 
two channels), the oscillations will be unbiased, i.e., each phase of the oscillations will be the same. 
We hypothesize that this state corresponds to an untrained Aplysia, which exhibits no behavioral 
bias. In order to model the reinforcement-induced biases reported by Cook and Carew (1986), we 
must make two further assumptions, as described below. 
4.4 Simulating reinforcement-induced biases with the gated dipole 
The recurrent gated dipole can be used to generate unbiased oscillations. However, in order to 
explain the data of Cook and Carew (1986) we must understand how the lights are represented 
within the circuit, and how contingent pairing of lights with oscillation to one side can induce a 
long-term bias. 
As we mentioned earlier (see also discussion in the closing section), there are reasons to 
question the intepretation that operant conditioning is at work in the experiments of (Cook & 
Carew, 1986). We propose instead that the effect of the lights is to increase the nonspecific arousal 
input I to both channels of the dipole. Although this non-specific input delivers equal energy to 
both channels, its effect will be different if each channel is in a different state, as is the case during 
oscillations. In particular, the effect of the non-specific arousal is dependent on the transmitter 
level in each gate, which is constantly fluctuating. 
Increasing the arousal level whenever one channel is active leads to a shortening of the burst in 
that channel, because transmitter is depleted at a greater rate. Howeve1~ an additional mechanism 
must be posited in order to explain why the bias remains after the reinforcement schedule is 
terminated. In order to explain the long-term biases, we refine the transmitter gate equation (3) 
to include both a storage pool and a releasable pool. This modification had been proposed by 
Grossberg (1974), and is functionally similar to the mechanisms of synaptic transmission utilized 
in the activity-dependent neuromodulation proposed by Gingrich and Byrne (1985, 1987), and 
utilized in various models of classical and operant conditioning in Aplysia (e.g., Buonomano eta!., 
1990; Carew, Hawkins, & Kandel, 1983; Hawkins, Abrams, Carew, & Kandel, 1983; Raymond 
eta!., 1992; Walters & Byrne, 1983). 
Specifically, we assume that either the replenishment rate A or the stored transmitter level lJ of 
each transmitter gate (Eq. 3) is a variable whose level changes with use. Unlike (Raymond eta!., 
1992), we assume that these long-term changes are nonassociative, and depend on a weighted 
average of usage. Hence a gate that sees little activity, and therefore uses little transmitter, will 
have a slow replenishment rate or low storage level, whereas a gate that is constantly depleted 
will increase its replenishment rate or storage level. 
In vivo, the replenishment rate can be regarded either as the rate at which transmitter is pro-
duced or mobilized, and the maximal transmitter amount as the amount of produced transmitter 
or the amount mobilized from the storage to the releasable pool. For instance, Buonomano eta!. 
(1990) utilized a model of activity-dependent synaptic modification in which there are two vari-
ables (corresponding in their model to cAMP and ca.++ concentrations, respectively) that control 
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the rates of transmitter fluxes between a storage pool and a releasable pool. In their model, Buono-
mano et al. presume that cAMP levels are modified in the presence of facilitatory neurotransmitter. 
In contrast, we are effectively proposing that at least one of these mobilization rates is dependent 
on cellular activity even in the absence of facilitatory transmitter. 
For simplicity, we choose only to model one of the two possible transmitter changes, in this case 
the replenishment rate A, although we have obtained very similar results by altering the storage 
level B. To implement this change, an activity-dependent term Wi is added to the replenishment 
(mobilization) rate: 
dd~1 =(A+ Dw1)(B- z1)- Cx1z1 
dz2 =(A+ D1v2)(B- z2)- Cx2z2 dt (6) 
where D determines the relative importance of the adaptive and constant parts of the mobiliza-
tion rate. Changes in the activity-dependent term w are driven nonassociatively by presynaptic 
activation levels: 
dw1 
dt 
dw2 
dt (7) 
where c controls the time scale of activity-dependent changes in mobilization rate. Equation (7) 
ensures that Wi grows with the amount of pre-synaptic activity but remains bounded between 0 
and 1. Note that because the presynaptic (Xt, x2l and post-synaptic (x3, ~:4) neurons are very closely 
coupled, either activation level could have been used to drive changes in the above equation. 
The new transmitter rate change process is analogous to sensitization in the sense that response 
to an input increases after repeated or sustained presentation of that input. Note that both 
adaptation and sensitization-like process are used in our model, but that these processes operate 
on different time scales. The adaptation-like process, transmitter depletion, operates on the time 
scale of a single oscillatory phase and causes no long-term changes whereas the sensitization 
process, transmitter rate increase, operates over many cycles and does cause long-term changes. 
In our model, an increase in mobilization rate actually leads to a faster response, and thus 
higher frequency of oscillations. This property will be demonstrated in the simulation results 
shown in the next section. 
5 Simulating induced biases 
Having described the qualitative aspects of our model we now present numerical simulations 
which demonstrate the essential features of the model's behavior and compare these to previously 
discussed data. TI1e behavior of the model depends entirely on Equations (2), (6), and (7). 
However, in order to avoid unrealistic instantaneous responses in other neurons, we model all 
neural activations using a bounded leaky-integrator differential equation of the generic form: 
dx (!3 ) ·+ . dt = -o:x + - .~ 1. - :n- (8) 
where o: is a passive decay rate, f3 is the maximum activation level, i+ is the combination of all 
excitatory inputs, and i- is the combination of all inhibitory inputs (if any). In a similar vein, we 
11 
(a) 
2 --~-~-~-~~ ·-·· ···-·----~-----------
po6>ition ·----
J ,5 <:\)C'OUtHI.l. -
, ~~~~~ ~~ .JIJI .. U.J.JJ!J.i.i..U.JHLUJJJJ.I.JJLIJ 
(> • ~> -
0 MI\MI\M·W-'{'{J/YVVYYYYYVYYJiYlfXY.VlflfV_y_\(\t\ty 
-0.5 . 
---J. 
---~--~-------·-···-----------•------
:tOOO 1.2:00 1.<100 :1.600 :1.800 2-000 
to.i,m"' 
0. 0 r~~-<:::::====::~~~~~=~~-~~:J (). 8!) 
0.0 
0 . 7 ~--·-···-·····-•--- -------. - '------------•----
lOOO 1.200 l->JOO J.600 1000 2000 
t;l.me 
' 
' ~ 
(b) 
1"-"'•.i.tJ.on 
J . . 5 ~l.JJ\Li .. LIL!~I!~~tH!.J'~'li['J.(l;ilJ.!JJ 
0. ~} 
--0 -~ . 
--···-. -- -----•-- ·'·· .. -- --~-... ·--- . -~--- ----
1000 l200 1<100 1600 1000 2000 
t.i.me 
0.95 
(). 9 
0.0 
() .75 
{), J ····-••••••m~-•••· ••·•• ,.d .• •••••••••• ·•·•· 
1.000 1200 1.'100 :1.{>00 1 00() 2000 
t.i.me 
Figure 5: Network behavior for contingent (a) and non-contingent (b) arousal. In each case the upper plot 
shows network output (head position) and arousal (reinforcement) over time and the lower plot shows the 
transmitter replenishment rates. The rates, which are identical for the two channels in an unbiased system, 
provide a convenient measure of the network bias. Arousal starts shortly after the beginning of each plot 
and its effect can be clearly seen for the contingent schedule in which the transmitter rates diverge and 
stabilize to a biased state. In this and all subsequent simulations, the time axis begins at or after 1000 
because the network was allowed to run freely for 1 000 time steps in order to allow all variables to reach an 
equilibrium level. 
also assume that the light-induced arousal level builds up and decays according to an equation 
of the form (8). Equation (8) ensures that all activations are bounded and makes it easier to study 
the model's behavior as a function of the key dynamic equations (2), (6), and (7). 
When relating the simulation output to head position, we simply assume that if the output 
in one channel is higher than the other, then the head position is to the side represented by 
that channel. This assumption is made both when controlling the reinforcement, and also when 
calculating the reinforcement-induced bias. 
5.1 Contingent and non-contingent arousal 
We first demonstrate that if arousal is contingent on head position then a bias is developed, 
and that no such bias is developed from non-contingent arousal. In the contingent schedule 
arousal bursts are triggered whenever the channel chosen for reinforcement is active. In the non-
contingent case the circuit receives arousal bursts of the same magnitude and duration as in the 
contingent case, but the arousal bursts are shuffled into a random sequence, so that there is no 
causal relationship between arousal and head waving to one particular side. 
Figure 5 shows the output of the network (head position), the time course of arousal, and 
the modifiable portion w; of the transmitter replenishment rates for contingent (a) and non-
contingent (b) arousal schedules. The replenishment rates are initially equal in the two channels, 
corresponding to an unbiased network, but they diverge over time. Figure 6 shows that the 
divergence of transmitter replenishment rates causes a bias in the contingent case. In the non-
contingent case the bias fluctuates around the 50% level (no bias), since in this case the transmitter 
replenishment rates do not diverge. In both cases, bias is measured by recording the percentage 
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Figure 6: Network bias over time for the contingent and non-contingent arousal schedules. In the contingent 
case, the reinforced side is the one that triggers the arousal. Bias is measured as the percentage of time 
spent on the reinforced side, with 50% corresponding to unbiased oscillations. It can be seen that this 
percentage decreases for the contingent schedule during the conditioning period, and remains low after 
conditioning is completed. On the other hand, after conditioning in the non-contingent case, no net bias is 
induced. The abrupt changes in the non-contingent bias during conditioning are due to the fact that bias is 
measured instantaneously, and thus reflects the effect of arousal onset, which can occur at any phase of 
the oscillation. The important measure is the bias established after the conditioning period, which clearly 
differs in the two cases. 
of time spent on the reinforced side. 
5.2 Reversal of contingencies and passive extinction 
Figure 7 illustrates the change in transmitter replenishment rates during passive extinction (a), 
and during contingency reversal. During passive extinction the circuit is allowed to oscillate 
freely without reinforcement. Figure 7(a) shows that passive extinction operates on a time scale 
significantly slower than that of acquisition. Cook and Carew (1986) do not explicitly report results 
from passive extinction trials, although passive extinction has been observed, and it acts on a longer 
time scale than acquisition or extinction due to reversal (Carew, personal communication). In our 
model the rate of passive extinction is controlled through parameter selection in Equation (7). 
Figure 7(b) illustrates the change in transmitter replenishment rates when the reinforcement 
contingency is reversed, that is, when-after the initial conditioning phase-the arousal is turned 
on when the system oscillates to the side that was previously not reinforced. In agreement with 
the empirical results of Cook and Carew, contingency reversal leads to a change in bias on a time 
scale comparable to that of the initial bias acquisition. 
The model of Raymond et al. gives results similar to those presented here, which are in good 
agreement with the experimental findings of Cook and Carew. In addition, Raymond et a!. 
(1992) used their model to simulate a number of training paradigms that have not been tested 
experimentally. These additional simulation results cannot be used to support one model over 
the other, since the original experiments did not consider the additional behaviors simulated by 
Raymond et al .. In the remainder of this section we test out model on the same paradigms tested 
by Raymond et al., to determine how the two models differ in their predictions of these untested 
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Figure 7: Transmitter replenishment rates during (a) passive extinction, and (b) reversed contingency. In 
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Figure 8: Network bias over time for arousal signals of different magnitudes. Labels in upper right corner 
indicate the magnitude of arousal relative to the arousal used in Fig. 6. 
experiments. In the future we hope to carry out the necessary experiments to verify which model 
is more accurate. 
5.3 Reinforcement magnitude 
We now examine the effects of changing the magnitude of reinforcement. In the Raymond et al. 
model this took the form of change in the rate of cAMP synthesis produced by reinforcement. In 
our model, we represent changes in reinforcement magnitude by changes in the magnitude of the 
arousal burst. 
Figure 8 shows how a change in arousal magnitude affects the resulting bias. Lowering the 
arousal magnitude causes a slowing of the bias induction process and a lowering of the final bias 
level. In contrast, Raymond et al. found that larger magnitude reinforcement signals can lead to 
smaller final biases, a somewhat counterintuitive result. 
5.4 Delay of reinforcement 
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Figure 9: Network bias over time for different delays between the time at which one channel becomes active 
and the delivery of an arousal burst. 
In another simulation we vary the delay between the delivery of the operant (head position 
crosses baseline) and the onset of reinforcement (lights come on, or internal reinforcement signal 
generated). We simulate this by introducing a delay between the time at which one channel 
becomes active and the onset of the arousal burst (if any). Figure 9 shows that such a delay has a 
small but noticeable effect on the network operation, a result similar to that obtained by Raymond 
et al. 
5.5 Sensitivity to contingency 
One aspect of conditioning is its typical sensitivity on the contingency between generation of the 
operant and presentation of the reinforcement. For instance, the delivery of extra reinforcement 
(arousal bursts) at random intervals disrupts the conditioning process, as shown in Figure 10. This 
result is somewhat similar to that obtained by Raymond et al., although our simulation shows a 
bias that fluctuates to one side whereas theirs shows a bias that initially rises and then falls to zero. 
Partial reinforcement is another method for modifying contingency. A partial reinforcement 
schedule only delivers reinforcement on some occasions when the operant is emitted. Such a 
schedule slows the learning somewhat in our simulation (see Figure 11), but much less so than in 
the Raymond et al. model. 
6 Discussion 
Our original aim in this research project was to investigate the differences and similarities between 
the model of Raymond eta!. (1992) and the READ circuit of Grossberg and Schmajuk (1987). In the 
course of this investigation we have uncovered some problems with the model of Raymond eta/., 
and we have proposed a new way of interpreting the original experimental data. Specifically, 
we have proposed that the observed behavioral bias is not the result of operant conditioning, 
but simply the result of a nonspecific bias in transmitter production or mobilization rates in a 
nonlinear oscillator. 
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Figure 10: Network bias over time for contingent and extra arousal schedules. In the extra schedule 
additional arousal bursts are delivered at random times during training. 
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Figure 11: Network bias over time for different partial arousal schedules. In a partial schedule the arousal 
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There are reasons to question the interpretation that the induced biases are the result of 
operant conditioning. First, during operant conditioning an animal typically learns an association 
between an action it generates, and the consequences of that action. According to the original 
interpretation, the Aplysia learns that waving its head to one side leads to punishment. Howeve1~ 
head waving appears to be a unitary behavior, that is, it does not appear to be composed of 
independent left-waving and right-waving movements. If it were the case that the left-waving 
and right-waving movements were independent, then after successful operant conditioning the 
Aplysia should completely stop moving to the punished side, rather than simply showing a bias 
away from the punished side. In fact, if the Aplysia receives a strong noxious stimulus such as tail 
shock, it will stop head-waving altogether (Carew, personal communication), suggesting again 
that head-waving is a unitary stimulus. In agreement with this observation, a large arousal burst 
in our model can terminate oscillations. Finally, it has been shown previously (Kandel, 1979, see 
p.374) that it is very difficult to operantly condition Aplysia on the basis of body posture, again 
suggesting that certain movements are unitary, and can only be conditioned to be turned on or 
off. 
Our interpretation of the experimental data also to a new prediction: if indeed the observed 
bias is the result of arousal bursts paired with waving to one side, then the same bias should result 
whenever the animal is aroused, regardless of the source of arousal. In particular, Aplysia are 
aroused by the smell of food; this suggests that repeating the same experiment with food rather 
than lights will lead to the same bias-oscillatio115 tend away from the food. If verified experimentally, 
this prediction would clearly refute the hypothesis that the behavioral bias is the result of operant 
conditioning. We are planning to carry out this experiment in the near future. 
We also believe that the level of detail in our model makes it simpler to expose the fundamental 
mechanisms at work in this preparation. In their attempt to construct a faithful model of specific 
neural circuitry involved in head-waving, Raymond eta!. (1992) introduce complexity that is 
not necessary for a discussion of this phenomenon. Their "bottom-up" approach forces them to 
speculate on settings of real neural constants whose values are experimentally unavailable. It also 
causes the relevant dynamics that produce the observed behavior to be lost within unnecessary 
mathematics (unnecessary to the point of having no functional role in the operation of the circuit). 
Our model uses elements at the level of abstraction at which the interesting phenomena emerge. 
The Raymond et al. model could be much more easily analyzed if it were expressed at a more 
abstract level - we believe this could be done with a much smaller set of equations. It is at this 
level that discussion of the relevant behavior is most productive. 
In summary, we have advanced a model based on the gated dipole, a simple neural circuit that 
has been shown to be of use in modeling many other behavioral phenomena. Our model provides 
a parsimonious explanation and is more in accord with the data than the Raymond et al. model. 
In addition our model generates some novel predictions that we are currently in the process of 
investigating. 
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