Summary: Unravelling overlapping clusters of functionally linked genes is a major challenge to current clustering programs. Algorithm GRANK permits systematic study of overlap between clusters of genes of a similar expression profile and large variation across a series of microarrays. Availability: GRANK is freely available from http:// www.bio.vu.nl/microb/research/tumor.html provided one adheres to the end-user license agreement in the associated manual. Contact: All queries should be addressed to wph.deboer@ vumc.nl Supplementary information: Above website also supplies the in-and output files used in the example run.
INTRODUCTION
Microarray technology allows quantitative measurement of the proportional representation of thousands of genes in a biological sample. Gene expression profiles over a number of such samples have provided important new insights in cancer research. These expression profiles reflect complex patterns of overlapping clusters of functionally linked genes. Identification of these clusters of genes is needed to determine which genes contribute to the pathogenesis of cancer or other diseases.
Here we present a new algorithm based on rank correlation as a 'measure of similarity'. Rank correlation involves replacing each expression value of a gene profile by its rank among all other expression values of that gene profile. So using rank correlation one keeps track of changes in gene expression while ignoring the actual level of gene expression.
ALGORITHM GRANK
The present algorithm shares several aspects with the previously published Gene Shaving algorithm (Hastie et al., 2000) but differs in two important aspects: the algorithm is strictly * To whom correspondence should be addressed.
bottom-up type, and uses rank correlation to determine cluster size. Accordingly the algorithm runs as follows:
The expression data are taken to constitute an M × N matrix with in each row the expression values of one gene for all N samples, and in each column the expression values of one sample for all M genes.
1. Start with the entire expression matrix, each row centred to have a zero mean. 2. Determine the row of largest variance, to represent the cluster sought. 3. Compute for each row the Spearman correlation coefficient with the one row of step 2 and select the genes that belong to the cluster by means of the Spearman correlation test, at a significance level chosen a priori. 4. Orthogonalize each row of the expression matrix with respect to the columnwise average of all genes in the cluster. 5. Repeat steps 1 and 2 with the orthogonalized data and repeat step 3 with the original data, to find a second cluster. This process is continued until the vector space spanned by the genes is fully covered.
Note that orthogonalized data are used in the search for a gene of largest variance but original data when genes for a cluster are selected and their columnwise averages are computed.
The possible presence of outliers is one of the reasons to continue the search until the vector space spanned by the genes is fully covered. The main reason is, however, that strongly expressed genes are not necessarily the most interesting ones.
In summary: clusters include both correlated and anticorrelated genes of both large and small variance, and they may in principle overlap. In addition, the algorithm allows assessment of cluster stability, by varying the significance level in step 3 and/or by adding noise to the gene expression data. 
Cluster analysis with GRANK

EXAMPLE RUN
We have used algorithm GRANK to re-analyse the 4026 gene clones and 50 patients and cell lines from the previously published diffuse large B-cell lymphomas (DLBCL) database from Stanford University (http://llmpp.nih.gov/lymphoma). The data in this database are considered well measured.
In total 17 different clusters were identified, ranging in size from only 3 clones to 81 clones (see http://www.bio.vu.nl/microb/research/tumor.html). Multiple clones of a single gene generally cluster together as one may expect from a good clustering algorithm. Examples are the multiple clones of genes encoding for immune globulin and CD21 genes. Also the 17 clusters show some overlap at a clustering error per gene of 5%.
For comparison with Alizadeh et al. (2000) , we clustered the patients using the hierarchical Eisen Cluster and Treeview software (http://rana.lbl.gov/EisenSoftware.htm) and constructed survival curves for each of the gene clusters separately according to the Kaplan-Meier method. Differences between the curves were analysed using the log-rank test, using the SPSS statistical software package (SPSS Inc, Chicago, IL).
When compared to the patient clusters identified by Alizadeh et al. (2000) , cluster 13 in particular demonstrated similar discriminating power between two lymphoma types of DLBCL. For this cluster of clones (Table 1) , all but 3 of the 40 patients were classified correctly in the two lymphoma types, with comparable predictive power concerning clinical outcome. Some of the clones have not been identified before and among these, a clone of comparatively low expression representing APAF-1.
The algorithm as implemented was shown to be numerically stable on a large data set. Currently the algorithm allows for a maximum of 4050 genes and 50 samples. Users with higher demands are invited to contact the first author of this note.
