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Abstract. Many academic and industrial research works on WANETs
rely on simulations, at least in the first stages, to obtain preliminary re-
sults to be subsequently validated in real settings. Topology generators
(TG) are commonly used to generate the initial placement of nodes in ar-
tificial WANET topologies, where those simulations take place. The sig-
nificance of these experiments heavily depends on the representativeness
of artificial topologies. Indeed, if they were not drawn fairly, obtained re-
sults would apply only to a subset of possible configurations, hence they
would lack of the appropriate generality required to port them to the real
world. Although using many TGs could mitigate this issue by generating
topologies in several different ways, that would entail a significant addi-
tional effort. Hence, the problem arises of what TGs to choose, among
a number of available generators, to maximise the representativeness of
generated topologies and reduce the number of TGs to use.
In this paper, we address that problem by investigating the presence of
bias in the initial placement of nodes in artificial WANET topologies
produced by different TGs. We propose a methodology to assess such
bias and introduce two metrics to quantify the diversity of the topologies
generated by a TG with respect to all the available TGs, which can be
used to select what TGs to use. We carry out experiments on three well-
known TGs, namely BRITE, NPART and GT-ITM. Obtained results
show that using the artificial networks produced by a single TG can
introduce bias.
Keywords: Topology generator, WANET, BRITE, NPART, GT-ITM
1 Introduction
A wireless ad hoc network (WANET) is based on a decentralised topology of de-
vices/nodes that cooperate to implement some routing protocol, i.e. each device
forwards its own and other devices’ traffic according to a specific algorithm with
the aim of reaching the target destination. WANETs do not rely on any fixed
infrastructure and each node can only communicate with those other nodes ly-
ing within the transmission range of one another. WANET applications are wide
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and significant, ranging from wireless sensor networks to vehicular ad hoc net-
works (VANETs) to mobile ad hoc networks (MANETs), and they are used in
everyday scenarios as well as more critical settings, such as military operations.
Several WANET aspects are still being investigated by the research com-
munity, e.g. routing protocols [3,4] and security [20,21]. For convenience, many
academic works heavily rely on simulation to test a proposed solution and obtain
preliminary results that are used to validate its effectiveness. Network simula-
tions commonly entail evaluating a given approach on many different WANET
topologies to ensure results are meaningful, i.e. to have evidence that they can
apply to a wide variety of networks and are not tied to particular network con-
figurations. Hence, as also suggested by Gu¨nes et al. [6], a key aspect in any
network protocol simulation is the design and selection of what test network
topologies to consider.
Network topology generators (TGs) are usually employed to create a pos-
sibly large number of topologies, on the basis of predefined network models,
real-world measurements and additional parameters available to tune the gen-
eration process. Although any TG is designed and implemented to generate a
representative set of topologies, different TGs do not rely on the same models
and assumptions, do not follow the same generation approach and thus are likely
to produce diverse topologies, which in turn can lead to obtain dissimilar sim-
ulation results [12,7]. Hence, we claim that the choice of the TG can affect this
type of experiments, i.e. a TG is likely to introduce bias in simulations. This
holds true for WANET simulations as well, where TGs are used to generate the
initial placement of nodes, which in turn plays an important role in the way a
WANET network evolves over time.
Despite the fact that each TG has its own peculiarities, and that sometimes
researchers can select a TG on the basis of the specific mathematical or physical
model they need, there are in general several TGs that can be used to create
artificial topologies representing the initial placement of nodes in WANETs.
In this context, the best option would be to use all the available TGs to run
simulations on the largest possible range of topologies, so as to ensure that
obtained results are not biased by the choice of a specific TG, or subset of
TGs. On the other hand, using many TGs proves to be really demanding for
researchers in terms of required time and effort to delve into the technical issues
of each TG. Therefore, a trade-off arises between reducing the effort to spend in
setting up the simulations, i.e. minimising how many TGs to use, and maximising
the representativeness of the simulations themselves, i.e. minimising the bias
introduced by TG selection.
In this paper, we delve into the analysis of the differences between topologies
generated by distinct TGs to help researchers to reduce how many TGs to use
while still preserving the representativeness of generated topologies. In partic-
ular, given a fixed number of available TGs, we address the following research
questions.
Title Suppressed Due to Excessive Length 3
– RQ1: How to measure the difference between topologies generated by dis-
tinct TGs? i.e. how to characterise the bias introduced by the choice of a
specific TG rather than using all the TGs?
– RQ2: how to choose what TG, or TGs, to use to reduce such a bias?
The approach we propose relies on a compact, numeric representation of
topologies, based on a number of aspects about how network nodes are placed
over the plane (e.g. inter-node distance, clustering) and about how WANETs
work (e.g. nodes can only communicate with other nodes within their transmis-
sion range). Each topology is modelled as a vector of numeric features, which
enables to compute distance metrics. We consider a fixed number of TGs and
propose to interpret the bias as a measure of the differences that arise in gener-
ated WANET topologies when selecting any single TG, or subset of TGS, instead
of picking all the available TGs.
We tackle RQ1 by focussing on two complementary facets of the distances
between topologies. On the one hand, we want to quantify the bias by mea-
suring the average distance between topologies generated by distinct TGs. In
the specific, we use Hedges’ g measure of effect size to compute the bias index,
which measures the difference between topologies produced by a specific TGs, or
subset of TGs, and those created by all the available TGs. On the other hand, we
are also interested in evaluating to what extent existing differences are distin-
guishing of some TG, i.e. whether such differences allow to determine which TG
generated a topology, regardless of the extent of those differences. In this regard,
we employ machine learning techniques to compute the classification accuracy,
i.e. to estimate how precisely we can discover which TG generated a topology.
We answer RQ2 by proposing a simple methodology, based on the bias index,
to select what TGs to use to reduce the bias, depending on how many TGs can
be picked at most.
We carry out an experimental evaluation using three well-known TGs, i.e.
BRITE, NPART and TG-ITM. Obtained results show that using a single TG is
likely to introduce bias, and that in this case picking NPART is the best choice
to mitigate this issue. If two TGs can be used, BRITE and NPART provide the
lowest bias. The experiments on the classification accuracy show that topologies
can be correctly classified according to their TGs with high accuracy, i.e. up
to almost 78%, and that, in this specific case, four topology features contribute
most to distinguishing between different TGs.
To the best of our knowledge, this is the first work in literature that system-
atically investigates the differences between topologies generated by diverse TGs
in the context of WANET simulation. The contributions of this work are
1. the definition of a vector-based representation of WANET topologies, based
on a number of features derived from different aspects of node placement;
2. the definition of two novel metrics to assess the differences between TGs, i.e.
the bias index and the classification accuracy ;
3. a methodology to choose what TG, or TGs, to use among available TGs to
minimise the bias;
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4. an experimental evaluation on BRITE, NPART and GT-ITM TGs, showing
the presence of bias in picking either a single TG or a pair of TGs.
The rest of the paper is organised as follows. Section 2 describes background
and discusses related work. The system model for our investigation is introduced
in section 3. The methodology we propose is detailed in section 4. The experi-
ments and obtained results are presented in section 5. Finally, section 6 draws
conclusions and outlines possible future work.
2 Background and Related Work
In this paper we focus on TGs that provide the initial placement of nodes over
a plane. As we are dealing with WANETs, we are not interested in how nodes
are connected among each other and assume that any node can communicate
directly with all the nodes lying within its transmission range.
TGs can differ mainly in how nodes placement is decided [17] and what
each node represents [7]. Node placement strategy can be based either on some
predefined model or on real-world measurements. In the former case, a certain
probability distribution can be used, such as the Waxman model [19], or spe-
cific strategies can be enforced to preserve the inter-node distance among nodes
placed on a line (chain node placement) or to position nodes at the intersections
of square cells when the plane is organised as a grid (grid node placement). In the
latter case, nodes positions are instead determined in compliance with real-world
measurements of existing network topologies. Nodes in an artificial topology can
represent either autonomous systems (AS), i.e. AS-level topologies, or routers,
i.e. router-level topologies.
Some existing works in literature deal with the investigation of diverse as-
pects of TGs, e.g. how realistic generated topologies are. Several works [10,11,12]
focus on TGs for Internet topologies by comparing the topologies they generate
with available real Internet map topologies, with the aim of assessing to what
extent those topologies can be considered realistic. Rossi et al. [16] propose a
framework to analyse Internet topologies by using a multi-level approach based
on a number of graph measures and existing reference datasets. Their goal is
to assess whether Internet TGs comply with their claimed objectives and how
realistic generated topologies are. Our work differs from those papers mainly
because we do not evaluate whether artificial topologies are realistic, rather we
investigate the bias in topologies generated by different TGs. Furthermore, we
tackle WANETs rather than Internet.
Heckmann et al. [7] compare three TGs according to the similarity of gener-
ated topologies with an available collection of real-world topologies.
Although all those works, likewise ours, focus on evaluating and comparing
existing TGs, the main difference lies in the goal of such a comparison. In fact,
while existing literature is interested in measuring how well generated topologies
represent real-world networks, we concentrate on an orthogonal aspect by inves-
tigating whether picking a certain TG rather than another one, or rather than
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choosing more TGs, can introduce bias. From this point of view, our contribution
is novel and complements existing research on comparing available TGs.
3 System Model
We consider a set T G with NTG topology generators (TG), i.e. |T G| = NTG.
Each TG generates coordinates for the initial placement of nodes, i.e. devices,
within a defined square topology area, with sides D units long. Each TG tgi gen-
erates a set Ti with NT topologies, where i=0, . . . , NTG−1. The set containing
all the topologies generated by all the TGs is referred to as
T =
NTG−1⋃
i=0
Ti
hence |T | = NTG · NT . Each topology tj ∈ Ti has N nodes Nj = {nk}, where
i=0, . . . , NTG−1, j=0, . . . , NT−1, k=0, . . . , N−1. Each node nk is identified by
its bi-dimensional coordinates (xk, yk) in the topology area, where 0 ≤ xk, yk ≤
D. Given two nodes na and nb (a, b=0, . . . , N−1), we define their Euclidean
distance as
d(na, nb) =
√
(xa − xb)2 + (ya − yb)2
In WANETs, any device can establish connections with other devices placed
within a specific distance, which we refer to as radius r. We consider a number
NR of different radii R = {ri}, where i=0, . . . , NR−1 and 0 < rj < rj+1 < D
for j=0, . . . , NR−2.
4 Methodology for Analysing the Bias of Topology
Generators
In general, a topology generator (TG) introduces bias if the topologies it gener-
ates are not representative enough of some target application, such as analysing
routing protocols. It is not trivial to decide whether a given set of topologies
can be considered representative enough of a certain application, let alone it is
possible to provide general criteria to evaluate the representativeness of a group
of topologies regardless of what they are intended to be used for. However, if
we consider the universe set T U , containing all the possible topologies, and a
subset of it S ⊂ T U , we can investigate to what extent S is representative of
T U by inspecting the differences between topologies in S and topologies in T U .
We propose to use those differences to analyse the bias of using topologies in S
only, i.e. the larger and sharper such differences, the higher the bias.
Although we cannot have in practice a set like T U , we do have a number
of available TGs, T G (see section 3), which can be used to generate a set of
topologies T . While we do not know how much T is representative of T U , we
claim that T is the best approximation of T U we can aim for from a pragmatic
point of view. Hence, to measure the bias introduced by a TG tgi ∈ T G, we
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can examine the differences between the topologies it generates, Ti, and the
topologies in T .
We propose a two-steps methodology to analyse the bias of TGs. The first
step is modelling topologies by extracting a number of characteristic features,
which will be used to have a compact, numeric representation of topologies and
enable to measure the differences between them. The second step is indeed com-
puting metrics to quantify the dissimilarities between topologies generated by
different TGs. We claim that there are two complementary aspects to investi-
gate when analysing such dissimilarities. On the one hand, the extent of those
differences, i.e. how large they are, provides an objective scale of the bias. On
the other hand, the peculiarity of those differences, i.e. how much distinctive of
TGs they are, allows to figure out whether topologies generated by different TGs
are distinguishable from each other by looking at specific aspects, regardless of
the extent of the existing differences. We propose the following two approaches.
– Computing the average distance between the topologies generated by a TG
and all the topologies in T . By mapping topologies into the space generated
by the chosen features, we use the Hedges’ g [8], measure of effect size, to
quantify the difference between two populations: the topologies generated
by a specific TG and the topologies in T . We refer to such a difference as
bias index.
– Assessing the accuracy in distinguishing which TG generated a given topol-
ogy. We train a classifier with the topologies in T and the information on
which TG generated each of them, then we test the obtained classification
model by measuring its classification accuracy.
We define the features we use to characterise topologies in section 4.1, then we
detail how compute the bias index and the classification accuracy in section 4.2
and 4.3, respectively,
4.1 Topology features
To choose what features to consider, we focus on the aspects we deem most
representative to show variance within topologies. We thus consider the features
that characterise the placement of the nodes within the test plane and relation-
ships between nodes. We extract features by looking at the following aspects of a
generic topology tj : inter-node distance, node spatial distribution, node density,
shared node neighbours, node clustering coefficient.
Inter-node Distance. We consider the set of node distances D defined as
follows
D = {d(na, nb) | na, nb ∈ Nj , 0 ≤ a < b < N}
The features we extract from D are (i) the minimum value dmin, (ii) the maxi-
mum value dmax, (iii) the value range dmax − dmin, (iv) the mode, i.e. the most
frequent value 1, (v) how many times the mode occurs, (vi) the mean value and
(vii) the standard deviation.
1 If there are more most-frequent values, by convention we pick the smallest one.
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Spatial Distribution. By taking inspiration from the Quadrat Method [5] used
to test the Complete Spatial Randomness hypothesis, we partition the topology
area in d2 smaller squares, each with sides D/d units long. Figure 1 shows an
example of topology area partitioning.
Fig. 1. Partition of a topology area with 1000 units sides in 100 smaller squares, each
with 100 units dies. This partitioning is used to compute spatial distribution features.
We consider the set NC of node counts, where each element ncs ∈ NC is the
number of nodes in the s-th partition of the topology area, with s=0, . . . , d2−1.
The features we extract from NC are (i) the minimum value ncmin, (ii) the
maximum value ncmax, (iii) the value range ncmax − ncmin, (iv) the mode and
(v) how many times the mode occurs.
Node Density. We define the density ndr(na) of a node na ∈ Nj of a topology
tj , for a given radius r ∈ R, as the number of other nodes within distance r from
na, i.e.
ndr(na) = |{nb ∈ Nj \ {na} | d(na, nb) < r}|
We extract as many features fdensity as the number of radii in R, each corre-
sponding to the average node density for a given radius r, defined as follows
fdensity(r) =
∑
na∈Nj ndr(na)
N
, r ∈ R
Shared Neighbours Distribution. For any given pair of nodes na, nb ∈ Nj
and radius r ∈ R, the shared neighbours [15] are those nodes within distance
r from both na and nb. Figure 2 shows an example where nodes 1 and 3 are
shared neighbours of nodes 3 and 4. We first introduce the neighbours function
neighr(na) for a node na ∈ Nj and a radius r as
neighr(na) = {nb ∈ Nj \ {na} | d(na, nb) < r}
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node 2
node 3
node 4
node 1
Fig. 2. Nodes 1 and 2 are shared neighbours of nodes 3 and 4. In this case, the value
of shared neighbours count for nodes 3 and 4 is 2.
Then we define the shared neighbours count sncr(na, nb) for nodes na, nb ∈ Nj
and radius r ∈ R as
sncr(na, nb) = |neighr(na) ∩ neighr(nb)|
We extract as many features fshared neigh as the number of radii in R, each cor-
responding to the average shared neighbours count for a given radius r, defined
as follows
fshared neigh(r) =
∑
na,nb∈Nj ,na 6=nb sncr(na, nb)
N(N − 1)/2 , r ∈ R
Clustering coefficient. The clustering coefficient [9] of a node na ∈ Nj is a
measure based on the number c of node pairs that lie within distance r ∈ R from
na and are neighbours of each other. An example is reported in figure 3. This
coefficient is calculated as the ratio between c and the number of neighbours
of na, i.e. its density. More formally the clustering coefficient ccr(na) of a node
na ∈ Nj for a radius r ∈ R is defined as
ccr(na) =
|{nb, nc ∈ neighr(na)|0 < d(nb, nc) < r}|
ndr(na)
We extract as many features fclustering as the number of radii in R, each corre-
sponding to the average cluster coefficient for a given radius r, defined as follows
fclustering(r) =
∑
na∈Nj ccr(na)
N
, r ∈ R
4.2 Bias Index
The bias index of a TG tgi ∈ T G with respect to all the TGs in T G is measured
as the distance between the topologies Ti generated by tgi and all the topologies
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node 1
node 2
node 3
node 4
node 5
Fig. 3. The neighbours of node 3 are nodes 1, 2, 4 and 5. Among those neighbours,
there is a pair of nodes, i.e. nodes 4 and 5, which are neighbours of each other, while
nodes 1 and 2 are not neighbour of any other node.
generated T . This distance is computed on the basis of the following feature-
based representation of a topology tj
tj = 〈f j0 , . . . , f jF−1〉
where f jk is the value of the k-th feature of tj (k = 0, . . . , F−1) and F is the
number of used features, detailed in section 4.1, equal 2 to 12 + 3NR.
Hedges g [8] is used to estimate the standardised mean difference between
two populations, i.e. the average distance between the elements of two different
populations, measured in standard deviations. Although in its original form it
can be applied to single-dimension elements only, we propose to extend Hedges’
g to F dimensions to quantify the difference between topologies in Ti and in T .
We first detail how to apply Hedges’ g to a single feature fk, where k =
0, . . . , F−1. We define T k and T ki as the projections of T and Ti to feature fk,
respectively, as follows
T k = {f jk | tj = 〈f j0 , . . . , f jF−1〉 ∈ T }
T ki = {f jk | tj = 〈f j0 , . . . , f jF−1〉 ∈ Ti}
Let mk and sk be the mean and standard deviation of T k, respectively. Let mki
and ski be the mean and standard deviation of T ki , respectively. In compliance
with the original formulation, we define Hedges’ g for a single feature fk as
gki =
mk −mki
s∗ki
2 There are 7 features for inter-node distances, 5 features for spatial distribution and as
many features as the number of radii NR for (i) node density, (ii) shared neighbours
distribution and (iii) clustering coefficient (see section 4.1).
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where s∗ki is the pooled standard deviation for T k and T ki , computed as follows
s∗ki =
√
(|T k| − 1) · (sk)2 + (|T ki | − 1) · (ski )2
|T k|+ |T ki | − 2
Finally, to obtain the bias index gi for tgi, we combine all the F values g
k
i by
considering each of them as a distance along one dimension, as follows
gi =
√√√√F−1∑
k=0
(gki )
2
TGs Selection. The bias index can be used to choose what TG to pick to reduce
the possible bias. Selecting the TG with the lowest bias index would correspond
to using the set of topologies with the lowest distance, on average, from the
whole set T of available topologies. According to the methodology approach
introduced at the beginning of this section, this in turn means choosing the most
representative subset of topologies available, if a single TG has to be selected.
If more than one TG can be picked, say p out of NTG, then the same strategy
can be used by considering the possible
(
NTG
p
)
subsets of T , each in the form
Ti0,...,ip−1 =
p−1⋃
j=0
Tij
with Tij ⊂ T , 0 ≤ i0 < · · · < ip−1 < NTG, 0 < p < NTG, and computing the
corresponding bias index. Again, the subset with the lowest bias index is the
most representative of T . We refer to gi0,...,ip−1 as the bias index of Ti0,...,ip−1 .
4.3 Classification Accuracy
We consider the accuracy of a classifier trained with the topology generator
ground truth T GGT defined as follows
T GGT =
NTG−1⋃
i=0
{〈tj , tgi〉 | tj ∈ Ti}
where each pair 〈tj , tgi〉 represents the fact that topology tj has been generated
by TG tgi, i.e. tgi is the class of tj . We use part of the ground truth for training
and the other for testing, where we compute the actual classification accuracy.
To avoid any possible bias deriving from the choice of how the ground truth is
split between training and testing, we employ the well-known k-fold cross vali-
dation [18] method, which works as follows. The ground truth is first partitioned
in k equally sized folds, then a classifier is trained from the scratch in k different
ways by using each time all the folds but one. After each training, the resulting
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classifier is tested by using the fold excluded during the training and the classifi-
cation accuracy is recorded. The final accuracy is the average of the k accuracy
values obtained during the k trainings.
More formally, let T GGT l be the l-th partition of T GGT , for l = 0, . . . , k−1,
i.e.
T GGT =
k−1⋃
l=0
T GGT l
T GGT a ∩ T GGT b = ∅, 0 ≤ a < b < k
Since all the folds have the same size, we have that |T GGT l| = NTNTG/k. Let
Cl : T → T G be the function computed by a classifier trained using all the folds
except T GGT l. We define the classification accuracy al for the l-th fold as the
ratio of correctly classified topologies to the total number of classified topologies
al =
|{〈tj , tgi〉 ∈ T GGT l | Cl(tj) = tgi}|
|T GGT l|
The final classification accuracy is defined as a =
∑k−1
i=0 al
k . In the absence of bias,
the classification accuracy should be close to 1/TTG. Higher values indicate that
there are some features that are peculiar to specific TGs. In that case, a feature
analysis can help to identify those features, to understand whether and to what
extent they are relevant for the particular experiments the generated topologies
have to be used for. The feature analysis can be based on a sequential feature
selector [1] algorithm, used to reduce the initial dimension of the feature space.
The goal is to create a subset of features that explain the most variance in
the dataset. This is done by either adding or removing one feature at a time
and measuring the corresponding classification accuracy until convergence is
achieved, i.e. the process stops when the accuracy ceases to grow.
5 Experimental Evaluation
We apply the proposed methodology to a number of well-known TGs, detailed
in section 5.1. The parameters we choose to instantiate the model (see section 3)
are reported in section 5.2. The experiments on bias index and classification
accuracy, as well as obtained results, are described in sections 5.3 and 5.4, re-
spectively. We also carry out a more detailed analysis on the impact of each
feature on experiments outcomes, pointed out in section 5.5.
5.1 Topology Generators
In our experiments, we use three well known TGs: BRITE, NPART and GT-
ITM, described in this section.
BRITE. The Boston University Representative Internet Topology [13] (BRITE)
is a universal model-based TG designed to be extendable to enable the addition of
new models. BRITE uses various models for the placement of nodes, as detailed
below.
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1. Flat Router model. It represents a router-level topology and is designed for
router networks. The placement of nodes is either random or uses the heavy
tailed approach, where the plane is divided into squares, each square is as-
signed a number of nodes drawn from a heavy-tailed distribution, and then
nodes are placed randomly within the square.
2. Flat AS-level model. It is very similar to the Flat Router model except that
it generates AS-level topologies.
3. Hierarchical Topologies model. It generates Internet-like topologies. It can
be configured to use either a top down or bottom up approach. In the first
case, an AS-level topology is first built by using the Flat AS-level model,
then for each node a router level topology is generated. In the second case,
a router-level topology is first generated, then AS nodes are introduced and
each is linked to a number of router nodes.
The Flat AS-Level model is used for our experiments because it is more repre-
sentative of a mesh network.
NPART. The Node Placement Algorithm for Realistic Topologies [14] (NPART)
TG generates topologies based on properties of real networks, i.e. any artificial
network is generated randomly but in compliance with a number of properties
of the real-world topologies. The generation algorithm used by NPART relies on
a number of sociological and technological observations introduced by Aha et
al. [1], listed below.
– It is more likely that a new participant joins the network in areas where
connectivity is high.
– A participant in the network expects to have at least one single communi-
cating link to the rest of the network, possibly creating a large number of
penned nodes.
– A pendant node may become a seed for a new, larger and well-connected
sub network.
– It is the network that specifies the area it occupies, not the other way around.
So, instead of defining the node placement area like most of the existing
placement algorithms, the network should be allowed to grow.
Configuration options for the generation of topologies are NPART Berlin (based
on the real Berlin’s mesh network consisting of 275 nodes), NPART Leipzig
(based on the real Leipzig’s mesh network consisting of 346 nodes), Uniform
placement model (it uses uniform probability placement within the test area),
Grid placement (also known as mesh placement, where nodes are located at
intersection of a rectangular grid), Quasi-Grid placement (node are placed as a
Gaussian distribution with the mean given by regular grid points) and Random
Waypoint Model (it is a random model for the movement of mobile users and
how their location, velocity and acceleration changes over time).
The uniform placement model has been used in our experiments.
GT-ITM. The Georgia Tech Internetwork Topology Model [2] (GT-ITM) is a
model-based TG that produces wide area networks like topologies. Two models
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are available to decide the node placement: Flat Random Graphs and Hierarchi-
cal.
The Flat Random Graphs model distributes nodes randomly over the test
plane. This model does not aim to reflect the real world, it is rather for simplicity.
A variations of this model uses Waxman probability [19] produce more realistic
topologies.
The Hierarchical model creates a topology by connecting smaller components
together according to a larger scale structure. This suggests that this model has
a propensity towards clustering, hence we choose the Flat Random Graph model
which represents better WANETs.
5.2 Evaluation Settings
With reference to the system model defined in section 3, we consider the NTG =
3 TGs described in the previous section, i.e. T G = {BRITE, NPART, GT-ITM},
and generate NT = 1000 topologies for each TG. Each topology has N = 1000
nodes. The reference topology area has sides D = 1000 units long. We evaluate
the following NR = 8 radii: R = {5, 10, 20, 30, 40, 60, 80, 100}.
5.3 Bias Index Evaluation
We compute the bias index gi for each TG and gi,j for each pair of TGs, as
described in section 4.2. The results are reported in table 1. As can be noted,
BRITE topologies seem to be significantly different from those generated by
NPART and GT-ITM, and vice-versa, which suggests that using either TG alone
would provide a set of topologies significantly different from the set including all
the topologies. However, if only one TG has to be selected, NPART proves to
generate topologies that are less different on average from those generated by all
available TGs. If two TGs can be chosen, BRITE and NPART show to be the
best pair to consider.
Table 1. Bias index of the considered TGs.
Topology Generator(s) Bias index
NPART 1.890
GT-ITM 2.145
BRITE 4.282
BRITE + NPART 0.908
BRITE + GT-ITM 0.976
NPART + GT-ITM 2.430
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5.4 Classification Accuracy Evaluation
In this context, classification accuracy is investigated to understand to what
extent topologies can be distinguished with respect to their TG. The higher
the classification accuracy, the sharper the differences between topologies gen-
erated by different TGs. Although classifiers are commonly selected and tuned
to maximise classification accuracy, in this case we are only interested in veri-
fying whether the accuracy can be relevantly higher than 1/3, i.e. 1/NTG (see
section 4.3). We choose Naive Bayes as classifier because of its simplicity and
we test three different probability distributions, i.e. Gaussian, Bernoulli and
Multinomial, to assess whether results are consistent regardless of the particular
distribution. Table 2 shows the classification accuracy for the three algorithms,
where it can be observed that all the values are significantly larger than 1/3.
Table 2. Classification accuracy for the three classification algorithms.
Algorithm Classification Accuracy (%)
GaussianNB 77.95
BernoulliNB 58.56
MultinomialNB 70.07
5.5 Features Analysis
We carry out a more detailed analysis of what features weight most for classifi-
cation by applying the Forward Sequential Selection (FSS) method as sequential
feature selector (see section 4.3). FSS works sequentially, it starts with an empty
set of features and, at each iteration, selects the feature that yields the highest
accuracy. Figure 4 shows how the classification accuracy varies with the number
of considered features, for a single fold, and that the highest accuracy is achieved
with 4 features.
Table 3 details the outcomes of the first 9 iterations of FSS, in terms of classi-
fication accuracy and the corresponding set of features that yield such accuracy.
Table 4 lists the four features yielding the highest classification accuracy. This
features analysis identifies what are the most distinguishing characteristics of
topologies generated by different TGs, with respect to the three TGs used in
our experiments. Whether this fact can introduce bias depends on the specific
application those topologies have to be used for, i.e. to what extent those features
are relevant for the target scenario.
6 Conclusion
In this paper, we investigate the presence of bias in WANETs simulations due the
choice of what TG, or TGs, to use among a fixed number of available TGs. We
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Fig. 4. Classification accuracy by varying the number of used features for a specific
fold.
Table 3. Classification accuracy and corresponding features set for the first 9 iterations
of FSS.
Features Accuracy Feature IDs
1 0.668 31
2 0.769 31,6
3 0.783 31,6,30
4 0.786 31,6,30,14
5 0.786 31,6,30,14,13
6 0.786 31,6,30,14,13,12
7 0.786 31,6,30,14,13,12,15
8 0.786 31,6,30,14,13,12,15,16
9 0.786 31,6,30,14,13,12,15,16,20
propose two metrics, namely bias index and classification accuracy, to measure
the extent and significance of the distance between topologies generated by a
single TG and topologies produced by all available TGs. We also propose a
methodology to select what TG, or TGs, to pick to minimise the bias.
We present an experimental evaluation where we compute bias index and
classification accuracy for three well-known TGs: BRITE, NPART and GT-ITM.
Obtained results prove that topologies generated by a single TG are different
from those created by all the three TGs, and that the TG which generated a
certain topology can be determined with relevant accuracy.
As future work, we plan to carry out additional evaluations to investigate
how bias index and classification accuracy are linked to variance in the results
of same experiments performed on different TGs. A number of reference algo-
rithms can be chosen, e.g. routing protocols, and executed on available generated
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Table 4. Set of features yielding to the highest classification accuracy.
Feature ID Feature description
31 Shared neighbours distribution with 30 units radius
6 Minimum inter-node distance
30 Shared neighbours distribution with 20 units radius
14 Node density with 20 units radius
topologies to verify whether lower values for bias index and classification accu-
racy can actually lead to reduced variance of obtained results, with respect to
the experimental outcomes that would be achieved by using all the available
TGs.
An additional, significant future work concerns the sensitivity analysis on
both system model parameters and TGs configurations, to assess to what extent
such a tuning affects computed values for bias index and classification accuracy.
Furthermore, the choice of what classifier to use for the classification accuracy
needs to be investigated by considering a larger number of classification algo-
rithms.
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