Construction of the examples
Denote by A (λ j ) the image of Γ j . The algebraic sum of the spaces A (λ j ) can be shown to be direct. Hence, for any µ 1 , . . . , µ m and µ 0 = 1 we can define a norm on the direct sum by
We denote the Hilbert space obtained in this way by A (λ,µ) (we write µ = (µ 0 , µ 1 , . . . , µ m )).
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The direct sum of maps Γ := ⊕µ j Γ j is then a Hilbert space isomorphism of ⊕A (λ j ) onto A (λ,µ) . This isomorphism transfers the representation ⊕D + λ j to A (λ,µ) ; we denote its image by U .
For g ∈G, we have g (z) = −2c g (z) 3/2 with a constant c depending on g. We use c with this meaning in the following theorem.
The matrix entries of the multiplier are given by
The theorem is proved by direct computation.
It is well known that in each A (λ j ) the monomials, appropriately normalized, form an orthonormal basis. Using the isomorphism Γ we obtain an orthonormal basis of A (λ,µ) .
Explicitly, the basis is {µ j e j n }, 0 ≤ j ≤ m, n ≥ 0, where the 'th component of e j n is
Here (x) p := x(x + 1) · · · (x + p − 1) is the Pochhammer symbol. It follows that the polynomials form a dense set in A (λ,µ) . Therefore, the linear operator
is densely defined. To find the expression of M in terms of our orthonormal basis, we define the subspace H(n) as the linear span of the vectors {e j n−j : 0 ≤ j ≤ min(n, m)} for each n ≥ 0. Clearly M maps H(n) to H(n + 1). We have
We define the number E(n) j by (e j n−j (z)) = E(n) j z n− and write E(n) for the matrix E(n) j . We define the diagonal matrix D(µ) by D(µ) j = µ δ j . Now we have for n ≥ m
(with a small modification for 0 ≤ n < m). Using Stirling's formula one verifies that, as n→∞,
where O For the proof one remarks that by (1), the operator M splits into the sum of two operators. The first one is the direct sum of (m + 1) copies of the standard isometric shift operator and the second one belongs to the Hilbert-Schmidt class. This implies that it is bounded and is in the Cowen -Douglas class.
Using Theorem 1.1 one can verify, in a standard way, that g(M ) = U −1 g M U g proving that M is homogeneous. 
Inequivalence
In the proof one considers the connected componentĜ of the full automorphism group of E. There is a natural homomorphismĜ→G which has a compact kernel N . One shows that G is reductive so it contains a normal subgroup which is a covering of G.
For the proof of Theorem 2.1 we consider the representation of the Lie algebra g induced by U and extend it to the complexification g C = sl(2, C), still denoting it by U .
Restricting U to the triangular subalgebra t of g C (the Lie algebra of the stabilizer of 0 in SL(2, C) acting on the extended complex plane), direct computation using Theorem 1.1 shows that (U (X)f )(0) = ρ λ,µ (X)f (0) for all X ∈ t and f ∈ A (λ,µ) , with ρ λ,µ (X) independent of f , and therefore, giving a representation of t on the finite dimensional Hilbert space C m+1 . The unitary equivalence class of ρ λ,µ is uniquely determined by U , and hence by the operator M (λ,µ) .
Explicit computation of ρ λ,µ shows that different pairs (λ, µ) give inequivalent representations, proving the theorem.
Reproducing kernel and irreducibility
In the following theorem S stands for the matrix with entries S p = δ p+1, , T its transpose. (z, w) = e −zT (K λ,µ ) −1 B (λ,µ) (z, w)(K λ,µ ) −1 e −wS .
