An efficient method, the self-consistent hybrid method, is proposed for accurately simulating time-dependent quantum dynamics in complex systems. The method is based on an iterative convergence procedure for a dynamical hybrid approach. In this approach, the overall system is first partitioned into a ''core'' and a ''reservoir'' ͑an initial guess͒. The former is treated via an accurate quantum mechanical method, namely, the time-dependent multiconfiguration self-consistent field or multiconfiguration time-dependent Hartree approach, and the latter is treated via a more approximate method, e.g., classical mechanics, semiclassical initial value representations, quantum perturbation theories, etc. Next, the number of ''core'' degrees of freedom, as well as other variational parameters, is systematically increased to achieve numerical convergence for the overall quantum dynamics. The method is applied to two examples of quantum dissipative dynamics in the condensed phase: the spin-boson problem and the electronic resonance decay in the presence of a vibrational bath. It is demonstrated that the method provides a practical way of obtaining accurate quantum dynamical results for complex systems.
I. INTRODUCTION
The treatment of quantum effects in large chemical/ biochemical systems is a challenging task in chemical reaction dynamics. Though significant progress has been made over the past few years in the development of rigorous quantum mechanical basis set ͑in full configuration-interaction context͒ methods, they are at present limited to relatively small molecular systems in most of the applications. To describe quantum effects in large systems one is thus necessarily interested in developing and applying more approximate methods where the numerical effort scales more favorably with the number of degrees of freedom than the conventional quantum mechanical basis set approaches. Among these, the popular mixed quantum-classical approaches, such as the ͑partially͒ classical Ehrenfest model [1] [2] [3] [4] [5] [6] ͓usually called the time-dependent self-consistent field ͑TDSCF͒ model though in this paper we reserve TDSCF for a purely quantum mechanical treatment͔ and the surface hopping model, [7] [8] [9] [10] are very useful approximations in many situations. The semiclassical initial value representation ͑SC-IVR͒ is now also undergoing a rebirth of interest as a practical way of incorporating quantum effects into classical MD simulations. 11 Further development of these methods and their applications to interesting problems is an active field of research.
Despite of their usefulness in many situations, it is often difficult to estimate and control the error introduced in these approximations. As a result, one can never be certain of the accuracy achieved in practical applications unless the true quantum mechanical answer is known. It is thus desirable to develop a method which, at least in principle, can be systematically improved to achieve numerically exact results. Such is the purpose of the present paper.
We begin with an ansatz similar to that in most of the hybrid methods, i.e., the overall molecular system is first partitioned into a ''core'' and a ''reservoir.'' The former is treated via an accurate quantum mechanical method, whereas the latter is treated more approximately. Different from the previous hybrid methods, we put such a partitioning into a framework that resembles a common variational calculation. An iterative procedure is carried out to check the convergence of the result by systematically increasing the number of degrees of freedom in the ''core,'' similar to increasing the number of basis functions ͑or other variational parameters͒ in a basis set calculation. We emphasize that different from many previously attempted methods, partitioning the overall system into a ''core'' and a ''reservoir'' is unambiguous in our proposed method. The true quantum dynamical result, by definition, should be obtained when all the degrees of freedom are in the ''core.'' In practice, however, convergence is achieved in many situations well before such a rigorous level, and the method can be regarded as numerically exact. On the other hand, one may also treat the ''core'' and the ''reservoir'' by different approximate theories that are appropriate at different physical limits. The approach is thus semiempirical in nature and may have difficulties at intermediate physical regimes, such that the ''core''-''reservoir'' partition becomes ambiguous. Such methods are certainly useful in many situations, but are not the subject of the present paper.
Furthermore, we will focus on methods that are local in time, which implies that we shall only consider methods that a͒ Author to whom correspondence should be addressed: Theoretische Chemie, Technische Universität München, D-85747 Garching, Germany.
treat all the degrees of freedom explicitly. It should be pointed out that hybrid methods can also be developed using a general master equation-type approach, 12 where a memory kernel is obtained by integrating out some degrees of freedom, e.g., a kernel related to the Feynman-Vernon influence functional 13 for the harmonic bath. The iterative procedure in this approach, however, involves a high-rank rank tensor and, therefore, further approximations need to be adopted to make the approach practical. 12 There exist many ways of treating the ''core''-''reservoir'' at a hybrid level. The essential requirement is that the quantum mechanical method used to treat the ''core'' should be both accurate ͑i.e., in principle numerically exact͒ and efficient, and the approximate method of treating the ''reservoir'' should be easily implementable with reasonable accuracy. The former ensures that a moderately large number of ''core'' degrees of freedom ͑e.g., the size of a common organic molecule͒ can be treated in a numerically exact fashion, so that the converged result is approached in the full ''core'' limit, whereas the latter ensures both numerical efficiency and the attainment of certain physical limits. Due to interactions between the ''core'' and the ''reservoir,'' the equations of motion for the two parts are dynamically coupled through a self-consistent procedure.
A candidate for treating the ''core'' is thus a basis set method for solving the time-dependent Schrödinger equation. Specifically, we choose to use a time-dependent multiconfiguration self-consistent field ͑TD-MCSCF͒ approach. For situations where Bose-Einstein statistics is applied, it is the multiconfiguration time-dependent Hartree ͑MCTDH͒ approach developed by Meyer and co-workers 14, 15 ͑which allows one to treat a rather large boson-system quantum mechanically 16, 17 ͒. Otherwise ͑e.g., for multiparticle electronic systems͒ use of the Slater determinant may be necessary. In a previous paper, 18 it was demonstrated that this approach can be used to solve the generic model for electron transfer reactions in the condensed phase, the spin-boson problem, as efficiently as the usual path integral method. The purpose of the present work is to combine it with other approximate methods to further improve its efficiency without loss of accuracy.
Various approximate methods can be used to treat the ''reservoir,'' e.g., classical mechanics, semiclassical initial value representations, quantum perturbation theories, or other methods. 17 It is usually easy to choose among these methods by examining the physical regimes of the ''reservoir.'' For example, if the ''reservoir'' has a rather low characteristic frequency, classical mechanics is often adequate to describe its dynamics for not too low temperatures. On the other hand, if the ''reservoir'' has a rather high characteristic frequency, one may use some perturbative quantum mechanical methods to describe its impact on the ''core.'' We emphasize that the choice of these approximate methods, together with the partitioning of the ''core'' and the ''reservoir,'' merely serves as a trial ''initial guess'' for solving the problem. The next step of the method is to systematically include more degrees of freedom in the ''core'' for the rigorous treatment, a regular convergence test. Similar to situations in many other self-consistent variational methods, the better the initial guess, the more easily the convergence is achieved.
For practical purpose, we mainly use classical mechanics, with a semiclassical prescription of initial phase space distributions, to treat the ''reservoir.'' In this case, our selfconsistent hybrid method reduces to the conventional mixed quantum-classical model ͑i.e., classical Ehrenfest͒ if the ''core''-''reservoir'' partition is fixed. However, the fact that we do not pre-assume any ''quantum'' or ''classical'' part, but rather leave this ͑often rather arbitrary͒ division to an iterative convergence procedure, makes the method variational in nature. After an initial guess is made for the ''core''-''reservoir'' separation, a hybrid quantum-classical dynamical calculation is performed. The result obtained for this particular choice often deviates, to some extent, from the true quantum mechanical answer. Iterations are then carried out by moving some of the ''reservoir'' degrees of freedom to the ''core,'' until convergence is achieved.
Usually, the ''core'' contains the faster degrees of freedom. This is because that these degrees of freedom often exhibit strong quantum mechanical character and also easily treated by a basis set method. The slow modes, on the other hand, can often be described quite well by classical mechanics and, ironically, are very difficult to treat by a basis set method. 19 However, as will be shown in this paper, the distinction between ''fast'' and ''slow'' is only a relative measure, which strongly depends on specific problems. Sometimes a ''slow reservoir'' degree of freedom has to be included in the ''fast core'' if the physical parameters ͑e.g., temperature, energy, interaction, etc.͒ are changed. Other types of partitioning, or approximate methods other than classical mechanics, may be more preferable. These differences only affect the numerical efficiency, since in all situations one needs to perform convergence tests to ensure that the true quantum answer is obtained.
The remaining part of the paper is organized as follows: Section II presents the essential features of our approach. Section III applies the method to the spin-boson problem, and Sec. IV applies it to the electronic resonance decay in the condensed phase. Section V summarizes and concludes.
II. SUMMARY OF THEORY
Consider a general time correlation function for a system-bath-type problem where the interaction between them is switched on at tϭ0 ͑hereafter បϭ1͒,
where Â and B are operators involving the ''system'' degrees of freedom corresponding to some physical quantities ͑e.g., the reduced density matrix, dipole moment, etc.͒, b is the density matrix operator for the ''bath'' degrees of freedom, and Q b is its partition function,
To evaluate the trace we use a direct product basis ͉n͉͘ j͘, where the ''bath'' states ͕͉n͖͘ are the eigenstates of b , i.e.,
and the ''system'' states ͕͉ j͖͘ are any convenient basis, in which operator Â has the representation
where a i j ϵ͗i͉Â ͉ j͘. Using this basis to evaluate the trace leads to the following expression for C AB (t):
where
Thus, the major computational task is to solve the timedependent Schrödinger equations
with initial conditions
For a complex molecular system, the rigorous treatment of all degrees of freedom is unfeasible and often unnecessary. One useful approximation, as is commonly made in a hybrid model ͑such as mixed quantum-classical model͒, is to partition the overall system into a ''core'' and a ''reservoir.'' The former is treated rigorously and the latter more approximately. The total Hamiltonian can be written as
where H co (p s ,ŝ) and H rv (p ,q ) represent the uncoupled Hamiltonian for the ''core'' and the ''reservoir,'' respectively, and H I (ŝ,p s ;p ,q ) represent their interactions. The phase space variables (p s ,s) and ͑p,q͒ belong to the ''core'' and the ''reservoir,'' respectively. The time evolutions of the ''core'' and the ''reservoir'' are generally coupled in a self-consistent way. In our application, the ''core'' is treated accurately by the time-dependent multiconfiguration self-consistent field ͑TD-MCSCF͒ or multiconfiguration time-dependent Hartree ͑MCTDH͒ ͑Ref. 14͒ approach, which shows promises for dealing with large systems. The approximate method for the ''reservoir'' can be any convenience choice, so long as it is easily implementable. In many situations, classical mechanics is a reasonable choice. The procedure is thus the usual ͑partially classical͒ Ehrenfest model, 4 with the effective interactions given as
where ͉ co (t)͘ represents the wave function for the ''core,'' and the Heisenberg operators (p ,q ) for the ''reservoir'' are replaced by their corresponding ͑time-dependent͒ classical phase space variables (p t ,q t ). The dynamics of both the ''core'' and the ''reservoir'' are governed by the timedependent Hamiltonian,
and the quantum mechanical trace expression in Eq. ͑2.1a͒ is also modified as
͑2.9͒
where the trace is only over the ''core.'' The initial density matrix b is split in to a ''core'' part, b co , and a corresponding classical distribution b rv for the ''reservoir.'' ͑Hereby, it is implicitly assumed that the ''core'' comprises at least all degrees of freedom of the system.͒ In accordance with the classical treatment of the dynamics of the ''reservoir'' ͑based on a semiclassical prescription 20 ͒, the initial phase space distribution b rv (p 0 ,q 0 ) is obtained by taking the Wigner transform of the corresponding operator b rv ,
where N r is the number of ''reservoir'' degrees of freedom.
The classical Ehrenfest model [1] [2] [3] [4] [5] [6] is chosen for convenience. One may also use a stochastic approach such as the surface hopping model. [7] [8] [9] [10] Both models have their applicable regimes and also certain limitations. Such limitations arise from the approximate classical treatment of the ''reservoir'' and in general cannot be improved once the ''core''-''reservoir'' separation is predetermined. One must therefore either use a more accurate method to treat the ''reservoir'' or move some ''reservoir'' degrees of freedom to the ''core'' for accurate treatment. In this paper we take the latter approach.
Thus different from previous applications of a hybrid method, we treat the partition of ''core''-''reservoir'' as a convergence parameter. In the first step, an initial guess is made for the partition. The dynamical calculation is performed for this particular choice, using the hybrid method such as the Ehrenfest model outlined above. The second step is to move some degrees of freedom from the ''reservoir'' to the ''core,'' according to some systematic criteria, and perform the dynamical calculation again for the same physical parameters. This step is repeated by increasing the size of the ''core'' until numerical convergence is achieved. Since the basis set method used to treat the ''core'' is in principle numerically exact, this convergence is unambiguous and can be regarded as the true quantum mechanical result.
As has already been mentioned above, within the hybrid approach the choice of the dynamical method for ''core'' and ''reservoir'' is not restricted to the mixed quantum-classical approach. At low temperatures and/or fast timescales for the overall system, a mixed quantum-classical model is not efficient since most degrees of freedom need a quantum me-chanical treatment. In this situation, it is more effective to choose an approximation that bears some quantum mechanical character. For example, a Born-Oppenheimer-type approximation can be made, where the slower degrees of freedom are included in the ''core'' for an accurate treatment, and the faster ''reservoir'' is treated by quantum perturbation theory. Below, we briefly discuss some details of the implementation for the system-bath problem.
A. The multiconfiguration time-dependent Hartree method
In order to treat a large ''core,'' we apply the multiconfiguration time-dependent Hartree ͑MCTDH͒ method, 14 -16 where the wave function is expanded in time-dependent Hartree products ͑for Bose-Einstein statistics͒,
͉ J k (t)͘ is the ''single-particle'' ͑SP͒ function for the kth SP degree of freedom and M is the number of SP degrees of freedom. Each SP usually contains several ͑Cartesian͒ degrees of freedom in our calculation, and for convenience the SP functions within the same SP degree freedom are chosen to be orthonormal.
The working equations within MCTDH scheme are
Here ĥ k is an arbitrary Hermitian operator that only affects the numerical efficiency,
notes the symbolic column vector of SP functions for the kth SP degree of freedom, P k is the SP space projection operator,
k is the mean-field operator acting only on the kth SP,
and ( k ) Ϫ1 is the pseudo-inverse of the reduced density matrix,
where ͉G n k ͘, the ''single-hole'' function, is defined as
͑2.16b͒
Finally, each SP function is expanded in a chosen ͑time-
͑2.17͒
B. Basis sets and single-particle functions
The primitive basis functions can be any convenient choice. For example, for the spin-boson problem the two diabatic states are used as basis for the electronic degree of freedom, and the harmonic oscillator wave functions are used as basis for the bath. Several degrees of freedom are then combined together to form one SP. The number of primitive basis functions/states within one SP consists of all possible combinations of the basis functions for each degree of freedom, and may be a very large number. These primitive basis functions, ͉ i k ͘, are then contracted using an adiabatic reduction technique, 21 where states with energies higher than E cut are rejected with E cut a convergence parameter. Such a contraction can be very aggressive ͑several orders of magnitude of reduction in number of basis functions͒ without losing accuracy, as demonstrated in many applications, and is essential for practical applications of MCTDH to a large number of ͑e.g., ϳ100͒ degrees of freedom.
For simplicity, the number of SP functions for each SP degree of freedom is chosen to be the same. We find that usually three SP functions for each SP degree of freedom gives satisfactory results. Thus unless specified otherwise, this number is used for most of the examples in this paper ͑though occasionally more are needed͒. This number is rather insensitive to the specific way of combining several degrees of freedom into one SP, as found in our applications. This is certainly problem-dependent and convergence needs to be checked for every case.
C. Monte Carlo procedure for trace evaluation
If all degrees of freedom are included in the ''core'' and treated quantum mechanically, then the trace expression in Eq. ͑2.3͒ involves the total number of initial wave functions for the real time propagation. A direct summation is possible if the initial density matrix contains only a few pure states, e.g., very low temperature or a specific preparation of the initial wave packet. At high temperatures, there are many states that contribute to the correlation function in Eq. ͑2.1a͒, and inclusion of all such states is numerically unfeasible. Situations are similar for the mixed quantum-classical case, Eq. ͑2.9͒, where quadrature summations are not feasible for the classical phase space variables in many dimensions. Thus we cast the overall integration/trace summation into a Monte Carlo procedure. Both the classical phase space variables (p 0 ,q 0 ) for the ''reservoir'' and the quantum states ͕n͖ for the ''core'' are randomly sampled via importance sampling procedure, according to the distribution functions b rv (p 0 ,q 0 ) and b co (n), respectively. It is important to note that in the above procedure one does not average over the time-dependent wave functions or quantities related to the single time propagator e ϪiĤ t , which is known to be plagued by the ''sign problem.'' Instead, physical observables that relate to the Heisenberg operator e iĤ t B e ϪiĤ t are averaged. The procedure is thus very similar to a classical Monte Carlo calculation that is free from the phase oscillations, which is usually converged for a statistical sampling size of 10 2 -10 4 .
III. THE SPIN-BOSON PROBLEM
In this section, we apply the self-consistent hybrid approach outlined above to the spin-boson model with the popular Ohmic spectral density. The focus of the presentation is primarily on the performance of the hybrid approach and its convergence properties with respect to the various parameters. A few comparisons are also made with some approximate methods in order to demonstrate the necessity of carrying out numerically exact simulations for certain physical regimes. More thorough discussions of the physics of the spin-boson system as a model of electron-transfer reactions in a solvent, as well as comparisons with a variety of approximate approaches, are given in the following paper.
22

A. Background of the problem
The spin-boson model is a generic model for electron transfer reactions in the condensed phase, 23, 24 where two discrete ͑electronic͒ states, corresponding to the donor and acceptor states in electron transfer processes, are linearly coupled to a phonon bath. In the diabatic representation, the Hamiltonian is
where the bath Hamiltonian H B and the system-bath coupling H c are expressed in the mass-weighted coordinate system as
The central property of the bath is its spectral density, 23 J͑ ͒ϭ
which characterizes the effect of the bath on transitions between the electronic states. In this paper we choose it in the popular Ohmic form with an exponential cutoff,
which has been extensively studied via various approximate approaches and also accurate numerical path integral methods, and is thus ideal for comparison purposes. The observable of interest is the time-dependent population difference of the two electronic states, z (t),
where the initial density matrix is chosen to be factorized, with the initial electronic state set to state ͉1͘ and a thermal distribution for the phonon bath. The continuous bath spectral density of Eq. ͑3.4͒ can be discretized to the form of Eq. ͑3.3͒ via the relation,
where ͑͒ is a density of frequencies satisfying
The precise functional form of ͑͒ does not affect the final answer if enough bath modes are included, but it does affect the efficiency of solving the problem ͑i.e., the number of bath modes needed to represent the continuum͒. Here we choose ͑͒ to accurately reproduce the reorganization energy with any number of bath modes, i.e.,
where m is the largest frequency of the bath modes considered in the calculation, which is chosen as m ϭ5Ϫ10 c . The expression for z (t) is thus in the form of Eq. ͑2.3͒, which can be solved by the hybrid method described above. Different from a molecular system with a fixed number of degrees of freedom, convergence tests needs to be performed to ensure that the number of discrete phonon modes is sufficient to represent the condensed phase environment. For the examples studied in this paper, this number ranges from 30 to 400.
B. Results and discussion
The methodology presented in the previous sections is in principle ͑numerically͒ exact, as long as one chooses enough variational parameters. This includes choosing a sufficient number of bath modes to represent the continuum, including enough number of degrees of freedom in the ''core'' for accurate quantum mechanical treatment, as well as other parameters. Calculations have been performed for parameter regimes where numerical path integral results are available, e.g., those reported in Refs. 25 and 26, with which our converged results are all in quantitative agreement. Below we discuss our results and their convergence properties with respect to other regimes.
As was discussed in Sec. II, within the hybrid approach different approximate methods can be used to treat the dynamics of the ''reservoir.'' Furthermore, depending on the particular situation under consideration, the strategy for the ''initial guess'' of the ''core''-''reservoir'' partition may be different. For most of the numerical results presented below we have used the mixed quantum-classical approach and a partitioning where the two electronic states are always included in the ''core.'' The number of bath modes in the ''core'' is then systematically increased from the highfrequency end of the spectral density. However, as will be shown in the following paragraphs and various figure captions, in some cases other criteria in selecting the ''core'' degrees of freedom may be preferable ͑in terms of numerical efficiency͒. In particular, we have found that for situations of very low temperature hybrid methods other than mixed quantum-classical are more efficient. Since the method is self-consistent, the ''correct'' ''core''-''reservoir'' partition for a specific parameter regime is iteratively found from convergence tests, and depends on the physical parameters such as temperature, electron-phonon coupling, etc. Figure 1 shows the convergence of z (t) with respect to the percentage of the bath modes in the ''core.'' ͑A discretization of the bath with a total of 50 vibrational modes provides converged results for the parameter regime considered here.͒ The parameters in Fig. 1͑a͒ corresponds to a rather high bath characteristic frequency, c /⌬ϭ40, and a relatively low temperature, ␤ c ϭ10, for the bath. It is thus expected that a relatively high percentage of the bath modes have to be treated quantum mechanically. This is indeed what we have found. It is seen that when no phonon modes are included in the ''core'' ͑i.e., classical Ehrenfest model for the spin-boson problem 27 ͒, the population decay is much slower than the true quantum mechanical result displayed as hollow circles. Results are systematically improved as more bath modes are included in the ''core.'' Within the statistical error, the results are essentially converged with roughly 70% modes included in the ''core. '' As the percentage of the bath modes in the ''core'' increases, the variational parameters in the MCTDH treatment of the ''core'' may not remain the same. In the above example, three SP functions per each SP degree of freedom gives converged MCTDH result for cases where less than 70% modes are treated in the ''core.'' This number is not sensitive to the specific ways of grouping several bath modes into the SP degrees of freedom. However, for higher percentage of the ''core'' bath modes, the minimum number of SP functions per SP degree of freedom increases to five, again rather insensitive to the particular grouping of modes. This suggests that for low-frequency modes the orbitals are split into many nodes and more SP functions are required to describe their reduced density matrices. It is inappropriate to describe the overall dynamics with a single Hartree approximation for these low frequency modes ͑which is a popular assertion͒. Instead, one has to use even more SP functions. This is related to the fact that the classical limit ͑decoherent but with many configurations͒ is different from the single Hartree limit. Figure 1͑b͒ illustrates the convergence property of z (t) for a slower bath, c /⌬ϭ10, where other parameters are kept the same as in Fig. 1͑a͒ . It is natural to expect that a higher percentage of the modes can be treated classically than that in Fig. 1͑a͒ , which is confirmed by the results shown in the figure. Approximately 40% of the ͑higher frequency͒ ''core'' modes gives converged population decay, although the usual classical Ehrenfest model ͑0% bath modes in the ''core''͒ already gives reasonable answers in this case. As the bath characteristic frequency c decreases, fewer bath modes need to be included in the ''core'' for accurate quantum mechanical treatment and classical Ehrenfest model becomes more accurate.
It is interesting to note that in Fig. 1 , the Kondo parameter ␣ was chosen to be ␣ϭ 1 2 , which has been paid special attention in previous literature. 23 In the limit c →ϱ and ␤ c →ϱ, a simple expression for z (t) is given as ͓cf., for example, Eq. ͑5.23͒ in Ref. 23 , note there is a factor of 2 difference in the convention of ⌬ between Ref. 23 and the current paper͔
͑3.8͒
This can also be viewed as a special limit for the noninteracting-blip approximation ͑NIBA͒ ͑Ref. 23͒ for sufficiently low temperatures. The parameters in Fig. 1 , though satisfying the usual perturbation theory requirement for nonadiabatic electronic transitions, do not fulfill the requirement for Eq. ͑3.8͒. As a result, NIBA gives z (t)'s that are in very good agreement with our simulation, but showing some difference from Eq. ͑3.8͒.
In electron-transfer theory, one of the most important parameters is the classical reorganization energy, 
which measures the electron-phonon coupling strength. For Ohmic spectral density in Eq. ͑3.4͒, the integral in Eq. ͑3.9͒ gives E r ϭ2␣ c . Rate constants can be evaluated via the Fermi Golden Rule or NIBA, which gives classical Marcus theory at high temperatures. This procedure for calculating the rate constant implicitly assumes that there is a sufficient time scale separation between the electronic states and the phonon bath. Caution must be taken in justifying it for realistic systems. As an example, Fig. 2 shows the converged simulations of z (t) with respect to different time scales of the phonon bath. It is clear that z (t) exhibits an incoherent to coherent transition as the bath becomes slower, despite the fact that E r ϭ10⌬ is set the same for all cases. So far ͑to the best of our knowledge͒, such a transition cannot be predicted by a existing theoretical model.
For incoherent electronic relaxations such as displayed in Figs. 1 and 2 , we find that gradually increasing the number of bath modes, starting from the high-frequency end of the spectral density, provides a systematic and efficient way of achieving converged quantum mechanical results. For coherent regimes, however, the electron-phonon couplings are relatively weak and, therefore, some of the high-frequency modes may also be treated classically without losing accuracy in the overall result. This further reduces the percentage of the bath modes which must be included in the ''core'' and makes the calculation more efficient. Specifically, a characteristic frequency for the electronic states is estimated from its Rabi frequency, r ϭ2ͱ⑀ 2 ϩ⌬ 2 .
͑3.10͒
The percentage of ''core'' modes is systematically increased, starting from ϭ r and moving to both high-and lowfrequency ends. The physical implication of this approach is that bath modes with frequencies that are in resonance to the coherent oscillations of electronic populations have major impact to the overall electronic transitions. Figure 3 illustrates the dynamics of z (t) for coherent regimes, where again E r is fixed and the time scale of the bath is varied. In Fig. 3͑a͒ the electronic bias ⑀ is zero, so that z (t)→0 as t→ϱ, and the change in the bath timescale only affects the oscillation amplitude and period of z (t). In Fig. 3͑b͒ , the bias is chosen as ⑀/⌬ϭ1 and the long time limit of z (t) is also different as the bath time scale changes.
In a mixed quantum-classical calculation, it is often tempting to separate the overall molecular system into a ''fast'' and a ''slow'' part, with the former treated quantum mechanically. This intuitive approach, however, does not work well for situations such as in Fig. 3 . The only difference between parameters in Fig. 3͑a͒ and Fig. 3͑b͒ is the electronic energy bias ⑀, and it is seen that it has a major impact on the percentage of modes that need to be treated quantum mechanically. For all three cases in Fig. 3͑a͒ where ⑀ϭ0, the classical Ehrenfest model ͑0% modes in the ''core''͒ gives converged results. On the other hand, a certain percentage of the bath modes needs to be treated quantum mechanically for a nonzero bias, ⑀/⌬ϭ1. The most important such modes are those with frequencies close to the Rabi frequency of the electronic states. Calculations have been performed using the same strategy as in Figs. 1 and 2, i.e., gradually increasing the percentage of the ''core'' modes which start from the high-frequency end of the spectral density, and it is found to be rather inefficient. For example, for the case of ␣ϭ0.02, c /⌬ϭ5 in Fig. 3͑b͒ , more than 70% bath modes need to be put in the ''core'' to obtain converged results. Among these modes, tests show that those with frequencies much higher than the Rabi frequency, r in Eq. ͑3.10͒, can be put to the ''reservoir'' and treated classically. The resulting ''core'' thus needs only 30% of the modes to achieve convergence. This suggests that caution must be taken in preassuming a fixed partition of ''classical'' and ''quantum'' degrees of freedom. Necessary convergence tests, such as those performed here, need to be carried out to ensure the correct quantum mechanical results. Also, it suggests that physical intuitions that are often used in performing approximate calculations for these regimes need to be rebuilt based on the exact simulations.
In Figs. 1-3 , we have shown that the converged percentage of the bath modes in the ''core'' depends on the temperature, the timescale of the bath, and the electronic energy bias ͑since the electronic exchange matrix element ⌬ is used as a basic unit in this paper, it does not serve as a parameter͒. Figure 4 shows that this percentage may also depend on the electron-phonon coupling, ␣. The time-dependent population displays a coherent to incoherent transition as the electron-phonon coupling increases, a well known physical phenomenon. However, due to the ill time scale separation between the electron and phonon degrees of freedom, existing analytic theories are not satisfactory in quantitatively describing z (t) for large ␣ ͑e.g., ␣ϭ0.4 in Fig. 4͒ , and neither is the classical Ehrenfest model. In general more ''core'' modes are needed for convergence to the true quantum result as the electron-phonon coupling increases.
Figures 5 and 6 display dynamics of z (t) for a lower temperature, ␤⌬ϭ5. In Fig. 5 the classical reorganization energy E r is fixed and the characteristic frequency of the bath is varied, whereas in Fig. 6 the dynamics is investigated versus the Kondo parameter, ␣, with other parameters fixed. Due to the lower temperature, more bath modes are needed in the ''core'' to obtain accurate quantum mechanical results. For simplicity the convergence is shown versus the percentage of the ''core'' bath modes from the high-frequency end of the spectral density. The same strategy as in Figs. 3 and 4 ͑i.e., centered around r ͒ can also be used here to reduce the number of ''core'' bath modes. The savings in computational cost are not as significant, however, because at lower temperature more high-frequency modes need to be treated quantum mechanically. On the other hand, relatively few basis functions are needed for each mode and it is rather easy to perform a MCTDH calculation that includes many modes.
Although the mixed quantum-classical strategy works well for many parameter regimes, it is not efficient for very low temperatures. In this situation almost all the bath modes exhibit strong quantum mechanical character and need to be included in the ''core'' within a mixed quantum-classical treatment. On the other hand, the hybrid method described above is not restricted to the mixed quantum-classical model. One may choose other approximate methods for treating the ''reservoir'' that are more efficient at low temperatures, and check convergence in a similar fashion ͑i.e., by increasing the size of the ''core'' which is always treated via MCTDH͒.
As an example, we investigate the dynamics of z (t) at very low temperature, where we partition the two electronic states plus the low-frequency modes in the ''core,'' and the high-frequency modes in the ''reservoir.'' A BornOppenheimer-type approximation can then be made, where the fast ''reservoir'' is treated by perturbation theory. It has been shown previously 23 that in this way the high-frequency ''reservoir'' can be integrated out, resulting in a modified exchange matrix element ⌬ eff for the slower ''core,''
͑3.11͒
Here q is the ''core''-''reservoir'' boundary that serves as a convergence parameter. For example, the complete quantum dynamical treatment for the original spin-boson problem is recovered in the q →ϱ limit. It should be pointed out that Eq. ͑3.11͒ is only valid at nearly zero temperature for the high-frequency ''reservoir,'' ␤ q ӷ1. It is used here for con- The parameters are ⑀/⌬ϭ1,␤⌬ϭ5, and the classical reorganization energy E r ϭ2␣ c ϭ0.25⌬ is set the same for three cases. The percentage of the bath modes ͑starting from the high frequency end of the spectral density͒ in the ''core'' are 80%, 48%, and 20% for ␣ϭ0.1, ␣ϭ0.25, and ␣ϭ1, respectively; and the number of bath modes are 50, 50, and 100, respectively. venience. In general, one can carry out perturbation calculations for each ''reservoir'' mode explicitly without integrating out them. Figure 7 illustrates the convergence of z (t) versus the percentage of the ''core'' modes, starting from the lowfrequency end of the spectral density. The parameters are ⑀ ϭ0, c /⌬ϭ60, ␣ϭ0.05, ␤⌬ϭ10, which corresponds to a rather low temperature. In order to represent the continuum, 300 bath modes are needed in the discretization. The ''core'' is treated via the MCTDH method as described above, whereas the effect of the ''reservoir'' is given by Eq. ͑3.11͒. For this particular case, convergence is reached when including 10% bath modes in the ''core'' for accurate dynamical treatment, although 5% bath modes in the ''core'' already provides a good description.
Figures 8͑a͒ and 8͑b͒ illustrate the dynamics of z (t) versus the electron-phonon coupling, ␣. The parameters c /⌬ϭ60 and ␤⌬ϭ10 are the same as in Fig. 7 . In Fig. 8͑a͒ the electronic energy bias ⑀ is zero, and in this parameter regime NIBA gives results in excellent agreement with the simulation. For ␣ϭ0.5, the expression in Eq. ͑3.8͒ is also in good agreement with both the NIBA and the simulation results. On the other hand, in Fig. 8͑b͒ the electronic bias ⑀ is nonzero, and here NIBA gives progressively worse results as ␣ increases. In fact, it does not even conserve the total electronic population.
At very low temperature and/or high bath characteristic frequency c , an approximation has been proposed previously for weak electron-phonon coupling cases. 28 Comparisons are made in Fig. 9 between this weak-coupling approximation ͑WCA͒ and the simulation. Overall, WCA gives quite good results for both zero and nonzero electronic energy bias ⑀ ͑with a slight phase shift͒. NIBA, one the other hand, is very accurate for ⑀ϭ0, but much worse for a sizable ⑀.
IV. ELECTRONIC RESONANCE DECAY IN THE CONDENSED PHASE
One of the advantages of the method proposed in this paper is that many degrees of freedom are treated explicitly in the ''core.'' With respect to the numerical implementation, there is little difference between a subsystem and a bath. One can thus treat much larger subsystems than the two-state problem, with essentially no increase in the computational effort ͑if the bath properties remain unchanged͒. As an example, we consider the effect of a thermal bath on the electronic resonance decay. 29, 30 FIG. 7. Convergence of z (t) with respect to the percentage of the bath modes ͑starting from the low frequency end of the spectral density͒ in the ''core.'' The parameters are ⑀ϭ0, c /⌬ϭ60,␣ϭ0.05,␤⌬ϭ10, and the number of bath modes is 300. FIG. 8 . Dynamics of z (t) with respect to different electron-phonon coupling ␣ for ␤⌬ϭ10 and c /⌬ϭ60: ͑a͒ ⑀ϭ0. The percentage of the bath modes ͑starting from the low frequency end of the spectral density͒ in the ''core'' are 10%, 10%, and 15% for ␣ϭ0.05, ␣ϭ0.1, and ␣ϭ0.5, respectively, and the number of bath modes is 300 for all three cases. For ␣ ϭ0.5, five SP functions are used for each SP. ͑b͒ ⑀/⌬ϭϪ0.5. The percentage of the bath modes ͑starting from the low frequency end of the spectral density͒ in the ''core'' are 10%, 15%, and 15% for ␣ϭ0.05, ␣ϭ0.1, and ␣ϭ0.2, respectively; and the number of bath modes are 300, 350, and 400, respectively.
FIG. 9.
Comparisons of z (t) between converged simulation results, the NIBA, and the weak-coupling approximation ͑WCA͒. The parameters are ␣ϭ0.1, ␤⌬ϭ10, and c /⌬ϭ60. The number of bath modes is 350, and 15% low-frequency end of the spectral density is included in the ''core.'' ͑a͒ ⑀ϭ0; ͑b͒ ⑀/⌬ϭϪ0.5.
A. Background of the problem
Short-lived electronic states that decay by electron emission into a continuum are an ubiquitous phenomenon in atomic and molecular physics. The corresponding resonances can be observed, for example, in photoionization and electron-scattering cross sections. 31 In molecules the decay of electronic resonance states is significantly influenced by nuclear motion. Whereas the theory of resonant electronmolecule scattering appears to be well developed for small molecules ͑see, for example, Refs. 32, 33 for reviews͒, so far there have been relatively few attempts to provide a theoretical modeling of electronic resonance decay in larger polyatomic systems such as, for example, larger polyatomic molecules, molecular aggregates, or molecules adsorbed on surfaces. 34 -36,30 In such systems the electronic dynamics is coupled to a large number of vibrational modes and one of the interesting aspects is how this dissipative environment affects the decay dynamics of the resonance.
Here, we adopt a model which was proposed recently to study such processes. 29 Based on the projection-operator formalism, 37, 33 the model describes an isolated electronic resonance that can decay into a single electronic scattering channel and is coupled to a continuum of nuclear vibrations. In a basis of diabatic electronic states, consisting of a discrete state ͉ d ͘ ͑which represents the resonance͒ and a set of background scattering states ͉ k ͘, the Hamiltonian is written as
͑4.1͒
Here, ⑀ k ϭk 2 /2 denotes the asymptotic energy of a continuum electron and ⑀ d is the energy of the resonance state. H B and H c , as given in Eq. ͑3.2͒, represent the nuclear vibrational Hamiltonian and its coupling to the resonance state, respectively. As in the previous section, the nuclear vibrational continuum is represented by a Ohmic bath ͑with exponential cutoff͒, Eq. ͑3.4͒, which is discretized via Eqs. ͑3.6͒-͑3.7͒.
The discrete-continuum coupling element V dk is specified by the energy-dependent decay width of the resonance,
͑4.2͒
In the model considered here, this electronic width function is given by Wigner's threshold law 38 at low energies and a suitable cutoff function at high energies,
where l denotes the lowest partial wave into which the resonance can decay according to symmetry selection rules. The electronic continuum can be discretized by introducing a density of states ⍀(E) satisfying
͑4.4͒
and similar to Eq. ͑3.6͒, Eq. ͑4.3͒ is cast into the form of Eq. ͑4.2͒ via
For simplicity, we choose ⍀(E) to be constant,
where N k is the number of states that represent the electronic continuum, and E max is the energy for the highest electronic state, which is sufficiently large to ensure convergence. The observable of interest, for studying the influence of the thermal bath on the decay of the electronic resonance, is the time-dependent survival probability of the resonance state,
Here, it is assumed that the electron is initially in the resonance state and the vibrational bath is in thermal equilibrium.
B. Results and discussion
With respect to the computational methodology described in this paper, the procedure for calculating the electronic resonance decay is nearly identical to that for the spinboson problem. The only difference is that now we have N k states instead of only two states. This makes negligible difference in both numerical implementation and the computational effort for similar ͑nuclear͒ bath properties. Figure 10 displays the survival probability, P d (t), for the discrete resonance state. The parameters used here are 39 Aϭ3.833 eV, Bϭ0.3 eV, and lϭ2 for the width function in Eq. ͑4.3͒; ␣ϭ16 and c ϭ0.2 eV for the ͑nuclear͒ Ohmic bath in Eq. ͑3.4͒; and ⑀ d ϭ1.5 eV for the discrete resonance state. A total of 50-100 discretized electronic states ͉ k ͘ with E max ϭ3.5 eV, and 30-50 nuclear bath modes, provide converged results within the timescale of simulation.
In the absence of coupling to the nuclear vibrations (␣ ϭ0), the model does not possess bound states and, therefore, the resonance state decays completely to the electronic continuum. Due to the relatively high energy of the resonance FIG. 10 . Survival probability of the discrete resonance state, P d (t). The parameters are given in the text. The percentage of the bath modes ͑starting from the high-frequency end of the spectral density͒ in the ''core'' are 90%, 80%, and 40% for Tϭ0 K, Tϭ2000 K, and Tϭ10000 K, respectively; and the number of bath modes are 50, 30, and 30, respectively. For comparison, P d (t) in the absence of the bath is displayed as the thin line.
state (⑀ d ϭ1.5 eV), the time scale of the decay is rather fast. Furthermore, it is seen that the decay is nonmonotonic and exhibits pronounced coherent oscillations. As has been discussed in detail by Plöhn et al., these oscillations are the result of the quantum beating of two resonance poles in this model. The coupling to the vibrational bath alters this decay dynamics qualitatively. The electronic energy present in the initial state can now be dissipated into the vibrational bath and is thus no longer available for the autodetachment process of the electron, thereby stabilizing the electron in the resonance state. 40 At zero temperature of the bath, this stabilization mechanism results in an incomplete decay, i.e., a finite population of the resonance state at longer times. This suggests that the electron-nuclear coupling induces bound states with finite overlap to the resonance state. As temperature increases, states with higher energies become more populated and eventually the resonance will completely decay to the electronic continuum. It is also seen that the kinetics of the resonance decay is changed when temperature increases; the initial decay becomes slower and the population dynamics undergoes a coherent to incoherent transition.
It should be pointed out that compared to molecular scattering processes, the electronic resonance decay problem considered here is relatively fast ͑with a typical time scale of tens of femtoseconds͒. The corresponding energy scale and coupling strength of the electronic resonance decay is, however, much larger. This makes the theoretical treatment more challenging for methods that are based on a nonlocal-time kernel such as the path-integral method of Ref. 29 . For the present parameter regime, a stepsize of 0.1-0.3 fs and a kernel memory length of more than 50 time steps would be required for a path integral study, 29 which makes it unfeasible without making further approximations. This problem does not exist in the self-consistent hybrid method proposed in this paper because of its time-local nature. It is thus promising to apply the method to other complex processes with a large subsystem.
V. CONCLUDING REMARKS
In this paper, we have described a systematic way of achieving convergence in hybrid methods for complex molecular systems, the self-consistent hybrid method. In the first step, the overall system is partitioned into a ''core'' and a ''reservoir,'' based on any convenient but otherwise rather arbitrary initial guess. The dynamical hybrid calculation is then performed for this specific ''core''-''reservoir'' partition. The ''core'' is treated in a numerically exact fashion, using the basis set method in a multiconfiguration timedependent Hartree ͑MCTDH͒ context. An appropriate approximate method, such as classical or semiclassical mechanics, or quantum perturbation theory, is used to treat the ''reservoir.'' Different from other previously applied hybrid methods, the partition of ''core''-''reservoir'' is not fixed a priori. Instead, it is cast into a self-consistent iterative procedure that in many ways resembles a usual variational calculation: the size of the ''core'' is gradually increased, together with other necessary variational parameters, to achieve numerical convergence. Therefore, the method is in principle numerically exact.
The efficiency and feasibility of the proposed selfconsistent hybrid method are demonstrated by applying it to two problems in the condensed phase, the spin-boson problem and the electronic resonance decay in the presence of a nuclear bath. It is shown that for a broad parameter regime, the current method achieves numerical convergence with relatively few variational parameters. The resulting computations are easily achieved on a modern workstation. 42 Considering the fact that the current method does not rely on integrating out any part of the overall system, it should be quite straightforward to apply the method to other complex problems with a large subsystem and/or anharmonic bath.
For the spin-boson problem, most of the transition behavior ͑rather than specific limits͒ shown in this paper cannot be predicted by any existing analytic theories. This is due to the ill time scale separation between electron and phonon motions, relatively large couplings, existing of a sizable energy bias between the two electronic states, or other important physical reasons. The correct description of such transitions are very important for the understanding of electron transfer mechanisms and building appropriate physical models that are crucial in interpreting various experiments for condensed phase systems. In those situations, the experimental information is often highly averaged. Preassuming a certain physical regime and subsequent application of approximate theories ͑applicable to that regime͒ often leave no room for other possible mechanisms that are lacking in the corresponding theories. The method proposed in this paper provides an unbiased way of investigating the true reaction mechanism, and also facilitates further development of approximate theories.
The self-consistent hybrid method provides both accurate and practical ways of dealing with various physical transitions. It is quite natural for this method to handle a transition from a ''fast'' bath ͑in general short memory length for the dynamical impact of the bath͒ to a ''slow'' bath ͑in general long time memory͒, as is shown in Figs. 3 and 5 . On the other hand, it is also shown that the timescale of a bath mode is not the only criterion that determines its ''quantum'' or ''classical'' treatment. Convergence tests need to be carried out to ensure that the results are accurate, and sometimes other criteria are more efficient ͑e.g., Figs. 4 and 5͒. Neither is the method restricted to the mixed quantum-classical model. As demonstrated in the paper, a method that combines the MCTDH treatment for the ''core'' and a perturbative treatment for the ''reservoir'' is more efficient for very low temperatures. In this case the ''core'' contains the ''slower'' bath modes. A more thorough investigation of the spin-boson problem and comparisons with various approximate theories is given in the following paper. 22 For the problem of electronic resonance decay, it is shown that the electron-nuclear interactions effectively lower the energy level of the resonance state, thereby inducing localizations for electrons. Both the kinetics and the thermodynamic limit of the resonance decay are altered as the temperature of the nuclear bath changes. A coherent-incoherent transition occurs as the temperature increases, with the resulting initial decay becoming slower. This problem contains rich physics and deserves further theoretical investigation.
In the current self-consistent hybrid method, a ''good'' initial guess for the ''core''-''reservoir'' can accelerate the iterative process, but is somehow difficult to choose without some knowledge of the specific problem. This is similar to other variational calculations, where certain approximate theories may help in picking such an initial guess. In the mixed quantum-classical calculations, we start by treating only the electronic states in the ''core,'' i.e., using the classical Ehrenfest model, with only the electronic degree of freedom treated quantum mechanically, as our initial guess. Usually more than 10 iterations are needed before reaching final convergence. A better initial guess, after investigating broad parameter regimes, is empirically found for the spinboson problem that bath modes with Ͼ(0.5Ϫ1)k B T usually need to be treated in the ''core. '' There are other techniques that can further improve the numerical efficiency of the current method. For example, one can put some important and strongly coupled collective degrees of freedom, the reaction coordinates, into the ''core'' for rigorous treatment, so that most of the remaining degrees of freedom can be treated more approximately. There is certainly much to be done to explore such methods that are applicable to even more complex systems. The current method provides both benchmark results and essential ingredients for such development.
