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Abstract
RDF2vec is an embedding technique for rep-
resenting knowledge graph entities in a con-
tinuous vector space. In this paper, we in-
vestigate the effect of materializing implicit
A-box axioms induced by subproperties, as
well as symmetric and transitive properties.
While it might be a reasonable assumption
that such a materialization before computing
embeddings might lead to better embeddings,
we conduct a set of experiments on DBpedia
which demonstrate that the materialization
actually has a negative effect on the perfor-
mance of RDF2vec. In our analysis, we argue
that despite the huge body of work devoted on
completing missing information in knowledge
graphs, such missing implicit information is
actually a signal, not a defect, and we show
examples illustrating that assumption.
1 Introduction
RDFvec [RP16] was originally conceived for exploiting
knowledge graphs in data mining. Since most popular
data mining tools require a feature vector represen-
tation of records, various techniques have been pro-
posed for creating vector space representations from
subgraphs, including adding datatype properties as
features or creating binary features for types [RP14].
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Given the increasing popularity of the word2vec fam-
ily of word embedding techniques [MCCD13], which
learns feature vectors for words based on the context
in which they appear, this approach has been proposed
to be transferred to graphs as well. Since word2vec op-
erates on (word) sequences, several approaches have
been proposed which first turn a graph into sequences
by performing random walks, before applying the idea
of word2vec to those sequences. Such approaches in-
clude node2vec [GL16], DeepWalk [PARS14], and the
aforementioned RDF2vec.
There is a plethora of work addressing the comple-
tion of knowledge graphs [Pau17], i.e., the addition
of missing knowledge. Since some knowledge graphs
come with expressive schemas [HHRP20] or exploit
upper ontologies [PG15], one such approach is the ex-
ploitation of explicit ontological knowledge. For exam-
ple, if a property p is known to be symmetric, a reverse
edge p(y, x) can be added to the knowledge graph for
each edge p(x, y) found.
A straightforward assumption is that completing
missing knowledge in a knowledge graph before com-
puting node representations will lead to better results.
However, in this paper, we show that the opposite ac-
tually holds: completing the knowledge graph before
computing an RDF2vec embedding actually leads to
worse results in downstream tasks.
2 Related Work
The base algorithm of RDF2vec uses random walks on
the knowledge graph to produce sequences of nodes
and edges. Those sequences are then fed into a
word2vec embedding learner, i.e., using either the
CBOW or the Skip-Gram method.
Since its original publication in 2016, several im-
provements for RDF2vec have been proposed. The
main family of approaches for improving RDF2vec is to
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use alternatives for completely random walks to gener-
ate sequences. [CRPP17] explores 12 variants of biased
walks, i.e., random walks which follow non-uniform
probability distributions when choosing an edge to fol-
low in a walk. Heuristics explored include, e.g., pre-
ferring successors with a high or low PageRank, pre-
ferring frequent or infrequent edges, etc.
In [SCP19], the authors explore the automatic iden-
tification of a relevant subset of edge types for a given
class of entities. They show that restricting the graph
for a class of entities at hand (e.g., movies) can out-
perform the results of pure RDF2vec.
While those works exploit merely knowledge graph
internal signals (e.g., by computing PageRank over the
graph), other works include external signals as well.
For example, [TP20] shows that exploiting an exter-
nal measure for the importance of an edge can lead
to improved results over other biasing strategies. The
authors utilize page transition probabilities obtained
from server log files in Wikipedia to compute a prob-
ability distribution for creating the random walks.
A work that explores a similar direction to the one
proposed in this paper is presented in [MJY18]. The
authors analyze the information content of statements
in a knowledge graph by computing how easily a state-
ment can be predicted from the other statements in
the knowledge graph. They show that translational
embeddings can benefit from being tuned towards fo-
cusing on statements with a high information content.
3 Experiments
To evaluate the effect of knowledge graph materializa-
tion on the quality of RDF2vec embeddings, we repeat
the experiments on entity classification and regression,
entity relatedness and similarity and document simi-
larity introduced in [RRN+19], and compare the re-
sults on the materialized and unmaterialized graphs.1
3.1 Experiment Setup
For our experiments, we use the 2016-10 dump of
DBpedia, which was the latest official release during
the time at which the experiments were conducted.
For creating RDF2Vec embeddings, we use KGvec2go
[PMP20] for computing the random walks, and the
fast Python reimplementation of the original RDF2Vec
code2 for training the RDF2Vec models3.
Since the original DBpedia ontology provides infor-
mation about subproperties, but does not define any
1Please note that the results on the unmaterialized graphs
differ from those reported in [RRN+19], since we use a more
recent version of DBpedia in our experiments.
2https://github.com/IBCNServices/pyRDF2Vec
3https://github.com/andreeaiana/
rdf2vec-materialization
symmetric, transitive, and inverse properties, we first
had to enrich the ontology with such axioms.
3.1.1 Enrichment using Wikidata
The first strategy is utilizing
owl:equivalentProperty links to Wikidata [VK14].
We mark a property P in DBpedia as symmetric if
its Wikidata equivalent has a symmetric constraint
in Wikidata4, and we mark it as transitive if its
Wikidata equivalent is an instance of the Wikidata
class transitive property5. For a pair of properties
P and Q in DBpedia, we mark them as inverse if
their respective equivalent properties in Wikidata are
defined as inverse of one another6.
3.1.2 Enrichment using DL-Learner
The second strategy is applying DL-Learner [Leh09]
to learn additional symmetry, transitivity, and inverse
axioms for enriching the ontology. After inspecting the
results of DL-Learner, and to avoid false T-box axioms,
we used thresholds of 0.53 for symmetric properties,
and 0.45 for transitive properties. Since the list of pairs
of inverse properties generated by DL-Learner con-
tained quite a few false positives (e.g., dbo:isPartOf
being the inverse of dbo:countySeat as the highest
scoring result), we manually filtered the top results
and kept 14 T-box axioms which we rated as correct.
3.1.3 Materializing the Enriched Graphs
In both cases, we identify a number of inverse, transi-
tive, and symmetric properties, as shown in Table 1.
The symmetric properties identified by the two ap-
proaches highly overlap, while the inverse and transi-
tive properties identified differ a lot.
With the enriched ontology, we infer additional A-
box axioms on DBpedia. We use two settings, i.e., all
subproperties plus (a) all inverse, transitive, and sym-
metric properties found using mappings to Wikidata,
and (b) all plus all inverse, transitive, and symmetric
properties found with DL-Learner.
The inferring of additional A-box axioms was done
in iterations. In each iteration, additional A-box ax-
ioms were created for symmetric, transitive, inverse,
and subproperties. Using this iterative approach,
chains of properties could also be respected. For ex-
ample, from the axioms
Cerebellar_tonsil isPartOfAnatomicalStructure
Cerebellum .
Cerebellum isPartOfAnatomicalStructure
Hindbrain .
4https://www.wikidata.org/wiki/Q21510862
5https://www.wikidata.org/wiki/Q18647515
6https://www.wikidata.org/wiki/Property:P1696
and the two identified T-box axioms
isPartOf a owl:TransitiveProperty .
isPartOfAnatomicalStructure rdfs:subPropertyOf
isPartOf .
the first iteration adds
Cerebellar_tonsil isPartOf Cerebellum .
Cerebellum isPartOf Hindbrain .
whereas the second iteration adds
Cerebellar_tonsil isPartOf Hindbrain .
The materialization process is terminated once no fur-
ther axioms are added. This happens after two itera-
tions for the dataset enriched with Wikidata, and three
iterations for the dataset enriched with DL-Learner.
The size of the resulting datasets is shown in Table 1.
3.2 Training RDF2vec Embeddings
On all three graphs (Original, Enriched Wikidata, and
Enriched DL-Learner), experiments were conducted
in the same fashion as in [RRN+19]. The RDF2vec
approach extracts sequences of nodes and properties
by performing random walks from each node. Fol-
lowing [RP16], we started 500 random graph walks of
depth 4 and 8 from each node.
The resulting sequences are then used as input to
word2vec. Here, two variants exist, i.e., CBOW and
Skip-Gram (SG), where SG consistently yielded better
results in [RP16], so we used the SG to compute em-
beddings vectors with a dimensionality of 200 and 500.
Following [RP16], the parameters chosen for word2vec
were window size = 5, no. of iterations = 10, and nega-
tive sampling with no. of samples = 25. The code and
data used for the experiments are available online.7
3.2.1 Experiments Conducted on the En-
riched Graphs
This results in 12 different embeddings to be compared
against each other. For evaluation, we use the evalu-
ation framework provided in [PCGR19]. The tasks to
evaluate were
1. Regression: five regression datasets where an ex-
ternal variable not contained in DBpedia is to be
predicted for a set of entities (cities, universities,
companies, movies, and albums);
2. Classification: five classification datasets derived
from the aforementioned regression dataset by
discretizing the target variable;
7https://github.com/andreeaiana/
rdf2vec-materialization
3. Entity relatedness and entity similarity, based on
the KORE50 dataset; and
4. Document similarity, based on the LP50 dataset,
where the similarity of two documents is com-
puted from the pairwise similarities of entities
identified in the texts.
The experimental protocol in the framework used
for evaluation is defined as follows [PCGR19]:
For regression and classification, three (linear re-
gression, k-NN, M5 rules) resp. four (Naive Bayes,
C4.5 decision tree, k-NN, Support Vector Machine)
are used and evaluated using 10-fold cross validation.
k-NN is used with k=3; for SVM, the parameter C is
varied between 10−3, 10−2, 0.1, 1, 10, 102, 103, and the
best value is chosen. All other algorithms are run in
their respective standard configurations.8,9
For entity relatedness and similarity, the task is to
rank a list of entities w.r.t. a main entity. Here, the en-
tities are ranked by cosine similarity between the main
entity’s and the candidate entities’ RDF2vec vectors.10
For the document similarity task, the similarity of
two documents d1 and d2 is computed by comparing
all entities mentioned in d1 to all entities mentioned
in d2 using the metric above. For each entity in each
document, the maximum similarity to an entity in the
other document is considered, and the similarity of d1
and d2 is computed as the average of those maxima.
11
3.3 Results on Different Tasks
The first step of experiments are regression and clas-
sification, with the results depicted in Tables 2 and 3.
For the regression task, we can observe that the best
result for each combination of a task and RDF2vec
configuration (depth of walks, and dimensionality) is
achieved on the unmaterialized graph in 15 out of 20
cases, with linear regression or KNN delivering the
best results. If we consider all combinations of a task,
an embedding, and a learner, the unmaterialized graph
yields better results in 39 out of 60 cases.
The observations for classification are similar. For
19 out of 20 combinations of a task and an RDF2vec
configuration, the best results are obtained on the orig-
inal, unmaterialized graphs, most often with an SVM.
8https://github.com/mariaangelapellegrino/
Evaluation-Framework/blob/master/doc/Classification.md
9https://github.com/mariaangelapellegrino/
Evaluation-Framework/blob/master/doc/Regression.md
10https://github.com/mariaangelapellegrino/
Evaluation-Framework/blob/master/doc/EntityRelatedness.
md
11https://github.com/mariaangelapellegrino/
Evaluation-Framework/blob/master/doc/
DocumentSimilarity.md
Table 1: Enriched DBpedia Versions Used in the Experiments. The upper part of the table depicts the number
of T-box axioms identified with the two enrichment approaches, the lower part depicts the number of A-box
axioms creatd by materializing the A-box according to the additional T-box axioms.
Original Enriched Wikidata Enriched DL-Learner
T-box subproperties 75 0 0
T-box inverse properties 0 8 14
T-box transitive properties 0 7 6
T-box symmetric properties 0 3 7
A-box subproperties – 122,491 129,490
A-box inverse properties – 44,826 159,974
A-box transitive properties – 334,406 415,881
A-box symmetric properties – 4,115 35,885
No. of added triples – 505,838 741,230
No. of total triples 50,000,412 50,506,250 50,741,642
If we consider all combinations of a task, an embed-
ding, and a learner, the unmaterialized graph yields
better results in 60 out of 80 cases.
Moreover, if we look at how much the results de-
grade for the materialized graphs, we can observe that
the variation is much stronger for the longer walks of
depth 8 than the shorter walks of depth 4.
The observations on the other tasks are similar. For
entity similarity, we see that better results are achieved
on the unmaterialized graphs in 16 out of 20 cases,
and in all of the four overall considerations. As far as
entity relatedness is concerned, the results on the un-
materialized graphs are better in 13 out of 20 cases, as
well as in all four overall considerations. It is notewor-
thy that only in three out of ten cases – enriching the
IT companies test set with DL-Learner and Wikidata,
and enriching the Hollywood celebrities test set with
Wikidata – the degree of the entities at hand changes.
This hints at the effects (both positive and negative)
being mainly caused by information being added to
the entities connected to the entities at hand (e.g., the
company producing a video game), which is ultimately
reflected in the walks.
Finally, for document similarity, we see a different
picture. Here, the results on the unmaterialized graphs
are always outperformed by those obtained on the ma-
terialized graphs, regardless of whether the embed-
dings were computed on the shorter or longer walks.
The exact reason for this observation is not known.
One observation, however, is that the entities in the
LP50 dataset have by far the largest average degree
(2,088, as opposed to only 18 and 19 for the Metacrit-
icMovies and MetacriticAlbums dataset, respectively).
Due to the already pretty large degree, it is less likely
that the materialization skews the distributions in the
random walks too much, and, instead, actually adds
meaningful information. Another possible reason is
that the entities in LP50 are very diverse (as opposed
to a uniform set of cities, movies, or albums), and that
in such a diverse dataset, the effect of materialization
is different, as it tends to add heterogeneous rather
than homogeneous information to the walks.
3.4 A Closer Look at the Generated Walks
In order to analyze the findings above, we first tried
to correlate the findings with the actual change on the
entities in the respective test sets. However, there
is no clear trend which can be identified. For ex-
ample, in the classification and regression cases, the
dataset which is most negatively impacted by materi-
alization, i.e., the Metacritic Albums dataset, has the
lowest change in its instances’ degree (the avg. degree
of the instances changes by 0.003% and 0.007% with
the Wikidata and the DL-Learner enrichment, respec-
tively). On the other hand, the increase in the degree
of the instances on the cities dataset is much stronger
(1.03% and 1.04%), while the decrease of the predic-
tive models on that dataset is comparatively low.
We also took a closer look at the generated random
walks on the different graphs. To that end, we com-
puted distributions of all properties occurring in the
random graph walks, for both strategies and for both
depths of 4 and 8, which are depicted in Fig. 1.
From those figures, we can observe that the distri-
bution of properties in the walks extracted from the
enriched graphs is drastically different from those on
the original graphs; the Pearson correlation of the dis-
tribution in the enriched and original case is 0.44 in the
case of walks of depth 4, and only 0.21 in the case of
walks of depth 8. The property distributions among
the two enrichment strategies, on the other hand, is
very similar, with the respective distributions expos-
ing a Pearson correlation of more than 0.99.
Another observation from the graphs is that the dis-
tribution is much more uneven for the walks extracted
from the enriched graphs, with the most frequent prop-
erties being present in the walks at a rate of 14-18%,
whereas the most frequent property has a rate of about
3% in the original walks. The three most prominent
properties in the enriched case – location, country, and
locationcountry – altogether occur in about 20% of the
walks in the depth 4 setup, and even 30% of the walks
in the depth 8 setup. This means that information
related to locations is over-represented in walks ex-
tracted from the enriched graphs. As a consequence,
the embeddings tend to focus on location-related infor-
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Table 4: Results for Entity Similarity (Spearmans Rank)
Model / Dataset IT Companies Celebrities TV Series Video Games Chuck Norris All 21 Entities
500w 4d 200v .745 .702 .586 .709 .540 .679
500w 4d 200v Wikidata .617 .503 .587 .643 .448 .581
500w 4d 200v dllearner .625 .572 .574 .735 .386 .615
500w 4d 500v .720 .672 .596 .753 .534 .678
500w 4d 500v Wikidata .603 .584 .571 .668 .453 .599
500w 4d 500v dllearner .663 .581 .595 .682 .469 .623
500w 8d 200v .709 .655 .539 .681 .592 .643
500w 8d 200v Wikidata .608 .533 .448 .664 .603 .565
500w 8d 200v dllearner .632 .345 .462 .713 .580 .540
500w 8d 500v .710 .693 .544 .695 .710 .663
500w 8d 500v Wikidata .511 .509 .474 .626 .513 .529
500w 8d 500v dllearner .571 .428 .517 .692 .511 .550
Table 5: Results for Entity Relatedness (Spearmans Rank)
Model / Dataset IT Companies Celebrities TV Series Video Games Chuck Norris All 21 Entities
500w 4d 200v .739 .651 .653 .632 .505 .661
500w 4d 200v Wikidata .706 .508 .624 .595 .558 .606
500w 4d 200v dllearner .718 .558 .582 .680 .287 .618
500w 4d 500v .749 .585 .695 .651 .496 .662
500w 4d 500v Wikidata .696 .582 .617 .590 .462 .613
500w 4d 500v dllearner .740 .578 .625 .695 .386 .647
500w 8d 200v .725 .597 .629 .593 .502 .630
500w 8d 200v Wikidata .653 .470 .514 .547 .711 .554
500w 8d 200v dllearner .690 .436 .489 .633 .558 .562
500w 8d 500v .736 .634 .659 .639 .538 .661
500w 8d 500v Wikidata .601 .406 .585 .611 .719 .559
500w 8d 500v dllearner .678 .343 .509 .681 .623 .556
Table 6: Results for the Document Similarity Task. w stands for number of walks, d stands for depth of walks,
v stands for dimensionality of the RDF2vec embedding space.
Model / Metric Pearson Score Spearman Score Harmonic Mean
500w 4d 200v .241 .144 .180
500w 4d 200v Wikidata .146 .161 .154
500w 4d 200v dllearner .252 .190 .217
500w 4d 500v .105 .015 .027
500w 4d 500v Wikidata .073 .086 .079
500w 4d 500v dllearner .116 .086 .099
500w 8d 200v .231 .192 .210
500w 8d 200v Wikidata .242 .227 .234
500w 8d 200v dllearner .315 .227 .264
500w 8d 500v .196 .174 .185
500w 8d 500v Wikidata .193 .175 .184
500w 8d 500v dllearner .238 .192 .213
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Figure 1: Distribution of top 10 properties in the generated walks
mation much more. This observation might be a pos-
sible explanation for the degradation in results on the
music and movies datasets being more drastic than,
e.g., on the cities dataset.
Finally, we also looked into the correctness of the
A-box axioms added. To that end, we sampled 100
axioms added with each of the two enrichment ap-
proaches, and had them manually annotated as true
or false by two annotators. For the Wikidata set, the
estimated precision is 65.5% (at a Cohen’s Kappa of
0.413), for the DL-Learner dataset, the estimated pre-
cision is 61.5% (at a Cohen’s Kappa of 0.73). This
shows that the majority of the axioms added to DB-
pedia are actually correct. Hence, we conclude that
a potential addition of erroneous axioms does not ex-
plain the degradation in the downstream tasks.
4 Discussion: Missing Information –
Signal or Defect?
Since the results show that adding missing knowl-
edge to the knowledge graph actually results in worse
RDF2vec embeddings, we want to investigate the char-
acteristics of missing knowledge in DBpedia in general,
as well as its impact on RDF2vec and other algorithms.
4.1 Nature of Missing Information in Knowl-
edge Graphs
One first observation is that information in DBpedia
and other knowledge graphs is not missing at random.
For a curated knowledge graph, a statement is con-
tained in the knowledge graph because some person
deemed it relevant.12
Consider, e.g., the relation spouse. It is unarguably
symmetric, nevertheless, in DBpedia, only 9.8k spouse
relations are present in both directions, whereas 18.1k
only exist in one direction. Hence, the relation is noto-
riously incomplete, and a knowledge graph completion
approach exploiting the symmetry of the spouse rela-
tion could directly add 18.1k missing axioms.
One example of a spouse relation that only exists
in one direction is
Ayda_Field spouse Robbie_Williams .
Ayda Field is mainly known for being the wife of Rob-
bie Williams, while Robbie Williams is mostly known
as a musician. This is encoded by having the rela-
tion represented in one direction, but not the other.
12For the sake of this argument, we can also consider DBpedia
a curated knowledge graph, since the source it is created from,
i.e., the infoboxes in Wikipedia, is curated. A statement is con-
tained in DBpedia if and only if somebody considers it relevant
enough to be added to an infobox in Wikipedia.
By adding the reverse edge, we cancel out the infor-
mation that the original statement is more important
than its inverse.
Adding inverse relations may have a similar effect.
One example in our dataset is the completion of doc-
toral advisors and students by exploiting the inverse
relationship between the two. For example, the fact
Georg_Joachim_Rheticus doctoralAdvisor
Nicolaus_Copernicus .
is contained in DBpedia, while its inverse
Nicolaus_Copernicus doctoralStudent
Georg_Joachim_Rheticus .
is not (since Nicolaus Copernicus is mainly known for
other achievements). Adding the inverse statement
makes the random walks equally focus on the more
important statements about Nicolaus Copernicus and
the ones considered less relevant.
The transitive property adding most axioms to the
A-box is the isPartOf relation. For example, chains of
geographic containment relations are usually material-
ized, e.g., two cities in a country being part of a region,
a state, etc. ultimately also being part of that coun-
try. For once, this under-emphasizes differences be-
tween those cities by adding a statement making them
more equal. Moreover, there usually is a direct rela-
tion (e.g., country) expressing this in a more concise
way, so that the information added is also redundant.
4.2 Impact on RDF2vec and Other Algo-
rithms
RDF2vec creates random walks on the graph, and uses
those to derive features. Assuming that all statements
in the knowledge graph are there because they were
considered relevant, each walk encodes a combination
of statements which were considered relevant.
If missing information is added to the graph which
was not considered to be relevant, there is a number of
effects. First, the set of random walks encodes a mix
of pieces of information which are relevant and pieces
of information which are not relevant. Moreover, since
the number of walks in RDF2vec is restricted by an
upper bound, adding irrelevant information also lowers
the likelihood of relevant information being reflected in
a random walk. The later representation learning will
then focus on representing relevant and irrelevant in-
formation alike, and, ultimately, creates an embedding
which works worse.
The effects are not limited to RDF2vec. Transla-
tional embedding approaches are likely to expose a
similar behavior, since they will include both relevant
and irrelevant statements in their optimization target,
which is likely to cause a worse embedding.
There are also other fields than embeddings where
missing information might actually be a valuable sig-
nal. Consider, for example, a movie recommender sys-
tem which recommends movies based on actors that
played in the movies. DBpedia and other similar
knowledge graphs typically contain the most relevant
actors for a movie.13 If we were able to complete this
relation and add all actors even for minor roles, it
would be likely that movie recommendations were cre-
ated on major and minor roles alike – which are likely
to be worse recommendations.
5 Conclusion and Outlook
In this paper, we have studied the effect of A-box ma-
terialization on knowledge graph embeddings created
with RDF2vec. The empirical results show that in
many cases, such a materialization has a negative ef-
fect on downstream applications.
Following up on those observations, we propose
a different view on knowledge graph incompleteness.
While mostly seen as a defect – i.e., a knowledge graph
is incomplete and hence needs to be fixed – we suggest
that such an incompleteness can also be a signal. Al-
though certain axioms could be completed by logical
inference, they might have been left out intentionally,
since the creators of the knowledge graph considered
them less relevant.
A natural future step would be to conduct such ex-
periments on other embedding methods as well. While
there is a certain rationale that similar effects can be
observed on, e.g., translational embeddings as well,
empirical evidence is still outstanding.
Overall, this paper has shown and discussed a some-
what unexpected finding, i.e., that materialization an
A-box can actually do harm on downstream tasks, and
looked at various possible explanations for that obser-
vation.
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