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Abstract
We study the stationary Stokes and Navier-Stokes equations with non-homogeneous
Navier boundary condition in a bounded domain Ω ⊂ R3 of class C1,1. We prove the
existence, uniqueness of weak and strong solutions in W 1,p(Ω) and W 2,p(Ω) for all 1 <
p <∞ considering minimal regularity on the friction coefficient α. Moreover, we deduce
uniform estimates on the solution with respect to α which enables us to analyze the
behavior of the solution when α→∞.
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1 Introduction
Let Ω be a bounded domain in R3 with boundary Γ, possibly not connected, of class C1,1
(additional smoothness of the boundary will be precised whenever needed). Consider the
stationary Stokes equations
−∆u+∇π = f , div u = χ in Ω (1.1)
and the stationary Navier-Stokes equations
−∆u+ (u · ∇)u+∇π = f , div u = χ in Ω (1.2)
where u and π are the velocity field and the pressure of the fluid respectively, f is the external
force acting on the fluid and χ stands for the compressibility condition.
Concerning these equations, the first thought goes to the classical no-slip Dirichlet bound-
ary condition
u = 0 on Γ. (1.3)
This condition was formulated by G. Stokes in 1845. An alternative was suggested by C.L.
Navier [29] even before, in 1823. Along with the usual impermeability condition
u · n = 0 on Γ (1.4)
Navier proposed a slip-with-friction boundary condition and claimed that the component of
the fluid velocity tangent to the surface, instead of being zero, should be proportional to the
rate of strain at the surface i.e.
2 [(Du)n]τ + αuτ = 0 on Γ (1.5)
where n and τ are the unit outward normal and tangent vectors on Γ respectively and
Du = 12(∇u + ∇u
T ) is the rate of strain tensor. Here, α is the coefficient which measures
the tendency of the fluid to slip on the boundary, called friction coefficient.
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Although the no-slip hypothesis seems to be in good agreement with experiments, it
leads to certain rather surprising conclusions, the most striking one being the absence of
collisions of rigid bodies immersed in a linearly viscous fluid (see [20]). In contrast with the
no-slip condition, Navier’s boundary conditions offer more freedom and are likely to provide
a physically acceptable solution at least to some of the paradoxical phenomenons, resulting
from the no-slip condition (see for instance, [26]). There have been several attempts in the
literature to provide a rigorous justification of the no-slip boundary condition, based on the
idea that the physical boundary is never smooth but contains small asperities that drive the
fluid to rest under the mere impermeability hypothesis! These kind of results have been
shown by Casado-Diaz et al. [11] in the case of periodically distributed asperities and the
references therein. Conversely, [22] identified the Navier’ slip boundary condition as a suitable
approximation of the behavior of a viscous fluid out of a boundary layer created by the no-slip
condition, imposed on a rough boundary. It is worth noting that these results are by far not
contradictory but reflect two conceptually different approaches in mathematical modelling of
viscous fluids. Some interesting remarks on the use of this boundary condition can be found
in Serrin [32]. Recently this boundary condition has also been identified as appropriate for
some large Eddy simulation models for turbulent flows, see for instance Galdi and Layton [16].
Note that, in [14], F. Coron has derived rigorously the slip boundary condition (1.5) from
the boundary condition at the kinetic level (Boltzmann equation) for compressible fluids.
The Navier slip with friction conditions are also used for simulations of flows near rough
boundaries, such as in aerodynamics, in weather forecast, in haemodynamics etc.
In this work, we study the existence, uniqueness and regularity of solutions of the system
(1.1) and (1.2) with the boundary condition (1.4)-(1.5). Skipping the extremely extensive
literature of the well-known no-slip boundary condition, we give a brief overview of some of
the available results on the Navier/Navier-type boundary conditions. Concerning the non-
stationary Navier-Stokes equation with Navier boundary condition, there are considerably
many works, among other reasons, for studying the limiting viscosity case. For example,
in 2D, the existence of solutions are studied assuming α in C2(Γ) (see Mikelic´ et al [12])
and for α in L∞(Γ) (see Kelliher [24]); whereas in 3D, Beira˜o Da Veiga [8] considered the
system with α a positive constant and Iftimie and Sueur [21] have analysed the case with α
in C2(Γ). Also we refer to the work of D. Bucur et al [10] in the periodic boundary case (see
the references therein also). We mention here the paper of Monniaux [28] where they studied
the similar boundary condition in Lipschitz domain but with α depending on both time and
space variables. On the contrary, for the stationary problem, comparatively less works are
known. The first paper concerning basic existence and regularity result is by Solonnikov and
Scadilov [33] where they treated the problem for α = 0. They considered the stationary Stokes
system with Dirichlet boundary condition on some part and Navier boundary conditions (1.5)
(with α = 0) on the other part of the boundary and showed existence of weak solution in
H1(Ω) which is regular (belongs to H2loc(Ω)) upto some part of the boundary (except in the
neighbourhood of the intersection of the two part). Also, it is worth mentioning the work
of Beira˜o Da Veiga [7] where he proved existence results of weak and strong solution of the
Stokes problem in the L2-settings, but for more generalized system and again with positive
constant α. Also he did not precise in the estimate, the dependence of the constant on α.
Recently, Berselli [9] gave some result concerning very weak solution in the special case of
a flat domain in R3, in general Lp(Ω) settings and considering α = 0 which is based on the
regularity theory of Poisson equation. In the paper of Amrouche and Rejaiba [4], they proved
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the existence and regularity of weak, strong and very weak solutions in a bounded domain
in R3 for all 1 < p < ∞ for non-smooth data, but for α = 0. In the work of Medkova´ [27],
we can find various other forms of Navier problems and the references therein. Furthermore,
the numerical study has been done in, e.g. Verfu¨rth [34] (though again for α = 0) and John
[23].
Note that, as shown in (3.3), the two boundary conditions
curl u×n = 0 (1.6)
and
2 [(Du)n]τ + αuτ = 0
are very much similar and in the case of flat boundary and α = 0, they are actually equal.
Hence, there are several studies concerning this Navier type boundary condition (1.6) as well.
We refer to [5] where Amrouche et al. studied the weak, strong and very weak solutions and
the references therein.
In both cases of stationary and evolution problem, all the available works have considered
α as either a constant or a smooth function, as mentioned before. In this work, we analyse the
possible minimal regularity of α for the existence of weak and strong solutions in Lp(Ω) for all
1 < p <∞ [see (2.2)]. Also, it is worth mentioning that the restriction that α is non-negative
is usual, in order to ensure the conservation of energy. But mathematically, we can take into
account the negative values of α as well. Some authors have studied the evolution system
with α negative where there was no mathematical difficulty due to the access of Gronwall
inequality. But in the stationary problem, it is not the case.
Another interesting question we try to answer here is the precise dependence of the
solution of (S) or (NS) on α and if we let the function α tends to ∞ or 0 in (1.5), how does
the solution behave? As per the authors’ knowledge, there is no previous work on that even if
α is smooth function or a constant. We prove the estimates in Theorem 4.3 and Theorem 6.12
which show that the solution is uniformly bounded with respect to α. The proof of Theorem
6.12 is interesting in the sense that it exploits the uniform L2-estimate and the observation by
Z. Shen that for any p > 2, W 1,p-estimate for (certain) elliptic equations is equivalent to the
weak reverse ho¨lder inequality (6.12). Moreover, in Section 7, we show that as α converges to
0, the solution of the Stokes equation with Navier boundary conditions converges strongly to
the solution of the Stokes equation corresponding to α = 0 and if α goes to ∞, the solution
converges strongly to the Stokes equation with Dirichlet boundary condition. This type of
convergence is, in a sense, an inverse of the derivation of the Navier boundary conditions from
no-slip boundary condition for rough boundaries as we have explained previously also. In
[13], Conca studied similar system in a bounded domain in R2 with smooth viscosity. There
he assumed the well-posedness of the problem (1.1) (or, (1.2)) with (1.4)-(1.5) and proved
some convergence results as ε goes to 0, based on homogenization theory, where he considered
the domain depends on ε as well. In some sense, our work generalizes the work in [13]. We
want to mention that the main purpose of this work is to develop a complete Lp-theory for
all 1 < p < ∞ to deal with the well-posedness for the stationary Stokes and Navier-Stokes
equations with full Navier boundary condition, considering general non-regular α and study
the limiting cases. Hence, our work can be useful to study the evolution problem and the
other related issues; for example, the coupled fluid-structure interaction problems are another
interesting open problem. Also the estimates obtained in Section 6.2, precisely in Theorem
4
6.15 can be of independent interest. The corresponding well-posedness and limiting behavior
for non-linear system is studied in Section 8. The main results of our work are mentioned
below.
2 Main results
Let us briefly discuss here the main results of our paper, referring to the next sections
for precise definitions and complete proofs. Since the case α ≡ 0 in (1.5) has already been
studied in [4], here onwards we consider that α 6≡ 0 on Γ. If we do not precise otherwise, we
will always assume
α ≥ 0 on Γ and α > 0 on some Γ0 ⊂ Γ with |Γ0| > 0.
Also we denote as
β(x) = b× x (2.1)
when Ω is axisymmetric with respect to a constant vector b ∈ R3.
Note that we can always reduce the non vanishing divergence problem{
−∆u+∇π = f + div F, div u = χ in Ω
u · n = g, [(2Du+ F)n]τ + αuτ = h on Γ
to the case where div u = 0 in Ω and u · n = 0 on Γ, by solving the following Neumann
problem
∆θ = χ in Ω, ∂θ∂n = g on Γ
and hence using the change of unknowns w = u − ∇θ and Π = π − χ. Therefore, it is
sufficient to study the following Stokes problem:{
−∆u+∇π = f + div F, div u = 0 in Ω
u · n = 0, [(2Du+ F)n]τ + αuτ = h on Γ.
(S)
The first main result is the existence and uniqueness of weak and strong solution of the
Stokes problem (S) which is given in Theorem 4.1 in the Hilbert case and in Corollary 5.8
and Theorem 5.11 for p 6= 2. Note that we proved more general existence result in Theorem
5.5 than the solution of the problem (S).
For that, we need the following assumption on α:
α ∈ Lt(p)(Γ) with

t(p) = 2 if p = 2
t(p) > 2 if 32 ≤ p ≤ 3, p 6= 2
t(p) > 23 max{p, p
′} otherwise
(2.2)
and where t(p) = t(p′). Also we will always assume, unless stated otherwise, F is a 3 × 3
matrix and h · n = 0 on Γ and we will not repeat these hypothesis every time.
Theorem 2.1 (Existence of weak and strong solutions of Stokes problem). Let
p ∈ (1,∞).
(i) If
f ∈ Lr(p)(Ω), F ∈ Lp(Ω), h ∈W−
1
p
,p(Γ) and α ∈ Lt(p)(Γ)
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where t(p) as above and r(p) is defined in (3.2), then the Stokes problem (S) has a unique
solution (u, π) ∈W 1,p(Ω)× Lp0(Ω).
(ii) Moreover, if F = 0 and
f ∈ Lp(Ω), h ∈W 1−
1
p
,p(Γ) and α ∈W 1−
1
q
,q(Γ)
with q > 32 if p ≤
3
2 and q = p otherwise, then the solution (u, π) belongs to W
2,p(Ω) ×
W 1,p(Ω).
Also we obtain some uniform bounds for the weak solution of the problem (S) inW 1,p(Ω)
for all p ∈ (1,∞), which we believe are quite interesting on its own.
Theorem 2.2 (Stokes estimates). Let p ∈ (1,∞) and (u, π) ∈ W 1,p(Ω) × Lp0(Ω) be the
solution of the Stokes problem (S). Then it satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤
Cp(Ω)
min{2, α∗}
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
In Theorem 4.3 and Theorem 4.5, we discuss in detail the estimates of weak and strong
solutions in the Hilbert case and the proof of Theorem 2.2 for general p is done in Theorem
6.12.
The next theorem gives existence of weak and strong solutions for the following Navier-
Stokes problem and some estimates.{
−∆u+ u · ∇u+∇π = f + div F, div u = 0 in Ω,
u · n = 0, [(2Du+ F)n]τ + αuτ = h on Γ.
(NS)
Theorem 2.3 (Existence of weak and strong solutions of Navier-Stokes problem
and estimates). Let p ∈ (32 ,∞) and
f ∈ Lr(p)(Ω), F ∈ Lp(Ω), h ∈W
− 1
p
,p
(Γ) and α ∈ Lt(p)(Γ).
1. Then the problem (NS) has a solution (u, π) ∈W 1,p(Ω)× Lp0(Ω).
2. Also for any p ∈ (1,∞), if F = 0 and
f ∈ Lp(Ω), h ∈W
1− 1
p
,p
(Γ) and α ∈W
1− 1
q
,q
(Γ)
with q > 32 if p ≤
3
2 and q = p otherwise, then (u, π) ∈W
2,p(Ω)×W 1,p(Ω).
3. For p = 2, the weak solution (u, π) ∈H1(Ω)× L20(Ω) satisfies the following estimates:
a) if Ω is not axisymmetric, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
.
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b) if Ω is axisymmetric and
(i) α ≥ α∗ > 0 on Γ, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤
C(Ω)
min{2, α∗}
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
.
(ii) f ,F and h satisfy the condition:∫
Ω
f · β −
∫
Ω
F : ∇β + 〈h,β〉Γ = 0
then, the solution u satisfies
∫
Γ αu · β = 0 and
‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 + ‖π‖2L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)2
.
In particular, if α is a constant, then
∫
Γ u · β = 0 and
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
.
We refer to Theorem 8.3 and Corollary 8.7 for the proof of above result, which is similar
to that of Stokes problem. Note that in the above theorem, the existence of weak solution in
W 1,p(Ω) for 32 < p < 2 is not trivial.
The last interesting result to mention here, is the strong convergence of (NS) to the
Navier-Stokes equations with no-slip boundary condition when α grows large (see Theorem
8.10). The proof is essentially based on the estimates obtained above.
Theorem 2.4 (Limit case for Navier-Stokes problem). Let p ≥ 2, α be a constant and
(uα, πα) be a solution of (NS) where
f ∈ Lr(p)(Ω), F ∈ Lp(Ω) and h ∈W
− 1
p
,p
(Γ).
Then
(uα, πα)→ (u∞, π∞) in W
1,p(Ω)× Lp0(Ω) as α→∞
where (u∞, π∞) is a solution of the Navier-Stokes problem with Dirichlet boundary condition,
−∆u∞ + u∞ · ∇u∞ +∇π∞ = f + div F in Ω,
div u∞ = 0 in Ω,
u∞ = 0 on Γ.
3 Notations and preliminary results
Before studying the problem (1.1) and (1.2) with (1.4)-(1.5), we review some basic nota-
tions and functional framework. We will use the term axisymmetric to mean a non-empty set
which is generated by rotation around an axis. The vector fields and matrix fields (and the
corresponding spaces) defined over Ω or over R3 are denoted by bold font and blackboard bold
font respectively. Unless otherwise stated, we follow the convention that C is an unspecified
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positive constant that may vary from expression to expression, even across an inequality (but
not across an equality). Also C depends on Ω generally and the dependence of C on other
parameters will be specified within parenthesis when necessary.
Note that the vector-valued Laplace operator of a vector-field v = (v1, v2, v3) is equiva-
lently defined as
∆v = 2 div Dv − grad div v.
We denote by D(Ω) the set of smooth functions (infinitely differentiable) with compact
support in Ω. Define
Dσ(Ω) := {v ∈ D(Ω); div v = 0 in Ω}
and
Lp0(Ω) :=
v ∈ Lp(Ω);
∫
Ω
v = 0
 .
If p ∈ [1,∞), p′ denotes the conjugate exponent of p i.e. 1p +
1
p′ = 1. For p, r ∈ [1,∞), we
introduce the following space
Hr,p(div,Ω) := {v ∈ Lr(Ω); div v ∈ Lp(Ω)}
equipped with the norm
‖v‖Hr,p(div,Ω) = ‖v‖Lr(Ω) + ‖div v‖Lp(Ω).
It can be shown that D(Ω) is dense in Hr,p(div,Ω) (cf. [30, Proposition 1.0.2]). The closure
of D(Ω) in Hr,p(div,Ω) is denoted by Hr,p0 (div,Ω) and can be characterized as
H
r,p
0 (div,Ω) = {v ∈H
r,p(div,Ω); v · n = 0 on Γ} .
Also for p ∈ (1,∞), the dual space of Hr,p0 (div,Ω), denoted by [H
r,p
0 (div,Ω)]
′, can be char-
acterized as follows (cf. [30, Proposition 1.0.4]):
Proposition 3.1. A distribution f belongs to [Hr,p0 (div,Ω)]
′ iff there exists ψ ∈ Lr
′
(Ω) and
χ ∈ Lp
′
(Ω) such that f = ψ +∇χ. Moreover, we have the estimate :
‖f‖[Hr,p0 (div,Ω)]′ ≤ inff=ψ+∇χ
max{‖ψ‖Lr′ (Ω), ‖χ‖Lp′ (Ω)}.
We also recall the following useful result (cf. [6, Theorem 3.5]):
Proposition 3.2. Let v ∈ Lp(Ω) with div v ∈ Lp(Ω), curl v ∈ Lp(Ω) and v·n ∈W 1−
1
p
,p(Γ).
Then v ∈W 1,p(Ω) and satisfies the estimate:
‖v‖W 1,p(Ω) ≤ C
(
‖v‖Lp(Ω) + ‖curl v‖Lp(Ω) + ‖div v‖Lp(Ω) + ‖v · n‖
W
1− 1p ,p(Γ)
)
.
We need to introduce the following spaces also :
V pσ,τ (Ω) :=
{
v ∈W 1,p(Ω); div v = 0 in Ω and v · n = 0 on Γ
}
equipped with the norm of W 1,p(Ω),
H1τ (Ω) :=
{
v ∈H1(Ω); v · n = 0 on Γ
}
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and
Ep(Ω) :=
{
(v, π) ∈W 1,p(Ω)× Lp(Ω); −∆v +∇π ∈ Lr(p)(Ω)
}
(3.1)
where {
r(p) = max
{
1, 3pp+3
}
if p 6= 32
r(p) > 1 if p = 32
(3.2)
which is a Banach space with the norm
‖ (v, π) ‖Ep(Ω) := ‖v‖W 1,p(Ω) + ‖π‖Lp(Ω) + ‖ −∆v +∇π‖Lr(p)(Ω).
Let us now introduce some notations to describe the boundary. Consider any point P on
Γ and choose an open neighbourhood W of P in Γ, small enough to allow the existence of 2
families of C2 curves onW with these properties : a curve of each family passes through every
point of W and the unit tangent vectors to these curves form an orthogonal system (which
we assume to have the direct orientation) at every point of W . The lengths s1, s2 along each
family of curves, respectively, are a possible system of coordinates in W . We denote by τ1, τ2
the unit tangent vectors to each family of curves.
With this notations, we have v =
∑2
k=1 vkτk + (v · n)n where τk = (τk1, τk2, τk3) and
vk = v · τk. In the sequel, for simplicity of notation, we will use
Λv =
2∑
k=1
(
vτ ·
∂n
∂sk
)
τk.
We recall the following relations which give the equivalence of the two boundary conditions
(1.5) and (1.6) and which will be used extensively to prove some of our main results (for proof,
see [4, Appendix A]). Note that Ω being C1,1 is sufficient and there is a sign change in the
second relation, compared to [4] and it is the corrected formulation.
Lemma 3.3. For any v ∈W 2,p(Ω), we have the following equalities:
2 [(Dv)n]τ = ∇τ (v · n) +
(
∂v
∂n
)
τ
−Λv ,
curl v × n = −∇τ (v · n) +
(
∂v
∂n
)
τ
+Λv .
Remark 3.4. In the particular case v · n = 0 on Γ, we obtain, for all v ∈W 2,p(Ω),
2 [(Dv)n]τ =
(
∂v
∂n
)
τ
−Λv and curl v × n =
(
∂v
∂n
)
τ
+Λv
which implies that
2 [(Dv)n]τ = curl v × n− 2Λv. (3.3)
Next, we prove the following Green formula to define the trace of the strain tensor of a
vector field.
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Lemma 3.5. Let Ω be Lipschitz. Then,
(i) D(Ω)×D(Ω) is dense in Ep(Ω) and
(ii) The linear mapping (v, π) 7→ [(Dv)n]τ , defined on D(Ω) × D(Ω) can be extended to a
linear, continuous map from Ep(Ω) to W−
1
p
,p(Γ). Moreover we have the following relation:
for all (v, π) ∈ Ep(Ω) and ϕ ∈ V p
′
σ,τ (Ω),∫
Ω
(−∆v +∇π) ·ϕ = 2
∫
Ω
Dv : Dϕ− 2 〈[(Dv)n]τ ,ϕ〉
W
− 1p ,p(Γ)×W
1
p ,p
′
(Γ)
. (3.4)
Proof. (i) The proof of the density result is very much similar to [30, Lemma 4.2.1]. Let
P : W 1,p(Ω) → W 1,p(R3) be the extension operator such that Pu
∣∣
Ω
= u. Then for all
ℓ ∈ [Ep(Ω)]′, there exists (ϕ, λ,ψ) ∈ W−1,p
′
(R3) × Lp
′
(Ω) × L(r(p))
′
(Ω) such that for any
(v, π) ∈ Ep(Ω),
〈ℓ, (v, π)〉 = 〈ϕ, Pv〉W−1,p′ (R3)×W 1,p(R3) +
∫
Ω
λπ +
∫
Ω
ψ · (−∆v +∇π).
Thanks to the Hahn-Banach theorem, it suffices to show that any ℓ which vanishes onD(Ω)×
D(Ω) is actually zero on Ep(Ω).
Let us suppose that ℓ = 0 in D(Ω) × D(Ω) and let λ˜ ∈ Lp
′
(R3) and ψ˜ ∈ L(r(p))
′
(R3)
be the extension by zero to R3. Then for all (V ×Π) ∈ D(R3) × D(R3), let v = V
∣∣
Ω
and
π = Π
∣∣
Ω
so that (v, π) ∈ D(Ω)×D(Ω) and
〈ϕ,V 〉W−1,p′(R3)×W 1,p(R3) +
∫
R3
λ˜Π+
∫
R3
ψ˜ · (−∆V +∇Π) dx = 0
since 〈ϕ,V 〉 = 〈ϕ, Pv〉. It then follows that〈
ϕ−∆ψ˜,V
〉
D′(R3)×D(R3)
= 0 and
〈
λ˜− div ψ˜,Π
〉
D′(R3)×D(R3)
= 0.
i.e. ϕ − ∆ψ˜ = 0 and λ˜ − div ψ˜ = 0 in the sense of distribution in R3. Hence, ∆ψ˜ ∈
W−1,p
′
(R3). As a consequence, ψ˜ ∈ W 1,p
′
(R3) and therefore ψ ∈ W 1,p
′
0 (Ω). Then by
density of D(Ω) in W 1,p
′
0 (Ω), there exists a sequence (ψk)k ⊂ D(Ω) such that ψk → ψ as
k → ∞ in W 1,p
′
(Ω). Also ∆ψ˜k → ∆ψ˜ in W
−1.p′(R3). Now, for any (v, π) ∈ Ep(Ω), we
have,
〈ℓ, (v, π)〉
= 〈ϕ, Pv〉W−1,p′ (R3)×W 1,p(R3) +
∫
Ω
λπ +
∫
Ω
ψ · (−∆v +∇π)
= 〈∆ψ˜, Pv〉W−1,p′ (R3)×W 1,p(R3) +
∫
Ω
π div ψ + 〈ψ, (−∆v +∇π)〉
W
1,p′
0 (Ω)×W
−1,p(Ω)
= lim
k→∞
[〈∆ψ˜k, Pv〉W−1,p′(R3)×W 1,p(R3) +
∫
Ω
π div ψk +
+ 〈ψk, (−∆v +∇π)〉W 1,p
′
0 (Ω)×W
−1,p(Ω)
]
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= lim
k→∞
[〈∆ψk,v〉D(Ω)×D′(Ω) − 〈ψk,∇π〉D(Ω)×D′(Ω) + 〈ψk,−∆v +∇π〉D(Ω)×D′(Ω)]
= 0 .
Thus ℓ is identically zero.
(ii) The Green formula for (v, π) ∈ D(Ω) × D(Ω) and ϕ ∈ V p
′
σ,τ (Ω) follows immediately
by integration by parts and then we use the density result (cf. [4, Lemma 2.4]). 
Remark 3.6. 1. The following Green formula also can be obtained in the same way as (3.4),
which will be used later: for (v, π) ∈ W 1,p(Ω) × Lp(Ω), F ∈ Lp(Ω) such that −div(2Dv +
F) +∇π ∈ Lr(p)(Ω) and ϕ ∈ V p
′
σ,τ (Ω),∫
Ω
(−div(2Dv + F) +∇π) ·ϕ = 2
∫
Ω
Dv : Dϕ+
∫
Ω
F : ∇ϕ− 〈[(2Dv + F)n]τ ,ϕ〉Γ . (3.5)
2. In fact, we can obtain Lemma 3.5 for any v ∈ Ep(Ω) where
Ep(Ω) :=
{
v ∈W 1,p(Ω); ∆v ∈ [H
r(p)′,p′
0 (div,Ω)]
′
}
.
Thus we can extend (3.3) in W−
1
p
,p(Γ) as follows: let Ω be C1,1 and for any v ∈ W 1,p(Ω)
with ∆v ∈ Lr(p)(Ω) and v · n = 0 on Γ,
2 [(Dv)n]τ = curl v × n− 2Λv in W
− 1
p
,p
(Γ). (3.6)
The following two propositions give some Korn-type inequalities which will be useful in
the context. ’≃’ denotes the equivalence of two norms.
Proposition 3.7. Let Ω be Lipschitz. Then, for all u ∈H1(Ω) with u ·n = 0 on Γ, we have
the following equivalence of norms:
‖u‖H1(Ω) ≃ ‖Du‖L2(Ω) if Ω is not axisymmetric , (3.7)
and
‖u‖H1(Ω) ≃ ‖Du‖L2(Ω) + ‖uτ ‖L2(Γ) if Ω is axisymmetric . (3.8)
Proof. Since (3.7) follows from [4, Lemma 3.3], we only prove (3.8). Also, it is enough to
show that there exists C > 0 such that
‖u‖H1(Ω) ≤ C
(
‖Du‖L2(Ω) + ‖uτ ‖L2(Γ)
)
as the other inequality is obvious.
We prove by contradiction. Suppose for any m ∈ IN , there exists um ∈H
1(Ω) such that
um · n = 0 on Γ and
‖um‖H1(Ω) > m
(
‖Dum‖L2(Ω) + ‖(um)τ ‖L2(Γ)
)
. (3.9)
Since ‖um‖H1(Ω) > 0, we can define vm :=
um
‖um‖H1(Ω)
so that ‖vm‖H1(Ω) = 1 for all m ∈ IN .
Then from (3.9), we have
‖Dvm‖L2(Ω) + ‖(vm)τ ‖L2(Γ) <
1
m
.
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Hence, as m→∞,
Dvm → 0 in L
2(Ω) and (vm)τ → 0 in L
2(Γ).
But as vm · n = 0 on Γ, we get vm → 0 in L
2(Γ). On the other hand, since {vm}m is
bounded in H1(Ω), there exists a subsequence, which we still call {vm}m and v ∈ H
1(Ω)
such that vm ⇀ v weakly in H
1(Ω). Thus
Dv = 0 in Ω and v = 0 on Γ
which yields v = 0 in Ω. But this is a contradiction since from Korn inequality, we have
1 = ‖vm‖H1(Ω) ≤ C
(
‖vm‖L2(Ω) + ‖Dvm‖L2(Ω)
)
→ 0.
Thus (3.8) follows. 
Proposition 3.8. Let Ω be Lipschitz. For Ω axisymmetric, we have the following inequalities:
for all u ∈H1(Ω) with u · n = 0 on Γ,
‖u‖2L2(Ω) ≤ C
‖Du‖2L2(Ω) +
∫
Ω
u · β
2 (3.10)
and
‖u‖2L2(Ω) ≤ C
‖Du‖2L2(Ω) +
∫
Γ
u · β
2 . (3.11)
Proof. (i) First recall from (2.1) that β ∈ C∞(R3) and Dβ = 0 in R3. Then (3.10) follows
from the following result [4, Lemma 3.3]:
inf
w∈T (Ω)
‖u+w‖2L2(Ω) ≤ C(Ω)
‖Du‖2L2(Ω) + ∫
Γ
|u · n|2
 . (3.12)
Since, w = cβ for some c ∈ R, inf
w∈T (Ω)
‖u+w‖2
L2(Ω) = infc ∈ R
‖u+ cβ‖2
L2(Ω) and this infimum
is attained at
c =
1
‖β‖2
L2(Ω)
∫
Ω
u · β
 .
Now, ∥∥∥∥∥∥u− 1‖β‖2L2(Ω)
∫
Ω
u · β
β
∥∥∥∥∥∥
2
L2(Ω)
= ‖u‖2L2(Ω) −
2
‖β‖2
L2(Ω)
∫
Ω
u · β
2 + 1
‖β‖2
L2(Ω)
∫
Ω
u · β
2
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= ‖u‖2L2(Ω) −
1
‖β‖2
L2(Ω)
∫
Ω
u · β
2 .
Hence, we obtain (3.10).
(ii) Now we prove the inequality (3.11), by contradiction. Let us denote
|||u||| := ‖u‖L2(Ω) + ‖Du‖L2(Ω).
Now assume that for all m ∈ IN , there exists um ∈ H
1(Ω) with um · n = 0 on Γ and
|||um||| = 1 such that
1 > m
‖Dum‖2L2(Ω) +
∫
Γ
um · β
2 . (3.13)
So {um}m is a bounded sequence in H
1(Ω); Hence there exists a subsequence, we still call
{um}m and u in H
1(Ω) so that um ⇀ u in H
1(Ω). This gives u · n = 0 on Γ and um → u
in L2(Ω). But from (3.13), we have
Dum → 0 in L
2(Ω) and
∫
Γ
um · β → 0.
Then Du = 0 in Ω which implies u = cβ for some c ∈ R. But also um ⇀ u in H
1
2 (Γ)
and H
1
2 (Γ) is compactly embedded in L2(Γ) implies um → u in L
2(Γ). Therefore, we have
um · β → u · β in L
2(Γ) which yields u · β = 0 on Γ. Hence, u = 0 in Ω. But then
1 = |||um||| = ‖um‖L2(Ω) + ‖Dum‖L2(Ω) → 0
which is a contradiction. 
4 Stokes equations: L2-theory
In this section, we study the well-posedness of solutions of the Stokes problem (S) in the
Hilbert space. First we prove the existence and uniqueness of the weak solution.
Theorem 4.1 (Existence in H1(Ω)). Let Ω be Lipschitz and
f ∈ L
6
5 (Ω),F ∈ L2(Ω),h ∈H−
1
2 (Γ) and α ∈ L2(Γ)
with α > 0 on Γ0 ⊆ Γ. Then the Stokes problem (S) has a unique solution (u, π) ∈H
1(Ω)×
L20(Ω) which satisfies the estimate:
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(α)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
. (4.1)
Proof. Existence of a unique solution (u, π) ∈H1(Ω)×L20(Ω) of (S) follows from Lax-Milgram
theorem. The bilinear form
∀ u,ϕ ∈ V 2σ,τ (Ω), a(u,ϕ) = 2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ · ϕτ
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is clearly continuous. And from Proposition 3.7,
a(u,u) = 2‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 ≥ C(α)‖u‖2H1(Ω) (4.2)
which shows that it is also coercive on V 2σ,τ (Ω). Moreover, the linear form ℓ : V
2
σ,τ (Ω) → R,
defined as
ℓ(ϕ) =
∫
Ω
f · ϕ−
∫
Ω
F : ∇ϕ+ 〈h,ϕ〉
H−
1
2 (Γ)×H
1
2 (Γ)
is continuous on V 2σ,τ (Ω). Hence, Lax-Milgram theorem gives the existence of a unique
u ∈ V 2σ,τ (Ω) satisfying
a(u,ϕ) = ℓ(ϕ) ∀ϕ ∈ V 2σ,τ (Ω). (4.3)
This completes the proof since (4.3) is equivalent to the problem (S) (see Proposition 5.2).
Existence of the pressure term follows from De Rham theorem.
The estimate (4.1) is obvious from (4.2) and (4.3). 
Remark 4.2. Note that with α > 0 on some Γ0 ⊆ Γ with |Γ0| > 0, we get the uniqueness
of the solution of the Stokes problem (S). But for the case α ≡ 0 on Γ, there is a non-trivial
kernel when Ω is axisymmetric (see [4, Theorem 3.4]).
Indeed, consider the kernel T α(Ω) of the Stokes operator: (u, π) ∈ H
1(Ω) × L20(Ω)
satisfying (S) with f = 0 and h = 0. Then we have the energy estimate
2‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 = 0
with α ≥ 0 on Γ. Hence Dv = 0 in Ω implies u(x) = b× x+ c for almost all x ∈ Ω (in fact,
for all x ∈ Ω since u ∈ H2(Ω) →֒ C0(Ω)) where b, c ∈ R3 are arbitrary constant vectors.
But also v · n = 0 on Γ gives c = 0.
a) If α > 0 on Γ0, then b× x = 0,x ∈ Γ0 and thus b = 0 i.e. T α(Ω) = {0}.
b) If α ≡ 0 on Γ, we can verify easily that
i) u(x) = b×x if Ω is axisymmetric i.e. b is co-linear to the axis of Ω and dimT α(Ω) = 1.
ii) u = 0 if Ω is not axisymmetric i.e. T α(Ω) = {0}.
In the next theorem we improve the estimate (4.1) with respect to α in some particular
cases.
Theorem 4.3 (Estimates in H1(Ω)). With the same assumption on f ,F,h and α as in
Theorem 4.1, the solution (u, π) ∈ H1(Ω) × L20(Ω) of the Stokes problem (S) satisfies the
following estimates:
a) if Ω is not axisymmetric, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (4.4)
b) if Ω is axisymmetric and
(i) α ≥ α∗ > 0 on Γ, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤
C(Ω)
min{2, α∗}
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (4.5)
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(ii) f ,F and h satisfy the condition:∫
Ω
f · β −
∫
Ω
F : ∇β + 〈h,β〉Γ = 0 (4.6)
then, the solution u satisfies
∫
Γ αu · β = 0 and
‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 + ‖π‖2L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)2
. (4.7)
In particular, if α is a non-zero constant, then
∫
Γ u · β = 0 and
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (4.8)
Remark 4.4. Note that in the case of Ω axisymmetric, if α is a non-zero constant, we can
use the estimate (4.5) with α = α∗. In particular if α =
1
n , n ∈ N
∗, the corresponding solution
(un, πn) satisfy
‖un‖H1(Ω) + ‖πn‖L2(Ω) ≤ nC(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
.
But this estimate is not optimal, when we suppose (4.6). In fact because of
∫
Γ un · β = 0, we
have by (4.8) the better estimate
‖un‖H1(Ω) + ‖πn‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
where C(Ω) does not depend on n. That means if α→ 0, (4.8) is better estimate than (4.5).
Proof. The solution u satisfies:
2
∫
Ω
|Du|2 +
∫
Γ
α|uτ |
2 ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
‖u‖H1(Ω). (4.9)
a) If Ω is not axisymmetric, estimate (3.7) shows that the norm ‖Du‖L2(Ω) is equivalent to
the norm ‖u‖H1(Ω) and hence from (4.9), it follows
‖u‖H1(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
. (4.10)
On the other hand,
‖π‖L2(Ω) ≤ ‖∇π‖H−1(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖∆u‖H−1(Ω)
)
≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖u‖H1(Ω)
)
≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (4.11)
The estimate (4.4) then follows from (4.10) and (4.11).
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b) If Ω is axisymmetric and
(i) α ≥ α∗ > 0, estimate (3.8) gives,
‖u‖2H1(Ω) ≤
C(Ω)
min{2, α∗}
(
2‖Du‖2L2(Ω) + α∗‖uτ ‖
2
L2(Γ)
)
≤
C(Ω)
min{2, α∗}
2∫
Ω
|Du|2 +
∫
Γ
α|uτ |
2
 ; (4.12)
Hence estimate (4.5) follows from (4.9).
(ii) f ,F and h satisfy the condition (4.6), then from (4.3), we get
2
∫
Ω
|Du|2 +
∫
Γ
α|uτ |
2 =
∫
Ω
f · u−
∫
Ω
F : ∇u+ 〈h,u〉Γ
=
∫
Ω
f · (u+ kβ)−
∫
Ω
F : ∇(u+ kβ) + 〈h,u+ kβ〉Γ ∀k ∈ R
≤ C(Ω)
(
‖f
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
inf
k∈R
‖u+ kβ‖H1(Ω).
Also from Korn inequality and the inequality (3.12), we know,
inf
k∈R
‖u+ kβ‖2H1(Ω) ≤ C(Ω)
(
inf
k∈R
‖u+ kβ‖2L2(Ω) + ‖Du‖
2
L2(Ω)
)
≤ C(Ω) ‖Du‖2L2(Ω).
which yields
2
∫
Ω
|Du|2 +
∫
Γ
α|uτ |
2 ≤ C(Ω)
(
‖f
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
‖Du‖L2(Ω).
This in turn implies
‖Du‖L2(Ω) ≤ C(Ω)
(
‖f
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
and then ∫
Γ
α|uτ |
2 ≤ C(Ω)
(
‖f
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)2
and hence the inequality (4.7).
Moreover, if α is a non-zero constant, the variational formulation (4.3) gives,∫
Γ
u · β = 0.
So now (3.11) shows that the norm ‖Du‖L2(Ω) is equivalent to the full norm ‖u‖H1(Ω) and
(4.8) is a consequence of(4.9). 
16
Next we discuss the strong solution of the system (S) and the corresponding bounds, not
depending on α.
Theorem 4.5 (Existence and estimate in H2(Ω)). Assume that α is a constant. Then
if
f ∈ L2(Ω) and h ∈H
1
2 (Γ),
the solution (u, π) of the Stokes problem (S) with F = 0 belongs to H2(Ω)×H1(Ω). Also it
satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖H2(Ω) + ‖π‖H1(Ω) ≤ C(Ω)
(
‖f‖L2(Ω) + ‖h‖
H
1
2 (Γ)
)
. (4.13)
(ii) if Ω is axisymmetric, then
‖u‖H2(Ω) + ‖π‖H1(Ω) ≤
C(Ω)
min{2, α}
(
‖f‖L2(Ω) + ‖h‖
H
1
2 (Γ)
)
. (4.14)
If moreover, f ,h satisfy the condition:∫
Ω
f · β + 〈h,β〉Γ = 0
then
‖u‖H2(Ω) + ‖π‖H1(Ω) ≤ C(Ω)
(
‖f‖L2(Ω) + ‖h‖
H
1
2 (Γ)
)
. (4.15)
Remark 4.6. 1. We show in Theorem 5.11 the existence of u ∈H2(Ω) for more general α,
not necessarily constant.
2. It is not sensible to consider non-zero F ∈ H1(Ω) for the strong solution as we are
considering any L2(Ω) data f in the RHS.
Proof. Method I: If α is a constant and f ∈ L2(Ω) and h ∈ H
1
2 (Γ), then u ∈ H1(Ω) and
therefore αuτ ∈ H
1
2 (Γ). So using the regularity result for strong solution [4, Theorem 4.1],
we get that u ∈H2(Ω).
But concerning the estimate, with this method, using the results in [4], we can not obtain
the bound on u, independent of α. Thus we need to consider the fundamental but long
method, explained below.
Method II: Here we follow the method of difference quotient as in the book of L.C.Evans
[15]. Without loss of generality, we consider h = 0, for ease of notation. Also, let denote the
difference quotient by,
Dhku(x) =
u(x+ hek)− u(x)
h
, k = 1, 2, 3, h ∈ R.
Interior regularity: The unique solution (u, π) in H1(Ω) × L20(Ω) of (S) belongs to
H2loc(Ω)×H
1
loc(Ω) with the corresponding local estimate (4.13)-(4.15), can be shown in the
same way using difference quotient as for the Dirichlet boundary condition, with the help of
Proposition 4.3, since it does not depend on which boundary condition is considered. Thus
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we do not repeat it.
Boundary regularity: The solution (u, π) satisfies the variational formulation, for all
ϕ ∈H1τ (Ω),
2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ ·ϕτ −
∫
Ω
π divϕ =
∫
Ω
f ·ϕ. (4.16)
Case 1. Ω = B(0, 1) ∩ R3+ : First we consider the case when Ω is a half ball. Set V :=
B(0, 12 ) ∩ R
3
+ and choose a cut-off function ζ ∈ D(R
3) such that{
ζ ≡ 1 on B(0, 12), ζ ≡ 0 on R
3 \B(0, 1),
0 ≤ ζ ≤ 1.
So ζ ≡ 1 on V and vanishes on the curved part of Γ.
i) Tangential regularity of velocity: Let h > 0 be small and ϕ = −D−hk (ζ
2Dhku), k =
1, 2. Clearly, ϕ ∈H1τ (Ω). So substituting ϕ into the identity (4.16) we obtain,
2
∫
Ω
ζ2|DhkDu|
2 + 2
∫
Ω
DhkDu : 2ζ∇ζD
h
ku+
∫
Γ
αζ2|Dhkuτ |
2
−
∫
Ω
π div(−D−hk (ζ
2Dhku)) =
∫
Ω
f · (−D−hk (ζ
2Dhku)).
(4.17)
Now we estimate the different terms. In this proof, from here onwards, the constant C might
depend on ζ which we do not mention. For the second term in the left hand side, using
Cauchy’s inequality with ǫ, we get
|
∫
Ω
DhkDu : 2ζ∇ζD
h
ku| ≤ C
∫
Ω
2ζ|DhkDu||D
h
ku|
≤ C
ǫ ∫
Ω
ζ2|DhkDu|
2 +
1
ǫ
∫
Ω
|Dhku|
2
 . (4.18)
Similarly, for the fourth term in the left hand side, we write,
|
∫
Ω
π div(−D−hk (ζ
2Dhku))| ≤ ǫ
∫
Ω
|div(−D−hk (ζ
2Dhku))|
2 +
C
ǫ
∫
Ω
|π|2
But note that,
div(D−hk (ζ
2Dhku)) = D
−h
k div(ζ
2Dhku)
= D−hk (2ζ∇ζ ·D
h
ku) +D
−h
k (ζ
2 div(Dhku)︸ ︷︷ ︸
=0
)
= D−hk (2ζ∇ζ) ·D
h
ku(x− hek) + 2ζ∇ζ ·D
−h
k D
h
ku
which means ∫
Ω
|div(−D−hk (ζ
2Dhku))|
2 ≤ C
∫
Ω
|Dhku|
2 +
∫
Ω
ζ2|D−hk D
h
ku|
2

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≤ C
∫
Ω
|Dhku|
2 +
∫
Ω
ζ2|∇Dhku|
2
 .
Therefore,
|
∫
Ω
π div(D−hk (ζ
2Dhku))| ≤ ǫ
∫
Ω
|Dhku|
2 +
∫
Ω
ζ2|∇Dhku|
2
+ C
ǫ
∫
Ω
|π|2. (4.19)
And for the right hand side, proceeding in the same way, we derive,
|
∫
Ω
f · (−D−hk (ζ
2Dhku))| ≤ ǫ
∫
Ω
|D−hk (ζ
2Dhku)|
2 +
C
ǫ
∫
Ω
|f |2.
But, since
∫
Ω
|D−hk (ζ
2Dhku)|
2 ≤ C
∫
Ω
|∇(ζ2Dhku)|
2 ≤ C
∫
Ω
|Dhku|
2 +
∫
Ω
ζ2|∇Dhku|
2

we get,
|
∫
Ω
f · (−D−hk (ζ
2Dhku))| ≤ ǫ
∫
Ω
|Dhku|
2 +
∫
Ω
ζ2|∇Dhku|
2
+ C
ǫ
∫
Ω
|f |2. (4.20)
Hence, incorporating (4.18), (4.19) and (4.20) in (4.17) yields,
2
∫
Ω
ζ2|DhkDu|
2 +
∫
Γ
α ζ2|Dhkuτ |
2
≤ ǫ
∫
Ω
ζ2|DDhku|
2 +
∫
Ω
ζ2|∇Dhku|
2
+ C1
ǫ
∫
Ω
|f |2 +
∫
Ω
|π|2

+ C2
∫
Ω
|Dhku|
2
≤ ǫ
∫
Ω
ζ2|∇Dhku|
2 +
C1
ǫ
∫
Ω
|f |2 +
∫
Ω
|π|2
+ C2 ∫
Ω
|Dhku|
2.
(4.21)
Furthermore, we see that
‖ζDhku‖
2
H1(Ω) ≤ C
(
‖ζDhku‖
2
L2(Ω) + ‖D(ζD
h
ku)‖
2
L2(Ω)
)
≤ C
(
‖ζDhku‖
2
L2(Ω) + ‖∇ζD
h
ku‖
2
L2(Ω) + ‖ζDD
h
ku‖
2
L2(Ω)
)
≤ C
(
‖Dhku‖
2
L2(Ω) + ‖ζDD
h
ku‖
2
L2(Ω)
)
19
and
‖ζ∇Dhku‖
2
L2(Ω) = ‖∇(ζD
h
ku)−∇ζD
h
ku‖
2
L2(Ω) ≤ ‖∇(ζD
h
ku)‖
2
L2(Ω) +C ‖D
h
ku‖
2
L2(Ω)
≤ C
(
‖ζDhku‖
2
H1(Ω) + ‖D
h
ku‖
2
L2(Ω)
)
.
Combining these inequalities with (4.21), we have,
‖ζDhku‖
2
H1(Ω) ≤ ǫ‖ζD
h
ku‖
2
H1(Ω) +
C1
ǫ
(
‖f‖2L2(Ω) + ‖π‖
2
L2(Ω)
)
+ C2‖D
h
ku‖
2
L2(Ω). (4.22)
Choosing ǫ small, we obtain,
‖Dhku‖
2
H1(V ) ≤ ‖ζD
h
ku‖
2
H1(Ω) ≤ C
(
‖f‖2L2(Ω) + ‖π‖
2
L2(Ω) + ‖D
h
ku‖
2
L2(Ω)
)
for k = 1, 2 and sufficiently small |h| 6= 0; which yields that ∂2u/∂xi∂xj belongs to L
2(V )
for all i, j = 1, 2, 3 except for i = j = 3 with the corresponding estimates, using the estimates
in Proposition 4.3 for (u, π) in H1(Ω)×L2(Ω).
ii) Tangential regularity of pressure: Now we deduce the tangential regularity of the
pressure in terms of the above derivatives of u. Indeed, for i = 1, 2, from the Stokes equation,
we get,
∂
∂xi
(∇π) =
∂
∂xi
(f +∆u) =
∂f
∂xi
+ div(∇
∂u
∂xi
).
Since there is no term of the form ∂2u/∂x23, by preceding arguments, we obtain
∇
∂π
∂xi
=
∂
∂xi
(∇π) ∈H−1(V ).
Furthermore, as we already know ∂π∂xi ∈ H
−1(V ), Necˇas inequality implies ∂π∂xi ∈ L
2(V ) which
also satisfies the usual estimate.
iii) Normal regularity: For the complete regularity of the solution, it remains to study
the derivatives of u and π in the direction e3. Differentiating the divergence equation with
respect to x3 gives,
∂2u3
∂x23
= −
2∑
i=1
∂2ui
∂xi∂x3
∈ L2(V ).
Also from the 3rd component of the Stokes equation, we can write,
∂π
∂x3
= f3 +∆u3 ∈ L
2(V )
which proves that π ∈ H1(V ). Finally, for i = 1, 2, writing the ith equation of the system in
the form
∂2ui
∂x23
= −
2∑
j=1
∂2ui
∂x2j
− fi +
∂π
∂xi
∈ L2(V )
gives ui ∈ H
2(V ). Hence apart from the regularity of u and π, we obtain the existence of a
constant C = C(Ω) > 0 independent of α such that
‖u‖H2(V ) + ‖π‖H1(V ) ≤ C‖f‖L2(Ω).
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Case 2. General domain: Now we drop the assumption that Ω is a half ball and
consider the general case. Since Γ is C1,1, for any x0 ∈ Γ, we can assume, upon relabelling
the coordinate axes,
Ω ∩B(x0, r) =
{
x ∈ B(x0, r) : x3 > H(x
′)
}
for some r > 0 and H : R2 → R of class C1,1. We denoted here x′ = (x1, x2). Let us now
introduce the change of variable,
y = (x1, x2, x3 −H(x
′)) := φ(x)
i.e.
x = (y1, y2, y3 +H(y
′)) := φ−1(y).
Choose s > 0 small so that the half ball Ω′ := B(0, s)∩R3+ lies in φ(Ω∩B(x0, r)). Also define
V ′ := B(0, s/2) ∩ R3+ and u
′(y) = u(φ−1(y)) for y ∈ Ω′. It is easy to see
u′ ∈H1(Ω′)
and
u′ · n = 0 on ∂Ω′ ∩ ∂R3+.
Note that, with this transformation, it follows, for i = 1, 2, 3 and j = 1, 2,
∂ui
∂xj
=
∂u′i
∂yj
−
∂H
∂yj
∂u′i
∂y3
and
∂ui
∂x3
=
∂u′i
∂y3
.
So,
div u = div u′ −
2∑
j=1
∂H
∂yj
∂u′j
∂y3
and
Du : Dϕ = Du′ : Dϕ′ + ∂H ∇u′ : ∇ϕ′
where ∂H denotes the product of first order derivatives of H i.e. the form ∂H∂yi
∂H
∂yj
. Therefore,
(4.16) becomes under this change of variable
2
∫
Ω′
Du′ : Dϕ′ +
∫
Γ′
αu′τ ·ϕ
′
τ −
∫
Ω′
π′ divϕ′
=
∫
Ω′
f ′ ·ϕ′ −
∫
Ω′
π′
∂H
∂yj
∂u′j
∂y3
+
∫
Ω′
∂H ∇u′ : ∇ϕ′.
(4.23)
Now choosing the test function ϕ′ = −D−hk (ζ
2Dhku
′) as before, we estimate the extra terms.
For the second term in the right hand side, it follows
|
∫
Ω′
π′
∂H
∂yj
∂u′j
∂y3
| ≤ C
(
‖π′‖2L2(Ω′) + ‖∇u
′‖2L2(Ω′)
)
.
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And for the last term in the right hand side,
|
∫
Ω′
∂H ∇u′ : ∇(D−hk (ζ
2Dhku
′))|
= |
∫
Ω′
∂H ∇u′ : D−hk ∇(ζ
2Dhku
′)|
= |
∫
Ω′
Dhk(∂H ∇u
′) : ∇(ζ2Dhku
′)|
= |
∫
Ω′
(
Dhk∂H ∇u
′(y + hek) + ∂H D
h
k∇u
′
)
:
(
2ζ∇ζDhku
′ + ζ2∇Dhku
′
)
|
≤ C
∫
Ω′
|∇u′|2 dy + ǫ
∫
Ω′
ζ2|∇Dhku
′|2 dy +
1
ǫ
∫
Ω′
|Dhku
′|2 dy +
∫
Ω′
ζ2|Dhk∇u
′|2|∂H|
 .
Note that, in the last line, we have used the fact that H is C1,1 and thus Dhk∂H is bounded.
Hence, accumulating all these inequalities, we obtain from (4.23),
‖ζDhku
′‖2H1(Ω′)
≤C
‖∇u′‖2L2(Ω′) + ‖π′‖2L2(Ω′) + ‖f ′‖2L2(Ω′) + ǫ‖ζDhku′‖2H1(Ω′) + ∫
Ω′
ζ2|∂H||∇Dhku
′|2
 .
But |∂H| is small for sufficiently small s > 0, since
∂H
∂y1
(0, 0) = 0 =
∂H
∂y2
(0, 0)
which gives,
‖Dhku
′‖2H1(V ′) ≤ ‖ζD
h
ku
′‖2H1(Ω′) ≤ C‖f‖
2
L2(Ω).
Then proceeding as in the case of half ball, we can deduce,
u′ ∈H2(V ′) and ‖u′‖H2(V ′) ≤ C(Ω)‖f‖L2(Ω).
Consequently,
‖u‖H2(V ) ≤ C(Ω)‖f‖L2(Ω)
where V = φ−1(V ′).
Now as Γ is compact, we can cover Γ with finitely many sets {Vi} as above. Thus summing
the resulting estimates, along with the interior estimate, we get u ∈H2(Ω) with the bounds,
as mentioned in the Theorem. 
5 Stokes equations: Lp-theory
5.1 General solution in W 1,p(Ω)
In this subsection, we study the regularity of weak solution of the Stokes problem (S).
Before discussing the Lp-regularity, we want to show the equivalent formulation of the problem
(S).
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Lemma 5.1. Let p ∈ (1,∞). For α ∈ Lt(p)(Γ) with t(p) defined in (2.2), u ∈W 1,p(Ω) and
ϕ ∈W 1,p
′
(Ω), the integral over the boundary
∫
Γ αuτ · ϕτ is well-defined.
Proof. For convenience, from now on, we consider α ∈ Lt(p)(Γ) where we recall that
t(p) =

2 if p = 2
2 + ε if 32 ≤ p ≤ 3, p 6= 2
2
3 max{p, p
′}+ ε otherwise
for some arbitrary ε > 0 sufficiently small. Since ϕ ∈W 1,p
′
(Ω), we have ϕτ ∈W
1− 1
p′
,p′
(Γ) →֒
Lm(Γ) where
1
m
=

1− 32p if p >
3
2 ,
any positive real number < 1 if p = 32 ,
0 if p < 32 .
(5.1)
Similarly, for u ∈W 1,p(Ω), uτ ∈W
1− 1
p
,p
(Γ) →֒ Ls(Γ) with
1
s
=

3
2p −
1
2 if p < 3,
any positive real number < 1 if p = 3,
0 if p > 3.
(5.2)
We want to show that αuτ ∈ L
m′(Γ).
(i) p = 2: Since α ∈ L2(Γ), αuτ ∈ L
q(Γ) with 1q =
1
2 +
1
4 =
3
4 by Ho¨lder inequality.
But 1m′ = 1−
1
m =
3
4 i.e. q = m
′. So the integral is well-defined.
(ii) 32 ≤ p ≤ 3, p 6= 2: As α ∈ L
2+ε(Γ), αuτ ∈ L
q(Γ) with 1q =
1
2+ε +
1
s .
So, for 32 < p < 3,
1
q =
3
2p −
1
2 +
1
2+ε . Then clearly, q > m
′.
For p = 3, 1q =
1
2+ε +
1
s where s is any number > 1. Then, we can choose s suitably such
that q > m′.
For p = 32 ,
1
q =
1
2+ε +
1
2 and we can choose m > 1 suitably so that q > m
′. Hence, in all
cases, the integral is well-defined.
(iii) p > 3: Since α ∈ L
2
3
p+ε(Γ), αuτ ∈ L
q(Γ) with 1q =
1
2
3
p+ε
. So clearly q > m′
and thus the integral is well-defined.
(iv) p < 32 : As α ∈ L
2
3
p′+ε(Γ), αuτ ∈ L
q(Γ) with 1q =
3
2p −
1
2 +
1
2
3
p′+ε
. Again q > m′
and the integral is well-defined. 
Proposition 5.2. Let p ∈ (1,∞) and
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ) and α ∈ Lt(p)(Γ)
with r(p) and t(p) defined by (3.2) and (2.2) respectively. Then the following two problems
are equivalent:
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(i) find (u, π) ∈W 1,p(Ω)× Lp(Ω) satisfying (S) in the sense of distributions, and
(ii) find u ∈ V pσ,τ (Ω) such that for all ϕ ∈ V
p′
σ,τ (Ω),
2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ ·ϕτ =
∫
Ω
f ·ϕ−
∫
Ω
F : ∇ϕ+ 〈h,ϕ〉Γ . (5.3)
Proof. Let u ∈ V pσ,τ (Ω) satisfies the variational formulation (5.3). We want to show it implies
(i). Choosing ϕ ∈ Dσ(Ω) as a test function in (5.3), we have
〈−∆u,ϕ〉D′(Ω)×D(Ω) = 2
∫
Ω
Du : Dϕ =
∫
Ω
f ·ϕ−
∫
Ω
F : ∇ϕ.
So by De Rham’s theorem, there exists π ∈ Lp(Ω), defined uniquely up to an additive constant
such that
−∆u+∇π = f + div F in Ω. (5.4)
Also u ∈ V pσ,τ (Ω) implies div u = 0 in Ω and u · n = 0 on Γ. Thus it remains to prove the
Navier boundary condition. Multiplying equation (5.4) by ϕ ∈ V p
′
σ,τ (Ω) and using the Green’s
formula (3.5), we obtain from (5.3),
∀ ϕ ∈ V p
′
σ,τ (Ω), 〈[(2Du+ F)n]τ ,ϕ〉Γ +
∫
Γ
αuτ · ϕτ = 〈h,ϕ〉Γ . (5.5)
Now, let µ ∈ W
1
p
,p′
(Ω). There exists ϕ ∈ W 1,p
′
(Ω) such that div ϕ = 0 in Ω and ϕ = µτ
on Γ. Then ϕ ∈ V p
′
σ,τ (Ω) and using (5.5),
〈[(2Du + F)n]τ + αuτ − h,µ〉Γ = 〈[(2Du + F)n]τ + αuτ − h,µτ 〉Γ
= 〈[(2Du + F)n]τ + αuτ − h,ϕ〉Γ = 0.
Hence,
[(2Du+ F)n]τ + αuτ = h on Γ.
Conversely, using the Green formula (3.5), we can easily deduce that every solution of (S)
also solves (5.3). 
Now we are in the position to study the Lp-regularity of the solution of (S). We begin
with recalling some useful results. For the following theorem, see [6, Theorem 4.2].
Theorem 5.3. Let X and M be two reflexive Banach spaces and X ′ and M ′ be their dual
spaces. Let a be the continuous bilinear form defined on X ×M , A ∈ L(X;M ′) and A′ ∈
L(M ;X ′) be the operators defined by
∀v ∈ X, ∀w ∈M, a(v,w) = 〈Av,w〉 =
〈
v,A′w
〉
and V = Ker A. Then the following statements are equivalent :
(i) There exists C = C(Ω) > 0 such that
inf
w∈M
w 6=0
sup
v∈X
v 6=0
a(v,w)
‖v‖X ‖w‖M
≥ C. (5.6)
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(ii) The operator A : X/V 7→M ′ is an isomorphism and 1C is the continuity constant of A
−1.
(iii) The operator A′ : M 7→ X ′ ⊥ V is an isomorphism and 1C is the continuity constant of
(A′)−1.
Next we introduce the kernel:
K
p
T (Ω) = {v ∈ L
p(Ω); div v = 0, curl v = 0 in Ω, v · n = 0 on Γ} .
Thanks to [6, Corollary 4.1], we know that this kernel is trivial iff Ω is simply connected.
Otherwise, it is of finite dimension and spanned by the functions g˜rad qTj , 1 ≤ j ≤ J , where
qTj is the unique solution up to an additive constant of the problem:
−∆qTj = 0 in Ω
o,
∂nq
T
j = 0 on Γ,
[qTj ]k = constant and [∂nq
T
j ]k = 0, 1 ≤ k ≤ J,〈
∂nq
T
j , 1
〉
Σk
= δjk, 1 ≤ k ≤ J.
Recall that Σj are the cuts in Ω such that the open set Ω
0 = Ω\
J⋃
j=1
Σj is simply connected.
For more details, see [6].
Also, recall the following inf-sup condition (see [6, Lemma 4.4]):
Lemma 5.4. There exists a constant C > 0, depending only on Ω and p such that
inf
ϕ∈V p′(Ω)
ϕ6=0
sup
ξ∈V pσ,τ (Ω)
ξ 6=0
∫
Ω curl ξ · curl ϕ
‖ξ‖V pσ,τ (Ω)‖ϕ‖V p′(Ω)
≥ C (5.7)
where
V p
′
(Ω) :=
{
v ∈ V p
′
σ,τ (Ω); 〈v · n, 1〉Σj = 0 ∀ 1 ≤ j ≤ J
}
.
Let us now define the bilinear form: for u ∈ V pσ,τ (Ω) and ϕ ∈ V
p′
σ,τ (Ω),
a(u,ϕ) = 2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ · ϕτ . (5.8)
Theorem 5.5. Let p ∈ (1,∞), ℓ ∈ [V p
′
σ,τ (Ω)]′ and α ∈ Lt(p)(Γ). Then the problem:
find u ∈ V pσ,τ (Ω) such that for any ϕ ∈ V
p′
σ,τ (Ω), a(u,ϕ) = 〈ℓ,ϕ〉 (5.9)
has a unique solution.
Proof. Let us consider first p ≥ 2. Since [V p
′
σ,τ (Ω)]′ →֒ [V 2σ,τ (Ω)]
′, by Lax-Milgram theorem
there exists a unique u ∈ V 2σ,τ (Ω) satisfying
∀ ϕ ∈ V 2σ,τ (Ω), a(u,ϕ) = 〈ℓ,ϕ〉[V 2σ,τ(Ω)]′×V 2σ,τ (Ω) . (5.10)
25
Now we want to show that u ∈W 1,p(Ω). Since the inf-sup condition (5.6) is known for the
bilinear form
b(u,ϕ) =
∫
Ω
curl u · curl ϕ
with suitable spaces X and M (see (5.7)), we will use another formulation of problem (5.10).
For that, in particular for ϕ ∈H2(Ω) with div ϕ = 0 in Ω and ϕ · n = 0 on Γ, we have the
relation
a(u,ϕ) = 〈ℓ,ϕ〉 .
Therefore, using (3.3) and integration by parts, we get, for any ϕ ∈ H2(Ω) with div ϕ = 0
in Ω and ϕ · n = 0 on Γ,∫
Ω
curl u · curl ϕ = 〈ℓ,ϕ〉[V 2σ,τ (Ω)]′×V 2σ,τ(Ω) −
∫
Γ
αuτ ·ϕτ + 2
∫
Γ
Λu ·ϕ. (5.11)
But since Ω is C1,1, using the density result{
v ∈ D(Ω),div v = 0 in Ω,v · n = 0 on Γ
}
is dense in V 2σ,τ (Ω),
we have the relation (5.11) for all ϕ ∈ V 2σ,τ (Ω). Now we are in position to prove that
u ∈W 1,p(Ω) and for that we consider different cases.
(i) 2 < p ≤ 3 :
1st Step: Since uτ ∈ L
4(Γ) and α ∈ L2+ε(Γ), we have αuτ ∈ L
q1(Γ) with 1q1 =
1
4 +
1
2+ε .
But, Lq1(Γ) →֒W
− 1
p1
,p1(Γ) with p1 =
3
2q1 > 2 i.e.
1
p1
= 23
(
1
4 +
1
2+ε
)
.
Therefore, as W
1
p1
,p′1(Γ) →֒ Lq
′
1(Γ) with 43 < q
′
1 < 4 and Λu ∈ L
4(Γ), the mapping
〈L,ϕ〉 = 〈ℓ,ϕ〉
[V
s′
1
σ,τ(Ω)]′×V
s′
1
σ,τ (Ω)
−
∫
Γ
αuτ · ϕτ + 2
∫
Γ
Λu · ϕ for ϕ ∈ V s
′
1(Ω) (5.12)
defines an element in the dual space of V s
′
1(Ω) with s1 = min {p1, p}. Now from the inf-sup
condition (5.7) and using Theorem 5.3, there exists a unique v ∈ V s1σ,τ (Ω) such that
∀ϕ ∈ V s
′
1(Ω) ,
∫
Ω
curl v · curl ϕ = 〈L,ϕ〉
[V s
′
1(Ω)]′×V s
′
1 (Ω)
. (5.13)
We will show that curl v = curl u. For that first we extend (5.13) to any test function
ϕ ∈ V
s′1
σ,τ (Ω). Since ∇˜qTj ∈ V
2
σ,τ (Ω) →֒ V
s′1
σ,τ (Ω), using (5.11) we get〈
L, ∇˜qTj
〉
=
〈
ℓ, ∇˜qTj
〉
−
∫
Γ
αuτ · (∇˜q
T
j )τ + 2
∫
Γ
Λu · ∇˜qTj
=
∫
Ω
curl u · curl ∇˜qTj = 0.
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Hence, for any ϕ ∈ V
s′1
σ,τ (Ω), we set ϕ˜ = ϕ− Σ
j
〈ϕ · n, 1〉Σj ∇˜q
T
j which implies
〈L,ϕ〉 = 〈L, ϕ˜〉+Σ
j
〈ϕ · n, 1〉Σj
〈
L, ∇˜qTj
〉
= 〈L, ϕ˜〉
and also ϕ˜ ∈ V s
′
1(Ω). Therefore (5.13) yields,∫
Ω
curl v · curl ϕ =
∫
Ω
curl v · curl ϕ˜ = 〈L, ϕ˜〉 = 〈L,ϕ〉 .
So finally, we get that v ∈ V s1σ,τ (Ω) satisfies
∀ϕ ∈ V
s′1
σ,τ (Ω),
∫
Ω
curl v · curl ϕ = 〈L,ϕ〉 . (5.14)
Now as V 2σ,τ (Ω) →֒ V
s′1
σ,τ (Ω), we deduce from (5.11) that
∀ϕ ∈ V 2σ,τ (Ω),
∫
Ω
curl v · curl ϕ =
∫
Ω
curl u · curl ϕ (5.15)
which gives,
curl u = curl v in Ω. (5.16)
Therefore, as u ∈ L6(Ω) →֒ Ls1(Ω), curl u ∈ Ls1(Ω),div u = 0 in Ω and u · n = 0 on Γ;
from Proposition 3.2, we deduce u ∈W 1,s1(Ω). If s1 = p, the proof is complete. Otherwise,
s1 = p1 and we proceed to the next step.
2nd Step: Now u ∈ W 1,p1(Ω) implies uτ ∈ L
m(Γ) where 1m =
3
2p1
− 12( since p1 ≤ 3).
Then αuτ ∈ L
q2(Γ) where 1q2 =
1
m +
1
2+ε . But, L
q2(Γ) →֒W
− 1
p2
,p2(Γ) with p2 =
3
2q2 > p1
i.e. 1p2 =
2
3
(
1
4 +
1
2+ε −
1
2 +
1
2+ε
)
= 23
(
2
2+ε −
1
2 +
1
4
)
. So W
1
p2
,p′2(Γ) →֒ Lq
′
2(Γ) with m′ < q′2
and Λu ∈ Lm(Γ) and hence the mapping L in (5.12) where now 〈ℓ,ϕ〉 is the duality between
[V
s′2
σ,τ (Ω)]′ and V
s′2
σ,τ (Ω), defines an element in the dual of V s
′
2(Ω) with s2 = min {p2, p}. There-
fore, as in the previous step, there exists a unique v ∈ V s2σ,τ (Ω) such that (5.14) holds for any
ϕ ∈ V
s′2
σ,τ (Ω) and then (5.16). Thus we get, u ∈ Lp
∗
1(Ω) →֒ Ls2(Ω), curl u ∈ Ls2(Ω),div u = 0
in Ω and u · n = 0 on Γ which gives u ∈ W 1,s2(Ω). If s2 = p, we are done. Otherwise,
s2 = p2 and we proceed next.
(k+1)th Step: Proceeding similarly, we get u ∈ V
pk+1
σ,τ (Ω) with
1
pk+1
= 23
(
k+1
2+ε −
k
2 +
1
4
)
(where in each step, we assumed that pk < 3) which also satisfies
∀ ϕ ∈ V
p′k+1
σ,τ (Ω),
∫
Ω
curl u · curl ϕ = 〈ℓ,ϕ〉 −
∫
Γ
αuτ ·ϕτ + 2
∫
Γ
Λu ·ϕ.
Now choose k = [1ε −
1
2 ] + 1 such that pk+1 ≥ 3 ≥ p (where [a] stands for the greatest
integer less than or equal to a). Hence u ∈ W 1,p(Ω). i.e. for 2 < p ≤ 3, there exists a
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unique u ∈ V pσ,τ (Ω) such that for any ϕ ∈ V
p′
σ,τ (Ω), we have (5.11) where the duality bracket
〈ℓ,ϕ〉[V 2σ,τ(Ω)]′×V 2σ,τ (Ω) is replaced by 〈ℓ,ϕ〉[V p
′
σ,τ (Ω)]′×V
p′
σ,τ(Ω)
.
(ii) p > 3 : From the previous case, we have that u ∈W 1,3(Ω) which implies uτ ∈ L
s(Γ) for
all s ∈ (1,∞). Now α ∈ L
2
3
p+ε(Γ) gives αuτ ∈ L
q(Γ) where 1q =
1
s +
1
2
3
p+ǫ
. Choosing s > 1
suitably, we can get q = 23p and hence L
q(Γ) →֒W−
1
p
,p(Γ). Since W
1
p
,p′(Γ) →֒ Lq
′
(Γ) with
s′ < q′ and Λu ∈ Ls(Γ), the mapping L in (5.12) defines an element in the dual of V p
′
σ,τ (Ω).
So there exists a unique v ∈ V pσ,τ (Ω) such that (5.14) holds for any ϕ ∈ V
p′
σ,τ (Ω) and thus
(5.16). Therefore we obtain similarly u ∈W 1,p(Ω). Hence, u ∈ V pσ,τ (Ω) solves the problem
(5.9) for all 2 ≤ p <∞ .
Finally consider the operator A ∈ L(V pσ,τ (Ω), (V
p′
σ,τ (Ω))′), associated to the bilinear form
a in (5.8), defined as 〈Aξ,ϕ〉 = a(ξ, ϕ) . As proved above, for p ≥ 2, the operator A is an
isomorphism from V pσ,τ (Ω) to (V
p′
σ,τ (Ω))′. Then the adjoint operator, which is equal to A is
an isomorphism from V p
′
σ,τ (Ω) to (V
p
σ,τ (Ω))′ for p′ ≤ 2. This means that the operator A is an
isomorphism for p ≤ 2 also, which ends the proof. 
As a consequence, the above theorem yields the next important inf-sup condition.
Proposition 5.6. For all p ∈ (1,∞) and α ∈ Lt(p)(Γ), there exists a constant γ = γ(Ω, p, α) >
0 such that
inf
ϕ∈V p
′
σ,τ(Ω)
ϕ6=0
sup
u∈V pσ,τ (Ω)
u 6=0
2
∫
ΩDu : Dϕ+
∫
Γ αuτ ·ϕτ
‖u‖V pσ,τ (Ω) ‖ϕ‖V p
′
σ,τ (Ω)
≥ γ. (5.17)
Also for any ℓ ∈ [V p
′
σ,τ (Ω)]′, the unique solution u ∈ V
p
σ,τ (Ω) of the variational problem:
∀ ϕ ∈ V p
′
σ,τ (Ω), 2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ · ϕτ = 〈ℓ,ϕ〉
given by Theorem 5.5, satisfies the following estimate:
‖u‖W 1,p(Ω) ≤
1
γ
‖ℓ‖
[V p
′
σ,τ (Ω)]′
. (5.18)
Remark 5.7. The inf-sup condition (5.17) will be improved in Theorem 6.15 where we obtain
that the above continuity constant γ does not depend on α.
Proof. Using the equivalence (i) and (ii) in Theorem 5.3, we obtain the inf-sup condition
(5.17) from Theorem 5.5. The estimate (5.18) follows immediately from (5.17). 
Finally Theorem 5.5 enables us to obtain the existence of weak solution for the Stokes
problem for all 1 < p <∞.
Corollary 5.8 (Existence in W 1,p(Ω)). Let p ∈ (1,∞) and
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ) and α ∈ Lt(p)(Γ).
Then the Stokes problem (S) has a unique solution (u, π) ∈W 1,p(Ω)×Lp0(Ω) which satisfies
the estimate:
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ C(Ω, α, p)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
. (5.19)
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Remark 5.9. The existence of u ∈ W 1,p(Ω) and corresponding estimate as above can be
deduced directly using the regularity result in [4, Theorem 3.7] taking αuτ as the source term
in the right hand side, but only for p > 2. We need Theorem 5.5 to obtain the existence of
solution for p < 2.
Proof. Let consider
〈ℓ,ϕ〉 =
∫
Ω
f ·ϕ−
∫
Ω
F : ∇ϕ+ 〈h,ϕ〉Γ for all ϕ ∈ V
p′
σ,τ (Ω).
Clearly ℓ ∈ [V p
′
σ,τ (Ω)]′. Then Theorem 5.5 yields the existence of a unique u ∈ V
p
σ,τ (Ω) which
satisfies the variational formulation (5.3).
The estimate (5.19) follows from (5.18) and
‖ℓ‖
[V p
′
σ,τ (Ω)]′
≤ C(Ω)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.

Remark 5.10. i) All the previous and following results where we have assumed f ∈ Lr(p)(Ω)
hold true also for f ∈ [H
(r(p))′,p′
0 (div,Ω)]
′ which is clear from the characterization of the space
in Proposition 3.1.
ii) We also want to emphasize that in this work, our assumption on α is quite steep. We
need this regularity in order to ensure that αuτ ∈W
− 1
q
,q
(Γ) for some q so that eventually we
can use our tools. But we will see later (Subsection 7.4) that we may suppose α less regular
in some cases.
iii) Note that in the case α ≡ 0, we are considering here more general Stokes problem
than in [4]. But all the existence results (and the corresponding estimates) hold for that as
well.
5.2 Strong solution in W 2,p(Ω)
Concerning the existence of a strong solution, we prove the following regularity result.
Theorem 5.11 (Existence in W 2,p(Ω)). Let p ∈ (1,∞). Then, for
f ∈ Lp(Ω),h ∈W 1−
1
p
,p(Γ) and α ∈W 1−
1
q
,q(Γ)
with q > 32 if p ≤
3
2 and q = p otherwise, the solution (u, π) of the Stokes problem (S) with
F = 0, given by Corollary 5.8 belongs to W 2,p(Ω)×W 1,p(Ω) which also satisfies the estimate:
‖u‖W 2,p(Ω) + ‖π‖W 1,p(Ω) ≤ C(Ω, α, p)
(
‖f‖Lp(Ω) + ‖h‖
W
1− 1p ,p(Γ)
)
.
Proof. The proof is done essentially using the existence of weak solution and bootstrap ar-
gument. Clearly, the data f ,h and α satisfy the hypothesis of Corollary 5.8. Hence there
exists a unique solution (u, π) ∈W 1,p(Ω)× Lp0(Ω) of (S).
(i) 1 < p ≤ 32 : We also have the following embeddings:
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Lp(Ω) →֒ Lr(q)(Ω),W
1− 1
p
,p
(Γ) →֒ W
− 1
q
,q
(Γ) and W
1− 13
2+ǫ
, 3
2
+ǫ
(Γ) →֒ L2+ε(Γ) where q = p∗
i.e. 1q =
1
p −
1
3 with q ∈ (
3
2 , 3] which show that (u, π) ∈ W
1,q(Ω) × Lq(Ω) again using
Corollary 5.8. Now u ∈W 1,q(Ω) →֒ Lq
∗
(Ω) and ∇u ∈ Lq(Ω). Also as α ∈ W
1− 13
2+ǫ
, 3
2
+ǫ
(Γ),
we can consider α ∈ W 1,
3
2
+ε(Ω), using the lift operator. Hence from Sobolev inequality
α ∈ L(
3
2
+ε)∗(Ω) and ∇α ∈ L
3
2
+ε(Ω). All these implies, for all i, j = 1, 2, 3,
α
∂ui
∂xj
∈ Lq1(Ω) where
1
q1
=
1
3
2 + ε
−
1
3
+
1
q
and
∂α
∂xj
ui ∈ L
q2(Ω) where
1
q2
=
1
3
2 + ε
+
1
q∗
.
But q1 = q2 > p and thus
∂
∂xj
(αui) =
∂α
∂xj
ui + α
∂ui
∂xj
∈ Lp(Ω). This implies αu ∈ W 1,p(Ω)
or in other words αuτ ∈ W
1− 1
p
,p
(Γ). Therefore the (general) regularity result as [4, The-
orem 4.1] gives (u, π) ∈ W 2,p(Ω) ×W 1,p(Ω). Note that it is possible to prove the strong
existence result [4, Theorem 4.1] only for C1,1 domain since the problem (S) takes the form
of an uniformly elliptic operator with complementing boundary conditions in the sense of
Agmon-Douglis-Nirenberg [1].
(ii) p > 32 : First we assume p < 3. We have u ∈ W
2, 3
2 (Ω) →֒ Ls(Ω) for all s ∈ (1,∞)
and ∇u ∈ W 1,
3
2 (Ω) →֒ L3(Ω). Also, since α ∈ W
1− 1
p
,p
(Γ), we can consider α ∈ W 1,p(Ω).
Then α ∈ Lp
∗
(Ω) and ∇α ∈ Lp(Ω). Therefore for all i, j = 1, 2, 3,
∂α
∂xj
ui ∈ L
q2(Ω) where
1
q2
=
1
p
+
1
s
and
α
∂ui
∂xj
∈ Lq3(Ω) where
1
q3
=
1
p∗
+
1
3
=
1
p
.
Clearly, q2 < q3 and then
∂
∂xj
(αui) ∈ L
q2(Ω) where q2 ∈ (
3
2 , p). That implies αu ∈W
1,q2(Ω)
and hence αuτ ∈ W
1− 1
q2
,q2(Γ). So again by the regularity result, we have u ∈ W 2,q2(Ω)
where q2 ∈ (
3
2 , p).
Now u ∈W 2,q2(Ω) →֒ L∞(Ω) and ∇u ∈W 1,q2(Ω) →֒ Lq
∗
2 (Ω). So for all i, j = 1, 2, 3,
∂α
∂xj
ui ∈ L
p(Ω) and α
∂ui
∂xj
∈ Lq4(Ω) where
1
q4
=
1
p∗
+
1
q∗2
=
1
p
+
1
q2
−
2
3
.
As q4 > p,
∂
∂xj
(αui) ∈ L
p(Ω) which implies αu ∈ W 1,p(Ω) and thus αuτ ∈ W
1− 1
p
,p(Γ).
Therefore the regularity result as [4, Theorem 4.1] gives (u, π) ∈W 2,p(Ω)×W 1,p(Ω).
The case for p ≥ 3 follows exactly in the same way. 
More generally, we have the following regularity result.
Theorem 5.12 (Existence in Wm,p(Ω)). Let m ≥ 3. Assume Ω is of class Cm,1 and
p ∈ (1,∞). Moreover, let
f ∈Wm−2,p(Ω), h ∈Wm−1−
1
p
,p(Γ) and α ∈Wm−1−
1
p
,p(Γ).
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Then the solution (u, π) of the problem (S) with F = 0, given by Corollary 5.8 belongs to
Wm,p(Ω)×Wm−1,p(Ω).
Proof. For ease of understanding, here we proof only the case m = 3. For m ≥ 3, the proof
is exactly similar.
First assume p < 3. Also we assume that α ∈ W 2,p(Ω). As W 1,p(Ω) →֒ Lp
∗
(Ω), we
obtain u ∈ W 2,p
∗
(Ω) from strong regularity result in Theorem 5.11. Note that p∗ > 32 ,
so u ∈ L∞(Ω). Now ∇α ∈ W 1,p(Ω) gives ∂α∂xj ui ∈ W
1,p(Ω). Also as α ∈ W 1,p
∗
(Ω) and
∇u ∈ W 1,p
∗
(Ω), we get α ∂ui∂xj ∈ W
1,p(Ω). Thus ∂∂xj (αui) =
∂α
∂xj
ui + α
∂ui
∂xj
∈ W 1,p(Ω) shows
αu ∈W 2,p(Ω) which implies αuτ ∈W
2− 1
p
,p(Γ). So from the regularity result as [4, Theorem
4.1], we deduce (u, π) ∈W 3,p(Ω)×W 2,p(Ω).
For p ≥ 3, the result follows from bootstrap argument. 
6 Estimates
6.1 First estimates
We can deduce estimates giving precise dependence of the weak solution of (S) on the
friction coefficient α in some particular cases, which is better than (5.19). Note that the
following result is not optimal with respect to α and will be improved in Theorem 6.12.
Proposition 6.1. Let p > 2. With the same assumptions on f ,F,h and α as in Corollary
5.8, the solution (u, π) ∈W 1,p(Ω)× Lp0(Ω) of problem (S) satisfies the following bounds:
a) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω)+ ‖π‖Lp(Ω) ≤ C(Ω, p)
(
1 + ‖α‖2
Lt(p)(Γ)
)(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
(6.1)
b) if Ω is axisymmetric and
(i) α ≥ α∗ > 0 on Γ, then
‖u‖W 1,p(Ω)+‖π‖Lp(Ω) ≤
C(Ω, p)
min{2, α∗}
(
1 + ‖α‖2
Lt(p)(Γ)
)(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
(ii) f ,F and h satisfy the condition:∫
Ω
f · β −
∫
Ω
F : ∇β + 〈h,β〉Γ = 0
then,
‖u‖W 1,p(Ω)+ ‖π‖Lp(Ω) ≤ C(Ω, p)
(
1 + ‖α‖2
Lt(p)(Γ)
)(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
Proof. We only prove (6.1) since the other inequalities follow in the same way. Assume that
Ω is not axisymmetric.
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(i) 2 < p < 3: As in Lemma 5.1, αuτ ∈ L
q(Γ) with 1q =
3
2p −
1
2 +
1
2+ǫ <
3
2p and L
q(Γ) →֒
W
− 1
p
,p
(Γ). Therefore, αuτ ∈W
− 1
p
,p
(Γ). But from the relation,
Lq(Γ) →֒
compact
W
− 1
p
,p
(Γ) →֒
continuous
H−
1
2 (Γ)
we have for any δ > 0, there exists a constant C > 0 (independent of δ) such that
‖v‖
W
− 1p ,p(Γ)
≤ δ ‖v‖Lq(Γ) +
C
δ
‖v‖
H−
1
2 (Γ)
∀ v ∈ Lq(Γ) . (6.2)
Choosing v = αuτ in (6.2) and using Ho¨lder inequality and trace theorem, we get
‖αuτ ‖
W
− 1p ,p(Γ)
≤ δ ‖αuτ ‖Lq(Ω) +
C
δ
‖αuτ ‖L4/3(Γ)
≤ δ ‖α‖L2+ǫ(Γ)‖u‖W 1,p(Ω) +
C
δ
‖α‖L2(Γ)‖u‖H1(Ω).
Now the generalized regularity result as [4, Corollary 3.8] yields
‖u‖W 1,p(Ω) + ‖π‖Lp0(Ω)
≤ C
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
+ ‖αuτ ‖
W
− 1p ,p(Γ)
)
≤ C
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
+ δ‖α‖L2+ǫ(Γ)‖u‖W 1,p(Ω)
+
C
δ
‖α‖L2(Γ)‖u‖H1(Ω).
Choosing δ > 0 such that 1− δC1‖α‖L2+ǫ(Γ) =
1
2 , we obtain
‖u‖W 1,p(Ω) + ‖π‖Lp0(Ω)
≤ C
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
+ C ‖α‖L2(Γ)‖α‖L2+ǫ(Γ)‖u‖H1(Ω)
≤ C(1 + ‖α‖2
L(2+ǫ)(Γ)
)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
.
(ii) p ≥ 3: The analysis is exactly similar to the previous case. 
Remark 6.2. We can also extend the above estimates of Proposition 6.1 for p < 2 by duality
argument in the same way as in Proposition 6.11 and Proposition 6.13.
6.2 Second estimates
In this subsection, we prove one of the main result of this work. We improve the estimates
in Proposition 6.1 with respect to α and for all p ∈ (1,∞).
First we discuss the estimate for p > 2 with f = 0 and h = 0, similar to (4.4) or (4.5).
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Theorem 6.3 (Estimates in W 1,p(Ω), p > 2 for RHS F). Let p > 2, F ∈ Lp(Ω) and
α ∈ Lt(p)(Γ). Then the solution u ∈ W 1,p(Ω) of (S) with f = 0 and h = 0 satisfies the
following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) ≤ Cp(Ω) ‖F‖Lp(Ω) (6.3)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖F‖Lp(Ω). (6.4)
The proof of the above theorem uses the weak Reverse Ho¨lder inequality and is similar
to the result done for the Laplace-Robin problem in [2]. Since Ω is C1,1, there exists some
r0 > 0 such that for any x0 ∈ Γ, there exists a coordinate system (x
′, x3) which is isometric
to the usual coordinate system and a C1,1 function ψ : R2 → R so that
B(x0, r0) ∩ Ω =
{
(x′, x3) ∈ B(x0, r0) : x3 > ψ(x
′)
}
and
B(x0, r0) ∩ Γ =
{
(x′, x3) ∈ B(x0, r0) : x3 = ψ(x
′)
}
.
In some places, we may write B instead of B(x0, r) where there is no ambiguity and
aB := B(x0, ar) for a > 0. Also for any integrable function f on a domain ω, we use the
usual notation to denote the average of it by
−
∫
ω
f =
1
|ω|
∫
ω
f.
We require some further results to complete the proof of Theorem 6.3. The following
lemma is proved in [18, Lemma 0.5].
Lemma 6.4. Let f, g, h be non-negative functions in L1(Q0) where Q0 is a cube in R
n,
QR(x0) is a cube centered at x0 with sides 2R and let β ∈ R
+. There exists δ0 such that if
for some δ ≤ δ0, the following inequality
∫
QR(x0)
f ≤ C(δ)
R−β ∫
Q2R(x0)
g +
∫
Q2R(x0)
h
+ δ ∫
Q2R(x0)
f
holds for all x0 ∈ Q0 and R <
1
2d(x0, ∂Q0), then there exists a constant C > 0 such that
∫
QR(x0)
f ≤ C
R−β ∫
Q2R(x0)
g +
∫
Q2R(x0)
h

for all x0 ∈ Q0 and all R <
1
2d(x0, ∂Q0).
Next we deduce the Caccioppoli inequality for Stokes problem, up to the boundary.
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Lemma 6.5 (Caccioppoli inequality). Let (u, π) be a weak solution of the problem
2
∫
Ω
Du : Dϕ+
∫
Γ
αuτ ·ϕτ −
∫
Ω
π div ϕ = −
∫
Ω
F : ∇ϕ ∀ϕ ∈H1τ (Ω). (6.5)
Then there exists a constant C > 0, independent of α such that for all x0 ∈ Ω and 0 < r <
r0
2 ,
we have ∫
B∩Ω
|∇u|2 ≤ C
 1
r2
∫
2B∩Ω
|u|2 +
∫
2B∩Ω
|F|2
 . (6.6)
Proof. We will use the identity several times that for any ’smooth enough’ v and any sym-
metric matrix M,
∫
ω Dv : M =
∫
ω∇v : M. In particular, for any ’smooth enough’ v,ϕ,∫
ω
Dv : Dϕ =
∫
ω
∇v : Dϕ.
i) Pressure estimate: Let π0 = −
∫
2B∩Ω π. Since π − π0 ∈ L
2(2B ∩Ω), there exists a unique
ψ ∈H1(2B ∩ Ω) such that {
div ψ = π − π0 in 2B ∩ Ω
ψ = 0 on ∂(2B ∩ Ω)
satisfying
‖ψ‖H1(2B∩Ω) ≤ C(Ω) ‖π − π0‖L2(2B∩Ω). (6.7)
Now putting ψ as a test function in (6.5) (extending by 0 outside 2B ∩ Ω, we can consider
ψ ∈H10 (Ω)) and replacing π by π− π0 (since if π satisfies (S), π− π0 also satisfies the same
equation), we obtain
2
∫
2B∩Ω
Du : Dψ −
∫
2B∩Ω
(π − π0) div ψ = −
∫
2B∩Ω
F : ∇ψ
which implies ∫
2B∩Ω
|π − π0|
2 ≤
(
‖∇u‖L2(2B∩Ω) + ‖F‖L2(2B∩Ω)
)
‖ψ‖H1(2B∩Ω)
and hence, using (6.7),
‖π − π0‖L2(2B∩Ω) ≤ C(Ω)
(
‖∇u‖L2(2B∩Ω) + ‖F‖L2(2B∩Ω)
)
. (6.8)
ii) Caccioppoli inequality: Consider a cut-off unction η ∈ C∞c (2B) such that
0 ≤ η ≤ 1, η ≡ 1 on B and |∇η| ≤
C
r
in 2B. (6.9)
Now choosing ϕ = η2u in (6.5), we have,
2
∫
2B∩Ω
Du : D(η2u) +
∫
2B∩Γ
αη2|uτ |
2 −
∫
2B∩Ω
(π − π0) div(η
2u) = −
∫
2B∩Ω
F : ∇(η2u)
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which gives, using the fact that div u = 0 in Ω,
2
∫
2B∩Ω
η2|Du|2 +
∫
2B∩Γ
αη2|uτ |
2
=− 4
∫
2B∩Ω
Du : η∇ηu+ 2
∫
2B∩Ω
(π − π0)η∇ηu−
∫
2B∩Ω
F : η2∇u− 2
∫
2B∩Ω
F : η∇ηu
where ∇ηu is the matrix ∇η ⊗ u. Next using Young’s inequality on the RHS yields,
2
∫
2B∩Ω
η2|Du|2 +
∫
2B∩Γ
αη2|uτ |
2
≤ ε
∫
2B∩Ω
η2|Du|2 + Cε
∫
2B∩Ω
|u|2|∇η|2 + ε
∫
2B∩Ω
η2|π − π0|
2 +Cε
∫
2B∩Ω
|∇η|2|u|2
+ ε
∫
2B∩Ω
η2|∇u|2 + Cε
∫
2B∩Ω
η2|F|2 + ε
∫
2B∩Ω
η2|F|2 + Cε
∫
2B∩Ω
|∇η|2|u|2.
Upon choosing ε > 0 suitably and using the properties (6.9) and that α ≥ 0, we get then∫
B∩Ω
|Du|2 ≤
C
r2
∫
2B∩Ω
|u|2 + ε
∫
2B∩Ω
|π − π0|
2 + ε
∫
2B∩Ω
|∇u|2 + C
∫
2B∩Ω
|F|2
where the constant C > 0 is independent of α. Now plugging the pressure estimate (6.8)
gives, ∫
B∩Ω
|Du|2 ≤
C
r2
∫
2B∩Ω
|u|2 + ε
∫
2B∩Ω
|∇u|2 + C
∫
2B∩Ω
|F|2.
Next adding the term
∫
B∩Ω |u|
2 in both sides, choosing r ≤ 1 (as Ω is bounded, we can do
so) hence 1r ≥ 1 and using Korn inequality, we obtain∫
B∩Ω
|∇u|2 ≤ ‖u‖2H1(B∩Ω) ≤ C(Ω)
 1
r2
∫
2B∩Ω
|u|2 +
∫
2B∩Ω
|F|2
+ ε ∫
2B∩Ω
|∇u|2.
Therefore, using Lemma 6.4 with β = 2, we achieve the desired inequality (6.6). 
We state the following boundary Ho¨lder estimate:
Proposition 6.6. Let p > 1 and γ ∈ (0, 1). Suppose that{
−∆v +∇z = 0, div v = 0 in B(x0, r) ∩ Ω
v · n = 0, αvτ + 2[(Dv)n]τ = 0 on B(x0, r) ∩ Γ
for some x0 ∈ Γ and 0 < r < r0, Then for any x, y ∈ B(x0, r/2) ∩ Ω,
|v(x)− v(y)| ≤ C
(
|x− y|
r
)γ ∫
B(x0,r)∩Ω
|v|2

1/2
(6.10)
where C > 0 depends only on Ω, but independent of α.
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Proof. It can be shown in the exact same way as done in [18, Theorem 2.8 (a), Part II], since
we have the corresponding Caccioppoli inequality (6.6) as in [18, Theorem 2.2, Part II]. 
We will also use the following Sobolev-Poincare´ inequality for certain class of functions.
Lemma 6.7. Let Ω be a C1 bounded domain in Rn and 1 < p < n. For any v ∈W 1,p(B(x, r)∩
Ω) with v · n = 0 on B(x, r) ∩ Γ, the following inequality holds: ∫
B(x,r)∩Ω
|v|p∗

1/p∗
≤ C
 ∫
B(x,r)∩Ω
|∇v|p

1/p
(6.11)
where p∗ is the Sobolev exponent and the constant C > 0 depends on Ω, n and p, but inde-
pendent of r.
Proof. The Poincare´ inequality for functions v ∈ H1(Ω) with v · n = 0 on Γ is well-known,
see for example, [3, Proposition 2.1]. The same argument also holds for p 6= 2. Then the
estimate (6.11) follows combining the Sobolev estimate.
Now to see that the above constant does not depend on r, we use scaling argument.
Without loss of generality, consider x = 0. Let (6.11) holds for r = 1 i.e. ∫
B(0,1)∩Ω
|v(y)|p∗ dy

1/p∗
≤ C
 ∫
B(0,1)∩Ω
|∇v(y)|p dy

1/p
.
Under the change of variable y = zr , it becomes, denoting w(z) = v(y),
r−
p∗
n
 ∫
B(0,r)∩Ω
|w(z)|p∗ dz

1/p∗
≤ Cr−
p
n
rp ∫
B(0,r)∩Ω
|∇w(z)|p dz

1/p
which yields  ∫
B(0,r)∩Ω
|w(z)|p∗ dz

1/p∗
≤ C
 ∫
B(0,r)∩Ω
|∇w(z)|p dz

1/p
.
This proves the claim. 
Lemma 6.8 (weak reverse Ho¨lder inequality). Let p ≥ 2. Then for any B(x0, r) with
the property that 0 < r < r08 and either B(x0, 2r) ⊂ Ω or x0 ∈ Γ, the following weak Reverse
Ho¨lder inequality holds: ∫
B(x0,r)∩Ω
|∇u|p

1/p
≤ C
 ∫
B(x0,2r)∩Ω
|∇u|2

1/2
(6.12)
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whenever u ∈H1(B(x0, 2r) ∩Ω) satisfies{
−∆u+∇π = 0, div u = 0 in B(x0, 2r) ∩ Ω
u · n = 0, αuτ + 2[(Du)n]τ = 0 on B(x0, 2r) ∩ Γ (if x0 ∈ Γ).
The constant C > 0 at most depends on Ω and p.
Proof. case(i) : B(x0, 2r) ⊂ Ω.
The weak reverse Ho¨lder inequality (6.12) holds for any p ≥ 2, by the following interior
estimates for Stokes operator [19, Theorem 2.7 (a)]:
sup
B(x0,r)
|∇u| ≤ C
 ∫
B(x0,2r)
|∇u|2

1/2
.
case(ii) : x0 ∈ Γ.
From the interior gradient estimate for Stokes problem, we can write (eg. see [19, Theorem
2.7, (3)])
|∇u(x)| ≤
C
δ(x)
 ∫
B(x,cδ(x))
|u|2

1/2
.
Now for fixed y ∈ B(x, 2cδ(x)), let v(x) = u(x)− u(y). Then −∆v +∇z = 0, div v = 0 in
B(x, 2cδ(x)) and thus we may write from the above argument,
|∇v(x)| ≤
C
δ(x)
 ∫
B(x,cδ(x))
|v|2

1/2
which gives, along with the boundary Ho¨lder estimate (6.10),
|∇u(x)| ≤
C
δ(x)
 ∫
B(x,cδ(x))
|u(z)− u(y)|2dz

1/2
=
C
δ(x)1+
3
2
 ∫
B(x,cδ(x))
|u(z)− u(y)|2dz

1/2
≤
C
δ(x)1+
3
2
 ∫
B(x,2cδ(x))
(
|z − y|
r
)2γ  ∫
B(x0,2r)∩Ω
|u|2
 dz

1/2
≤
C
δ(x)1+
3
2
 ∫
B(x0,2r)∩Ω
|u|2

1/2
1
rγ
 ∫
B(x,2cδ(x))
|z − y|2γdz

1/2
. (6.13)
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Let us now calculate the last integral in the last inequality. Substituting w = z−y4cδ(x) , we get
∫
B(x,2cδ(x))
|z − y|2γdz ≤ C
∫
B(0,1)
w2γ(δ(x))2γ+3dw = C (δ(x))2γ+3
1∫
0
2π∫
0
r2γr2 dr dθ
= C (δ(x))2γ+3
2π
2γ + 3
≤ Cγ(δ(x))
2γ+3.
Plugging the value of the above integral in (6.13), along with the Sobolev-Poincare´ inequality
(6.11), we then obtain
|∇u(x)| ≤
Cγ
(δ(x))1+
3
2
 ∫
B(x0,2r)∩Ω
|u|2

1/2
1
rγ
(δ(x))γ+
3
2
= Cγ
(δ(x))γ−1
rγ
r−3/2
 ∫
B(x0,2r)∩Ω
|u|2

1/2
≤ Cγ
(δ(x))γ−1
rγ
r1−3/2
 ∫
B(x0,2r)∩Ω
|u|6

1/6
≤ Cγ
(
r
δ(x)
)1−γ ∫
B(x0,2r)∩Ω
|∇u|2

1/2
.
Since γ ∈ (0, 1) is arbitrary, we thus have,
|∇u(x)| ≤ Cγ
(
r
δ(x)
)γ ∫
B(x0,2r)∩Ω
|∇u|2

1/2
.
Finally it yields choosing γ so that pγ < 1, ∫
B(x0,r)∩Ω
|∇u|p

1/p
≤ Cp
 ∫
B(x0,2r)∩Ω
|∇u|2

1/2
.
This completes the proof. 
With the following abstract lemma which is proved in [17, Theorem 2.2], we are now in
a position to prove Theorem 6.3.
Lemma 6.9. Let Ω be a bounded Lipschitz domain in R3 and p > 2. Let G ∈ L2(Ω) and
f ∈ Lq(Ω) for some 2 < q < p. Suppose that for each ball B with the property that |B| ≤ β|Ω|
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and either 2B ⊂ Ω or B centers on Γ, there exist two integrable functions GB and RB on
2B ∩ Ω such that |G| ≤ |GB |+ |RB | on 2B ∩ Ω and 1
|2B ∩Ω|
∫
2B∩Ω
|RB |
p
1/p
≤ C1

 1
|γB ∩Ω|
∫
γB∩Ω
|G|2

1/2
+ sup
B⊂B′
 1
|B′ ∩Ω|
∫
B′∩Ω
|f |2
1/2

(6.14)
and  1
|2B ∩ Ω|
∫
2B∩Ω
|GB |
2
1/2 ≤ C2 sup
B⊂B′
 1
|B′ ∩ Ω|
∫
B′∩Ω
|f |2
1/2 (6.15)
where C1, C2 > 0 and 0 < β < 1 < γ. Then we have, 1
|Ω|
∫
Ω
|G|q
1/q ≤ C

 1
|Ω|
∫
Ω
|G|2
1/2 +
 1
|Ω|
∫
Ω
|f |q
1/q
 (6.16)
where C > 0 depends only on C1, C2, n, p, q, β, γ and Ω.
Proof of Theorem 6.3. Given any ball B with either 2B ⊂ Ω or B centers on Γ, let
ϕ ∈ C∞c (8B) is a cut-off function such that 0 ≤ ϕ ≤ 1 and
ϕ =
{
1 on 4B
0 outside 8B
and we decompose (u, π) = (v, π1) + (w, π2) where (v, π1), (w, π2) satisfy{
−∆v +∇π1 = div (ϕF), div v = 0 in Ω
v · n = 0, 2 [(Dv)n]τ + αvτ = −[(ϕF)n]τ on Γ
(6.17)
and {
−∆w +∇π2 = div ((1− ϕ)F), div w = 0 in Ω
w · n = 0, 2 [(Dw)n]τ + αwτ = −[((1 − ϕ)F)n]τ on Γ.
(6.18)
Multiplying (6.17) by v and integrating by parts, we get,∫
Ω
|∇v|2 +
∫
Γ
α|vτ |
2 = −
∫
Ω
ϕF : ∇v
which gives
‖∇v‖L2(Ω) ≤ ‖ϕF‖L2(Ω). (6.19)
(i) First we consider the case 4B ⊂ Ω. We want to apply Lemma 6.9 with G = |∇u|, GB =
|∇v| and RB = |∇w|. It is easy to see that
|G| ≤ |GB |+ |RB |.
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Now we verify (6.14) and (6.15). For that, using (6.19) we get,
1
|2B|
∫
2B
|GB |
2 =
1
|2B|
∫
2B
|∇v|2 ≤
1
|2B ∩ Ω|
∫
Ω
|∇v|2 ≤
1
|2B ∩ Ω|
∫
Ω
|ϕF|2
≤
C(Ω)
|8B ∩ Ω|
∫
8B∩Ω
|F|2
where in the last inequality, we used that |8B ∩Ω| ≤ |Ω|. This gives the estimate (6.15).
Next, from (6.18), we observe that −∆w + ∇π2 = 0, div w = 0 in 4B. Hence, by the
weak reverse Ho¨lder inequality in Lemma 6.8 (using 2B instead of B), we have 1
|2B|
∫
2B
|∇w|p
1/p ≤ Cp(Ω)
 1
|4B|
∫
4B
|∇w|2
1/2
which implies together with (6.19), 1
|2B|
∫
2B
|RB |
p
1/p ≤ Cp(Ω)
 1
|4B|
∫
4B
|∇w|2
1/2
≤ Cp(Ω)

 1
|4B|
∫
4B
|∇u|2
1/2 +
 1
|4B|
∫
4B
|∇v|2
1/2

≤ Cp(Ω)
 1
|4B|
∫
4B
|G|2
1/2 +
 1
|8B ∩ Ω|
∫
8B∩Ω
|F|2
1/2 .
This gives (6.14). So from (6.16), it follows that 1
|Ω|
∫
Ω
|∇u|q
1/q ≤ Cp(Ω)

 1
|Ω|
∫
Ω
|∇u|2
1/2 +
 1
|Ω|
∫
Ω
|F|q
1/q

for any 2 < q < p where Cp(Ω) > 0 does not depend on α.
Because of the self-improving property of the weak Reverse Ho¨lder condition (6.12), the
above estimate holds for any q ∈ (2, p˜) for some p˜ > p also and in particular, for q = p, which
along with the L2-estimate (4.4) implies (6.3).
(ii) Next consider B centers on Γ. We apply again Lemma 6.9 with G = |∇u|, GB = |∇v|
and RB = |∇w|, which yields |G| ≤ |GB | + |RB | and (6.15) as before. Also now w satisfies
the problem {
−∆w +∇π2 = 0, div w = 0 in 4B ∩Ω
w · n = 0, αwτ + 2[(Dw)n]τ = 0 on 4B ∩ Γ.
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So by the weak reverse Ho¨lder inequality in Lemma 6.8 and the estimate (6.19), we obtain
(6.14) as in the previous case. Thus we get from (6.16), 1
|Ω|
∫
Ω
|∇u|q
1/q ≤ Cp(Ω)

 1
|Ω|
∫
Ω
|∇u|2
1/2 +
 1
|Ω|
∫
Ω
|F|q
1/q

for any 2 < q < p. This completes the proof together with the L2-estimate (4.5). 
The next proposition will be used to study the complete Stokes problem (S). We will
improve the following result in Proposition 6.13 where we consider data less regular.
Proposition 6.10 (Estimates in W 1,p(Ω), p > 2 for RHS f). Let p > 2, f ∈ Lp(Ω)
and α ∈ Lt(p)(Γ). Then the unique solution (u, π) ∈W 1,p(Ω)×Lp0(Ω) of (S) with F = 0 and
h = 0, satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω) ‖f‖Lp(Ω) (6.20)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω, α∗) ‖f‖Lp(Ω). (6.21)
Proof. The result follows using the same argument as in Theorem 6.3 and hence we do not
repeat it. Note that as π ∈ Lp0(Ω),
‖π‖Lp(Ω) ≤ C‖∇π‖W−1,p(Ω) ≤ C
(
‖u‖W 1,p(Ω) + ‖f‖W−1,p(Ω)
)
≤ C‖f‖Lp(Ω). (6.22)

Proposition 6.11 (Estimates in W 1,p(Ω) for RHS F). Let p ∈ (1,∞), F ∈ Lp(Ω) and
α ∈ Lt(p)(Γ). Then the solution (u, π) ∈ W 1,p(Ω) × Lp0(Ω) of (S) with f = 0 and h = 0
satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω) ‖F‖Lp(Ω) (6.23)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω, α∗) ‖F‖Lp(Ω). (6.24)
Proof. For p > 2, the estimates (6.23) and (6.24) are proved in Theorem 6.3. Now suppose
that 1 < p < 2. We prove it in two steps. Also without loss of generality, we consider Ω is
not axisymmetric.
(i) We first show that
‖∇u‖Lp(Ω) ≤ Cp(Ω)‖F‖Lp(Ω). (6.25)
For that, we write
‖∇u‖Lp(Ω) = sup
06=G∈Lp′ (Ω)
|
∫
Ω∇u : G|
‖G‖
Lp
′ (Ω)
. (6.26)
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Now, for any matrix G ∈ (D(Ω))3×3, let (v, π˜) ∈W 1,p
′
(Ω)× Lp
′
0 (Ω) be the solution of{
−∆v +∇π˜ = div G, div v = 0 in Ω
v · n = 0, [(2Dv +G)n]τ + αvτ = 0 on Γ.
Since p′ > 2, from Theorem 6.3, we have
‖v‖W 1,p′ (Ω) ≤ Cp(Ω)‖G‖Lp′ (Ω).
Also if u ∈W 1,p(Ω) is the solution of (S) with f = 0,h = 0, using the weak formulation of
the problems satisfied by u and v, we obtain
−
∫
Ω
F : ∇v = 2
∫
Ω
Du : Dv +
∫
Γ
αuτ · vτ = −
∫
Ω
G : ∇u
which gives,
|
∫
Ω
G : ∇u| ≤ ‖F‖Lp(Ω)‖∇v‖Lp′ (Ω) ≤ Cp(Ω)‖F‖Lp(Ω)‖G‖Lp′ (Ω)
and hence (6.25) follows from (6.26).
(ii) Next we prove that
‖u‖Lp(Ω) ≤ Cp(Ω)‖F‖Lp(Ω). (6.27)
For that, we write similarly
‖u‖Lp(Ω) = sup
06=ϕ∈Lp′(Ω)
|
∫
Ω u · ϕ|
‖ϕ‖Lp′ (Ω)
. (6.28)
From Proposition 6.10, we get for any ϕ ∈ Lp
′
(Ω), the unique solution (w, π˜) ∈W 1,p
′
(Ω)×
Lp
′
0 (Ω) of the problem {
−∆w +∇π˜ = ϕ, div w = 0 in Ω
w · n = 0, 2 [(Dw)n]τ + αwτ = 0 on Γ
(6.29)
satisfies
‖w‖W 1,p′ (Ω) ≤ Cp(Ω) ‖ϕ‖Lp′ (Ω). (6.30)
Therefore using the weak formulation of the problems satisfied by u and w, we get,∫
Ω
u · ϕ =
∫
Ω
u · (−∆w +∇π˜) = 2
∫
Ω
Du : Dw − 2
∫
Γ
u · (Dw)n
= 2
∫
Ω
Du : Dw +
∫
Γ
αuτ ·wτ = −
∫
Ω
F : ∇w
which implies (6.27) from the relation (6.28), along with (6.30).
The bound on pressure follows as in the previous proposition. This completes proof. 
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Now we study the complete problem (S).
Theorem 6.12 (Complete estimates in W 1,p(Ω)). Let p ∈ (1,∞) and
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ), α ∈ Lt(p)(Γ).
Then the solution (u, π) ∈W 1,p(Ω)× Lp0(Ω) of (S) satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
(6.31)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω, α∗)
(
‖f‖Lr(p)(Ω) + ‖F‖Lp(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
. (6.32)
To prove the above theorem, we also need the following proposition:
Proposition 6.13 (Estimates in W 1,p(Ω) with RHS f and h). Let p ∈ (1,∞) and
f ∈ Lr(p)(Ω),h ∈W
− 1
p
,p
(Γ), α ∈ Lt(p)(Γ).
Then the solution (u, π) ∈W 1,p(Ω)×Lp0(Ω) of (S) with F = 0 satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
(6.33)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) + ‖π‖Lp(Ω) ≤ Cp(Ω, α∗)
(
‖f‖Lr(p)(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
. (6.34)
Proof. Without loss of generality, we only consider the case Ω is not axisymmetric. The proof
is similar to that of Proposition 6.10 with obvious modification.
(i) To show
‖∇u‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
(6.35)
we write
‖∇u‖Lp(Ω) = sup
06=G∈Lp′ (Ω)
∣∣∫
Ω∇u : G
∣∣
‖G‖
Lp
′ (Ω)
. (6.36)
For any matrix G ∈ (D(Ω))3×3, let (v, π˜) ∈W 1,p
′
(Ω)× Lp
′
0 (Ω) be the solution of{
−∆v +∇π˜ = div G, div v = 0 in Ω
v · n = 0, [(2Dv +G)n]τ + αvτ = 0 on Γ.
which satisfies estimate (by Proposition 6.11)
‖v‖W 1,p′ (Ω) ≤ Cp(Ω)‖G‖Lp′ (Ω).
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Also, if (u, π) ∈W 1,p(Ω)×Lp0(Ω) is a solution of (S) with F = 0, from the weak formulation
of the problems satisfied by u and v, we get
−
∫
Ω
G : ∇u = 2
∫
Ω
Du : Dv +
∫
Γ
αuτ · vτ =
∫
Ω
f · v + 〈h,v〉Γ .
This implies, together with the embeddingW 1,p
′
(Ω) →֒ L(r(p))
′
(Ω) for all p ∈ (1,∞) (follows
from the definition of r(p)),
|
∫
Ω
G : ∇u| ≤ ‖f‖Lr(p)(Ω)‖v‖L(r(p))′ (Ω) + ‖h‖W−
1
p ,p(Γ)
‖v‖
W
1
p ,p
′
(Γ)
≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
‖v‖W 1,p′(Ω).
Therefore, (6.35) follows from (6.36).
(ii) Next we prove the following bound as done in (6.27):
‖u‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖h‖
W
− 1p ,p(Γ)
)
(6.37)
except that we do not need to assume p < 2 here as in (6.27). Having
‖u‖Lp(Ω) = sup
06=ϕ∈Lp′(Ω)
|
∫
Ω u · ϕ|
‖ϕ‖Lp′ (Ω)
, (6.38)
there exists a unique (w, π˜) ∈W 1,p
′
(Ω) × Lp
′
0 (Ω) of the problem (6.29) for any ϕ ∈ L
p′(Ω)
satisfying the estimate (6.30) (For p < 2, the estimate (6.30) can be proved by the exact
same argument as in Proposition 6.11). Thus we can write,∫
Ω
u ·ϕ =
∫
Ω
u · (−∆w +∇π˜) = 2
∫
Ω
Du : Dw +
∫
Γ
αuτ ·wτ =
∫
Ω
f ·w + 〈h,w〉Γ
which yields (6.37) as before. For the pressure estimate, we proceed as in (6.22). 
Proof of Theorem 6.12. Let u1 ∈W
1,p(Ω) be the weak solution of{
−∆u1 +∇π1 = divF, div u1 = 0 in Ω
u1 · n = 0, [(2Du1 + F)n]τ + αu1τ = 0 on Γ.
given by Proposition 6.11 and u2 ∈W
1,p(Ω) be the weak solution of{
−∆u2 +∇π2 = f , div u2 = 0 in Ω
u2 · n = 0, 2 [(Du2)n]τ + αu2τ = h on Γ.
given by Proposition 6.13. Then (u, π) = (u1, π1)+(u2, π2) and is the solution of the problem
(S) which also satisfies the estimate (6.31) and (6.32). 
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Remark 6.14. Note that it is also possible to deduce uniform estimate (6.31) in the case
when Ω is axisymmetric, α is a constant with no strict positive lower bound α∗ and the
condition (4.6) is satisfied. Indeed, we may use the L2 estimate (4.8) in (??) and carry
forward all consequent results.
In the next result, we improve the dependence of the continuity constant γ of the inf-sup
condition (5.17) on the parameters and show that it is actually independent of α.
Theorem 6.15. Let p ∈ (1,∞) and α ∈ Lt(p)(Γ). We have the following inf-sup condition:
inf
u∈V pσ,τ(Ω)
u 6=0
sup
ϕ∈V p
′
σ,τ (Ω)
ϕ6=0
∣∣2 ∫ΩDu : Dϕ+ ∫Γ αuτ · ϕτ ∣∣
‖u‖V pσ,τ (Ω) ‖ϕ‖V p
′
σ,τ (Ω)
≥ γ(Ω, p) (6.39)
when either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric and α ≥ α∗ > 0.
Proof. It follows the same proof as in Proposition 6.13. Indeed, let u ∈ V pσ,τ (Ω) and u 6= 0.
Then by Korn inequality, ‖u‖W 1,p(Ω) ≃ ‖u‖Lp(Ω) + ‖Du‖Lp(Ω).
1. We first write
‖Du‖Lp(Ω) = sup
06=G∈Lp′ (Ω)
∣∣∫
ΩDu : G
∣∣
‖G‖
Lp
′ (Ω)
= sup
06=G∈Lp
′
s (Ω)
∣∣∫
ΩDu : G
∣∣
‖G‖
Lp
′ (Ω)
(6.40)
where Lp
′
s (Ω) is the space of all symmetric matrices in Lp
′
(Ω). For the last equality, note that,
for any matrix G, it can be decomposed as G = 12(G+G
T )+ 12 (G−G
T ) and Du : (G−GT ) = 0.
Therefore, denoting K = 12(G+G
T ), we have K ∈ Lp
′
s (Ω) and ‖K‖Lp′ (Ω) ≤ 2‖G‖Lp′ (Ω) which
shows that
sup
06=G∈Lp′ (Ω)
∣∣∫
ΩDu : G
∣∣
‖G‖
Lp
′ (Ω)
≤ sup
06=K∈Lp
′
s (Ω)
∣∣∫
Ω Du : K
∣∣
‖K‖
Lp
′ (Ω)
.
And the reverse inequality in the above relation is obvious.
Now for any G ∈ Lp
′
s (Ω), let (ϕ, π˜) ∈W 1,p
′
(Ω)× Lp
′
0 (Ω) be the unique solution of{
−∆ϕ+∇π˜ = div G, div ϕ = 0 in Ω
ϕ · n = 0, [(2Dϕ+G)n]τ + αϕτ = 0 on Γ.
(6.41)
Since we have either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric and α ≥ α∗ > 0, the
solution also satisfies estimate (by Proposition 6.11),
‖ϕ‖W 1,p′ (Ω) ≤ Cp(Ω)‖G‖Lp′ (Ω). (6.42)
Also taking u as a test function in the weak formulation of (6.41), we obtain
2
∫
Ω
Dϕ : Du+
∫
Γ
αϕτ · uτ = −
∫
Ω
G : ∇u = −
∫
Ω
G : Du (6.43)
where in the last equality, we used G is symmetric. Thus, from (6.40), combining (6.42) and
(6.43), we get
‖Du‖Lp(Ω) ≤ Cp(Ω) sup
ϕ∈V
p′
σ,τ (Ω)
ϕ6=0
∣∣2 ∫ΩDu : Dϕ+ ∫Γ αuτ ·ϕτ ∣∣
‖ϕ‖W 1,p′ (Ω)
.
45
2. Similarly as in (6.27), to show
‖u‖Lp(Ω) ≤ Cp(Ω) sup
ϕ∈V
p′
σ,τ (Ω)
ϕ6=0
∣∣2 ∫ΩDu : Dϕ+ ∫Γ αuτ ·ϕτ ∣∣
‖ϕ‖W 1,p′ (Ω)
(6.44)
we write
‖u‖Lp(Ω) = sup
06=w∈Lp′ (Ω)
|
∫
Ω u ·w|
‖w‖Lp′ (Ω)
. (6.45)
So for any w ∈ Lp
′
(Ω), the unique solution (ϕ, π˜) ∈W 1,p
′
(Ω)×Lp
′
0 (Ω) of the Stokes problem{
−∆ϕ+∇π˜ = w, div ϕ = 0 in Ω
ϕ · n = 0, 2 [(Dϕ)n]τ + αϕτ = 0 on Γ
(6.46)
satisfies (by Proposition 6.10)
‖ϕ‖W 1,p′ (Ω) ≤ Cp(Ω) ‖w‖Lp′ (Ω). (6.47)
Therefore taking u as a test function in the weak formulation of (6.46), we get,
2
∫
Ω
Dϕ : Du+
∫
Γ
αϕτ · uτ =
∫
Ω
u ·w
which yields (6.44) from (6.45) together with (6.47).
Hence, the constant γ(Ω, p) is simply the inverse of Cp(Ω). 
Theorem 6.16. Let p > 2, α be a constant and f ∈ Lp(Ω). Then the solution (u, π) ∈
W 2,p(Ω)×W 1,p(Ω) of (S) with F = 0 and h = 0 satisfies the following estimates:
(i) if Ω is not axisymmetric, then
‖u‖W 2,p(Ω) + ‖π‖W 1,p(Ω) ≤ Cp(Ω) ‖f‖Lp(Ω) (6.48)
(ii) if Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 2,p(Ω) + ‖π‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖f‖Lp(Ω). (6.49)
Remark 6.17. If we consider the operator of the form div(A(x)∇)u instead of ∆u in the
first equation of the system (S) and continue all the corresponding estimates, we may obtain
the above W 2,p-estimate for all p ∈ (1,∞) as done in [2, Theorem 3.1].
Proof. The proof follows combining the H2-estimate and the W 1,p-estimate proved in The-
orem 4.5 and Theorem 6.12 respectively. 
7 Limiting cases
Our objective in this section is to study the limiting behaviour of the solution of (S) when
the friction coefficient α goes to 0 and ∞.
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7.1 α tends to 0
Theorem 7.1. Let p ∈ (1,∞), Ω be not axisymmetric and (uα, πα) be the solution of (S)
where
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ), α ∈ Lt(p)(Γ).
Then as α→ 0 in Lt(p)(Γ), we have the convergence,
(uα, πα)→ (u0, π0) in W
1,p(Ω)× Lp0(Ω)
where (u0, π0) is a solution of the following Stokes problem with Navier boundary condition
corresponding to α = 0,{
−∆u0 +∇π0 = f + div F, div u0 = 0 in Ω,
u0 · n = 0, [(2Du0 + F)n]τ = h on Γ.
(7.1)
Proof. Let α→ 0 in Lt(p)(Γ). That means there does not exist any α∗ > 0 such that α ≥ α∗
on Γ. Now from the estimates (4.4) and estimates (6.1), it is clear that (uα, πα) is bounded
in W 1,p(Ω) × Lp0(Ω) for all p ∈ (1,∞). Then there exists (u0, π0) ∈ W
1,p(Ω) × Lp0(Ω) such
that
(uα, πα)⇀ (u0, π0) weakly in W
1,p(Ω)× Lp(Ω).
It can be easily shown that (u0, π0) is the unique solution of the Stokes problem with Navier
boundary condition, corresponding to α = 0,{
−∆u0 +∇π0 = f + div F, div u0 = 0 in Ω,
u0 · n = 0, [(2Du0 + F)n]τ = h on Γ.
(7.2)
Indeed, since (uα, πα) is the solution of (S), it satisfies the weak formulation (5.3). Now as
in Lemma 5.1, uα ⇀ u0 in W
1,p(Ω) implies
uατ ⇀ u0τ in L
s(Γ)
where s satisfies (5.2) and because α→ 0 in Lt(p)(Γ),
αuατ ⇀ 0 in L
m′(Γ)
with m satisfies (5.1). Hence in the weak formulation (5.3), the boundary term in the left
hand side goes to 0. So finally, passing the limit, we deduce,
∀ ϕ ∈ V p
′
σ,τ (Ω), 2
∫
Ω
Du0 : Dϕ =
∫
Ω
f ·ϕ−
∫
Ω
F : ∇ϕ+ 〈h,ϕ〉Γ .
Now by taking difference between the system (S) and the limiting system (7.2), we get,{
−∆(uα − u0) +∇(πα − π0) = 0, div (uα − u0) = 0 in Ω ,
(uα − u0) · n = 0, 2 [D(uα − u0)n]τ + α(uα − u0)τ = −αu0τ on Γ .
Once again using the estimates of Proposition 4.3 and Proposition 6.1 for the above system
and also using Ho¨lder inequality and trace theorem, we obtain
‖uα − u0‖W 1,p(Ω) + ‖πα − π0‖Lp(Ω)
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≤ C(Ω) ‖αu0τ ‖
W
− 1p ,p(Γ)
≤ C(Ω) ‖α‖Lt(p)(Γ)‖u0‖W 1,p(Ω) .
Therefore, uα − u0 and πα − π0 both tend to zero in the same rate as α. 
Remark 7.2. We can prove also the above theorem for Ω axisymmetric and α constant,
provided the compatibility condition (4.6), with the help of the estimates (4.8) and Remark
6.14. Indeed, to expect the limiting system to be (7.1), we must assume the compatibility
condition since this is the necessary condition for the existence of a solution of the system
(7.1).
7.2 α tends to ∞
Next we study the behaviour of uα where α is a constant and grows to ∞.
Theorem 7.3. Let p ∈ (1,∞) and (uα, πα) be the solution of (S) where
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ) and α constant.
i) Then as α→∞, we have the convergence,
(uα, πα)⇀ (u∞, π∞) in W
1,p(Ω)× Lp0(Ω)
where (u∞, π∞) is the unique solution of the Stokes problem with Dirichlet boundary condi-
tion, 
−∆u∞ +∇π∞ = f + div F in Ω,
div u∞ = 0 in Ω,
u∞ = 0 on Γ.
(7.3)
ii) Moreover, for p ≥ 2, we obtain the strong convergence
(uα, πα)→ (u∞, π∞) in W
1,p(Ω)× Lp0(Ω).
Proof. As α→∞, we can consider α ≥ 1.
i) From estimates (6.31) or (6.32), we see that (uα, πα) is bounded in W
1,p(Ω)× Lp0(Ω),
hence there exists (u∞, π∞) ∈W
1,p(Ω)× Lp0(Ω) such that
(uα, πα)⇀ (u∞, π∞) weakly in W
1,p(Ω)× Lp(Ω).
But we can also write the system (S) as follows :
−∆uα +∇πα = f + div F in Ω
div uα = 0 in Ω
uα =
1
α (h− [(2Duα + F)n]τ ) on Γ.
(7.4)
Passing limit in the above system as α→∞, we obtain that (u∞, π∞) is the solution of the
Stokes problem with Dirichlet boundary condition (7.3).
Indeed, passing limit in the first two equations of (7.4) is easy. And for the boundary
condition, since (uα, πα) is bounded in E
p(Ω), by the Green formula (3.4), 2[(Duα)n]τ is
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bounded in W
− 1
p
,p
(Γ). Hence taking limit as α→∞ in the boundary condition of (7.4), we
obtain the boundary condition of (7.3).
ii) Now taking the difference between the systems (S) and (7.3), we get{
−∆(uα − u∞) +∇(πα − π∞) = 0, div (uα − u∞) = 0 in Ω
(uα − u∞) · n = 0, 2 [D(uα − u∞)n]τ + α(uα − u∞)τ = h− 2[(Du∞)n]τ on Γ
Multiplying the above system by uα − u∞ and integrating by parts yields,
2
∫
Ω
|D(uα − u∞)|
2 + α
∫
Γ
|(uα − u∞)τ |
2 = 〈h− 2[(Du∞)n]τ ,uα − u∞〉
H−
1
2 (Γ)×H
1
2 (Γ)
.
As uα ⇀ u∞ in H
1
2 (Γ) weakly and h − 2[(Du∞)n]τ ∈ H
− 1
2 (Γ), this shows the strong
convergence of uα to u∞ in H
1(Ω). And the strong convergence for the pressure term
follows from the following estimate
‖πα − π∞‖L2(Ω) ≤ ‖∇(πα − π∞)‖H−1(Ω) ≤ C‖∆(uα − u∞)‖H−1(Ω).
Next, for p > 2, as D(uα − u∞)→ 0 in L
2(Ω), D(uα − u∞)→ 0 for almost every x ∈ Ω
up to a subsequence. Also using the uniform estimate in Theorem 6.12 for the above system
satisfied by uα − u∞, we can write
‖uα − u∞‖W 1,p(Ω) ≤ Cp(Ω)‖h− 2[(Du∞)n]τ ‖
W
− 1p ,p(Γ)
which shows that ‖D(uα−u∞)‖Lp(Ω) ≤ C. Therefore, dominated convergence theorem yields
‖D(uα − u∞)‖Lp(Ω) → 0. This completes the proof.

7.3 α less regular
Theorem 7.4. Let
f ∈ L
6
5 (Ω),F ∈ L2(Ω),h ∈H−
1
2 (Γ) and α ∈ L
4
3 (Γ).
Then the Stokes problem (S) has a solution (u, π) in H1(Ω)× L2(Ω).
Proof. Without loss of generality, we assume h = 0.
i) First let us consider Ω is not axisymmetric. Let αk ∈ D(Γ) such that αk → α in L
4
3 (Γ).
Now if (uk, πk) ∈ H
1(Ω) × L20(Ω) is the solution of the problem (S) corresponding to αk,
from the estimates (4.4) satisfied by (uk, πk), we can see, there exists (u, π) ∈H
1(Ω)×L20(Ω)
such that
(uk, πk)⇀ (u, π) in H
1(Ω)× L2(Ω).
Also it is easy to show that
−∆u+∇π = f in Ω, div u = 0 in Ω, u · n = 0 on Γ.
Now from the Green formula (3.4), we obtain
2 [(Duk)n]τ ⇀ 2 [(Du)n]τ in H
− 1
2 (Γ).
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Moreover, as αk → α in L
4
3 (Γ) and ukτ ⇀ uτ in L
4(Γ), it gives
αkukτ ⇀ αuτ in L
1(Γ).
Therefore since uk satisfies the boundary condition
[(2Duk + F)n]τ + αk ukτ = 0 on Γ,
passing the limit, it yields
[(2Du+ F)n]τ + α uτ = 0 on Γ.
Hence, (u, π) becomes the solution of the Stokes problem (S).
ii) Note that, when Ω is axisymmetric and α ≥ α∗ > 0, we can find a sequence αk ∈ D(Γ)
such that αk ≥ α∗ and αk → α in L
4
3 (Γ). So we can make use of the estimate (4.5) and
obtain the same result. 
Remark 7.5. For α ∈ L
4
3 (Γ) and h = 0, the solution u ∈H1(Ω) satisfies the extra property:
[(Du)n]τ ∈ L
1(Γ).
Remark 7.6. Let f = 0,F = 0 and h ∈ L
4
3 (Γ) with h · n = 0 on Γ.
i) If α ∈ L2(Γ), we have from Theorem 4.1, u ∈ H1(Ω) which means αuτ ∈ L
4
3 (Γ) →֒
H−
1
2 (Γ). So [(Du)n]τ ∈ L
4
3 (Γ) which in turn implies u ∈W 1+
3
4
, 4
3 (Ω) →֒H1(Ω).
ii) If α ∈ L
4
3 (Γ), we have from Theorem 7.4, u ∈H1(Ω) which gives αuτ ∈ L
1(Ω). But from
here, we cannot improve the regularity any more.
8 Navier-Stokes equations
Finally we consider the non-linear problem and study the existence of generalized and
strong solutions for the Navier-Stokes equation:{
−∆u+ u · ∇u+∇π = f + div F, div u = 0 in Ω,
u · n = 0, [(2Du+ F)n]τ + αuτ = h on Γ.
(8.1)
8.1 Existence and regularity
Theorem 8.1. Let p ∈ (1,∞) and
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W
− 1
p
,p
(Γ) and α ∈ Lt(p)(Γ)
where r(p) and t(p) are defined by (3.2) and (2.2) respectively. Then the following two
problems are equivalent:
(i) Find (u, π) ∈W 1,p(Ω)× Lp(Ω) satisfying (NS) in the sense of distributions.
(ii) Find u ∈ V pσ,τ (Ω) such that for all ϕ ∈ V
p′
σ,τ (Ω),
2
∫
Ω
Du : Dϕ+ b(u,u,ϕ) +
∫
Γ
αuτ ·ϕτ =
∫
Ω
f ·ϕ−
∫
Ω
F : ∇ϕ+ 〈h,ϕ〉Γ . (8.2)
where b(u,v,w) =
∫
Ω (u · ∇)v ·w.
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The proof is standard and very similar to that of Proposition 5.2, hence we omit it. To
facilitate the work, we give some properties of the operator b but skip the proof (cf. [4,
Lemma 7.2]).
Lemma 8.2. The trilinear form b is defined and continuous on V 2σ,τ (Ω)×V
2
σ,τ (Ω)×V
2
σ,τ (Ω).
Also, we have
b(u,v,v) = 0 (8.3)
and
b(u,v,w) = −b(u,w,v) ∀ u,v,w ∈ V 2σ,τ (Ω).
Moreover
b(u,u,β) = 0 and b(β,β,u) = 0.
Now we can prove the existence of the generalized solution of the Navier-Stokes problem
(NS). First we study the Hilbert case.
Theorem 8.3. Let
f ∈ L
6
5 (Ω),F ∈ L2(Ω),h ∈H−
1
2 (Γ) and α ∈ L2(Γ).
Then the problem (NS) has a solution (u, π) ∈ H1(Ω)× L20(Ω) satisfying the following esti-
mates:
a) if Ω is not axisymmetric, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (8.4)
b) if Ω is axisymmetric and
(i) α ≥ α∗ > 0 on Γ, then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤
C(Ω)
min{2, α∗}
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
. (8.5)
(ii) f ,h satisfy the condition:∫
Ω
f · β −
∫
Ω
F : ∇β + 〈h,β〉Γ = 0
then the solution u satisfies
∫
Γ αu · β = 0 and
‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 + ‖π‖2L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)2
. (8.6)
In particular, if α is a constant, then
∫
Γ u · β = 0 and
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
)
. (8.7)
Remark 8.4. Note that in the case of u·n 6= 0 on Γ when Ω has multiply connected boundary,
the existence of solution of Navier-Stokes equation with Dirichlet boundary condition is not
yet clear in full generality, e.g. see [25]. So we do not consider that case here for the Navier
boundary condition also.
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Proof. 1. Existence: The existence of solution of (8.2) can be shown using standard argu-
ments i.e. by Galerkin method, we construct an approximate solution and then pass to the
limit. Nonetheless, we state it briefly for completeness.
For each fixed integer m ≥ 1, define an approximate solution um of (8.2) by
um =
m∑
i=1
ξi,mvi, ξi,m ∈ R
2
∫
Ω
Dum : Dvk + b(um,um,vk) +
∫
Γ
αuτm · vτk =
∫
Ω
f · vk −
∫
Ω
F : ∇vk + 〈h,vk〉Γ ,
for k = 1, ...,m
(8.8)
and Vm := 〈v1, ...,vm〉 is the space spanned by the vectors v1, ...,vm and {vi}i is the Hilbert
basis of V 2σ,τ (Ω). Note that Vm is equipped with the scalar product (, ) induced by V
2
σ,τ (Ω).
Let us also define the mapping Pm : Vm → Vm as for all w,v ∈ Vm,
(Pm(w),v) = 2
∫
Ω
Dw : Dv + b(w,w,v) +
∫
Γ
αwτ · vτ −
∫
Ω
f · v +
∫
Ω
F : ∇v − 〈h,v〉Γ .
The continuity of the mapping is obvious. Also, using (8.3), we get
(Pm(w),w) = 2‖Dw‖
2
L2(Ω) +
∫
Γ
α|wτ |
2 −
∫
Ω
f ·w +
∫
Ω
F : ∇w − 〈h,w〉Γ
≥ C(α)‖w‖H1(Ω)
{
‖w‖H1(Ω) − C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)}
.
Hence, (Pm(w),w) > 0 for all ‖w‖Vm = k where k > C(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H
− 12 (Γ)
)
.
Therefore, the hypothesis of Brower’s theorem is satisfied and there exists a solution um of
(8.8).
Next as um is a solution of (8.8), we have
2‖Dum‖
2
L2(Ω) +
∫
Γ
α|uτm|
2 =
∫
Ω
f · um −
∫
Ω
F : ∇um + 〈h,um〉Γ
which yields the a priori estimate
‖um‖H1(Ω) ≤ C(α)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + h‖
H
− 12 (Γ)
)
.
Since the sequence um remains bounded in V
2
σ,τ (Ω), there exists some u ∈ V
2
σ,τ (Ω) and a
subsequence which we still call um such that
um ⇀ u in V
2
σ,τ (Ω).
Now due to the compact embedding of H1(Ω) into L2(Ω), we can pass to the limit in (8.8)
and obtain, for any v ∈ V 2σ,τ (Ω),
2
∫
Ω
Du : Dv + b(u,u,v) +
∫
Γ
αuτ · vτ =
∫
Ω
f · v −
∫
Ω
F : ∇v + 〈h,v〉Γ
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and thus u is a solution of (8.2).
2. Estimates: The estimates can be shown as for the Stokes problem in Theorem 4.3.

Proposition 8.5. The solution of the problem (NS), given by Theorem 8.3 is unique provided
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + ‖h‖
H−
1
2 (Γ)
<
1
C(Ω)
(8.9)
where the constant C(Ω) is the continuity constant of the linear form b.
Remark 8.6. Interestingly, in the case of α ≡ 0, there is no uniqueness of the solution of
the system (NS) even for small data. But in our case, when α 6= 0 on some Γ0 ⊆ Γ with
|Γ0| > 0, there is indeed uniqueness of the solution under the assumption of small data as in
the case of Dirichlet boundary condition. The reason of this behaviour is the presence of a
non-trivial kernel of the Stokes operator for α ≡ 0.
Proof. Taking ϕ = u in (8.2) and using (8.3), we obtain that any solution of (8.2) satisfies
the estimate
‖u‖H1(Ω) ≤ C(α)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + h‖
H−
1
2 (Γ)
)
. (8.10)
Now if u1 and u2 are two different solutions of (8.2), let u = u1 − u2 and subtracting the
equations (8.2) corresponding to u1 and u2, we get
∀ϕ ∈ V 2σ,τ (Ω), 2
∫
Ω
Du : Dϕ+ b(u1,u,ϕ) + b(u,u2,ϕ) +
∫
Γ
αuτ · ϕτ = 0. (8.11)
Taking ϕ = u in (8.11) and once again using (8.3) implies
2‖Du‖2L2(Ω) +
∫
Γ
α|uτ |
2 = −b(u,u2,u)
which yields, using the continuity of b and the estimate (8.10) for u2,
‖u‖2H1(Ω) ≤
C(Ω)
C(α)
‖u‖2H1(Ω)‖u2‖H1(Ω) ≤ C(Ω)‖u‖
2
H1(Ω)
(
‖f‖
L
6
5 (Ω)
+ ‖F‖L2(Ω) + h‖
H
− 12 (Γ)
)
.
Thus considering the condition (8.9), the above inequality implies ‖u‖H1(Ω) = 0 that is
u1 = u2. 
Next we prove the existence of solution of the system (NS) in W 1,p(Ω) using the Hilbert
case and the Stokes regularity result.
Corollary 8.7. Let p > 32 and f ,F,h and α satisfy the assumptions as in Theorem 8.1.
i) There exists a solution (u, π) ∈W 1,p(Ω)× Lp0(Ω) of (NS).
ii) Moreover, for any p ∈ (1,∞), if F = 0 and
f ∈ Lp(Ω),h ∈W 1−
1
p
,p(Γ) and α ∈W 1−
1
q
,q(Γ)
with q > 32 if p ≤
3
2 and q = p otherwise, then (u, π) ∈W
2,p(Ω)×W 1,p(Ω).
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Proof. i) First let us consider p > 2. Then we have existence of a solution (u, π) ∈H1(Ω)×
L20(Ω) from Theorem 8.3 using the Hilbert case. Since u ∈ H
1(Ω), the non-linear term
(u · ∇)u ∈ L
3
2 (Ω) →֒ Lr(p)(Ω) if p ≤ 3. Hence, using the regularity result for Stokes problem
in Corollary 5.8, we obtain that (u, π) ∈ W 1,p(Ω) × Lp(Ω). For p > 3, repeating the same
argument with u ∈W 1,3(Ω), we deduce the required regularity.
And to obtain existence result for p ∈ (32 , 2), we follow the exact same construction as in
[31, Theorem 1.1]. Note that we replaced the space W−1,p(Ω) for the given data in [31] by
Lr(p)(Ω). For example, we used the following lemma instead of [31, Lemma 1.2]:
If there exists (v, π˜) ∈W 1,p(Ω)× Lp(Ω) such that
−∆v + v · ∇v +∇π˜ − f ∈ Lr(p)(Ω)
div v = 0 in Ω
v · n = 0 on Γ
2 [(Dv)n]τ + α vτ = 0 on Γ
for p ≤ q ≤ 2, then there exists (w, π¯) ∈W 1,p(Ω)× Lp(Ω) such that
−∆w +w · ∇w +∇π¯ − f ∈ Lr(s)(Ω)
div w = 0 in Ω
w · n = 0 on Γ
2 [(Dw)n]τ + α wτ = 0 on Γ
where 1s =
1
q +
1
p −
2
3 (thus s > q).
The rest of the proof follows the same argument as in [31] without any further changes.
ii) Next to prove the strong regularity result, consider the more regular data. For p ∈
(1, 32 ], since the Sobolev exponent p
∗ ∈ (32 , 3] and thus r(p
∗) = p, we have f ∈ Lr(p
∗)(Ω),h ∈
W
− 1
p∗
,p∗(Γ) and hence using the above regularity result for weak solution of (NS), we obtain
(u, π) ∈W 1,p
∗
(Ω)× Lp
∗
(Ω). Now for p ∈ (1, 32), (u · ∇)u ∈ L
s(Ω) with
1
s
=
2
p
− 1
which implies s > p and thus using Theorem 5.11 again, we obtain (u, π) ∈ W 2,p(Ω) ×
W 1,p(Ω). For p = 32 , since W
1,3(Ω) →֒ Lm(Ω) for any m ∈ (1,∞), we have (u · ∇)u ∈ Ls(Ω)
with 1s =
1
3 +
1
m , so choosing m > 3 gives s >
3
2 and thus (u, π) ∈W
2, 3
2 (Ω)×W 1,
3
2 (Ω).
Now for p > 32 , having u ∈ W
2, 3
2 (Ω) gives
∑
i ui∂iu ∈ L
3−ǫ(Ω) which yields u ∈
W 2,3−ǫ(Ω). Further repeating the argument, we get u ∈W 2,p(Ω). 
Finally we discuss the limiting behaviour of the Navier-Stokes system (NS) as α goes to
0 or ∞.
8.2 Limiting cases
Theorem 8.8. Let p ≥ 2, Ω be not axisymmetric and (uα, πα) be a solution of (NS) where
f ∈ Lr(p)(Ω),F ∈ Lp(Ω),h ∈W−
1
p
,p(Γ) and α ∈ Lt(p)(Γ).
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Then as ‖α‖Lt(p)(Γ) → 0, we have the convergence,
(uα, πα)→ (u0, π0) in W
1,p(Ω)× Lp0(Ω)
where (u0, π0) is a solution of the following Navier-Stokes problem{
−∆u0 + u0 · ∇u0 +∇π0 = f + div F, div u0 = 0 in Ω,
u0 · n = 0, [(2Du0 + F)n]τ = h on Γ.
(8.12)
Proof. i) We assume for ease of calculation, F = 0 and h = 0. As α → 0 in Lt(p)(Γ), there
does not exist any α∗ > 0 such that α ≥ α∗ on Γ0 ⊆ Γ. Therefore, (uα, πα) satisfies the
estimates (8.4). For 2 < p ≤ 3, using the Stokes estimate (6.1), we obtain
‖uα‖W 1,p(Ω) + ‖πα‖Lp(Ω) ≤ C(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα · ∇uα‖Lr(p)(Ω)
)
≤ C(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα‖
2
H1(Ω)
)
≤ C(Ω)
(
1 + ‖f‖Lr(p)(Ω)
)
‖f‖Lr(p)(Ω)
and for p > 3,
‖uα‖W 1,p(Ω) + ‖πα‖Lp(Ω) ≤ C(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα · ∇uα‖Lr(p)(Ω)
)
≤ C(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα‖
2
W 1,3(Ω)
)
≤ C(Ω)
[
1 +
(
1 + ‖f‖Lr(p)(Ω)
)2
‖f‖Lr(p)(Ω)
]
‖f‖Lr(p)(Ω).
Then (uα, πα) is bounded in W
1,p(Ω)× Lp(Ω) with respect to α. So there exists (u0, π0) ∈
W 1,p(Ω)× Lp(Ω) such that
(uα, πα)⇀ (u0, π0) weakly in W
1,p(Ω)× Lp(Ω).
Now, as in Theorem 7.1, passing the limit as α→ 0 in Lt(p)(Γ) in the variational formulation
satisfied by (uα, πα), we get that u0 satisfies the equation
2
∫
Ω
Du0 : Dϕ+ b(u0,u0,ϕ) =
∫
Ω
f ·ϕ ∀ ϕ ∈ V p
′
σ,τ (Ω).
Indeed, uα ⇀ u0 weakly in W
1,p(Ω) implies uα → u0 in L
s(Ω) where
s ∈

(1, p∗) if p < 3
(1,∞) if p = 3
(1,∞] if p < 3.
Also, ∇uα ⇀ ∇u0 weakly in L
p(Ω). Therefore, uα ·∇uα ⇀ u0 ·∇u0 weakly in L
q(Ω) where
1
q
=
1
p
+
1
s
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and note that, ϕ ∈ W 1,p
′
(Ω) →֒ Lq
′
(Ω). Hence, b(uα,uα,ϕ) → b(u0,u0,ϕ) as α → 0 in
Lt(p)(Γ). Therefore, (u0, π0) is a solution of the problem (8.12).
ii) Next we show that the convergence that (uα, πα) ⇀ (u0, π0) weakly in W
1,p(Ω) ×
Lp(Ω) occurs in fact in strong sense. Taking the difference between the systems (NS) and
(8.12), we get, 
−∆(uα − u0) +∇(πα − π0) = u0 · ∇u0 − uα · ∇uα in Ω
div (uα − u0) = 0 in Ω
(uα − u0) · n = 0, 2 [D(uα − u0)n]τ + αuατ = 0 on Γ
Note that u0 · ∇u0 − uα · ∇uα = div(uα ⊗ uα − u0 ⊗ u0). Thus using the Stokes estimate
(6.1) for the above system gives
‖uα − u0‖W 1,p(Ω) + ‖πα − π0‖Lp(Ω)
≤ C
(
‖uα ⊗ uα − u0 ⊗ u0‖Lp(Ω) + ‖αu0τ ‖
W
− 1p ,p(Γ)
)
= C
(
‖(uα − u0)⊗ uα + u0 ⊗ (uα − u0)‖Lp(Ω) + ‖αu0τ ‖
W
− 1p ,p(Γ)
)
≤ C
[
‖uα − u0‖Ls(Ω)
(
‖uα‖W 1,p(Ω) + ‖u0‖W 1,p(Ω)
)
+ ‖α‖Lt(p)(Γ)‖u0‖W 1,p(Ω)
]
where s is defined as in (8.2). Now since uα is bounded in W
1,p(Ω) and by compactness,
uα → u0 in L
s(Ω), we obtain the strong convergence of uα to u0 in W
1,p(Ω) as α→ 0. 
Remark 8.9. As in the Stokes case, we can prove also the above theorem for Ω axisymmetric
and α constant, provided the compatibility condition (4.6), with the help of the estimates
(8.6) and Remark 6.14. Indeed, to expect the limiting system to be (8.12), we must assume
the above compatibility condition since this is the necessary condition for the existence of a
solution of the system (8.12).
Theorem 8.10. Let p ≥ 2 and (uα, πα) be the solution of (NS) with f ∈ L
r(p)(Ω), F ∈
Lp(Ω), h ∈W−
1
p
,p(Γ) and α a constant. Then as α→∞, we have the convergence,
(uα, πα)→ (u∞, π∞) in W
1,p(Ω)× Lp0(Ω)
where (u∞, π∞) is a solution of the Navier-Stokes problem with Dirichlet boundary condition,
−∆u∞ + u∞ · ∇u∞ +∇π∞ = f + div F in Ω
div u∞ = 0 in Ω
u∞ = 0 on Γ.
(8.13)
Proof. i) Without loss of generality, assume F = 0 and h = 0. As α → ∞, we can consider
α ≥ 1 and then we have estimates (8.4) and (8.5). Also as done in Theorem 8.8, using the
Stokes estimate (6.31) and (6.32), we can write, for 2 < p ≤ 3,
‖uα‖W 1,p(Ω) + ‖πα‖Lp(Ω) ≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα · ∇uα‖Lr(p)(Ω)
)
≤ Cp(Ω)
(
‖f‖Lr(p)(Ω) + ‖uα‖
2
H1(Ω)
)
≤ Cp(Ω)
(
1 + ‖f‖Lr(p)(Ω)
)
‖f‖Lr(p)(Ω)
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and then similar for p > 3 as well. This shows that (uα, πα) is bounded in W
1,p(Ω)×Lp(Ω)
for all p ≥ 2. Hence there exists (u∞, π∞) ∈W
1,p(Ω)× Lp(Ω) such that
(uα, πα)⇀ (u∞, π∞) weakly in W
1,p(Ω)× Lp(Ω).
Now rewriting the system (NS) as,
−∆uα + uα · ∇uα +∇πα = f in Ω
div uα = 0 in Ω
uα = −
2
α [(Duα)n]τ on Γ
(8.14)
and as in Theorem 7.3, letting α→∞ in the above system, we obtain that (u∞, π∞) satisfies
the Navier-Stokes problem (8.13).
ii) Therefore, (uα − u∞) satisfies the system
−∆(uα − u∞) +∇ (πα − π∞) = u∞ · ∇u∞ − uα · ∇uα in Ω,
div (uα − u∞) = 0 in Ω,
(uα − u∞) · n = 0, 2 [D (uα − u∞)n]τ + α (uα − u∞)τ = −2[(Du∞)n]τ on Γ.
Multiplying by (uα − u∞) and integrating by parts, we get,
2
∫
Ω
|D(uα − u∞)|
2 + α
∫
Γ
|(uα − u∞)τ |
2
=b (uα − u∞,u∞,uα − u∞)− 〈2[(Du∞)n]τ , (uα − u∞)〉
H
− 12 (Γ)×H
1
2 (Γ)
.
But as α→∞, by compactness uα → u∞ in L
4(Ω) and thus
b (uα − u∞,u∞,uα − u∞) ≤ ‖uα − u∞‖
2
L4(Ω)‖∇u∞‖L2(Ω) → 0.
Also since uα ⇀ u∞ weakly in H
1
2 (Γ) and [(Du∞)n]τ ∈H
− 1
2 (Γ), it implies,
〈2[(Du∞)n]τ , (uα − u∞)〉
H
−12 (Γ)×H
1
2 (Γ)
→ 0.
Therefore along with the fact that uα → u∞ in L
2(Ω), we obtain the strong convergence
uα → u∞ in H
1(Ω). For the pressure term, we can write
‖πα − π∞‖L2(Ω) ≤ C‖∇(πα − π∞)‖H−1(Ω)
≤ C‖ −∆(uα − u∞) + (uα · ∇uα − u∞ · ∇u∞)‖H−1(Ω)
≤ C‖ −∆(uα − u∞)‖H−1(Ω) + ‖uα ⊗ uα − u∞ ⊗ u∞‖L2(Ω)
and thus πα → π∞ in L
2(Ω).
Now similar to the Stokes case, for p > 2, D(uα−u∞)→ 0 in L
2(Ω) implies D(uα−u∞)→
0 for almost every x ∈ Ω up to a subsequence. Also using the uniform estimate of Theorem
6.12 for the above system satisfied by uα − u∞, we can write
‖uα − u∞‖W 1,p(Ω)
≤ Cp(Ω)
(
‖uα ⊗ uα − u∞ ⊗ u∞‖Lp(Ω) + ‖2[(Du∞)n]τ ‖
W
− 1p ,p(Γ)
)
≤ Cp(Ω)
[
‖uα − u∞‖Ls(Ω)
(
‖uα‖W 1,p(Ω) + ‖u∞‖W 1,p(Ω)
)
+ ‖u∞‖W 1,p(Ω)
]
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with s defined as in (8.2) so thatW 1,p(Ω) →֒
compact
Ls(Ω). This shows that ‖D(uα−u∞)‖Lp(Ω) ≤
C and therefore, dominated convergence theorem yields ‖D(uα −u∞)‖Lp(Ω) → 0. This com-
pletes the proof. 
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