Introduction
More than 50 years ago, Ilya Prigogine and collaborators showed in an ensemble of fundamental papers [1] [2] [3] [4] [5] that macroscopic physics is mainly modelled by dissipative dynamical systems, i.e. systems that do not conserve volumes in phase space through their time evolution, contrary to what is the case in Hamiltonian mechanics, and they break time reversal and have attractors which are finally responsible for the rhythms and forms we observe in Nature at the macroscopic level. As these systems are described by gross variables coming from a drastic reduction of a fundamental description, i.e. some sort of coarse graining, they are fluctuating variables and one has to take into account these fluctuations unless one can argue that they do not play an important role, as is generally the case 1 in thermodynamic equilibrium but not in far-from-equilibrium systems.
An effective method to study fluctuations is to add 'noise' to the dynamical system which determines the gross variables, turning them into stochastic processes which may be modelled by stochastic differential equations (SDEs) [6] . When the added fluctuations are a white noise, adequate in most situations, one generates a Markov process completely determined by the conditional probability density which obeys the well-known Fokker-Planck equation (FPE) [7] . The essential problem to be solved then is the time evolution of this probability density till it reaches its stationary state in the long time. There are several well-known methods to calculate the time evolution of the probability distribution function (PDF) that have been implemented [7] . In particular, the path integral formulation of FPE was numerically implemented by Wehner & Wolfer in a series of papers in the 1980s [8] [9] [10] and more recently by Subramaniam & Vedula [11] . The methodology is applied for various one-dimensional dynamic systems [8, 9] and time-dependent Langevin forces [10] . Moreover, in [11] the path integral method was applied successfully to the case of two-dimensional gradient Langevin forces, recovering the known theoretical results.
The important point here is that the path integral approach is not limited to the case of weak noise as is often the case with other methods, and furthermore one can treat all those cases for which exact solutions are not available. In particular, here we implement a numerical method based on the functional integral representation of the solution of the FPE to the not so obvious case of non-gradient systems [12, 13] . Moreover, modifying the boundary conditions imposed on the FPE, namely imposing absorbing boundary conditions, we develop with our path integral approach a general numerical method to calculate exit times from local attractors which can be used for an arbitrary intensity of the noise, a novelty, as known theoretical approximations are usually limited to the weak noise limit. The method can be readily applied to one-dimensional cases in which solutions can be computed analytically. Therefore, we focus our attention on the more intriguing situation of non-gradient systems, and we find that the numerical approach shows an excellent agreement with calculations of exit time in the weak noise limit [14] .
The paper is organized as follows. Section 2 summarizes the basic model, namely an SDE; the probabilistic description via the FPE; and introduces the notion of exit time or mean first passage time. Next, §3 is focused on the path integral formulation to solve in general the FPE. We implement the numerical computation of the PDF, and also the numerical evaluation of mean first passage time. Section 4 shows specific applications of the path integral computation of the probability distributions and the mean exit time. Finally, we conclude.
Theoretical scheme (a) Basic model
Consider the following d-dimensional Langevin SDE with additive noise [15] [16] [17] [18] [19] (μ = {1, . . . , d}):
in which η is the noise intensity and ξ k (t) is a white Gaussian noise such that (k = {1, . . . , r}) 
where the conditional probabilities are defined in a domain D ⊂ R d . Denoting P = P(x, t | x , t ) the FPE in the domain D can be written as
in which 2 Q μν = g μ k g ν k and is complemented with the initial condition 4) and by some boundary conditions (BCs) on ∂D. In general, these conditions for (2.3) fall into three main categories [7] : (i) natural BC, (ii) reflecting BC and (iii) absorbing BC. Finally, if initially at time t = 0 the PDF of the variable x is p 0 (x), then the PDF at time t, p(x, t), is given by
In this way, the conditional probability function is, indeed, a Green function, which allows us to determine the PDF given any initial condition, p 0 (x).
(c) The stationary probability: WKB approximation
When the Langevin force is time-independent, that is f μ (x, t) = f μ (x), then under some general assumptions, the FPE (2.3) relaxes to an equilibrium solution given by a stationary probability distribution that must be independent of the starting point x . Therefore, P(x, t | x , t ) → p st (x) as t → ∞; hence by looking for a (Wentzel-Kramers-Brillouin) WKB-like expansion, the solution of the stationary FPE (∂ t p st (x) = 0) reads
where φ(x, η) can be computed, in some cases, via an expansion in the noise intensity: Let P Ω A (x, t | x , t ) be the conditional probability, solution of the FPE, for a trajectory starting at t , x ∈ Ω A , and ending at (x, t), such that this trajectory never touches the boundary ∂Ω A . Therefore, the probability that the system started in x at t , and it is everywhere in Ω A and it has never touched ∂Ω A is Ω A P Ω A (x, t | x , t ) dx; thus 1 − Ω A P Ω A (x, t | x , t ) dx is the probability that the trajectories of the system touch the boundary ∂Ω A for the first time in the interval (t , t).
If one defines π (t | x , t ) dt as the probability that the system, initially in t at the point x , reaches the boundary ∂Ω A between t and t + dt , then π (t | x , t ) is related to P Ω A (x, t | x , t ) via the following relation:
Next, we define the mean first passage time by [14, 15] 
where in the second equality we have replaced π (t | x , t ). After integrating by parts and imposing the condition 3 lim t →∞ (t − t )P Ω A (x, t | x , t ) → 0, one gets the final expression for the mean first passage time [14, 15] :
If the Langevin force does not depend on time, the conditional probability depends on t − t , so in practice t can be set to 0 (the initial time). Though (2.7) is a formal expression, it will be useful for computing numerically mean exit times in multi-dimensional situations. Lastly, we note that the quantity π (t | x , t ) together with the backward FPE [7] drives us to a self-contained partial differential equation for the mean first time passage τ (x , t ) ; this is known as the Dynkin equation [7, 14] . This approach characterizes the mean first passage time, from an attractor up to a saddle point at the separatrix. We refer the reader to [14] for an exact formula in one-dimensional systems (see the electronic supplementary material).
Path integral formulation
In Markovian stochastic processes defined by the Langevin equation (2.1), the conditional probability density P(x, t | x , t ) is a Green function for the FPE (2.3) and by iterating formula (2.2), one has
where If the boundary conditions conserve probability, one has
Starting at t = t 0 with an initial condition p 0 (x), D p 0 (x) dx = 1, at time t, the probability density can be written as 1 be the joint probability for a realization of the stochastic process X(t) defined by (2.1) to start at x 0 in time t 0 , and to be at times t j into the domain
One has [17] [18] [19] 
This last formula gives then an approximation to the probability of a trajectory and it will be essential for our calculation of p(x, t) (as given by (3.3)) and of the exit time. The usefulness of (3.4) and (3.3) depends crucially on having a correct approximation for the short-time conditional probability density P(
We emphasize that a discretization problem of the functional integral arises as discussed in detail in [17] [18] [19] . We shall use here the pre-point discretization which gives
(3.5)
Finally, the discretized version of (3.1) is the functional integral representation of P(x, t | x 0 , t 0 ) and reads (note that, in the expression below, the integrals are done for j = 1, . . . , N − 1, with fixed x 0 and x N = x):
We would like to remark that Alicki & Makowiec [20] have provided a proof of convergence for the path integral discretization procedure in the frame of the FPE.
(a) Numerical implementation of path integral scheme
For a numerical implementation of the formula (3.6), we must discretize the domain D. To do this, we choose a space volume
The appropriate space step is chosen considering that in (3.5) the dominant term in the limit → 0 of the exponential is e −(1/2 η)(x−x ) 2 , and this led us to take a uniform volume | x| = ( η) d/2 . When one starts with a normalized initial condition p 0 (x 0 ) one has an analogous discretized version which replaces (3.6) and gives p(x, t) (see formula (3.3)). We have now to map the trajectory set {x 0 , x 1 , . . . , x N−1 , x N = x} into a finite domain D. The discretization maps this interval into a set of N + 1 intermediate points: {x min , x min + x, . . . , x max }. The PDF is then discretized as p(x, t) → p i (t) and the relevant quantities in the calculation are the factors appearing on the right-hand side of (3.4), which in the discretized version reads as 
that contains 1s at each location site, then 1 † · K = 1 summarizes the normalization of the original kernel. Finally, the path integral solution (3.3) reads
The path integral solution formula (3.8) becomes a product of N tensors. Then, the short-time evolution of the discretized PDF drives a Perron-Frobenius equation
where p i is a tensor with d indices (for the sake of clarity equation (3.9) reads as p i (t) = K ij p j (t − ) in index notation). Because of normalization, 1 † · K = 1, equation (3.9) preserves normalization of the PDF. Indeed, pre-multiplying equation (3.9) by 1, one has 1 · p(t)
In this way, this matrix K satisfies the conditions of the Perron-Frobenius theorem, hence its spectra lie inside the unit circle, unity being an exact eigenvalue (something that follows directly from the normalization condition). The eigenvector associated with the unit eigenvalue corresponds precisely to the stationary probability distribution of the FPE [21, 22] ; therefore in the long-time evolution, lim T→∞ p i (t = T ) → p eq i , which is an invariant eigenvector and then
10)
p eq corresponding to the stationary distribution function of the FPE (2.3).
(b) The time-dependent case
When the Langevin SDE (2.1) has an explicit time dependence in the drift coefficient f μ (x, t), a stationary solution no longer exists for the corresponding FPE (2.3). Nevertheless, in this case we can still use the path integral scheme which follows from equation (3.8). The essential difference comes from an explicit time dependence of the kernel K(t). Let us start with an initial probability vector p (0) (0) such that 1 · p (0) (0) = 1; then, one iteratively constructs the sequence at times [t 1 , t 2 , . . . , t N ] by
and at each time step, the kernel K(t i ) is, by definition, normalized. In this way, we can follow the temporal evolution of the probability when the drift coefficient in (2.1) is time-dependent.
(c) Path integral computation of the mean first passage time
Using the path integral scheme (3.3), one is able to compute the restricted probability, P Ω , into the domain Ω ⊂ D as follows:
In practice, this requires to project the discrete full matrix, K, into a subset of the elements defined by the ensemble Ω. To this purpose, we define the projector matrix P Ω that keeps only the relevant part K Ω = P Ω K. In this way, in matrix notation, the probability evolution reads
Note that in the current case, the probability is no longer conserved, thus all eigenvalues 
The geometric series in (3.12) relaxes because K Ω has all its eigenvalues located inside the unit circle. Formula (3.12) could still be simplified when K Ω is diagonalizable, K Ω = ΛD Ω Λ −1 , where D Ω is a diagonal matrix composed by the eigenvalues of the matrix K Ω and Λ is a matrix composed by the eigenvectors written as columns. Therefore, one obtains
Computing the mean first passage time then appears to be straightforward after such formulation.
Specific examples and results
We have tested the numerical scheme for the probability distribution in the case of onedimensional Langevin equations, more precisely the cases of a pitchfork and a subcritical bifurcation, reproducing the results of [8, 9] . Following [11] , we have also tested the methodology in the case of two-dimensional gradient Langevin forces, recovering known theoretical results.
In the electronic supplementary material, we show explicitly the computations of these PDFs, showing an excellent agreement. In the following, we focus our attention on the path integral method for the time-dependent Langevin force in the case of the existence of a finite-time catastrophe [23] and, more important, we apply the methodology to two-dimensional dynamical systems which are not gradient in a trivial form [12, 13, [24] [25] [26] [27] . Finally, we apply the path integral formalism ( §3c) to compute the mean first passage time in various situations.
(a) Time-dependent Langevin equation
We consider the case, studied in [23] , of a time-dependent drift for equatioṅ
where the bifurcation parameter, = at, is a slowly varying function of time. We solve this problem using equation (3.11) for the path integral computation and by solving explicitly the SDE using a Runge-Kutta method (see the electronic supplementary material). Figure 1 shows the PDF, for distinct time steps after the computation of the path integral kernel in its discretized form (3.7). In order to compare, we show also on the same plot the PDF computed with the stochastic solution of the corresponding SDE by the Runge-Kutta scheme.
(b) Probability distribution function for two-dimensional drift forces
We have applied the path integral numerical method to a Hopf bifurcation, which is not a simple gradient dynamical system, but it can be proved that an exact stationary probability of the form (2.6) arises [12, 13] . The numerical implementation of the path integral method and the exact stationary probability (2.6) shows an excellent agreement (see the electronic supplementary material). Therefore, we focus our attention on a less trivial example constituted by a twodimensional bistable system with noise [28] , which is in the class of the ones considered in [24] [25] [26] [27] : 4ẋ This dynamical system, which is not a gradient, has two stable fixed points at x = ± √ μ 1 and y = 0, two saddle points at x = 0 and y = ± √ μ 2 , and an unstable fixed point at x = y = 0. However, in the weak noise limit the non-equilibrium potential, φ (0) , of the corresponding stationary probability (2.6) in the current case is found to be [28] (see the electronic supplementary material):
We remark that out of this domain, φ (0) takes an unknown functional form [28] . The path integral calculation for the model (4.2) has been done for distinct noise amplitudes and it is compared with the theoretical stationary probability (2.6) in figure 2. We have checked that the stationary state does not depend on the initial conditions, but the transient does. More important, the agreement of the numerics with (2.6) using the non-equilibrium potential (4.3) is excellent in the limit of small noise (figure 2). Interestingly, (4.3) has no saddle on the line x = 0; therefore, in the weak noise limit, the trajectory has the same probability to cross the barrier at any point on the y-axis, something that can already be observed in the numerics. As the noise intensity increases, the path integral numerical probability differs for larger times from the one predicted using purely the non-equilibrium potential (4.3).
(c) Mean first passage time (i) Application to model (4.1) Figure 3a shows the computation of mean exit time for the time-dependent saddle-node system (4.1) with nonlinear saturation as in [23] . As the coefficient 'a t' varies slowly (a = 10 −3 ), then the mean exit time depends explicitly on time. This exit time can be seen as a succession of instantaneous snapshots taken at specific instants of time. As expected, the mean first passage time (ii) Application to the two-dimensional bistable model (4.2)
Here, we apply the alternative approach for the calculation of mean exit times developed in the case of a time-independent Langevin force, based on the formalism developed in §3c. Briefly, we compute the restricted probability p Ω (t), then integrating over Ω we keep track of the total probability lost: n Ω (t) = 1 Ω | p Ω (t) , as a function of time. We have estimated the mean exit time in three ways: (i) By using directly formula (3.12), τ = ∞ t=0 n Ω (t). However, in the limit of weak noise, this convergence requires a large number of iterations. To overcome this difficulty, we note that n Ω (t) typically decreases exponentially in time, n Ω (t) ∼ e −λt ; therefore by fitting the time series to an exponential law,n Ω (t) = A e −λt , leads to the following estimates: (ii) τ = 1/λ and (iii) τ = ∞ 0n Ω (t) dt. The three estimates coincide for moderate values of the noise η 0.07 (see the electronic supplementary material). In the weak noise limit (0.03 ≤ η < 0.07), the mean exit time was estimated using an exponential fit protocol. Figure 3b shows the mean exit time for model (4.2). We have found that the obtained results do not depend in a significant way on the chosen discretization, nor on the initial probability distribution, which in the explored cases were gaussian normalized distributions centred on the attractor (− √ μ 1 , 0). Furthermore, after van Kampen [14] , assuming an 'energy' barrier W = φ (0) , which scales at dominant order as the MaierStein asymptotic formula in the weak noise limit [24, 25] . Our numerics agrees quantitatively with the path integral computations in this limit; further it provides the deviations for large noise amplitudes.
Conclusion
We have introduced a general numerical path integral method for the calculation of the probability density function for a multi-dimensional SDE as well as an alternative application for the calculation of mean exit times. The time evolution of the probability distribution as well as the time dependence of the mean exit time are computed for time-dependent Langevin forces in a one-dimensional model. Similarly, the stationary PDF is obtained in the case of a twodimensional non-gradient model and the mean exit time for this non-gradient model is studied in a broad range of noise intensities 0.03 ≤ η ≤ 2. Both the obtained PDF and the mean exit time agree satisfactorily with the corresponding weak noise limit solution of the multi-dimensional FPE, based on the WKB expansion.
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