Recently spiking neural networks (SNNs) have received much attention because of its rich biological significance and its power in processing spatial and temporal information. However, most existing SNNs are static due to the fixed eigenvalues of spiking generation functions, which means that neurons fire spikes in a fixed frequency when recieving constant input signals. Thereby, the static SNNs are limited in scalability. In this paper, we clarify the bifurcation relationship that dynamic eigenvalues have a great influence on the neuron excitation frequency. And then we propose the Bifurcation Spiking Neural Network (BSNN) for developing a dynamic SNN. Different from traditional static SNNs, BSNN takes a bifurcation system with time-varying eigenvalues as the basic building block, thus it has more powerful flexibility and is able to handle data with complex nonlinear structures. Experiments on wide-range tasks have been conducted, including a delayed-memory XOR task, four image recognition datasets, and 25 UCR archive.
Introduction
Understanding how to dynamically generate spikes according to environmental change is a fundamental problem in SNNs. Previous studies along this aspect have focused more attention on how to train a static SNN by tackling the non-differentiability and discontinuity of spikes [GK02, VGT05, GKNP14, Güt16] .
Several recent works attempt to improve the flexibility of SNNs by exploiting threshold dynamics. For instances, lots of researchers elucidate the local dynamical mechanisms through a balance of excitation and inhibition [HDHM06, BDM13] and some models with BPTT use a non-negative gate function to generate an active zone where the synaptic current can be activated in a gradual manner [HS18] . Although the dynamic firing threshold can affect the spike generation frequency, it is independent of the neuron equation, which results in SNNs still being limited in the terms of neuronal plasticity. Therefore, in order to improve the plasticity of SNNs, we need to explore the neurons with elastic structures rather than those with fixed eigenvalues.
In this work, we are going to develop a dynamic SNN model with time-dependent eigenvalues, which has hardly been studied. Our starting point is a seminal illustration of [CCL19] , which reveals a general discovery that various eigenvalues of the neuron equation in SNNs have a great influence on the neuron excitation frequency. To introduce this in detail, we give two simulation examples, as shown in Figure   1 . Figure 1(a) shows the relationship between the eigenvalue γ of LIF neurons and the spike generation frequency, where the frequency curve is monotonically increasing as the eigenvalue γ grows from -1 to 1. Another example is to investigate the bifurcation relationship between the neuron excitation frequency and eigenvalues when receiving different input signals. In Figure 1(b) , neurons with various eigenvalues work differently when processing weak signals; while inputting high-value signals, the family of excitation frequency curves can be obviously divided into two categories according to the sign of eigenvalues. In summary, the LIF neuron in SNN has a bifurcation structure with respect to the eigenvalues where the neuron excitation frequency will transit from one state to another as the eigenvalue γ crosses 0. Therefore, not only the magnitude but also the sign of the eigenvalue will affect the efficiency of neurons. Furthermore, using the neurons with dynamic eigenvalues will improve the flexibility of SNNs for processing complex signals.
We propose the Bifurcation Spiking Neural Network (BSNN) for achieving a novel paradigm of dynamic SNNs. By employing the plastic neurons with time-dependent bifurcation eigenvalues, BSNN is capable of capturing the adaptive learning behavior of the neurons to the environmental change. Furthermore, we implement a multi-layer BSNN by its equivalent model, Hybrid Spike Response Model (HSRM), which is able to cope with the discontinuity and non-differentiability of spikes with scalable gradient calculations. Experimental results on simulated and practical tasks show the superiority of BSNN to several state-of-the-art static SNNs.
The rest of this paper is organized as follows. We first review the previous studies about static SNNs in Section 2. Section 3 introduces the dynamic bifurcation neurons of BSNN. Section 4 implements a multi-layer BSNN by HSRM. The experiments are conducted on several simulated and practical datasets in Section 5. Finally, we conclude our work in Section 6.
Related Works
Recently the spiking neuron networks (SNNs) are frequently studied as models for networks of neurons in neuroscience. In contrast to most deep neural networks that use neurons with static nonlinearities that produce an analog output [Sch15] , SNN is a dynamic system that transports information between neurons by firing time-dependent discontinuous spikes [GK02, VGT05, GKNP14, Güt16] . In general, the neuron models of SNNs are usually characterized as the first-order equations, such as the leaky integrate-and-fire (LIF) neurons.
Although SNN has a long history, there are great efforts on improving its performance. Early works along this aspect consider to add an absolute refractory period when the current membrane potential u(t) hits the firing threshold u f iring [PMB12, HE15] . However, most studies are still about how to train SNN by ameliorating the conventional error backpropagation to overcome the non-differentiability of spikes.
Existing SNN training methods can be roughly divided into three categories. The first category aims at exploring a simple continuous-valued ANN and converting this deep ANN to accurate spiking equivalents [ONL + 13, EAM + 15, RLH + 17]. The second category configures an SNN on discontinuous spike activities, such as, SpikeProp and its varients transfer the information in the timing of a single spike [BKLP02, MLB06] . However, SpikeProps are limited to single-spike learning, which causes a large number of neurons to be in a shutdown state. Recently, [JZL18] accounts for the temporal contribution of the given presynaptic spike train to the firings of the post-synaptic neuron. The third category attempts to train SNNs in a temporal manner [HS18, LDP16, SO18] . [HS18] presents a temporal gradient descent method, BPTT, with a differentiable formulation of spiking dynamics. Considering the discontinuities at spike times as noise, [LDP16] treats the membrane potentials of spiking neurons as differentiable signals. [SO18] incorporates the temporal dependency between spikes that the backpropagated error at a given time step should be affected by earlier spike inputs.
Bifurcation Spiking Neural Networks
This section introduces the Bifurcation Spiking Neural Network (BSNN), which employs dynamic bifurcation neurons rather than static LIF neurons as the basic building blocks of networks. The bifurcation in our work indicates that the working efficiency of neurons changes significantly when the eigenvalues of the neuron equations that evolve over time pass through the critical point 0. We start from analyzing the working mechanism of static neurons, especially those with LIF neurons.
Eigenvalues and Neuron Excitation Frequency
Our starting point is a general discovery that the eigenvalues can affect the working efficiency of static neurons. In this subsection, we are going to charify this finding by two simulated examples below. Before that, we need to review the LIF equation, which with input I(t) and a rest voltage u rest is generally formulated as follows:
where u(t) represents the membrane potential at time t, τ m is the membrane time constant, γ is the self-decaying rate, usually preset to a negative constant, and R is the membrane resistance. Particularly, as a mathematical ODE model, the LIF equation has fixed negative eigenvalues γ by solving its algebraic formulation.
The first example is to investigate the relationship between eigenvalues γ of LIF equations and the neuron excitation frequency with constant input signals, which is shown in Figure 1 (a). The frequency curve is monotonically increasing as the eigenvalue γ grows from -1 to 1. In detail, when γ < 0, the excitation frequency increases rapidly in the region far from 0, while is almost constant in the region near 0; relatively, when γ > 0, the excitation frequency changes sharply in the region close to 0, while becomes smoother in the region farther away from 0. We also plot the relationship between increasing input and the neuron excitation frequency with various eigenvalues. As shown in Figure 1 (b), when receiving high-value signals, the family of excitation frequency curves will be obviously divided into two categories, that is, the frequency curves with positive eigenvalues will converge together and other curves with negative eigenvalues will be collected into another class. From .
(2)
Basic Bifurcation Neurons
We bridge this gap by exploiting some more complex dynamic neuron models, which not only maintain bifurcation eigenvalues but also have concise analytical solutions. Equation 3 illustrates such a dynamic bifurcation system with respect to the membrane potential u(t) [Onu02, Kuz13] .
where γ is the self-decay rate (γ > 0), u * portrays the mutual promotion between neurons, which is usually expressed as the high-order term of |u|, g(t) denotes the presynaptic input that consists of synaptic voltage and external signal, and λ is the control hyperparameters that change according to time. Assume
is the high-order term of u i , then Equation 3 could be rewritten as
.
By solving the algebraic formulation of Equation 3, we can obtain its analytical solution and the bifurcation structure.
Theorem 1 If the control hyperparameter λ i ≥ 0, then there are at most 2 n−1 bifurcation states in Equation 4, which is the algebraic formulation of Equation 3.
where
On the basis of the results of Theorem 1, we can achieve dynamic eigenvalues with a series of timedependent non-negative hyperparemeters λ(t).
The logic flow of Theorem 1 can be roughly proved by the following two steps. First, finding the characteristic roots of our proposed bifurcation neuron model. According to Equation 3, we can obtain its algebraic representation as follows:
Suppose that the eigenvalues of the matrix B λ are β 1 , · · · , β n . So we can have the following conclusion.
Lemma 1 If the hyperparameter λ i ≥ 0, then the matrix B λ has n real eigenvalues.
Based on the results of Lemma 1, we can claim that the eigenvalue ρ i k of L λ can be represented as the sum of that of A and that of B λ , that is,
Next, we can elucidate the bifurcation states of the eigenvalues. For simplicity, we take the 2-neuron model as an example, in other words,
then when ∆ = C 2 k − 4D k = λ 1 λ 2 ≥ 0, L λ has two series of real eigenvalues:
Obviously, ρ 1 k must be less than zero, but it is not necessary for ρ 2 k . Let λ c = γ 2 be the bifurcation threshold, then for every k ∈ N , the eigenvalues are on the bifurcation states:
When λ 1 λ 2 < λ c , both neurons work in the self-decay mode, such as the simulated examples in Figure   1 
Hybrid Spike Response Model
This section implements the multi-layer BSNN with an equivalent model, the Hybrid Spike Response Model (HSRM). Subsection 4.1 introduces the multi-layer feedforward architecture of BSNNs. And we train the networks with a scalable backpropagation mechanism in subsection 4.2. Figure 2 : The workflow of neurons in a feedforward BSNN. Presynapse receives the input signals x(t) and integrates them as the pre-synaptic spikes g(t). The middle neuron works in accordance with the bifurcation neuron equation, processing with all the information by switching the working modes. When the membrane potential u(t) hits the firing threshold u f iring , the post-synaptic neuron is activated, then transmits the output signals to the next layer and resets the membrane potential in the middle neurons to the rest voltage urest. If u(t) does not exceed u f iring , then the post-synaptic neuron is on the inhibitory state. To formalize this feedforward procedure, we generate an Hybrid Spike Response Model (HSRM), which is equivalent to our proposed BSNN. First of all, it is necessary to introduce a differential operator δ t that indicates the spikes within the interval before time t, that is,
Multi-layer Feedforward Architecture
, where t f iring k is the firing time of the neuron i and (t) is the Dirac-delta function. So the input spike train of neuron i can be written as g i (t) = f g (W i · δ t x) ∈ (−1, 1). Consider the third term of Equation 3, λ is the current control factors, λ i (t) = f λ (U i · x) ∈ (0, 1). And the mutual promotion from the j-th neuron to the i-th neuron is caused by the last spike of the neuron j, noted as u j (t j ), wheret j = max{t j |t f iring j ≤ t}. Then, for the i-th neuron in the hidden layer, we have
Akin to the Spike Response Model (SRM) [Ger95] , Equation 6 with its initial condition u i (t i ) = 0 has an equivalent solution:
Considering the additive contribution of the refractory potential, the total membrane potential of a neuron i which has fired its last spike is the sum of the synaptic term (described in Equation 7) and the refractory term (denoted as ref r) [BKLP02] , that is, Hybrid Spike Response Model (HSRM):
It is clear that the standard BSNN model is a special case of the HSRM, for specification, with
The output spike is emitted whenever u i (t) reaches the firing threshold u f iring . More formally, we can define a firing function to smooth this procedure,û = f iring(u). Different from traditional integrate-andfire approaches, the derivative of f iring(u) is available [HS18] . Finally, a multi-layer feedforward BSNN is established.
Backpropagation in HSRM
BSNN with supervised signals can be optimized via error backpropagation. Summing up the loss of each target supervised signals u target (t) results in the cost function of the HSRM model.
where n l is the number of neurons in l-th hidden layer. So for the i-th neuron, we have
As shown in Figure 2 , the first term of Equation 11 represents the error backpropagation of the excitatory neurons, while the third term is the backpropagation of basic bifurcation neuron error. Plugging Equation 7
and Equation 10 into Equation 11, the gradient term can be calculated as:
Similar to the error-backpropagation process with respect to W , the correction formula with respect to U ik is given by:
In general, we can also add a learning rate η on Equation 12 and 13 to help convergence, just like most deep artificial neural networks.
Experiments
In this section, we conducted experiments on several tasks to evaluate the functional performance of BSNN.
Delayed-memory XOR Task
We first consider a Delayed-memory XOR task, which performs the XOR operation on the input history stored over an extended duration [HS18, ADM16] . Specifically, the network receives two binary pulse signals, + or -, through an input channel and a go-cue channel. When the network receives two input pulses between two go-cue pulses, it should output the XOR signal of both inputs. In other words, the network outputs a positive signal if the input pulses are of equal signs (+ + or --), and a negative signal if the input pulses are of opposite signs (+ -or -+). If there is only one input pulse between two go-cue pluses, the network should generate a null output.
Based on the above introduction, we simulated a Delayer-memory XOR dataset, which consists of 2400 input signals with 300 pulses, 2400 go-cue signals with 200 pulses, and the corresponding output signals.
We also train the networks with the rest voltage u rest = 0 by the first 2160 units and predict the output signals of the last 240 signals. Figure 3 shows the experimental results of the BSNN model and the traditional SNN models on delayedmemory XOR task, in which BSNN can be highly qualified with the correct outputs, whereas the static-LIF Figure 3 : Delayed-memory XOR task. The panels from top to bottom are the single-trial input, go-cue signals, output traces, the predictive signals of the static SNN, and the predictive signals of BSNN. BSNN is able to generate the correct signals, which only allows 1 to 2 units of delay. In contrast, the static-LIF SNN model with γ = −1 frequently makes mistakes because it cannot distinguish the effects of the input signals and the go-cue signals.
spiking neural networks, even using BPTT with dynamic firing threshold [HS18] , cannot even distinguish the role of different channel signals. These comparative results confirm that our proposed BSNN can perform nonlinear computations over the extended time.
Benchmark Tasks
We also test the performance of BSNN on four benchmark datasets: the MNIST handwritten digit dataset The experimental results are listed in Table 1 . BSNN achieves a very superior testing performance to the existing SNN approaches on these image recognition datasets. Although the classification accuracy is still not comparable to conventional ANNs, it is a laudable result for most SNNs. and other parameters are set as follows: the firing threshold u f iring = 1, the rest voltage u rest = 0, the learning rate η = 0.1, the self-decay rate γ = 0.5, and the iteration times is 100. In the test procedure, the test samples are fed to the BSNN one by one, and the output classes are determined by the Output-Layer neuron ID with the largest values of spikes. In addition, we also compare BSNN against other methods, proposed BSNN can exact the underlying computational mechanism to some extent and outperform the traditional SNN models.
Conclusion and Discussions
In this article, we present the Bifurcation Spiking Neural Network (BSNN), a novel dynamic SNN model that can be applied to continous data with complex nonlinear structures and perform nonlinear computations over the extended time. BSNN takes bifurcation neurons with time-varying eigenvalues as the basic building signals. Moreover, we also generate the Hybrid Spike Response Model (HSRM) to implement a multi-layer BSNN. HSRM allows gradient calculation by using the familiar backpropagation rule, which can fully utilize the existing statistical optimization methods in deep learning framework. Finally, we demonstrate our model on a delayed-memory XOR task, four benchmark datasets and the UCR archive. The experimental results show the effectiveness of BSNN.
We provided a series of theoretical discussions about the bifurcation properties and capability of BSNN, including and not limited to the relationship between the characteristic roots of the neuron equations and the spike generation frequency, the working mechanism of the bifurcation neurons system, and how to calculate the gradient for training the BSNN. Besides, we also declare that our work doesn't aim at realizing a biological learning phenomenon but attempting to explore some new thoughts on spiking neural networks.
In this situation, Equation 3 employs the time-varying mutual promotion between adjacent neurons only provides a paradigm of implementing dynamic bifurcation neurons. We are interested in scaling up our work.
