



(ACCESSION N U M B E R )  (THRU) 
z 
I ~ A T ~ G O R Y )  
(y>b Y Y / W  
INASA CR O R  TUX OR AD N U M B E R )  
Fifth Quarterly Report 
Submitted to: Jet Propuls ion Laboratory 
4800 Oak Grove Drive 
Pasadena, C a l i f  o rn i a  
Contract No. 950670 
April 1965 
School of E l e c t r i c a l  Engineering 
Purdue Univers i ty  
h f a y e t t e ,  Indiana 47907 
R. Sr idhar  
P r inc ipa l  I n v e s t i g a t o r  
GPO PRICE $ 
ff 653 July 65 
https://ntrs.nasa.gov/search.jsp?R=19660001326 2020-03-16T21:57:19+00:00Z
Th;s wo& was performed for the Jet Propulsion Labotstoifc 
California Institvte of Technology, sponsored by ths 
National Aeronautics and Space Administration & 
Contract NAS7-100. 
F i f t h  Quarterly Report 
Submitted to :  J e t  Propuls ion Laboratory 
h8OO Oak Grove Drive 
Pasadena, California 
F .  
. School of E l e c t r i c a l  Engineering I 
F urd ue Un ive r s i t y 
Lafayct te ,  Indiana 47907 
R. Sridhar 
P r i n c i p a l  Investigator 
- 1 -  
- Introciuct i on 
"lie A n n u l  Report submitted 50 mL i n  January 1361, contained 
r e s u l t s  obtained during t h e  f i r s t  yea r  of work on t h i s  contract .  The 
p resen t  r e p o r t  i s  concerned w i t h  ex t ens ions  of sane of t h e  work reported 
p rcv i  ously . 
This r e p o r t  i s  i n  two d i s t i n c t  parts. The f i rs t  is concerned with 
a ' s t a t i s t i c a l  approach t o  t h e  problems of e s t i m a t i o n  and of combined 
i d e n t i f i c a t i o n  and control .  The material presented i n  t h i s  s e c t i o n  
r t p r e s c n t c  a cont inuat ion and, t o  a c e r t a i n  e x t e n t ,  a summation of t h e  
m a t e r i a l  i n  chapter  5 of t h e  annual report .  
The second s e c t i o n  of t h i s  repor t  d e a l s  with t h e  problem of t h e  
u 9 r s t  r n i t i e l  condition. For a p a r t i c u l a r  s p e c i f i c  optimal c o n t r o l  
scheme, it i s  useful t o  know which i n i t i a l  cond i t ion  on the state of the  
system being con t ro l l ed  w i l l  cause t h e  "worst" system behavior, where 
"worst" implies  t h a t  t he  performance index t akes  on i t s  maximum value. 
TI:e i n i t i a l  condl t ion within t h e  range of i n t e r e s t  which causes t h e  
performance index t o  take on i ts  maximum value is  termed t h e  "worst 
i n i t i a l  c o n d i t i m .  I' 
Areas f o r  f u t u r e  i n v e s t i g a t i o n s  are ind ica t ed  i n  each sect ion.  






A S t a t i s t i c a l  Formulation of' t he  Est imat ion and 
the Cmbined I d e n t i f i c a t i o n  and Cont ro l  Problems. 
I n t r o d u c t i c n  
P?, L . . ~  ;s s e c t i o n  r ep resen t s  work which i s  r e l a t e d  t o  t h a t  repor ted  i n  
chapter  5 of t h e  annual repor t .  I t  is  not  intended t h a t  t h i s  s e c t i o n  
be rcad completely sepa ra t e ly  fran Chapter 5 as: 
(1) Answers t o  s e v e r a l  of the q w s t i o n s  posed i n  t h a t  chapter  
w i l l  be suggested i n  this s e c t i o n  and 
(2) The d i scuss ion  here  i n  a sense providcd t h e  mot iva t ion  f o r  
the  work repor ted  i n  chapter 5. 
The purpose of t h i s  s ec t ion  i s  t h e  following: ( A )  To survey t h e  
literature and t o  o u t l i n e  the  r e s u l t s  a v a i l a b l e  concerning e s t ima t ion  
problems involv ing  continuous nonl inear  dynanicrtl systems ( B )  To 
survey the  l i t e r a t u r e  and t o  ou t l ine  the  r e s u l t s  a v a i l a b l e  concerning 
combined i d e n t i f i c a t i o n  and cont ro l  p r o b l e m  involv ing  continuous 
d y n m i c a l  systems with d is turbances  ( C )  To  p re sen t  a c r i t i c a l  review 
of i tems ( A )  and ( B ) ,  and ( D )  To s w e s t  an a l t e r n a t e  approach t o  t h e  
e s t i m a t i o n  problem and also t o  the canbined i d e n t i f i c a t i o n  and control 
problem. 
For the estimation problem of t h e  t y p  under Considerat ion,  t h e r e  
a rc  many seemingly r e l a t e d  r e s u l t s  repor ted  i n  the l i t e r a t u r e .  Essen- 
tially, t h e r e  are three d i f f e r e n t  viewpoints being ?resented by t h e  
* 
var ious  wr i t e r s .  The d i r ' fe ren t  viewpoints arc those  of t he  p h y s i c i s t ,  
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"he l3rowr.ian not ion  problem i n  physics  has  a spec t s  which are similar 
t o  the c s t i n a t i o n  problems under considerat ion.  
rasekhar [2], Kac [ 8 ] ,  and Wang and Uhlenbcck [lj] a r e  among the  c l a s s i c s  
i n  t h i s  area. Brownian not ion  i s  t h e  name given t o  the  motion o€ a small 
p a r t i c l e  i m e r s e d  i n  o. f lu id .  I n  t h e  pas t ,  t h e  p h y s i c i s t s  have been 
concerned with cons t ruc t ing  noilels which desc r ibe  t h e  g ross  e f f e c t s  of 
the motion of the  i m e r s e d  pa r t i c l e .  One such model i s  an ordinary 
d i f f e r e n t i a l  equat ion wi th  pos i t ion  a s  t h e  dependent var iab le .  
t o  account f o r  t he  a p p r o x b a t e l y  1O2I c o l l i s i o n s  per  second t h a t  t h e  
p a r t i c l e  undergws,  a r a p i d l y  f l u c t u a t i n g  fo rc ing  func t ion  i s  appl ied  t o  
t h e  d i f f e r e n t i a l  equation. Occasionally, t o  s impl i fy  the  analysis, t h e  
fo rc ing  func t ion  is  assumed t o  be Gaussian white noise.  The success  i n  
p r e d i c t i n g  the  gross e f f e c t s  has been t h e  j u s t i f i c a t i o n  of us ing  t h i s  
~odel .  
The papers by Chand- 
I n  order  
The nathcmntician on t h e  other hand i s  concerned with t h e  mathe- 
m a t i c a l  meaning of the model. For example, see Doob, re ference  [h]. 
"he quest ion i s  whether it i s  nothematical ly  c o r r e c t  t o  t reat  a d i f f e r -  
e n t i a l  equat ion  wi th  a gaussian whitc noise  input  by t h e  normal rules of 
in t eg ra t ion .  
Such ques t ions  o f t en  lead the mathematician i n t o  developing an e n t i r e l y  
n e w  area of pure mathematics. I n  t h i s  particular in s t ance  the new area 
is t h a t  of s t o c h a s t i c  or I t o  equations,  [ 3 ,  71. 
t h c t  the new mathenntics w i l l  nelp i n  t h e  s o l u t i o n  of t h e  o r i g i n a l  problem 
of d i r e c t  3hys i ca l  i n t e r e s t .  
If not, can a cons is ten t  set of axioms and r u l e s  be developed? 
There is  no guarantee 
The engineer  o f t en  bcgins with a s p e c i f i e d  phys ica l  system. 
many cases  it i s  known fron experience t h a t  the  phys ica l  system may be 
clescribed, w i th in  observat ional  e r r o r s ,  by an ordinary d i f f e r e n t i a l  
In 
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. 
c 
equation. It i s  a l so  known t h a t  d i s turbanccs  from var ious  sources  are 
a c t i n g  on the system. The ob icc t  i s  t o  desc r ibe  i n  a u s e f u l  manner t he  
e f f e c t s  of t he  d i s tu rbances  on t h e  system. It i s  not  t he  i n t e n t  here t o  
becme involved wi th  phi losophica l  d i scuss ions  concerning t h e  na tu re  of 
t hc  disturbances, i . e . ,  whether t h e  terms unknown or  unknowable a r e  more 
appropr ia te .  
t he  d i s t u r b a c e s  riay be va l id .  Some writers,  19, 10, 151, i n  order t o  
ob ta in  rnodcls f o r  t h e  d is turbanccs  which arc t r a c t a b l e ,  appca l  t o  the  
purely rnatncmatical r e s u l t s  i n  t'nc a r e a s  of s t o c h a s t i c  or I t o  equat ions.  
I n  doing t h i s  thcy end up with rnodels for t h e  system which a r e  a l s o  
s t o c h a s t i c  or  Ito equat ions.  While a l l  t h e  opera t ions  may be mathematical ly  
c o r r e c t ,  t h i s  neve r the l e s s  represents  a dilcmma. I n i t i a l l y  t h e  system was 
descr ibed  adequately by ar, ordinary di f fe ren t ia l  equat ion,  which could be 
sinda+&d; the f ina l  resuit is 8 nathcnatical r e p r e s e n t a t i o n  of the system 
i n  t e n s  of' s t o c h a s t i c  Qf I t o  cquat ions which cannot be simulated. It 
w o d d  secrn t h a t  t o o  high a pr i ze  i s  being paid f o r  m o d e l o  of t he  diE;tur- 
b m c e s  which a r e  mathenat ica l ly  t r a c t a b l e .  
Rather it w i l l  be conceded t h a t  a s t a t i s t i c a l  approach t o  
Fie remaining s e c t i o n s  o f t h e  r e p o r t  will develop t h e  v a r i o u s  ideas 
For convenience the  s c a l a r  case b r i e f l y  xent ioned above i n  more d e t a i l .  
w i l l  be considered, 
1. Statistical Analysis  of Dynarnical Systems 
Co:isider t h e  fol lowing c l a s s  of systems; l e t  t h e  equat ion  of motion 
be given by 
j, = g ( t ,  x) + k ( t ,  x )  U ( t )  (1-1) 
and l e t  t h e  output  observations be 
I J 
P ( a ,  t) da = Pr{a < x ( t )  - < a + dn 
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Y(T), to 5 T _< t )  (1-3) 
y(t> = h ( t ,  x) + v ( t )  (1-2) 
I -  
F.- 
I 
1 -  
wilere u( t )  and v ( t )  r ep resen t  c i is tubances:  
A fundamental problein i n  t h e  s t a t i s t i c a l  a n a l y s i s  o f  dynamical 
systems i s  t h e  Sollowing: 
dis turbai iccs  u ( t )  and v ( t ) ,  a s t a t i s t i c a l  d e s c r i p t i o n  of x ( t  ), t h e  
i n i t i a l  conditLon f o r  equat ion (1-I), and a r e a l i z a t i o n  of t h e  process 
Glvcn a s t a t i s t i c a l  d e s c r i p t i o n  of t he  
0 
y, determine a s t a t i s t i c a l  desc r ip t ion  of t h e  process  x. 
I n  p a r t i c u l a r ,  for est imat ion purposes t h e  s t a t i s t i c a l  d e s c r i p t i o n  
of t he  process x t h a t  would be t h e  most desirable  would be t h e  d e n s i t y  
I f  P (a ,  t )  could be obtained, then i n  p r i n c i p l e  the  problem of e s t i n a t i n g  
x ( t )  i s  solved. 
For example l e t  k(t) denote an e s t ima te  OS x ( t ) ,  and denote the  
e r r o r  i n  t h i s  estimate by e ( t ) ;  t h u s  
e ( t )  = x ( t )  - Ei(t) (1-4)  
Suppose P(a, t) is lrnown ar,d is as i nd ica t ed  below. 
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Then any c r i t e r i o n  based upon t h e  e r ro r  may be minimized. 
f o r  P ( a ,  t )  as shown, t h e  est imate  2 = x 
2’ 
t he  mode, would r ep resen t  the most l i k e l y  s t a t e .  
t he  cond i t iona l  mean, w m l d  represent  t h e  minimum variance estimate of 
x, 1.c., 
For example, 
t h e  m a x i m u m  of P (a ,  t ) ,  o r  1’ 
The estimate 2 = x 
F i n a l l y  t h e  c s t ima te  2 = x,, t he  median, would r ep resen t  t h e  u in iuax  
estimate of x, i . e . ,  t he  value which minimizes [ a - x3 I , t h e  m a x i m u m  
possible e r r o r .  
J 
With t h e  knowledge of P(a,  I,) i n  a d d i t i o n  t o  being a b l e  t o  d e t e r -  
mine t h e  b e s t  estimate t o  any p a r t i c u l a r  c r i t e r i o n ,  it i s  a l s o  poss ib l e  
t o  determine t h c  spread about the p a r t i c u l a r  estimnte.  Thus a q u a l i t y  
of t‘ne estimate or t o n f i d e x e  l e v e l  may a l so  be determined. 
In pr inc i> le , ,  many d i f f e r e n t  t ypes  of e s t i n n t i o n  problem may be 
considered by t h e  present  format. I n  gene ra l ,  t h e  d e n s i t y  func t ion  of 
x conditioned on t h e  r e a l i z a t i o n  of y may be w r i t t e n  as  
P ( a ,  tl, t,,) da = Pr[a  < x(t,) < a + da 
1 2  
y(.r) ,  to 5 T 5 t ] (1-6) 2 - L 
For t > t the estimation problem b e c a e s  t h e  so-cal led p r e d i c t i o n  
problem, for t < t it becmes t h e  so-called smoothing problem, and 
for t = t it becomes the so-cal led f i l t e r i n g  problem. 
1 2  
1 2  
The es t ima t ion  pr3blern considered h e r e i n  w i l l  be t h e  f i l t e r i n g  
problem, : .e . ,  t o  e s t ima te  the value of’ t h e  s ta te  x ( t )  bascd on y(~), 
t < ‘I < t. For r ea l  time app l i ca t ions  t h e  v a r i a b l e  t i s  t h e  independent 
variable,  the running t i r e  var iable .  The es t ima t ion  of the cu r ren t  value 
0 -  - 
of t h e  s ta te  x ( t j  based on Y ( T ) ,  to 5 T 5 t ,  Tor a l l  va lues  of t i s  
de f ined  as t h e  s e q u e n t i a l  f i l t e r i n e  problem. 
, - 7 -  
A complete s o l u t i o n  of t h e  sequen t i a l  f i l t e r i n g  problem could be 
. 
obtained, in p r i n c i p l c ,  i f  the t i nc  evo lu t ion  of t h e  a - p o s t e r i o r i  
d e n s i t y  func t ion  of x ( t )  were knowr.. 
how the func t ion  P(a ,  t) evolves i n  t inc.  
??ius it i s  necessary t o  determine 
A t  t h i s  p o i n t  it i s  necessary t o  appeal t o  t h e  e x i s t i n g  l i t e ra ture  
on t h e  theory of s t o c h a s t i c  processes. 
theory which has received considerable a t t e n t i o n  as far as a p p l i c a t i o n s  
The area of s t o c h a s t i c  process  
t o  p h y s i c a l  pivblems i s  concerned is t h e  theo ry  of Markov processes.  I n  
some sense t h e  Great e f f o r t  i n  the a p p l i c a t i o n  of Markov process  theory 
t u  p h y s i c a l  problems has i n  p a r t  been motivated by the  d e s i r e  t o  uake 
the  s t o c h a s t i c  problem surnewilat analogous t o  t h e  d e t e r m i n i s t i c  problem. 
E!eilman [l] seems t o  be  one cf t h e  first writers t o  p o i n t  out t h e  
a p p l i c a t i o n  of Narkw processes  t o  c e r t a i n  c o n t r o l  and f i l t e r i n g  problems. 
A Markov process z of t he  type of i n t e r e s t  here  i s  def ined by r e q u i r i n g  
t h a t  
P r ( a  < z ( t  + A )  5 a + da 1 z ( 7 ) ,  to 5 'c 5 t)  
= Pr[a  < z ( t  + A )  _< a + da 1 z ( t ) )  (1-7) 
for a l l  a, t, and A .  
t h e  k rkw process z depends on the " i n i t i a l  condi t ion" and no t  on how 
t h e  process arrived a t  t h i s  " i n i t i a l  condition". l'his is analogous to 
I n  a sense then  the  f u t u r e  s t a t i s t i c a l  behavior of 
c e r t a i n  d e t e r m i n i s t i c  processes. 
Historically one of t h e  first p h y s i c a l  problems t o  be treated us ing  
t h c  PIarkov process  approach was t h a t  of Brownian Motion. 
bas i c  s t a r t i n g  places f o r  applying Markov process  theory t o  Brownian 
motion and t o  t h e  f i l t e r i n g  problem are considerably d i f f e r e n t  it w i l l  
Even though t h e  
be i n s t r u c t i v e  t o  consider Brownian motion. 
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c 
2. Brownian Motion 
A n  eloquent d i scuss ion  of the theory of Brownian blotion i s  contained 
i n  t h e  r e fe rences  k, 8 ,  1-31. It is t h e  i n t e n t i o n  he re  to d i s p l a y  t h e  
p e r t i n e n t  f a c t s  as t hey  relate t o  t he  e s t ima t ion  problem. 
Let x denote the p o s i t i o n  of the p a r t i c l e  and l e t  P(a,t I y )  denote 
the t rami  t i on proba 5 i li t y  
P ( a ,  t I y )  d a  = P r ( a  < x(t l  + t )  - < a + da 1 x(tl) = y] (2-1) 
The b a s i c  s t a r t i n g ,  place l'or the study of Brownian motion [13] is t o  make 
the assumptions (1) t h a t  x i s  a Markov process  and (2 )  
rirst and second o rde r  moments of t h e  change, i n  t i m e  tit, o€ t h e  coordinate 
of t he  p a r t i c l e  are pr3port ional  t o  6 t ,  i .e.,  i f  
t h a t  only t h e  
P 
an(z,  G t )  =J  ( a  - z)" P(a,Gt I z )  da (2 -2  1 
t hen  as St -+ 0 only a, nnd a become p r o p o r t i o n a l  t o  et. Le t  
1 2 
1 
6 t  1 A(Z) = l i m  - a (2, G t )  
1 
6t B ( z )  = l i r n  - a2(z, 6 t )  
Under t h e s e  assumptions it can be shown 1131 t h a t  P satisfies t h e  
Fok&.e?-Planck equabion 
A somewhat d i f f e r e n t  approach t o  t h e  Brownian Motion problem i s  to 
cons t ruc t  a inode1 t o  desc r ibe  the n o t i o n  of t h e  p a r t i c l e .  This i s  
u s ~ o l l y  doric by modeling the  motion of t h e  p a r t i c l e  by Langevin's  equat ion 
i = - px + c ( t )  (2-5 1 
whcm 5 ( t )  represents a f u n c t h n  which v a r i e s  extremely r a p i d l y  compared 
t o  the  v a r i a t i o n  01' s. 111 o r d e r  t o  consider  t h e  s l i g h t l y  more gene ra l  
case a r  rcprcsented by equat icns  (c-,:) the general i$d Langevin's  equat ion 
- 9 -  
> = A ( x )  + H(x) t ( t )  (2-6 1 
Tor  x t o  be a Markov grocess with the t r a n s i t i o n  p r o b a b i l i t y  obeying 
the  Fokkcr-Plunck equat ion the  mathematics r e q u i r e s  t h a t  t ( t  ) be 
Gaussian white noise. (Assune f o r  convenience t h a t  t has ze ro  mean and 
n 
E [ ( d f ) L ]  = 1 d t , )  
It i s  a t  t h i s  po in t  t h a t  t he  o a s i c  d i f f e r e n c e s  i n  t h e  s t a r t i n g  p l aces  
f o r  the  study of' Brownian motion and t h e  s tudy of t h e  e s t ima t ion  problems 
considered become npparcnt. I n  the Brownian motion problem t h e  b a s i c  
cissumpions concern the  s t a t i s t i c a l  c h a r a c t e r  of t h e  mation. Frm t h e s e  
s t a t i s t i c a l  d e s c r i p t i o n s  t h e  Fokker-Planck equat ion d e s c r i b i n g  t h e  t i m e  
c v d u t i o n  of the  p r o b a b i l i t y  dens i ty  func t ion  may be obtained. Knaring 
t h e  G t a t i s t i c a l  cha rac t e r  of the na t ion , a  model i n  the  form o f  a d i f f e r -  
ential equation may nlsc be detemined,nnd results derived via this 
rr,.jdel. Thus t h e  d i f f e r e n t i a l  equation i tself  I s  not t he  bas i c  s t a r t i n g  
place.  
equation desc r ib ing  the motion of t h e  system i s  spec i f i ed .  Thus one 
s t a r t s  with t h c  d i f f e r e n t i a i  equation. The s t o c h a s t i c  nature of t h e  
probJertt enters via r andm inpu t s  t o  t h e  system, obse rva t iona l  e r r o r s ,  
and unknown i n i t i a l  conditions.  
For the  es t imat iw problems under cons ide ra t ion , the  d i f f e r e n t i a l  
Cer ta in  matheno%icel d i f f i c u l t i e s  OCCUT when the differential 
e q k a t i m  i s  t h e  s t a r t i n g  place and one at tempts  t o  model the state 
v n r i a b l c s  by n ~kirkcw process. 
be a btirkov y o c e s s  t(t) must be Gaussian vilite noise. 
d i f f i c u l t y  i s  that w i t h  e ( t )  beini: gaussian white noise ,  equa t ion  (2-6) 
c a n m t  be i n t e r p r e t e d  os  an o r d i n a r j  d i f f e r e n t i a l  equat ion but  :;?rould 
be  tre3teti u s  a s t o c h a s t i c  equation; see f o r  exmyles  1-cfeyences [>,4]. 
 or example, i n  equat ion (2-6), for x t o  
The mathematical 
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Stochas t i c  equat ions cannot be t r e a t e d  as ordinary d i f f e r e n t i a l  equations.  
Except f o r  t h i s  methematical d i f f i c u l t y ,  f o r  e s t ima t ion  problems of 
the c l a s s  under considerat ion,  s t a r t i n g  wi th  equat ion (2-6) i s  appealing. 
I n  t h i s  cnce the Fokker-Plnnck equation d e s c r i b e s  t h e  t -he  evo lu t ion  of 
the  a - p r i c r i  ( o r  open loop)  p robab i l i t y  d e n s i t y  func t ion  of x. 
t o  account for t h e  observat ions,  i .e.,  t h e  r e a l i z a t i o n  of y, one would 
l i k e  t o  gene ra l i ze  equat ion (2-4)  s o  t h a t  t h e  time evo lu t ion  of t h e  
I n  o rde r  
cond i t iona l  p r o b a b i l i t y  d e n s i t y  funct ion of x could be obtained. This  
cond i t iona l  p r o b a b i l i t y  d e n s i t y  funct ion w w l d  be t h e  a - p o s t e r i o r i  ( o r  
c losed loop)  d e n s i t y  func t ion  of x. 
Since phys ica l  systems are never d i s t u r b e d  by i n f i n i t e  bandwidth 
s igna lc ,  o r  e q u i v a l e n t l y  gaussian white noise,  i n i t i a l l y  sane approxi- 
mations n u s t  be nade. It would seen p l a u s i b l e  t h a t  i f  t h e  d i s tu rbances  
acting an t h e  system and the obcervat ional  e r r o r s  are white Over t h e  
e f f e c t i v e  bandwidth of t he  system, then t h e s e  s i g n a l s  could be approximated 
by i n f i n i t e  bandwidth s i g n a l s  and then  t h e  mathematical r e s u l t s  fran t h e  
Theory of Markov Processes  applied. 
3. An Applicat ion of t h e  Theory of Condit ional  Markov Processes  t o  
E l t e r i n g  Problems 
Apparcntfjt the first systematic s tudy of cond i t iona l  Markov Processes 
w a s  made by S'ratonuvich 1121. Kushner 19, 101 considered several t y p e s  
of conditional Markov Processes. The results given i n  th i s  section are 
containec! i n  reference [iOJ. 
The s t a r t i n g  place f o r  the s tudy of t h e  cond i t iona l  Markov Process  
of i n t c r c s t  i s  the equat ion 
J; = &(t,  x) + u ( t )  (3-1) 
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t h e  output observat ions are given by 
y(t) = h ( t ,  X )  + v ( t )  ( 3 - 2  1 
where u ( t )  and v ( t )  are gaussinn white noise.  
tllat t h e m  are mathematical d i f f i c u l t i e s  involved i n  t h e  i n t e r p r e t a t i o n  
3: (3-1). 
in some tie~rier the  actual physical s i t u a t i o n .  
cor.monl.j used, (;-l) and (3-2) w i l l  be w r i t t e n  as 
It must be emphasized 
FJSO, regorciless of the meaning of (5-1) it only approximates 
I n  o rde r  t o  employ n o t a t i o n  
dx = E ( t ,  X )  d t  + dk 
d~ = h ( t ,  X )  d t  t d< 
( 3 - 3 )  
(3-4) 
where it w i l l  be a s s m e d  t h a t  E(d{)  = E(d{) = 0 and E[(dg)*] = oZ2 d t  and 
L [ ( C I < ) ~ ]  = J1 2 d t .  r1otice that foilnally y = dz,/dt. 
kt Y(t) r ep rcsen t  a l l  the observed information i n  the  i n t e r v a l  
tn 5 T 5 t ,  i.c.,  t h e  e n t i r e  function z ( - c ) ,  to 5 T 5 t or Y ( T ) ,  to 5 T _< t. 
The conditional density function of' x a t  t i m e  t w i l l  be denoted by 
P ( a ,  t I Y ( t ) )  o r  P(a,  t )  or  P. 
Ynrkov process,  i. e. , 
It can be shown [lo] t h a t  P ( a ,  t )  i s  8 
Pr{p < P(a ,  t + A) - < p + dp 1 P(a,  TI, to 5 T 5 t] 
= Pr{p  < P(a,  t + A )  - < p + dp 1 P(a,  t )]  (3-5 1 
Gsini; a method 0:' analysis analogous t o  t h a t  used t o  de r ive  the  
Fekker-Planck equat ion for  Bramian Motion, it can be shown [lo] that 
t h e  time evolution of P(a ,  t >  is descr ibed by 
-(a, t) = ?(a, t + dt) - P(a, t) 
where (. ) denotes the p a r t i a l  d e r i v a t i v e  of t h e  quan t i ty  (. ) with n 
respert  t d  a ,  arid Eh = E [ h ( t ,  a ) j  
=sh(:, a >  €'(a, t) da 
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There s c m s  t o  be sane coni'usion i n  t h e  t e c h n i c a l  l i terature as t o  
whether equat ion ( 5 - 6 )  r e p r e s e n t s  a p a r t i a l  d i f f e r e n t i a l  equat ion after 
Cormally d i v i d i n g  by d t ,  or whethe:- ( 5 - 6 )  i s  a s t o c h a s t i c  equation. 
IJotice t h a t  i'ormally d i v i d i n g  through by d t  y i e l d s  n t e rn  - dz The d t '  
obsemat ion  y = dz/d t  has an add i t ive  gaussian white no i se  term; hence 
to be c o n s i s t e n t  it w m l d  seen t h a t  (3-6) i s  a s t o c h a s t i c  equation. 
Since the  s t a r t i n g  place represented by equat ions (3-1) and ( 3 - 2 )  
only  npproxinatcd the  a c t u a l  physical  s i s t u a t i o n ,  it appears  t h a t  
equat ion ( 5 - 6 )  s t i l l  aiqroxirnates i n  sane manner t h e  a c t u a l  t i m e  
evi:lution of P(a ,  t ) .  
Neglecting t h e  poss ib l e  s t o c h a s t i c  a s p e c t s  of equat ion (3-6), t h e  
equa t ion  i tself  i s  not  e a s i l y  simulated, as it i s  a forced,  p a r t i a l ,  
d i f f e r e n t i a l ,  i n t e g r a l  equat ion ( t h e  E ope ra to r  imp l i e s  i n t e g r a t i o n  
with respect t o  P). 
An a l i e r n a t e  Markov Process r ep resen ta t ion ,  suggested i n  r e fe rences  
[(;7, lOJ, i s  t o  consider  the mments of P. L e t  m r e p r e s e n t  t he  mean and 
m .  t h e  Jth c e n t r a l  moment of P, i .c . ,  
J 
m(t) = l a  P(3, t) dn 
m . ( t )  =!(a - tn)' P(a, t )  da 
3 
(3-7)  
The equa t ions  t h a t  the manents of P s a t i s f y  may be de r ived  using the 
same schcme used when de r iv ing  equat ion (3 -6 ) .  In the derivation of' 
equat ion (3-6) it i s  shown [ ~ O J  t h a t  for  an a r b i t r a r y  but  t r i p l y  
d i f f e r e n t i a b l e  f u n c t i o n  ,t(a) 
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I .  
L 
u * d t )  P(a ,  t )  da (3 -9 )  =!.(a) dQ da + s (La gdt  + 1 Laa 
w h e r e  
dQ = P(a, t)(dz - Eh d t )  2 1 ( h  - Eh) (3-10) 
1 U 
For cxmple, ( i )  the equation t h a t  m ( t )  s a t i s f i e s  may be determined 
Q S  fo l lows  
h(t) = m ( t  + d t )  - m ( t )  
=[a P ( a ,  t + dt) da - J a  P (a ,  t) da 
= l a  dP da 
hence l e t t i n g  l ( a )  = a i n  (3-9)  and (3-10) yields 
ar,d (ii), the equat ion  that m ( t )  satisfies may be determined as 
;‘allows 
2 
dm (t) = m2(t + dt) - m2(i) 2 
=[(a - m ( t  + d t ) ) 2  P(a ,  t + at) dt 
-1 (a - m ( t ) ) 2  P(a, t) d t  
carrying out t h i s  calculation y ie lds  
2 
rh , ( t )  = 2E[g(a - m)] ctt + a2 d t  
i 
2 [E(h[a - n ] ) ]  dt 1 
1 
- -  
2 
U 
Q r 1 
- 2  
+ - [Ea'h - LWa' - ;Im,[Eh(a - m))]{dz - Eh dt) (5-13) 
"1 
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In the  sane fash ion  equations for m 3 ,  m4, . . . and so on may be 
dete rnii ned . 
Notice t h a t  f o r m l l y  d iv id ing  (3-12) and (3-13) by d t  y i e l d s  a term 
dz/C7t i n  t h e  r i g h t  hand s ide.  
quest ion concerninc the s tochas t i c  na ture  of these equat ions analogous 
t o  those concerning equat ion (3-6) i s  unclear.  
quest ion i s  neGlectcd, i n  general ,  equa t ions  (3-12) and (3-13) and s o  on 
2 0  not  r ep resen t  ordinary d i f f e r e n t i a l  equat ions  s ince  the expec ta t ion  
opera tor  I s  ir,volvc?. Tu:. cxmplc 
I n  the  l i t e r a t u r e  t h e  answer t o  t h e  
However, even i f  t h i s  
Thus thc equat ions for the  c c n t r a l  moments of P a l s o  involve in t eg ra -  
t i o n s  with respect t o  P. 
'=he present  s t n t i s t i c a l  fo,mulation of t h e  f i l t e r i n g  problem l e a d s  
n a t u a 3 . Q  to me vers ion  of the  so-called s t o c h a s t i c  optimal c o n t r o l  problem. 
h .  C.lc.bincd I d e n t i f i c a t i o n  and Control 
The canbined i d e n t i f i c a t i o n  and c o n t r o l  problem as  considered i n  
t h i s  r epor t  c o n s i s t s  i n  tak ing  n i i s y  observat ions on t h e  output  of t he  
s:;stcn and, based uyon the  observat ions,  synthes iz ing  con t ro l  signals 
which will control t h e  plant i n  sme prede temined  fashion. 
the plant itself may not be cmpletely known, i .e . ,  there may be parmeters 
i n  the plant equation which are unknown. 
In general 
F1orenti:i i n  [5,  61, Kushner i n  [9, 10, 111, and Wonhan i n  [14] 
consider  some of the  var ious  aspec ts  of t h i s  and r e l a t e d  problems of 
o p t i n a l  con t ro l  i n  the  presence of disturbances.  
rifhc s t a t i s t i c a l  approach t o  this problem c o n s i s t s  in  us ing  the  
G t a t i s t i c a l  desc r ip t ion  Oi' the d is turbances  and observa t iona l  e r r o r s  t o  
d e t e r n i n e  t h e  a - p s t e r i o r i  s t a t i s t i c a l  c h a r a c t e r i s t i c s  of the  States. 
- 15 - 
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Tne problem then  becmes  one of determining these a - p o s t e r i o r i  s t a t i s t i c s  
i n  a sequen t i a l  manner and con t ro l l i ng  these p r o b a b i l i s t i c  measures i n  
sane more des i r eab le  fashion. 
The features of t h e  combined i d e n t i f i c a t i o n  and c o n t r o l  problem 
are  more apparent  when it  i s  cmpared with the  simpler d e t e r m i n i s t i c  
optimal con t ro l  p:-oblen. A class  of d e t e r m i n i s t i c  opti.mil c o n t r o l  prob- 
lems nay be descr ibed a s  follows: The equat ion  of motion of t h e  p l an t  is 
j, = g ( t ,  x, u )  (4-1) 
The problem i s  t o  s e l e c t  u ( t )  (or u (x ) )  s o  a s  t o  minimize 
T I.(.. x, u )  dT (4-2) 
where x ( t  ) and x(T) must be on sane appropr ia te  i n i t i a l  and te rmina l  
manifolds respec t ive ly .  
0 
A na tu ra l  s t o c h a s t i c  analog of t h e  above i s  as follows: The plant 
i s  descr ibed by 
k = G ( t ,  x, u> + c(t) (4-3) 
an2 the  observa t ions  arc 
y(t) = n ( t ,  x) + {(t) (4-4) 
where E(t) and c(t) are gaussian white noise. This a86mptiQn i s , i n  
mneral, necessary i n  order to obta in  any results. 
Based on the &&enta t ions  j r ,  t h e  problem is to synthesize u so as 
tc nin imize  sone index of p=rfomonce r e l a t e d  t o  t h e  expression (4-2). 
L e t  P(a ,  t )  bc? t h e  a -pos t e r io r i  dens i ty  f b c t i o n  of t h e  s t a t e  x a t  t i m e  t ,  
as descr ibed i: s e c t i o n  2. An appropr ia te  g e m r a l i z a t i o n  of expression 
(I+-:) i s  
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L o 
'i?ie cxpi-ession (4-5) requi res  some i n t e rp re t a t ion .  Let ~ ( a ,  to) 
t he  a - p r i s r i  dens i ty  func t ion  of x be given. 
i s  spec i f i ed ,  then  f o r  each r e a l i z a t i o n  y(.r), t 
Suppose u ( T ) ,  to 5 T 5 T 
5 7 5 T t h e  exprcr;sion 
0 
m L 
is a number, the cost  of con t ro l  f o r  the p a r t i c u l a r  u and y. With 
P ( o ,  t ) given arid u(T), to 5 T 5 T s p c i f i c d ,  expreGsion (4-6) is, i n  
Eenerzl ,  a xmdm var iab le .  
0 
Tnus, :'cr a given u ( T ) ,  exprcssion (4-5)  r ep resen t s  t h e  expected 
The s tochas t i c  c o n t r o l  problem is t o  s e l e c t  U ( T )  as ccjsi of soi:t:-ol. 
an operetion on the pact observations so 9 s  to minimize the expected 
c o E t  of control .  
With the g a m s i a n  w h i t e  noise a s s m p t i o n  on C, and f ,  P(a,  t )  i s  
i tsel;  a :Jar-kov F'rccess. Hence the techniques of Dynamic Programming 
[l] are appl icable .  It w i l l  be convenient t o  use t h e  cond i t iona l  rnments 
of P as the sufficient statisticG f o r  the problem. Let  m ( t ) ,  m , ( t ) ,  ... I 
m J ( t ) ,  . . . represent the condi t iona l  moments (a-pocteriorl) of the 
T procesc. Define t h e  value function 
n n  




Use of t h e  p r i n c i p l e  of opt imal i ty  y i e l d s  
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Expanding V i n  n Taylor series and r e t a i n i n g  a l l  terms whose 
expec ta t ion  i o  of o rde r  A y i e l d s  
V [ m ( t o ) ,  n 2 0  (t ), ...; t 0 J = Min E f o y k ( T , a , u )  P(a,T> da dT 
U 
[to, t o a J  0 
L e t t i n g  A --. dt and cancel l ing out the c m o n  V term results i n  
F- 
0 = Min E b t l k ( t ,  a, u) P(a, t) da  + d t  +I $ dmi 
i i a( t )  
(4-10) 
where o(dt) dt -. 0 as d t  + 0 
The expres s ions  f o r  t h e  change i n  the  c e n t r a l  manents, i .e.,  the 
clm ' s  appearing i n  equat ion (4-10), mny be determined by t h e  method 
ou t l ined  i n  s e c t i o n  3. 
j 
Uotice t h a t  t h e  fcin of equat ion (4-10) depends on P (a ,  t). C l e a r l y  
equat ion (!+-1C) i s  considerably more complex than  t h e  IIamilton-Jacobi 
cqunt ion XJhich arises i n  d e t e r m i n i s t i c  problems. The only case i n  which. 
- 18 - 
a s o l u t i o n  t o  (4-10) seems to be poss ib le  i s  when t h e  p l a n t  and observa t ions  
arc l i n e a r  and the  f imct ion k i n  the performance index i s  quadrat ic .  I n  
t h i s  case only m ( t )  and m (t) appear i n  t h e  equat ion  of dynamic progrm- 
Ring. This results i n  t h e  w e l l  known sepa ra t ion  of t h e  con t ro l  and 
2 
es t ima t ion  ?unctions a s  discussed by many w r i t e r s  [5, 9, 141. 
>. Cr i t ique  I - Stochas t i c  Estimation 
Since t h e  Markov Process  approach t o  Brownian Motion provides  the  
n c t i v a t i o n  t o  d c t e m i n e  the el'f'ects of t h e  observa t ions  on the  dens i ty  
f'unction, it i s  i n t e r e s t i n g  t o  see what type of c m e n t s  t h e  p h y s i c i s t s  
t!lt:mseIves make. S. Chandrosckhar i n  re ference  [2] page 2 1  (page 23 i n  
Wax) carcfull:: p c i n t s  out t h e  d r a s t i c  na ture  of t h e  assumptions i m p l i c i t  
i n  w i - i L i a g  cquntior,  (2-5). He a l s o  states, "They ( t h e  assumptions) are 
nadc with t h e  r e l i a n c e  on phys ica l  i n t u i t i o n  and t h e  a - p o s t e r i o r i  
j c s t i f i c a t i m  by t h e  success  aT the  hypothesis ."  
is.] prize 370 (page 296 i n  Wax) poin ts  ou t  t h a t  t h e o r i e s  f o r  Brownian 
M. Kec in reference 
Xotion based on s t a r t i n g  wi th  tile d i f f u s i o n  equa t ion  for t he  p r o b a b i l i t y  
d e n s i t y  func t ion  are only approxiuate. He also states, "These l i m i t a t i o n s  
of t h e  theory  were a l r eady  r ecowized  by E i n s t e i n  and Smoluchcrwski but 
a r e  often disregarded by writers who stress that i n  Brownian Motion the 
veloci ty  of the particle is infinite. 
result of s t r e t c h i n g  the  theory beyond t h e  bounds of its applicability.  I' 
This paradoxical conclusion is  a 
With t h e s e  cmmcnts i n  mind, f o r  the  problem of determining the  
a - p o s t e r i o r i  s t a t i s t i c s ,  i n  which the  observa t ions  are incorpora ted  and i n  
view of (i) 
arid of ( i i)  the  d r a s t i c  assumptions requi red ,  it seems t h a t  t h e  mathe- 
t he  poss ib l e  s t o c h a s t i c  a s p e c t s  of t h e  r e s u l t i n g  equat ion,  
m a t i c a l  r i g o r  requi red  t o  arrive F i t  t h e  r e s u l t s  i s  se ldan  j u s t i f i e d  i n  
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nmy phys ica l  yroblens. It i s  more p l a u s i b l e  t o  s ta r t  c loser  t o  the 
a c t u a l  phys ica l  problem, t o  make assumptions based upon p h y s i c a l  
i n t u i t i o n ,  and t o  cxperimental ly  v e r i f y  t h e  r e s u l t c .  This was t he  
motivat ion for formulat ing the  sequen t i a l  e s t ima t ion  problem i n  t h e  
annuol r epor t  vhere the  d is turbances  and measurement e r r o r s  were t r e a t e d  
as imirnom s i g n a l s  and n Least squares c r i t e r i o n  was used f o r  t h e  es t imates .  
With this di*asti.c d i f f e rence  i n  viewpoints i n  mind, it would s t i l l  
b c  I n z c r c s t i n g  t o  compare t h e  r e s u l t s  frw t h e  two approaches. For 
s i m p l i c i t y  concider t he  s c a l a r  case with l i n e a r  observat ions.  I n  t h i s  
case thc equat ions  for the  condi t iona l  mments  become 
a*( t 1 




rnQ2(t) d t  2 1  - iim2 = 2Zfg(t, &)(a - u)] d t  + dtU2 2 L  
m (t) 
(dz  - m d t )  
2 + 
1 0 
The sequential estimator e q w t i o n s  becctne 
- dn = 2gx(t, 2 )  R(t) - 2R2(t) + 1 
dt 
* 
These equat ions  were derived i n  the  annual report. 
(5-2 
r"omally d iv id ing  e q u a t i m s  (5-1) through by d t ,  r e c a l l i n g  t h a t  
y = dc/d t ,  and neg lec t ing  m , ( t ) ,  t h c r c  seems t o  be a c e r t a i n  s i m i l a r i t y  
3 
* 
3(t) here corresponds t o  P ( t )  i n  equat ion  (5.71) of the  annual 
1 r e p o r t  with w(T, 2)  z r; and h(T, 2 )  = ?. 
confusion w i t h  P(B,  t). 
R ( t )  i s  used t o  avoid 
L 
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betweeii the two r e s u l t s .  Notice !lowevcr, t h a t  t h e  equat ions f o r  t h e  
cond i t iona l  moans would still ~ i o t  be ordinary d i s f e r e n t i a l  equat ions  
due to the expected vnlue operator. 
6. An I n t c r p r e t a t i o n  of t he  Scqucnt ia l  Es t imator  
Consider t he  term 
E [ g ( t ,  a ) ( a  - ni)] (6-1) 
4- r m  t he  r ight-hand s i d e  of (5-1). 
P 
E [ g ( t ,  a ) ( a  - c i ) ]  = J  G ( t ,  a ) ( a  - m )  P ( n ,  t )  da (6-2) 
Expmciing E(%, a )  i n  a 'Taylor scrics about t h c  c o n d i t i m n l  mean n, 
-t ... J (a - m) ~ ( n ,  t) da ( 6 - 3 )  
= J g ( t ,  n ) ( a  - n) P ( R ,  t> da 
t- ... (6-4) 
(6-5) = 2 h, m) m,(t) + ... 
Thus approximating the terms i n  (5-1) ccn ta in ing  an  expected value 
operator by the first ncn-zero tern i n  i ts  Taylor series, formally 
dividine through by dt, and neglecting m - . ( t )  y i e l d s  3 
- w, t I & - = g(t, m) + - (;.(t) - E ( t ) )  




~ i i c  t j a rs  i n  c q u a t i m s  (,;-t;) ix1icat.c t h a t  n ani1 i are only 
2 
3 ~ 1 p ) : ~ ; x i m t i i n s  to a and m,-. 
sug(;ests t h a t  i i' tiic 2 i s t ~ ~ S a c c c s  8cd o b s e x a t i o n a l  e r r o r s  arc Cntlssinn 
w;-~::::c n o i s e ,  $hen the  est imntc ?(t) i s  s m c  approximation t o  t h e  con- 
c i i t i cmi  wan m( t )  arid t l i a t  i l ( t )  i s  socle approximation t o  tlie c o n d i t i o n a l  
vnrinnce m ( t ) .  
bc given t o  ?,(t). Iicjwcver, i t  must be pointed out t h a t  t h e  e s s m p t i o n s  
ma!k an2 thc approach taken w i t h  thc  s e q u e n t i a l  l eas t  squares e s t ima to r  
are valid far a conziderably l a rge r  c l a s s  of phys i ca l  problems. 
A ax i tp r i son  :?f' equa t ions  (5-2) and (G-6) c 
Thi.s i s  s u a e s t i v c  of the i n t e r p r e t a t i o n  which could 2 
'i. Critique I1 - Ctochat;tic Control 
The s t a t i s t i c a l  f o r n u l a t i o n  of t h e  combined i d e n t i f i c a t i o n  arid 
con:r>l p:*obltn has two inherent  d i f f i c u l t i e s .  The first  is t h a t  t h e  
s ta t i s t ica i  f o r n u l a t i o n  of t h e  est imat ion problem i s  a bas i c  po r t ion  of 
1i.c dycrall Solmula t ion.  ' T ~ U S ,  whatcver obJect ions are r a i s e d  concerning 
the s t a t i s t i c a l  formulat ion of the f i l t e r i n g  problem may a l s o  be raised 
here. The second i s  t h e  canplexity of t he  op t ima l i ty  equat ion i t s e l f .  
Feedback s o l u t i o n s  t o  t h e  d c t e m i n i s t i c  optimal c o n t r o l  problem are 
us- ia l ly  v e r y  d i i ' f i c u l t  t o  obtain. Except i n  rare cases  s o l u t i o n s  t o  
equation (k-10) w m l d  be impossible t o  obtaic. 
Of course ther is always the a d d i t i o n a l  p r a c t i c a l  object ion,  perhaps 
the most valid of all, namely t h a t  many c o n t r o l  problems are no t  s u f f i c -  
i e n t l y  well formulated so  a s  t o  j m j t i f y  the r i g o r  n e c e s s a r j  i n  t h i s  
approach. 
I n t u i t i v e l y  it would seem t h a t  i n  sane cases  a smewhat s impler ,  
and of course mathematically sub-optimal, scheme waul6 provide s a t i s f a c t o r y  
c o n t r o l  oi' t h e  p l an t .  Hopefully the  assumptions necessary t o  use some 
s d b - o p t h a l  scheme would b e  nore i n  occcrdancc with t h e  a c t u a l  phys i ca l  
s i t ua t i on. 
i 
F 
8. A S u b q t i m a l  Contra1 Scl:ccc 
A suboptimal c o n t r o l  sc!ier?c vhich i s  q u i t e  appeal ing i s  t o  use the  
s e q u e n t i a l  s t a t e  e s t ima to r  t o  provide e s t i m a t e s  of the c u r r e n t  s t a t e ,  
and t k n  to use t h e  es t imated s t a t e  f o r  c m t r o l  purposes. I n  p a r t i c u l a r ,  
if a s u i t a b l e  i'eeclback c o n t r o l  law i s  known for t h e  d e t e r m i n i s t i c  prob- 
lem then r ep lac ing  t h e  t r u e  s t a t e  by "she est imated s t a t e  i n  t h e  c o n t r o l  
law would provide one u s e f u l  scheme of c o n t r o l l i n g  t h e  p l a n t  based on 
noisy ncasurecents  of i t s  output.  
q s t c m  wiiicL e f f e c t  t h c  c o n t r o l  law, then t h e  est imated values as produced 
If t h e r e  are unknown parameters i n  t h e  
by the s t a t e  e s t ima to r  could be used i n  place of the unknown parameters. 
I n  a d d i t i o n  to tt,e examples presented i n  the  previous r e p o r t  a number 
oi' a d 5 i t i o n a l  t x F r i c c n t s  were performed i n  order t o  t e s t  f u r t h e r  the 
nbmr" c o n t r o l  scheme. I n  all of these examples the c o n t r o l l e r  and s t a t e  
estimator w e r e  both turned on simultaneowly. 
f o r  these a d d i t i o n a l  studies as it was necessary t o  know t h e  optimal 
L inea r  p l a n t s  were s e l e c t e d  
feedback c.o:it:-ol l a w  ( w i t h  respect t o  sane performance index)  i n  order  
t o  I r q d e m n t  t h e  overn11 scheme. 
'I?lc plant  e q u a t i ~ n s  
* 
w i t h  output  observat ions on x 1' G2) 
whcrc t h e  Fr fo lmance  ir,dex f m  t h c  d e t c m i n i s t i c  problem was minimum 
tine. 
The c o n t r o l  law used was u 
Figure 1. ci isplays t h e  results i'or x 1 (0) = 1.0, ?? v ( c )  = 1.0, 
(C) = O.C, ? T ( ! 2 )  = 6.C. Fiqure 2 displays the  r e s u l t s  f o r  x 1 ( 0 )  = 1.0, 1 
Example 2. 
Plant e quat ions  
w i t h  output observaticns c,n x The r o o t s  t o  the open loop cha rac t e r -  
i o t i c  ca_uationc are A 
u = -I .hb?,-  2.1sq. 
problcn would be qaad ro t i c  ir? x plus c o s t  of c o n t r c l  u and i n 2 i n i t e  
1’ 
= -0.1 and x2 = 0.2. The c o n t r o l  law used was 1 
IIcnce the F r fomance  index f o r  t h e  d e t c r m i n i s t l c  
& c 
2 
t irne . 
Figure :) d i q l a y s  the results for ~ ~ ( 0 )  = 2.0, x (0) 2 2.0,  
2 
? l (0)  = P.0, and !? (0) = 0.0. 2 
i,:<nmple 3. 
Plant  equntious 
(8-3  ) 
* 
w i t h  o b s c r ; n t i o n s  on x 
t h e  performance index for t h e  d e t e r m i n i s t i c  problem was minimum time. 
The ccritrol  l a w  used was u (2 2 ) whcre 1’ 1’ 2 
The switching boundaries i n  t h i s  case arc more complex than  those  of 
example 1. 
Figure 4 displays the results for x ( 0 )  = 2.0, x,(O) = 1.0, 1 c 
jrl(0) = 0.0, ? , ( C )  = Q.G. Figuze 5 d i s p l a y s  the resul ts  for j( ( 0 )  E -4.0, 
c 1 
x,fo) = -0.5, rz ( e )  = cI.0, 2 ( 0 )  = c.0. 1 2 
-- EXnIilFlC +. 
Plant equat ions 
(8-4) 
w i t h  obccrvations on x I n  t h i s  example t h e  constant  mancnt of i n e r t i a  
K i s  mknotin and hence nus t  be estimated. The c o n t r o l  law used was 
u (xl, ?, k )  whcre t h e  performance index f o r  t h e  d e t e r m i n i s t i c  problem 
was minimum time. 
1' 
+ A  
- 
I n  t h i s  case t h e  switching boundaries a l so  depend on K. 
Figure 6 displays the  resul ts  T o r  x ( 0 )  = 2.0 ,  x2(0) = 1.0, K = 2.0, 1 
2 (0) = 0.0, 2 (C') = o.c, i ( 0 )  = 1.c. 1 2 
It i s  i n t e r e s t i n g  t o  note t h a t  i n  a l l  t h e  examples considered t h e  
pwposecl con t ro l  scheme does indeed c o n t r o l  t h e  plant .  
h'hile c e r t a i n l y  no claim i s  nade concerning t h e  op t ima l i ty  of t h e  
proposed scheme, i. e. , the sepa ra t ion  of e s t ima t ion  and c o n t r o l  func t ions ,  
from t h e  examples tested i t  does seem t o  p re sen t  a f e a s i b l c  scheme of 
obtainirig suboptimal controls .  
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Conclusions 
Sane c e n e r a l  r e s c l t s  i'or t he  cstLmation of cond i t iona l  Markov 
Processes have been reviewed. The d r a s t i c  assumptions t h a t  t h i s  
approach rcqciires p a r t l y  provided t h e  motivat ion f o r  t h e  more i n t u i t i v e  
approach based on a l e a s t  squares c r i t e r i o n .  The l a t t e r  method with 
experimental  results was discussed i n  t h e  annual report .  The Markov 
Process approach, hcwever, does provide a poss ib l e  s t o c h a s t i c  i n t e r -  
p r e t a t i o n  of' t he  seque1,tial s t n t e  es t imator .  I n  p a r t i c u l a r ,  it i s  con- 
jectw-ed t h a t  the R(t) i n  t h e  sequen t i a l  scheme i s  sane approximation 
t o  thc  cond i t iona l  e r r o r  cavariaice  matrix. I n  t h e  experiments performed 
5:e i n i t i a l  c m d i t i o n  i i (C)  was always s e l e c t e d  t o  be symmetric and 
p o s i t i v e  de:'ini%e. 
A p o s s l b l e  f o r n u l a t i o n  of the cmbined i d e n t i f i c a t i o n  and c o n t r o l  
~ r o b l e n  wos presented using thc r c s u l t s  frm, t h e  e s t ima t ion  of c o n d i t i o n a l  
1:nrk.m Procescer. 1 4 ~ - t i ~ ~ ~ t C d .  b;f the ccmplexity of t h i s  approach, a sub- 
cp t l r iz l  :cnbir,ed iden t i  f i m t i 3 n  and c o n t r o l  scheine was suggested. The 
otiditiorinl experimental rt:sults i n d i c a t e  t h a t  using t h e  estimated s t a t e  
8s !)reduced by the sequen t i a l  state e s t ima to r  i'or c o n t r o l  purposes may 
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SECTION I1 
'dorst Case I n i t i a l  Condition 
In t roduc t ion  
Once a feedback con t ro l  system has been designed, e i t h e r  on paper 
or  i n  a c t u a l  hardware, the  design must be t e s t e d  t o  de t e rn ine  whether 
o r  not  it meets the  performance s p c i f i c a t i o n s .  Often, it i s  of interest  
t o  f i n d  the  maximum value of t he  specified value func t ion  or an  index of 
p r f o n i a n c e  Over the range of the i n i t i a l  condi t ions  possible .  
case i n i t i a l  condi t ion problem i s  considered f o r  a c l a s s  of d p a m i c a l  
systems which may be descr ibed  by a set of f i r s t - o r d e r  d i f f e r e n t i a l  
The worst 
e quat  i om. 
I -  
t -  
1. :.lotivat ion 
A typical  optimal control problem is the f o l l a r i n g :  
The p lan t  i s  descr ibed by a s e t  of n f i r s t  order  d i f f e r e n t i a l  
e quat  ions  
- -  j ,  = f ( t , 11, u ) ,  
- x ( G )  = C (1-1) 
where the in i t ia l  condi t ion  C lies i n  a set Ll and u ( t )  i s  t h e  scalar 
c o n t r o l  function. 
Tne control problem is  t o  f ind  u ( t )  such t h a t  a given func t iona l  
of - x ( t )  and u ( t ) ,  ca l l ed  the index of performance, of the form 
T 
i s  minimized. 
The fi ,  i = 1, 2 ,  . . . , n are  assumed t o  possess  piecewise continuous 
second p a r t i a l  d e r i v a t i v e s  w i t h  respec t  t o  a l l  t h e i r  arguments. g ( t ,  5, u )  
- 34 - 
i s  a sca la r -va lued  func t ion  of i t s  arguments, and g(t, E,  u )  2 0 fo r  a l l  
- x and u i n  t h e  domain of i n t e r e s t ,  
t o  possess piecewise cont inuom second p a r t i a l  d e r i v a t i v e s  wi th  r e spec t  
t o  a l l  i t s  a rgmen t s .  
The f'unction g ( t ,  E, u)  i s  assumed 
It has been pointed out [l] t h a t  even i f  an optimal c o n t r o l  law, 
* 
i. e . ,  u ( t )  = u ( t ,  x) can be obtained, it w i l l  not  be a s a t i s f a c t o r y  
p r a c t i c a l  so lu t ion  i n  genera l  because of t h e  canplexi ty  of t h e  dependence 
of the  opt imal  con t ro l  law on the cu r ren t  state of t he  system and t h e  
cu r ren t  t i m e .  
v a r i a b l e s  a t  every i n s t a n t  of time. 
phys ica l  c o n s t r a i n t s  d i c t a t e d  by t h e  a p p l i c a t i o n  while formula t ing  the  
opt imal  c o n t r o l  problem. 
o p t h a 1  c o n t r o l  problem l eads  t o  t h e  S p e c i f i c  O p t i m a l  Control  problem 
which w i l l  henceforth be r e fe r r ed  t o  as t h e  SOC problem. 
Also it i s  necessary t o  have knowledge of a l l  t h e  s ta te  
It i s  d e s i r a b l e  t o  incorpora te  the  
Incorporat ion of sane of these  f a c t o r s  i n  t h e  
"he SOC problem i s  def ined a s  follows: 
Given a p l a n t  with dynamical equat ions  of the  form 
The s p e c i f i c  c o n t r o l  law i s  of the form 
u = htZ, b) (1-3) 
In equation (1-5) p is a p-dimensional vector (p  
function of the state L; h is a pre-spec i f ied  func t ion  of i t s  arguments. 
n) which is a known 
"he vec to r  i s  a q-dimensional cons tan t  vec to r  of unknown parameters. 
It is  des i r ed  t o  determine t h e  unknown parameters - b such t h a t  an 




is  mininized. 
- 35 - 
m i i s  problem can be approrched by v a r i o u s  methods [l]. It i s  known 
t h a t  the feedback c o e f f i c i e n t s  - b depend i n  g e n e r a l  on the i n i t i a l  cond i t ion  
- C and the  d u r a t i o n  of t h e  process T. 
the SOC, i t  is  inpor t an t  t h a t  t h i s  dependence be t h e  least  possible .  
For s a t i s f a c t o r y  implementation of 
0 
Tne n a t u r a l  quest ion one may ask is: Suppose b i s  given f o r  
E R, how should onc choose a p a r t i c u l a r  set of feedback va r ious  
c o e f f i c i e n t s  - b such t h a t  t h e  c o n t r o l l e r  w i l l  be s a t i s f a c t o r y  f o r  all 
i n i t i a l  condi t ions - C E R? 
defined. A t  presen t ,  no a n a l y t i c a l  techniques e x i s t  f o r  so lv ing  t h i s  
prcblem. 
should give enough i n s i g h t  t o  choose a feedback c o e f f i c i e n t  v e c t o r  & 
f o r  a given sct of' i n i t i a l  conditions fL 
The problen as posed above i s  very imprecisely 
The p r a c t i c a l  l i m i t a t i o n s  and t h e  requirements of t h e  system 
Once t h e  des ign  of t h e  c o n t r o l l e r  has been a c c m p l i s h e d ,  it i s  
important t o  know t h e  maximum value of' t h e  index of performance m d  t h e  
i n i t i a l  condi t ion f o r  which t h e  maximum occurs i n  the set il. This i n i t i a l  
cond i t ion  w i l l  be  called t h e  worst i n i t i a l  condition. 
2. Problem Statement 
For a given feedback c o e f f i c i e n t  v c c t o r  IJ, equa t ions  (1-1) and (1-2) 
T 
I = J G ( t ,  - x) d t  
C 
- 36 - 
where 
The problem then is t o  f i n d  the  worst  i n i t i a l  condi t ion  C E R 
which corresponds t o  t h e  l a r g e s t  value of t h e  performance index. 
- 
4 
The Fi, i = 1, 2, . . . , n are assumed t o  possess  piecewise continuous 
s c c m d  p a r t i a l  d e r i v a t i v e s  wi th  respec t  t o  a l l  t h e i r  arguments. 
i s  a s c a l a r  valued f h c t i o n  of  i ts  arguments, and G ( t ,  x) > 0 f o r  a l l  
t and x i n  t he  dm.ain of i n t e r e s t .  
p iecewise continuous second p a r t i a l  d e r i v a t i v e s  wi th  r e s p e c t  t o  a11 i ts  
arguments. 
G ( t ,  &) 
- -  
It i s  assumed t h a t  G ( t ,  x )  possesses  - - 
3. Netesw Conditions 
The necessary condi t ions  f o r  t h i s  maximization problem are obtained 
v i a  the  Calculus  of Var ia t ions  [l]. 
The I Imi l ton ian  i s  def ined  a s  
H ( t ,  x, 5) = G(t, 5 )  + < L, F(t, - x) > (3-1) 
where h i s  an n-dimensional Lagrange m u l t i p l i e r  vec to r  and t h e  symbol 
< , > denotes  t h e  Euclidean inner  product. 
- 
The Canonic equat ions  satisfied along an optimal  a r c  are 
( 3 - 2 )  
I n  equat ion (5-2) t he  prime denotes the  t ranspose.  - 3G i s  an n-dminecional 
aFi 
i s  an n x n matrix whose i-Jth t e r n  i s  3G dF xil* v e c t o r  whose ith term i s  
a x '  
J 
- 37 - 
The t r a n s v e r s a l i t y  condition a t  t h e  i n i t i a l  and t e rmina l  p o i n t s  
y i e l d s  e n o q h  boundary condi t ions f o r  thc  s o l u t i o n  of t h e  s e t  of 2n- 
d i f f e r e n t i a l  equat ions (3 -2 ) .  A t  the t e rmina l  time t = T, the trans- 
vcrsality condi t ion i s  
where d t  and dx_ a r e  the d i f f e r e n t i a l s  on t h e  te rmina l  nanifold.  
Since the  te rmina l  time i s  f ixed  and t h e  te rmina l  state i c  free, 
equat ion  ( 3 - 3 )  r equ i r e s  t h a t  
- h(Tj = - 0 (3-4 1 
A t  t h e  i n i t i a l  timc t = 0, the  t r a n s v c r s a l i t y  condi t ion i s  
vhere d t  and dx ore t h e  d i f f e r e n t i a l s  on the i n i t i a l  manifold R . - 
Since the i n i t i a l  t h e  is f ixed,  dt = 0 and equat ion  (3-5) requires 
t h a t  
< - h(3), dx - > = 0 ( 3-6 1 
should hold on the  i n i t i a l  manifold. 
Equations (3-4) and (3-6) w i l l ,  i n  genera l ,  y i e l d  the  2n boundary 
condi t ions  needed for the solution of the set of differential  equat ions  
(3-2). 
boundary conditions. 
problcn (TPBVP) is very d i f f i c u l t  t o  obtain,  even numerically. 
Iiowevcr, equation (3-6)  usually leads t o  extremely canpl ica ted  
The solution of this t w o  poin t  boundary value 
To i l l u s t r a t e  t hese  points ,  several s p e c i a l  cases are considered 
below. 
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4. General  Sccond Order Systecl 
Plan t  : 
The canonic equat ions  are: 
Index of performance: 
T 
n 
Let  the i n i t i a l  manifold R be 
c ; c c 2  2 -  < 1  
Find - C E R such t h a t  I i s  maxinm. 
The Hanil tonian is 
af ' -33 + a f l h  + - 2 h q  3x, 3x, 1 ax, L -hl  
I J. l. 
At the terminal tine (fran equation(+4)), 
= h (T)  = 0 2 
On the  i n i t i a l  manifold C12 + C < 1, 2 -  
< - ?.(@), (3x - > = @ 
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The i n i t i a l  mariifold R nay be represented i n  parametr ic  f o m  as 
follows: 
2 
C1 = tanh p 
C, = tanh p1 s i n  





dC1 = e c h  p1 COS p * dPl - tanh P1 s i n  P* dP2 
2 dp2 dC, = 6ech p s i n  p dpl + tanh p1 cos p Li 1 2 
Equation ( 4 -7 ) be c m e  s 
sech”pl[X1(0) cos p2 + k 2 ( 0 )  s i n  p,] dpl 
-I- tnnh pl[- kl(0) s i n  p t k 2 ( 0 )  cos p2]  dp2  = 0 (4-9) 2 
Since p and p 1 2 
may t ake  on any values, the  d i f f e r e n t i a l s  dpl 
and dqq are a r b i t r a r y  and equation (4-3) r e q u i r e s  
L 
9 
s c h L  p l [ h ( 0 )  COG p + h (0)  s i n  p 1 = 0 (4-10) 
(4-11) 
2 2  2 
t a m  pl[- % ( o )  s i n  p2 -?- ~ ~ ( 0 )  COS p ] = o 
1. 2 
Thc .rarious poss ib l e  s o l u t i o n s  of (4-10) and (4-11) are analyzed 
next.  
I. 
men equa t i cn  ( b - 1 1 )  requires  
3 
I n  (4-101, l e t  sech‘ p1 = 0, t h e r e f o r e ,  p1 = - i. a, and t anh  p1 = 2 1. 
-%(o) s i n  p, + A (0) cos p3 = o (4-12) c 2  L 
Ran (4-32) and (4-8), the following relations at time t = 0 should hold 
Equation (4-13) i n d i c a t e s  t h a t  t h e  extrema1 p o i n t s  w i l l  l i e  on t h e  
bormdary. of the i n i t i a l  condition manifold C * + C 
obvious t h a t  t he re  i s  a p o s s i b i l i t y  of many s o l u t i o n s  for  equat ion (4-13) 
< 1. Also, it i s  1 2 -  
i n d i c a t i n g  s e v e r a l  maximums and rr5nLrnums of I. 
- 40 - 
wi th  boundary condi t ions 
= 0 and scch p = 1. ' p1 1 11. 
Thcn equat ion (4-10) requires 
I n  (4-11), l e t  tanh p1 = 0, the re fo re  
\ ( o )  cos p + A (9) s i n  p2 = o (4-14) 2 2  
c = o  1 
cg = 0 
This  i n d i c a t e s  t h a t  t he  o r i g i n  is a poss ib l e  extrema1 point.  I n  t h i s  
case,  t h c  ndJoint  equa t ions  a r e  not important and one may j u s t  i n t e g r a t e  
the  p l a n t  equat ions (4-1) with the i n i t i a l  cond i t ions  (4-15). 
If t i n e  docs not appear e x p l i c i t l y  i n  fl, f and g and i f  f o r  - x = 0, 
2 
fl(C) = 0, f ( 0 )  = 0 and g ( 0 )  = 0, then x ( t )  
foLrrannce I = C. This  w i l l  be the t r i v i a l  s o l u t i o n  and i n d i c a t e s  t h e  
- 0 and t h e  index of per- 2 
minimum point.  
111. If tanI1 p1 f 0 and z c h  p1 0, then  (4-10) and (4-11) require 2 
~ ~ ( 0 )  cos t (0) s i n  p2 = o 
?=! 2 
- hl(0) s i n  p + A (0) cos p = o (4-16) 
2 2  2 
Frm (4-16) the i'ollawing r e l a t i o n  i c  obvious 
b2(0) + A 2 (Q) = 0 
2 (4-17) 
Slnce hl(0) and X ( 0 )  are real numbers, equation (4-17) requires 2 
q o )  = k*(O) = 0 (4-18) 
Fgr t h i s  case, t h e  maximization problem reduces t o  the following 
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- X ( 0 )  = 0 , X(T) = 0 (4-20) 
The boundary cond i t ion  (4-20) implies  t h a t  t h e  state - x i s  free 
both a t  t h e  i n i t i a l  and the t e m i n a l  ends. 
The TPBVP as posed by equat ions (IC-19) and (4-20) con ta ins  no 
information about t he  i n i t i a l  condi t ion manifold Q. I n  gene ra l ,  as 
2 2 
the Euclidean nom of t h e  i n i t i a l  cond i t ion  v e c t o r  2, i. e. ,  c 1  + c2 9 
approaches i n f i n i t y ,  t h e  index of pcrfornancc w i l l  i nc rease  without  
bounds. 
and (4-20) by any i t c r a t i v e  technique [l], un les s  t h e r e  i s  a l o c a l  
One can i n t u i t i v e l y  say t h a t  i n  f ind ing  t h e  s o l u t i o n  of (4-19) 
maximur, i n  Sl and t.he i n i t i a l  approximation is c lose  t o  t h e  l o c a l  
naxirnm, t h e  scheme w i l l  t r y  t o  make sane s u i t a b l y  de f ined  n o m  of t h e  
i n i t i a l  condi t ion v e c t o r  as  la rge  as possible .  Thus, t h e  numerical 
s o l u t i o n  of t h i s  TPBVP, except  i n  some s F c i a l  cases ,  w i l l  be very 
d i  f f i cult. 
Tc, f i n d  the l o c a l  m a x i m u m  i n  fl, oce can r e s o r t  t o  h i l l - c l imb ing  
techniques,  like t h e  g rad icn t  rnethd [ 3 ,  4,  51. It should be mcntioned 
t h a t  n m e  of t h e  a v a i l a b l e  techniques a r e  s a t i s f a c t o l y  i n  t h e  nultidimen- 
s i o n a l  case. 
5. Linear Maximum Problem 
Consider an autonamous l i n c a r  nth-order s y s t c n  with dynanical 
cquat ions 
- k = A x  ? - x(0) = c ( 5-1 1 
where A is an n x n system uatrix and t h e  i n i t i a l  cond i t ion  - C l i e s  i n  
t h e  set 12. k t  t he  index of p - f m m n c e  be 
T 
I = [ ( s t  Q - x )  d t  
U 
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where Q i s  a t  least a pos i t i ve  semidefini te  symmetric matrix. 
mie state t r a n s i t i o n  mat r ix  O ( t )  i s  the s o l u t i o n  of 
@ = A 0  
with  i n i t i a l  condi t ion  
(o(0) = I ( I d e n t i t y  matr ix)  
The s o l u t i o n  of (5-1) nay be w r i t t e n  i n  terns of t h e  state t r a n s i t i o n  
mat r ix  Q ( t )  as 
- x ( t )  = o ( t )  - c 
S u b s t i t u t i n g  (5-3) i n  (5-2) 
Lct  
T 
1 rp I = 2'111 Q'( t )  Q @(t)  d t  C 
0 
T 
3 =IQ'(t) Q Q(t) d t  
0 
(5-3 1 
%le iridcx of performance I, which i s  now a func t ion  of t h e  i n i t i a l  
rond i t ion  C, nay be w r i t t e n  as 
I&) = C' R - C (5-4 1 
Since the  integrand i n  the  equation (5-2) is  a t  least p o s i t i v e  semi- 
d e f i n i t e ,  t h e  ma t r ix  R i s  clearly a t  l e a s t  positive semidef in i te .  
Since Q is symmetric, R is  also cymmctric. 
It $a known that a q m & a t i c  fonn C' R C is a convex func t ion  for 
( t h a t  is, i f  the form i s  p o s i t i v e  smi- all C, if E' R - -  C > 0 for  a l l  
cIcTinitc) [;! j .  
S h c e  I(C) - i s  a convex funct ion on the  set C E R, it is obvious 
t h a t  t he  naximun of I&) w i l l  be on t h e  boundary of R Also, i f  t he  
set R i s  unbounded, then t h e  m a x i m u m  of I(C) will, i n  gw-Ei*al bc 
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6. Autonmous i lonl incar  System 
Concicler t he  following problem. 
System: 
Index of perr'omance: 
m A 
I1 = l , t ? ( y )  d t  
0 
Assume: - h(0)  = - 0 
A t  t = 0, s a t i s f i e s  
where t h e  n a t r i x  Q i s  syrmetr ic  nnd p o s i t i v e  d e f i n i t e .  
Since Q i G  symmetric and pos i t i ve  d e f i n i t e ,  it i s  easy t o  f i n d  a 
nonsingular t r a n s f o r n a t i o n  = P which will transform this problem 
t o  t h e  following: 
Sys ten: 
Index of performance: 
T 
and ' - f(2) = - 0 
g ( 0 )  = 0 and g ( x )  - -  > 0
A t  t = 0, 5 s a t i s f i e s  
< E ,  x > < l  
The n n t r i x  P is t he  so lu t ion  of 
P' Q P  = I  
( 6 - 6 )  
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Proceeding 8 s  i n  s e c t i o n  (4 >, 
# 
(6-10) 
The boundary condi t ions on (6-5) and (6-10) are 
( i)  a t  t = T , - h ( ~ )  = o (6-11) 
(ii) at t = o , < - k ( o ) ,  e > = o (6-12 1 
The i n i t i a l  manifold may be w r i t t e n  in parametr ic  form as 
f 011 O\IS : 
x1 = t anh  p 
x 
x3 1 3 n 
s i n  p, s i n  p ,  . . . . . . s i n  p 1 L_ J n 
3 ' * * * . *  = tanh p1 cos p2 s i n  p 
= tanh p cos p sin p4 . . . . . . sin p 
2 
x = tanh p1 cos p sin p . . . . . . sin p !+ 4 5 n 
= tanh p1 cos p sin p %-l n-1 n 
x = tan!! p1 cos 0 n n 
Equations (6-12) and (6-13) l ead  t o  t h r e e  poss ib l e  cases. 
( i) 
This implies  t ha t  t h e  extrema1 point lies on the  boundary of fl . 
p1 = 2 m, i.e., a t  t = 0 ,  < 5 > = 1. 
(ii) p 1 = 0, i.e., a t  t = 0, ~ ( 0 )  = o . 
Fran (6-7), it is evident that r(t) 0 and I = 0. This w i l l  be 
the m i n h m  point. 
( i i i )  E p + o or - + ea , then 
1 
- k(0) = 0 (6-14 ) 
Equations (5-11) and (6-14) imply t h a t  & i s  free both a t  t he  
i n i t i a l  and t e rmina l  ends. I n  t h e  gene ra l  case,  t h e r e  i s  the p o s s i b i l i t y  
of a l o c a l  maxir~mn i n  fl . 
7. Exanple 1 
Consider t h e  system of equat ions which governs t h e  r o t a t i o n a l  
motion of a r i g i d  body s m h  as n space veh ic l e  about i t s  cen te r  of 
mass. 
where 
The equa t ions  of motion are 
I 
I, iAl = (Ij - 11) “’1 + “2 (7-1 
id = (I, - 13) LJ2 w + u 1 1  c 3 1  
L 2  , 
I3 h3 = (I1 - 12) LJ1 + u3 
w i = angLlar v e l o c i t y  about t h c  ith p r i n c i p a l  axis 
I .  = t h e  manent of i n e r t i a  about t h e  ith p r i n c i p a l  axis 
u 
1 
= c o n t r o l  torque on the ith p r i n c i p a l  axis. i 
i = 1, 2, 5 
In tepas of the angu la r  mmenta 
xi(t) = Ii u i ( t )  ; i = 1, 2 ,  3 
e q u i t i o n  (7-1) b e c m c s  
kl = a1 x2 x3 + u 1 
x2 0 -   2* x3 x1 + u2 
3 x1 x2 + u3 k3 = a 
1 1  1 1  1 = ( -  - - ) a n d a  = ( -  - - )  
where 1 
I I* 5 I1 3 
- t =  - - ) , a 2  
A s u i t a b l e  performance index fo r  the problem i s  
(7-2) 
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Far t h i s  prcblen,  thc optimal c o n t r o l  l a w  can be obtained using 
the Hamilton-Jacobi Equaticn [l]. 
?Iic Bmiltcni.ari  i s  
9 
The o i t i m a l  c o n t r o l  - u ( t >  = g ( t )  i s  obtained by minimizing €1 with 
r e s p c t  t o  u, i . ~ . ,  by s e t t i n g  the partials of H trith r e spec t  t o  ui 
equal to zero. 
aH , i =I, 2, 3 
This  y i e l d s  
(7-5 > 
Define thc ninimwi value of t h e  I iani l tonian a s  
.. 
Thus 
Since the minimum value of the performance index depends on the  i n i t i a l  
s ta te  - C ond the s t a r t i n g  i n s t a n t  T, d e f i n e  t h e  r e t u r n  func t ion  J(T, C) as 
T 
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Then J ( t ,  - x) sat isf ies  the  following Hamilton-Jacobi p a r t i a l  
d i f f e r e n t i a l  equat ion [I): 
(7-9) aJ where A. = ax 1 i 
The boundary condi t ion  on (7-8) i s  
J(T, x) = o 
To solve ( ' ( - 8 ) ,  assum D so lu t ion  of the form 
The s o l u t i o n  of (7-11) i s  
g ( t )  = tanh ( T  - t )  
F'rm (7-10) 
J(t ,  x) = tanh ( T - t )  (< &, 5 > 
Fr~n (7-7)  and (7-15) 
I(g = J(0, c )  
= tanh ( T )  (< C, C >) (7-14 1 
Thus, the index of performance is  equal t o  a constant  ( tanh  T )  
+ C '). 3 For any set  of initial 
2 m u l t i p l i e d  by the norm (C1 
cond i t ions  (C E i2) t he  m a x i m u m  of I w i l l  obviously be on the b m d a r y .  
+ C2 
t h a t  i s ,  the  o p t i n a l  c o n t r o l  law i s  a simple feedback so lu t ion  where 
the feedback c o e f f i c i e n t  b(t) = tnnh (T-t) i s  time varying. 
b(0) = tanh ( T )  and a t  t = T, b(T) = 0; f o r  a11 t, b ( t )  - > 0. 
A t  t = 0, 
Since 
t h e  t i m e  v a r y i n g  g a i n  i s  normally d i f f i c u l t  to implement, it nay be 
desirable t o  r e p l a c e  b ( t )  by a cons t an t  ga in  b. Then, t h e  c o n t r o l  
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I -  
I 
I 
u = -  b x i  , i = l , 2 , 3  i 
Using (7-2),  ( 7 - 3 )  and (7-16), the index of performance for t h i s  
Fr-Oblen i s  obtained v i a  the  Hamilton-Jacobi p a r t i a l  d i f f e r e n t i a l  
equat ion and i s  given by 
-2b'i' 
= (7-17) 
F1.m (7-17) it is ev iden t  t h a t  f o r  any set of i n i t i a l  cond i t ions  
(2 E 52) t h e  maximum of I w i l l  be on the  boundary. 1 
Example 2: A simple second order l i n e a r  example is  considered here t o  
i n d i c a t e  s m e  of t h e  poss ib l e  d i f f i c u l t i e s  i n  t h e  numerical s o l u t i o n  
of the worst case i n i t i a l  condi t ian problem. 
Let t h e  system be descr ibed by t h e  d i f f e r e n t i a l  equa t ions  
k, = 5 
I . 
2 = - 2x1 - 3x, , x ( 0 )  = c 2 2 2 
(7-16 
I =I (x; + x  2 ) d t  
2 
0 
Let t h e  s e t  of initial conditions fl be 
The Ffmiltanian is, 
2 H = x + x * + A ( x  ) + A ( - 2 5  - 3x2) 
1 2 1 2  2 
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The canonic equat ions  arc 
(7-22 
The t r a n s v c r s a l i t y  condi t ion  a t  t h e  t e rmina l  time T = 1 y i e l d s  
Ll(T) = A2(T) = 0 ( 7-23 ) 
Frm S ~ c t i o n  (4), t h e  ex t r ema  lies on t h e  boundary, i . e . ,  a t  t h e  
F 
c : + c  2 = 1  
2 
For this  problem, the arrolytical s o l u t i o n  i s  poss ib l e  and t h e  index 
I . 
of pcrforraance is given by 
I = O.Wr/ C: + 0.19 Cg2 + 0.214 C1C2 
The ex t remd p o i n t s  of (7-25) subjec t  t o  the  condi t ion  C1 = 1 





I = 0.849 
(ii> M.lnimun: C1 = -0.143, C2 = 0.99; C1 = 0.143, C2 = -0.99; 
I = 0.177 
The TPBVP given by equat ion (7-22) with boundary conditions (7-23) 
and (7-24) will have four  possible s o l u t i o n s  out  of which two w i l l  be 
maxina and two Kinima. I n  the  General case ,  it i s  d i f f i c u l t  t o  ob ta in  
a numerical  s o l u t i o n  of' e TPBVF'which hac uore than one s o l u t i o n  by 
i t e r a t i v e  techniques.  It seems t h a t  one may have t o  search  f o r  t h e  
opt imal  p o i n t s  on t h e  boundarj  using s m e  h i l l - c l imb ing  or optimum 
seeking tccflniques [;, 4, 51, as was explained e a r l i e r .  
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Conclusion 
It i s  shown i n  sec t ionc  3, 4 ,  and 5 t h a t  t h e  worst  case i n i t i a l  
condi t ion problem i n  t h e  s e t  R of the  form 2' Q 2 5 1 has  th ree  poss ib l e  
so lu t ions ,  
(i) C = 0, which normally will l ead  t o  the t r i v i a l  so lu t ion ,  
( ii) 2' Q = 1, i .e . ,  C l i e s  on the  boundary, and 
( i i i )  - C l i e s  ins ide  t h e  s e t  R . 
Since t h e  d i r e c t  numerical so lu t ion  of case (iii), i . e . ,  so lu t ion  of 
WBVP w i l l ,  i n  genera l ,  be formidable, it w i l l  be of i n t e reGt  t o  ob ta in  
s u i t a b l e  condi t ions  on the  system equat ions  and t h e  index of performance 
f o r  which the  worst  case i n i t i a l  condi t ion l i es  on the  boundary. 
It i s  slimm t h a t  f o r  linear systems wi th  quadra t i c  i nd ices  of 
performance, the  worst case i n i t i a l  condi t ion  always l i e s  on t h e  boundary. 
In this d i 6 C U S S i O I l ,  only t he  hy-persphere-type (C' Q C 5 1) i n i t i a l  
condi t ion  manifold R i s  considered. It should bc of i n t e r e s t  t o  ob ta in  
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