An increasing number of applications require real-time reasoning under uncertainty with streaming input. The temporal (dynamic) Bayes net formalism provides a powerful representa tional framework for such applications. How ever, existing exact inference algorithms for dy namic Bayes nets do not scale to the size of mod els required for real world applications which of ten contain hundreds or even thousands of vari ables for each time slice. In addition, existing al gorithms were not developed with real-time pro cessing in mind. We have developed a new com putational approach to support real-time exact in ference in large temporal Bayes nets. Our ap proach tackles scalability by recognizing that the complexity of the inference depends on the num ber of interface nodes between time slices and by exploiting the distinction between static and dy namic nodes in order to reduce the number of in terface nodes and to factorize their joint probabil ity distribution. We approach the real-time issue by organizing temporal Bayes nets into static rep resentations, and then using the symbolic proba bilistic inference algorithm to derive analytic ex pressions for the static representations. The parts of these expressions that do not change at each time step are pre-computed. The remaining parts are compiled into efficient procedural code so that the memory and CPU resources required by the inference are small and fixed.
Introduction
Our focus task is real-time situation assessment. Given an input stream of reports from multiple sensors of multiple types in real-time, the task is to infer the current situa tion, including the entities present, their states, relation ships, and activities, quickly enough so that the decision Requirements for real-time situation assessment exist in many problem domains. Our experience has been focused on the assessment of cyber attacks on computer networks and in ballistic missile defense. In cyber attack assessment, for example, given an input stream of reports from network intrusion detection systems and intelligence sources, the task is to infer in real-time whether we are currently under cyber attack, by whom, and with what intent. In ballistic missile defense applications, we are interested in the rapid discrimination of warheads from decoys and other objects based on real-time sensor data from multiple sensors. The results of the inference must be available immediately in order for commanders to make engagement decisions.
These tasks have severe real-time constraints. By real-time we mean two things. First, the inference must be efficient. Applications are often required to handle tens or even hun dreds of sensor reports per second. Second, the inference should be resource-bounded. By resource, we mean both CPU time and memory use. Often the use of garbage col lection or even the "malloc" library call cannot guarantee bounds on CPU-time, so we have developed techniques that avoid memory allocation during real-time inference.
Situation assessment for realistic problems requires a large Bayes net to model multiple entities of interest (e.g., at tackers, LANs, and machines), as well as multiple sensors of multiple types (e.g., various kinds of intrusion detection systems). Such a situation may result in hundreds or even thousands of Bayes net nodes for each time slice.
When modelers build these kinds of temporal Bayes nets (TENs) using standard Bayes net tools, they often mark a subset of nodes as dynamic nodes, index them by time step, and create copies of them for as many time steps as neces sary. They keep the number of dynamic nodes as small as possible to make inference tractable. Even so, this method of constructing Bayes nets works only for a small number of time steps.
In order to handle an indefinite number of time steps, a rollup operation is used. New nodes are created for each new time step and old nodes are deleted from the previ ous time step by absorption, so that the size of the Bayes net remains constant. However, this approach is too com putationally intensive to be used in real-time systems. In addition, this approach cannot guarantee time bounds due to the use of memory allocations.
The goal of our research, presented here, is to create a new exact computational approach that makes real-time in ference tractable for the large-scale temporal models de scribed above. This paper is organized as follows. In Section 2, we de fine a temporal Bayes net that contains both static and dy namic nodes. In Section 3, we describe a fixed computa tional structure for a TBN. Section 4 includes a discussion of our inference technique. An optimization technique to reduce the complexity of inference is shown in Section 5. We show the feasibility of our approach by a case study in Section 6. Section 7 describes extensions of our approach. Related work is discussed in Section 8. Finally, a conclud ing remark is given in Section 9.
Temporal Bayes Nets
In this section, we define a temporal Bayes net (TBN) that contains both static and dynamic nodes.
A TBN is a specialization of a Bayes net (BN). A BN is a directed acyclic graph, in which a node represents a ran dom variable and a directed arc represents a direct influ ence. Each node possesses a conditional probability table (CPT) that quantifies the effects of the parents on the node.
We use the function n(n) to represent the set of parents of a node n, and 4J(n) to represent its CPT. In this paper, we assume that all variables are discrete.
A BN is constructed by exploiting a conditional indepen dence property that states that a variable is conditionally independent of its non-descendents given its parents. The full joint probability distribution over all variables in a BN can be obtained by multiplying all CPTs in the BN.
Definition 2.1 A static node is a Bayes net node whose value remains constant over the run. We use S to denote the set of all static nodes.
Although it is constant, the value of a static node is uncer tain and its belief may change over the run.
Definition 2.2 A dynamic node is a Bayes net node whose value changes over time. It is indexed by time. We use D0 :t to denote the set of all dynamic nodes up to time t, and D1
for the set of all dynamic nodes at time t.
We make two assumptions regarding the dynamic proper ties of the problem we would like to represent by a TBN.
First, we assume that the current state is conditionally inde pendent of all earlier states given the immediately preced ing state. Second, we assume that each dynamic node has the same CPT regardless of time.
We define transitional nodes to formalize these assump tions:
Definition 2.3 We divide D1 into two sets. Nodes from which arcs originate and are directed into the next time step are called transitional nodes. All other dynamic nodes are referred to as non-transitional nodes. We denote them by T, and N1, respectively. 
For example, if the parents of d5 are [s,n5,t4] , where sis a static node, n5 is a non-transitional node, and t4 is a transi tional node, then under this assumption the parents of d6 are [s, n6,t5] , and the numbers in the CPT for d5 match those in the CPT for d6.
To complete a Bayes net, we need a set of initial transitional nodes T_1 and their initial CPTs.
Definition 2.4 A fully-extended temporal Bayes net for t (FE-TBN1) is a Bayes net that consists of a set of nodes that are equal to the union of S, N0 :t , and T_1,1, a set of directed acyclic arcs among them that satisfy Assumption 2.1, and a set of CPTs that satisfy Assumption 2.2.
As with the standard Bayes nets, the joint probability dis tribution over all nodes in a FE-TBN1can be obtained by multiplying all of its CPTs, so the FE-TBN1can answer any temporal probabilistic query up to time t.
In this paper, we are interested in a query that asks the prob ability of a static node given evidence on dynamic nodes. For example, what are the characteristics of the attacker given the intrusion detection reports?
For convenience, we denote the set of observable dynamic nodes by Oo:r We assume that for each observable node, the function A returns a likelihood vector' representing the observation, so that the posterior full joint probability dis tribution may be obtained by the multiplication of A with 1 Note that if there is no observation for a particular observable, ). returns a uniform likelihood vector.
the prior full joint probability distribution and normaliza tion of the result. Also, we denote the target static vari able by s. The query of interest can now be expressed as
We can compute this query by the following equation:
where a is a normalization constant, V = SUN 0 :r U T_1, 1 is the set of all nodes, <I>(V) = ITvEV 4J ( v) is the product of the CPTs of the given set of nodes, and
is the product of the likelihood vectors of the given set of observable nodes.
Although a FE-TBN1can answer any query up to time t, it grows in size as t increases. For this reason, it cannot be used for an indefinite number of time steps. Our goal is to develop a computational approach that can answer in real time the query P ( s l .:\.o, ,) for any t while avoiding memory mcrease.
Fixed Temporal Bayes Nets
In this section, we describe our computational approach in which a fixed computational structure is used to answer the query P ( siA.o,, ) . and f is an observable non-transitional dynamic node. As can be seen, for each time step, the subgraph of all dynamic nodes has the same internal structure and external interface, along with the same parameters due to Assumption 2.2. . ., The past expression, denoted by 1/'(I,), is a multidimensional array over the interface nodes at time t, and is defined as follows:
This equation multiplies the CPTs from all dynamic nodes and observations, and marginalizes out all dynamic nodes but the current transitional nodes. f3 is a normalization con stant that normalizes the entire table so that the total prob ability mass of the table becomes one.2
The past expression summarizes all observations and is the only information that is carried from the current time step to the next time step.
This equation can be rewritten using II' recursively as fol lows, which is the basis of our computational structure:
The target query in Equation 1 can be written using the past expression as follows:
Now we define the fixed TBN which exploits the above equations to create a fixed Bayes net:
The .fixed TEN (FX-TBN) for a FE-TBN1is a Bayes net that consists of a set of nodes, S U D1 U T,_1•
The arcs and CPTs are the same as those of the underlying FE-TBN1, except those for T,_p whose CPTs are collec tively defined as lf/(/1 _1 ) .
static nodes 
FX-TBNs differ from standard Bayes nets in the definition
of CPTs for the nodes in T,_1• In FX-TBNs, the single CPT, lfl (/1 _1 ) , is used for all nodes in T,_1. Recall that in stan dard Bayes nets, each node possesses its own CPT. How ever, any BN inference algorithm can be easily adapted to handle FX-TBNs.
Using a FX-TBN, the roll up operation becomes the follow ing simple procedure, which we call the advance proce dure: For each iteration, the time step increases by one. The cor rectness of this procedure can be stated as follows: The complexity of this procedure depends on the underly ing Bayes net structure, and is at least the size of the past expression, which is exponential in the number of inter face nodes (i.e., the union of transitional nodes and static parents). Thus, the applicability of our approach is deter mined primarily by the size of the interface for a particular application. Non-interface nodes (i.e., non-transitional dy namic nodes and static nodes whose children don't include a dynamic node) are irrelevant to inference complexity with respect to the past expression.
Inference with Fixed TBNs
Although any BN inference algorithm can be used with a FX-TBN, most existing algorithms are not suitable for real time processing. In this section, we describe our technique for compiling a FX-TBN query and the advance procedure into efficient procedural code with fixed resource require ments.
We compute two expressions, namely, the past expression defined in Equation 3 and the target query defined in Equa tion 4. Both equations have the same abstract structure, that is, a product of multiple expressions followed by a marginalization. Their computational cost can be reduced when nodes are summed early in the computation, rather than performing all marginalization after computing the full product.
Given the expressions to be multiplied, we can create a binary tree in which leaves are the input expressions and each node represents the product of two children. We call this tree a factoring tree. As soon as all expressions that contain a node x are multiplied, x can be marginalized out. Thus, the core of any BN inference algorithm can be seen as the task of finding an optimal factoring tree that has the smallest cost (e.g., the total number of floating-point multiplications).3 This task has been proven to be NP-hard, but simple greedy heuristics work well in most cases.
3 Note that both the junction-tree and variable-elimination al gorithms have been proven to be suboptimal, i.e., there exists a BN for which those algorithms cannot find an optimal factoring tree. SPI is the only algorithm to our knowledge that is poten tially optimal. For example, consider a net consisting of node h with parents a, b, c, and d, and a marginal query for h. Li and D'Ambrosio [1994] showed that an optimal sequence is to com bine 1/J(a) with 1/l(b), and f/l(c) with t/J(d), and then to combine either with 1/J(h). However, this sequence cannot be generated from the variable-elimination perspective, since no matter which variable we choose to eliminate first, the algorithm will immedi-Given expressions and observables, our algorithm works as follows:
I. Utilizing d-separation, find the minimum set of ex pressions needed to compute the past expression and the target query.
2. Find the best factoring trees possible for them using heuristics.
3. Prune branches of the trees that do not contain observ ables. The results of these branches do not change over time, so they are reused at each time step.
4. Compile the remaining branches into procedural code.
The resulting code contains three operations: posting ob servations to observables, computing the target query, and advancing the time step by updating the past expression. It uses only primitive machine operations, such as multi plying floating-point numbers and accessing memory, and does not use any library calls, including memory alloca tion. The product of two expressions is computed by a nested for-loop of depth equal to the number of variables involved. Thus, the resulting code is small and extremely efficient, and its memory and CPU requirements are fixed.
Reducing Inference Complexity
In this section, we talk about a technique to reduce infer ence complexity by exploiting the distinction between dy namic and static nodes.
As we discussed in Section 3, the past expression contains all interface nodes, so its size is exponential in the number of those nodes. When the interface nodes are independent, we can reduce the size of the past expression by factorizing it into smaller tables. Although they are usually not in dependent, they are often conditionally independent given static nodes.
Let us show the impact of this optimization technique using the example shown in Figure 4 .
In this figure, the node a is static and the remaining nodes are dynamic. Nodes b, c , and dare transitional. The inter face nodes are a , b , c , and d. The three transitional nodes are not independent, but they are conditionally independent given a . Thus, we can factorize the past expression as fol This kind of factorization can reduce the complexity of in ference significantly and is applicable to many domains. For example, in a cyber attack situation assessment, we can model the status of each computer network host with a transitional node as in Figure 4 , and the current defense condition of the national computer network as a static node. With this representation, we can perform inference with a large number of hosts without creating a prohibitively huge past expression.
The factorization of a past expression can be found as a by product of computing the past expression. Let's suppose that we use the variable elimination (VE) algorithm [Zhang and Poole, 1996] , which marginalizes out nodes, one by one, by multiplying all expressions that involve the vari able to be eliminated. When computing a past expression using VE given the factorized past expression of the pre vious step, after eliminating all non-interface nodes, there remains a set of expressions left to be combined. This set of expressions is the factorization of the past expression we are looking for. Because the resulting factorization is the same regardless of the elimination ordering, and because we are only interested in the symbolic structure of the re sult, we can compute the factorization in 0 ( n3 ) where n is the number of nodes.4
This method of computing the factorization of the past ex pression poses a tricky problem to the query compiler. As discussed in the previous section, the query compiler re quires the same factoring tree for all time steps, but the factorization of the past expression depends on that of the previous past expression, and may vary. For example, con sider the TBN shown in Figure 5 , where a is static, b , c , and d are transitional, and e, f, and g are observable.
In this TBN, the factorization of the past expression af-40(n3) follows from the fact that there are at most n variables to eliminate, each variable belongs to at most n expressions, and each expression contains at most n variables. 
As can be seen from this example, the factorization stabi lizes after at most n iterations, where n is the number of transitional nodes.
Case Study
In this section, we show the experimental results obtained from a case study. probabilistic knowledge representation language. Using JPF, the modeler describes generic probabilistic knowledge about entities and their relations using frames and creates a situation-specific Bayes net model by instantiating the frames and connecting those instances. JPF uses local ex pression languages [D 'Ambrosio, 1995] to efficiently fac torize the noisy-max [Takikawa and D 'Ambrosio, 1999] and the multiplexor (i.e., P(xls,x1 ,x 2 , ••• ,xn) = P(xlx;) if s = i), both of which are heavily used by the SSARE model. JPF employs symbolic probabilistic inference (SPI)
[Shachter et a l., 1990] to perform BN inference.
Given attack reports from intrusion detectors and status re ports from host machines, the SSARE model tries to an swer many questions including the following: Are we un der attack? Who is attacking? What kind of attacks are we experiencing?
The original model was developed with limited support for time. We modified the model by representing the status of each machine by a transitional dynamic node. The BN gen erated by JPF is a fixed TBN. In this experiment, we used C++ as the target procedu ral language. The C++ code, which was compiled from the Bayes net to compute the target query and the past ex pression, contained a constant input The C++ code was able to perform two advance operations per second using an Intel Pentium 4 CPU 1.5GHz.
Extensions

Hierarchical TBNs
What are static nodes? They are the nodes that stay the same through the run (although they are uncertain and their belief changes over time). Although one can consider, say, the computer network topology to be static, it certainly will change in the long run. Our computational approach can easily be extended to handle such cases.
Consider the hierarchy of time durations as a tree. The root spans the entire time. Nodes that are truly static nodes be long in the root. The next level divides time into large in tervals. The nodes that change their values slowly belong in this level. The third level divides the time intervals fur ther, and nodes in this level mutate faster. We can continue creating more levels as necessary.
Now, let's assume that for all i, no node at level i has a node at level greater than i as a parent. Then, we can ap ply our computational approach to advance each level i by considering all nodes at i or below as dynamic nodes, and all nodes at i-1 or above as static nodes.
Multiple Time Steps
Although a FX-TBN contains only one complete time step, extending it to contain multiple time steps can be easily done without sacrificing the ability to perform real-time in ference with a fixed computational structure.
There are two notable applications of this extension. First, it can be used to solve sequential decision problems by en coding a finite-horizon approximation of the problem.
Second, it can be used to accommodate evidence that does not arrive in temporal order. Note that in this paper we assume that evidence arrives in temporal order. This as sumption may seem obvious, but evidence that arrives out of order is a concern to the Defense Data Fusion commu nity. For example, HUMINT (intelligence derived from hu man sources) can arrive very slowly often more slowly than information from other sources. Also, with distributed sen sors communication delays may further contribute to out of-order evidence arrival. One possibility to handle such cases is to retain multiple time steps so that we can post late-arriving observations to some past observable.
Related Work
Dynamic Bayes nets (DBN) [Russell and Norvig, 1995] can be seen as a specialization of the temporal Bayes nets discussed in this paper (i.e., in a DBN all nodes are dy namic). Because static nodes are represented by dynamic nodes whose transition matrices are the identity in the DBN, static nodes are included in the interface nodes. This will make it intractable to apply the standard DBN ap proach to the kind of networks we are dealing with here.
D 'Ambrosio [1992] describes an online maintenance agent that uses dynamic influence diagrams similar to DBNs to perform real-time diagnosis. It moves in time by a rollup operation, adding new nodes for each subsequent time step, and deleting old nodes from the previous time step. The in ference is done by term computation, which is an anytime approximate inference algorithm. In order for term com putation to be effective, the Bayes net must be skewed so that most of probability mass is contained in the largest few terms. In contrast, our approach uses an exact infer ence algorithm and does not make any assumptions about the probability distribution.
DHugin [Kja:rulff, 1995] applies the junction-tree algo rithm to DBNs. It also uses a rollup operation, but avoids creating a junction-tree from scratch at each time step by constraining the elimination ordering so that older nodes are eliminated before newer ones, and by modifying the junction-tree incrementally. The use of the junction-tree increases the complexity of inference compared to our ap proach because the interface nodes must contain the parents of nodes with incoming temporal arcs in order to create the moral graph. In our approach, those nodes are not necessar ily among the interface nodes. The incremental modifica tion of the junction-tree makes it difficult to apply DHugin to real-time systems.
Recently, we found that Murphy [200 1] uses a single junction-tree to process an indefinite number of time steps, avoiding an expensive roll up operation. Our approach can be seen as an extension of his approach to temporal Bayes nets with static nodes, so as to reduce the size of interface nodes and factorize the interface. The increase in the size of the interface of the junction-tree described above also applies to this approach.
The idea that, conditioned on some variables, inference on the remaining substructures can be performed efficiently, has been used in both static and dynamic Bayes nets. For example, Pearl's cutset conditioning [ 1988] is an applica tion of this idea to static Bayes nets. Murphy and Russell [2000] apply this idea to approximate inference in dynamic Bayes nets by conditioning some variables by sampling.
Friedman et al.
[1998] present a structured representation system that combines DBNs with object-oriented Bayes nets. It can represent complex stochastic systems similar to the TBNs we describe in this paper. We believe that our computational approach is also applicable to their represen tation.
Some research systems have been developed that gener ate efficient executable code from the probabilistic models. For example, AutoBayes [Fischer and Schumann, 2002] generates data analysis programs from statistical models, and CES [Thrun, 1998 ] is an extension of the programm ing language C, augmented with various constructs to manipu late probability distributions. Darwiche and Provan [1997] describe a system that is closely related to the code gener ator of our system. Their system generates a DAG from a Bayes net query. A non-leaf node in the DAG represents a number, evidence, or a numeric operation. Each leaf node corresponds to an answer to the given query. The query DAGs are finer-grained than the factoring trees in our sys tem, in which a node represents an expression, so they sup port finer optimization of the computation, but at the cost of a constant-factor increase in memory. Another difference is that the DAGs are interpreted by a compact interpreter, while our system generates compact machine code that can be executed directly by machines.
Conclusions
We have presented a new computational approach to real time inference with large-scale temporal Bayes nets and shown its feasibility by a case study in which we were able to perform multiple advance operations per second with a fairly large temporal Bayes net.
As shown in our case study, the combination of a high level probabilistic representational framework and an effi cient computational approach is very powerful. We believe that our work is an important step toward developing an optimizing compiler for a high level probabilistic language that generates procedural code that is more efficient than humans can write. This capability will allow modelers to rapidly develop models of complex problem domains and then automatically generate efficient executable code.
