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Abstract 
The influence from buildings on global energy consumption, both residential and commercial, 
steadily increases each year. Growth in population, demand for building comfort and climate 
control ensure buildings will continue as a prominent energy consumer far into the future. 
Equating to over half a buildings total energy consumption, heating ventilation and cooling 
systems (HVAC) often operate in substandard conditions, decreasing efficiency by 15% to 30%. 
Much of this efficiency could improve with the widespread adoption of automated condition-
based maintenance. Automated fault detection and diagnostic systems (FDD) provide a 
cornerstone for condition based-monitoring within HVAC systems. However, the current 
available FDD approaches employ invasive installation techniques, requiring fixing of various 
mechanical sensors to the pre-existing unit. With new research in the field of system monitoring 
via electrical measurements, this paper will explore a less invasive approach to HAVC fault 
detection. Using only electrical measurements, air-conditioning systems will undergo testing 
with simulated fault conditions. Machine learning algorithms are studied to predict the fault 
status, ultimately providing the client with appropriate diagnostic information. Providing fault 
detection capabilities via electrical measurements ensure a much less intrusive approach and 
does not restrict the measurement equipment to be local to the system. Ultimately the system 
would become far cheaper and convenient than traditional systems promoting installation and 
increasing the HVAC system’s efficiency.                
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Chapter 1 INTRODUCTION  
1.1 Introduction 
Whether the motivation be economic or environmental consciousness, the subject of 
energy conservation and distribution is continually receiving a great deal of attention. 
Such considerations can arise in a wide variety of different industries; the amount of 
energy required in product manufacturing, machinery operation and the transportation 
industry are just a few of the different types of topics which can arise. Currently one 
common concern is the growing threat of climate change, we require conscious efforts 
to account for our own behaviour and minimise the amount of energy consumed by a 
given task, allowing energy to be better allocated or saved.  
Whether it be a domestic, commercial or an industrial environment, buildings are a 
common sink of large quantities of electrical energy. Even disregarding the endless uses 
of energy which take place within a building, the energy required to heat, cool and 
illuminate buildings consume billions of kilowatt-hours per year [1]. As our society and 
technological availability continues to advance, air-conditioning, that once used to be a 
privilege is now transforming into a necessity. Almost all modern buildings are provided 
with the expectation of a stable indoor climate all year round; this of course pushes the 
average buildings electrical consumption higher. A review by the United States 
Department of Energy in 2008 concluded that buildings equate to 72% of the nation’s 
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electricity consumption, which translates to over $392 billion dollars per annum [2]. 
With heating ventilation and cooling (HVAC) systems consuming roughly 57% of a 
buildings total energy consumption [2], efforts to increase an HVAC unit’s efficiency 
will not go unrewarded. 
The combination of high power draws and growing consumer demand across all 
markets seats HVAC as the primary subject for analysis. HVAC systems are complex 
units, usually consisting of various electromagnetic machines and electrical circuitry 
[3]. The complexity of these systems threatens the risk of unwanted inefficiency, 
causing higher than expected power consumption. HVAC systems commonly operate 
in faulty or degraded conditions, effecting the units efficiency and comfort, generally 
these conditions go unnoticed, increasing the risk to further damaging the unit [4]. 
Another cause of inefficient operation is the systems age. Coefficient of performance 
or COP is the ratio of output (heating/cooling) capacity over the input power [5]. 
Generally modern systems can achieve COP of 9 where the average COP for older 
units (<10 years) can fall to around 3.5 [5]. The reason for such a dramatic 
shortcoming in efficiency is the lack of inverter type compression systems and use of 
low efficiency refrigerant.          
Due to the above-mentioned shortcomings, interest is drawn into monitoring and 
evaluating the functioning status of the system, with the purpose of understanding the 
unit’s operating status and health. Fault detection and diagnostic systems can attach to 
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an existing unit providing a variety of uses including; performance monitoring, fault 
detection, diagnostic information and the ability to change system functions to minimise 
the effect of faults [1]. It is evident that the functionality of FDD systems could 
potentially increase the life and efficiency of air-conditioning systems and assist the 
user or technician with the cause and severity of a fault. The downfall of current FDD 
systems are high costs and invasive installation of various temperature and pressure 
sensors on the unit. Thus, a less intrusive solution is necessary. 
As the industry sponsor to this thesis, Ecocentric[6] is an electrical data company 
working to create smarter buildings that will consume a fraction of the energy they 
currently consume. Gathering electrical data using a device called Numen[6], 
Ecocentric provides transparent electrical data analysis to businesses allowing better 
management of energy. With potential added functionally of air conditioning fault 
detection, Numen could further help businesses reduce their electrical and 
environmental impact on the planet.      
1.2 Thesis Goals and Objectives  
The main purpose of this thesis is to add on to the current functionality of Numen 
created by Ecocentric, incorporating the functionality of automating fault analysis on 
reverse cycle split system air conditioning systems. This feature will give the client a 
unique view into the health status of their HVAC system. The ability to monitor the fault 
status can eliminate unneeded maintenance schedules and increase the uptime of the 
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system, ultimately reducing annual costs. For this functionality to be possible, different 
fault conditions are required to be simulated and tested to train software models that 
will notify the consumer when there is a problem with the system. Machine learning 
techniques will be explored to interpret different fault conditions directly related to the 
features within the electrical input to the unit.    
1.3 Approach 
The approach of this project has been broken into four main sections to ensure effective 
time management and transparency with both the academic and industry supervisors.  
1.3.1 Background Research  
As the first section of the thesis, preliminary research is essential to providing a solid 
foundation for the planning and direction of concurrent sections. The largest hurdle to 
overcome with the completion of a software modelled fault detection system is 
understanding the functionality of the model itself. Machine learning techniques are a 
very different field to previously learned during coursework. To grasp these techniques, 
much time will be allocated to develop a comprehensive understanding of neuron-based 
computer learning.  
1.3.2 Reverse Cycle Air Conditioning Systems 
The working principle of split system air conditioners must be researched in depth to 
understand different types of components that can cause faults. During preliminary 
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research, it is known that induction motors are a primary component in air conditioning 
systems. Studies conducted on induction motors found in [7] show common faults can 
be visualised in the electrical signature on the supply power. Further investigation will 
be required to see if similar signatures are apparent when assessing the system as a 
‘black box’.   
1.3.3 Numen Existing Software / Hardware Capabilities  
The primary hardware for conducting all case studies of this thesis is Numen [6]. 
Provided by Ecocentric, Numen is a data acquisition device with three voltage 
measurement ports and nine current measurement ports. The device samples data at 
rates of 8-256kHz. The sampled data internally computes various electrical features for 
each channel, such as; real power, reactive power, nth harmonic magnitude and phase 
angle. Currently, the purpose of the system is to provide the client with transparent 
electrical data analysis. Access to such data allows a better understanding of device 
performance and its impact on the local network. Below are some of the current 
capabilities:  
• Non-Intrusive Load Monitoring (NILM) – The ability to read aggregated 
electrical data and distinguish the unique devices (read the feed to many 
power points and understand how each device operates.) 
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• Mode Identification – Understand the mode a device is currently 
operating in, if certain unusual events occur Numen could notify the 
client. 
• Arc Detection – Detect arcing in electrical circuits in the early stages, 
allowing minimisation of fires and potential damage. 
The above functions use complex machine learning based algorithms such as the 
‘distributed random forest algorithm’[8], these techniques will be investigated further to 
understand how the current system works from a technical point of view. The current 
system is still being developed. Consequently, preliminary work will be required to 
understand how to correctly capture and extract data with Numen.  
1.3.4 Analysis and Modelling  
A machine learning based model will be trained and tested for one fault state within an 
air conditioning system. The electrical feature data of the fault will be examined to 
explore if any correlation between machine learning results and electrical features are 
present. The complexity of machine learning algorithms and air conditioning systems 
could reduce the amount of data gathered given the time constraints of this project.   
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Chapter 2 LITERATURE REVIEW  
2.1 Introduction  
Heating Ventilation and Cooling systems consume a high percentage of a building’s 
total energy, with the number of installed units continually increasing, efforts to increase 
a unit’s efficiency will not go unnoticed. Studies have shown that operational faults are 
one of the main reasons for the inefficient performance of these systems. It is estimated 
that an energy saving of 5 to 15 percent is achievable merely by fixing faults and 
optimising building control systems [9]. 
Despite good progress in recent years, methods to manage faults in building HVAC 
systems are still generally undeveloped; in particular, there is still a lack of reliable, 
affordable, and scalable solutions to handle faults in HVAC systems. Modelling 
limitations, measurement constraints, and the complexity of parallel faults have made 
the diagnosis of these problems as much an art as a science [9]. 
Current residential and commercial heat pumps contain various sensors and instruments 
aiding the onboard control system in fault detection. Generally, temperature and 
pressure are measured via different mechanical type sensors placed on different 
components in the heat pump cycle [9]. Sources [10]–[12] explain in depth the fault 
detection methods and principles used within HVAC systems.   
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2.2 Current HVAC Fault Detection Methods 
The HVAC system has become a standard requirement in most residential and 
commercial properties. As the air-conditioning system develops into more of a 
necessity, interest is drawn into monitoring and evaluating the functioning status of the 
system, with the purpose of improving uptime and efficiency. Methods used to 
implement these functions are typically known as fault detection and diagnostics 
systems (FDD). The FDD system has a variety of uses including; performance 
monitoring, user notification of fault status, diagnostic information for fault cause and 
the ability to change system functions to minimise the effect of faults [1]. It is evident 
that the functionality of FDD systems could potentially increase the life and efficiency 
of air-conditioning systems and assist the user or technician with the cause and severity 
of a fault. 
The consistent feedback of the systems health improves the user’s experience as live 
data provides less disconnection between user and appliance. The ability to monitor 
specific parameters of the HVAC system also provides the technician with information 
to aid with installation and fault finding, ultimately reducing downtime and running 
costs of the HVAC system.  
Fault detection models were initially developed in the 1970s to increase safety for the 
nuclear power and aerospace industries [13]. The application required a system to 
provide a safety guarantee, regardless of the cost. As time progressed and silicone-based 
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technology gradually reduced in price, the reduced cost and increased functionality 
expanded the applications for FDD systems into a variety of industries, including 
heating ventilation and cooling. 
2.2.1 The Fault Detection and Diagnostics Model 
The primary objective of an FDD system is to automate the process of early fault 
detection and provide adequate technical information on the cause of that fault, 
ultimately preventing additional damage to the system. This functionality is 
accomplished by continually monitoring the operation of a system in an invasive 
manner, using a variety of sensors to gather as much system information as possible 
[14]. The practical methodology of a typical FDD system is separated into three distinct 
functional processes below, and are also explained in various texts such as [10]–[13].  
2.2.1.1 Fault Detection 
A set of input measurements are taken from various sensors; these values are used to 
create a model for the expected behaviour of the system. In a fault condition, the output 
of this model is used to generate a dataset of fault signatures, which are then compared 
with the expected system features. The variance between values is passed through to the 
diagnostics phase for processing. It is important to note many different methods are 
used to optimise this process, and large amounts of research have been dedicated to 
improving fault detection techniques. Signal-based models and system-based models 
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stand out from the many developed. Outlined in [15], [16] are detailed reviews on some 
of the many fault detection modelling techniques developed.  
2.2.1.2  Fault Diagnosis 
In previous years fault diagnosis only went as far as alerting the user of a fault, 
additional information such as fault cause was not available. In recent times the 
sophistication of fault diagnostics has increased to determine the cause of faults by 
analysing the unique signature of each feature. The challenges with accurate fault 
diagnosis is the relationship between feature and fault is not as straightforward as 1 to 1, 
for example; multiple features could be the cause of multiple faults and some faults may 
contain very similar feature profiles. Additionally, because of this relationship, the 
overall effectiveness of the system relies on the features available. Thus, the system will 
benefit with the placement of an expansive sensor network. The feature dataset is then 
classified into fault models using various classification techniques. A large body of 
literature has been created on the different types of classification techniques and will be 
reviewed further in this document.  
2.2.1.3 Fault Evaluation and Decision Making  
Once a fault has been detected and the details of the cause documented, a fault 
evaluation model ranks the previous data on the significance and impact it may have on 
various qualities such as; the system, environment, safety and cost. Based on the 
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evaluation ranking, a decision will be made to decide how the system should proceed, 
depending on the severity, the system may continue to operate, log the fault and notify 
the user of such an event. If the fault is of a more severe nature, the system can decide 
to completely shut down and refuse operation until the fault has been rectified.  
The FDD system is an effective solution for automatically detecting fault conditions and 
acting accordingly. The development in the HVAC industry has FDD systems detecting 
faults within very low detection thresholds, some faults with only a 5% deviation from 
normal operation conditions [1]. Although fault detection in the HVAC sector can detect 
some faults with high accuracy, past literature mentions the downfalls of employing 
such an invasive method of fault detection. Addressing the HVAC industry, retrofitting 
FDD systems to an existing unit can be a costly process and, sensor placement and type 
are critical to ensure the FDD installation is a viable solution [17]. The sensors must be 
placed in specific locations no matter the susceptibility to damage from harsh 
environments or during servicing. Purely because of an invasive sensor placement 
requirement, past review has scrutinised the application of FDD systems within the 
HVAC industry. In 2002 the US Department of Energy reviewed 170 fault detection and 
diagnostics techniques used and concluded that installation of additional sensors onto 
the equipment would not be viable as it introduces too much interruption to the systems 
operation [18]. Consequently, more expensive sensors such as power monitors provide a 
less intrusive means of fault detection and the cost may be justified by the increased 
reliability [17].  
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2.3 Non-Intrusive Load Monitoring 
Providing a potential solution to a less intrusive means of fault detection, non-intrusive 
load monitoring measures electrical signals and estimates a device’s type and mode of 
operation. A mains supply power must have both an alternating voltage and current; 
these two fundamental electrical characteristics provide the required information to 
perform such analysis. A purely resistive load draws current and voltage in phase, 
because a resistive device does not store voltage or current (like a capacitor or inductor) 
changes in supply are accepted without any opposition. The power supplied to a purely 
resistive load is known as real power (P). Any device that is purely capacitive or 
inductive will store charge and are less obedient to change than purely resistive devices. 
The stored charge causes the devices to draw power with the current either leading or 
lagging the voltage by 900; this is referred to as reactive power (Q). Nearly all devices 
have a combination of resistance, capacitance and inductance, therefore a combination 
of real and reactive power is drawn from the mains supply. These combinations aid in 
understanding the type of load that is connected, for example, a heater is very resistive. 
Consequently, the real power draw will be far greater than the reactive power. This 
power relationship is the basis to non-intrusive load monitoring (NILM) invented by 
George Hart and colleagues at MIT in the 1980s [19].  
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2.3.1 Past Developments and Applications 
The original NILM algorithms would detect change in the above parameters by 
measuring the aggregated power consumption of a residential dwelling. Typical house 
appliances such as; washing machine, kettle, fridge and dryer would be cycled on and 
off as the resident would go about their day. Change in the aggregated P and Q data 
would be detected via edge detection, and groupings of steady-state values would be 
bundled into clusters. As large devices with obvious loading signatures such as kettles, 
which is on for a specific time and off again with a purely resistive load would be able 
to be clustered and identified with some accuracy. Unfortunately, more complex devices 
like washing machines would contain many different operating states (wash, rinse, dry) 
and the algorithm would have a hard time understanding the signatures.  
In recent times this original approach to NILM has been studied many times and 
developments have been successful. The ability to access high sample rate data 
acquisition systems has allowed extraction of more refined electrical signatures such as 
high order harmonics. Combining the traditional NILM approach with patterns in high 
frequency harmonics can be used to distinguish devices to a higher accuracy [20]. The 
thesis of Daniel Kelly [20] compared three different techniques related to the method 
discussed above, the trails were able to detect a household kettle, washer and toaster 
with 100% accuracy but had large complications with disaggregating a dryer. The 
consistent switching of a heating element on and off at random intervals confused the 
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drier with the kettle and washer, which proved the mathematical algorithms need 
reassessment. In recent research, the adoption of machine learning algorithms, like those 
used for facial and voice recognition have provided a more effective approach to load 
disaggregation. 
2.3.2 Machine Learning Techniques for NILM and Electrical Signal Analysis     
Machine learning (ML) is the process of automatically learning certain patterns in a 
dataset and continually improving the resultant decisions as more data is passed through 
the system. The benefit of continuous learning is new patterns will be learned and stored 
within the system at any given time, becoming more intelligent with each problem it 
solves [21]. The pattern solving process can be computed in three distinct ways; 
supervised, unsupervised and reinforcement.  
2.3.2.1 Supervised Learning 
Supervised Machine Learning is the process of learning ‘rules’ based off training 
datasets that contain label and feature data [22]. Labels are essentially the answer and, 
features are the patterns leading to the answer. For example, a training dataset contains 
images of numbers, the features are the images and the labels are the numbers in the 
image (1,2, 3...), the dataset will be analysed and, patterns between the label and feature 
will be learned. With a large enough training dataset, the machine will be able to 
accurately predict the number if a new image is provided. This style of learning is 
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popular in power system applications as reviewed in [23] but is sometimes impractical 
as new labels that have not previously been learned will not accurately be identified.     
2.3.2.2 Unsupervised Learning 
Unsupervised on the other hand does not use a direct training set of data containing 
labels and features. Patterns are discovered as data is input into the system and clusters 
of similar data points are formed. Unlike supervised algorithms, there are no restrictions 
based on training data supplied but, there is also no guarantee the optimal solution has 
been obtained.  
Electrical signal processing and analysis such as NILM can benefit from the 
functionality of both supervised and unsupervised categories of machine learning. As an 
example [23] co-trains both types of machine learning process in the form of a decision 
tree classifier algorithm [24], [25] and the nearest neighbour algorithm [26]. Having the 
two learning techniques helps improve the accuracy by sharing the classification 
information between the two machines, hence predicting unlabelled data to higher 
accuracy. J. M. Gillis and W. G. Morsi [23] Proves semi-supervised learning achieves 
load prediction with a high accuracy (~97%) which is also more accurate than either one 
of the algorithms stated above, working alone.  
The fault detection and diagnostics problem of air-conditioning systems closely relate to 
the NILM concept as one air-conditioning system contains many different functioning 
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parts. Disaggregation of the individual parts such as the compressor or fan motor will 
allow analysis of the component to be unique. With the data of a particular component 
separate from the rest of the system, a more detailed analysis of the component health is 
available. 
2.4      Machine Learning Approach to Air-conditioning Fault Detection 
Fault detection of HVAC units using electrical measurements is a relatively new concept 
in the industry. The above disaggregation of the components within the HVAC system is 
only part of the process when attempting to detect and diagnose individual faults. When 
the components are considered individually within the electrical measurements, more 
traditional fault detection and monitoring approaches can be adopted. Fault detection 
models have been established using electrical measurements from the individual 
component itself, the downside of these methods are the sensors would require 
placement directly onto the terminals of each functioning component, resulting in a 
more intrusive approach to the problem. With the ability to disaggregate the signals on 
the supply, the above models could be used to allow fault detection of various faults 
within the system without the intrusive placement of sensing devices.  
Using the methods discussed, past research has explored the effectiveness of non-
intrusive fault detection with various simulated HVAC faults. Some of the most 
common faults are;  
Final Dissertation – Connor Gregory 
 
 
17 | P a g e  
 
 
• Refrigerant leakage, undercharge or overcharge; 
• Loss of volumetric efficiency; 
• Fouled compressor coil; 
• Dirty supply air filter. 
 
Armstrong et. al. [27] simulated faults on a single air-conditioning unit and attempted to 
diagnose the faults using detection methods based on the analysis of real and reactive 
power. Measuring the transient and steady-state conditions of a HVAC systems real and 
reactive power can supply sufficient information to register such faults as stated above 
in a controlled environment. The main constraints with this method are the uncertainties 
when venturing out of a controlled environment. If older, more problematic systems are 
introduced, the P and Q signals could contain unusual patterns, ultimately reducing the 
accuracy of fault detection. A combination of P and Q analysis coupled with a small 
amount of differential pressure and temperature sensors could provide a more robust 
means of fault detection [27].  
As all the above-mentioned faults are directly related to electrical motors, other methods 
may be beneficial to a fault model, such as torque curve relationships and stator winding 
harmonics. Addressing a dirty supply air filter fault directly, the blocked filter will 
induce a change in airflow pressure thus, changing the speed and torque of the motor 
[28]. The speed of an induction machine can be calculated using harmonic analysis of 
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the stator current as explained in [29]. If the speed can be known via electrical 
measurements and motor speed is related to airflow pressure, then reduction in airflow 
should be identified with this method. Based on simulation results, identifying motor 
harmonics is an accurate method for determining a change in airflow within the range of 
75 – 150% of rated motor torque [28].  
Combining the above literature could provide a more robust approach to fault detection, 
utilising mathematical relationships between power and harmonics within a neural 
network-based machine learning algorithm can pick the best solution given the 
circumstances provided. Other literature suggests similar methods of fault detection, 
instead of breaking a system down into its individual components and attempting to 
build models on each component, a grey-box style of fault detection use the correlation 
between components to identify fault conditions.   
Grey-box models use correlations with recorded steady-state data and noticeable 
differences in fault conditions of the whole system [30]. A grey-box fault detection 
model relies on the following steps;   
1. A training phase, consisting of electrical power data under steady-state 
conditions (similar to supervised learning discussed in 2.3.2.1) 
2. Consistent power measurements of the load  
3. Detection of faults by comparison of measured and predicted electrical 
power and by screening for rapid power oscillations 
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4. Diagnosis of faults by rule-based analysis of power deviations 
The components electrical characteristics compared with each other to establish models 
for detecting faults. Normal operating conditions are learned, and boundaries are formed 
with the electrical relationship within the system. Data found outside a tolerance band 
indicate a fault with the system, typically each fault signature is unique and can be 
identified. This method is very similar to traditional FDD techniques that do not use 
electrical monitoring. Faults can be detected with accuracy, but the system is heavily 
reliant on the quality of learned models [30]. Training datasets will be required for each 
system being monitored and as a consequence of the sensitivity to training data, in 
reality only a small range of possible faults can be detected. 
2.5  Chapter Summary 
The need to explore new methods of fault detection and diagnostics is apparent in the 
reviewed literature. The old methods of fault detection are too invasive and dependent 
on sensitive sensor placement, failing to provide enough of an incentive for the client to 
invest in such a technology. With the development of high sample rate data acquisition 
systems at continually reducing prices, it seems logical to adjust fault detection and 
monitoring techniques to an electrical monitoring-based system. Non-intrusive load 
monitoring technology is growing into a robust and reliable means of electrical power 
monitoring. Using NILM techniques, the market for smart monitoring and cloud-based 
data is growing at an immense pace. It is only fitting to investigate the integration of 
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such technology into systems that could benefit from such a structure by reducing 
downtime and increasing overall efficiency. The methods of fault detection using 
electrical measurements discussed in previous sections can predict some of the more 
common HVAC faults with relatively high accuracy but have strict operational 
constraints. It will be interesting to discover the effects of combining the above-
mentioned techniques into one fault detection machine to potentially provide a robust, 
scalable means of fault detection and diagnostics.   
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Chapter 3 RESEARCH DESIGN  
3.1 Introduction 
A methodical approach to analysing electrical features and understanding the inner 
workings of a neuron-based machine learning algorithm is essential to producing a 
comprehensive set of results. The components that make up a reverse cycle air-
conditioning system will require review to understand each component’s effect on one 
another. With a strong understanding of the systems makeup, preliminary testing will be 
undertaken on a condenser fan motor to explore the effects of varying air availability to 
the motor.  
3.2 Preliminary Research - Reverse Cycle Air Conditioning  
A large section of the investigations focusses on the relationship between air 
conditioning operating sequences and the electrical features associated. Air conditioning 
units are designed to change and control the temperature and humidity within a 
specified area. Below, in Figure 1, is a demonstration of simple schematic expressing 
the working principles of reverse cycle air-condition systems.  
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Figure 1 Heat Pump Schematic [31] 
As the primary system of study in this thesis, reverse cycle air-conditioning systems use 
a flow of refrigerant as the primary means of temperature transfer. The refrigerant is 
continually vaporised and compressed back to a liquid through various coils in the 
system. Following simple thermodynamics, the compression of a gas to liquid produces 
heat energy; a condenser coil is used to release that heat energy into an area not 
requiring temperature regulation (typically outside). The next phase of operation is after 
the newly compressed liquid leaves the condenser it begins to re-evaporate. Thus, heat 
is now absorbed via the evaporator coil consequently cooling the room temperature. 
This cycle continually operates to maintain a stable room temperature. The flow can 
also be reversed so that the evaporator heats and the condenser cools, this, in turn, 
would be the heating mode of operation. A further understanding of the system can be 
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gained by understanding the workings of the major components involved. Below is a 
list of the major components.  
3.2.1 Compressor 
The compressor acts as the “heart” of the refrigeration system. Its main function is to 
draw in the hot-vaporised refrigerant from the evaporator coil and compress it from low 
to high pressure, pushing it continually through the refrigerant loop [32]. Many different 
compressors are available in refrigerant systems, the type of compressor can impact the 
initial cost, reliability, noise and performance. Typically, in residential and commercial 
environments, rotary scroll compressors are available of capacities of up to ~30kw. 
Used for their high reliability, efficiency and low vibrational noise, scroll compressors 
use an orbital scroll to compress the refrigerant as shown in Figure 2.   
 
Figure 2 Rotary-Scroll Compressor [32] 
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Each scroll rotation completes the same function; suction, compression and discharge. 
Depending on the type compressor, refrigerant flow rate is altered by either the speed of 
scroll rotation or the volume of refrigerant compressed. Variable speed is simple, the 
supply voltage and frequency can be adjusted to increase or decrease the speed at which 
the rotor operates, in turn adjusting the flow rate. Variable volume, on the other hand, 
adjusts the distance between the orbital and fixed scroll to vary the flow of refrigerant. 
The flow rates are adjusted depending on the difference in suction and discharge 
temperature. The work of compression is proportional to both temperature difference 
and refrigerant flow rates, as modelled by the below equation.   
 
𝑊𝑊𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑚𝑚(ℎ𝑑𝑑𝐶𝐶𝐶𝐶 − ℎ𝐶𝐶𝑠𝑠𝑠𝑠)𝑄𝑄𝑎𝑎𝑎𝑎𝑠𝑠−𝑄𝑄𝐶𝐶𝑠𝑠𝐶𝐶𝐶𝐶𝑎𝑎  [33] 
𝑊𝑊𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = Compressor Work 
m = Refrigerant mass flow rate 
hdis = Discharge enthalpy 
 hsuc = Suction enthalpy 




Equation 1 Compressor Work 
Reviewing Equation 1, is it important to note that various components in the cycle can 
affect both mass flow and Δh, thus increasing or decreasing electrical loading and 
quality of the unit.  
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3.2.2 Evaporator / Condenser Coil 
Evaporator and condenser coils are designed to absorb or expel energy from the 
refrigerant medium travelling within. As shown in Figure 3, the coils makeup is copper 
piping enclosed within a series of aluminium fins. The choice of material and overall 
design is to maximise the temperature transfer between refrigerant and the outside air 
whilst keeping cost to a minimum. An evaporator fan blows air across the coil to 
increase the rate of heat transfer further. Having tightly clustered fins increases the 
surface area for heat transfer. However, this also creates opportunity for dust and other 
unwanted particles to clog the coil, thus reducing heat transfer rates. Filters are installed 
on the indoor coil to mitigate this effect, but the outdoor condenser coil remains 
unprotected.        
 
Figure 3 Small Evaporator Coil [34] 
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3.2.3 Indoor / Outdoor Fan 
A fan is used on both the indoor evaporator coil and outside condenser coil to force air 
through the heat exchanger. Typically, the condenser fan would be an a/c induction 
motor with either a fixed or variable speed depending on the age and quality of air 
conditioner. As the difference between setpoint and actual indoor air temperature 
decreases, the fan will slow to reduce power consumption and slow the rate of heat 
transfer, ultimately stopping the unit from overshooting desired indoor air temperatures. 
The indoor motor, on the other hand, is typically a variable speed brushless DC motor, 
which can operate automatically adjusting speed or as the user specifies (low, medium 
or high). When specifically assessing reduced airflow induced by blocked filters, the 
motors will have unusual loading conditions that should be prevalent within the systems 
electrical feature data. To understand the relationship further, observing the effects of 
variable airflow blockage on a fan motor isolated from the rest of the unit will supply 
vital information on its effects.  
3.3 Dense Neural Network Theoretical Applications 
The values gathered when reading the input feed to an air-conditioning system can seem 
difficult to understand the relationship with the fault status. When fault conditions occur 
(in the case of this thesis, reduced coil airflow) many components in the system work 
differently to achieve the target temperature. Various filtration circuits within the unit 
such as motor inverter circuits make it difficult to disaggregate and model individual 
Final Dissertation – Connor Gregory 
 
 
27 | P a g e  
 
 
components. Due to these challenges, machine learning approaches are a logical method 
to achieving the outcome of classifying fault conditions. The benefits of machine 
learning approaches as explained in 2.3.2 allow the aggregate system data to be 
analysed and patterns formed in the training phase are theoretically able to decide 
whether the system is in a fault state or not.  
Based on the simplicity to build in the short time constraints governing the thesis, dense 
neural networks (DNN) have been used as the ML algorithm in the fault detection 
system. The purpose of a DNN is to take a set of inputs or ‘features’ and link them to a 
set of outputs or ’labels’. Neural networks are relevant in the computation of 
classification and regression problems. A series of neurons enclosed in separate ‘layers’ 
are allocated specific weightings and activation functions to find the connection 
between features and labels [35], [36]. As shown below in Figure 4 the three-layer 
network consists of input and output layers containing respective variables and one 
hidden layer between. The number of hidden layers defines how ‘deep’ and complex the 
network is, for the application of a DNN, multiple layers are generally configured. The 
number of hidden neurons is also configurable, increasing or decreasing the number of 
decision possibilities in the network. As the values move through the network, the value 
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of a given neuron is based on the weights of the unit values and the previous layer 
weights computed through the activation function.      
 
Figure 4 Example of Multi-Layer Neural Network [37] 
The activation function as below (Figure 5) is fed a sum of weighted input values and 
outputs a value to a single neuron in the following layer. The activation function used 
widely in DNN’s is the rectified linear unit (RLU) and follows the equation:    
 𝑓𝑓(𝑥𝑥) = 𝑥𝑥+ = 𝑀𝑀𝑀𝑀𝑀𝑀(0,𝑥𝑥) (2) 
Equation 2 Rectified Linear Unit Equation 
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Figure 5 Single Layer with Weights and Activation Function [38] 
  To mathematically define the relationship between activation function, input and 
output neurons, refer to the following equations: 
 𝑎𝑎𝐶𝐶
𝑗𝑗 = 𝑔𝑔(𝑧𝑧𝐶𝐶−1
𝑗𝑗 )  (3) 
 𝑧𝑧𝐶𝐶−1
𝑗𝑗 =  𝜃𝜃𝑗𝑗,𝐶𝐶−10 + ∑ 𝜃𝜃𝑗𝑗,𝐶𝐶−1𝑘𝑘 𝑎𝑎𝐶𝐶−1𝑘𝑘𝑘𝑘   (4) 
Equation 3 Activation Function 
Where for the activation function 𝑔𝑔(𝑥𝑥), 𝑎𝑎𝐶𝐶−1  is the vector of activation values from the 
previous layer, 𝜃𝜃𝑗𝑗,𝐶𝐶−1  is the vector of weights from the previous layer and finally 𝜃𝜃𝑗𝑗,𝐶𝐶−10  is 
the bias value from the previous layer [36]. It is important to note that within regression 
type networks the activation function does not exist within the output layer as the 
expected output is intended to be a non-filtered numerical approximation. The purpose 
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of the network is to adjust bias and weighting values to ensure the output is as accurate 
as possible; this is where training the network is essential. 
The process of training a DNN involves a training dataset, optimisation function and a 
cost function. The training dataset is sent through the network with initial weight and 
bias values set and, the cost function computes the error between the predicted label and 
the actual label. Many different functions of cost are available, though for this study 
mean squared error (MSE) has been the chosen cost function, as shown in the equation 
below.  







Equation 4 Mean Squared Error 
In Equation (4) N is the number of points in the training set, 𝑦𝑦𝐶𝐶𝑎𝑎𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎 are the labels or the 
‘answer’ and 𝑦𝑦𝐶𝐶 is the predicted label. The optimiser then tries to minimise the cost by 
changing the weight and bias values. A very common optimiser and the one used for 
this network is the AdaGrad optimiser. AdaGrad is an abbreviation of adjusted gradient 
descent and is one of many variants of the gradient descent algorithm as explained in 
[39]–[41]. Put simply, gradient descent will continually iterate through the network and 
change individual weights to continually push the MSE value lower as illustrated in 
Figure 6. Values will continue to change until the MSE cannot descend further down the 
slope, the rate of gradient decent is also important as too little will result in the function 
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becoming highly expensive on computing resources and, too much will cause the 
function to overshoot.    
 
Figure 6 Gradient Decent Example [42] 
In summary, a dense neural network consists of many neurons encased in many separate 
layers with the goal of achieving accurate predictions of an output, given a matrix of 
inputs. Many different configurations of neurons per layer, layer per network, 
optimisation function, cost function and type of network are available allowing a vast 
array of possibilities to achieve the desired outcome.   
3.4 Application and Required Software       
To measure and detect air flow fault conditions, the electrical data must first be 
measured, processed and trained into a ML model. As the thesis is conducted in close 
collaboration with Ecocentric, Numen is the main device for electrical measurement and 
computation of features required for predicting fault conditions.  
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Containing its own CPU and analog to digital converters (ADC’s) capable of sampling 
electrical data at high frequencies (8KHz – 256KHz), Numen captures, processes and 
stores all the electrical data as ‘feature files’. The feature files are then sent to an 
Amazon Web Server (AWS) for Ecocentric to utilise for various functions. These files, 
written in Java Script Object Notation (JSON) format contain all features required to 
input, train and test a DNN.  
 
Figure 7 Numen Collector 
As illustrated in Figure 7, Numen’s nine ports (C1-9) allow connection of nine different 
current transformers that send a voltage to the analog-digital converter (ADC). The 
three-port voltage input allows connection to 3-phase or single-phase switchboards 
Current Transformer Port Voltage Input Port 
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which supply both power to the numen as well as voltage measurements. As the voltage 
and current are sampled at high frequencies, the below table (Table 1) of features are 
computed internally within Numen. The detail of electrical analysis of any device 
Numen can supply is in-depth and allows such machine learning algorithms like NILM 
to provide accurate load identification and mode identification predictions.  
Parameter Name Electrical Symbol 
Fundamental Frequency f 
Harmonic Frequency H_f 
Harmonic Phase Angle H_Ø 
Harmonic Reactive Power H_q 
RMS Voltage V_RMS 
RMS Current I_RMS 
Number of Harmonics H_n 
Power Factor PF 
Phase Angle Ø 
Apparent Power S 
Reactive Power Q 
Real Power P 
Total Harmonic Distortion - Current THDi 
Total Harmonic Distortion - Voltage THDv 
Total Harmonic Distortion - Power THDp 
Fast Fourier Transform Data - Voltage FFT_v 
Fast Fourier Transform Data - Current FFT_i 
Table 1 List of Numen Output Data 
 As mentioned above, the output feature data is sent to an AWS. For the purpose of this 
thesis and being a development environment, it is more efficient to access the data via 
session control protocol (SCP) communications. This type of communication allows the 
user to securely copy files between hosts on a local network without the need to start an 
FTP session [43]. This method of communication allows fast, reliable communications 
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between workstation and measuring device, which is perfect for a development 
environment. After SCP transfers are complete, the data can be processed on the local 
machine.  
3.4.2 Methodology of Data Manipulation and Analysis 
To complete the desired outcomes of this thesis, all functionality must be programmed 
and developed on a local machine. Based on limited past experiences and the extensive 
support network, the Python programming language was chosen as the primary 
programming language for this thesis. Developed in the late 80’s Python, similar to C 
and other text-based languages alike, strives to provide simple yet powerful syntax [44]. 
Used for software development at many major organisations such as; NASA and 
Google, the beauty of Python is the never-ending programming possibilities made into a 
package easy to access and learn for experts or beginners that have never written a line 
of code before. Being an open source software, contributors can build ‘add-on’ packages 
making tasks such as graphing as simple as accessing and configuring a readymade 
toolbox. The diverse range of available packages within Python allows all the testing to 
be contained within the one environment, from Numen communications right through to 
outputting prediction values from the DNN.   
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3.4.2.1 Program Overview  
 Once the files have completed the transfer from Numen, the below flow chart (Figure 
8) illustrates the various Python scripts used to process the data for various 
requirements.  
 
Figure 8 System Overview 
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With a consistent stream of data established between the workstation and Numen, 
filtration and data manipulation are required to transfer JSON formatted data into a 
more readable format for data analysis and training the prediction algorithm. The JSON 
formatted data consists of many arrays nested within one another as shown in the 
examples below (Figure 9, Figure 10). As illustrated, both representations of JSON data 
are difficult to graph and normalise for input into a DNN as the data is not a flat 2D 
array. To overcome this, a script within Python expands all nested arrays and transfers 
the data into a .csv file and Pandas Dataframe. The spreadsheet allows access to easily 
add a ‘Labels’ column and define different operation states of the air conditioner for the 
DNN to train for predictions. The Pandas Dataframe essentially stores the data to 
memory; when in the case of only predicting, the Dataframe can input directly into the 
DNN, making the process more efficient.    
 
Figure 9 Unformatted JSON (Raw from Numen) 
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Figure 10 Formatted JSON using 'Sublime Text' Software 
One major drawback discovered when attempting to analyse the data within Excel was 
the limitation Excel has when computing graphs and calculations in files larger than 
30Mb. The software proved to be extremely slow and would always crash when a new 
computation was requested. Due to the above issues, Excel has been used purely to 
store the data and edit the ‘Label’ data. For any data analysis, a new Python script had to 
be created. The data analysis script reads a user-defined Excel spreadsheet and stores 
the data as a Dataframe; various graphing functions then use the data to produce the 
graphs found in Chapter 4. Finally, the last script uses the previously created 
spreadsheet and trains / predicts the air-conditioning fault status within the TensorFlow 
machine learning toolbox.  
3.4.3 TensorFlow 
Functioning as the primary tool for building a DNN, TensorFlow (TF) is an open source 
library for high-performance numerical computation. Originally developed by Google’s 
AI organisation, TensorFlow has strong support for machine learning and deep learning 
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[45]. The API available for various languages including Python provide access to a list 
of ML tools, supplying individuals and business with free access to build and utilise 
neural networks and alike.  
3.4.3.1 Building the TensorFlow Model 
The above-mentioned features made TensorFlow the perfect tool for the job when it 
comes to the requirements of this thesis. The final script used, both trains a regression 
model, which can also be configured to predict. The TensorFlow regressor uses all 
above formulas in 3.3, to build a DNN model given specified configuration options and 
input variables. The features supplied to TensorFlow must be normalised to ensure the 
scale of different features is not significantly different to others. For example, the range 
of real power in x dataset is between 4000 and -10; the largest value will be transformed 
to equal 1 and the lowest to equal 0. Thus, each feature no matter its original value will 
be normalised to fall between the value from 0 to 1. The two-dimensional, normalised 
set of data is defined within TF as the feature set and split into a training set and a 
testing set. Typically called the ‘train test split’ allows the model to only train to a 
portion of the dataset (normally 70% training and 30% testing) to allow a portion of 
data for the model to test its accuracy after the model has completed the training phase.  
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With the train test split ratio configured, other model parameters such as; hidden layers, 
batch size and neurons per layer are configured before the data is ready for training. 
Batch size is required because training sets are usually very large and training as a 
single set requires a lot of computation resources, which can cause bottlenecking when 
calculating gradient decent algorithms [46]. The process of training the model uses all 
the above inputs and iterates the training dataset for a defined period of iterations. After 
each iteration, the DNN evaluates itself and adjusts weight and bias values to ensure the 
next iteration fits the dataset with higher accuracy. Throughout the process, 
‘checkpoints’ are stored to ensure the model can begin training again where it left off at 
a different time. During training the loss and MSE are output to allow insight into how 
well the model is fitting to the dataset, in cases of overfitting, the model can throttle 
back to previous checkpoints where the fit is optimal.  
3.4.3.3 Predicting 
With training complete, the test dataset can be input into the model; the features are 
passed through the model as one large dataset. The data contains only feature values and 
no labels. A graph shows the spread of predictions against their intended label, if the 
prediction results with adequate MSE values the model can then have non-related 
datasets passed through for further testing.  
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3.5 Preliminary Design – Fan with duct 
The function of reverse cycle air conditioning systems is complex with many different 
working parts. As part of the model design and testing, a condenser fan motor was used 
to explore the effectiveness of a DNN model. Varying the airflow within the condenser 
coil fan motor appeared to be the most cost-effective way of testing if a DNN method of 
fault detection could be applied to HVAC systems. Reading the aggregated data to the 
entire system would pick up features of all components (compressor, indoor fan) and 
hide the features coming from the individual fan. As a phase of preliminary testing, a 
40w condenser fan from an old air conditioning system was used with a length of 
ducting attached to the fans inlet as shown in Figure 11.    
 
Figure 11 Condenser Fan Testing Apparatus 
A current transformer is connected to the active input to the fan and plugged into 
Numen’s feature streaming port. Three different cases were measured by blocking the 
end of the ducting by 0%, 50% and 100%. All the data is then input into the above-
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mentioned Python scripts to process, analyse and prepare for the DNN. Figure 12 
displays the relationship between real and reactive power across all three blockage 
cases.  
 
Figure 12 Power and Reactive Power Plot of Three Different Fan Blockage Cases 
The graph shows clear distinction between the fault and non-fault conditions, as 
expected the real power trend is far lower in the free airflow case as the loading on the 
motor would be far lower with a steady stream of airflow through the fan blades.   
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Figure 13 Fan Free vs Fan Blocked 100% 
The above graphs (Figure 13) show the comparison of 0% and 100% blockage with the 
addition of 50% blockage data added to the bottom right scatter graph. Surprisingly the 
total number of harmonics (illustrated to the left) is the same when the fan is in steady-
state conditions. Lastly, the far-right graphs illustrate the P and Q relationships as a 
scatter plot. After an initial inrush, the case with 0% blockage maintains a stable power 
draw with slight variance in reactive power. However, the blocked cases are slightly 
more destabilised and have a higher overall power draw.  
Analysis of the electrical data provided an insight into the effects of varying the supply 
air availability of an individual condenser fan and the large variance in results appeared 
to be distinguishable enough for a ML algorithm to decipher the fans operating state. 
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The DNN was trained on the same data illustrated in the above graphs. As the data had 
been purely used to understand the affected electrical parameters of air restriction and 
operation of a DNN, the configuration parameters of the model didn’t undergo much 
analysis. Even with a basic neural structure, the DNN appeared to produce accurate 
predictions across the condenser fan dataset. The final MSE resulted to 0.084 which 
provides a prediction accuracy in the high 90’s.  
3.6 Final Design – Split System Testing  
The final testing conducted used a Carrier 3.2-kilowatt split system; Figure 14 are 
images of the indoor and outdoor units. The reasoning for using this unit for testing is it 
is currently installed at my home and provides easy access to performing required 
testing.  
 
Figure 14 Carrier Outdoor and Indoor Air Conditioning Units 
The rear of the condenser unit contains the condenser coil which wraps around the unit 
and has a surface area of 0.44m2. Datasets were gathered over roughly 2 hours for the 
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unit operating both in heating and cooling modes with the indoor setting either open or 
closed. Each setting either had all doors and windows open (not allowing the 
temperature to reach setpoint) and closed where all rooms were sealed off to allow the 
unit to reach setpoint temperature values. The next set of data gathered included three 
different cases of blocking the rear coil. A sheet of pine of surface area 0.279m2 was 
placed flush to the rear coil face with an air gap of 10mm as shown in Figure 15. 
 
Figure 15 Coil Fault Simulation 
The pine sheet had different size holes drilled through to simulate varying states of 
blockage; the three different states are shown in Figure 16. The total surface area 
covered by the sheet varied from 44% – 63%, the exact coverage ratios are calculated in 
Equation 5.  
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Figure 16 Pine Board No Holes (Left) Small Holes (Centre) Large Holes (Right) 







= 0.2526𝑚𝑚2 = 56.5% 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑔𝑔𝑐𝑐     
(7) 
 





= 0.1973𝑚𝑚2 = 44.2% 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑔𝑔𝑐𝑐     
(8) 
Equation 5 Condenser Coil Surface Area Coverage Percentages 
Forty holes had been drilled in an even pattern across the entirety of the sheet to allow 
for an even airflow displacement across the coil; the holes were either 29mm or 51mm 
in diameter. As above in 3.5 the data gathered in all test cases processed through all 
scripts required to produce a valid set of results.     
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3.7 Chapter Summary 
To develop an accurate testing environment for automated fault detection and 
diagnostics of air-conditioning systems, in-depth research was required in both the 
electrical engineering field and neural network design. Restraints of a restricted budget 
and timeframe pushed the fault detection towards condenser fan coil blockage, but the 
above methodology could be easily modified for testing other fault conditions of air 
conditioning units.    
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Chapter 4 ANALYSIS OF RESULTS AND FINDINGS 
The results of the final testing data have been separated into two separate sections as 
below. The testing set consisted of four different fault states; 0%, 44.2%, 56.5% and 
62.5% blockage, all functioning in both heating and cooling modes.  
4.1 Electrical Feature Analysis 
Before comparing data between each fault case, the difference between heating and 
cooling states were analysed for any significant differences that may affect the process 
by which the DNN is trained. Figure 17 shows a cooling operation at 20℃ for just over 
an hour and a heating operation at 26℃ for two hours.  
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Figure 17 Power and Reactive Power Data for Heating and Cooling at 0% Blockage 
 It requires little explanation to understand the extreme differences between heating and 
cooling of the Carrier air conditioner. The power draw when cooling is significantly 
smaller to that in heating and drops to a significantly low power draw when temperature 
appears to have dropped to the setpoint. At this level, the system is drawing a constant 
of 40VA with a power factor of ~0.87. During the heating cycle, on the other hand, it 
appears the unit reaches steady-state at a slightly delayed time (10 minutes) and a much 
higher power draw of roughly 1270VA and a power factor of 0.98. The drastic 
difference in power draw could be related to the unit struggling to reach the setpoint of 
26℃, however disregarding the large magnitude differences both modes still contain 
unique features (further data found in 6.1). These differences prove enough evidence 
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that each mode must be considered separate when exploring the effects of airflow 
restriction.     
4.1.1 Heating 
In an attempt to achieve the most drastic comparison to set a baseline, 0% and 62.5% 
blockage were compared in the below graphs Figure 18, Figure 19. 
 
Figure 18 Power and Reactive Power Data for Heating 0% vs 62.5% Blockage 
On the surface, the response of both cases appears roughly similar, yet the fault results 
in an average power draw 10% higher than free operation. A closer view of the first 20 
minutes of operation reveals that the fault case lags and takes a considerable amount of 
time longer to reach switching states as seen below (Figure 19). These results are 
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expected as in heating mode the unit switches on the compressor and builds pressure in 
the system before any other operation. At t = 450 the gas is circulating through the 
system, when the coil isn’t blocked ℎ𝑑𝑑𝐶𝐶𝐶𝐶 − ℎ𝐶𝐶𝑠𝑠𝑠𝑠 rapidly increases thus, the compressor 
switches again causing a second spike. However, with restricted airflow, Δh increases at 
a slower rate which relates to reduced compression work (1).  
 
 
Figure 19 Close up of Figure 18 
The analysis results of 44.2% and 56.5% are far more convoluted than the above study 
case. Figure 20 plots P and Q data for all fault cases against each other. It would be 
predicted that the trends would look like Figure 19 with the lag decreasing as more air 
could flow through the condenser coil but reviewing the data, that is not the case. The 
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44.2% data appears to own a far different waveform profile compared to 0 and 62.5%; 
the system doesn’t seem to perform many switch changes or draw as much power as the 
other cases. The 56.5% case also contains far different features than the other three 
cases. Sharp peaks in the early operation of the system suggest the compressor 
erratically switching on and off to maintain system pressure but slow to follow a similar 
trend to the 56.5% data. Seeking further explanation, the harmonic and power factor 
data underwent review but little difference between the fault cases (graphs in Appendix, 
6.1) could be identified. 
 
Figure 20 Power and Reactive Power vs Time for all Heating Faults 
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Like the heating data, blocking the coils airflow drastically affects the performance of 
the air-conditioning system when cooling. Figure 21 illustrates the P and Q data of 0% 
vs 62.5%. The power draw is considerably less in the blocked case from 0 < t < 2000, 
this again appears to be the relationship between compressor work and Δh. After 30 
minutes the unit only decreases to 415 VA at 0.99 pf. The consistent power draw of the 
faulted case results in an overall average power draw 45% higher than normal operating 
conditions. Not only is the power draw high and consistent, the total harmonic distortion 
is high as shown in Figure 22.       
 
Figure 21 Cooling Power and Reactive Power, 0% vs 62.5% 
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As expected for both cases, THDi upon start-up spikes as the compressor and condenser 
fan experience inrush currents, normal conditions reduce to an average of 20-30% 
(which is still quite high). In the faulted, case THDi almost remains as high as the initial 
spike at approximately 70%. The assumption of high THDi would place the compressor 
inverter as the primary source but comparing to THDi of heating mode (Figure 39) 
(where it is known the compressor was consistently running) the THDi doesn’t exceed 
40%. The huge spike at t = 1800 of THDi in the normal case is expected as the current 
draw reduces to 23mA, harmonic ratios are amplified as the fundamental reduces.       
 
Figure 22 Total Harmonic Distortion 0% vs 62.5% 
Commented [cg1]: In terms of power quality, 
THD ratios as high as 70% can negatively affect 
other devices on the main electrical circuit. 
Review and add study case to support statement or 
cite an article.    
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Figure 23 Cooling 0% Harmonics 1,3,5,7 
 
Figure 24 Cooling 62.5% Harmonics 1,3,5,7 
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As seen in the harmonic power data above (Figure 23 and Figure 24), harmonics 1,3,5,7 
reflect the operation state of the unit. The next study case includes all four fault 
conditions for assessment (0%, 44.2%, 56.5%, 62.5) Figure 25-29 illustrate relevant 
electrical data.  
 
Figure 25 Power and Reactive Power vs Time of all Cooling Faults 
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Figure 26 Total Harmonic Distortion vs Time of all Cooling Faults 
 
Figure 27 Power and Reactive Power Scatter for all Cooling Faults 
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Figure 28 PF and N_harmonics for all Cooling Faults 
The data presented above shows large differences between 0% and all other faults 
during transient operation of the system. However, when the system reaches steady-state 
temperatures, the results are almost identical to 44.2% blocked. The dataset suggests 
that 44.2% blockage is more efficient than 0% with a lower initial power draw and the 
system reaches setpoint at the same time as no fault. The only logical explanation for 
this occurrence is outside / inside temperatures may have decreased between testing, 
placing less work on the system to reach the desired temperature. This discovery could 
cause issues with the DNN identifying the fault as steady-state conditions remain 
unchanged, it is assumed that given enough time 56.5 and 62.5% will reach the same 
steady-state load identity.   
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The ‘number of harmonics’ (Figure 28) and overall harmonic data remains fairly vague 
as every case has a similar signature, but PF and the P vs Q scatter show unique 
attributes that could help distinguish between faults. Each scatter profile remains unique 
with clustering occurring at different [x, y] ordinance and overall spread. The PF plot 
appears stable for all data for the first 2000 points but when the plot is enlarged as 
below (Figure 29) 0% blockage is a clear outlier with an average pf = 0.98. This could 
be attributed to the inductance of the compressor as it is working harder than any other 
dataset, slightly reducing the power factor.   
 
Figure 29 Enlarged View of Figure 28 (0 < t <1750) 
4.1.3 Findings 
When analysing the features of the entire dataset, reducing airflow through the 
condenser coil effects the systems operation efficiency. Electrical features such as real 
power and reactive power provide a clear view of the unit’s current operation mode. The 
variance in operation features between heating and cooling states could cause issues 
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with training a model without separating the datasets beforehand. For example, if the 
model only has labels for; running, off and airflow fault, constant confusion could arise 
when the unit is switched from heating to cooling. A solution if the issue arises could be 
to train two separate models unique to the mode of operation or expand the labels 
dataset to include operation mode.         
4.2 Dense Neural Network Performance  
The data used to train and test the DNN are the sets explained above in section 4.1. The 
actual features used in the model are shown in Table 2. When supplying features to a 
DNN, consideration of its overall weighting in comparison to other features must be 
considered otherwise the model can take far longer to train with ineffectual data. As a 
result, the harmonic features have been removed as they can take up more than 120 
columns of data as high-frequency harmonics are detected, and appeared to have 
minimal effect on the overall identification of fault status. Another feature missing from 
Numen’s available dataset is the FFT data. As Numen is continually developing new 
features are added. Unfortunately, the FFT data was not available when the DNN 
models were designed earlier in the project, therefore, retraining the models wouldn’t be 
feasible. 
 Trained using the 0 and 62.5% datasets of both heating and cooling cases, the model 
consisted of 4 hidden layers with [16,16,16,32] neurons in each layer respectively. The 
label dataset had three separate labels, 1 = A/c off, 2 = operation heat or cool with no 
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fault, 3 = operation heat or cool with fault. Being a regression-based network, the 
predictions are not restricted to the labels and can fall between, for example, 2.4 or 1.6 
and so on. The reason for this is the network may not need to completely detect the fault 
status of 3. However, if over a period the predictions increase in value the overall 
prediction may conclude in a fault.  
Parameter Name Electrical Symbol 
Fundamental Frequency f 
RMS Voltage V_RMS 
RMS Current I_RMS 
Number of Harmonics H_n 
Power Factor PF 
Phase Angle Ø 
Apparent Power S 
Reactive Power Q 
Real Power P 
Total Harmonic Distortion - Current THDi 
Total Harmonic Distortion - Voltage THDv 
Total Harmonic Distortion - Power THDp 
Table 2 Neural Network Input Features 
After many iterations of training and changing the hidden layers and neurons within, the 
resulting configuration of [16,16,32,16] had the fastest loss reduction slope and was 
trained for 1 one million iterations as shown in Figure 30. The final average loss of the 
model was approximately 0.0199 -which could be improved with longer training and 
more data. 
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Figure 30 [16,16,32,16] Training loss curve 
The first graph (Figure 31) shows results of the model predicting the labels for heating / 
cooling at 0% and 62.5% datasets. The scatter plot illustrates an overview of all three 
labels (1, 2 and 3) at the top left and data specific to the expected label on the other 
three plots. With an average mean squared error of 0.138 the model can accurately 
predict the state of the system in this dataset, which is expected as half of this dataset 
was used to train the model. To properly test the capability of the model separate data 
must be used as inputs, and the 44.2% and 56.5% datasets were separately input into the 
DNN for both heating and cooling data.  
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Figure 31 Scatter of Predicted Spread of Data, MSE = 0.138 Using train dataset 
Cooling at 56.5% blockage data presented some relatively accurate predictions. The 
MSE average equated to 0.378 but as below (Figure 32) the grouping of predictions are 
mostly within ± 0.5 from the desired label. This tightly grouped cluster proves that the 
trained model can accurately predict a fault condition of 56.5%, however, at 44.2%, the 
results reduce significantly. Figure 33 represents the predictions of the dataset which 
resulted in a MSE of 0.86. The model accurately predicts the system off state (label 1) 
although struggles to make a single accurate prediction when it comes to deciding 
whether the system is in fault or not. The bottom right plot shows the model consistently 
believes the data is running normally (label 2) when it is in fault. Speculation based on 
electrical analysis in 4.1.2 suggests the model may struggle as the system reaches 
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temperature setpoint. The 44.2% dataset was iterated through the DNN, but without 
shuffling the data to investigate the issue, the new results are shown in Figure 34. As 
expected the model is certain the system is running as normal after t = 2000; this 
suggests that the DNN may need modification to only input system start up datasets.    
 
Figure 32 Cooling Block = 56.5%, MSE = 0.378 
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Figure 33 Cooling Block = 44.2%, MSE = 0.889 
 
Figure 34 Cooling Block = 44.2% (Not Shuffled) 
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The expectation of the DNN accurately predicting faults within the heating cycle 
remained low as the electrical feature analysis provided inconclusive data. Figure 35 
illustrates prediction data for the 56.5% dataset, containing very different features than 
expected; the DNN resulted with a MSE of 0.825 which is poor compared to the MSE 
of 0.378 achieved with the same conditions in cooling mode. Heavy clustering around 
2.1 has the model assuming the system is operating normally with confidence, which is 
unusual considering such different P and Q signatures. The results of this dataset 
emphasize the need to gather data of much larger size with different operating 
environment to train the DNN for more diverse conditions.  
 
Figure 35 Heating Block = 56.5%, MSE = 0.825 
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Review of the 44.2% dataset provided far better results with a MSE of 0.561, although 
this does still appear high, Figure 36 expresses heavy clustering of prediction data in the 
acceptable range of > 2.5. It is possible the reduced power draw, and heightened THDi 
supplied the DNN with enough evidence to detect the fault, but again, more data should 
supply a stronger conclusion. 
 
 
Figure 36 Heating Block = 44.2%, MSE = 0.561 
4.3 Summary of Results 
In summary, the results of this paper are certainly in the positive direction of providing 
an alternate approach to fault detection and diagnostics of air conditioning systems. The 
Final Dissertation – Connor Gregory 
 
 
67 | P a g e  
 
 
functionality of Numen is forever increasing as new applications are discovered and 
developed. The work completed supported the potential of measuring two fundamental 
electrical features, voltage and current and transforming the data into models that can 
diagnose a fault on a device.  
Based on the limitations of the test environments, results from the dense neural network 
predictions provided a promising outcome. In most cases, the DNN could predict the 
fault status of a reverse cycle split system with reduced airflow on the condenser coil. 
The mean squared error and [x, y] cluster plots were reviewed to identify if each study 
case could be acceptable when actively attempting to determine a fault within a non-test 
environment. A summary of results is found in Table 3.  
Study Case MSE Acceptable 
Cooling 0% 0.138  
Cooling 44.2% 0.378  
Cooling 56.5% 0.889  
Cooling 62.5% 0.138  
Heating 0% 0.138  
Heating 44.2% 0.826  
Heating 56.5% 0.561  
Heating 62.5% 0.138  
Table 3 Summary of Results 
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The current work is only scratching the surface of the possibilities of such a system. 
With more data and training, a model, or multiple models could obtain electrical 
features and declare a list of possible faults of a system in real time, all with the addition 
of a single current transformer.    
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Chapter 5 CONCLUSIONS AND RECOMMENDATIONS 
5.1 Limitations 
With the ambitious goals of this thesis, there have been many limitations to the 
development and testing of the resultant system. The goal to model and test multiple 
fault conditions such as gas leakage or compressor fault had been restricted to the cost 
and access to test systems. Qualified personnel are required to handle air conditioning 
refrigerant, which restricted the study cases to a narrow list of possible faults. Although 
the restricted access to the systems inner workings provided many road blocks, the 
developed model provides a base to further develop the fault profile.  
Along with the unit’s components, access to install Numen on other air conditioning 
systems narrowed the developing dataset. Access to a voltage reference and current 
transformer placement is generally always within a switchboard, which requires an 
electrician to install the system. The work to install and configure Numen at different 
sites is too time consuming and costly, the device had been installed on one system and 
remained there for the entirety of all testing.  
The location of the test system was in an apartment complex which is not a controlled 
environment. A controlled environment would provide a far greater understanding when 
analysing the electrical features of the system and testing the DNN’s ability to make 
predictions based on its training data. As air-conditioning systems are designed to 
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operate in either hot or cold environments and all testing had been completed in spring. 
Therefore, most cases are operating in unrealistic conditions. The ability to operate 
testing at more suited temperatures would allow the system setpoint to reduce to a more 
practical value, providing realistic training data. 
5.2 Future Work  
The purpose of this thesis has been to bring interest to the possible applications of non-
intrusive load monitoring and integration of machine learning algorithms to solve real-
world electrical problems. As previously mentioned, this thesis has only touched on the 
possibilities of Numen and the automation of fault detection and diagnostics for HVAC 
systems. To recommend the future work specific to detection of condenser air flow 
faults, data would be a primary focus to improve the ability and prediction accuracy of 
the DNN. Each fault case evaluated should have hundreds to thousands of datasets from 
different air conditioning makes and models to properly train the regressor.  
TensorFlow provides access to many different styles of machine learning algorithms 
that should be tested with completing the same function as the currently implemented 
regression model. As researched in the literature review (2.4), a combination of 
supervised and non-supervised models has proved effective in the past within the air 
conditioning industry with the ability to continually self-learn as the data pool grows. 
The continual development of Numen will have the system installed across hundreds if 
not thousands of air-conditioning systems over the coming years, the ability to not only 
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provide in-depth electrical analysis but a functioning fault detection system would be of 
tremendous value. With the integration of unsupervised learning, scalability of the 
system should remain painless as the algorithm completes all the hard work.            
5.3 Chapter Summary 
The consumption of energy connected to heating ventilation and cooling systems is one 
of the largest on the planet, with over 37% of the energy in the U.S being poured solely 
into temperature regulation [2]. As technology advances, the demand for temperature 
control will continually grow as air conditioning systems become more affordable. The 
current fault detection processes involved within HVAC systems allow many faults to 
slip through un-noticed [4]. The incompetence of onboard fault detection leaves a large 
portion of air-conditioning operating in fault conditions, ultimately reducing efficiency. 
Current external fault detection systems are highly invasive by requiring sensors 
installed directly to the system and can become quite a costly addition [9].  
The ability for Numen to be installed within the buildings switchboard and still monitor 
a systems health, consumption and fault condition provides a non-intrusive solution to 
improving the efficiency of air condition systems. As machine learning approaches 
improve in popularity over the coming years, the access and assistance provided allow 
free access to many ML tools and algorithms. With the access to ML tools coupled with 
a vast set of electrical feature data provides the necessary tools for exploring non-
intrusive fault prediction. A supervised learning algorithm was used to predict the fault 
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status of a blocked condenser coil on a domestic split system air conditioning. The 
results gathered proves there is a strong correlation between electrical features and air 
restriction through a condenser coil. Analysis of results explored the relationship 
between the neural network performance and electrical features of each fault case. 
Although the resultant predictions are of acceptable accuracy for this thesis, the work 
completed provides the necessary background and tools to train accurate fault models 
given larger, more controlled datasets. 
The restricted access to multiple test systems and individual system components 
narrowed the datasets used to train the DNN. With further development of machine 
learning techniques and larger datasets, the methods explored within this thesis could 
potentially provide a more cost-effective, less intrusive solution to air conditioning fault 
detection.     
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Chapter 6 APPENDIX 
6.1 Appendix A - Extra Graphs of Various Datasets 
 
 
Figure 37 Comparison of Heating and Cooling Features (Harmonics, Power Factor, Power 
and Reactive power) 
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Figure 38 Comparison of Heating and Cooling, Power vs Reactive Power Scatter 
 
Figure 39 Heating vs Cooling, Total Harmonic Distortion Comparisons 
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Figure 40 Heating 0% Harmonics (1,3,5,7) 
 
Figure 41 Cooling 0% Harmonics (1,3,5,7) 
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Figure 42 Heating All, Total Harmonic Distortion Plot 
 
Figure 43 Heating All, PF and N-Harmonics data 
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Figure 44 Heating all, Power vs Reactive Power Scatter Data 
6.2 Appendix B - Python Scripts 
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6.2.1 Data Processing Script 
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6.2.2 Graphing Script 
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6.2.3 Machine Learning Script 
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