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ON THE PROPAGATION OF REGULARITY AND DECAY OF
SOLUTIONS TO THE k-GENERALIZED KORTEWEG-DE VRIES
EQUATION
PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
ABSTRACT. We study special regularity and decay properties of solu-
tions to the IVP associated to the k-generalized KdV equations. In par-
ticular, for datum u0 ∈H3/4+(R) whose restriction belongs to H l((b,∞))
for some l ∈ Z+ and b ∈ R we prove that the restriction of the corre-
sponding solution u(·, t) belongs to H l((β ,∞)) for any β ∈ R and any
t ∈ (0,T ). Thus, this type of regularity propagates with infinite speed to
its left as time evolves.
1. INTRODUCTION
In this work we shall deduce some special properties of solutions to the
k-generalized Korteweg-de Vries (k-gKdV) equations. These properties are
concerned with the propagation of regularity and decay of their solutions
on the line. Thus, we shall consider the initial value problem (IVP){
∂tu+∂ 3x u+uk ∂xu = 0, x, t ∈ R, k ∈ Z+,
u(x,0) = u0(x).
(1.1)
The cases k = 1 and k = 2 in (1.1) correspond to the KdV and modi-
fied KdV (mKdV) equations, respectively. Initially they arise as a model
in nonlinear wave propagation in a shallow channel and later as models in
several other physical phenomena (see [20] and references therein). Also
they have been shown to be completely integrable. In particular, they pos-
sess infinitely many conservation laws. In the case of powers k = 3,4, . . .
the solutions of the equation in (1.1) satisfy just three conservation laws.
Following [13] it is said that the IVP (1.1) is locally well-posed (LWP)
in the function space X if given any datum u0 ∈ X there exist T > 0 and a
unique solution
u ∈C([−T,T ] : X)∩ . . . .
of the IVP (1.1) with the map data-solution, u0→ u, being continuous. In
the cases where T can be taken arbitrarily large, one says that the problem
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is globally well-posed (GWP). In both cases, the solution flow defines a
dynamical system on X .
For the IVP (1.1) the natural function space is the classical Sobolev fam-
ily
Hs(R) = (1−∂ 2x )−s/2L2(R), s ∈ R. (1.2)
The problem of finding the minimal regularity on the data u0 in the scale
in (1.2) which guarantees that the IVP (1.1) is well posed has been studied
extensively. After the works of [23], [1] and [13] gathering the local and
the global well-posedness results, in [15], [2], [16], [3], [4], [25], [11], [12]
and [17] one has:
The IVP (1.1) with k = 1 is globally well-posed in Hs(R) for s ≥ −3/4
(see [2] (GWP for s = 0), [16] (LWP for s > −3/4), [3] (LWP for s ≥
−3/4), [4] (GWP for s >−3/4) , and [12], [17] (GWP for s≥−3/4)).
The IVP (1.1) with k = 2 is globally well-posed in Hs(R) for s ≥ 1/4
(see [15] (LWP for s ≥ 1/4), [4] (GWP for s > 1/4) and [12], [17] (GWP
for s≥ 1/4)).
The IVP (1.1) with k = 3 is locally well-posed in Hs(R) for s ≥ −1/6
(see [10] for LWP for s >−1/6 and [25] for LWP for s =−1/6) and GWP
in Hs(R) for s >−1/42 ([11]).
The IVP (1.1) with k ≥ 4 is locally well-posed in Hs(R) for s ≥ (k−
4)/2k (see [15]).
In [19] it was shown that a local solution of the IVP (1.1) with k = 4
corresponding to smooth initial data can develop singularities in finite time.
The well-posedness of the IVP (1.1) has been also studied in the weighted
Sobolev spaces
Zs,r = Hs(R)∩L2(|x|rdx), s, r ∈ R. (1.3)
In [13] it was established the LWP of the IVP (1.1) in Zs,r with r an even
integer and s ≥ r. In particular, this implies the well-posedness of the IVP
(1.1) in the Schwartz space S (R). The proof of this result is based in the
commutative relation of the operators
L = ∂t +∂ 3x and Γ= x−3t∂ 2x .
Roughly, in [21] and [7] the above result was extended to the case Zs,r
with r > 0, s ≥ r and s ≥ max{sk;0} with s1 = −3/4, s2 = 1/4 and sk =
(k−4)/2k for k ≥ 3.
In [8] it was shown that the hypothesis s≥ r is necessary. More precisely,
it was established in [8] that if u ∈C([−T,T ] : Hs(R))∩ . . . is a solution of
the IVP (1.1) with s ≥ max{sk;0} (with sk as above) and there exist two
different times t1, t2 ∈ [−T,T ] such that |x|αu(·, t j) ∈ L2(R) for j = 1,2
with 2α > s, then u ∈C([−T,T ] : H2α(R)).
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Thus, if u0 ∈ Zs,r with r > s, then at time t 6= 0 the solution u(·, t) stays
only in Zs,s, i.e. the extra decay r− s is not preserved by the solution flow.
As a consequence of our results obtained here we shall see that this extra-
decay, no preserved by the flow, is transformed into extra regularity in a
precise manner (see Corollary 1.7).
The above results are concerned with regularity and decay properties of
solutions of the IVP (1.1) in symmetric spaces.
For asymmetric weighted spaces, for which the outcome has to be re-
stricted to forward times t > 0, one has the following result found in [13]
for the KdV equation, k = 1 in (1.1), in the space L2(eβxdx), β > 0. In
[13] it was shown that the persistence property holds for L2-solutions in
L2(eβxdx), β > 0, for t > 0. Moreover, formally in this space the operator
∂t+∂ 3x becomes ∂t+(∂x−β )3 so the solutions of the equation exhibit a par-
abolic behavior. More precisely, the following result for the KdV equation
was proven in [13] (Theorem 11.1 and Theorem 12.1).
Theorem A. Let u ∈C([0,∞) : H2(R)) be a solution of the IVP (1.1) with
k = 1. If
u0 ∈ H2(R)∩L2(eβxdx), for some β > 0, (1.4)
then
e2βxu ∈C([0,∞) : L2(R))∩C((0,∞) : H∞(R)), (1.5)
with
‖u(t)‖2 = ‖u0‖2, ‖u(t)−u0‖−3,2 ≤ Kt, t > 0, (1.6)
and
‖eβxu(t)‖2 ≤ eKt ‖eβxu0‖2, t > 0, (1.7)
where K = K(β ,‖u0‖2). Moreover, the map data-solution u0→ u is contin-
uous from L2(R)∩L2(eβxdx) to C([0,T ] : L2(eβxdx)), for any T > 0.
It is easy to see that the result of Theorem A extends to solutions of the
IVP (1.1) for any k ∈ Z+ in their positive time interval of existence [0,T ].
The problem of the uniqueness of solutions in polynomial weighted L2(R)-
spaces was considered in [18] and [9]. In particular, in [9] uniqueness and a
priori estimates, for positive times, were deduced for solutions of the KdV
equation (k= 1 in (1.1)) with data u0 ∈ L2((1+x+)3/4dx) and for the mKdV
equation (k = 2 in (1.1)) for data u0 ∈ L2((1+ x+)1/4dx).
In view of the results in Theorem A is natural to ask what is the strongest
weighted space where persistence of the solutions of (1.1) holds. The fol-
lowing uniqueness result obtained in [6] gives an upper bound of this weight.
Theorem B. There exists c0 = c0(k)> 0 such that for any pair
u1, u2 ∈C([0,1] : H4(R)∩L2(|x|2dx))
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of solutions of (1.1), if
u1(·,0)−u2(·,0), u1(·,1)−u2(·,1) ∈ L2(ec0x
3/2
+ dx), (1.8)
then u1 ≡ u2.
Thus, by taking u2 ≡ 0 one gets a restriction on the possible decay of a
non-trivial solution of (1.1) at two different times. It was established in [8]
that this result is optimal. More precisely, the following was proven in [8]:
Theorem C. Let a0 be a positive constant. For any given data
u0 ∈ Hs(R)∩L2(ea0x
3/2
+ dx), s > sk defined above (1.9)
the unique solution of the IVP (1.1) satisfies that for any T > 0
sup
t∈[0,T ]
∫ ∞
−∞
ea(t)x
3/2
+ |u(x, t)|2dx≤ c∗ (1.10)
with = c∗(a0;‖u0‖2;‖ea0x
3/2
+ /2u0‖2;T ;k) and
a(t) =
a0
(1+27a20t/4)
1/2 . (1.11)
Before stating our results we need to define the class of solutions to the
IVP (1.1) to which it applies. Thus, we shall rely on the following well-
posedness result which is a consequence of the arguments deduced in [15]:
Theorem D. If u0 ∈ H3/4+(R), then there exist T = T (‖u0‖3/4+,2;k) > 0
and a unique solution of the IVP (1.1) such that
(i) u ∈C([−T,T ] : H3/4+(R)),
(ii) ∂xu ∈ L4([−T,T ] : L∞(R)), (Strichartz),
(iii) sup
x
∫ T
−T
|Jr∂xu(x, t)|2 dt < ∞ for r ∈ [0,3/4+],
(iv)
∫ ∞
−∞
sup
−T≤t≤T
|u(x, t)|2 dx < ∞,
(1.12)
with J = (1− ∂ 2x )1/2. Moreover, the map data-solution, u0 → u(x, t) is
locally continuos (smooth) from H3/4+(R) into the class defined in (1.12).
As it was already commented, in the cases k = 1,2,3 the value of T in
Theorem D can be taken arbitrarily large. Also we shall remark that for
powers k = 2,3, .. it suffices to assume that u0 ∈ H3/4(R) to obtain the
crucial estimates (1.12) (ii) ( see remark (b) below).
Our first result is concerned with the propagation of regularity in the right
hand side of the data for positive times. It affirms that this regularity moves
with infinite speed to its left as time evolves.
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Theorem 1.1. If u0 ∈ H3/4+(R) and for some l ∈ Z+, l ≥ 1 and x0 ∈ R
‖∂ lxu0‖2L2((x0,∞)) =
∫ ∞
x0
|∂ lxu0(x)|2dx < ∞, (1.13)
then the solution of the IVP (1.1) provided by Theorem D satisfies that for
any v > 0 and ε > 0
sup
0≤t≤T
∫ ∞
x0+ε−vt
(∂ jx u)
2(x, t)dx < c, (1.14)
for j = 0,1, . . . , l with c = c(l;‖u0‖3/4+,2;‖∂ lxu0‖L2((x0,∞));v;ε;T ).
In particular, for all t ∈ (0,T ], the restriction of u(·, t) to any interval
(x0,∞) belongs to H l((x0,∞)).
Moreover, for any v≥ 0, ε > 0 and R > 0∫ T
0
∫ x0+R−vt
x0+ε−vt
(∂ l+1x u)
2(x, t)dxdt < c, (1.15)
with c = c(l;‖u0‖3/4+,2;‖∂ lxu0‖L2((x0,∞));v;ε;R;T ).
Our second result describes the persistence properties and regularity ef-
fects, for positive times, in solutions associated with data having polynomial
decay in the positive real line.
Theorem 1.2. If u0 ∈ H3/4+(R) and for some n ∈ Z+, n≥ 1,
‖xn/2u0‖2L2((0,∞)) =
∫ ∞
0
|xn| |u0(x)|2dx < ∞, (1.16)
then the solution u of the IVP (1.1) provided by Theorem D satisfies that
sup
0≤t≤T
∫ ∞
0
|xn| |u(x, t)|2 dx≤ c (1.17)
with c = c(n;‖u0‖3/4+,2;‖xn/2u0‖L2((0,∞));T ).
Moreover, for any ε,δ ,R > 0,v≥ 0, m, j ∈ Z+, m+ j ≤ n, m≥ 1,
sup
δ≤t≤T
∫ ∞
ε−vt
(∂mx u)
2(x, t)x j+ dx
+
∫ T
δ
∫ R−vt
ε−vt
(∂m+1x u)
2(x, t)x j−1+ dxdt ≤ c,
(1.18)
with c = c(n;‖u0‖3/4+,2;‖xn/2u0‖L2((0,∞));T ;δ ;ε;R;v).
It will be clear from our proofs of Theorem 1.1 and Theorem 1.2 that they
still hold for solutions of the “defocussing” k-gKdV
∂tu+∂ 3x u−uk ∂xu = 0, x, t ∈ R, k ∈ Z+.
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Therefore, our results apply to u(−x,−t) if u(x, t) is a solution of (1.1). In
other words, Theorem 1.1 and Theorem 1.2 resp. remain valid, backward
in time, for datum satisfying the hypothesis (1.13) and (1.16) resp. on the
left hand side of the real line.
As a direct consequence of Theorem 1.1 and Theorem 1.2, the above
comments and the time reversible character of the equation in (1.1) one
has:
Corollary 1.3. Let u∈C([−T,T ] : H3/4+(R)) be a solution of the equation
in (1.1) described in Theorem D. If there exist m ∈ Z+, tˆ ∈ (−T,T ), a ∈ R
such that
∂mx u(·, tˆ) /∈ L2((a,∞)),
then for any t ∈ [−T, tˆ) and any β ∈ R
∂mx u(·, t) /∈ L2((β ,∞)), and xm/2 u(·, t) /∈ L2((0,∞)).
Next, as a consequence of Theorem 1.1 and Theorem 1.2 one has that
for an appropriate class of data the singularity of the solution travels with
infinite speed to the left as time evolves. In the integrable cases k = 1,2 this
is expected as part of the so called resolution conjecture, (see [5]). Also as
a consequence of the time reversibility property one has that the solution
cannot have had some regularity in the past.
Corollary 1.4. Let u∈C([−T,T ] : H3/4+(R)) be a solution of the equation
in (1.1) described in Theorem D. If there exist n,m ∈ Z+ with m ≤ n such
that for some a, b ∈ R with a < b∫ ∞
b
|∂ nx u0(x)|2dx < ∞ but ∂mx u0 /∈ L2((a,∞)), (1.19)
then for any t ∈ (0,T ) and any v > 0 and ε > 0∫ ∞
b+ε−vt
|∂ nx u(x, t)|2dx < ∞,
and for any t ∈ (−T,0) and any α ∈ R∫ ∞
α
|∂mx u(x, t)|2dx = ∞.
Remark: If in Corollary 1.4 in addition to (1.19) one assumes that∫ a
−∞
|∂ nx u0(x)|2dx < ∞,
then by combining the results in this corollary with the group properties it
follows that∫ β
−∞
|∂ nx u(x, t)|2 dx = ∞, for any β ∈ R and t > 0.
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This tell us that in general the regularity in the left hand side of the real line
does not propagate forward in time.
The same argument shows that for initial datum
u0 ∈ L2(|x|ndx)∩H3/4+(R)−Hm(R)
with m,n ∈ Z+, m < n, the corresponding solution u(·, t) of (1.1) satisfies
xn/2+ u(·, t) ∈ L2((0,∞)) and xm/2− u(·, t) /∈ L2((−∞,0)), t ∈ (0,T ].
Thus, one has that in general the decay in the left hand side of the real line
does not propagate forward in time.
In a similar manner we also have,
Corollary 1.5. Let u∈C([−T,T ] : H3/4+(R)) be a solution of the equation
in (1.1) described in Theorem D. If for j, m ∈ Z+, j < m,
xm/2+ u0 ∈ L2((0,∞)), and ∂ jx u0(x) /∈ L2((β ,∞)), for some β ∈ R,
then for any t ∈ (0,T ]
xm/2+ u(·, t) ∈ L2((0,∞)), and ∂mx u(·, t) ∈ L2((α,∞)), ∀α ∈ R,
and for any t ∈ [−T,0)
x j/2+ u(·, t) /∈ L2((0,∞)), and ∂ jx u(·, t) /∈ L2((α,∞)), ∀α ∈ R.
As a consequence of Theorem 1.2 we can improve the result in Theorem
1.4 in [8] in the case of a positive integer. More precisely,
Corollary 1.6. Let u ∈C([−T,T ] : H3/4+(R)) be a solution of the equation
(1.1) described in Theorem D. If there exist n j ∈ Z+ ∪{0}, j = 1,2,3,4,
t0, t1 ∈ [−T,T ] with t0 < t1 and a, b ∈ R such that∫ ∞
0
|x|n1 |u(x, t0)|2dx < ∞ and
∫ ∞
a
|∂ n2x u(x, t0)|2dx < ∞,
and ∫ 0
−∞
|x|n3|u(x, t1)|2dx < ∞ and
∫ b
−∞
|∂ n4x u(x, t1)|2dx < ∞,
then
u ∈C([−T,T ] : Hs(R)∩L2(|x|rdx))
where
s = min{max{n1;n2};max{n3;n4}} and r = min{n1;n3}.
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Remarks: (a) The improvement of Theorem 1.4 in [8] in the case of a
positive follows by taking n1 = n3 ∈ Z+ and n2 = n4 = 0.
(b) Although for the sake of the simplicity we shall not pursue this issue
here, we remark that the results in Theorem 1.2 and Corollary 1.6 can be
extended to non-integer values of the parameter n. In this case, one needs
to combine the argument given below with those found in [22].
As it was mentioned above the solution flow of the IVP (1.1) does not
preserve the class Zs,r = Hs(R)∩ L2(|x|rdx) when r > s. Our next result
describes how the decay (r− s), not preserved by the flow, is transformed
into extra regularity of the solution.
Corollary 1.7. If u0 ∈ Zs,r with s > 3/4+, r ∈ Z+ and r > s. Then the
solution of the IVP (1.1) u ∈ C([−T,T ] : Zs,s) also satisfies that for any
b > 0 ∫ ∞
b
(∂ rx u(x, t))
2dx < ∞, for any t ∈ (0,T ],
and ∫ −b
−∞
(∂ rx u(x, t))
2dx < ∞, for any t ∈ [−T,0).
Remarks: (a) Combining the results in Theorems 1.1 and 1.2 with those
in [8] previously described one can deduce further properties of the solu-
tion u(x, t) as a consequence of the regularity and decay assumptions on
the data u0. For example, the solution of the IVP (1.1) with data u0 ∈
H3/4
+
(R)\H1(R) for which there exists n ∈ Z+∫ ∞
0
|xn| |u0(x)|2 dx < ∞
one has, in addition to (1.17)–(1.18), that for any M > 0 and any t > 0∫ −M
−∞
|xu(x, t)|2 dx = ∞ and
∫ −M
−∞
|∂x u(x, t)|2 dx = ∞.
(b) The proof of Theorems 1.1 and 1.2 relies on weighted energy esti-
mates and an iterative process for which the estimate (1.12) (ii) is essential.
This is a consequence of the following version of the Strichartz estimates
[24] obtained in [14]. The solution of the linear IVP{
∂tv+∂ 3x v = 0,
v(x,0) = v0(x),
(1.20)
is given by the group {U(t) : t ∈ R}
U(t)v0(x) =
1
3
√
3t
Ai
( ·
3
√
3t
)
∗ v0(x).
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where Ai(·) denotes the Airy function
Ai(x) = c
∫ ∞
−∞
eixξ+iξ
3/3 dξ . (1.21)
The following inequality was established in [14] : for any (θ ,α)∈ [0,1]×
[0,1/2]
‖Dθα/2U(t)u0‖Lq(R:Lp(R)) ≤ c‖u0‖2, (1.22)
with (q, p) = (6/θ(1+α),2/(1− θ)). In particular, by taking (θ ,α) =
(1,1/2) one has
(
∫ ∞
−∞
‖D1/4U(t)u0‖4∞ dt)1/4 ≤ c‖u0‖2, (1.23)
which explains the hypothesis s = 3/4+ in Theorem D and the conclusion
(1.12) (ii) on it.
(c) Even for the associated linear IVP (1.20) the results in Theorems 1.1
and 1.2 do not seem to have been appreciated before, even that in this (lin-
ear) case a different proof should follow based on estimates of the Airy
function Ai(·) (see (1.21)) and its derivatives.
(d) Although we will not pursue this issue here, it should be remarked
that the results in Theorems 1.1 and 1.2 can be extended to include some
continuity property in time. For example, in Theorem 1.1 in addition to
(1.17) one can show that for any t0 ∈ (0,T ) and ε > 0 and any v > 0
lim
t→t0
∫ ∞
x0+ε−vt
(∂ jx u)
2(x, t)dx =
∫ ∞
x0+ε−vt0
(∂ jx u)
2(x, t0)dx.
In this case the proof follows by using an argument similar to that given in
[1].
(e) Without loss of generality from now on we shall assume that in The-
orem 1.1 x0 = 0.
(f) We recall that the above results still hold if one replaces x, t > 0 by
x, t < 0.
(g) In a forthcoming work we shall extend some of the results obtained
here to other dispersive models.
The rest of this paper is organized in the following manner: in section
2 we introduce the family of cut-off functions to be used in the proof of
Theorem 1.1 and Theorem 1.2. This is an important part in our iterative
argument used in the proof. The proof of Theorem 1.1 will be given in
section 3 and the proof of Theorem 1.2 in section 4.
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2. PRELIMINARIES
We shall construct a class of real functions χ0,ε,b(x) for ε > 0 and b≥ 5ε
such that
χ0,ε,b ∈C∞(R), χ ′0,ε,b ≥ 0,
χ0,ε,b(x) =
{
0, x≤ ε,
1, x≥ b,
therefore
supp χ0,ε,b ⊆ [ε,∞),
χ ′
0,ε,b
(x)≥ 1
b−3ε 1[3ε,b−2ε](x),
and
supp χ ′
0,ε,b
(x)⊆ [ε,b].
Thus
χ ′
0,ε/3,b+ε
(x)≥ c j |χ( j)0,ε,b(x)|, ∀x ∈ R, ∀ j ≥ 1.
Also, if x ∈ (3ε,∞), then
χ0,ε,b(x)≥ χ0,ε,b(3ε)≥
1
2
ε
b−3ε ,
and for any x ∈ R
χ ′
0,ε/3,b+ε
(x)≤ 1
b−3ε .
We also have that given ε > 0, b≥ 5ε there exist c1, c2 > 0 such that
χ ′0,ε,b(x)≤ c1 χ ′0,ε/3,b+ε(x)χ0,ε/3,b+ε(x),
χ ′0,ε,b(x)≤ c2 χ0,ε/5,ε(x).
We shall obtain this family {χ0,ε,b : ε > 0, b ≥ 5ε} by first considering
ρ ∈C∞0 (R), ρ(x)≥ 0, even, with suppρ ⊆ (−1,1) and
∫
ρ(x)dx= 1. Then
defining
νε,b(x) =

0, x≤ 2ε,
1
b−3ε x− 2εb−3ε , x ∈ [2ε,b− ε],
1, x≥ b− ε,
and
χ0,ε,b(x) = ρε ∗νε,b(x),
where ρε(x) = ε−1ρ(x/ε).
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For any n ∈ Z+ define
χn,ε,b(x) = x
n χ0,ε,b(x).
Thus, for any n ∈ Z+
χ ′
n+1,ε,b
(x)≥ (n+1)χn,ε,b(x).
3. PROOF OF THEOREM 1.1
We shall use an induction argument. First, we shall prove (1.14) for l = 1
and l = 2 (to illustrate our method).
Case l = 1
Without loss of generality we restrict ourselves to the case k = 1 in (1.1),
(KdV case).
Formally, take partial derivative with respect to x of the equation in (1.1)
and multiply by ∂xuχ0,ε,b(x+vt) to obtain after integration by parts the iden-
tity
1
2
d
dt
∫
(∂xu)2(x, t)χ0(x+ vt)dx− v
∫
(∂xu)2(x, t)χ ′0(x+ vt)dx︸ ︷︷ ︸
A1
+
3
2
∫
(∂ 2x u)
2(x, t)χ ′0(x+ vt)dx−
1
2
∫
(∂xu)2(x, t)χ ′′′0 (x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂x(u∂xu)∂xu(x, t)χ0(x+ vt)dx︸ ︷︷ ︸
A3
= 0
(3.1)
where in χ0 we omit the index ε,b (fixed).
Then after integrating in the time interval [0,T ] using the estimate (1.12)(iii)
with r = 0 we have∫ T
0
|A1(t)|dt ≤ v
∫ T
0
∫
(∂xu)2χ ′0(x+ vt)dxdt < c, (3.2)
since given v,ε,b,T as above there exist c0 > 0 and R > 0 such that
χ ′0(x+ vt)≤ c01[−R,R](x), ∀(x, t) ∈ R× [0,T ].
The same argument shows that∫ T
0
|A2(t)|dt ≤ c0. (3.3)
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Finally, since
A3 =
∫
∂xu∂xu∂xuχ0 dx+
∫
u∂ 2x u∂xuχ0 dx
=
1
2
∫
∂xu∂xu∂xuχ0(x+ vt)dx− 12
∫
u∂xu∂xuχ ′0(x+ vt)dx
= A31+A32
(3.4)
one has
|A31| ≤ ‖∂xu‖∞
∫
(∂xu)2 χ0(x+ vt)dx (3.5)
and
|A32| ≤ ‖u(t)‖∞
∫
(∂xu)2 χ ′0(x+ vt)dx. (3.6)
Hence by Sobolev embedding and (3.2) after integrating in the time in-
terval [0,T ] one gets∫ T
0
|A32|dt ≤ sup
[0,T ]
‖u(t)‖3/4+
∫ T
0
∫
(∂xu)2 χ ′0(x+ vt)dxdt ≤ c0. (3.7)
Inserting the above information in (3.1), Gronwall’s inequality and (1.12)
(ii) yield the estimate
sup
[0,T ]
∫
(∂xu)2 χ0,ε,b(x+ vt)dx+
∫ T
0
∫
(∂ 2x u)
2 χ ′
0,ε,b
(x+ vt)dxdt ≤ c0 (3.8)
with c0 = c0(ε;b;v)> 0 for any ε > 0, b≥ 5ε , v > 0, which proves the case
l = 1.
Case l = 2
We can assume that the solution u(·) satisfies (1.12) and (3.8) (case l = 1).
Then formally one has the following identity
1
2
d
dt
∫
(∂ 2x u)
2(x, t)χ0(x+ vt)dx− v
∫
(∂ 2x u)
2(x, t)χ ′0(x+ vt)dx︸ ︷︷ ︸
A1
+
3
2
∫
(∂ 3x u)
2(x, t)χ ′0(x+ vt)dx−
1
2
∫
(∂ 2x u)
2(x, t)χ ′′′0 (x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂ 2x (u∂xu)∂
2
x u(x, t)χ0(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(3.9)
After integration in time we have from (3.8)∫ T
0
|A1(t)|dt ≤ |v|
∫ T
0
∫
(∂ 2x u)
2 χ ′0(x+ vt)dxdt ≤ |v|c0. (3.10)
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Next by the construction of the χ0,ε,b’s one has that for ε > 0, b ≥ 5ε ,
there exists c > 0 such that∣∣χ ′′′
0,ε,b
(x)
∣∣≤ cε,b χ ′0,ε/3,b+ε(x) ∀x ∈ R. (3.11)
Therefore, after integration in time using (3.8) with (ε/2,b+ ε) instead
of (ε,b), it follows that∫ T
0
|A2(t)|dt ≤
∫ T
0
∫
(∂ 2x u)
2 |χ ′′′
0,ε,b
(x+ vt)|dxdt
≤ c
∫ T
0
∫
(∂ 2x u)
2 |χ ′0,ε/3,b+ε(x+ vt)|dxdt ≤ c.
(3.12)
Finally we have to consider A3 in (3.9). Thus∫
∂ 2x (u∂xu)∂
2
x uχ0(x+ vt)dx
=
∫
u∂ 3x u∂
2
x uχ0(x+ vt)dx+3
∫
∂xu∂ 2x u∂
2
x uχ0(x+ vt)dx
=
5
2
∫
∂xu∂ 2x u∂
2
x uχ0(x+ vt)dx−
1
2
∫
u∂ 2x u∂
2
x uχ
′
0(x+ vt)dx
= A31+A32.
(3.13)
Then
|A31| ≤ c‖∂xu(t)‖∞
∫
(∂ 2x u)
2 χ0(x+ vt)dx (3.14)
where the last integral is the quantity to be estimated. After integration in
time, (3.8) and Sobolev embedding we obtain that∫ T
0
|A32(t)|dt ≤ sup
0≤t≤T
‖u(t)‖∞
∫ T
0
∫
(∂ 2x u)
2 χ ′0(x+ vt)dxdt ≤ c. (3.15)
Inserting the above information in (3.9) and using Gronwall’s inequality
it follows that
sup
0≤t≤T
∫
(∂ 2x u)
2 χ0,ε,b(x+ vt)dx
+
∫ T
0
∫
(∂ 3x u)
2 χ ′
0,ε,b
(x+ vt)dxdt ≤ c0
(3.16)
with c0 = c0(ε;b;v)> 0 for any ε > 0, b≥ 5ε , v > 0.
We shall prove the case l + 1 assuming the case l ≥ 2. More precisely,
we assume:
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If u0 satisfies (1.13) then (1.14) holds, i.e.
sup
0≤t≤T
∫
(∂ jx u)
2 χ0,ε,b(x+ vt)dx
+
∫ T
0
∫
(∂ j+1x u)
2 χ ′
0,ε,b
(x+ vt)dxdt ≤ c
(3.17)
for j = 1,2, . . . , l, l ≥ 2, for any ε > 0, b≥ 5ε , v > 0.
Now we have that
u0
∣∣
(0,∞) ∈ H l+1([0,∞)). (3.18)
Thus from the previous step (3.17) holds. Also formally we have for ε > 0,
b≥ 5ε , the identity
1
2
d
dt
∫
(∂ l+1x u)
2χ0(x+ vt)dx− v
∫
(∂ l+1x u)
2χ ′0(x+ vt)dx︸ ︷︷ ︸
A1
+
3
2
∫
(∂ l+2x u)
2χ ′0(x+ vt)dx−
1
2
∫
(∂ l+1x u)
2χ ′′′0 (x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂ l+1x (u∂xu)∂
l+1
x u(x, t)χ0(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(3.19)
Using (3.17) with j = l, after integration in time one has∫ T
0
|A1(t)|dt ≤ |v|
∫ T
0
∫
(∂ l+1x u)
2(x, t)χ ′0(x+ vt)dx≤ c0. (3.20)
We recall (3.11) i.e. given ε > 0, b≥ 5ε , there exists c > such that∣∣χ ′′′
0,ε,b
(x)
∣∣≤ cε,b χ ′0,ε/3,b+ε(x), ∀x ∈ R. (3.21)
Hence integrating in the time interval [0,T ] and using (3.17) with j = l
and (ε,b) = (ε/3,b+ ε) one has∫ T
0
|A2(t)|dt ≤
∫ T
0
∫
(∂ l+1x u)
2(x, t)
∣∣χ ′′′
0,ε,b
(x+ vt)
∣∣dxdt
≤c |v|
∫ T
0
∫
(∂ l+1x u)
2(x, t)χ ′
0,ε/3,b+ε
(x+ vt)dxdt ≤ c0.
(3.22)
So it remains to consider A3(t) in (3.19). Then we have to distinguish
two cases:
Case l+1 = 3
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Thus
A3 =
∫
∂ 3x (u∂xu)∂
3
x uχ0,ε,b(x+ vt)dx
= 4
∫
∂xu(∂ 3x u)
2 χ0,ε,b(x+ vt)dx+
∫
u∂ 4x u∂
3
x uχ0,ε,b(x+ vt)dx
+3
∫
∂ 2x u∂
2
x u∂
3
x uχ0,ε,b(x+ vt)dx
=
7
2
∫
∂xu(∂ 3x u)
2 χ0,ε,b(x+ vt)dx−
1
2
∫
u(∂ 3x u)
2 χ ′
0,ε,b
(x+ vt)dx
+3
∫
∂ 2x u∂
2
x u∂
3
x uχ0,ε,b(x+ vt)dx
= A31+A32+A33.
(3.23)
Then
|A31(t)|dt ≤ c‖∂xu(t)‖∞
∫
(∂ 3x u)
2 χ0,ε,b(x+ vt)dx (3.24)
where the last integral is the quantity to be estimated. After integration in
time and using (3.17) with j = l = 2 and Sobolev embedding one gets∫ T
0
|A32(t)|dt ≤ c sup
0≤t≤T
‖u(t)‖∞
∫ T
0
∫
(∂ 3x u)
2 χ ′
0,ε,b
(x+ vt)dxdt
≤ sup
0≤t≤T
‖u(t)‖3/4+,2
∫ T
0
∫
(∂ 3x u)
2 χ ′
0,ε,b
(x+ vt)dx≤ c0.
(3.25)
So it remains consider A33(t). First we observe that
χ0,ε/5,ε(x) = 1 on supp χ0,ε,b ⊆ [ε,∞) (3.26)
and since
χ ′0,ε/3,b+ε(x)≥ cε,b1[ε,b](x) and supp χ ′′0,ε,b ⊆ [ε,b] (3.27)
one has
χ ′0,ε/3,b+ε(x)≥ c
∣∣χ ′′
0,ε,b
(x)
∣∣ ∀x ∈ R. (3.28)
Thus
A33(t) =
∫
∂ 2x u∂
2
x u∂
3
x uχ0,ε,b(x+ vt)dx
=−1
3
∫
(∂ 2x u)
3 χ ′
0,ε,b
(x+ vt)dx
(3.29)
and so by (3.26),
|A33(t)| ≤ ‖∂ 2x uχ ′0,ε,b(·+ vt)‖∞
∫
(∂ 2x u)
2 χ0,ε/5,ε(x+ vt)dx (3.30)
but the last term is bounded in t for t ∈ [0,T ] by a constant cε,b,v according
to (3.17) ( j = 2).
16 PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
Hence
|A33(t)| ≤ c‖∂ 2x uχ ′0,ε,b(·+ vt)‖2∞+ cε,b,v
≤ c∗‖(∂ 2x u)2 χ ′0,ε,b(·+ vt)‖∞+ cε,b,v, (c∗ = c∗(‖χ ′0,ε,b(·)‖L∞x )
≤ cε,b
∫
|∂x
(
(∂ 2x u)
2 χ ′
0,ε,b
(x+ vt)
)|dx+ cε,b,v
≤ c
∫
|∂ 2x u∂ 3x uχ ′0,ε,b(x+ vt)|dx
+
∫
|(∂ 2x u)2 χ ′′0,ε,b(x+ vt)|dx+ cε,b,v
≤ c
∫
(∂ 2x u)
2 χ ′
0,ε,b
(x+ vt)dx+ c
∫
(∂ 3x u)
2 χ ′
0,ε,b
(x+ vt)dx
+ c
∫
(∂ 2x u)
2 χ ′0,ε/3,b+ε(x+ vt)dx+ cε,b,v.
(3.31)
By (3.17) with j = 1,2 after integration in time we have that∫ T
0
|A33(t)|dt ≤ c = cε,b,v,T . (3.32)
Remark 3.1. In the case k ≥ 2 in (1.1) when one applies the argument
above one basically needs to consider another term of the form (k = 2).
A4 =
∫
∂xu∂ 2x u∂
2
x u∂
2
x uχ0,ε,b(x+ vt)dx. (3.33)
Thus in this case we write (using (3.27))
|A4(t)|
≤
∫
|∂xu∂ 2x u|χ0,ε/5,ε(x+ vt)dx ‖(∂ 2x u)2χ0,ε,b‖∞
≤
(∫
(∂xu)2χ0,ε/5,ε(x+ vt)dx
)1/2(∫
(∂ 2x u)
2χ0,ε/5,ε(x+ vt)dx
)1/2
×‖∂x
(
(∂ 2x u)
2χ0,ε,b
)‖1
≤
(∫
(∂xu)2χ0,ε/5,ε(x+ vt)dx+
∫
(∂ 2x u)
2χ0,ε/5,ε(x+ vt)dx
)
×
(∫
∂ 2x u∂
3
x uχ0,ε,b(x+ vt)dx+
∫
(∂ 2x u)
2 χ ′
0,ε,b
(x+ vt)dx
)
.
(3.34)
Next we observe that
2
∑
j=1
∫
(∂ jx u)
2 χ0,ε/5,ε(x+ vt)dx
is bounded for t in [0,T ] by a constant cε,b,v,T = c.
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Coming back to (3.34) we have
|A4(t)| ≤ c
(∫
(∂ 2x u)
2 χ0,ε,b(x+ vt)dx+
∫
(∂ 2x u)
2χ ′
0,ε,b
(x+ vt)dx
+
∫
(∂ 3x u)
2 χ0,ε,b(x+ vt)dx
)
≤ c(1+
∫
(∂ 2x u)
2χ ′
0,ε,b
(x+ vt)dx
+
∫
(∂ 3x u)
2χ0,ε,b(x+ vt)dx
)
(3.35)
where we used that the first integral in the first inequality is bounded in
[0,T ]. After integration in time the first integral in the second inequality is
bounded by (3.17) ( j = 1). Finally, the last integral in the second inequality
is the quantity to be estimated. Gathering the above information yields the
desired result.
Case: l+1≥ 4 (⇐⇒ l ≥ 3).
Returning to (3.19) we obtain after integration by parts that
A3 =
∫
∂ l+1x (u∂xu)∂
l+1
x uχ0(x+ vt)dx
= c0
∫
u∂ l+1x u∂
l+1
x uχ
′
0(x+ vt)dx
+ c1
∫
∂xu(∂ l+1x u)
2 χ0(x+ vt)dx
+ c2
∫
∂ 2x u∂
l
xu∂
l+1
x uχ0(x+ vt)dx
+
l−1
∑
j=3
∫
∂ jx u∂
l+2− j
x u∂
l+1
x uχ0(x+ vt)dx
= A3,0+A3,1+A3,2+
l−1
∑
j=3
A3, j.
(3.36)
Next we have
|A3,0(t)| ≤ ‖u(t)‖∞
∫
(∂ l+1x u)
2 χ ′0(x+ vt)dx (3.37)
which after integration in time is bounded by Sobolev embedding and (3.17)
j = l yield the appropriate bound.
|A3,1(t)| ≤ ‖∂xu(t)‖∞
∫
(∂ l+1x u)
2 χ0(x+ vt)dx. (3.38)
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We use the estimate (1.12) (ii) to bound the first term on the right hand
side of (3.38) when we later apply Gronwall’s Lemma. The last term is the
quantity to be estimated.
To estimate A3,2 we follow the argument in the previous case (3.29)–
(3.34).
So we need to consider
l−1
∑
j=3
A3, j(t) which only appears if l−1≥ 3. Using
an elementary inequality it follows that
|A3, j(t)|= |
∫
∂ jx u∂
l+2− j
x u∂
l+1
x uχ0,ε,b(x+ vt)dx|
≤ 1
2
∫
(∂ jx u∂
l+2− j
x u)
2 χ0,ε,b(x+ vt)dx
+
1
2
∫
(∂ l+1x u)
2 χ0,ε,b(x+ vt)dx
= A3, j,1+
∫
(∂ l+1x u)
2 χ0,ε,b(x+ vt)dx
(3.39)
where the last integral is the quantity to be estimated. To treat A3, j,1 observe
that j, l+2− j ≤ l−1 and therefore
|A3, j,1(t)|
≤ ‖(∂ jx u)2χ0,ε/5,ε(·+ vt)‖∞
∫
(∂ l+2− jx u)
2 χ0,ε,b(x+ vt)dx
(3.40)
Observe that the last integral is bounded by previous step (induction) (3.17).
Also, by Sobolev
‖(∂ jx u)2χ0,ε/5,ε(·+ vt)‖∞ ≤ ‖∂x
(
(∂ jx u)
2χ0,ε/5,ε
)
‖1
≤ ‖∂ jx u∂ j+1x uχ0,ε/5,ε‖1+‖(∂ jx u)2 χ ′0,ε/5,ε‖1
≤ c
(∫
(∂ jx u)
2 χ0,ε/5,ε(x+ vt)dx+
∫
(∂ j+1x u)
2 χ0,ε/5,ε(x+ vt)dx
+
∫
(∂ jx u)
2χ ′0,ε/5,ε(x+ vt)dx
)
(3.41)
where the first integrals are bounded in the time interval [0,T ] (see (3.17))
and the last one is bounded after integration in time (see (3.17)), which
provides the desired result.
To justify the previous formal computations we shall follow the following
argument. Without loss of generality we assume l = 1.
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Consider the family of data uµ0 = ρµ ∗ u0 with ρ ∈ C∞0 (R), suppρ ∈
(−1,1), ρ ≥ 0,
∫
ρ(x)dx = 1 and
ρµ(x) =
1
µ
ρ
( x
µ
)
, µ > 0.
For µ > 0 consider uµ the solutions of the IVP (1.1) with data uµ0 where
(uµ)µ>0 ⊆C([0,T ] : H∞(R)).
Using the continuous dependence of the solution upon the data we have
that
sup
t∈[0,T ]
‖uµ(t)−u(t)‖3/4+,2 ↓ 0 as µ ↓ 0. (3.42)
Applying the argument in (3.1)-(3.8) to the smooth solutions uµ(·, t) one
gets that
sup
[0,T ]
∫
(∂xuµ)2 χ0,ε,b(x+ vt)dx
+
∫ T
0
∫
(∂ 2x u
µ)2 χ ′
0,ε,b
(x+ vt)dxdt ≤ c0,
(3.43)
for any ε > 0, b≥ 5ε , v > 0, c0 = c0(ε;b;v)> 0 but independent of µ > 0
since for 0 < µ < ε
(∂xu
µ
0 )
2χ0,ε,b(x) = (∂x(ρµ ∗u0))2χ0,ε,b(x) = (ρµ ∗∂xu0 1[0,∞))2χ0,ε,b(x).
Combining (3.42) and (3.43), and Theorem D (the continuity on the ini-
tial data of the class defined in (1.12)), and weak compactness and Fatou’s
lemma argument one gets that
sup
[0,T ]
∫
(∂xu)2 χ0,ε,b(x+vt)dx+
∫ T
0
∫
(∂ 2x u)
2 χ ′
0,ε,b
(x+vt)dxdt ≤ c0 (3.44)
which is the desired result.
4. PROOF OF THEOREM 1.2
Proof of (1.17) for any n ∈ Z+. First, we observe that
xn+ u0 ∈ L2(R), x+ = max{x;0}, implies that for any ε > 0 and any b≥ 5ε,
χn,ε,b(·)u0 ∈ L2(R).
(4.1)
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Now using the identity
1
2
d
dt
∫
u2 χn,ε,b(x+ vt)dx+
3
2
∫
(∂xu)2 χ ′n,ε,b(x+ vt)dx
+ v
∫
u2 χ ′
n,ε,b
(x+ vt)dx︸ ︷︷ ︸
A1
− 1
2
∫
u2χ ′′′
n,ε,b
(x+ vt)dx︸ ︷︷ ︸
A2
+
∫
u∂xuuχn,ε,b(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(4.2)
We observe that (in general)
χ ′
n,ε,b
(x) = (xn χ0,ε,b)
′ = nxn−1 χ0,ε,b(·)+ xn χ ′0,ε,b(·)
χ ′′′
n,ε,b
(x) = (xn χ0,ε,b)
′′′ = n(n−1)(n−2)xn−3 χ0,ε,b(·)
+3n(n−1)xn−2 χ ′
0,ε,b
(·)+3nxn−1 χ ′′
0,ε,b
(·)+ xn χ ′′′
0,ε,b
(·).
(4.3)
Thus for any b > 5ε , there exists cn,b > 0 such that∣∣χ( j)
n,ε,b
(x)
∣∣≤ cn,b, j +χn,ε,b(x), j = 1,2,3. (4.4)
Hence
|A2(t)| ≤ cn,b
∫
u2(x, t)dx+
∫
u2χn,ε,b(x+ vt)dx
≤ cn,b ‖u0‖22+
∫
u2χn,ε,b(x+ vt)dx.
(4.5)
Similarly,
|A1(t)| ≤ |v|
∫
u2(x, t)χn,ε,b(x+ vt)dx+ |v|cb
∫
u2(x, t)dx
≤ |v|
∫
u2χn,ε,b(x+ vt)dx+ |v|cb ‖u0‖22
(4.6)
and
|A3(t)| ≤ ‖∂xu(t)‖∞
∫
u2(x, t)χn,ε,b(x+ vt)dx. (4.7)
This together with Gronwall’s inequality shows that for any ε > 0, b≥ 5ε
sup
0≤t≤T
∫
u2(x, t)χn,ε,b(x+ vt)dx
+
∫ T
0
∫
(∂xu)2(x, t)χ ′n,ε,b(x+ vt)dx < c.
(4.8)
Next we prove (1.18) in Theorem 1.2. We divide the proof in several
cases.
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Case n = 1
From (4.8) and the fact that
χ1,ε,b′(x) = (xχ0,ε,b)
′ = χ0,ε,b(x)+ xχ
′
0,ε,b
(x)≥ χ0,ε,b(x) (4.9)
it follows that for any δ > 0 there exists tˆ ∈ (0,δ ) such that∫
(∂xu)2(x, tˆ)χ0,ε,b(x)dx < ∞. (4.10)
Now using the identity
1
2
d
dt
∫
(∂xu)2 χ0,ε,b(x+ vt)dx+
3
2
∫
(∂ 2x u)
2 χ ′
0,ε,b
(x+ vt)dx
− v
∫
(∂xu)2 χ ′0,ε,b(x+ vt)dx︸ ︷︷ ︸
A1
− 1
2
∫
(∂xu)2χ ′′′0,ε,b(x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂x(u∂u)∂xuχ0,ε,b(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(4.11)
By (4.8) with n = 1, after time integration we have that∫ T
tˆ
|A1(t)|dt < c. (4.12)
Also using that for any ε > 0 and b≥ 5ε there exists cε,b such that∣∣χ ′′′
0,ε,b
(y)
∣∣≤ cε,b χ ′0,ε/3,b+ε(y), for all y ∈ R, (4.13)
from (4.8) with n= 1 and (ε/3,b+ε) instead of (ε,b) and after integrating
in time one has ∫ T
tˆ
|A2(t)|dt < cε,b. (4.14)
Finally, we have (after integration by parts)∫
∂x(u∂xu)∂xuχ0,ε,b dx
=
1
2
∫
∂xu∂xu∂xuχ0,ε,b dx−
1
2
∫
u∂xu∂xuχ ′0,ε,b dx
= A3,1+A3,2,
(4.15)
where
|A3,1(t)| ≤ ‖∂xu(t)‖∞
∫
(∂xu)2 χ0,ε,b(x+ vt)dx (4.16)
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and (after integration in time)∫ T
tˆ
|A3,2(t)|dt ≤
∫ T
tˆ
‖u(t)‖∞
∫
(∂xu)2 χ ′0,ε,b(x+ vt)dxdt
≤ sup
0≤t≤T
‖u(t)‖3/4+
∫ T
tˆ
∫
(∂xu)2 χ ′0,ε,b(x+ vt)dxdt < c.
(4.17)
by (4.8) and Sobolev embedding. Hence from (4.11) and Gronwall’s in-
equality we have that
sup
tˆ≤t≤T
∫
(∂xu)2(x, t)χ0,ε,b(x+ vt)dx
+
∫ T
tˆ
∫
(∂ 2x u)
2(x, t)χ ′
0,ε,b
(x+ vt)dx < c.
(4.18)
Before proving the general induction case we shall prove the case n = 2.
Case n = 2
By hypotheses since x+ u0 ∈ L2(R) by step 0 we have
sup
0≤t≤T
∫
u2(x, t)χ2,ε,b(x+ vt)dx
+
∫ T
0
∫
(∂xu)2(x, t)χ ′2,ε,b(x+ vt)dx < c.
(4.19)
Since
χ ′
n,ε,b
(x) = (xn χ0,ε,b)
′ = nxn−1χ0,ε,b + x
n χ ′
0,ε,b
≥ nχn−1,ε,b(x) (4.20)
from (4.19) and (4.20) (n= 2) for any δ > 0 there exists tˆ ∈ (0,δ ) such that
(v≡ 0) ∫
(∂xu)2(x, tˆ)χ1,ε,b(x)dx < ∞. (4.21)
Now consider the identity
1
2
d
dt
∫
(∂xu)2 χ1(x+ vt)dx+
3
2
∫
(∂ 2x u)
2 χ ′
1
(x+ vt)dx
− v
∫
(∂xu)2 χ ′1(x+ vt)dx︸ ︷︷ ︸
A1
− 1
2
∫
(∂xu)2χ ′′′1 (x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂x(u∂xu)∂xuχ1(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(4.22)
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By the case n = 1 using (4.8) after integrating in time we have∫ T
tˆ
|A1(t)|dt ≤ |v|
∫ T
tˆ
∫
(∂xu)2(x, t)χ ′1,ε,b(x+ vt)dxdt ≤ cv. (4.23)
Now since
(χ1)′′′ = (xχ0)′′′ = 3χ ′′0 + xχ
′′′
0 (4.24)
we have that given ε,b,v,T there exist c > 0 and R > 0 such that
(χ1(x+ vt))′′′ ≤ 3χ ′′0 (x+ vt)+ xχ ′′′0 (x+ vt)
≤ c1[−R,R](x) for all (x, t) ∈ R× [0,T ].
(4.25)
Thus by (1.12) (iii)∫ T
tˆ
|A2(t)|dt ≤ c
∫ T
tˆ
∫ R
−R
(∂xu)2(x, t)dxdt < c. (4.26)
To treat A3 we proceed as we did to obtain (4.15) to (4.17), with χ1 in-
stead of χ0. Thus collecting the above information we get that
sup
tˆ≤t≤T
∫
(∂xu)2(x, t)χ1,ε,b(x+ vt)dx
+
∫ T
tˆ
∫
(∂ 2x u)
2(x, t)χ ′
1,ε,b
(x+ vt)dxdt < ∞
(4.27)
for any ε > 0 and b≥ 5ε .
Now by (4.27) for any δ > 0 there exists ˆˆt ∈ (tˆ,δ ) such that∫
(∂ 2x u)
2(x, ˆˆt )χ ′
1,ε,b
(x)dx < ∞ v≡ 0, (4.28)
which implies ∫
(∂ 2x u)
2(x, ˆˆt)χ0,ε,b(x)dx < ∞. (4.29)
Thus ∫
(∂ 2x u)
2(x, ˆˆt)χ0,ε,b(x)dx < ∞, ∀ε > 0, ∀b≥ 5ε. (4.30)
Hence using our result in propagation of regularity (see (3.16)) one has:
for any ε > 0, b≥ 5ε , v > 0
sup
δ≤t≤T
∫
(∂ 2x u)
2(x, t)χ0,ε,b(x+ vt)dx
+
∫ T
δ
∫
(∂ 3x u)
2(x, t)χ ′
0,ε,b
(x+ vt)dx < c.
(4.31)
This completes the proof of the case n = 2.
So from now on we shall assume that n≥ 3.
To prove Theorem 1.2 for the general case n≥ 3 we shall use induction.
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Given (m, l) ∈ Z+×Z+ we say that
(m, l)> (mˆ, lˆ) ⇐⇒

(i) m > mˆ
or
(ii) m = mˆ and l > lˆ.
(4.32)
Similarly, we say that (m, l) ≥ (mˆ, lˆ) if (ii) in the right hand side of (4.32)
holds with ≥ insted of >.
Our statement (m, l)
For any δ > 0, v > 0, ε > 0, b≥ 5ε
sup
δ≤t≤T
∫
(∂ lxu)
2(x, t)χm,ε,b(x+ vt)dx
+
∫ T
δ
∫
(∂ l+1x u)
2(x, t)χ ′
m,ε,b
(x+ vt)dx≤ cδ ,v,ε,b(u0).
(4.33)
Notice that we have already proved the following cases:
(1) (0,1) and (1,0).
(2) (0,2), (1,1) and (2,0).
(3) Under the hypothesis xn/2+ u0 ∈ L2(R) we establish (4.8) i.e. (n,0)
for all n ∈ Z+.
(4) By Theorem A propagation of regularity: If (4.33) holds with (m, l)=
(1, l) (δ/2 instead of δ ), then there exists tˆ ∈ (δ/2,δ ) such that∫
(∂ l+1x u)
2(x, tˆ)χ ′
1,ε,b
(x+ vtˆ)dx < ∞, v≡ 0
which implies that∫
(∂ l+1x u)
2(x, t)χ0,ε,b(x+ vt)dx < ∞ v≡ 0.
By the propagation of regularity (Theorem 1.1) one has the result
(4.33) with (m, l) = (0, l + 1), i.e. (1, l) implies (0, l + 1) for any
l ∈ Z+.
Hence to complete our induction we assume (4.33) for (m,k) such that
(a) (m,k)≤ (n− j, j) for some j = 0,1, . . . ,n
and
(b) (m,k) = (n+1,0),(n,1), . . . ,(n+1− l, l) for some l ≤ n.
(4.34)
We need to prove the case (n+1−(l+1), l+1) = (n− l, l+1). Observe
that from (4) above, since (1, l) implies (0, l+1), this case is ready for l = n.
Thus it suffices to consider l ≤ n−1.
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From the previous step ((n− l+1, l)) we have that for any δ ′ > 0, v > 0,
ε , and b≥ 5ε
sup
δ ′≤t≤T
∫
(∂ lxu)
2(x, t)χn+1−l,ε,b(x+ vt)dx
+
∫ T
δ ′
∫
(∂ l+1x u)
2(x, t)χ ′
n+1−l,ε,b(x+ vt)dx < ∞.
(4.35)
Since
χ ′
n+1−l,ε,b(x)≥ cχn−l,ε,b(x) (4.36)
one has (by (4.35)) that there exists tˆ ∈ (δ ′,2δ ′) such that∫
(∂ l+1x u)
2(x, tˆ)χn−l,ε,b(x)dx < ∞, (v≡ 0). (4.37)
Consider the identity (for t > tˆ)
1
2
d
dt
∫
(∂ l+1x u)
2(x, t)χn−l,ε,b(x+ vt)dx
+
3
2
∫
(∂ l+2x u)
2(x, t)χ ′
n−l,ε,b(x+ vt)dx
− v
∫
(∂ l+1x u)
2(x, t)χ ′
n−l,ε,b(x+ vt)dx︸ ︷︷ ︸
A1
− 1
2
∫
(∂ l+1x u)
2(x, t)χ ′′′
n−l,ε,b(x+ vt)dx︸ ︷︷ ︸
A2
+
∫
∂ l+1x (u∂xu)∂
l+1
x uχn−l,ε,b(x+ vt)dx︸ ︷︷ ︸
A3
= 0.
(4.38)
From the previous step (n− l, l) after integration in time [tˆ,T ] one gets∫ T
tˆ
|A1(t)|dt ≤ |v|
∫ T
tˆ
∫
(∂ l+1x u)
2 χ ′
n−l,ε,b(x+ vt)dxdt ≤ |v|c. (4.39)
Next using that
|χ ′′′
n−l,ε,b(y)|= |(yn−lχ0,ε,b)′′′(y)|
≤ cnlχn−l−3,ε,b(y)+
∣∣c1nl yn−l−2 χ ′0,ε,b(y)
+ c2nl y
n−l−1χ ′′
0,ε,b
(y)+ c3nl y
n−lχ ′′′
0,ε,b
(y)
∣∣
≤ cnl χn−l−3,ε,b(y)+ cn,l,b χ0,ε/5,ε (y).
(4.40)
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Hence
|A2(t)| ≤ cln
∫
(∂ l+1x u)
2 χn−l−3,ε,b(x+ vt)dx
+ cl,n,b
∫
(∂ l+1x u)
2 χ0,ε/5,ε (x+ vt)dx
(4.41)
which are bounded in [tˆ,T ] by the step (n− l−3, l+1) and (0, l+1) which
is implied by the step (1, l) = (l+1− l, l)≤ (n− l, l), a previous case since
l ≤ n−1.
Finally, we need to consider A3 in (4.38). Since
∂ l+1x (u∂xu) = u∂
l+2
x u+ c1∂xu∂
l+1
x u+ c2 ∂
2
x u∂
l
xu
+
l−1
∑
j=3
c j ∂ jx u∂
l+2− j
x u.
(4.42)
we have the following terms in A3
A3(t) =
∫
u∂ l+2x u∂
l+1
x uχn−l,ε,b dx
+ c1
∫
∂xu∂ l+1x u∂
l+1
x uχn−l,ε,b dx
+ c2
∫
∂ 2x u∂
l
xu∂
l+1
x uχn−l,ε,b dx
+
l−1
∑
j=3
c j
∫
∂ jx u∂
l+2− j
x u∂
l+1
x uχn−l,ε,b dx
= A30+A31+A32+
l−1
∑
j=3
A3 j.
(4.43)
Thus after integration by parts
A30 =−12
∫
∂xu(∂ l+1x u)
2 χn−l,ε,b dx−
1
2
∫
u(∂ l+1x u)
2 χ ′
n−l,ε,b dx
= A301+A302
(4.44)
with A301 =−12A31 and after integrating in time∫ T
tˆ
|A302|dt ≤ sup
tˆ≤t≤T
‖u(t)‖∞
∫ T
tˆ
∫
(∂ l+1x u)
2χ ′
n−l,ε,b(x+ vt)dx. (4.45)
Notice that the last integral on the right hand side corresponds to the case
(n− l, l) (see (4.34)) which is part of our hypothesis of induction and the
first term can be bounded as usual using Sobolev embedding.
Next
|A31(t)| ≤ c‖∂xu(t)‖∞
∫
(∂ l+1x u)
2 χn−l,ε,b(x+ vt)dx. (4.46)
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The last term in the inequality above is the quantity to be estimated.
Consider now A32 which appears only if l ≥ 2 (we recall that n ≥ 3 (to
be proved (n− l, l+1)))
A32(t) = c
∫
∂ 2x u∂
l
xu∂
l+1
x uχ
′
n−l,ε,b(x+ vt)dx. (4.47)
We study two cases:
Case l = 2
By integration by parts (similar to (3.30)–(3.32) in the proof of Theorem
1.1) we have
|A32(t)|=
∣∣∣− c
3
∫ ∫
∂ 2x u∂
2
x u∂
2
x uχ
′
n−l,ε,b(x+ vt)dx
∣∣∣
≤ c‖(∂ 2x u)χ ′n−l,ε,b(·+ vt)‖∞
∫
(∂ 2x u)
2 χ0,ε/5,ε (x+ vt)dx
≤ c‖(∂ 2x u)χ ′n−l,ε,b(·+ vt)‖2∞+ c
≤ cc∗ ‖(∂ 2x u)2 χ ′n−l,ε,b(·+ vt)‖∞+ c (c∗ = ‖χ ′n−l,ε,b(·)‖L∞x )
≤ c
∫ ∣∣∂x((∂ 2x u)2 χ ′n−l,ε,b(x+ vt))∣∣dx+ c
≤ c
∫
(∂ 2x u)
2 χ ′
n−l,ε,b(x+ vt)dx
+ c
∫
(∂ 3x u)
2 χ ′
n−l,ε,b(x+ vt)dx
+ c
∫
(∂ 2x u)
2 χ ′′
n−l,ε,b(x+ vt)dx+ c
= A321 +A322 +A323 + c.
(4.48)
We have used in the second inequality that the second term on the right hand
side is bounded in t ∈ [tˆ,T ] step (0, l) = (0,2). After integrating in time A321
corresponds to the case (n− l,1) = (n−2,1), A322 corresponds to the case
(n− l,2) = (n− 2,2) since l = 2. So by the hypothesis of induction they
are bounded (the previous step to (n−2,3) which we want to prove).
Finally,
χ ′′
n−l,ε,b(y) = (y
n−l χ0,ε,b)
′′
= cnl yn−l−2 χ0,ε,b + c
1
nl y
n−l−1 χ ′
0,ε,b
+ yn−l χ ′′
0,ε,b
.
(4.49)
Hence there exists c∗ = c∗(b,v,T ) such that
|χ ′′
n−l,ε,b(x+ vt)| ≤ cχn−l−2,ε,b(x+ vt)+ c∗b χ ′0,ε/5,ε (x+ vt).
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Thus
|A323(t)| ≤ c
∫
(∂ 2x u)
2(x, t)χn−l−2,ε,b(x+ vt)dx
+ c∗b
∫
(∂ 2x u)
2(x, t)χ0,ε/3,b+ε ,(x+ vt)dx
= A3231 +A3232 .
(4.50)
The term A3231 is bounded in time t ∈ [tˆ,T ] (case (n− l−2,2)) and A3232
is also bounded in time (case (0,2)).
This handles all the terms in (4.38) for the case l = 2. Thus after applying
Gronwall’s inequality one gets
sup
tˆ≤t≤T
∫
(∂ l+1x u)
2(x, t)χn−l,ε,b(x+ vt)dx
+
∫ T
tˆ
∫
(∂ l+2x u)
2(x, t)χ ′
n−l,ε,b(x+ vt)dxdt < c.
(4.51)
It remains to consider the case l ≥ 3 in (4.43).
Case l ≥ 3
Observe that in this case after integration by parts
A32 = c2
∫
∂ 2x u∂
l
xu∂
l+1
x uχn−l,ε,b(x+ vt)dx
=−c2
2
∫
∂ 3x u(∂
l
xu)
2 χn−l,ε,b(x+ vt)dx
+
c2
2
∫
∂ 2x u(∂
l
xu)
2 χ ′
n−l,ε,b(x+ vt)dx
(4.52)
whose bound is similar to that given above for the case l = 2. Thus it suffices
to consider the reminder terms in (4.43), i.e.
A3 j(t) = c j
∫
∂ jx u∂
l+2− j
x u∂
l+1
x uχn−l,ε,b(x+ vt)dx (4.53)
without loss of generality (since l ≥ 3 and l + 2 = j+(l + 2− j) we can
assume 3≤ j ≤ l/2+1.
Thus
|A3 j(t)| ≤ c j
∫
(∂ jx u∂
l+2− j
x u)
2 χn−l,ε,b(x+ vt)dx
+ c j
∫
(∂ l+1x u)
2 χn−l,ε,b(x+ vt)dx
(4.54)
where the second term is the quantity to be estimated.
REGULARITY AND DECAY OF THE K-GENERALIZED KDV EQUATIONS 29
So we need to bound∫
(∂ jx u)
2 (∂ l+2− jx u)
2 χn−l,ε,b(x+ vt)χ0,ε/5,ε (x+ vt)dx
≤ ‖(∂ jx u)2 χ0,ε/5,ε (·+ vt)‖∞
∫
(∂ l+2− jx u)
2 χn−l,ε,b(x+ vt)dx.
(4.55)
Noticing that the second term is bounded in time (case (n− l, l + 2− j),
j ≥ 3) by the induction hypothesis.
Thus it remains to bound
‖(∂ jx u)2 χ0,ε/5,ε (·+ vt)‖∞ ≤
∫
|∂x((∂ jx u)2 χ0,ε/5,ε (·+ vt))|dx
≤ c
∫
|∂ jx u∂ j+1x uχ0,ε/5,ε (·+ vt)|dx+
∫
|(∂ jx u)2 χ ′0,ε/5,ε (·+ vt)|dx
≤
∫
(∂ jx u)
2 χ0,ε/5,ε (x+ vt)dx+
∫
(∂ j+1x u)
2 χ0,ε/5,ε (x+ vt)dx
+
∫
(∂ jx u)
2 χ ′
0,ε/5,ε
(x+ vt)dx.
(4.56)
The first two terms are bounded in time, cases (0, j), (0, j + 1) since
j ≤ l−1 implies j+1≤ l and l ≤ n.
For the third one after integration in time one gets∫ T
tˆ
∫
(∂ jx u)
2 χ ′
0,ε/5,ε
(x+ vt)dxdt (4.57)
corresponding to the case (0, j−1) previous case.
This basically completes the proof of Theorem 1.2.
The previous formal computation can be justified by approximating the
initial data u0 by elements in the Schwartz spaceS (R) say u
µ
0 , µ > 0. This
is done by an appropriate truncation and smoothing proccess. Using the
well-posedness in this class one gets a family of solutions uµ(·, t) for which
each step of the above argument can be justified. Due to our construction
the estimates are uniform in the parameter µ > 0 which yields the desired
estimate by passing to the limit.
ACKNOWLEDGMENTS
P. I. was supported by Universidad Nacional de Colombia-Medellı´n. F.
L. was partially supported by CNPq and FAPERJ/Brazil. G. P. was sup-
ported by a NSF grant DMS-1101499. Part of this work was complete
while the third author was visiting IMPA under the sponsorship of the pro-
gram Cieˆncia sem Fronteiras.
30 PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
REFERENCES
[1] J.L. Bona and R. Smith, The initial value problem for the Korteweg-de Vries equation,
Philos. Trans. R. Soc. Lond., Ser. A 278 (1975), 555–601.
[2] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and
applications to nonlinear evolution equations I, II, Geom. Funct. Anal. 3 (1993) 107–
156, 209–262.
[3] M. Christ, J. Colliander, and T. Tao, Asymptotics, frequency modulation, and low reg-
ularity ill-posedness for canonical defocusing equations, Amer. J. Math. 125 (2003),
no. 6, 1235–1293
[4] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Sharp global well-
posedness results for periodic and non-periodic KdV and modified KdV on R and T,
J. Amer. Math. Soc. 16 (2003), 705–749.
[5] W. Eckhaus and P. Schuur, The emergence of solitons of the Korteweg-de Vries equa-
tion from arbitrary initial conditions, Math. Meth. in the Appl. Sci. 5 (1983), 97–116.
[6] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega, On Uniqueness Properties of
Solutions of the k-generalized KdV, J. Funct. Anal. 244, 2 (2007), 504–535.
[7] G. Fonseca, F. Linares, and G. Ponce, On persistence properties in fractional
weighted spaces, pre-print.
[8] P. Isaza, F. Linares, and G. Ponce, On Decay Properties of Solutions of the k-
generalized KdV equations, Comm. Math. Phys. 324, (2013), 129–146.
[9] J. Ginibre and Y. Tsutsumi, Uniqueness for the generalized Korteweg-de Vries equa-
tions, SIAM J. Math Anal. 20 (1989), 1388–1425.
[10] A. Gru¨nrock, A bilinear Airy type estimate with application to the 3-gkdv equation,
Diff. Int. Eqs. 18 (2005), 1333–1339.
[11] A. Gru¨nrock, M. Panthee, and J. Drumond Silva, A remark on global well-posedness
below L2 for the gKdV-3 equation, Diff. Int. Eqs. 20 (2007), 1229–1236.
[12] Z. Guo, Global well-posedness of the Korteweg-de Vries equation in H3/4(R), J.
Math. Pures Appl. (9) 91 (2009), no. 6, 583–597.
[13] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equation,
Advances in Mathematics Supplementary Studies, Studies in Applied Math. 8 (1983),
93-128.
[14] C. E. Kenig, G. Ponce, and L. Vega, On the (generalized) Korteweg-de Vries equa-
tion, Duke Math. J. 59 (1989), 585–610.
[15] C. E. Kenig, G. Ponce, and L. Vega, Well-posedness and scattering results for the
generalized Korteweg-de Vries equation via contraction principle, Comm. Pure Appl.
Math. 46 (1993), 527–620.
[16] C. E. Kenig, G. Ponce, and L. Vega, A bilinear estimate with applications to the KdV
equation, J. Amer. Math. Soc 9 (1996), 573–603.
[17] N. Kishimoto, Well-posedness of the Cauchy problem for the Korteweg-de Vries
equation at the critical regularity, Comm. Pure Appl. Anal. 7 (2008), 1123–1143.
[18] S. N. Kruzhkov and A. V. Faminskii, Generalized solutions of the Cauchy problem
for the Korteweg-de Vries equation, Math. U.S.S.R. Sbornik 48 (1984), 93–138.
[19] Y. Martel and F. Merle, Stability of blow-up profile and lower bounds for blow-up
rate for the critical generalized KdV equation, Ann. of Math. 155 (2002), 235-280.
[20] R. M. Miura, The Korteweg-de Vries equation: A survey of results, SIAM Rev. 18
(1976), 412–459.
[21] J. Nahas, A decay property of solutions to the k-generalized KdV equation, Adv.
Differential Equations 17 (2012), no. 9-10, 833–858.
REGULARITY AND DECAY OF THE K-GENERALIZED KDV EQUATIONS 31
[22] J. Nahas and G. Ponce, On the persistent properties of solutions of nonlinear dis-
persive equations in weighted Sobolev spaces, RIMS Kokyuroku Bessatsu (RIMS
Proceedings) (2011), 23–36.
[23] J.-C. Saut and R. Teman, Remarks on the Korteweg-de Vries equation, Israel J. Math.
24 (1976), 78–87.
[24] R. S. Strichartz, Restriction of Fourier transform to quadratic surfaces and decay
solutions of wave equations, Duke Math. J. 44 (1977), 705–714.
[25] T. Tao, Scattering for the quartic generalized Korteweg-de Vries equation, J. Differ-
ential Equations 232 (2007), 623–651.
(P. Isaza) DEPARTAMENTO DE MATEMA´TICAS, UNIVERSIDAD NACIONAL DE COLOM-
BIA, A. A. 3840, MEDELLIN, COLOMBIA
E-mail address: pisaza@unal.edu.co
(F. Linares) IMPA, INSTITUTO MATEMA´TICA PURA E APLICADA, ESTRADA DONA
CASTORINA 110, 22460-320, RIO DE JANEIRO, RJ, BRAZIL
E-mail address: linares@impa.br
(G. Ponce) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, SANTA
BARBARA, CA 93106, USA.
E-mail address: ponce@math.ucsb.edu
