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T he relationship between energy consumption and economic growth is well established. Securing abundant, affordable energy is critical to manufacturing, infrastructure expansion, transportation, and increasing standards of living. However, less is known about the relationship between renewable energy (RE) consumption and economic growth. Countries of varying economic positions encourage interest in RE for a variety of reasons related to improving the standard of living for their citizens. Developed countries want to encourage the expansion of RE sources to strengthen the energy security of supply and address climate change [Edenhofer et al., 2013; Hocaoglu, Karanfil, 2013; Johnstone et al., 2010] , while developing and underdeveloped countries' interest in RE is based on helping the modernization of the energy sector, fostering energy sustainability, and supporting economic development goals [Kaygusuz et al., 2007; REN21, 2018] . For example, the use of RE is a solution to the challenges of African rural electrification [Inglesi-Lotz, 2013] . Addressing this need with RE has important implications for raising Africa's standard of living, but would also act as a driver for increased economic development. With countries having disparate motivation and goals with respect to RE development, a fair question to ask is whether the interplay between RE and economic development is consistent across countries despite these differences. One way to shed light on this question is to select a case study set of countries with wide differences in economic development, energy resources, and policies with regard to RE. The countries of the United Kingdom (UK), Turkey, and Nigeria represent such a set. These countries were selected because they are diverse and unlike many countries, the required data is available. Their main characteristics are provided at the Table 1 . Numerous studies have explored the relationship between economic growth and total energy consumption and found a positive correlation [Payne, 2010; Halicioglu, 2009; Bowden, Payne, 2010; Huang et al., 2008] . For the case study countries, this finding has been replicated in the UK [Humphrey, Stanislaw, 1979; Lee, Chien, 2010] , Turkey [Ocal, Aslan, 2013] , and Nigeria [Ighodaro, 2010; Akinlo, 2009] . Less research has been conducted on the more specific relationship between economic growth and RE development [Apergis, Payne, 2010 , 2014 Menyah, Wolde-Rufael, 2010; Sadorsky, 2009a] , and to date, no empirical study has been conducted on this relationship in the UK, Turkey, and Nigeria. The goal of this study is to take a unique approach, compared to previous studies, to scrutinize the link between RE consumption (electricity from renewables) and economic development within the case study countries. The present study describes the electricity market in the case study countries with an analysis of power generation using a range of different renewable energy sources. This study will use a standard VAR model to focus on RE consumption, income, and electricity prices and how they may interact with one another. Moreover, this VAR model will reveal any dynamic interactions between these variables and allow for the construction of forecasts that will predict the future of the relationship between RE and economic development relationship through 2030. A finding that a change in economic growth has a significant impact upon RE consumption is consistent with the work of others [Apergis, Payne, 2010; 2014; Menegaki, 2011; Sadorsky, 2009a Sadorsky, , 2011 . However, this study is different because these previous studies used panel VAR techniques and only did so to argue that there is a relationship between RE consumption and other variables such as carbon dioxide (CO2) emissions, oil prices, and gross domestic product (GDP). This study's use of a diverse group of countries, a longer time span of data than used previously [Menegaki, 2011; Ohler, Fetters, 2014] , and a more recently collected data set, offers an opportunity to discover new and important insights into the interplay between RE consumption and economic development. To my knowledge, this approach, using this kind of analysis, with these particular variables, over this long period of time, on this unique set of countries, has never been attempted.
Review of the Existing Literature
The Vector Autoregression (VAR) model approach has been used with success to examine the relationship between RE consumption and variables related to economic development [Apergis, Payne, 2010 , 2014 Menegaki, 2011; Sadorsky, 2009a Sadorsky, , 2011 Ohler, Fetters, 2014] . Sadorsky [Sadorsky, 2011] used the VAR model to analyze the relationship among RE consumption, income, oil prices, and oil consumption over the period from 1980 to 2008. He suggested that positive shocks to income increase RE consumption. Sadorsky [Sadorsky, 2009a] employs a VAR approach to analyze the relationships among RE consumption, income, oil prices, and CO2 emissions in the G7 countries over the period 1980-2005 by performing panel unit root and cointegration tests. He pointed out that increases in income and CO2 emissions are the major drivers for increases in RE consumption in the long run. Silva et al. [Silva et al., 2012] analyzed how an increasing share of RE sources in power generation affects economic growth and carbon emissions using structural VAR approach over the period 1960 to 2004 for Denmark, Portugal, Spain and USA. Their findings show that economic costs emerged with the increase of RE in terms of GDP per capita and the decrease of CO2 emissions per capita was ensured. Several studies have looked at the relationship between RE consumption and different macroeconomic variables (e.g., income, oil prices, capital, labor) at the country or regional level [Sadorsky, 2009b [Sadorsky, , 2011 Salim, Rafiq, 2012; Vaona, 2012] . The consensus from these studies is that increases in income are positively related to increased RE consumption. This makes sense given that RE prices may be higher than energy derived from fossil fuels in some circumstances and people need to be able to afford RE Master Class to use it. Sadorsky [Sadorsky, 2009b] presented two empirical models of RE consumption and income for 18 emerging countries with panel VAR over the period 1994 to 2003. First empirical model assessed the relationship between RE consumption and income, and the results show that increases in income have a positive impact upon RE consumption. The second model examined the relationships among RE consumption, income, and electricity prices. This result suggested that RE consumption is more sensitive to RE price changes than overall electricity demand. Apergis and Payne [Apergis, Payne, 2010] used panel VAR techniques to analyze the relationship between RE consumption and economic growth for a panel of 20 OECD countries over the period . The theoretical framework uses an aggregate production function relating output to labor, capital, and RE. They find evidence of bidirectional causality between RE consumption and economic growth in both the short run and the long run. Salim and Rafiq [Salim, Rafiq, 2012] analyzed the determinants (income, pollutant emission, and oil prices) on RE consumption for six developing countries (Brazil, China, India, Indonesia, Philippines, and Turkey) by using both panel data and time series analyses covering the period 1980 to 2006. Their results suggest that there are bidirectional causal links between RE and income and between RE and pollutant emission. These outcomes indicate that in the long run, RE consumption is significantly determined by income, while oil prices seem to have less and negative impact on RE consumption in these countries. More recently, Ohler and Fetters [Ohler, Fetters, 2014] studied the causal relationship between economic growth and electricity generation from renewable sources across 20 OECD countries over 1990 to 2008. They found evidence of a bidirectional short run relationship between aggregate renewable electricity generation and GDP. Apergis and Payne [Apergis, Payne, 2014] observed Central American countries from 1980 to 2006 using the panel VAR approach.
1
Th eir results suggest evidence of bidirectional causality between RE consumption and economic growth in the long run. In contrast to bidirectional results, some papers report a unidirectional relationship between RE consumption and economic growth. Vaona [Vaona, 2012] by using Granger non-causality tests [Granger, 1980] finds unidirectional Granger causality from RE consumption to real GDP for Italy.
2 Payne [Payne, 2011] investigates the relationship between biomass consumption and GDP in the US and finds a positive unidirectional relationship from biomass to GDP. Menyah and Wolde-Rufael [Menyah, Wolde-Rufael, 2010] studied the relationships between RE consumption, CO2 emissions, nuclear consumption, and real GDP for the United States over the period 1960-2007 using the VAR model. They report that there are unidirectional causality relations from nuclear energy consumption to CO2 emissions and from GDP to RE but no causality from RE consumption to CO2 emissions. Menegaki [Menegaki, 2011] studied the causal relationship between economic growth and RE for 27 European countries in a VAR panel context over the period [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] . His outcomes do not confirm causality between RE consumption and GDP. To summarize the literature review, there have been a great number of studies on the relationship between RE consumption and economic growth, but the current research is lacking clear evidence on the direction of causality between these three variables in general and within case countries. Furthermore, existing research does not include data from the past three years, a period of notable RE growth that merits inclusion in forecasting models. Source: compiled by the author based on [IRENA, 2018a; World Bank, 2013; Pao, Fu, 2013; Ward, Inderwildi, 2013; Melikoglu, 2013; Yusuf, 2014] .
Таble 1. Basic Characteristics of the Case Study Countries

Data and Methodology
Data
Annual data for the UK, Turkey, and Nigeria, from 1990 through 2012, was collected on RE consumption (ren), electricity price (ep), and income (gdp). Data sources are summarized in Table 2 . Data on RE consumption was derived from the IEA database and measured in billion kilowatt-hours. RE is the electricity generated from wind, solar, geothermal, biomass, hydropower, tidal, and wave sources. This paper uses electricity price, as opposed to oil price (the most pervasive energy source), because of the strong penetration of the RE sources and the electricity price has added significance in the energy balances of most countries [Silva et al., 2012] . GDP per capita comes from the World Bank database and is measured in current US dollars. It is an indicator of economic well being in a country. GDP is also taken as per capita due to the fact per capita variables ensure a better and less biased comparison among countries with various population dimensions [Aqeel, Butt, 2001] . A key economic growth indicator, GDP was used as a proxy of income in the studies detailed above [Marques, Fuinhas, 2011; Sadorsky, 2009a] . In the literature, economic growth measured in terms of GDP (real or per capita), or growth rate of GDP, uses different econometric methodologies, countries, and time periods [Apergis, Payne, 2010; Bretschenger, 2010; Bruns, Gross, 2013; Chiou-Wei et al., 2008; Gross, 2012; Payne, Taylor, 2010] . For instance, Payne and Taylor [Payne, Taylor, 2010] find no Granger causality between energy consumption and real GDP. This is consistent with the findings of [Menyah, Wolde-Rufael, 2010; Chiou-Wei et al., 2008] . There is a long run equilibrium relationship between real GDP and energy consumption [Apergis, Payne, 2010; Belke et al., 2011; Mohammadi, Parvaresh, 2014] . The electricity price variable was taken from the TUIK-Turkish Statistical Institute -TUIK and United Kingdom Energy Research Centre -UKERC), and World Bank databases and it is reflected in current fuel price index numbers 2005=100 for this paper. This study analyzes an additional channel of causality by presenting electricity prices. Although electricity prices have been neglected in many previous studies (e.g., [Yildirim et al., 2012] ), I examine electricity price as a proxy because of its effects on both energy consumption and economic growth. Furthermore, an increase in prices is anticipated to indicate to a decline in energy demand, which leads to a decline in energy consumption [Odhiambo, 2010] . In other words, while energy demand represents the rate at which electricity is consumed, energy consumption represents the amount of electricity that has been consumed over a certain time. RE consumption has been growing for UK and Turkey but it is stable for Nigeria over the period ( Figure  1a ). GDP per capita has been growing along a linear trend line for all countries (1b). Electricity prices in all case study countries tend to move upward over time (1c). Figure 1 shows the heterogeneity of the historical data of the three countries. For instance, in Figure 1b , the trends are more like quadratic functions instead of linear. In Figure 1c , there is even an obvious drop in the UK in terms of electricity prices for a certain time period. The selection of the variables for this study is based on comparability with the variables collected in previous research, so the data collected on these variables in the more recent timeframe of this study can easily be compared with data collected in the more distant past.
Methodology
The standard VAR technique was developed for the model estimation of the relationship between RE consumption and economic growth. The present study uses a standard VAR model to focus on RE consumption, income, and electricity prices and how they interact with one another. Moreover, this VAR model reveals any dynamic interactions between these variables and allow for the construction of forecasts that will predict the future of the relationship between RE and economic development through 2030. This approach is used because there is no need to assume exogeneity assumptions about which variables are response variables or explanatory variables since all variables in VAR are treated as endogenous, thus reflecting the realities of interdependence. This model ensures a much richer data structure that can capture complex dynamic properties of the data [Sadorsky, 2011; Taylor, 2010] . Moreover, the model 
Таble 2. Data sources
Master Class is well suited to forecast the effects of specific policy actions or of significant changes in the economy [Tiwari, 2011] . For the Granger causality test, a VAR model was selected rather than a VECM model as the VECM model is only defined when the time-series are cointegrated. Finally, when this is the case, the series need to be integrated in the same order. Furthermore, a VAR model is preferred rather than using a VECM model for causality testing [Giles, 2011] . These features make VAR the ideal choice for analyzing the macroeconomic responses in the case countries to RE consumption. The standard VAR model is specified as:
(1) where Y t is a vector of stationary variables {∆REN, ∆EP, ∆GDP} with ∆REN = the first difference in renewable consumption; ∆GDP = economic growth as per capita; ∆EP = the change in electricity prices, and = the vector of error terms. Г (L) is the lag operator which is calculated below.
(2) The model also makes provisions for the error terms and shocks to calculate the impulse response functions (IRF) and the forecast error variance decompositions (FEVD). IRF and FEVD show the dynamic responses and size of the total effect, respectively. The estimation of interaction between RE consumption, economic growth, and electricity price are based on the IRFs and the FEVDs after estimating the VAR model. The IRFs usually show the effects of shocks on the adjustment path of the variables. The FEVDs measure the contribution of each type of shock to forecast error variance. Both computations are effective in determining how shocks to economic variables reverberate through a system [Phillips, 1998 ]. The IRFs are based on the Cholesky decomposition approach. The Cholesky decomposition strategy entails a contemporaneous relationship among the variables. The first variable in the VAR system influences the other variables contemporaneously, while the following variables in the VAR impacts the variables listed earlier only in their lag form [Aziz, Dahalan, 2015] . Considering that, the variables correspond to the Cholesky decomposition imposing the order (ren; gdp; ep) from the most to the least exogenous. The lag-length for the model is selected using the Akaike Information Criteria (AIC) [Akaike, 1974] because of its better performance in small samples [Ozturk, Acaravci, 2013] . This study carried out the stationarity and cointegration tests, as well as the Granger causality tests, for all variables. Finally, this paper also implemented the prediction model and is developed by using a time series forecasting system and evaluated using the VAR method to construct a dynamic forecast over the period 2013-2030 for the UK, Turkey, and Nigeria. E-views and Stata were used in this study to analyze these variables. Table 3 shows the summary statistics for the variables in the case study countries.
Summary Statistics
The following diagnostic tests were carried out to analyze and understand the characteristics of the variables. First, the lag selection was carried out. Second, the test for stationarity was conducted by applying several diagnostic tests to check if the series contained unit roots (non-stationary series) or not (stationary series). Third, the cointegration properties of the variables were checked. Then, the study indicates the nature of causality for the variables of interest.
Lag Selection
To reliably check for co-integration, it is crucial to determine the suitable lag length. According to [Kireyev, 2000] , excessively short lags may fail to capture the system's dynamics leading to the omission of Master Class variables, coefficients' bias, and serial correlation-based errors, whilst lag lengths that are excessively long cause a rapid loss of the degree of freedom and over-parameterization. In other words, the estimation of the appropriate lag prevents the over-parameterization of the model. The Akaike Information Criterion (AIC), the Hannan Quinn Information Criterion (HQIC) [Hannan, Quinn, 1979] , and the Schwarz Bayesian Criterion (SBC) [Schwarz, 1978] were used for this purpose. Information Criteria suggest that the appropriate lag length that should be used to test for co-integration is VAR=4, which was used for the evaluation of VAR. The lag-length selection table is presented in Table 4 below.
Stationary Properties
The autocorrelation function (ACF) and partial autocorrelation function (PACF) demonstrate that the variables (RE consumption, economic growth, and electricity price) are non-stationary. For this study, formal stationarity tests were carried out through unit root tests. The unit root tests included a constant, time trend, and four lags in line with the general and specific stationarity analysis. At the level of dynamic series, the null hypotheses that the variables are non-stationary are not rejected, indicating non-stationarity for all the variables. To identify the order of the integration of the series, a unit root test [Ng, Perron, 2001 ] has been employed with Augmented Dickey Fuller (ADF) [Dickey, Fuller, 1981] and Phillips and Perron (PP) [Phillips, Perron, 1988] tests. Then, a cointegration analysis has been conducted in order to identify the nature of the cointegration [Abbott, De Vita, 2003] . Diagnostic tests for the existence of stationarity are crucial as the two categories of the series are treated in different ways [Brooks, 2008] and the non-stationary does not have a constant mean and there is a great emergence of heteroscedasticity [Enders, 1995] Notе: * -indicates the level of significance at 5% (5% level critical value) and Lag length selected using Akaike's information criterion which is given in the first column.
Source: author's calculations. Notе: * -indicates the level of significance at 5% (5% level critical value) and Lag length selected using Akaike's information criterion which is given in the first column.
Source: author's calculations.
Таble 6. Unit Root Test for the Series in the First Difference (1st difference of the values)
is I (0). The characteristics of the dynamic series (levels) and the first difference were evaluated with the help of two different unit root tests, namely ADF and PP. This present study provides some results that depend upon the test used (ADF or PP) and on the trend specification. The unit root tests included the constant, time trend, and four lags in line with the general and specific stationarity analysis methodology. As Perron [Perron, 1988] notes, the hypothesis of a unit root with a trend are usually precluded a priori, for instance, if the series is in logarithmic form, it implies an ever increasing (or decreasing) rate of change. Regarding the dynamic series (levels), the null hypotheses that the variables are non-stationary are not rejected. It can be seen that the test statistic is less negative than the critical values at 5% level of significance for each series and as a result, do not reject H0 since all the variables are non-stationary.. The results are displayed at Table 5 . After taking first differences, each of the time series appears to contain a unit root in their levels but almost all series are stationary in their first difference indicating that they are integrated at order one, i.e., I(1). The results are displayed in Table  6 which indicates that the second ADF test of the first difference shows that most series are stationary having more negative test statistics than the applicable critical values. RE price in UK and Nigeria are not stationary after the first differences. The series became stationary, by taking the second difference of the values indicating that they are integrated at I(2). Table 7 displays the results from the ADF and PP test and it can be seen that the critical values of 5% level of significance is less negative than the test statistic for each series and as a result, H(0) is rejected because all the variables are stationary.
Cointegration Analysis
This study applied the necessary cointegration analysis after the stationarity tests above. The outcome of the trace test (λmax) along with that of the eigenvalue test indicates the long-run relationship between RE consumption and the two other variables (economic growth and electricity price) for each country. The present study rejects the null hypothesis of no cointegration on behalf of the alternative hypothesis that there is at least one cointegration relationship at the five percent (5%) significance level for Nigeria. The result of the cointegration tests meets the a priori assumption of the stationarity of the variables. The present study enables all the variables to be included in the VAR model in their level forms with the introduction of the lags where necessary. This approach avoids the loss of significant information from the time-series co-movements of the variables [Kireyev, 2000] . The outcome of the cointegration test is presented in Table 8 below.
It is widely known that cointegration tests depending on individual time series have low statistical power, especially when the time series is short [Belke et al., 2011] . Cointegration between the variables can be examined by employing time series tests such as the Johansen's maximum likelihood approach. The hypotheses for this test are the following: the null hypothesis (H 0 ) states that there are r cointegrating vectors, whereas the alternative hypothesis (H 1 ) illustrates that there are r+1 or more [Brooks, 2008] . Given that the unit root test showed the variables are non-stationary in their levels and differenced forms, the result of the cointegration tests satisfies the a priori assumptions of the stationarity of the variables.
Empirical Results and Discussions
All variables were expressed in natural logarithms for estimating the VAR [Ewing et al., 2007; Narayan, Prasad, 2008; Sadorsky, 2009a] and logarithmical differences were used because this guarantees all variables are stationary. VAR estimation strategies, which require the model identification by using the Notе: * -indicates the level of significance at 5% (5% level critical value) and Lag length selected using Akaike's information criterion which is given in the first column.
Таble 7. Unit Root Test for the Series in the Second Difference (2st difference of the values)
Master Class stationarity test, lag selection, causal ordering, and restrictions for measuring the impulse response functions and forecast error variance decomposition are presented below. Finally, a prediction model was developed for the years 2013-2030 for each country. Therefore, this section accounts for the impulse response function, variance decomposition from the VAR, and the prediction model.
Impulse Response Function Analysis
The analyses examined the relationship between RE consumption, economic growth, and electricity price using IRF methodology. Impulse response functions are only valid if the VAR is stable. Therefore, some steps must be taken to ensure that the VAR is stable while IRFs are used to interpret the results [Sadorsky, 2011] . The IRF indicates how a residual shock to one of the innovations in the model influences the contemporaneous and future values of all endogenous variables [Silva et al., 2012] . Significance was determined by 95% confidence intervals. The error bands were gained by using a Monte Carlo simulation approach with 1,000 replications. According to the confidence intervals of the hypothesis, which were selected for the evaluation of the importance of the impulse response, standard errors were calculated. The IRF indicates how long, and to what extent, RE consumption reacts to an unanticipated change in income or electricity price [Lee, Chiu, 2011] . The IRF table presented in Table 9 shows that RE consumption in the case study countries responded negatively and significantly to a 10% deviation in economic growth by 0.2% (negatively) in the short run and, 0.06% (positively) in the long run. This indicates that income shocks among other variables affect the case study countries' RE consumption within the period under consideration. This means that economic growth in the sample countries respond positively and significantly to RE consumption shocks. Furthermore, RE consumption in the case study countries responded positively and significantly to a 10% deviation in prices by 0.09% in the short run and 0.05% (negatively) in the long run. The graphical representation of the predicted cointegrated plots for the sample countries are displayed in Figures 2, 3 , and 4. This study's findings regarding RE consumption and economic growth are consistent with the empirical results of [Apergis, Payne, 2014 Tugcu et al., 2012] who found a relationship between RE consumption and income, and they concluded that the Granger causality function was more effective in explaining this relationship in the long run. In contrast, Menegaki's [Menegaki, 2011] empirical results attained using an identical approach did not confirm Granger causality between RE consumption and income.
Variance Decomposition
This study's analyses applied the advanced generalized forecast error variance decomposition to investigate the relationships among RE consumption, income, and electricity price, as well as to gauge the influences of the variables upon one another for the short and long run. The variance decomposition reports are presented below in Table 10 . The variance decomposition indicates that in the short run, approximately 1.3% of the fluctuations in case study countries' economic growth are explained by a 39% deviation in RE consumption shock. In the long run, in this case, ten years, a 100% deviation in RE consumption shocks accounts for about 7% of the fluctuations in economic Таble 9. Impulse Response Function Table   growth in the case study countries' economies. Furthermore, 0.2% of the fluctuations in electricity prices are explained by a 2% deviation in RE consumption shock for short run and a 100% deviation for about 5.6% of the fluctuations in electricity prices in the long run. As a result, economic growth significantly affects RE consumption in the sample countries both in the short run and long run. Likewise, electricity prices in the countries are found to have significant effects upon RE consumption during the period under consideration. This strand of the result is in line with a priori expectations. This outcome is also consistent with the literature on the relationship between economic growth and RE consumption [Apergis, Payne, 2014 Silva et al., 2012; Sadorsky, 2011] .
Generally, the present study shows that, barring any country level response, changes in RE consumption are transmitted to the sample countries' economies. The claim that macroeconomic activities respond to RE consumption is further confirmed by the VAR Granger causality test in Table 11 , which suggests that RE consumption causes economic growth in the sample countries. Table 11 shows there was a bidirectional Granger causality running from RE consumption to income and from income to RE consumption for all countries. There are positive relationships between RE consumption and economic growth. These findings are consistent with the previous studies' findings for the relationship between RE consumption and income shocks [Apergis, Payne, 2010; 2014; Ohler, Fetters, 2014; Sadorsky, 2009b; Salim, Rafiq, 2012] . In contrast, while Akinlo [Akinlo, 2008] found no Granger causality in either direction between economic growth and energy consumption for Nigeria, some empirical studies such as [Payne, 2011; Menegaki, 2011; Menyah, Wolde-Rufael, 2010] found unidirectional Granger causality between RE consumption and income. The results further demonstrate that economic welfare enhancement translates to more renewables deployment for the sample countries. The level of these impacts in various countries is also different as these countries respond differently to changes in RE consumption. Although there is no causality from RE consumption to electricity price, there is causality running from electricity price to RE consumption for Turkey. This study found a unidirectional relationship between RE consumption and electricity prices. Likewise, there is unidirectional causality link between RE consumption and electricity prices for Nigeria. While there is causality for the correlation between RE consumption and electricity prices, there is no causality from electricity price to RE consumption. The
Master Class
Notе: The response of RE consumption to a shock in income and price are positive and statistically significant for 3 years because the confidence interval does not include zero. The response of income to a shock in RE consumption is statistically significant for 1 and 2 years, and then it is zero. The response of price to a shock in RE consumption is positive and statistically significant for 3 to 5 years.
Source: author's calculations. Response of REN to P
Response of GDP to P
Response of P to P Notе: During the period from 3 to 10, the impulse response of RE consumption to a shock in income and price is zero and insignificant, because zero is included in the confidence interval. Diagram 4 represents the impulse response of income to a shock in RE consumption so that in the period from 1 to 3 the response of income to RE shocks is negative and significant, because the confidence interval does not include zero. The impulse response of price to a shock in RE consumption is positive and significant for the period from 1 to 3 and is constant and insignificant.
Source: author's calculations. Notе: The response of RE consumption to a shock in income is positive for 3 and 4 years and significant at 5% level, as zero is not included in the confidence interval. The response of RE consumption to a shock in price is zero and statistically insignificant at 5% level, as the confidence interval contains the value of zero. The response of income to a shock in RE consumption is statistically significant. The response of price to a shock in RE consumption is negative and statistically significant for the period of 3 years, then it is zero.
Source: author's calculations. Figure 6 . RE Consumption Forecast for Тurkey Figure 7 . RE Consumption Forecast for Nigeria result for Nigeria is also consistent with the study of Ebohon [Ebohon, 1996] , which showed that price shock does not affect economic activity and energy consumption in Nigeria. For the United Kingdom, there is bidirectional causality in the relationship between RE consumption and electricity prices. Sadorsky (2009a) suggests that in the UK RE consumption is more responsive to electricity price changes and a drop in electricity prices encourages RE consumption.
RE Forecasts
Forecasts for RE energy demand over the period 2013-2030 were based on two VAR model scenarios. Scenario 1 assumes a high level of economic growth, while Scenario 2 assumes a low level of economic growth. Growth estimates are based on the World Bank database of annual GDP growth ratio for the countries. These scenarios assume some level of economic growth because many scholars and institutions (such as the IEA, World Bank) anticipate positive growth rates for these countries. This paper used GDP and electricity prices as predictors for the forecast because they play a role in RE consumption. For RE consumption for the UK, Figure 5 indicates an obvious trend of rising renewable consumption. In 2030, RE consumption is forecast at 6.87 billion kilowatt-hours and for a high level of economic growth and low-level economic growth 7.78 and 7.02 billion kilowatt-hours are forecasted, respectively. Figure 6 shows the forecasting for RE consumption in Turkey. The forecasting trend graph in Figure 3 shows a slowly upward slope for the coming years. In 2030, RE consumption is forecast at 4.48 billion kilowatt-hours while with a high and low level of economic growth 4.81 and 4.56 billion kilowatt-hours are forcasted, respectively. Furthermore, the obvious RE consumption drop in 2001 for Turkey, which addressed Turkey's 2000-2001 financial crisis since it may affect the forecast results. In Figure 7 , total renewable consumption fluctuated over the period. RE consumption is expected to stabilize in future years. The forecast of RE consumption for Nigeria is basically just the historical average. Table 12 . The forecasting shows an apparent growth of consumption of RE in the UK and Turkey, but not in Nigeria.
Conclusions and Policy Implications
This study investigated the dynamic interaction between RE consumption, income, and electricity prices for the three case study countries employing a standard VAR approach. The study was conducted using the data of the United Kingdom, Turkey, and Nigeria from 1990 to 2012. In this regard, the aim of this paper was to analyze how an increasing share of renewable sources in power generation affects income and price and the forecasts for the case study countries were essential for the completion of this research. The results from IRF indicate that positive shocks to income increase RE consumption. This means that effective economic policies favoring economic growth and development should also lead to increases in RE consumption. The study's results also show that economic growth in the sample countries has a positive relationship with RE consumption. The policy implications of this study's findings are potentially important for the case study countries because they highlight the importance of increasing RE consumption within the relevant energy portfolios. Thus, it seems that there is a new market emerging in the energy industry, with the potential to create major changes in the current traditional energy markets, if not in the short run then in the medium or long run. In this regard, it seems from the review that the gradual growth rates experienced on the RE market in the past are strong indicators about the trends that those markets would also follow in the future with effective policies. One of the more important policy implications of these results is that income variables have a powerful influence upon the development of renewable sources. For instance, government monetary and fiscal policies can increase income and wealth generation by focusing on increasing innovation and productivity. Specifically, case study countries' energy and economic policies should focus on developing or increasing RE investments for future development purposes. This study has shown that the income effect is positive and it has policy implications economically and politically for the countries. These findings support the advantages of government policies encouraging the use of RE by implementing RE markets, RE portfolio standards to not only improve security and address environmental concerns, but also from a macroeconomic point of view (stable economic growth). Furthermore, RE consumption is determined by the electricity (RE) price in the long run. Given that renewable energy infrastructure is very expensive, countries produce higher priced electricity from RE sources, but most consumers are not prepared to pay such a price. It is also worth noting the limitations of this study, which include mainly the period 1990 to 2012. The application of the model with a reduced number of observations, despite its limitations, was in line with previous studies [Silva et al., 2012; Soytas, Sari, 2009] . Furthermore, there are weaknesses in the data on Nigeria as it was very difficult to find robust data for Nigeria. However, the present paper has strong implications for two counties with its depth of analysis. The above limitations should be considered in future studies.
