We study a system of partial differential equations defined by commuting family of differential operators with regular singularities. We construct ideally analytic solutions depending on a holomorphic parameter. We give some explicit examples of differential operators related to SL(n, R) and completely integrable quantum systems.
Introduction
The invariant differential operators on a semisimple symmetric space have regular singularities along the boundaries of the space which is realized in a compact manifold by [O6] . In the case of a Riemannian symmetric space G/K, the study of such operators in [KO] enables [K-] to have the Poisson integral expression of any simultaneous eigenfunction of the operators. Here G is a connected real semisimple Lie group with finite center and K is its maximal compact subgroup.
In the case of the group manifold G, which is an example of a semisimple symmetric space, Harish-Chandra gives an asymptotic expansion of a right and left K-finite eigenfunction, which plays an important role in the harmonic analysis on G (cf. [Ha] ). He uses only the Casimir operator to get the asymptotic expansion, which suggests us that one operator controls other operators together with some geometry.
On the other hand, the Schrödinger operator corresponding to CalogeroMoser-Sutherland system with a trigonometric potential function (cf. [Su] ) or a Toda finite chain (cf. [To] ) is completely integrable and the integrals with higher orders are uniquely characterized by the Schrödinger operator and so are the simultaneous eigenfunctions. These integrals also have regular singularities at infinity.
In this note we study a general commuting system of differential operators with regular singularities by paying attention to the fact that an operator characterizes the system. Our argument used in this note is based on expansions in power series and hence it is rather elementary compared to that in [KO] and [O4] where a microlocal method is used.
In fact we will study matrices of differential operators which may not commute with others in the system but satisfy a certain condition because it is better to do so even in the study of commuting scalar differential operators. Some of its reasons will be revealed in the proof of Theorem 4.1, that of Theorem 6.3, Remark 4.3 ii) etc.
In §2 we study differential operators which commute one operator. We will see that the symbol map σ * plays an important role. In the case of the first example above the map corresponds to Harish-Chandra's isomorphism of the invariant differential operators. In the case of the Schrödinger operator above it corresponds to the commutativity among the integrals with higher orders.
In §3 we construct some of multivalued holomorphic solutions of the system around the singular points which we call ideally analytic solutions and then in §4 we study the induced equations of other operators, which assures that the solutions automatically satisfy some other differential equations.
In §5 we study the holonomic system of differential equations with constant coefficients holomorphically depending on a parameter, which controls the leading terms of the ideally analytic solutions.
In §6 we study a complete system of differential equations with regular singuraritues which means that the system is sufficient to formulate a boundary value problem along the singularities and we describe all the ideally analytic solutions. In particular, when the system has a holomorphic parameter, we construct solutions depending holomorphically on the parameter. It is in fact useful to introduce a parameter for the study of a specific system by holomorphically deforming it to generic simpler ones.
In §7 and §8 we give some explicit examples of the systems related to SL(n, R) and the completely integrable quantum systems with regular singularities at infinity, respectively. Moreover we give Theorem 8.1 in the case of completely integrable quantum systems with two variables.
Commuting differential operators with regular singularities
For a positive integer m and a ring R we will denote by M (m, R) the ring of square matrices of size m with components in R and by R[ξ] the ring of polynomials of n indeterminates {ξ 1 , . . . , ξ n } if ξ = (ξ 1 , . . . , ξ n ). The (i, j)-component of A ∈ M (m, R) is denoted by A ij and we naturally identify M (1, R) with R.
Let M be an (n+n )-dimensional real analytic manifold and let N i be onecodimensional submanifolds of M such that N 1 , . . . , N n are normally crossing at N = N 1 ∩ · · · ∩ N n . We assume that M and N are connected. We will fix a local coordinate system (t, x) = (t 1 , . . . , t n , x 1 , . . . , x n ) around a point x o ∈ N so that N i are defined by the equations t i = 0, respectively. Let A N denote the space of real analytic functions on N and A M the space of real analytic functions defined on a neighborhood of N in M . For α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ) ∈ Z n we put |α| = α 1 + · · · + α n , α < β ⇔ α i ≤ β i for i = 1, . . . , n and α = β.
Let N be the set of non-negative integers. We will denote
Let D M and D N denote the rings of differential operators on M and N with coefficients in A M and A N , respectively.
Here the sum above is finite. Moreover D * denotes the subring of D * whose elements P of the form (1) satisfy
When P is an element of D * , P is said to have regular singularities in the weak sense along the set of walls {N 1 , . . . , N n } with the edge N (cf. [KO] ).
Here we note that the condition P ∈ D * equals
For k ∈ N and P ∈ D * with the form (1) we put
and then the order of P , which is denoted by ord P , is the maximal integer k with σ k (P ) = 0.
∈ M (m, D * ), the order of P is defined to be the maximal order of the components of P and denoted by ord P . We put
Then as a polynomial of ξ,σ * (P ) is the homogeneous part of σ * (P ) whose degree equals ord P . For P, Q ∈ D * , we note that σ(P Q) = σ(P )σ(Q) and
Theorem 2.2. Let P and Q be nonzero elements of
Here " ≡ 0" means "not identically zero". Suppose that (t, x, ξ, τ ) .
Put r P = ord P and r Q = ord Q. Fix i and j such that σ rQ (Q ij ) = 0. Note that the assumption implies
which proves the first claim in the theorem because the condition [P, Q] = 0 with the assumption of the theorem means γ o = 0. Moreover suppose p β,γ = 0 for γ = 0. Then (4) is valid for any γ o ∈ N n and
Corollary 2.3. Let P ∈ M (m, D * ) such that σ(P ) and σ ord P −1 (P ) are scalar matrices. Supposeσ * (P ) satisfies (3). Then the map
is an injective algebra homomorphism.
In particular, when m = 1, D
Proof. Since σ * is an algebra homomorphism and the condition are linearly independent over R. In particular, if ord P = 2 andσ * (P ) is a scalar matrix, the condition that the matrix
is invertible for generic x ∈ N implies (3). Herep is the diagonal element ofσ * (P ).
ii
,
This gives an example such that σ ord P −1 (P ) and σ(Q) are not scalar matrices.
iii) The invariant differential operators on a Riemannian symmetric space G/K of non-compact type have regular singularities along the boundaries of a realization of the space constructed by [O2] and the map σ * of D P * to A N [ξ] in Corollary 2 corresponds to Harish-Chandra isomorphism (cf. [K-]) .
The element of the universal enveloping algebra U (g) of the Lie algebra of G defines a differential operator on the realization of G/K through the infinitesimal action of the left translation by elements of G. Then the differential operator is an element of D * .
Moreover the invariant differential operators on a semisimple symmetric space whose rank is larger than its real rank are in D * (cf. [O4] ).
The radial parts of the Casimir operator acting on K-finite sections of certain homogeneous vector bundle of G satisfy the assumption of Theorem 2.2 (cf. (26) and (27) for examples).
Ideally analytic solutions without logarithmic terms
For a subset Σ of N n define
Moreover we denote byÂ N the ring of formal power series of t = (t 1 , . . . , t n ) with coefficients in A N .
Hereafter in this theorem suppose
By shrinking M x o if necessary and denoting
the natural restriction map
is a bijection. Here in particular
Proof. The proof proceeds in a similar way as in [O3, Theorem 2 .1] where we studies the same problem with n = 1. We may assume x o = 0. Expanding functions in convergent power series of (t, x) at (0, 0), we will prove the theorem in a neighborhood of (0, 0).
Put r = ord P and
Then the equation Pû = f is equal to
which also equals
is inductively determined by h. On the other hand, putting h = 0, it is clear that the claim i) follows from the induction proving u α o = 0 by (6) for
The equation (6) equals 
for ∀α, β and in this case φ is called a majorant series of ψ. Note that if φ is a convergent power series, so is ψ. Now assume (5). We note that there exists > 0 such that
As in the proof of [O3, Theorem 2.1], we can choose C > 0, c > 0, M > 0 and
.
Here i and j represent the indices of square matrices or vectors of size m. Hence the power series w(s, y) of (s, y) satisfying
Put s = z r . Then (7) changes into
Since the first equation in the above is equivalent to
has a unique solution of power series of (y, z), which is assured to be analytic at the origin by Cauchy-Kowalevsky's theorem. In fact for a sufficiently large positive number L, the solution of the ordinary differential equation
Hence u is also a convergent power series.
Let be a non-negative integer and let U be an open connected neighborhood of a point z o of C and let O U be the space of holomorphic functions on U . We denote by U A M and U A N the space of real analytic functions on M with holomorphic parameter z ∈ U and that on N with holomorphic parameter z ∈ U , respectively. Moreover we denote by UÂM the space of formal power series of t = (t 1 , . . . , t n ) with coefficients in U A N . Let U D * denote the ring of differential operators P of the form
Hereafter in this theorem suppose P satisfies
Shrinking U and N if necessary and denoting
we see that the natural restriction map
, we will prove the lemma in a neighborhood of (0, (z) and M C × U , respectively, we can reduce this theorem to the previous theorem without the parameter z.
Corollary 3.3. Retain the notation in the previous
theorem. Let = 1. Sup- pose σ * (P )(x, z, λ(z)) = 0 for ∀(x, z) ∈ N × U and det ( σ * (P )(x o , z, λ(z) + γ) ) = 0 for ∀γ ∈ N n \ {0} and ∀z ∈ U \ {z o }.
Then there exists a non-negative integer k such that the following holds. The previous theorem assures that for any
Proof. Since the functions det
have finite order of zeros at z = z 0 for γ ∈ Σ \ {0}, this corollary follows from the proof of Theorem 3.1 (cf. (6) for ∀α o ∈ N n \ {0}). In fact it is sufficient to put k the sum of these orders of zeros for γ ∈ Σ \ {0}.
Remark 3.4. It follows from the proves of Theorem 3.1 and Theorem 3.2 that there exist differential operators
P γ α (x, z, ∂ x ) such that φ α (x, z) = ∑ γ∈Σ P γ α (x, z, ∂ x )φ γ (x, z) for α ∈ N n \ Σ in Theorem 3.2 iii). Corollary 3.5. Fix (x o , λ o ) ∈ N × C n and let V be a neighborhood of λ o in C n . Suppose P ∈ M (m, D * ) satisfies (9) and det ( σ * (P )(x o , λ o + γ ) − σ * (P )(x o , λ o )) = 0 for ∀γ ∈ N n \ {0}.
Then shrinking N , M and V if necessary, we have a linear bijection
with the coordinate ((t, x), λ) ∈ M × V . In particular, we have a bijective map
The following theorem says that Sol V (P ) and σ * (P ) characterize P ∈ D * .
Theorem 3.8. Let P be an element of M (m, D * ) satisfying the assumptions in Corollary 3.5. Let P ∈ M (m, D * ) with σ * (P ) = σ * (P ). Then the condition
Proof. Suppose P = P . Put
Then we can find
which means a contradiction.
Induced equations
Retain the notation in the previous section. Moreover we denote by U D * the ring of holomorphic maps of U to D * for a connected open subset U of C . We recall that the element P of U D * is characterized by the expression
is a bijection.
Proof.
.2 assures that we have only to prove the surjectivity of the map to get the theorem.
For a given v in the element of the set, we have u ∈ t
Definition 4.2. The system of differential equations
in Theorem 4.1 is called the system of induced equations with respect to the boundary value map β λ(z) (cf. (12) ).
ii) Let p be the rank of an irreducible semisimple symmetric space G/H. The ring of invariant differential operators on G/H is isomorphic to C[P 1 , . . . , P p ], where P j are algebraically independent and satisfy [P i , P j ] = 0 for 1 ≤ i < j ≤ p. Under a suitable coordinate system (t 1 , . . . , t n , x 1 , . . . , x n ) of a natural realization of G/H constructed by [O6] , G/H is defined by t 1 > 0, . . . , t n > 0. Then n is the real rank of G/H and
. . , P p satisfy the assumption in Theorem 4.1.
Holonomic systems of differential equations with constant coefficients
In this section
is simply denoted by ∂. For µ = (µ 1 , . . . , µ n ) ∈ C n and y = (y 1 , . . . , y n ) ∈ R n , we put 
and (13) is clear. SinceÔ is the dual space of C[∂] by the bilinear form P (∂), u = P (∂)u| x=0 , (14) is clear. The last statement follows from (14). Let
Then we can choose {u i ; i ∈ I} such that for each u i there exists I ν satisfying
Proof. γ(t) ) are holomorphic and linearly independent for 0 < |t| < 1. Then [OS, Proposition 2.21] assures that there exist meromorphic functions c ij (t) such that the functions v i (y, t) = ∑ r j=1 c ij (t)ũ j (y, γ(t)) are holomorphic at t = 0 and that v 1 (y, 0), . . . , v r (y, 0) are linearly independent. We can find
, which is a matrix of meromorphic functions on U and det A(z) is not identically zero. Letc ij (z) are meromorphic functions on U such that P i , u j = δ ij by putting u i = ∑ r j=1c ij (z)ũ j . Suppose u i (y, z) is not holomorphic at z = z 0 . Then there exist a positive integer L and a holomorphic functionγ of {t ∈ C ; |t| < 1} to U such thatγ(0) = z 0 and the function w(y, t) := t L u i (y,γ(t)) is holomorphically extended to the point t = 0 and moreover w(y, 0) = 0. Then (y, 0) , . . . , v r (y, 0) are linearly independent because P i , w(y, 0) = 0 for i = 1, . . . , r, which contradicts to (14).
Hence for any z o ∈ U we can construct u 1 (y, z), . . . , u r (y, z) which are linearly independent and holomorphic in a neighborhood of z o ∈ U . Then the theorem follows from the theory of holomorphic functions with several variables because U is a convex open subset of C .
Since we have a decomposition 
with λ ∈ C n is a fundamental example of a U C[∂]-module in Proposition 5.3. Here U = C n λ and r = #W . The system is semisimple if and only if wλ = λ for ∀w ∈ W \ {e}. When λ = 0, the solutions of this system are called harmonic polynomials for W . In this case, an explicit construction of solutions is given by [O5] such that u 1 (λ, y) , . . . , u r (λ, y) are entire functions of (λ, y) ∈ C 2n and linearly independent for any fixed λ ∈ C n .
Remark 5.5. We will apply the result in this section to our original systems with the coordinates t i = e −yi for i = 1, . . . , n. Then C[∂] and e λ,y f (y) change into C[ϑ] and t −λ f ( − log t 1 , . . . , − log t n ) , respectively.
Ideally analytic solutions for complete systems
In this section we will study the system of differential equations
with
Here z ∈ U is a holomorphic parameter and U is a convex open subset of C . We assume that σ * (P i ) do not depend on x ∈ N . We moreover assume that P = P 0 satisfies (5) and the system
which we call indicial equation, satisfies the assumption of Proposition 5.3. Then we call M a complete system of differential equations with regular singularities along the set of walls {N 1 , . . . , N n }. For a non-negative integer k let C[log t] (k) denote the polynomial function of (log t 1 , . . . , log t n ) with degree at most k.
Definition 6.1. A solution u(t, x, z) of M with the holomorphic parameter z is called an ideally analytic solution if u(t, x, z)
First we will examine the system M without the holomorphic parameter z or U is a point. Then let {ū i = t λi v i (log t) ; i = 1, . . . , r} be a basis of the solutions of (17). Here v i (ξ) ∈ C[ξ] and these λ i are called exponents of the system M. We define
We may assume that for any λ ∈ C n and k ∈ N
or linearly independent in the space
Definition 6.2. Let u(t, x) be an ideally analytic solution of M. Then a nonzero function w(t, x)
and λ is called a leading exponent of this leading term. If {w 1 (t, x) , . . . , w k (t, x)} is the complete set of the leading terms of u(t, x), we say
leading term of u(t, x).
Then we have the following theorem.
Theorem 6.3. The leading term (18) of an ideally analytic solution u(t, x) of M is a solution of (17). Hence there exist
In particular, λ is an exponent of M. Assume
Then for any φ(x) ∈ A N there exists a unique solution of M in the space t e(ūi) C[log t]A m M whose leading term equals φ(x)ū i . Denoting the solution by Tū i (φ), we have the following bijective isomorphism if (20) is valid for
Proof. Examining the equation P u(t, x) = 0 modulo ∑ for ν = 1, . . . , q. Then the system M is replaced by a systemM with an unknown functionû where P i are replaced by suitableP i ∈ M (qm, D * ), respectively. We note thatM also satisfies the assumption of the theorem because det
Thus we may only consider the solutions with
x , the solution of the equation P u = 0 in the space t λ A M ⊕(t λ log t)A M corresponds to the solution of
M by the correspondence u = u 1 + u 2 log t. To complete the proof of the system we have only to prove that the map (21) is surjective. Let u be any ideally analytic solution of M. Then any leading exponent of u is an exponent of the system M and therefore we define φ i (x) by (19) if e(ū i ) is a leading exponent of u and by 0 otherwise.
is not in the set {e(ū i )}, which contradicts the first claim in the theorem.
We will return to the case when (16) is the complete system which has a holomorphic parameter z ∈ U ⊂ C .
First assume that M is semisimple for any z ∈ U (cf. Definition 5.2) and that the indicial equation M satisfies the assumption in Proposition 5.3 by putting t i = e −xi for 1 ≤ i ≤ n. Then the proof of the previous theorem implies the following.
Proposition 6.4. Assume that M is semisimple for any
z ∈ U . Let {ū i (x, z) = t λi(z) f i (z) ; i = 1, . . . ,
r} be a basis of the solutions of (17) for any
To examine the case without the assumption in this proposition, we study a generic holomorphic curve t → z(t) through the point z o ∈ U where the assumption breaks. Hence we restrict the case when = 1. Suppose = 1 and fix z o ∈ U . For simplicity we put z o = 0. Assume that M is semisimple (cf. Definition 5.2) for any fixed z ∈ U \{0}. We will shrink U if necessary hereafter until the end of the following theorem. Let {ū 1 , . . . ,ū r } be a basis of the solutions of the indicial equation for ∀z ∈ U \ {0}, whereū i areū 
. . ,w r } is a basis of the solutions of the indicial equation for ∀z ∈ U and w j (t, z) are holomorphic function of (log t, z) ∈ C n × U . By virtue of (15), we may assume c ij (z) = 0 if λ i (0) = λ j (0).
Then we have the following theorem which is the main purpose of this note.
Theorem 6.5. Under the notation above. there exist differential operators
is a holomorphic function of z ∈ U and an ideally analytic solution of M with the complete leading term φ(x)w i (t, z) for any fixed z ∈ U . Moreover the map
holomorphically depends on z ∈ U and it is bijective for any z ∈ U . Here R ij (x, z, ∂ x ) are holomorphic functions of z ∈ U \ {0} valued in the space of differential operators on N and may have at most poles at z = 0 and moreover
Proof. We will inductively construct R ij (x, z, ∂ x ) according to the number L(λ j ) = ∑ n ν=1 λ j,ν (0). Here λ j = (λ j,1 , . . . , λ j,n ) and ζ denotes the real part of ζ ∈ C.
Fix a positive integer k with k ≤ r. By the hypothesis of the induction we may assume that
n \ {0} and hence the complete leading term of φ
has a pole of order less than n k . Defining
ij (x, z, ∂ x ) for certain ν such that the left hand size of (22) is holomorphic at z = 0.
by putting
Then {P 0 , . . . , P n } satisfies (11) with S = 0 and σ * (T ij ) = 0 because
In this case let λ o be an exponent of the system P i u = 0 (1 ≤ i ≤ n). Then for a suitable ρ ∈ C n and a positive integer k, the system U M :
satisfies the assumption of Theorem 6.5 for U = {z ∈ C ; |z| < 1} by changing the lower order terms of R i if necessary. Hence we can analyze the ideally analytic solutions of M by the analytic continuation of the parameter z to the origin.
Theorem 6.7. Retain the notation and the assumption in Theorem 6.5. Let r be the dimension of the finitely generated C[ϑ]-modulē
Suppose n = 0 and r ≤ r. Then r = r and any solution of M defined on a small connected neighborhood of 
Let w be a column vector of size r with components w ν . Then the system M implies
Hence the dimension of the space of solutions of N is smaller than or equals to r . But we have constructed r linearly independent solutions in Theorem 6.5. Hence we have this theorem.
Remark 6.8. Retain the notation in Theorem 6.7. Suppose q = n−1, [P i , P j ] = 0 for 0 ≤ i < j ≤ q,σ * (P i ) are diagonal matrices and {ξ ∈ C n ;σ * (P i )(ξ) = 0 for i = 0, . . . , q} = {0}.
Then r = r and r = m ∏ q i=0 ord P i .
Examples related to SL(n, R)
For a connected real reductive Lie group G and an open subgroup H of the fixed point group of an involutive automorphism σ of G, the homogeneous space G/H is called a reductive symmetric homogeneous space. Then in a suitable realization X of G/H constructed by [O6] , the system of differential equations that defines the simultaneous eigenspace of the elements of the ring D(G/H) of the invariant differential operators on G/H has regular singularities along the boundaries of G/H in this realization. It is an important problem to study the eigenspace. For example, see [K-] in the cases of Riemannian symmetric spaces.
Note that the Lie group G is identified with a symmetric homogeneous space of G × G with respect to the involutive automorphism σ of G defined by σ(g 1 , g 2 ) = (g 2 , g 1 ) for (g 1 , g 2 ) ∈ G 1 × G 2 and that any irreducible admissible representation of G can be realized in an eigenspace of D(G).
In this section we will consider differential equations related to the Lie group G = SL(n, R), which give examples of the differential equations we study in this note. The element of the Lie algebra sl(n, R) of G is identified with that of M (n, R) whose trace equals 0. Let E ij be the fundamental matrix unit whose (i, j)-component equals 1 and the other components are 0. Then sl(n, R) is spanned by the elementsẼ ij = E ij − δij n (E 11 + · · · + E nn ) with 1 ≤ i ≤ j ≤ n. For simplicity we putẼ i =Ẽ ii .
We identify sl(n, R) with the space of right invariant vector field on G by
Here we note that
We first review, by examples, that the invariant differential operators of the Riemannian symmetric space G/K has regular singularities along the boundaries of the space in the realization constructed in [O2] . By the Iwasawa decomposition G =N AK with
the Riemannian symmetric space G/K is identified with the product manifold N ×A with the coordinate (
. Then the Lie algebra of the solvable group ofN A is spanned by the elements
The coordinate (t k , x ij ) ∈ R (n+2)(n−1) 2 can be used for local coordinate of the realization of G/K.
Let U (g) be the universal enveloping algebra of the complexification g of the Lie algebra of G. Then if G = SL(n, R), the ring D(G/K) is naturally isomorphic to the center U (g) G of U (g) and U (g) G is generated by the elements L 2 , . . . , L n which are given by
G is generated by the algebraically independent (n − 1)-elements which are the coefficients of λ k for k = 0, 1, . . . , n − 2. Let k be a Lie algebra of SO(n), which is generated by the elements
Since
Here SL(2, R)/SO(2) is realized in the upper half plane {x + it ; (t, x) ∈ (0, ∞) × R} and ∆ 2 has regular singularities along the real axis. On the other hand, the explicit form of the vector field L X defined by the translation e −sX · p for s ∈ R, X ∈ g and p ∈ SL(2, R)/SO(2) is given by
, where∆ 3 and∆ 2 are the last expressions of ∆ 3 and ∆ 2 in the above, respectively. This expression of invariant differential operators on SL(3, R)/SO(3) is given by [O1] to obtain the Poisson integral representation of any simultaneous eigenfunction of the operators on the space, where such representation is first obtained in the space with the rank larger than one. In fact 4∆ 2 and 8∆ 2 + 8∆ 3 are explicitly written there under the coordinate (s, t, u, v, w) with (s, t, u, v, w x, y, z) , which corresponds to a local coordinate system in the realization given in [OS] .
We will examine more examples. For a in (23) we have
+ t
Let ( , V ) be a finite dimensional representation of a closed subgroup
Consider the case when H = K. Because of the decomposition G = KAK the function f ∈ C ∞ (G/K; ) is determined by its restriction on KA and by the natural map K × A → KA the restriction can be considered as a function f on K × A. Then the action of the differential operator L 2 tof is
at (k, a) ∈ K × A, which follows from (24). Here the induced representation of the Lie algebra k of K is also denoted by .
for X ∈ k. Hence the function f is determined by its restrictionf on A and the action of the operator L 2 tof is
Next we assume H = N and is a character of N . Then there exist complex numbers c 1 , . . . , c n−1 such that
The element f ∈ C ∞ (G/N ; ) is determined by the restrictionf = f | KA and it follows from (25) that the operation of L 2 tof is ∑ 1≤i<j≤n Here C 1 , C 2 and C 3 are any complex numbers. We can generalize the Schrödinger operators in terms of root systems (cf. [OP] ). Let Σ be an irreducible root system with rank n, Σ + a positive system of Σ and Ψ ⊂ Σ a fundamental system of Σ + . Then Σ is identified with a finite subset of a Euclidean space R n and
and
are Schrödinger operators of Heckman-Opdam's hypergeometric system (cf. [HO] ) and Toda finite chain (cf. [To] ) corresponding to the fundamental system Ψ , respectively. , respectively, this is proved by [Wa] in general. We will examine this in the case when n = 2. 
with m square matrices of size whose components are functions R ν,i (t) of the one variable t.
Proof. The coefficients of R.
