The changes to telemetry, on-line recording of digital seismic data, and off-line data processing that were planned in 1985 were being gradually implemented. Some were completed during this period, while others await further development.
The period of very low seismicity that began in November 1985 continued through February of this year, but the period from March through June had a level closer to normal.
There was one event of magnitude 4.0 during this six-month period.
On June 30 Dr. Carl Johnson, the architect of southern California network computer processing, transferred to the Hawaiian Volcano Observatory (HVO) after seven and a half years at the Pasadena office of the USGS. He will continue to be involved in the evolution of the CUSP data acquisition system which is now in use at HVO as well as in central and southern California.
II. EARTHQUAKE DATA PROCESSING, JANUARY 1 THROUGH JUNE 30, 1986 The CUSP data acquisition and processing system (Johnson, 1983) has been brought into full operation on the new VAX off-line processing computer.
For a full discussion of data processing see Norn's et al., (1986) .
The daily processing effort focused simultaneously on current data and the August -December 1985 backlog (Norn's et al., 1986b) . In spite of the extra work added by the backlog data, most of the earthquakes that were recorded by the on-line system in the first half of 1986 were located within a few days of their occurrence. By the end of the period the 1985 backlog has been reduced from 18 weeks to seven weeks.
Seismic signals for most stations in the array are routinely recorded on analog "FM" tapes. Sections of these daily tapes that hold earthquakes and teleseisms are routinely dubbed from these magnetic tapes and archived in the Menlo Park office of the USGS.
During the reporting period, however, this dubbing system was interrupted because of a shortage of blank tapes. Consequently, analog data for the periods of May 10-30 and June 20-24 were not preserved. A full explanation of this system appears in Norn's et al., (1986a) .
Inquiries about these data should be directed to Jack Tomey in the Menlo Park office at (415) 323-8111, ext. 2632. In June of 1986, new on-line software was installed on the computers that detect and record earthquakes in the Southern California Seismic Network.
No changes in the hardware have been made; the online system continues to run on twin POP 11/34's, each with a Tustin A/D converter and one RA81 disk drive.
The new software was designed to be compatible with the CUSP (Caltech/USGS Seismic Processor) off-line data processing software (Johnson, 1979 (Johnson, , 1983 .
The new software offers a number of advantages over the old version:
The program modules are "swappable", allowing Digital Equipment Corporation (DEC) DECNet software to run simultaneously. Use of DECNet allows data to be transferred from the on-line computers to the off-line processing computer electronically, over an Ethernet link.
0
The system will accept up to 300 channels of input.
The specification and modification of the channel identification, subnet configuration and triggering parameters is easier.
0 Console output is more concise.
Only traces which record energy or are close to the event are saved, reducing the amount of disk storage used for each event.
There are also some disadvantages, compared to the old system: 0
The new system detects fewer very small earthquakes than the old one.
0 Non-triggered stations outside of triggered subnets are not saved.
The new on-line code differs from older systems in that it is divided into modules that can be "swapped" in and out of the limited available memory. Only those program modules that interact with the A/D converter remain in memory permanently. The modules themselves are very similar to those written by Johnson for the Seismic network at HVO. However, the HVO on-line computer (a VAX 750) has sufficient virtual memory to allow all the modules to remain resident in memory.
On our smaller 11/34 systems it is necessary to make them swap out of memory onto disk periodically to make room for the DECNet software. In theory, the DECNet/Ethernet link allows near real-time earthquake locations, because event files can be transferred to the off-line VAX 750 for processing immediately after they are recorded. The real-time part of the system (SCARAB) continuously writes data from the A/D converter into two alternating, temporary buffers in memory and then to a circular buffer (TANK.DAT) on the RA81 disk drive. (Mnemonically speaking, there are two "bugs" in the on-line system. One is SCARAB, a dung beetle which rolls balls of data into the TANK.DAT file. The other is SPIDER which sits in the middle of its web ,the Network, and detects motion around it.) All of the other modules, including event detection, run as memory becomes available.
The programs have approximately 30 minutes to complete their work on the data in the buffer before it is over-written by new data.
The event detection module, SPIDER, swaps in every 10 seconds. SPIDER is similar to the detection process on the previous system. 84 overlapping subnets of from seven to 10 stations have been defined to -2-optimize detection in particular geographic area. If the short-term average (5 seconds) of the amplitude exceeds the long-term average (60 seconds) by a pre-determined factor (currently 2.0) on four stations in a subnet for a predetermined period of time (8 seconds), that subnet and, consequently, the on-line system, is triggered. Buffered data for the 30 second period before the trigger are recorded to insure that early P arrivals are not lost and data continue to be recorded until 20 seconds after all subnets become "detriggered". All of these numbers are parameters in the file WEB.MEM which can easily be adjusted.
Only data from triggered stations and from untriggered stations that are members of triggered subnets are saved. (Subnets may have "silent" members, such as weak stations or low-gain or horizontal components, which do not participate in the triggering but are saved when the subnet is triggered.) Recording only stations in triggered subnets reduces the volume of data that is transferred over the DECNet, which significantly decreases disk storage and drain on system resources. This network information is stored in the files NET.DCK and WEB.DCK.
After an event has been detected, SPIDER writes 16 blocks of data to an event file with the specification Xn.EVT, where 'n' is a unique sequence number. This number, the "CUSP ID", will uniquely identify each event as it moves through off-line processing.
This 16-block header contains information about the start and stop times of the trigger, its place in the buffer, and the subnets that are to saved. Another program, SLING, then swaps in and stays in memory long enough to write the multiplex seismogram data from the TANK.DAT to the Xn.EVT file. Only when it has finished can SPIDER swap back in again. If all is well, SPIDER has time to look for earthquakes in the data that SCARAB has added to the TANK.DAT during the time SPIDER was swapped out. When SPIDER is finished, SLING gets its turn to finish any more Xn.EVT files that SPIDER might have created. These modules continue to swap in and out of memory, each doing its part of the on-line detection and recording task.
In practice, SPIDER may not run fast enough on 100 Hz data from 256 stations to leave SLING enough CPU time to do its work. A typical small seismic event (magnitude 1.0 to 2.0) takes four to six minutes for SLING to process, from trigger time until the final close of the Xn.EVT file. This total processing time, which includes the length of the trigger itself, is referred to as the "latancy" time. During this time raw network data is being written into the TANK.DAT by SCARAB. A few small events in close succession will drive the latancy time to greater than 30 minutes, and the TANK.DAT buffer will wrap around causing unprocessed data to be lost.
To speed up SPIDER, only every forth block of data in the TANK.DAT is used to calculate amplitude averages for event detection. At 100 hz digitization rate, about 1/4 second out of every second is used. Under this regime an event that keeps a particular station triggered for less than 3/4 second may be missed by SPIDER. Therefore, the probability of detection of very small events is diminished.
In the early stages of testing, the old on-line software was run side-by-side with the new version, on the twin 11/34's.
Many events shorter than 10 seconds coda duration which triggered the old system were missed by the new one. A few events up to 15 seconds duration were missed, depending on their location in the Network.
No local events longer than 15 seconds duration were missed.
This sacrifice of small events was considered a reasonable price for the near real-time advantages of the new code. We expect to see the annual total of local events recorded by the Network to drop from about 15,000 to about 10,000.
The finished Xn.EVT files may be retrieved from the on-line system in two ways.
A batch procedure (HARVST) runs every 10 minutes on the off-line VAX 750 and copies any new Xn.EVT files over the Ethernet from the on-line machine.
On the VAX the new event is scheduled for demultiplexing (DEMULT) and another batch process demultiplexes the data and creates the Xn.MEM file and Xn.GRM files that are necessary for CUSP processing.
Both HARVST and DEMULT run in indefinite loops, waking up every 10 minutes to look for new events.
In addition, all Xn.EVT files are written to tape from the 11/34 using a module called FLING, which also deletes them from the disk. As a precaution, both on-line systems are "flung" at least once every day, but only the one designated as the primary on-line system, is looked at by HARVST.
If the .primary system should go down, events are loaded onto the VAX from FLING tapes made on the secondary system.
At the operator's discretion, a software P-picker can also be run on the off-line computer as an indefinite loop batch process.
In general, the P-picker is slower than a human at a graphics terminal and less accurate, but it has the advantage of being able to work all night without coffee.
During periods of average seismicity, a completely automatic preliminary location is available 20 to 30 minutes after the occurrence of the earthquake.
This is approximately the response time of a seismologist at night, so the location is available at about the time the seismologist arrives. The operator may look at the event on a graphics terminal using the usual CUSP software at any time after DEMULT has finished.
Less than two weeks after both 11/34's began running the new code, the system received a severe test. On July 8, an area of dense station coverage in the middle of the Network near North Palm Springs, experienced a Mj_ 5.6 event with attendant aftershocks. (This earthquake will be discussed in the next edition of this Bulletin). Approximately 1654 events should have been detected in the first six hours of the sequence.
In fact, the TANK.DAT buffer wrapped around on both systems within 40 minutes due to the intense aftershock activity and stayed that way until the systems were shut down and restarted four hours later. During this time, only fragmentary sections of digital data were recorded. (It is hoped that digital data can be recovered from analog tape backups in the near future.)
Following that experience, it was decided to run the secondary system at a digitization rate of 62.5 Hz. This is the rate that was used on the previous system.
The detection threshold is further degraded under this regime, because the time period between every fourth block is longer. However, to date no significant earthquakes have been missed, and the primary system, which still runs at 100 Hz, is preferentially used. This arrangement has the added advantage that more events will fit onto the disk on the secondary system, making it a more reliable backup during periods of high seismicity.
This new scheme was quickly put to the test on July 13 by a ML 5.3 shock about 28 miles offshore near Oceanside that was followed by an unusually vigorous aftershock sequence.
(This earthquake will be discussed in the next edition of this Bulletin). This sequence did not load the system as severely as the one on July 8, but it did wrap around the buffer on the primary 11/34 during the aftershock sequence. The secondary system performed well, however, and the primary was stopped and restarted immediately, so no data were lost.
From the point of view of data processing speed and efficiency, the new software is an improvement over the old. In particular, the offline CUSP software used to expend a large amount of CPU time demultiplexing seismograms that were too far away from the triggering event to show any energy whatsoever. Furthermore, when all is working well, much of the demultiplexing happens automatically at night.
A small but significant amount of time was also expended demultiplexing and timing events less than MQ 1.0, which now are not recorded at all.
In addition to simplifying the task of data collection and giving us a real-time capability it is hoped that the new on-line sytem will translate into better and faster availability of digital data for the researchers.
III. NETWORK OPERATION, JANUARY 1 THROUGH JUNE 30, 1986
Major changes to station electronics and telemetry are taking place this year. Sections of this and subsequent bulletins will be devoted to reporting and explaining those changes. Table 1 provides a description of the equipment installed at each remote site and the discriminator type at the Seismological Laboratory in Pasadena. This table summarizes the state of the Network prior to the modifications planned for 1986, and will be updated in future Bulletins as changes occur. Stewart and O'Neill (1980) give a FORTRAN program that can be used to calculate the response of any instrument in the USGS networks from the poles of the individual conponents (ie. seismometer, amplifier/VCO, discriminator). Their Tables 2-4 list the parameters needed to calculate the response of most of the devices in use today except certain discriminators. Table 2 of this report lists the parameters for these additional discriminators.
We have used the notation of Stewart and O'Neill (1980) . Discriminators of the type J101M, J110, 6243, and 6203 do not vary among themselves. The J101 discriminators all have response curves with the same shape but with different corners. Therefore, for these discriminators the additional information of their 70% level is given in Tables 2.
The corner frequencies for these discriminators are given in parentheses in column two of Table 1 .
As the corner moves from one value to another, linear interpolation can be used to calculate the new pole positions.
See the values in Table 2 for examples. Following Stewart and O'Neill (1980) , the absolute gain at any instrument is the product of the following factors: Table 3 The Network station configuration did not change during the period (Figure 2 ). Four new sites are planned for the Victorville area to replace current stations that are frequent targets of vandalism; Round Mountain (RDM) and Rodman Mountain (ROD).
A temporary shortage of Network technicians during the first half of 1986 lead to a higher incidence of station outages than normal.
Fifty new J502 voltage controlled oscillators (VCO) are being assembled and prepared for installation. As of June 30, they had been installed at two stations (ADL and ELM).
The new components will improve the signal to noise ratio at sites where they are installed.
Most of the VCO's used at Network stations generate a calibration pulse at 24 hour intervals. Because of the recent modifications to the on-line system discussed above, it will soon be possible to routinely examine these calibration pulses. The pulses contain coded information about the VCO type and attenuation setting, and tests of internal electronics and the damping of the seismometer. These data will be useful for calibration of the network stations and studies requiring information about instrument response.
The construction of the microwave telemetry system was completed in 1985, and in May 1986 a testing program began on the string of relay stations between Edwards Air Force Base in the Mojave Desert and the Seismological Laboratory. Other segments of the microwave system may be activated sometime later this year. When it is completely operational the system will carry the signals from almost half of all USGS-operated stations in southern California.
Together Caltech, the University of Southern California (USC), and the Pasadena Field Office of the USGS have agreed to develop a verybroad-band seismic recording system.
The system is based on a 3-component Streckeisen seismometer and Kinemetrics force-balance accelerometers located at the Kresge observatory (PAS) in the San Raphael Hills of Pasadena. It will provide near real-time access to absolute ground motion ranging from the ambient noise level to 2g (more than 160 db) over a frequency range from 10 to 0.001 Hz. Data will be digitally telemetered to the Caltech VAX/750. A digital data logger developed and built by Joseph Steim of Harvard University will be installed at the Kresge site.
This data logger is built around a Motorola 68020 processor and a VME data bus. A full description of the system is given by Steim (1986) .
Installation of the Streckeisen seismometers is scheduled for fall of 1986 and the data logger should be installed in the winter.
IV. SYNOPSIS OF SEISMICITY, JANUARY 1 THROUGH JUNE 30, 1986
Southern California earthquake activity was very low during the first half of 1986, continuing a trend that began in November of 1985. During the reporting period, 6144 earthquakes were located in and around the Network (Figure 3) , however, only 54 of these events were greater than or equal to magnitude 3.0 (Table 3) . This is the lowest rate of activity at that magnitude level since the beginning of 1981. There were 101 events in that magnitude range in the preceeding six months. Felt reports were received for 17 events. The largest earthquake within the Network was a magnitude 4.0 event 12 km west of Santa Barbara on March 10th.
In order to consider the seismicity of southern California in more detail the region has been divided into eleven sub-regions following the example of Alien (unpublised data) ( Figure 5 ). This same scheme was used in earlier Bulletins (Norris, 1986a, b) . These sub-regions are somewhat arbitrary, but generally delineate broad structural and geologic bounds. The cumulative seismicity plots shown in Figures 6a and 6b refer to these sub-regions. The charts show the cumulative count of all earthquakes greater than or equal to magnitude 2.5 in each region for a four year period ending June 30, 1986. They also show individual quakes of magnitude greater than or equal to 4.0. The plots provide a context in which to consider the seismic activity of the latest sixmonth period. The activity of some of the more active sub-regions is discussed below.
SAN BERNARD INO
Several large events occurred in this region during the reporting period (Figure 7) . A magnitude 3.8 event occurred near the east end of the Pinto Mountain fault on February 17. On May 31 a magnitude 3.5 event occurred at the west end of that fault zone where it splays and joins the Mission Creek strand of the San Andreas fault zone.
-7-Five quakes greater than magnitude 3.0 occurred along the complex segment of the San Andreas fault zone between San Bernardino and the Palm Springs area. Focal mechanisms for two of these quakes indicate oblique reverse slip (Figure 7) . On April 5 a notable event occurred at the southern end of the San Andreas fault near Bombay Beach. This magnitude 3.7 earthquake resulted from right-lateral strike-slip on a plane striking N30°W, a trend that agrees with the strike of the San Andreas fault at the surface ( Figure  8 ). The event occurred where the southernmost extension of the San Andreas fault zone joins the northern end of the Brawley seismic zone. This event is especially interesting because events of that size are not common in this area and it is possible that this area will be the point of nucleation for a large quake on the southern San Andreas fault.
IMPERIAL VALLEY
Two minor earthquake swarms occurred in the Brawley seismic zone. The Brawley seismic zone is a 50 km long band of high seismicity that stretches from the southernmost mapped trace of the San Andreas fault to the northern tip of the Imperial fault. No mapped fault is associated with this trend. Earthquake swarms are typical in the area but have been much less frequent since the magnitude 6.4 earthquake near Calexico in October 1979. The first swarm began on February 17 and included events of magnitude 3.4 and 3.1. The second swarm began on April 24 and included a quake of magnitude 3.0 ( Figure  9 ).
Focal mechanisms for the largest member of each swarm indicate right-lateral strike-slip movement on planes parallel to the trend of the San Andreas fault but more westerly trending than the trend of the Brawly seismic zone (Figure 8 ).
L.A. COAST
Activity in the Los Angeles Basin was unusually high during the reporting period (Figure 9) . A magnitude 3.3 quake was felt in Torrance on March 20. On April 5 a magnitude 3.9 event occurred in Long Beach near the epicenter of the Long Beach earthquake of 1933 (ML -6.3).
Its focal mechanism indicates right-lateral strike-slip on a plane parallel to the Newport-Inglewood fault zone. Two quakes rocked Manhattan Beach, a magnitude 3.1 event on May 19 and a 3.6 quake on June 3. Both yield mechanisms showing oblique reverse slip. NORTH ELSINORE Two earthquakes larger than magnitude 3.0 occurred within a week of one another in this region. The first was a magnitude 3.3 quake on March 3 near the junction of the Elsinore and Whittier faults. The second, a magnitude 3.5 quake, occurred six days later near Claremont (Figure 9 ).
SANTA BARBARA
The Ventura-Santa Barbara coastal region has been unusually active since May 1984 (Norn's et a!., 1986a). This activity is evident in the steepening of the cumulative seismicity curve for this region beginning at that time (Figure 6b (40) Focal mechanism for the magnitude 3.9 quake of May 23. Mechanism is a lower hemisphere projection. SN, Sierra Nevada frontal fault; GA, Garlock fault.
