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QUANTIZED SLOW BLOW UP DYNAMICS FOR THE
COROTATIONAL ENERGY CRITICAL HARMONIC HEAT FLOW
PIERRE RAPHAËL AND REMI SCHWEYER
Abstract. We consider the energy critical harmonic heat flow from R2 into
a smooth compact revolution surface of R3. For initial data with corotational
symmetry, the evolution reduces to the semilinear radially symmetric parabolic
problem
∂tu− ∂
2
ru−
∂ru
r
+
f(u)
r2
= 0
for a suitable class of functions f . Given an integer L ∈ N∗, we exhibit a set of
initial data arbitrarily close to the least energy harmonic map Q in the energy
critical topology such that the corresponding solution blows up in finite time by
concentrating its energy
∇u(t, r)−∇Q
(
r
λ(t)
)
→ u∗ in L2
at a speed given by the quantized rates:
λ(t) = c(u0)(1 + o(1))
(T − t)L
|log(T − t)|
2L
2L−1
,
in accordance with the formal predictions [3]. The case L = 1 corresponds to
the stable regime exhibited in [37], and the data for L ≥ 2 leave on a manifold of
codimension (L− 1) in some weak sense. Our analysis lies in the continuation of
[36], [32], [37] by further exhibiting the mechanism for the existence of the excited
slow blow up rates and the associated instability of these threshold dynamics.
1. Introduction
1.1. The parabolic heat flow. The harmonic heat flow between two embedded
Riemanian manifolds (N, gN ), (M,gM ) is the gradient flow associated to the Dirich-
let energy of maps from N →M :{
∂tv = PTvM (∆gNv)
v|t=0 = v0
(t, x) ∈ R×N, v(t, x) ∈M (1.1)
where PTvM is the projection onto the tangent space to M at v. The special case
N = R2, M = S2 corresponds to the harmonic heat flow to the 2-sphere
∂tv = ∆v + |∇v|2v, (t, x) ∈ R× R2, v(t, x) ∈ S2 (1.2)
and is related to the Landau Lifschitz equation of ferromagnetism, we refer to [3],
[1], [13], [14] and references therein for a complete introduction to this class of
problems. We shall from now on restrict our discussion to the case:
N = R2.
Smooth initial data yield unique local in time smooth solutions which dissipate the
Dirichlet energy
d
dt
{∫
R2
|∇v|2
}
= −2
∫
R2
|∂tv|2.
1
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An essential feature of the problem is that the scaling symmetry
u 7→ uλ(t, x) = u(λ2t, λx), λ > 0
leaves the Dirichlet energy unchanged, and hence the problem is energy critical.
1.2. Corotational flows. We restrict our attention in this paper to flows with so
called co-rotational symmetry. More precisely, let a smooth closed curve in the
plane parametrized by arclength
u ∈ [−pi, pi] 7→
∣∣∣∣ g(u)z(u) , (g′)2 + (z′)2 = 1,
where
(H)
 g ∈ C
∞(R) is odd and 2pi periodic,
g(0) = g(pi) = 0, g(u) > 0 for 0 < u < pi,
g′(0) = 1, g′(pi) = −1,
(1.3)
then the revolution surface M with parametrization
(θ, u) ∈ [0, 2pi] × [0, pi] 7→
∣∣∣∣∣∣
g(u) cos θ
g(u) sin θ
z(u)
is a smooth1 compact revolution surface of R3 with metric (du)2+g2(u)(dθ)2. Given
a homotopy degree k ∈ Z∗, the k-corotational reduction to (1.1) corresponds to
solutions of the form
v(t, r) =
∣∣∣∣∣∣
g(u(t, r)) cos(kθ)
g(u(t, r)) sin(kθ)
z(u(t, r))
(1.4)
which leads to the semilinear parabolic equation:{
∂tu− ∂2ru− ∂rur + k2 f(u)r2 = 0,
ut=0 = u0
f = gg′. (1.5)
The k-corotational Dirichlet energy becomes
E(u) =
∫ +∞
0
[
|∂ru|2 + k2 (g(u))
2
r2
]
rdr (1.6)
and is minimized among maps with boundary conditions
u(0) = 0, lim
r→+∞u(r) = pi (1.7)
onto the least energy harmonic map Qk which is the unique -up to scaling- solution
to
r∂rQk = kg(Qk) (1.8)
satisfying (1.7), see for example [6]. In the case of S2 target g(u) = sinu, the
harmonic map is explicitly given by
Qk(r) = 2 tan
−1(rk). (1.9)
1see eg [12]
31.3. The blow up problem. The question of the existence of blow up solutions
and the description of the associated concentration of energy scenario has attracted
a considerable attention for the past thirty years. In the pioneering works of Struwe
[40], Ding and Tian [9], Qing and Tian [20] (see Topping [41] for a complete history
of the problem), it is shown that if occurring, the concentration of energy implies
the bubbling off of a non trivial harmonic map at a finite number of blow up points
v(ti, ai + λ(ti)x)→ Qi, λ(ti)→ 0 (1.10)
locally in space. In particular, this shows the existence of a global in time flow on
negatively curved targets where no nontrivial harmonic map exists.
For corotational data and homotopy number k ≥ 2, Guan, Gustaffson, Tsai [13],
Gustaffson, Nakanishi, Tsai [14] prove that the flow is globally defined near the
ground state harmonic map. In fact, Qk is asymptotically stable for k ≥ 3, and
in particular no blow up will occur, and eternally oscillating solutions and infinite
time grow up solutions are exhibited for k = 2.
A contrario, for k = 1, the existence of finite time blow up solutions has been proved
in various different geometrical settings using strongly the maximum principle, see
in particular Chang, Ding, Ye [4], Coron and Ghidaglia [5], Qing and Tian [20],
Topping [41]. Despite some serious efforts and the use of the maximum principle,
see in particular [1], very little was known until recently on the description of the
blow up bubble and the derivation of the blow up speed, in particular due to the
critical nature of the problem.
We shall from now on and for the rest of the paper focus onto the degree
k = 1
case which generates the least energy no trivial harmonic map Q ≡ Q1. For D2
initial manifold and S2 target, Van den Berg, Hulshof and King [3] implement in the
continuation of [15] a formal analysis based on the matched asymptotics techniques
and predict the existence of blow up solutions of the form
u(t, r) ∼ Q
(
r
λ(t)
)
(1.11)
with blow up speed governed by the quantized rates
λ(t) ∼ (T − t)
L
|log(T − t)| 2L2L−1
, L ∈ N∗.
We will further discuss the presence of quantized rates which is reminiscent to the
classification of type II blow up for the supercritical nonlinear heat equation [34].
We revisited completely the blow up analysis in [37] by adapting the strategy
developed in [36], [32] for the study of wave and Schrödinger maps, with two main
new input:
• we completely avoid the formal matched asymptotics approach and replace
it by an elementary derivation of an explicit and universal system of ODE’s
which drives the blow up speed. A similar simplification further occurred in
related critical settings, see in particular [38];
• we designed a robust universal energy method to control the solution in the
blow up regime, and which applies both to parabolic and dispersive prob-
lems. In particular, we aim in purpose at making no use of the maximum
principle.
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These techniques led in [37] to the construction of an open set of corotational ini-
tial data arbitrarily close to the ground state harmonic map in the energy critical
topology such that the corresponding solution to (1.5) bubbles off an harmonic map
according to (1.11) at the speed
λ(t) ∼ T − t|log(T − t)|2 i.e. L = 1.
This is the stable2 blow up regime.
1.4. Statement of the result. Our main claim in this paper is that the analysis
in [37] can be further extended to exhibit the unstable modes which are responsible
for a discrete sequence of quantized slow blow up rates.
Theorem 1.1 (Excited slow blow up dynamics for the 1-corotational heat flow).
Let k = 1 and g satisfy (1.3). Let Q be the least energy harmonic map. Let L ∈ N∗.
Then there exists a smooth corotational initial data u0(r) such that the corresponding
solution to (1.5) blows up in finite time T = T (u0) > 0 by bubbling off a harmonic
map:
∇u(t, r)−∇Q
(
r
λ(t)
)
→ ∇u∗ in L2 as t→ T (1.12)
at the excited rate:
λ(t) = c(u0)(1 + ot→T (1))
(T − t)L
|log(T − t)| 2L2L−1
, c(u0) > 0. (1.13)
Moreover, u0 can be taken arbitrarily close to Q in the energy critical topology.
Comments on the result:
1. Regularity of the asymptotic profile: Arguing as in [37] and using the esti-
mates of Proposition 3.1, one can directly relate the rate of blow up (1.13) to the
regularity of the remaining excess of energy, in the sense that u∗ exhibits an HL+1
regularity is some suitable Sobolev sense, see Remark 4.1. See also [31] for a related
phenomenon in the dispersive setting.
2. Stable and excited blow up rates: The case L = 1 is treated in [37] and
corresponds to stable blow up. For L ≥ 2, the set of initial data leading to (1.13) is
of codimension (L− 1) in the following sense: there exist fixed directions (ψi)2≤i≤L
such that for any suitable perturbation ε0 of Q, there exist (ai(ε0))2≤i≤L ∈ RL−1
such that the solution to (1.5) with data
Q+ ε0 +Σ
L
i=2ai(ε0)ψi
blows up in finite time with the blow up speed (1.13). Building a smooth man-
ifold would require proving local uniqueness and smoothness of the flow ε0 7→
ai(ε0))2≤i≤L which is a separate problem, we refer for example to [18] for an in-
troduction to this kind of issues. The control of the unstable modes relies on a
classical soft and powerful Brouwer type topological argument in the continuation
of [7], [8], [16].
3. On quantized blow up rates. There is an important formal and rigorous lit-
erature on the existence of quantized blow up rates for parabolic problems. In
2in the presence of corotational symmetry, blow up dynamics are expected to be unstable by
rotation under general perturbations, see [32].
5the pioneering formal works [15], [11], Filippas, Herrero and Velasquez predicted
the existence of a sequence of quantized blow up rates for the supercritical power
nonlinearity heat equation
∂tu = ∆u+ u
p, x ∈ Rd, p > p(d), d < 7,
and this sequence is in one to one correspondence with the spectrum of the linearized
operator close the explicit singular self similar solution. After this formal work, and
using the a priori bounds on radial type II blow up solutions of Matano and Merle
[25], [26], Mizogushi completely classified the radial data type II blow up according
to these quantized rates. Note that Mizogushi finishes the classification using the
Matano-Merle a priori estimates on threshold dynamics which heavily rely on the
maximum principle, but the argument is not constructive. One of the main input
of our work is to revisit the formal derivation of the sequence of blow up rates and
to relate it not to a spectral problem, but to the structure of the resonances of the
linearized operator H close to Q and of its iterates, i.e. the growing solutions to
HkTk = 0, k ∈ N∗.
In particular, we show how the dynamics of tails as initiated in [36], [32] leads to a
universal dynamical system driving the blow up speed which admits unstable solu-
tions (1.13) corresponding to a codimension (L− 1) set of initial data. Another by
product of this analysis is the first explicit construction of type II blow up for the
energy critical nonlinear heat equation, [39]
4. Classification of the flow near Q. The question of the classification of the flow
near the harmonic map, and more generally near the ground state solitary wave in
nonlinear evolution problems, has attracted a considerable attention recently, see
for example [35]. This program has been concluded for the mass critical (gKdV)
equation in the series of papers [24], [23], [22] where it is shown that provided the
data is taken close enough to the ground state in a suitable topology which is strictly
smaller than the energy norm, then the blow up dynamics are completely classified.
A contrario, arbitrarily slow blow up can be achieved for large deformations of the
ground state in this restricted sense. The existence of such slow blow up regimes
remains however open in many important instances, in particular for the mass crit-
ical (NLS), see [33] for a further introduction to this delicate problem. For energy
critical problems like wave or Schrödinger maps, the recent construction [19] shows
that arbitrarily slow blow up can be achieved, but the known examples so far are
never C∞ smooth. The structure of the flow near Q is also somewhat mysterious
and various new kind of global dynamics have been constructed, see [10], [2]. One of
the new input of our analysis in this paper is to show the essential role played by he
control of higher order Sobolev norms which provide a new topology to measure the
distance to the solitary wave which is sharp enough to see all the blow up regimes
(1.13). The control of these norms acts in the energy method as a replacement of
the counting of the number of intersections of the solution with the ground state
which in the parabolic setting plays an essential role for the classification of the blow
up dynamics, [34], but relies in an essential way on maximum principle techniques.
We believe that the blow up solutions we construct in this paper are the building
blocks to classify the blow up dynamics near the ground state in a suitable topology.
5. Extension to dispersive problems. We treat in this paper the parabolic prob-
lem, but the works [36], [32] for the dispersive wave and Schrödinger maps with S2
target show the robustness of the approach. We expect that similar constructions
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can be performed there as well to produce arbitrarily slow C∞ blow up solutions
with quantized rate, hence completing the analysis of these excited regimes started
in the seminal work [19].
Aknowledgments: P.R would like to thank Frank Merle and Igor Rodnianski for
stimulating discussions on this problem. P.R and R.S. are supported by the junior
ERC/ANR project SWAP. P.R is also party supported by the senior ERC grant
BLOWDISOL.
Notations: We introduce the differential operator
Λf = y · ∇f (energy critical scaling).
Given a parameter λ > 0, we let
uλ(r) = u(y) with y =
r
λ
.
Given a positive number b1 > 0, we let
B0 =
1√
b1
, B1 =
|logb1|√
b1
. (1.14)
We let χ be a positive nonincreasing smooth cut off function with
χ(y) =
{
1 for y ≤ 1,
0 for y ≥ 2.
Given a parameter B > 0, we will denote:
χB(y) = χ
( y
B
)
. (1.15)
We shall systematically omit the measure in all radial two dimensional integrals and
note: ∫
f =
∫ +∞
0
f(r)rdr.
Given a p-uplet J = (j1, . . . , jp) ∈ Np, we introduce the norms:
|J |1 = Σpk=1jk, |J |2 = Σpk=1kjk. (1.16)
We note
Bd(R) = {x ∈ Rd, |x| =
(
Σdi=1x
2
i
) 1
2 ≤ R}.
1.5. Strategy of the proof. Let us give a brief insight into the strategy of the
proof of Theorem 1.1.
(i) Renormalized flow and iterated resonnances.
Let us look for a modulated solution u(t, r) of (1.5) in renormalized form
u(t, r) = v(s, y), y =
r
λ(t)
,
ds
dt
=
1
λ2(t)
(1.17)
which leads to the self similar equation:
∂sv −∆v + b1Λv + f(v)
y2
= 0, b1 = −λs
λ
. (1.18)
We know from theoretical ground that if blow up occurs, v(s, y) = Q(y) + ε(s, y)
for some small ε(s, y), and hence the linear part of the ε flow is governed by the
Schrödinger operator
H = −∆+ f
′(Q)
y2
.
7The energy critical structure of the problem induces an explicit resonance:
H(ΛQ) = 0
where from explicit computation:
ΛQ ∼ 2
y
as y →∞. (1.19)
More generally, the iterates of the kernel of H computed iteratively through the
scheme
HTk+1 = −Tk, T0 = ΛQ, (1.20)
display a non trivial tail at infinity:
Tk(y) ∼ y2k−1(cklogy + dk) for y ≫ 1. (1.21)
(ii) Tail dynamics. We now generalize the approach developed in [36], [32] and claim
that (Tk)k≥1 correspond to unstable directions which can be excited in a universal
way. To see this, let us look for a slowly modulated solution to (1.18) of the form
v(s, y) = Qb(s)(y) with
b = (b1, . . . , bL), Qb = Q(y) + Σ
L
i=1biTi(y) + Σ
L+2
i=2 Si(y) (1.22)
and with a priori bounds
bi ∼ bi1, |Si(y)| . bi1yCi ,
so that Si is in some sense homogeneous of degree i in b1. Our strategy is the fol-
lowing: choose the universal dynamical system driving the modes (bi)1≤i≤L which
generates the least growing in space solution Si. Let us illustrate the procedure.
O(b1). We do not adjust the law of b1 for the first term
3. We therefore obtain from
(1.18) the equation
b1(HT1 + ΛQ) = 0.
O(b21, b2). We obtain:
(b1)sT1 + b
2
1ΛT1 + b2HT2 +HS2 = b
2
1NL(T1, Q)
where NL(T1, Q) corresponds to nonlinear interaction terms. When considering the
far away tail (1.21), we have for y large,
ΛT1 ∼ T1, HT2 = −T1
and thus
(b1)sT1 + b
2
1ΛT1 + b2HT2 ∼ ((b1)s + b21 − b2)T1,
and hence the leading order growth is cancelled by the choice
(b1)s + b
2
1 − b2 = 0. (1.23)
We then solve for
HS2 = −b21(ΛT1 − T1) +NL(T1, Q)
and check that S2 ≪ b21T1 for y large.
O(bk+11 , bk+1). At the k-th iteration, we obtain an elliptic equation of the form:
(bk)sTk + b1bkΛTk + bk+1HTk+1 +HS1 = b
k+1
1 NLk(T1, . . . , Tk, Q).
We have from (1.21) for tails:
ΛTk ∼ (2k − 1)Tk
3if (b1)s = −c1b1, then −λsλ ∼ b1 ∼ e
−c1s and hence after integration in time |logλ| . 1 and
there is no blow up.
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and therefore:
(bk)sTk + b1bkΛTk + bk+1HTk+1 ∼ ((bk)s + (2k − 1)b1bk − bk+1)Tk.
The cancellation of the leading order growth occurs for
(bk)s + (2k − 1)b1bk − bk+1 = 0.
We then solve for the remaining Sk+1 term and check that Sk+1 ≪ bk+11 Tk+1 for y
large.
(iii) The universal system of ODE’s. The above approach leads to the universal
system of ODE’s which we stop after the L-th iterate:
(bk)s + (2k − 1) b1bk − bk+1 = 0, 1 ≤ k ≤ L, bL+1 ≡ 0, −λs
λ
= b1. (1.24)
It turns out, and this is classical for critical problems, that an additional logarithmic
gain related to the growth (1.21) can be captured, and this turns out to be essential
for the analysis4. This leads to the sharp dynamical system:
(bk)s +
(
2k − 1 + 2|logb1|
)
b1bk − bk+1 = 0, 1 ≤ k ≤ L, bL+1 ≡ 0,
−λs
λ
= b1,
ds
dt
= 1
λ2
.
(1.25)
It is easily seen -Lemma 2.14- that (1.25) rewritten in the original t time variable
admits solutions such that λ(t) touches 0 in finite time T with the asymptotic (1.13),
equivalently in renormalized variables:
λ(s) ∼ (logs)
|d1|
sc1
, b(s) ∼ c1
s
with c1 =
L
2L− 1 , d1 =
−2L
(2L− 1)2 . (1.26)
Moreoever -Lemma 2.15-, the corresponding solution is stable for L = 1, this is the
stable blow up regime, and unstable with (L−1) directions of instabilities for L ≥ 2.
(iv). Decomposition of the flow and modulation equations.
Let then the approximate solution Qb be given by (1.22) which by construction
generates an approximate solution to the renomalized flow (1.18):
Ψb = ∂sQb −∆Qb + bΛQb + f(Qb)
y2
= Mod(t) + O(b2L+2)
where roughly
Mod(t) = ΣLi=1
[
(bi)s + (2i− 1 + 2|logb1| )b1bi − bi+1
]
Ti.
We localize Qb in the zone y ≤ B1 to avoid the irrelevant growing tails for y ≫ 1√b1 .
We then pick an initial data of the form
u0(y) = Qb(y) + ε0(y), |ε0(y)| ≪ 1
in some suitable sense where b(0) is chosen initially close to the exact excited so-
lution to (1.24). From standard modulation argument, we dynamically introduce a
modulated decomposition of the flow
u(t, r) = (Qb(t) + ε)
(
t,
r
λ(t)
)
= (Qb(t))
(
t,
r
λ(t)
)
+ w(t, r) (1.27)
4see for example [36] for a further discussion.
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ture the orthogonality conditions:
(ε(t),HkΦM ) = 0, 0 ≤ k ≤M. (1.28)
Here ΦM (y) is some fixed direction depending on some large constant M which
generates an approximation of the kernel of the iterates of H, see (3.7). This
orthogonal decomposition, which for each fixed time t directly follows from the
implicit function theorem, now allows us to compute the modulation equations
governing the parameters (b(t), λ(t)). TheQb construction is precisely manufactured
to produce the expected ODE’s5:∣∣∣∣λsλ + b1
∣∣∣∣+ΣLi=1 ∣∣∣∣(bi)s + (2i − 1 + 2|logb1|)b1bi − bi+1
∣∣∣∣ . ‖ε‖loc + bL+ 321 (1.29)
where ‖ε‖loc measures a local in space interaction with the harmonic map.
(iii). Control of the radiation and monotonicity formula.
According to (1.29), the core of our analysis is now to show that local norms of ε
are under control and do not perturb the dynamical system (1.24). This is achieved
using high order Sobolev norms adapted to the linear flow, and in particular we
claim that the orthogonality conditions (1.28) ensure the Hardy type coercivity of
the iterated operator:
E2k+2 =
∫
|Hk+1ε|2 &
∫ |ε|2
(1 + y4k+4)(1 + |logy|2) , 0 ≤ k ≤ L.
We now claim the we can control theses norms thanks to an energy estimate seen on
the linearized equation in original variables that is by working with w in (1.27) and
not ε, as initiated in [36], [32]. Here the parabolic structure of the problem simplifies
a bit the analysis to display some repulsively property of the renormalized linearized
operator, see the proof of Proposition 3.48. The outcome is an estimate of the form
d
ds
{E2k+2
λ4k+2
}
.
b2k+31
λ4k+2
|logb1|ck (1.30)
where the right hand side is controlled by the size of the error in the construction of
the approximate blow up profile. Integrating this in time yields two contributions,
one from data and one from the error:
E2k+2(s) . λ4k+2(s)E2k+2(0) + λ4k+2(s)
∫ s
s0
b2k+31
λ4k+2
|logb1|ckdσ.
The second contribution is estimated in the regime (1.26) using the fundamental
algebra:
(2k + 3)− c1(4k + 2) = 1 + 2(L− k − 1)
2L− 1
{ ≥ 1 for k ≤ L− 1,
< 1 for k = L.
(1.31)
Hence data dominates for k ≤ L− 1 up to a logarithmic error:
λ4k+2(s)
∫ s
s0
b2k+31
λ4k+2
|logb1|ckdσ ∼ λ4k+2(logs)C
∫ s
s0
dσ
σ2k+3−c1(4k+2)
∼ λ4k+2(logs)C
which yields the bound
E2k+2 . λ4k+2|logs|C , 0 ≤ k ≤ L− 1 (1.32)
5see Lemma 3.3.
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which simply expresses the boundedness up to a log of w in some Sobolev type Hk+1
norm. On the contrary, for k = L, first of all we can derive a sharp logarithmic gain
in (1.30):
d
ds
{E2L+2
λ4k+2
}
.
b2L+31
λ4L+2|logb1|2 (1.33)
and then the integral diverges from (1.31) and:
λ4k+2(s)
∫ s
s0
b2L+31
λ4L+2|logb1|2 dσ ∼ λ
4k+2(s)
∫ s
s0
1
σ
b2L+21
λ4L+2|logb1|2 dσ ∼
b2L+21
|logb1|2 ≫ λ
4k+2.
We therefore obtain
E2L+2 . b
2L+2
1
|logb1|2 . (1.34)
The difference between the controls (1.32) for 0 ≤ k ≤ L− 1 and the sharp control
(1.34) is an essential feature of the analysis and explains the introduction of an
exactly order L+ 1 Sobolev energy.
We can now reinject this bound into (1.29) and show thanks to the logarithmic
gain in (1.33) that ε does not perturb the system (1.25), modulo the control of the
associated unstable L − 1 modes by a further adjusted choice of the initial data.
This concludes the proof of Theorem 1.1.
This paper is organized as follows. In section 2, we construct the aprroximate
self similar solutions Qb and obtain sharp estimates on the error term Ψb. We also
exhibit an explicit solution to the dynamical system (1.25) and show that it displays
(L − 1) directions of instability. In section 3, we set up the bootstrap argument,
Proposition 3.1, and derive the fundamental monotonicity of the Sobolev type norm
‖HL+1ε‖2
L2
, Proposition 3.6, which is the heart of the analysis. In section 4, we close
the bootstrap bounds which easily imply the blow up statement of Theorem 1.1.
2. Construction of the approximate profile
This section is devoted to the construction of the approximate Qb blow up profile
and the study of the associated dynamical system for b = (b1, . . . , bL).
2.1. The linearized Hamiltonian. Let us start with recalling the structure of
the harmonic map Q which is the unique -up to scaling- solution to
ΛQ = g(Q), Q(0) = 0, lim
r→+∞Q(r) = pi. (2.1)
This equation can be integrated explicitely6. Q is smooth Q ∈ C∞([0,+∞), [0, pi))
and admits using (1.3) a Taylor expansion7 to all order at the origin:
Q(y) = Σpi=0ciy
2i+1 +O(y2p+3) as y → 0, (2.2)
and at infinity:
Q(y) = pi − 2
y
− Σpi=1
di
y2i+1
+O
(
1
y2p+3
)
as y → +∞. (2.3)
The linearized operator close to Q displays a remarkable structure. Indeed, let the
potentials
Z = g′(Q), V = Z2 + ΛZ = f ′(Q), V˜ = (1 + Z)2 − ΛZ, (2.4)
6see [37] for more details
7up to scaling
11
which satisfy from (2.2),(2.3) the following behavior at 0,+∞:
Z(y) =
{
1 + Σpi=1ciy
2i +O(y2p+2) as y → 0,
−1 + Σpi=1 ciy2i +O
(
1
y2p+2
)
as y → +∞, (2.5)
V (y) =
{
1 + Σpi=1ciy
2i +O(y2p+2) as y → 0,
1 + Σpi=1
ci
y2i
+O
(
1
y2p+2
)
as y → +∞, (2.6)
V˜ (y) =
{
4 + Σpi=1ciy
2i +O(y2p+2) as y → 0,
Σpi=1
ci
y2i
+O
(
1
y2p+2
)
as y → +∞, (2.7)
where (ci)i≥1 stands for some generic sequence of constants which depend on the
Taylor expansion of g at (0, pi). The linearized operator close to Q is the Schrödinger
operator:
H = −∆+ V
y2
. (2.8)
and admits the factorization:
H = A∗A (2.9)
with
A = −∂y + Z
y
, A∗ = ∂y +
1 + Z
y
, Z(y) = g′(Q).
Observe that equivalently:
Au = −ΛQ ∂
∂y
(
u
ΛQ
)
, A∗u =
1
yΛQ
∂
∂y
(uyΛQ) (2.10)
and thus the kernels of A and A∗ on R∗+ are explicit:
Au = 0 iff u ∈ Span(ΛQ), A∗u = 0 iff u ∈ Span
(
1
yΛQ
)
. (2.11)
Hence the kernel of H on R∗+ is:
Hu = 0 iff u ∈ Span(ΛQ,Γ) (2.12)
with
Γ(y) = Λφ
∫ y
1
dx
x(Λφ(x))2
=
{
O( 1
y
) as y → 0,
y
4 +O
(
logy
y
)
as y → +∞. (2.13)
In particular, H is a positive operator on H˙1rad with a resonnance ΛQ at the origin
induced by the energy critical scaling invariance. We also introduce the conjuguate
Hamiltonian
H˜ = AA∗ = −∆+ V˜
y2
(2.14)
which is definite positive by construction and (2.11), see Lemma B.2.
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2.2. Admissible functions. The explicit knowledge of the Green’s functions al-
lows us to introduce the formal inverse
H−1f = −Γ(y)
∫ y
0
fΛQxdx+ ΛQ(y)
∫ y
0
fΓxdx. (2.15)
Given a function f , we introduce the suitable derivatives of f by considering the
sequence:
f0 = f, fk+1 =
{
A∗fk for k odd
Afk for k even
, k ≥ 0. (2.16)
We shall introduce the formal notation
fk = Akf.
We define a first class of admissible functions which display a suitable behavior both
at the origin and infinity:
Definition 2.1 (Admissible functions). We say a smooth function f ∈ C∞(R+,R)
is admissible of degree (p1, p2) ∈ N× Z if:
(i) f admits a Taylor expansion at the origin to all order:
f(y) = Σpk=p1cky
2k+1 +O(y2p+3). (2.17)
(ii) f and its suitable derivatives admit a bound for y ≥ 2:
∀k ≥ 0, |fk(y)| .
{
y2p2−k−1(1 + |logy|) for 2p2 − k ≥ 1,
y2p2−k−1 for 2p2 − k ≤ 0 . (2.18)
H naturally acts on the class of admissible functions in the following way:
Lemma 2.2 (Action of H and H−1 on admissible functions). Let f be an admissible
function of degree (p1, p2), then:
(i) ∀l ≥ 1, H lf is admissible of degree:
(max(p1 − l, 0), p2 − l). (2.19)
(ii) ∀l, p2 ≥ 0, H−lf is admissible of degree:
(p1 + l, p2 + l). (2.20)
Proof of Lemma 2.2. This a simple consequence of the expansions (2.2), (2.3).
Let us first show that Hf is admissible of degree at least (max(p1 − 1, 1), p2 − 1)
which yields (2.19) by induction. We inject the Taylor expansions (2.17), (2.18) into
(2.8). Near the origin, the claim directly follows from the Taylor expansion (2.6)
and the cancellation H(y) = cy+O(y3) at the origin. The claim at infinity directly
follows from the relation uk = fk+2 by definition.
Let now p2 ≥ 0 and u = H−1f be given by (2.15), and let us show that u is
admissible of degree at least (p1+1, p2+1) which yields (2.20) by induction. From
the relation uk = fk−2 for k ≥ 2, we need only consider k = 0, 1. We first observe
from the Wronskian relation Γ′(ΛQ)− (ΛQ)′Γ = 1
y
that
AΓ = −Γ′ + Z
y
Γ = −Γ′ + (ΛQ)
′
ΛQ
Γ = − 1
yΛQ
.
We thus compute using the cancellation AΛQ = 0:
Au = −AΓ
∫ y
0
fΛQxdx =
1
yΛQ
∫ y
0
fΛQxdx. (2.21)
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Moreover, we may invert A using (2.10) and the boundary condition u = O(y3)
from (2.15) which yields:
u = −ΛQ
∫ y
0
Au
ΛQ
dx = −ΛQ(y)
∫ y
0
dx
x(ΛQ(x))2
∫ x
0
f(z)ΛQ(z)zdz. (2.22)
This yields using (2.2) the Taylor expansion near the origin:
Au = Σpk=p1c
(1)
k y
2k+2+O(y2p+4), u = −ΛQ
∫ y
0
Au
ΛQ
dx = Σpk=p1c
(2)
k y
2k+3+O(y2p+5)
and hence u is of degree at least p1 + 1 near the origin. For y ≥ 1, we estimate in
brute force from (2.21), (2.22), (2.18) for p2 ≥ 1:
|Au| = |u1| .
∫ y
0
τ2p2−1(1 + |logτ |)dτ . y2p2(1 + |logy|),
|u| . 1
y
∫ y
0
τ2p2(1 + |logτ |)τdτ . y2p2+1(1 + |logy|),
and for p2 = 0:
|Au| = |u1| .
∫ y
1
τ−1dτ . 1 + |logy|,
|u| . 1
y
∫ y
0
(1 + |logτ |)τdτ . y(1 + |logy|).
Hence u satisfies (2.18) with p2 → p2 + 1 and k = 0, 1. 
Let us give an explicit example of admissible functions which will be essential for
the analysis. From (2.2) and the cancellation AΛQ = 0, ΛQ is admissible of degree
(0, 0), and hence Lemma 2.2 ensures:
Lemma 2.3 (Generators of the kernel of H i). Let the sequence of profiles for i ≥ 1
Ti = (−1)iH−iΛQ, (2.23)
then Ti is admissible of degree (i, i).
2.3. b1 admissible functions. We will need an extended notion of admissible func-
tion for the construction of the blow up profile. In the sequel, we consider a small
enough 0 < b1 ≪ 1 and let B0, χB0 be given by (1.14), (1.15). Given l ∈ Z, we let:
gl(b1, y) =
{
1+|log(√b1y)|
|logb1| 1y≤3B0 for l ≥ 1
1y≤3B0
|logb1| for l ≤ 0
(2.24)
and similarily:
g˜l(b1, y) =
{
1+|logy|
|logb1| 1y≤3B0 for l ≥ 1
1y≤3B0
|logb1| for l ≤ 0
. (2.25)
We then define the extended class of b1 admissible functions:
Definition 2.4 (b1 admissible functions). We say a smooth function f ∈ C∞(R∗+×
R+,R) is b1-admissible of degree (p1, p2) ∈ N× Z if:
(i) For y ≤ 1, f admits a representation
f(b1, y) = Σ
J
j=1hj(b1)f˜j(y) (2.26)
for some finite order J ∈ N∗, some smooth functions f˜j(y) with a Taylor expansion
at the origin to all order: ∀y ≤ 1,
f˜j(y) = Σ
p
k=p1
ck,jy
2k+1 +O(y2p+3) (2.27)
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and some smooth functions hj(b1) away from the origin with
∀l ≥ 0,
∣∣∣∣∂lhj∂bl1
∣∣∣∣ . 1bl1 . (2.28)
(ii) f and its suitable derivatives (2.16) satisfy a uniform bound for some constant
cp2 > 0: ∀y ≥ 2, ∀k ≥ 0:
|fk(b1, y)| . y2p2−k−1g2p2−k(b1, y) + y2p2−k−3|logy|cp2
+ Fp2,k,0(b1)y
2p2−k−31y≥3B0 , (2.29)
and ∀l ≥ 1:∣∣∣∣ ∂l∂bl1 fk(b1, y)
∣∣∣∣ . 1bl1|logb1|
{
y2p2−k−1g˜2p2−k(b1, y) + y
2p2−k−3|logy|cp2
}
+ Fp2,k,l(b1)y
2p2−k−31y≥3B0 (2.30)
with
∀l ≥ 0, Fp2,k,l(b1) =
{
0 for 2p2 − k − 3 ≤ −1,
1
bl+11 |logb1|
for 2p2 − k − 3 ≥ 0 (2.31)
Remark 2.5. Let us consider the solution T1 to
HT1 = −ΛQ,
then an explicit computation reveals the growth for y large
ΛQ ∼ 1
y
, T1(y) ∼ ylogy.
The b1 admissibility corresponds to a logb1 gain on the growth at ∞ which is an
essential feature of the slowly growing tails in the construction of the modulated
blow up profile in Proposition 2.12. Observe for example that (2.29), (2.31) imply
the rough bound:
|fk| . (1 + y)2p2−1−k,
∣∣∣∣∂lfk∂bl1
∣∣∣∣ . (1 + y)2p2−1−k|logb1| , k ≥ 0, l ≥ 1, (2.32)
and hence a logarithmic improvement with respect to (2.18). This gain will be
measured in a sharp way through the computation of suitable weighted Sobolev
bounds, see Lemma 2.8.
We claim that H,H−1 and the scaling operators naturally act on the class of b1
admissible functions in the following way:
Lemma 2.6 (Action of H,H−1 and scaling operators on b1-admissible functions).
Let f be a b1-admissible function of degree (p1, p2), then:
(i) ∀l ≥ 1, H lf is b1-admissible of degree:
(max(p1 − l, 0), p2 − l). (2.33)
(ii) ∀l, p2 ≥ 1, H−lf is b1-admissible of degree:
(p1 + l, p2 + l). (2.34)
(iii) Λf = y∂yf is admissible of degree (p1, p2).
(iv) b1
∂f
∂b1
is admissible of degree (p1, p2).
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Proof of Lemma 2.6. step 1 Proof of (i). Let us show that u = Hf is b1-admissible
of degree (max(p1 − 1, 0), p2 − 1) which yields (2.33) by induction. Near the origin,
the claim directly follows from the Taylor expansion (2.27) with (2.26) and the
cancellation H(y) = cy +O(y3) at the origin. For y ≥ 1, H is independent of b1 so
that by definition
∀l ≥ 0, ∂
luk
∂bl1
=
∂lfk+2
∂bl1
which satisfies (2.29), (2.30), (2.31) with p2 → p2−1 and Fp2−1,k,l(b1) = Fp2,k+2,l(b1),
and (2.33) follows.
step 2 Proof of (ii). Let now p2 ≥ 1 and let us show that u = H−1f is admissible
of degree (p1 + 1, p2 + 1) which yields (2.34) by induction. Observe that for k ≥ 2,
∀l ≥ 0, ∂
luk
∂bl1
=
∂lfk−2
∂bl1
which satisfies (2.29), (2.30), (2.31) with p2 → p2+1 and Fp2+1,k,l(b1) = Fp2,k−2,l(b1).
It thus only remains to estimate u,Au and their derivatives in b1.
Estimate for u near the origin: The inversion formulas (2.21), (2.22) ensure the
decomposition of variables near the origin
u(b1, y) = Σ
J
j=1hj(b1)u˜j(y)
with using (2.2) the Taylor expansion near the origin:
Au˜j = Σ
p
k=p1
c
(1)
k,jy
2k+2+O(y2p+4), u˜j = −ΛQ
∫ y
0
Au˜j
ΛQ
dx = Σpk=p1c
(2)
k,jy
2k+3+O(y2p+5)
and hence u is of degree at least p1 + 1 near the origin.
Estimate for u1 = Au for y ≥ 1: We use the formula (2.21) and the assumption
p2 ≥ 1 to estimate for 1 ≤ y ≤ 3B0:
|Au| .
∫ y
0
|f |dτ .
∫ y
0
[
τ2p2−1g2p2−1(b1, τ) + τ
2p2−3|logτ |cp2 ] dτ
.
1
b
p2
1 |logb1|
∫ √b1y
0
σ2p2−1(1 + |logσ|)dσ +O(y2p2−2|logy|1+cp2 )
. y2p2
1 + |log(√b1y)|
|logb1| + y
2p2−2|logy|1+cp2
= y2(p2+1)−2g2(p2+1)−1(b1, y) + y
2(p2+1)−4|logy|1+cp2
and for y ≥ 3B0:
|Au| .
∫ y
0
|f |dτ .
∫ 3B0
0
τ2p2−1g1(b1, τ)dτ +
∫ y
3B0
Fp2,0,0(b1)τ
2p2−3dτ +O(y2p2−2|logy|1+cp2 )
.
1
b
p2
1 |logb1|
+
∫ y
3B0
Fp2,0,0(b1)τ
2p2−3dτ +O(y2p2−2|logy|1+cp2 ).
If p2 = 1 which is the borderline case 2p2 − 3 = −1, then Fp2,0,0 = 0, and we thus
get the bound for all p2 ≥ 1, y ≥ 3B0:
|Au| . y2p2−2
(
1
b1|logb1| + Fp2,0,0(b1)
)
+ y2p2−2|logy|1+cp2
.
1
b1|logb1|y
2p2−2 + y2(p2+1)−4|logy|1+cp2
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and (2.31) is satisfied for (p2 → p2 + 1, k = 1) thanks to 2(p2 + 1)− 1− 3 ≥ 0.
We now pick l ≥ 1. H is independent of b1 so
H
(
∂lu
∂bl1
)
=
∂lf
∂bl1
and we therefore compute from (2.21)
∂lu1
∂bl1
=
1
yΛQ
∫ y
0
ΛQ
∂lf
∂bl1
xdx.
This yields the bound for |y| ≤ 3B0:∣∣∣∣∂lu1∂bl1
∣∣∣∣ . ∫ y
0
1
bl1|logb1|
{
y2p2−1g˜2p2−1(b1, y) + y
2p2−3|logy|cp2} dy
.
1
bl1|logb1|
[
y2p2 g˜1(b1, y) + y
2p2−2|logy|cp2+1]
=
1
bl1|logb1|
[
y2(p2+1)−2g˜2(p2+1)−1(b1, y) + y
2(p2+1)−4|logy|cp2+1
]
and for |y| ≥ 3B0:∣∣∣∣∂lu1∂bl1
∣∣∣∣ . 1bl1|logb1|
[
1
b
p2
1
+ y2p2−2|logy|cp2+1
]
+
∫ y
3B0
Fp2,0,l(b1)y
2p2−3dy.
Again, if p2 = 1, Fp2,0,l = 0 and we therefore obtain the bound for all p2 ≥ 1:∣∣∣∣∂lu1∂bl1
∣∣∣∣ . y2p2−2
[
1
bl+11 |logb1|
+ Fp2,0,l(b1)
]
+
y2p2−2|logy|cp2+1
bl1|logb1|
.
y2(p2+1)−1−3
bl+11 |logb1|
+
1
bl1|logb1|
y2(p2+1)−1−3|logy|cp2+1
and (2.31) is satisfied for (p2 → p2 + 1, k = 1) thanks to 2(p2 + 1)− 1− 3 ≥ 0.
Estimate for u: We now estimate from the above bounds and (2.22): for 1 ≤ y ≤
3B0,
|u| . 1
y
∫ y
0
|Au|τdτ . 1
y
∫ y
0
[
τ2p2+1g2p2+1(b1, τ) + τ
2p2−1|logτ |1+cp2 ] dτ
. y2p2+1
1 + |log(√b1y)|
|logb1| + y
2p2−1|logy|2+cp2
= y2(p2+1)−1g2(p2+1)(b1, y) + y
2(p2+1)−3|logy|2+cp2
and for y ≥ 3B0:
|u| . 1
y
[∫ 3B0
0
τ2p2+1g(b1, τ)dτ +
∫ y
3B0
Fp2+1,1,0(b1)τ
2p2−1dτ
]
+ y2(p2+1)−3|logy|2+cp2
. y2p2−1
[
1
b1|logb1|
]
+ y2(p2+1)−3|logy|2+cp2
which satisfies (2.29) for (p2 → p2 + 1, k = 0) thanks to 2(p2 + 1) − 3 − 1 ≥ 0.
Finally, for l ≥ 1, 1 ≤ y ≤ 3B0:∣∣∣∣∂lu∂bl1
∣∣∣∣ . 1y
∫ y
0
∣∣∣∣∂lu1∂bl1
∣∣∣∣ τdτ . 1ybl1|logb1|
∫ y
0
[
τ2p2+1g˜2p2+1(b1, τ) + τ
2p2−1|logτ |1+cp2 ] dτ
.
1
bl1|logb1|
[
y2(p2+1)−1g˜2(p2+1)(b1, y) + y
2(p2+1)−3|logy|cp2+1
]
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and for y ≥ 3B0:∣∣∣∣∂lu∂bl1
∣∣∣∣ . 1y
[∫ 3B0
0
τ2p2+1g˜1(b1, τ)
bl1|logb1|
dτ +
∫ y
3B0
Fp2+1,1,l(b1)τ
2p2−1dτ
]
+
y2(p2+1)−3|logy|2+cp2
bl1|logb1|
.
y2(p2+1)−3
bl+11 |logb1|
+
y2(p2+1)−3|logy|2+cp2
bl1|logb1|
and hence u is b1 admissible of degree (p1 + 1, p2 + 1).
step 3 Proof of (iii), (iv). The property (iv) is a direct consequence of the
Definition 2.4 of b1 admisssible functions and the trivial bound
g˜l(b1, y)
|logb1| | . gl(b1, y).
. We now turn to the proof of (iii) and first rewrite the scaling operator as
Λ = y∂y = −Id− yA+ (1 + Z).
Near the origin, the existence of the decompositon (2.26) follows directly from the
even parity of the Taylor expansion of Z at the origin (2.5). Far out, let
Λf = −f − yf1 + (1 + Z)f.
A simple induction argument similar to Lemma D.1 yields the expansion for k ≥ 1:
(yf1)k = ck+1yfk+1 + ck+2fk +Σ
k
i=1Pk,i(y)fi (2.35)
with the improved decay:
|∂lyPk,i(y)| .
1
1 + y2+l+k−i
, ∀l ≥ 0, y ≥ 1. (2.36)
We therefore obtain from (2.32), (2.35), (2.36), (2.5) the bound:
|(Λf)k| . |yfk+1|+ |fk|+Σki=0
1
y2+k−i
y2p2−i−1
. y2p2−k−1(g2p2−(k+1) + g2p2−k) + y
2p2−k−3|logy|cp2
+ (Fp2,k,0 + Fp2,k+1,0)y
2p2−k−31y≥3B0
We now observe the monotonicity g2p2−k−1 . g2p2−k from (2.24) and Fp2,k+1,0 .
Fp2,k,0 from (2.31), and thus (Λf)k satisfies (2.30), (2.31) for l = 0. Similarily, for
k ≥ 0, l ≥ 1, we use the bound for y & B0:
y2p2−k−5|Fp2,i,l(b1)| .
y2p2−k−5
bl+11 |logb1|
.
y2p2−k−3
bl1|logb1|
to estimate:∣∣∣∣∂l(Λf)k∂bl1
∣∣∣∣ . ∣∣∣∣y∂lfk+1∂bl1
∣∣∣∣+ ∣∣∣∣∂lfk∂bl1
∣∣∣∣
+ Σki=0
1
yk−i+2
{
1
bl1|logb1|
[
y2p2−i−1 + y2p2−i−3|logy|cp2 ]+ Fp2,i,l(b1)y2p2−i−31y≥3B0}
.
1
bl1|logb1|
[
y2p2−k−1g˜2p2−(k+1) + g˜2p2−k) + y
2p2−k−3|logy|cp2
]
+ (Fp2,k,l + Fp2,k+1,l)y
2p2−k−31y≥3B0
and the bounds g˜2p2−k−1 . g˜2p2−k, Fp2,k+1,l . Fp2,k,l now ensure (2.30), (2.31) for
l ≥ 1. 
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2.4. Slowly growing tails. Let us give an example of admissible profiles wich will
be central in the construction of the leading order slowly modulated blow up profile.
Given b1 > 0 small enough, we let the radiation be:
Σb1 = H
−1
{
− cb1χB0
4
ΛQ+ db1H[(1− χB0)ΛQ]
}
(2.37)
with:
cb1 =
4∫
χB0
4
(ΛQ)2
, db1 = cb1
∫ B0
0
χB0
4
ΛQΓydy. (2.38)
We claim:
Lemma 2.7 (Slowly growing tails). Let (Ti)i≥1 be given by (2.23), then the sequence
of profiles for i ≥ 1
Θi = ΛTi − (2i − 1)Ti − (−1)i+1H−i+1Σb1 , (2.39)
is b1-admissible of degree (i, i).
Proof of Lemma 2.7. step 1 Structure of T1. Let us consider T1 = −H−1ΛQ which
is admissible of degree (1, 1) from Lemma 2.3. For y ≥ 1, and explicit computation
using the expansion (2.3) into (2.15) yields:
T1(y) = ylogy+e0y+O
( |logy|2
y
)
, ΛT1 = ylogy+(1+e0)y+O
( |logy|2
y
)
(2.40)
for some universal constant e0, and hence the essential cancellation:
ΛT1 − T1 = y +O
( |logy|2
y
)
. (2.41)
We now prove that Θi is of order (i, i) by induction on i.
step 2 i = 1. By definition:
Σb1 = Γ(y)
∫ y
0
cb1χB0
4
(ΛQ)2xdx− ΛQ(y)
∫ y
0
cb1χB0
4
ΓΛQxdx
+ db1(1− χB0)ΛQ(y) (2.42)
and thus by definiton of cb1 , db1 given by (2.38):
Σb1 =
 cb1T1 for y ≤
B0
4
4Γ for y ≥ 3B0
(2.43)
In particular, Σb1 admits a representation (2.26) near the origin with J = 1, h1(b1) =
cb1 and f˜1(y) = T1(y), and thus an expansion (2.27) of order p1 = 1 from the first
step. A direct computation on the formula (2.38) yields the bounds:
cb1 =
2
|logb1|
[
1 +O
(
1
|logb1|
)]
, |db1 | .
1
b1|logb1| , (2.44)
∀l ≥ 1,
∣∣∣∣∂lcb1∂bl1
∣∣∣∣ . 1bl1|logb1|2 ,
∣∣∣∣∂ldb1∂bl1
∣∣∣∣ . 1bl+11 |logb1| (2.45)
which imply (2.28).
For y ≥ 3B0, we estimate from (2.13), (2.43):
Σb1(y) = y +O
(
logy
y
)
(2.46)
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and for 2 ≤ y ≤ 3B0:
Σb1(y) = cb1
(
y
4
+O
(
logy
y
))[∫ y
0
χB0
4
(ΛQ)2xdx
]
− cb1ΛQ(y)
∫ y
1
O(1)xdx
= y
∫ y
0 χB0
4
(ΛQ)2∫
χB0
4
(ΛQ)2
+O
(
1 + y
|logb1|
)
. (2.47)
We thus conclude from (2.41), (2.47) that for y ≤ 3B0:
Θ1(y) = y − y
∫ y
0 χB0
4
(ΛQ)2∫
χB0
4
(ΛQ)2
+O
(
1 + y
|logb1|
)
+O
( |logy|2
1 + y
)
= O
(
1 + y
|logb1| (1 + |log(y
√
b1)|
)
which together with the bounds (2.40), (2.46) for y ≥ 3B0 yields the bound for
y ≥ 2:
|Θ1(y)| . yg2(b1, y) +O
( |logy|2
y
)
. (2.48)
We now compute from (2.21), (2.37):
AΣb1 =
1
yΛQ
∫ y
0
ΛQ
[
−cb1χB0
4
ΛQ+ db1H[(1− χB0)ΛQ]
]
xdx
and estimate from (2.44) for y ≤ 3B0:
AΣb1 = −
4
yΛQ
+
cb1
yΛQ
∫ B0
y
(ΛQ)2xdx+O
(
db1
B20
1B0≤y≤3B0
)
= −2 +O (g1(b1, y)) (2.49)
and for y ≥ 3B0:
AΣb1 = −
4
yΛQ
= −2 +O
(
1
y2
)
. (2.50)
Moreover, a simple rescaling argument yields the formula:
A(Λu) = Au+ ΛAu− ΛZ
y
u
and thus using (2.40), (2.5) :
A(ΛT1 − T1) = ΛAT1 − ΛZ
y
T1 = ΛAT1 +O
(
logy
y2
)
.
We now estimate from (2.21), (2.3):
AT1 = −
[
1
yΛQ
∫ y
0
(ΛQ)2xdx
]
= −2logy +O
(
logy
y2
)
and similarily:
ΛAT1 = −2 +O
(
logy
y2
)
from which
A(ΛT1 − T1) = −2 +O
(
logy
y2
)
. (2.51)
We thus conclude from (2.48), (2.49), (2.50), (2.51) that
|AΘ1| . g1(b1, y) +O
(
logy
y2
)
.
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We now turn to the control of HΘ1. We first compute from a simple rescaling
argument:
H(Λu) = 2Hu+ ΛHu− ΛV
y2
u (2.52)
which implies:
H(ΛT1 − T1) = −ΛQ− Λ2Q+O
(
logy
y3
)
= O
(
logy
y3
)
.
Hence the desired cancellation according to (2.24):
|HΘ1| . |H(ΛT1 − T1)|+ |HΣb1 | .
1
(1 + y)|logb1|1y≤3B0 +O
(
logy
y3
)
.
The control of higher order suitable derivatives in y now follows by iteration using
(2.3), (2.6). Hence Θ1 satisfies the bound (2.29) with p2 = 1, l = 0.
We now take derivatives in b1 in which case from (2.42) for l ≥ 1:
∂lΘ1
∂lb1
= −∂
lΣb1
∂bl1
= Γ(y)
∫ y
0
∂l
∂bl1
{
cb1χB0
4
}
(ΛQ)2xdx
− ΛQ(y)
∫ y
0
∂l
∂bl1
{
cb1χB0
4
}
ΓΛQxdx+
∂l
∂bl1
{db1(1− χB0)}ΛQ(y)
and from (2.43):
∂lΘ1
∂lb1
= −∂
lΣb1
∂bl1
(y) = 0 for y ≥ 3B0.
We estimate in brute force from (1.14):∣∣∣∣∂lχB0∂bl1
∣∣∣∣ . 1B0≤y≤2B0bl1
and thus obtain from the Leibniz rule and (2.45) for y ≤ 3B0:∣∣∣∣∂lΘ1∂bl1
∣∣∣∣ . ybl1|logb1|2 (1 + |logy|) +
[
Σlk=1
1
bl−k1 b
k
1 |logb1|2
]
y1B0
2
≤y≤3B0
+
[
Σlk=0
1
bl−k1 b
k+1
1 |logb1|
]
1B0
2
≤y≤3B0
y
.
y(1 + |logy|)
bl1|logb1|2
.
yg˜1
bl1|logb1|
.
The control of higher suitable derivatives
(
∂lAkΘ1
∂bl1
)
l,k≥1
follows similarly using the
explicit formula (2.37). This concludes the proof of the estimate (2.30) with p2 = 1,
and thus Θ1 is b1-admissible of degree (1, 1).
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step 3 i→ i+1. We assume the claim for Θi and prove it for Θi+1. From (2.23),
(2.39), (2.52):
HΘi+1 = H(ΛTi+1)− (2i+ 1)HTi+1 − (−1)iH−i+1Σb1
= ΛHTi+1 − (2i− 1)HTi+1 + (−1)i+1H−i+1Σb1 −
ΛV
y2
Ti+1
= − [(ΛTi − (2i− 1)Ti − (−1)i+1H−i+1Σb1]− ΛVy2 Ti+1
= −Θi − ΛV
y2
Ti+1.
The induction hypothesis ensures that Θi is b1-admissible of order (i, i). Moreoever,
near the origin, Ti+1 is from Lemma 2.3 of degree i+ 1 and hence the development
(2.6) ensures that ΛV
y2
Ti+1 is of degree i+1 near the origin. For y ≥ 1, (2.6) ensures
the improved bound ∣∣∣∣ ∂p∂yp
(
ΛV
y2
)∣∣∣∣ . 1yp+4 , p ≥ 0
and since Ti+1 is of degree i + 1, we obtain from Leibniz rule the rough bound:
∀k ≥ 0, ∣∣∣∣Ak [ΛVy2 Ti+1
]∣∣∣∣ . Σkp=0 1yk−p+4y2(i+1)−p−1|logy|ci . y2i−k−3|logy|ci ,
and hence ΛV
y2
Ti+1, which is independent of b1, satisfies (2.29) and is b1 admissible
of degree (i, i). We conclude from Lemma 2.6 that Θi+1 is admissible of order
(i+ 1, i+ 1). 
2.5. Sobolev bounds on b1 admissible functions. The property of b1-admissibility
leads to simple Sobolev bounds with sharp logartihmic gains. We let B1 be given
by (1.14).
Lemma 2.8 (Estimate of b1 admissible function). Let i ≥ 1 and f be a b1-admissible
function of degree (i, i). Then:∫
y≤2B1
|Hkf |2 . |logb1|
4(i−k−1)
b
2(i−k)
1 |logb1|2
for 0 ≤ k ≤ i− 1, (2.53)
∫
y≤2B1
|Hkf |2 . 1 for k ≥ i. (2.54)
∫
y≤2B1
1 + |logy|2
1 + y4
|Hkf |2 +
∫
y≤2B1
1 + |logy|2
1 + y2
|AHkf |2 . |logb1|3 for k ≥ i− 1.
(2.55)
Remark 2.9. The boundedness of the Sobolev norm (2.54) in the borderline case
k = i is a consequence of the definition (2.24). Indeed,∫
y≤3B0
∣∣∣∣1 + |log√b1y|(1 + y)|logb1|
∣∣∣∣2 ∼ |logb1|
but ∫
y≤3B0
∣∣∣∣ 1(1 + y)|logb1|
∣∣∣∣2 . 1. (2.56)
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Proof of Lemma 2.8. . Let k ≥ 0. Near the origin, the cancelation A(y) = y2+O(y)
and the Taylor expansion (2.27) ensure that Hkf is bounded uniformly in y ≤ 1,
|b1| ≤ 12 . For y ≥ 1, we estimate from (2.29):∫
y≤2B1
|Hkf |2 =
∫
|f2k|2 .
∫
3B0≤y≤2B1
|Fi,2k,0(b1)y2i−2k−31y≥3B0 |2
+
∫
1≤y≤2B1
∣∣∣y2i−2k−1g2i−2k(b,y) + y2i−2k−3|logy|ci∣∣∣2
For k ≥ i, Fi,2k,0 = 0 and we estimate from (2.24), (2.56):∫
y≤2B1
|Hkf |2 . 1 +
∫
1≤y≤2B1
∣∣∣∣y2(i−k)−11y≤3B0|logb1| + y2i−2k−3|logy|ci
∣∣∣∣2 . 1.
For k ≤ i − 1, the growth can be controlled in a sharp way. Indeed, we estimate
-using Fi,2k,0 = 0 for k = i− 1 precisely to avoid an additional logarithmic error-:∫
y≤2B1
|Hkf |2 . B
4i−4k−4
1
b21|logb1|2
+
1
|logb1|2
∫
y≤3B0
y4(i−k)−2(1 + |log
√
b1y|2) +B4(i−k)−41 |logb1|2cp2+1
. 1 +
B
4(i−k)
0
|logb1|2 +
|logb1|4(i−k−1)
b
2(i−k)
1 |logb1|2
.
|logb1|4(i−k−1)
b
2(i−k)
1 |logb1|2
.
Finally, for k ≥ i− 1, we estimate using the rough bound (2.32):∫
y≤2B1
1 + |logy|2
1 + y4
|Hkf |2 +
∫
y≤2B1
1 + |logy|2
1 + y2
|AHkf |2
.
∫
y≤2B1
1 + |logy|2
1 + y4
∣∣∣(1 + y)2i−2k−1∣∣∣2 + ∫
y≤2B1
1 + |logy|2
1 + y2
∣∣∣(1 + y)2i−2(k+1)−1∣∣∣2
. |logb1|3.

2.6. Slowly modulated blow up profiles. We proceed in this section to the
construction of the approximate modulated blow up profile. Let us start with in-
troducing the notion of homogeneous admissible functions:
Definition 2.10 (Homogeneous functions). Given parameters b = (bk)1≤k≤L and
(p1, p2, p3) ∈ N×Z×N, we say a function S(b, y) is homogeneous of degree (p1, p2, p3)
if of the form
S(b, y) = ΣJ=(j1,...,jL), |J |2=p3
[
cJ
(
ΠLk=1b
jk
k
)
S˜J(b1, y)
]
where
J = (j1, . . . , jL) ∈ Z× NL−1, |J |2 = ΣLk=1kjk,
and for some b1-admissible profiles S˜J of degree (p1, p2) in the sense of Definition
2.4. We note:
deg(S) = (p1, p2, p3).
Remark 2.11. We allow for negative powers of b1 only in the above definition. This
ensures from Lemma 2.6 that the space of homogeneous functions of a given degree
is stable by application of the operator b1
∂
∂b1
. It is also stable by multiplication by
cb1 from (2.44), (2.45).
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We may now proceed to the construction of the slowly modulated blow up profiles.
Proposition 2.12 (Construction of the approximate profile). Let M > 0 be a
large enough universal constant, then there exists a small enough universal constant
b∗(M) > 0 such that the following holds true. Let a C1 map
b = (bk)1≤k≤L : [s0, s1] 7→ (−b∗(M), b∗(M))L
with a priori bounds on [s0, s1]:
0 < b1 < b
∗(M), |bk| . bk1 for 2 ≤ k ≤ L. (2.57)
Let B1 be given by (1.14) and (Ti)1≤i≤L be given by (2.23). Then there exist homo-
geneous profiles {
Si(b, y), 2 ≤ i ≤ L+ 2
S1 = 0
with {
deg(Si) = (i, i, i)
∂Si
∂bj
= 0 for 2 ≤ i ≤ j ≤ L (2.58)
such that
Qb(s)(y) = Q(y) + αb(s)(y), αb(y) = Σ
L
i=1biTi(y) + Σ
L+2
i=2 Si(y) (2.59)
generates an approximate solution to the renormalized flow:
∂sQb −∆Qb + b1ΛQb + f(Qb)
y2
= Ψb +Mod(t) (2.60)
with
Mod(t) = ΣLi=1 [(bi)s + (2i − 1 + cb1)b1bi − bi+1]
[
Ti +Σ
L+2
j=i+1
∂Sj
∂bi
]
. (2.61)
Here we used the convention
bL+1 = 0, T0 = ΛQ,
and Ψb satisfies the bounds:
(i) Global weighted bounds:
∀1 ≤ k ≤ L,
∫
y≤2B1
|HkΨb|2 . b2k+21 |logb1|C , (2.62)∫
y≤2B1
1 + |logy|2
1 + y4
|HLΨb|2 +
∫
y≤2B1
1 + |logy|2
1 + y2
|AHLΨb|2 . b
2L+3
1
|logb1|2 , (2.63)∫
y≤2B1
|HL+1Ψb|2 . b
2L+4
1
|logb1|2 . (2.64)
(ii) Improved local control: there holds for some universal constant C = C(L) > 0:
∀0 ≤ k ≤ L+ 1,
∫
y≤2M
|HkΨb|2 .MCb2L+61 . (2.65)
Proof of Proposition 2.12
step 1 Computation of the error.
We compute from (2.59), (2.60):
∂sQb −∆Qb + b1ΛQb + f(Qb)
y2
= A1 +A2
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with
A1 = b1ΛQ+Σ
L
i=1 [(bi)sTi + biHTi + b1biΛTi] + Σ
L+2
i=2 [∂sSi +HSi + b1ΛSi] ,
A2 =
1
y2
[
f(Q+ αb)− f(Q)− f ′(Q)αb
]
.
Let us rearrange the first sum using the definition (2.23):
A1 = b1ΛQ+ ∂sSL+2 + b1ΛSL+2
+ ΣLi=1 [(bi)sTi − biTi−1 + b1biΛTi] + ΣL+1i=2 [∂sSi + b1ΛSi] + ΣL+1i=1 HSi+1
= [∂sSL+2 + b1ΛSL+2] + [HSL+2 + ∂sSL+1 + b1ΛSL+1]
+ ΣLi=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]Ti
+ ΣLi=1 [HSi+1 + ∂sSi + b1bi(ΛTi − (2i− 1 + cb1)Ti) + b1ΛSi]
where cb1 is given by (2.38). We now treat the time dependence using the anticipated
approximate modulation equation:
∂sSi = Σ
L
j=1(bj)s
∂Si
∂bj
= ΣLj=1((bj)s + (2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
− ΣLj=1((2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
and thus using (2.58):
A1 =
{
b1ΛSL+2 −ΣLi=1((2i − 1 + cb1)b1bi − bi+1)
∂SL+2
∂bi
}
+
{
HSL+2 + b1ΛSL+1 − ΣLi=1((2i− 1 + cb1)b1bi − bi+1)
∂SL+1
∂bi
}
+ ΣLi=1
[
HSi+1 + b1bi(ΛTi − (2i − 1 + cb1)Ti) + b1ΛSi − Σi−1j=1((2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
]
+ ΣLi=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]
[
Ti +Σ
L+2
j=i+1
∂Sj
∂bi
]
.
We now expand A2 using a Taylor expansion:
A2 =
1
y2
{
ΣL+2j=2
f (j)(Q)
j!
α
j
b +R2
}
with
R2 =
αL+3b
(L+ 2)!
∫ 1
0
(1− τ)L+2f (L+3)(Q+ ταb)dτ. (2.66)
We sort the Taylor polynomial8 using the notation (1.16) for the 2L + 1 uplet
J = (i1, . . . , iL, j2, . . . , jL+2) ∈ N2L+1:
|J |1 = ΣLk=1ik +ΣL+2k=2 jk, |J |2 = ΣLk=1kik +ΣL+2k=2kjk
and thus:
ΣL+2j=2
f (j)(Q)
j!
α
j
b = Σ
L+2
j=2
f (j)(Q)
j!
Σ|J |1=jcJΠ
L
k=1b
ik
k T
ik
k Π
L+2
k=2S
jk
k
= ΣL+2i=2 Pi +R1
where
Pi = Σ
L+2
j=2
f (j)(Q)
j!
Σ|J |1=j,|J |2=icJΠ
L
k=1b
ik
k T
ik
k Π
L+2
k=2S
jk
k , (2.67)
8remember that bi is or order bi1 from (2.57)
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R1 = Σ
L+2
j=2
f (j)(Q)
j!
Σ|J |1=j,|J |2≥L+3cJΠ
L
k=1b
ik
k T
ik
k Π
L+2
k=2S
jk
k . (2.68)
We finally use the definitions (2.23), (2.39), (2.61) to rewrite:
ΛTi−(2i−1+cb1)Ti = Θi+(−1)i+1H−i+1Σb1−cb1Ti = Θi+(−1)i+1H−i+1(Σb1−cb1T1)
which together with (2.60) yields the following expression for the error:
Ψb = Σ
L
i=1(−1)i+1b1biH−i+1(Σb1 − cb1T1) (2.69)
+
{
b1ΛSL+2 − ΣLi=1((2i − 1 + cb1)b1bi − bi+1)
∂SL+2
∂bi
+
1
y2
[R1 +R2]
}
+
{
HSL+2 + b1ΛSL+1 +
PL+2
y2
− ΣLi=1((2i− 1 + cb1)b1bi − bi+1)
∂SL+1
∂bi
}
+ ΣLi=1
[
HSi+1 + b1biΘi + b1ΛSi +
Pi+1
y2
− Σi−1j=1((2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
]
.
We now construct iteratively the sequence of profiles (Si)1≤i≤L+2 through the scheme:{
S1 = 0,
Si = −H−1Φi, 2 ≤ i ≤ L+ 2 (2.70)
with for 1 ≤ i ≤ L:
Φi+1 = b1biΘi + b1ΛSi +
Pi+1
y2
− Σi−1j=1((2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
, (2.71)
ΦL+2 = b1ΛSL+1 +
PL+2
y2
− ΣLi=1((2i − 1 + cb1)b1bi − bi+1)
∂SL+1
∂bi
. (2.72)
step 2 Control of Φi, Si.
We claim by induction on i that Φi is homogeneous with
deg(Φi) = (i− 1, i− 1, i) for 2 ≤ i ≤ L+ 2 (2.73)
and
∂Φi
∂bj
= 0 for 2 ≤ i ≤ j ≤ L+ 2. (2.74)
This implies from Lemma 2.6 that Si given by (2.70) is homogeneous and satisfies
(2.58) for 2 ≤ i ≤ L+ 2.
i = 1: We compute explicitely:
Φ2 = b
2
1Θ1 + b
2
1
f ′′(Q)
2y2
T 21
which satisfies (2.74). Recall from (1.3) that f = gg′ is odd and pi periodic so that
the expansions (2.2), (2.3) yield at the origin:
f (j)(Q)
y2
=
{
Σpk=−1y
2k+1 +O(y2p+3) for j even,
Σpk=−1y
2k +O(y2p+2) for j odd
(2.75)
and at infinity:
f (j)(Q)
y2
=
{
Σpk=1y
−2k−1 +O(y−2p−3) for j even,
Σpk=1y
−2k +O(y−2p−2) for j odd (2.76)
From Lemma 2.3 and Lemma 2.7, T1 and Θ1 are respectiviely admissible and b1-
admissible of order (1, 1). In particular, we have the Taylor expansion near the
origin
f ′′(Q)
2y2
T 21 = Σ
p
k=1cky
2k+1 +O(y2p+3), p ≥ 1
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and the bound at infinity∣∣∣∣Ak (f ′′(Q)2y2 T 21
)∣∣∣∣ . 1y3+k y2|logy|2 . y2−k−3|logy|2, k ≥ 0
and hence f
′′(Q)
2y2
T 21 is b1-admissible of degre (1, 1). We conclude that Φ2 is homo-
geneous with
deg(Φ2) = (1, 1, 2).
i→ i+ 1: We estimate all terms in (2.71). (2.74) holds by direct inspection. From
Lemma 2.7, b1biΘi is homogeneous of degree (i, i, i + 1). From Lemma 2.6, b1ΛSi
is by induction homogeneous of degree (i, i, i+1). For j ≥ 2, we have by definition
and induction that
((2j − 1 + cb1)b1bj − bj+1)
∂Si
∂bj
is homogeneous of degree (i, i, i + 1). For j = 1, we rewrite this term
((1 + cb1)b
2
1 − b2)
∂Si
∂b1
=
(
(1 + cb1)b1 −
b2
b1
)(
b1
∂Si
∂b1
)
and conclude recalling Remark 2.11 that this term is also homogeneous of degree
(i, i, i+1). It thus remains to estimate the nonlinear term Pi+1
y2
in (2.71) which from
(2.67) is a linear combination of monomials of the form9:
MJ(y) =
f (j)(Q)
y2
Πik=1b
ik
k T
ik
k Π
i
k=2S
jk
k , |J |1 = j, |J |2 = i+ 1, 2 ≤ j ≤ i+ 1.
We conclude using (2.75), (2.76) that MJ is admissible with at the origin the de-
velopment: for j = 2l,
MJ(y) = y
−1yΣk≥1ik(2k+1)+jk(2k+1)(c0 + c2y2 + · · ·+ cpy2p + o(y2p+1))
= y2|J |2+j−1(c0 + c2y2 + · · ·+ cpy2p + o(y2p+1))
= y2(i+l)+1(c0 + c2y
2 + · · ·+ cpy2p + o(y2p+1))
and for j = 2l + 1:
MJ(y) = y
−2yΣk≥1ik(2k+1)+jk(2k+1)(c0 + c2y2 + · · ·+ cpy2p + o(y2p+1))
= y2|J |2+j−2(c0 + c2y2 + · · ·+ cpy2p + o(y2p+1))
= y2(i+l)+1(c0 + c2y
2 + · · ·+ cpy2p + o(y2p+1)).
Now j ≥ 2 ensures l ≥ 1 and hence MJ admits a Taylor expansion (2.27) at the
origin with p1 = i+ 1. For y ≥ 1, the rough bound (2.32) and (2.18) imply
|Sj| . bj1y2j−1, |Tj | . y2j−1|logy|C
which together with (2.76) yields the control:
MJ(y) . |logy|C
{
y2|J |2−j−3 = y2(i−l)−1 for j = 2l ≥ 2
y2|J |2−j−2 = y2(i−l)−1 for j = 2l + 1 ≥ 3 (2.77)
. y2i−3|logy|C .
which is compatible with the degree i control at infinity (2.29). The control of fur-
ther derivatives in (y, b1) follows from (2.32) and Leibniz rule. This concludes the
proof of (2.73).
9Observe that terms involving k ≥ i+ 1 are indeed forbidden in the last product are forbidden
from the constraint |J |1 ≥ 2, |J |2 = i+ 1.
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step 3 Estimate on the error.
We compute from (2.69):
Ψb = Ψ
(0)
b +Ψ
(1)
b , (2.78)
Ψ
(0)
b = Σ
L
i=1(−1)i+1b1biH−i+1Σ˜b1 with Σ˜b1 = Σb1 − cb1T1, (2.79)
Ψ
(1)
b = b1ΛSL+2 −ΣLi=1((2i − 1 + cb1)b1bi − bi+1)
∂SL+2
∂bi
+
1
y2
[R1 +R2]. (2.80)
Estimates for Ψ
(0)
b : First observe from (2.43), (2.79) that
SuppΣ˜b1 ⊂ {y ≥
B0
4
}. (2.81)
We extract from (2.42) the rough bound for k ≥ 0 and B04 ≤ y ≤ 2B1:
|H−kΣ˜b1 | . 1 + y2k+1
and thus ∫
y≤2B1
|H−kΣ˜b1 |2 . b−2k−21 |logb1|C , 0 ≤ k ≤ L.
On the other hand, from (2.37) and the cancellation HΛQ = 0:
|HΣ˜b1 | .
1
|logb1|
(
1
1 + y
)
1
y≥B0
4
, (2.82)
|HkΣ˜b1 | .
1
B
2(k−1)
0 |logb1|
(
1
1 + y
)
1B0≤y≤3B0 for k ≥ 2. (2.83)
This leads to the bound:∫
y≤2B1
|HΣ˜b1 |2 .
1
|logb1| ,
∫
|HkΣ˜b1 |2 .
b2k−21
|logb1|2 for k ≥ 2.
We thus estimate from (2.57): for 0 ≤ k ≤ L,∫
y≤2B1
|HkΨ(0)b |2 . |logb1|CΣLi=1b2+2i1 b2(k−i+1)−21 . b2k+21 |logb1|C
and the sharp logarithmic gain:∫
|HL+1Ψ(0)b |2 . ΣLi=1b2+2i1 ‖HL+2−iΣ˜b1‖2L2 .
1
|logb1|2Σ
L
i=1b
2+2i
1 b
2(L+1−i+1)−2
1
.
b2L+41
|logb1|2 .
Similarily, using (2.82), (2.83):∫
y≤2B1
1 + |logy|2
1 + y4
|HLΨ(0)b |2 . ΣLi=1b2+2i1
∫
y≤2B1
1 + |logy|2
1 + y4
|HL−i+1Σ˜b1 |2
. ΣLi=1b
2+2i
1
∫
y≥B0
4
1 + |logy|2
1 + y4
b
2(L−i+1−1)
1
|logb1|2(1 + y2) . b
2L+4
1 ,
∫
y≤2B1
1 + |logy|2
1 + y2
|AHLΨ(0)b |2 . ΣLi=1b2+2i1
∫
y≤2B1
1 + |logy|2
1 + y2
|AHL−i+1Σ˜b1 |2
. ΣLi=1b
2+2i
1 b
2(L−i)
1
∫
y≥B0
4
1 + |logy|2
y4(1 + y2)
. b2L+41 |logb1|C .
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Estimates for Ψ
(1)
b : By construction, SL+2 is homogeneous of degree (L+ 2, L+
2, L+2) and thus so is ΛSL+2. We therefore estimate from (2.53), (2.57): ∀0 ≤ k ≤
L+ 1,∫
y≤2B1
|b1HkΛSL+2|2 . b
2
1b
2L+4
1 |logb1|4(L+2−k−1)
b
2(L+2−k)
1 |logb1|2
=
b2k+21
|logb1|2 |logb1|
4(L+1−k),
and using the rough bound (2.32):∫
y≤2B1
(1 + |logy|2)
[ |b1HLΛSL+2|2
1 + y4
+
|b1AHLΛSL+2|2
1 + y2
]
. b21b
2L+4
1
∫
y≤2B1
1 + |logy|2
1 + y4
(1 + y2)2(L+2)−1−2L . b2L+41 |logb1|C .
We now turn to the control of R1 which from (2.68) is a linear combination of
terms of the form:
M˜J =
f (j)(Q)
y2
ΠLk=1b
ik
k T
ik
k Π
L+2
k=2S
jk
k , |J |1 = j, |J |2 ≥ L+ 3, 2 ≤ j ≤ L+ 2.
At the origin, the homogeneity of Si and the admissibility of Ti ensure the bound
for y ≤ 1:
|M˜J(y)| . bL+31
{
y2|J |2+j−1 = y2(|J |2+l)−1 for j = 2l
y2|J |2+j−2 = y2(|J |2+l)−1 for j = 2l + 1
. bL+31 y
2L+6,
and similarily like for (2.77) for 1 ≤ y ≤ 2B1:
|M˜J (y)| . b|J |21 |logb1|C
{
y2|J |2−j−3 = y2(|J |2−l)−3 for j = 2l
y2|J |2−j−2 = y2(|J |2−l)−3 for j = 2l + 1
. b
|J |2
1 y
2|J |2−5|logb1|C
where we used j ≥ 2, and similarily for higher derivatives. This ensures the control
at the origin:
|HkM˜J(y)| . bL+31 for 0 ≤ k ≤ L+ 1, y ≤ 1
and for y ≥ 1:
|HkM˜J(y)| . b|J |21 y2(|J |2−k)−5, 0 ≤ k ≤ L+ 1
and thus: ∀0 ≤ k ≤ L+ 1,∫
y≤2B1
|HkM˜J |2
. b2L+61 + b
2|J |2
1 |logb1|C
∫
y≤2B1
y4(|J |2−k)−10 . b2L+61 + b
2|J |2
1 B
4(|J |2−k)−8
1 |logb1|C
. b2L+61 + b
2k+4
1 |logb1|C . b2k+31 .
Similarily, ∫
y≤2B1
(1 + |logy|2)
[
|HLM˜J |2
1 + y4
+
|AHLM˜J |2
1 + y2
]
. b2L+61 + |logb1|C
∫
1≤y≤2B1
1 + |logy|2
1 + y4
∣∣∣b|J |21 y2(|J |2−L)−5∣∣∣2
. b2L+61 + b
2|J |2
1 B
4(|J |2−L)−12
1 |logb1|C . b2L+61 |logb1|C .
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It remains to estimate the R2 term given by (2.66). Near the origin y ≤ 1, we have
by construction |αb| . b1y3 and thus for 0 ≤ k ≤ L+ 1, y ≤ 1:∣∣∣∣Hk (R2y2
)∣∣∣∣ . bL+31 y3(L+3)−2−2k . bL+31 .
For y ≥ 1, we use the rough bound by construction for 1 ≤ y ≤ 2B1:
|αb| . b1y|logy|C
which yields the bound for 0 ≤ k ≤ L+ 1, 1 ≤ y ≤ 2B1:∣∣∣∣Hk (R2y2
)∣∣∣∣ . bL+31 |logb1|CyL+3−2−2k
from which for 0 ≤ k ≤ L+ 1:∫
y≤2B1
|Hk
(
R2
y2
)
|2 . b2L+61 + b2L+61 |logb1|C
∫
1≤y≤2B1
y2L+2−4k
.
{
b2L+61 for 2L+ 2− 4k < −1
b2L+61 B
2L+4−4k
1 |logb1|C = b2k+L+41 |logb1|C
. b2k+51 |logb1|C .
Similarily,∫
y≤2B1
(1 + |logy|2)
[
1
1 + y4
|HL(R2
y2
)|2 + 1
1 + y2
|AHL(R2
y2
)|2
]
. b2L+51 .
The collection of above estimates yields (2.62), (2.64).
Finally, the local control (2.65) is a simple consequence of the support localization
(2.81) and the fact that Ψ
(1)
b given by (2.80) satisfies by construction a bound on
compact sets:
∀y ≤ 2M ≪ B0, ∀0 ≤ k ≤ L+ 1, |HkΨ(1)b (y)| .MCbL+31 .
This concludes the proof of Proposition 2.12.
2.7. Localization of the profile. We now proceed to a simple localization proce-
dure of the profile Qb to avoid some irrelevant growth in the region y ≥ 2B1.
Proposition 2.13 (Localization). Under the assumptions of Proposition 2.12, as-
sume moreover the a priori bound
|(b1)s| . b21 (2.84)
Let the localized profile
Q˜b(s)(y) = Q(y) + α˜b(s)(y), α˜b(y) = Σ
L
i=1biT˜i(y) + Σ
L+2
i=2 S˜i(y) (2.85)
with
T˜i = χB1Ti, S˜i = χB1Si. (2.86)
Then
∂sQ˜b −∆Q˜b + b1ΛQ˜b + f(Q˜b)
y2
(2.87)
= Ψ˜b +Σ
L
i=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]
[
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
]
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where Ψ˜b satisfies the bounds:
(i) Weighted bounds:
∀1 ≤ k ≤ L,
∫
|HkΨ˜b|2 . b2k+21 |logb1|C (2.88)∫
y≤2B1
1 + |logy|2
1 + y4
|HLΨb|2 +
∫
1 + |logy|2
1 + y2
|AHLΨ˜b|2 . b
2L+3
1
|logb1|2 , (2.89)∫
|HL+1Ψ˜b|2 . b
2L+4
1
|logb1|2 . (2.90)
(ii) Improved local control: there holds for some universal constant C = C(L) > 0:
∀0 ≤ k ≤ L+ 1,
∫
y≤2M
|HkΨ˜b|2 .MCb2L+61 . (2.91)
Proof of Proposition 2.13. We compute from localization:
∂sQ˜b −∆Q˜b + b1ΛQ˜b + f(Q˜b)
y2
= χB1
{
∂sQb −∆Qb + b1ΛQb + f(Qb)
y2
}
+ (∂sχB1)αb − 2∂yχB1∂yαb − αb∆χB1 + b1αbΛχB1 + b1(1− χB1)ΛQ
+
1
y2
{
f(Q˜b)− f(Q)− χB1(f(Qb)− f(Q))
}
so that:
Ψ˜b = χB1Ψb + Ψ˜
(0)
b
with
Ψ˜
(0)
b =
1
y2
{
f(Q˜b)− f(Q)− χB1(f(Qb)− f(Q))
}
(2.92)
+ (∂sχB1)αb − 2∂yχB1∂yαb − αb∆χB1 + b1αbΛχB1 + b1(1− χB1)ΛQ.
Note that all terms in the above RHS are localized in B1 ≤ y ≤ 2B1 except the last
one for which Supp((1 − χB1)ΛQ) ⊂ {y ≥ B1}. Hence (2.65) implies (2.91). The
bounds (2.88), (2.89), (2.90) for χB1Ψb follow verbatim like for the proof of (2.62),
(2.63), (2.64).
To estimate the second error induced by localization in (2.92), first observe from
(2.84) the bound:
|∂sχB1 | .
|(b1)s|
b1
|yχ′B1 | . b11B1≤y≤2B1 .
Moreover, from the admissibilty of Ti and the b1 admissibility of Si, Ti terms dom-
inate for y ∼ B1 in αb, and we estimate from (2.18): ∀k ≥ 0 and B1 ≤ y ≤ 2B1,∣∣∣∣ ∂k∂ykαb
∣∣∣∣ . ΣLi=1bi1y2i−k−1(1 + |logb1|) . |logb1|Bk+11 . (2.93)
This yields: ∀1 ≤ k ≤ L,∫ ∣∣∣Hk ((∂sχB1)αb − 2∂yχB1∂yαb − αb∆χB1 + b1αbΛχB1)∣∣∣2
.
∫
B1≤y≤2B1
∣∣∣∣∣b1|logb1|B2k+11 + |logb1|B2k+1+21
∣∣∣∣∣
2
.
b21
B4k1
|logb1|C
. b2k+21 |logb1|C (2.94)
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and ∫ ∣∣HL+1 ((∂sχB1)αb − 2∂yχB1∂yαb − αb∆χB1 + b1αbΛχB1)∣∣2
.
∫
B1≤y≤2B1
∣∣∣∣∣ b1|logb1|B2(L+1)+11 +
|logb1|
B
2(L+1)+1+2
1
∣∣∣∣∣
2
.
b2L+41
|logb1|2 . (2.95)
We next estimate in brute force:∣∣∣∣ dkdyk [(1− χB1)ΛQ]
∣∣∣∣ . 1yk+11y≥B1
from which: ∀1 ≤ k ≤ L+ 1:∫ ∣∣∣|Hk (b1(1− χB1)ΛQ)∣∣∣2 . b21 ∫
B1≤y≤2B1
1
y4k+2
.
b2k+21
|logb1|4k .
It remains to estimate the nonlinear term for which we estimate using (2.93) and
|f ′| . 1: ∣∣∣∣ ∂k∂yk
{
1
y2
[f(Q˜b)− f(Q)− χB1(f(Qb)− f(Q))]
}∣∣∣∣ . |logb1|
Bk+11
and the corresponding terms are estimated like for (2.94), (2.95). 
2.8. Study of the dynamical system for b = (b1, . . . , bL). The essence of the
construction of the Qb profile is to generate according to (2.61) the finite dimensional
dynamical system (1.25) for b = (b1, . . . , bL):
(bk)s +
(
2k − 1 + 2
logs
)
b1bk − bk+1 = 0, 1 ≤ k ≤ L, bL+1 ≡ 0. (2.96)
We show in this section that (2.96) admits exceptional solutions, and that the
linearized operator close to these solutions is explicit.
Lemma 2.14 (Approximate solution for the b system). Let L ≥ 2 and s0 ≫ 1 be a
large enough universal constant. Let the sequences{
c1 =
L
2L−1 ,
ck+1 = − L−k2L−1ck, 1 ≤ k ≤ L− 1,
(2.97){
d1 = − 2L(2L−1)2 ,
dk+1 = − L−k2L−1dk + 4L(L−k)(2L−1)2 ck, 1 ≤ k ≤ L− 1,
, (2.98)
then the explicit choice
bek(s) =
ck
sk
+
dk
sklogs
, 1 ≤ k ≤ L, beL+1 ≡ 0 (2.99)
generates an approximate solution to (2.96) in the sense that:
(bek)s +
(
2k − 1 + 2
logs
)
be1b
e
k − bek+1 = O
(
1
sk+1(logs)2
)
, 1 ≤ k ≤ L. (2.100)
The proof of Lemma 2.14 is an explicit computation which is left to the reader.
We now claim that this solution corresponds to a codimension (L− 1) exceptional
manifold:
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Lemma 2.15 (Linearization). 1. Computation of the linearized system: Let
bk(s) = b
e
k(s) +
Uk(s)
sk(logs)
5
4
, 1 ≤ k ≤ L, bL+1 = UL+1 ≡ 0, (2.101)
and note U = (U1, . . . , UL). Then:
(bk)s +
(
2k − 1 + 2
logs
)
b1bk − bk+1
=
1
sk+1(logs)
5
4
[
s(Uk)s − (ALU)k +O
(
1√
logs
+
|U |+ |U |2
logs
)]
(2.102)
where
AL = (ai,j)1≤i,j,≤L with

a11 = − 12L−1
ai,i+1 = 1, 1 ≤ i ≤ L− 1
a1,i = −(2i− 1)ci, 2 ≤ i ≤ L
ai,i =
L−i
2L−1 , 2 ≤ i ≤ L
ai,j = 0 otherwise
. (2.103)
2. Diagonalization of the linearized matrix: AL is diagonalizable:
AL = P
−1
L DLPL, DL = diag
{
−1, 2
2L− 1 ,
3
2L− 1 . . . ...,
L
2L− 1
}
. (2.104)
Proof of Lemma 2.15. step 1 Linearization. A simple computation from (2.99)
ensures:
(bk)s +
(
2k − 1 + 2
logs
)
b1bk − bk+1
=
1
sk+1(logs)
5
4
[
s(Uk)s − kUk +O
( |U |
logs
)]
+O
(
1
sk+1(logs)2
)
+
1
sk+1(logs)
5
4
[
(2k − 1)ckU1 + (2k − 1)c1Uk − Uk+1 +O
( |U |+ |U |2
logs
)]
,
and then the relation
(2k − 1)c1 − k = (2k − 1)L
2L− 1 − k = −
L− k
2L− 1
ensures
(bk)s +
(
2k − 1 + 2
logs
)
b1bk − bk+1
=
1
sk+1(logs)
5
4
[
s(Uk)s + (2k − 1)ckU1 − L− k
2L− 1Uk − Uk+1 +O
(
1√
logs
+
|U |+ |U |2
logs
)]
which is equivalent to (2.102), (2.103).
step 2 Diagonalization. The proof follows by computing the characteristic poly-
nomial. The cases L = 2, 3 are done by direct inspection. Let us assume L ≥ 4, we
compute
PL(X) = det(AL −XId)
by developing on the last row. This yields:
PL(x) = (−1)L+1(−1)(2L − 1)cL + (−X)
{
(−1)L(−1)(2L − 3)cL−1
+
(
1
2L− 1 −X
)[
(−1)L−1(−1)(2L − 5)cL−2 +
(
2
2L− 1 −X
)
[. . . ...]
]}
.
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We use the recurrence relation (2.97) to compute explicitly:
(−1)L+1(−1)(2L − 1)cL
+ (−X)
{
(−1)L(−1)(2L − 3)cL−1 +
(
1
2L− 1 −X
) [
(−1)L−1(−1)(2L− 5)cL−2
]}
= (−1)L
{
(2L− 3)cL−1
(
X − 1
2L− 3
)
+ (2L− 5)cL−2
(
X − 1
2L− 1
)
X
}
.
We now compute from (2.97) for 1 ≤ k ≤ L− 2:
(2L− (2k + 1))cL−k
(
X − 1
2L− (2k + 1)
)
+ (2L− (2k + 3))cL−(k+1)X
(
X − 1
2L− 1
)
= (2L− (2k + 3))cL−(k+1)
[
X
(
X − 1
2L− 1
)
− 2L− (2k + 1)
2L− (2k + 3)
k + 1
2L− 1
(
X − 1
2L− (2k + 1)
)]
= (2L− (2k + 3))cL−(k+1)
(
X − k + 1
2L− 1
)(
X − 1
2L− (2k + 3)
)
. (2.105)
We therefore obtain inductively:
PL(X) = (−1)L
{
(2L− 3)cL−1
(
X − 1
2L− 3
)
+ (2L− 5)cL−2
(
X − 1
2L− 1
)
X
}
+ (−X)
(
1
2L− 1 −X
)(
2
2L− 1 −X
)[
(−1)L−2(−1)(2L − 7)cL−3 +
(
3
2L− 1 −X
)
[. . . ]
]
= (−1)L
(
X − 2
2L− 1
){
(2L− 5)cL−2
(
X − 1
2L− 5
)
+ (2L− 7)cL−3X
(
X − 1
2L− 1
)}
+ (−X)
(
1
2L− 1 −X
)(
2
2L− 1 −X
)(
3
2L− 1 −X
)
[(−1)L−3(−1)(2L − 9)cL−4 . . . ]
= (−1)L
(
X − 2
2L− 1
)
. . .
(
X − L− 2
2L− 1
)
×
{
3c2
(
X − 1
3
)
+X
(
X − 1
2L− 1
)(
c1 +X − L− 1
2L− 1
)}
.
We use (2.105) with k = L− 2 to compute the last polynomial:
3c2
(
X − 1
3
)
+X
(
X − 1
2L− 1
)(
c1 +X − L− 1
2L− 1
)
=
{
3c2
(
X − 1
3
)
+ c1X
(
X − 1
2L− 1
)}
+X
(
X − 1
2L− 1
)(
X − L− 1
2L− 1
)
= c1
(
X − L− 1
2L− 1
)
(X − 1) +X
(
X − 1
2L− 1
)(
X − L− 1
2L− 1
)
=
(
X − L− 1
2L− 1
)[
L
2L− 1(X − 1) +X
(
X − 1
2L− 1
)]
=
(
X − L− 1
2L− 1
)(
X − L
2L− 1
)
(X + 1) .
We have therefore computed:
PL(x) = (−1)L
(
X − 2
2L− 1
)
. . .
(
X − L− 2
2L− 1
)(
X − L− 1
2L− 1
)(
X − L
2L− 1
)
(X + 1)
and (2.104) is proved. 
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3. The trapped regime
In this section, we introduce the main dynamical tools at the heart of the proof
of Theorem 1.1. We start with describing the bootstrap regime in which the blow
up solutions of Theorem 1.1 will be trapped. We then exhibit the Lyapounov type
control of Hk norms which is the heart of our analysis.
3.1. Modulation. We describe in this section the set of initial data leading to the
blow up scenario of Theorem 1.1. Let a smooth 1-corotational initial data
v(0, x) =
∣∣∣∣∣∣
g(u0(r)) cos θ
g(u0(r)) sin θ
z(u0(r))
with ‖∇u0 −∇Q‖L2 ≪ 1, (3.1)
and let v(t, x) be the corresponding smooth solution to (1.1) with life time 0 < T <
+∞. From Lemma A.1, we may decompose on a small time interval
v(t, x) =
∣∣∣∣∣∣
g(u(t, r)) cos θ
g(u(t, r)) sin θ
z(u(t, r))
(3.2)
where
ε˜(t, r) = u(t, r)−Q(r) satisfies (A.4) (3.3)
Moreover from standard argument:
T < +∞ implies ‖∆v(t)‖L2 → +∞ as t→ T. (3.4)
We now modulate the solution and introduce from standard argument10 using the
initial smallness (3.1) the unique decomposition of the flow defined on a small time
t ∈ [0, t1] :
u(t, r) = (Q˜b(t) + ε(t, r))λ(t), λ(t) > 0, b = (b1, . . . , bL) (3.5)
where ε(t) satisfies the L+ 1 orthogonality conditions:
(ε,HkΦM) = 0, 0 ≤ k ≤ L (3.6)
and the smallness
‖∇ε(t)‖L2 + ‖
ε(t)
y
‖L2 + |b(t)| ≪ 1.
Here given M > 0 large enough, we defined
ΦM = Σ
L
p=0cp,MH
p(χMΛQ) (3.7)
where
c0,M = 1, ck,M = (−1)k+1
Σk−1p=0cp,M (χMH
p(χMΛQ), Tk)
(χMΛQ,ΛQ)
, 1 ≤ k ≤ L,
is manufactured to ensure the nondegeneracy
(ΦM ,ΛQ) = (χMΛQ,ΛQ) = 4logM(1 + o(1)) as M → +∞ (3.8)
and the cancellation: ∀1 ≤ k ≤ L,
(ΦM , Tk) = Σ
k−1
p=0cp,M(H
p(χMΛQ), Tk) + ck,M (−1)k(χMΛQ,ΛQ) = 0. (3.9)
In particular,
(H iTj ,ΦM ) = (−1)j(χMΛQ,ΛQ)δi,j , 0 ≤ i, j ≤ L. (3.10)
Observe also by induction
∀1 ≤ p ≤ L, |cp,M | .M2p (3.11)
10see for example [21], [28], [36] for a further introduction to modulation.
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from which:∫
|ΦM |2 .
∫
|χMΛQ|2 +ΣLp=1c2p,M
∫
|Hp(χMΛQ)|2 . logM. (3.12)
The existence of the decomposition (3.5) is a standard consequence of the implicit
function theorem and the explicit relations(
∂
∂λ
(Q˜b)λ,
∂
∂b1
(Q˜b)λ, . . . ,
∂
∂bL
(Q˜b)λ
)
|λ=1,b=0 = (ΛQ,T1, . . . , TL)
which using (3.9) imply the non degeneracy of the Jacobian:∣∣∣∣∣
(
∂
∂(λ, bj)
(Q˜b)λ,H
iΦM
)
1≤j≤L,0≤i≤L
∣∣∣∣∣
λ=1,b=0
= (χMΛQ,ΛQ)
L+1 6= 0.
The decomposition (3.5) exists as long as t < T and ε(t, r) remains small in the
energy topology. Observe also from (3.3), (3.5) and the explicit structure of Q˜b
that ε satisfies (A.4), and in particular Lemma B.5 applies. In other words, we may
measure the regularity of the map through the following coercive norms of ε: the
energy norm
‖ε‖2H =
∫
|∂yε|2 +
∫ |ε|2
y2
, (3.13)
and higher order Sobolev norms adapated to the linearized operator
E2k =
∫
|Hkε|2, 1 ≤ k ≤ L+ 1. (3.14)
3.2. Setting up the bootstrap. We now choose our set of initial data in a more
restricted way. More precisely, pick a large enough time s0 ≫ 1 and rewrite the
decomposition (3.5):
u(t, r) = (Q˜b(s) + ε)(s, y) (3.15)
where we introduced the renormalized variables:
y =
r
λ(t)
, s(t) = s0 +
∫ t
0
dτ
λ2(τ)
(3.16)
and now measure time in s which will be proved to be a global time. We introduce
a decomposition (2.101):
bk = b
e
k +
Uk
sk(logs)
5
4
, 1 ≤ k ≤ L, bk+1 = Uk+1 ≡ 0. (3.17)
and consider the variable
V = PLU (3.18)
where PL refers to the diagonalization (2.104) of AL. We assume that initially:
|V1(0)| ≤ 1, (V2(0), . . . , VL(0)) ∈ BL−1(2). (3.19)
We also assume the explicit initial smallness of the data:∫
|∇ε(0)|2 +
∫ ∣∣∣∣ε(0)y
∣∣∣∣2 ≤ b21(0), (3.20)
|E2k(0)| ≤ [b1(0)]10L+4, 1 ≤ k ≤ L+ 1. (3.21)
Note also that up to a fixed rescaling, we may always assume:
λ(0) = 1. (3.22)
We then claim the following:
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Proposition 3.1 (Bootstrap). There exists
(V2(0), . . . , VL(0)) ∈ BL−1(2)
such that the following bounds hold: for all s ≥ s0,
• Control of the radiation:∫
|∇ε(s)|2 +
∫ ∣∣∣∣ε(s)y
∣∣∣∣2 ≤ 10(b1(0)) 14 , (3.23)
|E2k(s)| ≤ b
(2k−1) 2L
2L−1
1 (s)|logb1(s)|K , 1 ≤ k ≤ L, (3.24)
|E2L+2(s)| ≤ K b
2L+2
1 (s)
|logb1(s)|2 . (3.25)
• Control of the unstable modes:
|V1(s)| ≤ 2, (V2(s), . . . , VL(s)) ∈ BL−1(2). (3.26)
Remark 3.2. Note that the bounds (3.24) easily imply11 the control of the H2
norm of the full map (3.2)∫
|∆v(s)|2 < C(s) < +∞, s < s∗
and therefore the blow up criterion (3.4) ensures that the map is well defined on
[s, s∗).
Equivalently, given (ε(0), V (0)) as above, we introduce the time
s∗ = s∗(ε(0), V (0))
= sup{s ≥ s0 such that (3.23), (3.24), (3.25), (3.26) hold on [s0, s]}.
Observe that the continuity of the flow and the initial smallness (3.20), (3.21) ensure
that s∗ > 0. We then assume by contradiction:
∀ (V2(0), . . . , VL(0)) ∈ BL−1(2), s∗ < +∞, (3.27)
and look for a contradiction. Our main claim is that the a priori control of the un-
stable modes (3.26) is enough to improve the bounds (3.23), (3.24), (3.25), and then
the claim follows from the (L − 1) codimensional instability (2.104) of the system
(2.96) near the exceptional solution be through a standard topological argument à
la Brouwer.
The rest of this section is devoted to the derivation of the key Lemmas for the
proof of Proposition 3.1 which is completed in section 3.1. We will make a systematic
implicit use of the interpolation bounds of Lemma C.1 which are a consequence of
the coercivity of the E2k+2 energy given by Lemma B.5.
3.3. Equation for the radiation. Recall the decomposition of the flow:
u(t, r) = (Q˜b(t) + ε)(s, y) = (Q+ α˜b(t))λ(s) + w(t, r).
We use the rescaling formulas
u(t, r) = v(s, y), y =
r
λ(t)
, ∂tu =
1
λ2(t)
(∂sv − λs
λ
Λv)λ
to derive the equation for ε in renormalized variables:
∂sε− λs
λ
Λε+Hε = F − M˜od = F . (3.28)
11see [37] for the full computation.
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Here H is the linearized operator given by (2.8), M˜od(t) is given by
M˜od(t) = −
(
λs
λ
+ b1
)
ΛQ˜b (3.29)
+ ΣLi=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]
[
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
]
,
and
F = −Ψ˜b + L(ε)−N(ε) (3.30)
where L is the linear operator corresponding to the error in the linearized operator
from Q to Q˜b:
L(ε) =
f ′(Q)− f ′(Q˜b)
y2
ε (3.31)
and the remainder term is the purely nonlinear term:
N(ε) =
f(Q˜b + ε)− f(Q˜b)− εf ′(Q˜b)
y2
. (3.32)
We also need to write the flow (3.28) in original variables. For this, let the rescaled
operators
Aλ = −∂r + Zλ
r
, A∗λ = ∂r +
1 + Zλ
r
Hλ = A
∗
λAλ = −∆+
Vλ
r2
, H˜λ = AλA
∗
λ = −∆+
V˜λ
r2
, (3.33)
and the renormalized function
w(t, r) = ε(s, y),
then (3.28) becomes:
∂tw +Hλw =
1
λ2
Fλ. (3.34)
Observe from (2.99) that for s < s∗,
|bk| . bk1 , 0 < b1 ≪ 1 (3.35)
and hence the a priori bound (2.57) holds.
3.4. Modulation equations. Let us now compute the modulation equations for
(b, λ) as a consequence of the choice of orthogonality conditions (3.6).
Lemma 3.3 (Modulation equations). There holds the bound on the modulation
parameters :∣∣∣∣λsλ + b1
∣∣∣∣+ΣL−1k=1 |(bk)s + (2k − 1 + cb1)b1bk − bk+1| . bL+ 321 , (3.36)
|(bL)s + (2L− 1 + cb1)b1bL| .
1√
logM
(√
E2L+2 + b
L+1
1
|logb1|
)
. (3.37)
Remark 3.4. Note that this implies in the bootstrap the rough bound:
|(b1)s| ≤ 2b21. (3.38)
and in particular (2.84) holds.
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Proof of Lemma 3.3. step 1 Law for bL. Let
D(t) =
∣∣∣∣λsλ + b1
∣∣∣∣+ΣLk=1|(bk)s + (2k − 1 + cb1)b1bk − bk+1|. (3.39)
We take the inner product of (3.28) with HLΦM and obtain using the orthogonality
(3.6):
(M˜od(t),HLΦM) = −(Ψ˜b,HLΦM )− (HLε,HΦM ) (3.40)
−
(
−λs
λ
Λε− L(ε) +N(ε),HLΦM
)
.
We first compute from the construction of the profile, (3.29), the localization Supp(ΦM ) ⊂
[0, 2M ] from (3.7) and the identities (3.8), (3.9), (3.10):(
HL
(
M˜od(t)
)
,ΦM
)
= −
(
b1 +
λs
λ
)(
HLΛQ˜b,ΦM
)
+ ΣLi=1 [(bi)s + (2i − 1 + cb1)b1bi − bi+1]
(
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
,HLΦM
)
= (−1)L(ΛQ,ΦM )((bL)s + (2L− 1 + cb1)b1bL) +O
(
MCb1|D(t)|
)
.
The linear term in (3.40) is estimated12 from (3.24), (3.12)∣∣(HLε,HΦM )∣∣ . ‖HL+1ε‖L2√logM =√logME2L+2
and the remaining nonlinear term is estimated using the Hardy bounds of Appendix
A: ∣∣∣∣(−λsλ Λε+ L(ε) +N(ε),HLΦM
)∣∣∣∣ .MCb1(√E2L+2 + |D(t)|).
We inject these estimates into (3.40) and conclude from (3.8) and the local estimate
(2.91):
|(bL)s + (2L− 1 + cb1)b1bL| =
√
logME2L+2
logM
+MCb1|D(t)|+MCbL+
3
2
1
.
1√
logM
(√
E2L+2 + b
L+1
1
|logb1|
)
+MCb1|D(t)|. (3.41)
step 2 Degeneracy of the law for λ and (bk)1≤k≤L−1. We now take the inner
product of (3.28) with HkΦM , 0 ≤ k ≤ L− 1 and obtain:
(M˜od(t),HkΦM) = −(Ψ˜b,HkΦM)− (Hk+1ε,HΦM )
−
(
−λs
λ
Λε− L(ε) +N(ε),HkΦM
)
. (3.42)
Note first that the choice of orthogonality conditions (3.6) gets rid of the linear term
in ε:
∀0 ≤ k ≤ L− 1, (Hk+1ε,ΦM ) = 0.
12Observe that we do not use the interpolated bounds of Lemma C.1 but directly the definition
(3.14) of E2L+2, and hence the dependence of the constant in M is explicit, and this will be crucial
for the analysis.
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Next, we compute from (3.29), the localization Supp(ΦM ) ⊂ [0, 2M ] from (3.7) and
the identities (3.8), (3.9), (3.10):(
Hk
(
M˜od(t)
)
,ΦM
)
= −
(
b+
λs
λ
)(
HkΛQ˜b,ΦM
)
+ ΣLi=1 [(bi)s + (2i − 1 + cb1)b1bi − bi+1]
(
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
,HkΦM
)
= (ΛQ,ΦM )
{ −(λs
λ
+ b1) for k = 0
(−1)k((bk)s + (2k − 1 + cb1)b1bk − bk+1) for 1 ≤ k ≤ L− 1
+ O
(
MCb1|D(t)|
)
.
Nonlinear terms are easily estimated using the Hardy bounds:∣∣∣∣(−λsλ Λε+ L(ε) +N(ε),HkΦM
)∣∣∣∣ .MCb1(√E2L+2+|D(t)|) . bL+ 321 +b1MC |D(t)|.
Injecting this bound into (3.42) together with the local bound (2.91) yields the first
bound:
D(t) . b
L+ 3
2
1 (3.43)
and (3.36) is proved. Injecting this bound into (3.41) yields (3.37). 
3.5. Improved modulation equation fo bL. Observe that (3.37), (3.25) yield
the pointwise bound
|(bL)s + (2L− 1 + cb1)b1bL| .
1√
logM
(√
E2L+2 + b
L+1
1
|logb1|
)
.
bL+11
|logb1|
which is worse than (3.36) and critical to close (3.26). We claim that a |logb1| is
easily gained up to an oscillation in time.
Lemma 3.5 (Improved control of bL). Let Bδ = B
δ
0 and
b˜L = bL +
(−1)L(HLε, χBδΛQ)
4δ|logb1| , (3.44)
then
|b˜L − bL| . bL+
1
2
1 (3.45)
and b˜L satisfies the pointwise differential equation:
|(b˜L)s + (2L− 1 + cb1)b1b˜L| .
C(M)√|logb1|
[√
E2L+2 + b
L+1
1
|logb1|
]
. (3.46)
Proof of Lemma 3.5. We commute (3.28) with HL and take the scalar product with
χBδΛQ for some small enough universal constant 0 < δ ≪ 1. This yields:
d
ds
{
(HLε, χBδΛQ)
}− (HLε,ΛQ∂s(χBδ ))
= −(HL+1ε, χBδΛQ) +
λs
λ
(HLΛε, χBδΛQ) + (F − M˜od,HLχBδΛQ).
The linear term is estimated by Cauchy Schwarz:
|(HL+1ε, χBδΛQ)| . C(M)
√
|logb1|
√
E2L+2.
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We similarily estimate using (3.36):
∣∣(HLε,ΛQ∂s(χBδ ))∣∣+ ∣∣∣∣λsλ (HLΛε, χBδΛQ)
∣∣∣∣
. C(M)
|(b1)s|
b1
1
bCδ1
√
E2L+2 + b1
bCδ1
C(M)
√
E2L+2 .
√
|logb1|
√
E2L+2.
The estimate on the error terms easily follows from the Hardy bounds:
|(L(ε),HLχBδΛQ)|+ (N(ε),HLχBδΛQ)| .
b1
bCδ1
C(M)
√
E2L+2 .
√
|logb1|
√
E2L+2.
We further estimate from (2.91):
|(HLε, Ψ˜b)| . b
L+3
1
bCδ1
C(M)
√
E2L+2 .
√
|logb1|
√
E2L+2.
We now compute from (3.36), (3.29):
−(M˜od,HLχBδΛQ) = O
bL+ 321
bCδ1

+ [(bL)s + (2L− 1 + cb1)b1bL]
(
HLT˜L +Σ
L+2
j=L+1H
L
[
χB1
∂Sj
∂bL
]
, χBδΛQ
)
= (−1)L [(bL)s + (2L− 1 + cb1)b1bL]
[
(ΛQ,χBδΛQ) +O
(
b1−Cδ1
)]
+O
bL+ 321
bCδ1

= (−1)L [(bL)s + (2L− 1 + cb1)b1bL] 4δ|logb1|+O
(√
|logb1|
√
E2L+2 + bL+11
)
.
The collection of above bounds yields the preliminary estimate:∣∣∣∣ dds {(HLε, χBδΛQ)}+ (−1)L [(bL)s + (2L− 1 + cb1))b1bL] 4δ|logb1|
∣∣∣∣
. C(M)
√
|logb1|
[√
E2L+2 + b
L+1
1
|logb1|
]
(3.47)
We estimate in brute force from (3.44):
|b˜L − bL| . |logb1|CbL+1−Cδ1 . b
L+ 1
2
1
and we therefore rewrite (3.47) using (3.38):
|(b˜L)s + (2L− 1 + cb1)b1b˜L|
. |(HLε, χBδΛQ)|
∣∣∣∣ dds
{
1
4δlogb1
}∣∣∣∣+ C(M)
√|logb1|
|logb1|
[√
E2L+2 + b
L+1
1
|logb1|
]
. b1−Cδ1
√
E2L+2 + C(M)√|logb1|
[√
E2L+2 + b
L+1
1
|logb1|
]
and (3.46) is proved. 
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3.6. The Lyapounov monotonicity. We now turn to the core of the argument
which is the derivation of a suitable Lyapounov functional for the E2L+2 energy.
Proposition 3.6 (Lyapounov monotonicity). There holds:
d
dt
{
1
λ4L+2
[
E2L+2 +O
(
b
4
5
1
b2L+21
|logb1|2
)]}
≤ C b1
λ4L+4
[
E2L+2√
logM
+
b2L+21
|logb1|2 +
bL+11
√E2L+2
|logb1|
]
(3.48)
for some universal constant C > 0 independent of M and of the bootstrap constant
K in (3.23), (3.24).
Proof of Proposition 3.6. step 1 Suitable derivatives. We define the derivatives of
w associated with the linearized Hamiltonian Hλ:
w1 = Aλw, wk+1 =
{
A∗λwk for k odd
Aλwk for k even
, 1 ≤ k ≤ 2L+ 1
and its renormalized version
ε1 = Aε, εk+1 =
{
A∗εk for k odd
Aεk for k even
, 1 ≤ k ≤ 2L+ 1.
We compute from (3.34):
∂tw2L +Hλw2L = [∂t,H
L
λ ]w +H
L
λ
(
1
λ2
Fλ
)
(3.49)
∂tw2L+1 + H˜λw2L+1 =
∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)
+AλH
L
λ
(
1
λ2
Fλ
)
. (3.50)
We recall the action of time derivatives on rescaling:
∂tvλ =
1
λ2
(
∂sv − λs
λ
Λv
)
λ
. (3.51)
step 2 Modified energy identity. We compute the energy identity on (3.50) using
(3.51):
1
2
d
dt
E2L+2 = 1
2
d
dt
{∫
H˜λw2L+1w2L+1
}
=
∫
H˜λw2L+1∂tw2L+1 +
∫
∂tV˜λ
2r2
w22L+1
= −
∫
(H˜λw2L+1)
2 + b1
∫
(ΛV˜ )λ
2λ2r2
w22L+1 −
(
λs
λ
+ b1
)∫
(ΛV˜ )λ
2λ2r2
w22L+1
+
∫
H˜λw2L+1
[
∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)
+AλH
L
λ
(
1
λ2
Fλ
)]
. (3.52)
We further compute from (3.49), (3.50):
d
dt
{∫
b1(ΛZ)λ
λ2r
w2L+1w2L
}
=
∫
d
dt
(
b1(ΛZ)λ
λ2r
)
w2L+1w2L
+
∫
b1(ΛZ)λ
λ2r
w2L
[
−H˜λw2L+1 + ∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)
+AλH
L
λ
(
1
λ2
Fλ
)]
+
∫
b1(ΛZ)λ
λ2r
w2L+1
[
−A∗λw2L+1 + [∂t,HLλ ]w +HLλ
(
1
λ2
Fλ
)]
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We now integrate by parts to compute using (2.4):
∫
b1(ΛZ)λ
λ2r
w2L+1A
∗
λw2L+1 =
b1
λ4L+4
∫
ΛZ
y
ε2L+1A
∗ε2L+1
=
b1
λ4L+4
∫
2(1 + Z)ΛZ − Λ2Z
2y2
ε22L+1 =
b1
λ4L+4
∫
ΛV˜
2y2
ε22L+1 = b1
∫
(ΛV˜ )λ
2λ2r2
w22L+1.
Injecting this into the energy identity (3.52) yields the modified energy identity:
1
2
d
dt
{
E2L+2 + 2
∫
b1(ΛZ)λ
λ2r
w2L+1w2L
}
= −
∫
(H˜λw2L+1)
2
−
(
λs
λ
+ b1
)∫
(ΛV˜ )λ
2λ2r2
w22L+1 +
∫
d
dt
(
b1(ΛZ)λ
λ2r
)
w2L+1w2L
+
∫
H˜λw2L+1
[
∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)
+AλH
L
λ
(
1
λ2
Fλ
)]
+
∫
b1(ΛZ)λ
λ2r
w2L
[
−H˜λw2L+1 + ∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)
+AλH
L
λ
(
1
λ2
Fλ
)]
+
∫
b1(ΛZ)λ
λ2r
w2L+1
[
[∂t,H
L
λ ]w +H
L
λ
(
1
λ2
Fλ
)]
(3.53)
We now aim at estimating all terms in the RHS of (3.53). All along the proof, we
shall make an implicit use of the coercitivity estimates of Lemma B.2 and Lemma
C.1.
step 3 Lower order quadratic terms. We treat the lower order quadratic terms
in (3.53) using dissipation. Indeed, we have from (2.5), (2.6), (3.38) the bounds:
|∂tZλ|+ |∂tVλ| . b1
λ2
(|ΛZ|+ |ΛV |)λ .
b1
λ2
y2
1 + y4
. (3.54)
We moreover claim the bound:
∫ (
[∂t,H
L
λ ]w
)2
λ2(1 + y2)
+
∫ ∣∣Aλ ([∂t,HLλ ]w)∣∣2 . C(M) b21λ4L+4 E2L+2 (3.55)
which is proved in Appendix E. We conclude from Cauchy Schwartz, the rough
bound (3.38) and Lemma C.1:
∫ ∣∣∣∣H˜λw2L+1 [∂tZλr w2L +
∫
Aλ
(
[∂t,H
L
λ ]w
)]∣∣∣∣+ ∫ |H˜λw2L+1| ∣∣∣∣b(ΛZ)λλ2r w2L
∣∣∣∣
≤ 1
2
∫
|H˜λw2L+1|2 + b
2
1
λ4L+4
[∫
ε22L
1 + y6
+ C(M)E2L+2
]
≤ 1
2
∫
|H˜λw2L+1|2 + b1
λ4L+4
C(M)b1E2L+2.
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All other quadratic terms are lower order by a factor b1 using again (3.38), (3.55),
(3.36) and Lemma C.1:∣∣∣∣λsλ + b1
∣∣∣∣ ∫
∣∣∣∣∣(ΛV˜ )λ2λ2r2 w22L+1
∣∣∣∣∣+
∫ ∣∣∣∣b1(ΛZ)λλ2r w2L
[
∂tZλ
r
w2L +Aλ
(
[∂t,H
L
λ ]w
)]∣∣∣∣
+
∫ ∣∣∣∣b1(ΛZ)λλ2r w2L+1[∂t,HLλ ]w
∣∣∣∣+ ∣∣∣∣∫ ddt
(
b1(ΛZ)λ
λ2r
)
w2L+1w2L
∣∣∣∣
.
b21
λ4L+4
[∫
ε22L+1
1 + y4
+
∫
ε22L
1 + y6
+C(M)E2L+2
]
.
b1
λ4L+4
C(M)b1E2L+2.
We similarily estimate the boundary term in time using (C.10):∣∣∣∣∫ b1(ΛZ)λλ2r w2L+1w2L
∣∣∣∣ . b1λ4L+2
[∫
ε22L+1
1 + y2
+
∫
ε22L
1 + y4
]
.
b1
λ4L+2
|logb1|Cb2L+21 .
We inject these estimates into (3.53) to derive the preliminary bound:
1
2
d
dt
{
1
λ4L+2
[
E2L+2 +O
(
b
4
5
1
b2L+2
|logb|2
)]}
≤ −1
2
∫
(H˜λw2L+1)
2 (3.56)
+
∫
H˜λw2L+1AλH
L
λ
(
1
λ2
Fλ
)
+
∫
HLλ
(
1
λ2
Fλ
)[
b1(ΛZ)λ
λ2r
w2L+1 +A
∗
λ
(
b1(ΛZ)λ
λ2r
w2L
)]
+
b1
λ4L+4
√
b1b
2L+2
1
with constants independent of M for |b| < b∗(M) small enough.
We now estimate all terms in the RHS of (3.56).
step 4 Further use of dissipation. Let us introduce the decomposition from
(3.28), (3.30):
F = F0 + F1, F0 = −Ψ˜b − M˜od(t), F1 = L(ε) −N(ε). (3.57)
The first term in the RHS of (3.56) is estimated after an integration by parts:∣∣∣∣∫ H˜λw2L+1AλHLλ ( 1λ2Fλ
)∣∣∣∣
≤ C
λ4L+4
‖A∗ε2L+1‖L2‖HL+1F0‖L2 +
1
4
∫
|H˜λw2L+1|2 + C
λ4L+4
∫
|AHLF1|2
≤ C
λ4L+4
[
‖HL+1F0‖L2
√
E2L+2 + ‖AHLF1‖2L2
]
+
1
4
∫
|H˜λw2L+1|2 (3.58)
for some universal constant C > 0 independent of M .
The last two terms in (3.56) can be estimated in brute force from Cauchy Schwarz:
∣∣∣∣∫ HLλ ( 1λ2Fλ
)
b1(ΛZ)λ
λ2r
w2L+1
∣∣∣∣ . b1λ4L+4
(∫
1 + |logy|2
1 + y4
|HLF|2
)1
2
(∫
ε22L+1
y2(1 + |logy|2)
) 1
2
.
b1
λ4L+4
√
E2L+2
(∫
1 + |logy|2
1 + y4
|HLF|2
) 1
2
(3.59)
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where constants are independent of M thanks to the estimate (B.2) for ε2L+1.
Similarily: ∣∣∣∣∫ HLλ ( 1λ2Fλ
)
A∗λ
(
b1(ΛZ)λ
λ2r
w2L
)∣∣∣∣ (3.60)
.
b1
λ4L+4
(∫
1 + |logy|2
1 + y2
|AHLF|2
) 1
2
(∫
ε22L
(1 + y4)(1 + |logy|2)
) 1
2
.
b1
λ4L+4
C(M)
√
E2L+2
(∫
1 + |logy|2
1 + y2
|AHLF0|2 +
∫
|AHLF1|2
) 1
2
We now claim the bounds:∫
1 + |logy|2
1 + y4
|HLF|2 . b
2L+2
1
|logb1|2 +
E2L+2
logM
, (3.61)
∫
1 + |logy|2
1 + y2
|AHLF0|2 . δ(α∗)
[
b2L+21
|logb1|2 + E2L+2
]
, (3.62)
∫
|HL+1F0|2 . b21
[
b2L+21
|logb1|2 +
E2L+2
logM
]
, (3.63)
∫
|AHLF1|2 . b1
[
b2L+21
|logb1|2 +
E2L+2
logM
]
, (3.64)
with all . constants independent of M for |b| < α∗(M) small enough, and where
δ(α∗)→ 0 as α∗(M)→ 0.
Injecting these bounds together with (3.58), (3.59), (3.60) into (3.56) concludes the
proof of (3.48). We now turn to the proof of (3.61), (3.62), (3.63), (3.64).
step 5 Ψ˜b terms. The contribution of Ψ˜b terms to (3.61), (3.62), (3.63) is esti-
mated from (2.89), (2.90) which are at the heart of the construction of Q˜b and yield
the desired bounds.
step 6 M˜od(t) terms. Recall (3.29):
M˜od(t) = −
(
λs
λ
+ b1
)
ΛQ˜b
+ ΣLi=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]
[
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
]
,
and the notation (3.39).
Proof of (3.63) for M˜od: We recall that |bk| . bk1 and estimate from Lemma 2.8:∫
|HL+1ΛQ˜b|2 . ΣLi=1
∫
|HL+1biΛT˜i|2 +ΣL+2i=2
∫
|HL+1ΛS˜i|2
. ΣLi=1b
2i
1
∫
y≤2B1
∣∣∣∣(1 + |logy|C)y2i−11 + y2L+2
∣∣∣∣2 +ΣL+1i=2 b2i1 + b2L+41b21|logb1|2
. b21.
We then use the cancellation HL+1Ti = 0 for 1 ≤ i ≤ L to estimate:
ΣLi=1
∫
|HL+1T˜i|2 . ΣLi=1
∫
B1≤y≤2B1
∣∣∣∣ y2i−1y2L+2
∣∣∣∣2 . b21.
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Then using Lemma 2.8 again13: for 1 ≤ i ≤ L,
ΣL+2j=i+1
∫ ∣∣∣∣HL+1 [χB1 ∂Sj∂bi
]∣∣∣∣2 . ΣL+1j=i+1b2(j−i)1 + b2(L+2−i)1b21|logb1|2 . b21.
We thus obtain from Lemma 3.3 the expected bound:∫
|HL+1M˜od|2 . b21|D(t)|2 . b21
[
E2L+2
|logM | +
b2L+21
|logb1|2
]
.
Proof of (3.61) for M˜od: We use Lemma 2.8 to derive the rough bound:∫
1 + |logy|2
1 + y4
|HLΛQ˜b|2 . ΣLi=1
∫
1 + |logy|2
1 + y4
|HLbiΛT˜i|2 +ΣL+2i=2
∫
1 + |logy|2
1 + y4
|HLΛS˜i|2
. ΣLi=1b
2i
1
∫
y≤2B1
1 + |logy|C
1 + y4
∣∣∣∣ y2i−11 + y2L
∣∣∣∣2 +ΣL+1i=2 b2i1 |logb1|3
+ b2L+41
∫
y≤2B1
1 + |logy|2
1 + y4
∣∣∣∣∣1 + y2(L+2)−11 + y2L
∣∣∣∣∣
2
. 1.
Next:
ΣLj=1
1 + |logy|2
1 + y4
|HLT˜i|2 . ΣLj=1
∫
y≤2B1
1 + |logy|C
1 + y4
∣∣∣∣ y2i−11 + y2L
∣∣∣∣2 . 1,
and finally using Lemma 2.8 again: for 1 ≤ i ≤ L,
ΣL+2j=i+1
∫
1 + |logy|2
1 + y4
∣∣∣∣HL [χB1 ∂Sj∂bi
]∣∣∣∣2
. ΣL+1j=i+1b
2(j−i)
1 |logb1|2 + b2(L−i)+41
∫
y≤2B1
1 + |logy|2
1 + y4
∣∣∣∣∣1 + y2(L+2)−11 + y2L
∣∣∣∣∣
2
. 1.
We thus obtain from Lemma 3.3 the expected bound:∫
1 + |logy|2
1 + y4
|HLM˜od|2 . |D(t)|2 . E2L+2|logM | +
b2L+21
|logb1|2 .
Proof of (3.62) for M˜od: We use Lemma 2.8 to estimate:∫
1 + |logy|2
1 + y2
|AHLΛQ˜b|2
. ΣLi=1
∫
1 + |logy|2
1 + y2
|HLbiΛT˜i|2 +ΣL+2i=2
∫
1 + |logy|2
1 + y2
|AHLΛS˜i|2
. ΣLi=1b
2i
1
∫
y≤2B1
1 + |logy|2
1 + y2
∣∣∣∣ y2i−11 + y2L
∣∣∣∣2 +ΣL+1i=2 b2i1 |logb1|3
+ b2L+41
∫
B1≤y≤2B1
1 + |logy|2
1 + y2
∣∣∣∣∣1 + y2(L+2)−11 + y2L+1
∣∣∣∣∣
2
. b21.
13this is where we used the logarithmic gain (2.54) induced by (2.24).
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Next using the cancellation AHLTi = 0, 1 ≤ i ≤ L, and
ΣLj=1
1 + |logy|2
1 + y2
|AHLT˜i|2 . ΣLj=1
∫
B1≤y≤2B1
1 + |logy|C
1 + y2
∣∣∣∣ y2i−11 + y2L
∣∣∣∣2 . b1|logb1|C .
and finally using Lemma 2.8 again: for 1 ≤ i ≤ L,
ΣL+2j=i+1
∫
1 + |logy|2
1 + y2
∣∣∣∣AHL [χB1 ∂Sj∂bi
]∣∣∣∣2
. ΣL+1j=i+1b
2(j−i)
1 |logb1|C + b2(L−i)+41
∫
y≤2B1
1 + |logy|2
1 + y2
∣∣∣∣∣1 + y2(L+2)−11 + y2L+1
∣∣∣∣∣
2
. b1.
We thus obtain from Lemma 3.3 the desired bound:∫
1 + |logy|2
1 + y2
|AHLM˜od|2 ≤
√
b1|D(t)|2 . δ(α∗)
[
E2L+2 + b
2L+2
1
|logb1|2
]
.
step 7 Nonlinear term N(ε). Control near the origin y ≤ 1: We rewrite from
(3.32) and a Taylor Lagrange formula
N(ε) = zN0(ε), z = y
(
ε
y
)2
, N0(ε) =
1
y
∫ 1
0
(1− τ)f ′′(Q˜b + τε)dτ. (3.65)
First observe from (C.2) and the Taylor expansion at the origin of Ti given by (2.39)
that
z =
1
y
[
ΣL+1i=1 ciTL+1−i + rε
]2
= ΣLi=0c˜iy
2i+1 + r˜ε (3.66)
with from (C.3), (C.4):
|c˜i| . C(M)E2L+2,
|∂ky r˜ε| . y2L+1−k|logy|C(M)E2L+2, 0 ≤ k ≤ 2L+ 1. (3.67)
We now let τ ∈ [0, 1] and
vτ = Q˜b + τε,
and obtain from Proposition 2.12 and (C.2) the Taylor expansion at the origin:
vτ = Σ
L
i=0cˆiy
2i+1 + rˆε (3.68)
with
|cˆi| . 1, |∂ky rˆε| . y2L+1−k|logy|, 0 ≤ k ≤ 2L+ 1. (3.69)
Recall that f ∈ C∞ with f2k(0) = 0, k ≥ 0. We therefore obtain a Taylor expansion
f ′′(vτ ) = ΣL+1i=1
f (2i+1)(0)
i!
v2i−1τ +
v2L+2
(2L+ 1)!
∫ 1
0
(1− σ)2L+1f (2L+4)(σvτ )dσ
which together with (3.68) ensures an expansion:
N0(ε) = Σ
L
i=0
ˆˆciy
2i + ˆˆrε,
|ˆˆci| . 1, , |∂ky ˆˆrε| . y2L−k|logy| 0 ≤ k ≤ 2L+ 1.
Combining this with (3.66) ensures the expansion:
N(ε) = zN0(ε) = Σ
L
i=0
˜˜ciy
2i+1 + ˜˜rε (3.70)
with
|˜˜ci| . C(M)E2L+2, |∂ky ˜˜rε| . y2L+1−k|logy|C(M)E2L+2, 0 ≤ k ≤ 2L+ 1.
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Observe that this implies from direct check the bound:
|Ak ˜˜rε| . Σki=0
∂iy
˜˜rε
yk−i
. C(M)E2L+2Σki=0
|logy|y2L+1−i
yk−i
. y2L+1−k|logy|C(M)E2L+2, 0 ≤ k ≤ 2L+ 1
We now compute using a simple induction based on the expansions (2.5), (2.6) and
the cancellation A(y) = O(y2) that for y ≤ 1:{ A2k+1 (ΣLi=0˜˜ciy2i+1) = ΣLi=k+1ci,2k+1y2(i−k) +O(y2(L−k)+2),
A2k+2 (ΣLi=0˜˜ciy2i+1) = ΣLi=k+1ci,2k+2y2(i−k)−1 +O(y2(L−k)+1) (3.71)
We conclude from (3.70):
‖AkN(ε)‖L∞(y≤1) . C(M)E2L+2, 0 ≤ k ≤ 2L+ 1 (3.72)
and thus in particular the control near the origin:∫
y≤1
1 + |logy|2
1 + y4
|HLN(ε)|2 +
∫
y≤1
|AHLN (ε)|2 . C(M) (E2L+2)2 . b21b2L+21 .
Control for y ≥ 1: We give the detailed proof of (3.64). The proof of (3.61) follows
the exact same lines -with in fact more room- and is left to the reader. Let
ζ =
ε
y
, N1(ε) =
∫ 1
0
(1− τ)f ′′(Q˜b + τε)dτ so that N(ε) = ζ2N1. (3.73)
We first estimate from (C.14): for (i, j) ∈ N× N with 1 ≤ i+ j ≤ 2L+ 1,∥∥∥∥∥ ∂iyζyj−1
∥∥∥∥∥
2
L∞(y≥1)
. Σik=0
∥∥∥∥∥ ∂ky εyj+i−k
∥∥∥∥∥
2
L∞(y≥1)
(3.74)
. |logb1|C

b
(i+j) 2L
2L−1
1 for 1 ≤ i+ j ≤ 2L− 1,
b2L+11 for i+ j = 2L,
b2L+21 for i+ j = 2L+ 1.
Similarily from (C.12): for (i, j) ∈ N×N∗ with 2 ≤ i+ j ≤ 2L+ 2,∫
y≥1
1 + |logy|C
1 + y2j−2
|∂iyζ|2 . Σik=0
∫
y≥1
1 + |logy|C
1 + y2j+2(i−k)
|∂ky ε|2
. |logb1|C

b
(i+j−1) 2L
2L−1
1 for 2 ≤ i+ j ≤ 2L
b2L+11 for i+ j = 2L+ 1
b2L+21 for i+ j = 2L+ 2.
(3.75)
Moreover, from the energy bound (3.23):∫
y≥1
|ζ|2 . 1. (3.76)
We now claim the pointwise bound for y ≥ 1:
∀1 ≤ k ≤ 2L+ 1, |∂kyN1(ε)| . |logb1|C
[
1
yk+1
+ b
ak
2
1
]
, (3.77)
with
ak =
 k
2L
2L−1 for 1 ≤ k ≤ 2L− 1
2L+ 1 for k = 2L,
2L+ 2 for k = 2L+ 1
. (3.78)
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which is proved below. For k = 0, we simply need the obvious bound:
‖N1(ε)‖L∞(y≥1) . 1. (3.79)
We then estimate in brute force from (3.73), (3.77), (3.79):
|AHLN(ε)| . Σ2L+1k=0
|∂kyN(ε)|
y2L+1−k
. Σ2L+1k=0
1
y2L+1−k
Σki=0|∂iyζ2||∂k−iy N1(ε)|
. Σ2L+1k=0
|∂ky ζ2|
y2L+1−k
+Σ2L+1k=1
1
y2L+1−k
Σk−1i=0 |∂iyζ2||logb1|C
[
1
yk−i+1
+ b
ak−i
2
1
]
. Σ2L+1k=0
|∂ky ζ2|
y2L+1−k
+ |logb1|CΣ2Li=0
|∂iyζ2|
y2L+2−i
+ |logb1|CΣ2L+1k=1 Σk−1i=0 b
ak−i
2
1
|∂iyζ2|
y2L+1−k
. |logb1|C
[
Σ2L+1k=0
|∂ky ζ2|
y2L+1−k
+Σ2L+1k=1 Σ
k−1
i=0 b
ak−i
2
1
|∂iyζ2|
y2L+1−k
]
and hence:∫
y≥1
|AHLN(ε)|2 . |logb1|CΣ2L+1k=0 Σki=0
∫
y≥1
|∂iyζ|2|∂k−iy ζ|2
y4L+2−2k
+ |logb1|CΣ2L+1k=1 Σk−1i=0Σij=0b
ak−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4L+2−2k
.
We now claim the bounds
Σ2L+1k=0 Σ
k
i=0
∫
y≥1
|∂iyζ|2|∂k−iy ζ|2
y4L+2−2k
. |logb1|Cbδ(L)1 b2L+31 (3.80)
|logb1|CΣ2L+1k=1 Σk−1i=0Σij=0b
ak−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4L+2−2k
. |logb1|Cbδ(L)1 b2L+31 (3.81)
for some δ(L) > 0, and this concludes the proof of (3.64) for N(ε).
Proof of (3.77): We first extract from Proposition 2.12 the rough bound:
|∂ky Q˜b| . |logb1|C
[
1
yk+1
+Σ2L+2i=1 b
i
1y
2i−1−k
1y≤2B1
]
.
|logb1|C
yk+1
. (3.82)
Let then τ ∈ [0, 1] and vτ = Q˜b + τε, we conclude from (3.82), (C.14), (3.78):
|∂kyvτ | . |logb1|C
[
1
yk+1
+ b
ak
2
1
]
, 1 ≤ k ≤ 2L+ 1, y ≥ 1. (3.83)
We therefore estimate N1 through the formula (3.73) using the rough bound |∂ivf | .
1 and the Faa di Bruno formula: for 1 ≤ k ≤ 2L+ 1,
|∂kyN1(ε)| .
∫ 1
0
Σm1+2m2+···+kmk=k
∣∣∂m1+···+mkv f(vτ )∣∣Πki=1|∂iyvτ |midτ
. |logb1|CΣm1+2m2+···+kmk=k|Πki=1
[
1
yi+1
+ b
ai
2
1
]mi
. |logb1|C
[
1
yk+1
+ b
αk
2
1
]
.
To estimate αk from the definition (3.78), we observe that for k ≤ 2L−1, i ≤ 2L−1
and thus
αk ≥ Σki=0
2iL
L− 1mi =
2kL
L− 1 = ak.
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For k = 2L, we have to treat the boundary term i = k, (m1, . . . ,mk−1,mk) =
(0, . . . , 0, 1) = 1 which yields:
α2L ≥ min{2L(2L)
2L− 1 ; 2L+ 1} = 2L+ 1.
For k = 2L+1, we have the the two boundary terms (m1,m2, . . . ,mk−2,mk−1,mk) =
(1, 0, . . . , 0, 1, 0), (m1, . . . , ,mk−1,mk) = (0, . . . , 0, 1) which yields:
α2L+1 ≥ min{2L(2L + 1)
2L− 1 ; 2L+ 1 +
2L
2L− 1; 2L+ 2} = 2L+ 2.
and (3.77) is proved.
Proof of (3.80): Let 0 ≤ k ≤ 2L+ 1, 0 ≤ i ≤ k. Let I1 = k − i, I2 = i, then we can
pick J2 ∈ N∗ such that
max{1; 2 − i} ≤ J2 ≤ min{2L+ 3− k; 2L+ 2− i}
and define
J1 = 2L+ 3− k − J2.
Then from direct inspection,
(I1, J1, I2, J2) ∈ N3 × N∗,
{
1 ≤ I1 + J1 ≤ 2L+ 1, 2 ≤ I2 + J2 ≤ 2L+ 2,
I1 + I2 + J1 + J2 = 2L+ 3.
.
Thus
Ai =
∫
y≥1
|∂iyζ|2|∂k−iy ζ|2
y4L+2−2k
=
∫
y≥1
|∂I1y ζ|2|∂I2y ζ|2
y2J1−2+2J2−2
.
∥∥∥∥∥ ∂I1y ζyJ1−1
∥∥∥∥∥
2
L∞(y≥1)
∫
y≥1
|∂I2y ζ|2
y2J2−2
. |logb1|Cbdi,k1
where we now compute the exponent di,k using (3.74), (3.75):
• for I1 + J1 ≤ 2L− 1, I2 + J2 ≤ 2L,
di,k =
2L
2L− 1(I1 + J1 + I2 + J2 − 1) =
2L(2L+ 2)
2L− 1 > 2L+ 3;
• for I1 + J1 = 2L, I2 + J2 = 3,
di,k = 2L+ 1 +
2L
2L− 1(3− 1) > 2L+ 3;
• for I1 + J1 = 2L+ 1, I2 + J2 = 2,
di,k = 2L+ 2 +
2L
2L− 1 > 2L+ 3,
• for I2 + J2 = 2L+ 1, I1 + J1 = 2,
di,k =
2(2L)
2L− 1 + 2L+ 1 > 2L+ 3,
• for I2 + J2 = 2L+ 2, I1 + J1 = 1,
di,k = 2L+ 2 +
2L
2L− 1 > 2L+ 3,
and (3.80) is proved.
Proof of (3.81): Let 1 ≤ k ≤ 2L + 1, 0 ≤ j ≤ i ≤ k − 1. For k = 2L + 1 and
0 ≤ i = j ≤ 2L, we use the energy bound (3.76) to estimate:
b
ak−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4L+2−2k
= b
a2L+1−i
1
∫
y≥1
|∂iyζ|2|ζ|2 . ba2L+1−i1 ‖ζ‖2L∞(y≥1)
∫
y≥1
|∂iyζ|2
. b
di,2L+1
1
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with
di,2L+1 =

2L
2L−1 + 2L+ 2 for i = 0,
2L
2L−1 + 2L+ 2 +
2L
2L−1 for i = 1,
2L
2L−1 +
2L
2L−1 (i+ 1− 1) + 2L2L−1 (2L+ 1− i) for 2 ≤ i ≤ 2L
> 2L+ 3.
This exceptional case being treated, we let I1 = j, I2 = i− j and pick J2 ∈ N∗ with
max{1; 2−(i−j); 2−(k−j)} ≤ J2 ≤ min{2L+3−k; 2L+2−(k−j); 2L+2−(i−j)}.
Let
J1 = 2L+ 3− k − J2,
then from direct check:
(I1, J1, I2, J2) ∈ N3 × N∗,
{
1 ≤ I1 + J1 ≤ 2L+ 1, 2 ≤ I2 + J2 ≤ 2L+ 2,
I1 + I2 + J1 + J2 = 2L+ 3− (k − i). .
Hence:
b
ak−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4L+2−2k
= b
ak−i
1
∫
y≥1
|∂I1y ζ|2|∂I2y ζ|2
y2J2−2+2J1−2
. b
ak−i
1
∥∥∥∥∥ ∂I1y ζyJ1−1
∥∥∥∥∥
2
L∞(y≥1)
∫
y≥1
|∂I2y ζ|2
y2J2−2
. |logb1|Cbdi,j,k1
where we now compute the exponent di,k using (3.74), (3.75), (3.78):
• for I1 + J1 ≤ 2L− 1, I2 + J2 ≤ 2L, k − i ≤ 2L− 1,
di,j,k = (k − i) 2L
2L− 1 + (2L+ 3− (k − i)− 1)
2L
2L − 1 =
2L(2L+ 2)
2L− 1 > 2L+ 3;
• for I1 + J1 ≤ 2L− 1, I2 + J2 ≤ 2L, k − i = 2L,
di,j,k = 2L+ 1 + (2L+ 3− 2L− 1) 2L
2L− 1 > 2L+ 3;
• for I1 + J1 = 2L, I2 + J2 = 3− (k − i) ≥ 2 and thus k − i = 1, I2 + J2 = 2,
di,j,k =
2L
2L− 1 + 2L+ 1 +
2L
2L1
> 2L+ 3;
• for I2+J2 = 2L+1, I1+J1 = 2−(k−i) ≥ 1 and thus k−i = 1. I1+J1 = 1,
di,j,k =
2L
2L− 1 + 2L+ 1 +
2L
2L− 1 > 2L+ 3,
and this concludes the proof of (3.81).
step 8 Small linear term L(ε).
Let us rewrite from a Taylor expansion:
L(ε) = −εN2(α˜b), N2(α˜b) = f
′(Q+ α˜b)− f ′(Q)
y2
=
α˜b
y2
∫ 1
0
f ′′(Q+ τα˜b)dτ. (3.84)
Control for y ≤ 1: We use a Taylor expansion with the cancellation f2k(0) = 0,
k ≥ 0. and Proposition 2.12 to ensure for y ≤ 1 a decomposition
N2(α˜b) = b1
[
ΣLi=0c˜iy
2i + r
]
, |c˜i| . 1, |∂ky r| . y2L+2−k, 0 ≤ k ≤ 2L+ 1.
We combine this with (C.2) and obtain the representation for y ≤ 1:
L(ε) =
[
ΣL+1i=1 ciTL+1−i + rε
]
b1
[
ΣLi=0ciy
2i + r
]
= b1
[
ΣLi=1cˆiy
2i−1 + rˆε
]
(3.85)
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with bounds:
|cˆi| . C(M)
√
E2L+2, (3.86)
|∂ky rˆε| . y2L+1−k|logy|C(M)
√
E2L+2, 0 ≤ k ≤ 2L+ 1, y ≤ 1. (3.87)
We now apply (Ak)0≤k≤2L+1 to (3.85) and conclude using (3.71):
‖AkL(ε)‖L∞(y≤1) . b1C(M)
√
E2L+2 (3.88)
from which:∫
y≤1
1 + |logy|2
1 + y4
|HLL(ε)|2 +
∫
y≤1
|AHLL(ε)|2 . C(M)b21E2L+2 . C(M)b21b2L+21 .
Control for y ≥ 1: We give the detailed proof of (3.64), the proof of (3.61) follows
the exact same lines and is left to the reader. We claim the pointwise bound for
y ≥ 1:
∀0 ≤ k ≤ 2L+ 1, |∂kyN2(α˜b)| .
b1|logb1|C
yk+1
. (3.89)
which is proved below. This yields from Leibniz rule
|∂kyL(ε)| . Σki=0
b1|logb1|C |∂iyε|
yk−i+1
(3.90)
and thus:
|AHLL(ε)| . Σ2L+1k=0
|∂kyL(ε)|
y2L+1−k
. Σ2L+1k=0
1
y2L+1−k
Σki=0
b1|logb1|C |∂iyε|
yk−i+1
. b1|logb1|CΣ2L+1i=0
|∂iyε|
y2L+2−i
.
We therefore conclude from (C.11) with k = L:∫
y≥1
|AHLL(ε)|2 . b21|logb1|CΣ2L+1i=0
∫
y≥1
|∂iyε|2
y4L+4−2i
. |logb1|Cb2L+41 ,
and (3.64) is proved.
Proof of (3.89): Let
N3 =
∫ 1
0
f ′′(Q+ τα˜b)dτ.
Let v˜τ = Q+ τα˜b, 0 ≤ τ ≤ 1, we estimate from Proposition 2.12:
|∂ky v˜τ | .
|logb1|C
yk+1
, 1 ≤ k ≤ 2L+ 1, y ≥ 1,
and hence using the Faa di Bruno formula:
|∂kyN3(α˜b)| .
∫ 1
0
Σm1+2m2+···+kmk=k
∣∣∂m1+···+mkv f(v˜τ )∣∣Πki=1|∂iy v˜τ |midτ
. |logb1|CΣm1+2m2+···+kmk=kΠki=1
[
1
yi+1
]mi
.
|logb1|C
yk+1
.
This yields in particular the rough bound
|∂kyN3(α˜b)| .
|logb1|C
yk
, y ≥ 1, 0 ≤ k ≤ 2L+ 1
and hence from the Leibniz rule:∣∣∣∣∂ky (N3(α˜b)y2
)∣∣∣∣ . |logb1|Cyk+2 , y ≥ 1, 0 ≤ k ≤ 2L+ 1. (3.91)
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We extract from Proposition 2.12 the rough bound
|∂ky α˜b| .
|logb1|Cb1
yk−1
, 0 ≤ k ≤ 2L+ 1
and conclude from Leibniz rule:
|∂kyN2| . Σki=0|logb1|C
b1
yi+2yk−i−1
.
b1|logb1|C
yk+1
,
and (3.89) is proved.
This concludes the proof of (3.61), (3.62), (3.63), (3.64) and thus of Proposition
3.6.

4. Closing the bootstrap and proof of Theorem 1.1
We are now in position to close the bootstrap bounds of Proposition 3.1. The
proof of Theorem 1.1 will easily follow.
4.1. Proof of Proposition 3.1. Our aim is first to show that for s < s∗, the a
priori bounds (3.23), (3.24), (3.25) can be improved, and then the unstables modes
(Uk)2≤k≤L will be controlled through a standard topological argument.
step 1 Improved H˙1 bound. First observe from (3.17) and the a priori bound on
Uk form s < s
∗ that
|bk(s)| . |bk(0)|. (4.1)
The energy bound (3.23) is now a straightforward consequence of the dissipation of
energy and the bounds (4.1), (3.26). Indeed, let
ε˜ = ε+ αˆ,
then
E0 =
∫
|∂y(Q+ ε˜)|2 +
∫
g2(Q+ ε˜)
y2
(4.2)
= E(Q) + (Hε˜, ε˜) +
∫
1
y2
[
g2(Q+ ε˜)− 2f(Q)ε˜− f ′(Q)ε˜2] .
We first use the bound on the profile which is easily extracted from Proposition 2.12∫
|∂yαˆ|2 +
∫ |αˆ|2
y2
. b1|logb1|C ≤
√
b1(0)
using (4.1). This ensures using Lemma B.1 the coercivity:
(Hε˜, ε˜) ≥ c(M)
[∫
|∂y ε˜|2 +
∫ |ε˜|2
y2
]
− 1
c(M)
(ε˜,ΦM )
2
≥ c(M)
[∫
|∂yε|2 +
∫ |ε|2
y2
]
−
√
b1(0).
The nonlinear term is estimated from a Taylor expansion:∣∣∣∣∫ 1y2 [g2(Q+ ε˜)− 2f(Q)ε˜− f ′(Q)ε˜2]
∣∣∣∣ . ∫ |ε˜|3y2 .
(∫
|∂y ε˜|2 +
∫ |ε˜|2
y2
) 3
2
.
where we used the Sobolev bound
‖ε˜‖2L∞ . ‖∂y ε˜‖L2‖
ε˜
y
‖L2 .
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We inject these bounds into the dissipation of energy (4.2) together with the initial
bound (3.20) to estimate:∫
|∂yε|2+
∫ |ε|2
y2
.
∫
|∂y ε˜|2+
∫ |ε˜|2
y2
+b1|logb1|C ≤ c(M)
√
b1(0) ≤ (b1(0)) 14 (4.3)
for |b1(0)| ≤ b∗1(M) small enough.
step 2 Integration of the scaling law. Let us compute explicitly the scaling
parameter for s < s∗. From (3.36), (3.26), (2.101), (2.99), we have the rough
bound:
−λs
λ
=
c1
s
− |d1|
logs
+O
(
1
s(logs)
5
4
)
which we rewrite ∣∣∣∣ dds
{
sc1λ(s)
(logs)|d1|
}∣∣∣∣ . 1
s(logs)
5
4
. (4.4)
We integrate this using the initial value λ(0) = 1 and conclude:
sc1λ(s)
(logs)|d1|
=
sc10
(logs0)|d1|
+O
(
1
(logs0)
1
4
)
. (4.5)
Together with the law for b1 given by (3.26), (2.101), (2.99), this implies:
b1(0)
c1 |logb1(0)||d1| . b
c1
1 (s)|logb1||d1|
λ(s)
. b1(0)
c1 |logb1(0)||d1|. (4.6)
step 3 Improved control of E2L+2. We now improve the control of the high
order E2L+2 energy (3.25) by reintegrating the Lyapounov monotonicity (3.48) in
the regime governed by (4.5), (2.101). Indeed, we inject the bootstrap bound (3.25)
into the monotonicity formula (3.48) and integrate in time s: ∀s ∈ [s0, s∗),
E2L+2(s) ≤ 2
(
λ(s)
λ(0)
)4L+2 [
E2L+2(0) + Cb
4
5
1 (0)
b2L+21 (0)
|logb1(0)|2
]
+
b2L+21 (s)
|logb1(s)|2
+ C
[
1 +
K
logM
+
√
K
]
λ2L+4(s)
∫ s
s0
b1
λ4L+2
b2L+21
|logb1|2dσ (4.7)
for some universal constant C > 0 independent of M . We now observe from (4.6)
that the integral in the RHS of (4.7) is divergent since:
b1
λ4L+2
b2L+21
|logb1|2 & C(b0)
b2L+31
b
(4L+2)c1
1 |logb1|C
&
C(b0)
(logs)Cs2L+3−(4L+2)
L
2L−1
=
C(b0)
(logs)Cs
2L−3
2L−1
,
and therefore from (4.6) and 1
s
. b1 .
1
s
:
λ4L+2(s)
∫ s
s0
b1
λ4L+2
b2L+21
|logb1|2dσ .
b2L+21 (s)
|logb1(s)|2 .
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We now estimate the contribution of the initial data using (4.6) and the initial
bounds (3.21), (3.22):(
λ(s)
λ(0)
)4L+2 [
E2L+2(0) + Cb
4
5
1 (0)
b2L+21 (0)
|logb1(0)|2
]
. λ4L+2(s)b
4
5
1 (0)
b2L+21 (0)
|logb1(0)|2
. (b1(s))
(4L+2) L
2L−1 |logb1(s)|C(b1(0))
4
5
+2L+2−(4L+2) L
2L−1 |logb1(0)|C
.
b2L+21 (s)
|logb1(s)|2
where we used the algebra for L ≥ 2:
0 <
L(4L+ 2)
2L− 1 − (2L+ 2) =
2
2L− 1 <
4
5
.
Injecting these bounds into (4.7) yields
E2L+2(s) . b
2L+2
1 (s)
|logb1(s)|2
[
1 +
K
logM
+
√
K
]
≤ K
2
b2L+21 (s)
|logb1(s)|2 (4.8)
for K large enough independent of M .
step 4 Improved control of E2k+2, 0 ≤ k ≤ L − 1. We now claim the improved
bound on the intermediate energies:
E2k+2 ≤ b
(4k+2) 2L
2L−1
1 |logb1|C+
√
K . (4.9)
This follows from the monotonicity formula: for 0 ≤ k ≤ L− 1,
d
dt
{
1
λ4k+2
[
E2k+2 +O
(
b
1
2
1 b
(4k+2) 2L
2L−1
1
)]}
(4.10)
.
|logb1|C
λ4k+4
[
b2k+31 + b
1+δ+(2k+1) 2L
2L−1
1 +
√
b2k+41 E2k+2
]
for some universal constants C, δ > 0 independent of the bootstrap constant K. The
proof is similar to the one of (4.8) and in fact simpler since we allow for logarithmic
losses, details are given in Appendix F.
We now estimate using (4.5):
λ4k+2(s)
∫ s
s0
b2k+31
λ4k+2
|logb1|C . (logs)
|d1|
s(4k+2)c1
∫ s
s0
(logσ)C
σ2k+3−c1(4k+2)
dσ.
We compute from (2.97):
(2k + 3)− c1(4k + 2) = 1 + 2(L− k − 1)
2L− 1 (4.11)
and hence:
λ4k+2(s)
∫ s
s0
b2k+31
λ4k+2
|logb1|C . (logs)
|d1|+C
s(4k+2)c1
. b4k+21 |logb1|C .
Similarily, from (4.6):
λ4k+2(s)
∫ s
s0
b
1+δ+(2k+1) 2L
2L−1
1
λ4k+2
|logb1|Cdσ . (logs)
|d1|+C
s(4k+2)c1
∫ s
s0
(logσ)C
σ1+δ
dσ
. b4k+21 |logb1|C
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and using (4.11), (3.24):
λ4k+2(s)
∫ s
s0
|logb1|C
λ4k+2
√
b2k+41 E2k+2dσ .
(logs)|d1|+C
s(4k+2)c1
∫ s
s0
(logσ)C+
√
K√
s2k+4−(2k+1)
2L
2L−1
dσ
. |logb1|C+
√
Kb4k+21
∫ s
s0
dσ
σ
1+L−k−1
2L−1
. |logb1|C+
√
Kb4k+21 .
The time integration of (4.10) from s = s0 to s therefore yields using also the initial
smallness (3.21) and (4.6):
E2k+2(s) . λ4k+2(s)b1(0)10L+4+ |logb1(s)|C+
√
Kb4k+21 (s) . |logb1(s)|C+
√
Kb4k+21 (s),
and (4.9) is proved.
Remark 4.1. For 0 ≤ k ≤ L− 2, the above argument shows the bound
E2k+2 . λ4k+2
which equivalently corresponds to a uniform high order Sobolev control w. The
logarithmic loss for k = L − 1 could be gained as well with a little more work, see
[37] for the case L = 1. This shows that the limiting excess of energy u∗ in (1.12)
enjoys some suitable high order Sobolev regularity.
step 5 Contradiction through a topological argument. Let us consider
b˜k = bk for 1 ≤ k ≤ L, b˜L given by (3.44)
and the associated variables
b˜k = b
e
k +
U˜k
sk(logs)
5
4
, 1 ≤ k ≤ L, b˜k+1 = U˜k+1 ≡ 0, V˜ = PLU˜ .
From (3.45):
|V − V˜ | . sL|logs|CbL+
1
2
1 .
1
s
1
4
. (4.12)
Let the associated control of the unstable models be:
|V˜1(s)| ≤ 2,
(
V˜2(s), . . . , V˜L(s)
)
∈ BL−1(1
2
). (4.13)
and the slightly modified exit time:
s˜∗ = sup{s ≥ s0 such that (3.23), (3.24), (3.25), (4.13) hold on [s0, s]},
then (4.12) and the assumption (3.27) imply:
∀
(
V˜2(0), . . . , V˜L(0)
)
∈ BL−1(1
2
), s˜∗ < +∞. (4.14)
We claim that this contradicts Brouwer fixed point theorem.
Indeed, we first estimate from (2.102)
(b˜k)s+
(
2k − 1 + 2
logs
)
b˜1b˜k−b˜k+1 = 1
sk+1(logs)
5
4
[
s(U˜k)s − (ALU˜)k +O
(
1√
logs
)]
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and thus from (3.37), (3.46), (4.8) and (2.44):∣∣∣s(U˜k)s − (ALU˜)k∣∣∣ . 1√
logs
+ sk+1(logs)
5
4
∣∣∣∣(b˜k)s +(2k − 1 + 2logs
)
b˜1b˜k − b˜k+1
∣∣∣∣
.
1√
logs
+ sk+1(logs)
5
4
[
b
L+ 3
2
1 +
1
sk+1(logs)2
+
bL+11
|logb1| 32
]
.
1
(logs)
1
4
and hence using the diagonalization (2.104):
s(V˜ )s = DLV˜s +O
(
1
(logs)
1
4
)
. (4.15)
This first implies the control of the stable mode V˜1 from (2.104):
|(sV˜1)s| . 1
(logs)
1
4
and thus from (3.19):
|V˜1(s)| . 1
s
+
1
s
∫ s
s0
dτ
(logτ)
1
4
≤ 1
10
. (4.16)
Now from (4.3), (4.8), (4.9), (4.16) and a standard continuity argument,
ΣLi=2V˜
2
i (s
∗) =
1
4
. (4.17)
We then compute from (4.15) the fundamental strict outgoing condition at the exit
time s˜∗ defined by (4.17):
1
2
d
ds
{
ΣLi=2V˜
2
i
}
|s=s˜∗
= ΣLi=2(V˜i)sV˜i =
1
s˜∗
[
ΣLi=2
i
2L− 1 V˜
2
i (s
∗) +O
(
1
(logs˜∗)
1
4
)]
≥ 1
s∗
[
2
2L− 1
1
4
+O
(
1
(logs˜∗)
1
4
)]
> 0.
This implies from standard argument the continuity of the map
(V˜i)2≤i≤L ∈ BL−1(1
2
) 7→ s˜∗
[
(V˜i)2≤i≤L
]
and hence the continuous map
BL−1(12 )→ BL−1(12)
(V˜i)2≤i≤L 7→
{
V˜i
[
s˜∗((V˜i)2≤i≤L)
]}
is the identity on the boundary sphere SL−1(12), a contradiction to Brouwer’s fixed
point theorem. This concludes the proof of Proposition 3.1.
4.2. Proof of Theorem 1.1. We pick an initial data satisfying the conclusions of
Proposition 3.1. In particular, (4.4) implies the existence of c(u0) > 0 such that
λ(s) = c(u0)
(logs)|d1|
sc1
[
1 +O
(
1
(logs)
1
4
)]
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and then from (3.36), (2.101):
−λλt = −λs
λ
= b1+O
(
1
sL
)
=
c1
s
[
1 +O
(
1
logs
)]
=
c(u0)λ
1
c1
|logλ|
|d1|
c1
[
1 +O
(
1
(logs)
1
4
)]
and hence the pointwise differential equation:
−λ−(L−1)L |logλ| 22L−1λt = c(u0)(1 + o(1)).
We easily conclude that λ touches zero at some finite time T = T (u0) < +∞ with
near blow up time:
λ(t) = c(u0)(1 + o(1))
(T − t)L
|log(T − t)| 2L2L−1
(1 + o(1)).
The strong convergence (1.12) now follows as in [37]. This concludes the proof of
Theorem 1.1.
.
Appendix A. Regularity in corotational symmetry
We detail in this appendix the regularity of smooth maps with 1-corotational
symmetry.
Lemma A.1 (Regularity in corotational symmetry). Let v be a smooth 1-corotational
map
v(y, θ) =
∣∣∣∣∣∣
g(u(y)) cos θ
g(u(y)) sin θ
z(u(y))
, (A.1)
with
v(0) = ez, lim
y→+∞ v(x)→ −ez. (A.2)
Assume that v is smooth in Sobolev sense:
ΣNi=1
∫
|(−∆) i2 v|2 < +∞,
for some N ≫ L, then:
(i) u is a smooth function of y with a Taylor expansion at the origin for p ≤ 10L:
u(y) = Σpk=0cky
2k+1 +O(y2p+3). (A.3)
(ii) Assume that u(y) = Q(y) + ε(y) with
‖∇ε‖L2 + ‖
ε
y
‖L2 ≪ 1, (A.4)
and consider the sequence of suitable derivatives εk = Akε, then: ∀1 ≤ k ≤ L∫
|ε2k+2|2 +
∫ |ε2k+1|2
y2(1 + y2)
(A.5)
+ Σkp=0
∫ [ |ε2p−1|2
y6(1 + |logy|2)(1 + y4(k−p)) +
|ε2p|2
y4(1 + |logy|2)(1 + y4(k−p))
]
< +∞.
Proof of Lemma A.1. Let us consider the rotation matrix
R =
 0 −1 01 0 0
0 0 0
 , (A.6)
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and rewrite (A.1):
v(r, θ) = eθRw with w(r) =
∣∣∣∣∣∣
w1 = g(u)
0
w3 = z(u)
(A.7)
step 1 Control at the origin. We compute the energy density
|∇v|2 = |∂yw|2 + |w|
2
y2
(A.8)
which is bounded from the smoothess of v from which∣∣∣∣w1y
∣∣∣∣+ |∂yw1| . 1. (A.9)
Similarily,
∆v = eθR
(
∆w +R2
w
y2
)
= eθR
∣∣∣∣∣∣
−Hw1
0
∆w3
(A.10)
where
Hw1 = −∆w1 + w1
y2
= A∗Aw1
with
A = −∂y + 1
y
, A∗ = ∂y +
2
y
.
The regularity of v implies
|Hw1| . 1
near the origin which together with (A.9) yields:
Aw1(y) =
1
y2
∫ r
0
(Hw1)τ
2dτ = O(y). (A.11)
We now observe that
Hw1 = −∂yyw1 + 1
y
Aw1
and conclude
|∂2yyw1| . 1.
We now iterate this argument once on (A.10). Indeed, at the origin,
|∂yHw1|2 + |Hw1|
2
y2
. |∇∆v|2 . 1, |H2w1| . |∆2v| . 1
and hence
|Hw1| . y, |AHw1| . y, |H2w1| . 1.
This yields the C3 regularity of w1 at the origin and the improved bound from
(A.11):
Aw1(y) =
1
y2
∫ y
0
(Hw1)τ
2dτ = O(y2).
A simple induction now yields for all k ≥ 1 the Ck regularity of w1, and that the
sequence
(w1)0 = w1, (w1)k+1 =
{
A∗(w1)k for k odd
A(w1)k for k even
, k ≥ 1.
satisfies the bound
|(w1)k| .
{
y for k even
y2 for k odd
. (A.12)
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We therefore let a Taylor expansion at the origin
w1(y) = Σ
p
i=1ciy
i +O(yp+1),
apply successively the operator A,A∗ and conclude from the relations
A(rk) = −(k − 1)yk−1, A∗(yk) = (k + 2)yk−1
and (A.12) that
c2k = 0, ∀k ≥ 1.
We now recall from (A.7) that w1 = g(u) and the Taylor expansion (A.3) now
follows from the odd parity of g at the origin.
We now claim that this implies the bound (A.5) at the origin. Indeed, ε admits
a Taylor expansion (A.3) from (2.2) to which we apply successively the operators
A,A∗. We observe from (2.5) the cancellation
A(y) = cy2 +O(y3)
which ensures the bound near the origin
|ε2k| . y, |ε2k+1| . y2, (A.13)
hence the finiteness of the norms (A.5) at the origin.
step 2. Control for r ≥ 1. We first claim:∫
ε2
y2
+ΣL+2k=1
∫
(∂ky ε)
2 < +∞. (A.14)
Indeed, from (A.4),
‖ε‖L∞ . ‖∇ε‖L2 + ‖
ε
y
‖L2 ≪ 1. (A.15)
From (A.8), ∫
|∆g(u)|2 .
∫
|∆v|2 < +∞.
Now
∆g(u) = g′(u)∆u+ (∂yu)2g′(u)g′′(u)
and we estimate using Sobolev and the L∞ control (A.15):∫ (
(∂yε)
2g′(u)g′′(u)
)2
.
∫
|∆ε|2
∫
|∇ε|2 ≪
∫
|∆ε|2.
Moreoever, from the smallness (A.15) and the structure of Q,
|g′(u)| & 1 as r→ +∞
from which:
1 +
∫
|∆v|2 &
∫
|∆ε|2.
The control of higher order Sobolev norms (A.14) now follows similarly by induction
using the Faa di Bruno formula for the computation of ∂ky g(u), this is left to the
reader. Now (A.14) easily implies
ΣL+2i=1
∫
y≥1
|εk|2 < +∞
and the bound (A.5) is proved far out.

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Appendix B. Coercitivity bounds
Given M ≥ 1, we let ΦM be given by (3.7). Let us recall the coercivity of the
operator H which is a standard consequence of the knowledge of the kernel of H
and the nondegeneracy (3.8).
Lemma B.1 (Coercivity of H). Let M ≥ 1 large enough, then there exists C(M) >
0 such that for all radially symmetric u with∫ [
|∂yu|2 + |u|
2
y2
]
< +∞
satisfying
(u,ΦM ) = 0,
there holds:
(Hu, u) ≥ C(M)
[∫
|∂yu|2 + |u|
2
y2
]
.
We now recall the coercivity of H˜ which is a simple consequence of (2.11) and is
proved in [36].
Lemma B.2 (Coericivity of H˜). Let u with∫
|∂yu|2 +
∫ |u|2
y2
< +∞, (B.1)
then
(H˜u, u) = ‖A∗u‖2L2 ≥ c0
[∫
|∂yu|2 +
∫ |u|2
y2(1 + |logy|2)
]
(B.2)
for some universal constant c0 > 0.
We now claim the following weighted coercivity bound on H.
Lemma B.3 (Coercivity of E2). There exists C(M) > 0 such that for all radially
symmetric u with ∫ |u|2
y4(1 + |logy|2) +
∫ |Au|2
y2(1 + y2)
< +∞ (B.3)
and
(u,ΦM ) = 0,
there holds: ∫
|Hu|2 ≥ C(M)
[∫ |u|2
y4(1 + |logy|2) +
∫ |Au|2
y2(1 + |logy|2)
]
. (B.4)
Proof of Lemma B.3. This lemma is proved in [36] in the case of the sphere target.
Let us briefly recall the argument for the sake of completeness.
step 1 Conclusion using a subcoercivity lower bound. We claim the subcoercivity
lower bound for any u satisfying (B.10):∫
|Hu|2 &
∫ |∂2yu|2
(1 + |logy|2) +
∫
(∂yu)
2
y2(1 + |logy|2) +
∫ |u|2
y4(1 + |logy|2)
− C
[∫
(∂yu)
2
1 + y3
+
∫ |u|2
1 + y5
]
. (B.5)
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Let us assume (B.5) and conclude the proof of (B.4). By contradiction, let M > 0
fixed and consider a normalized sequence un∫ |un|2
y4(1 + |logy|2) +
∫ |Aun|2
y2(1 + |logy|2) = 1, (B.6)
satisfying the orthogonality condition
(un,ΦM ) = 0 (B.7)
and the smallness: ∫
|Hun|2 ≤ 1
n
. (B.8)
Note that the normalization condition implies∫ |un|2
y4(1 + |logy|2) +
∫ |∂yun|2
y2(1 + |logy|2) . 1
and thus from (B.5), the sequence un is bounded in H
2
loc. Hence there exists u∞ ∈
H2loc such that up to a subsequence and for any smooth cut-off function ζ vanishing
in a neighborhood of y = 0, the sequence ζun is uniformly bounded in H
2
loc and
converges to ζu∞ in H1loc. Moreover, (B.8) implies
Hu∞ = 0
and by lower semi continuity of the norm and (B.6):∫ |u∞|2
y4(1 + |logy|2) < +∞
which implies from (2.12):
u = αΛQ for some α ∈ R.
We may moreover pass to the limit in (B.7) from (B.6) and the local compactness
of Sobolev embeddings and thus
(u∞,ΛQ) = 0 from which α = 0
where we used the nondegeneracy (3.8). Hence u∞ = 0. Now the subcoercivity
lower bound (B.5) together with (B.6), (B.8) and the H2loc uniform bound imply the
existence of ε, c > 0 such that:∫
ε≤y≤ 1
ε
[ |∂yu∞|2
1 + y3
+
|u∞|2
1 + y5
]
≥ c > 0
which contradicts the established identity u∞ = 0, and (B.4) is proved.
step 2 Proof of (B.5). Let us first apply Lemma B.2 to Au which satisfies (B.1)
by assumption and estimate:∫
(Hu)2 = (H˜Au,Au) &
∫
|∂y(Au)|2 +
∫ |Au|2
y2(1 + y2)
. (B.9)
Near the origin, we now recall the logarithmic Hardy inequality:∫
y≤1
|v|2
y2(1 + |logy|2) .
∫
1≤y≤2
|v|2 +
∫
y≤1
|∂yv|2
and thus using (2.10):∫ |Au|2
y2
=
∫
1
y2
∣∣∣∣ΛQ∂y ( uΛQ
)∣∣∣∣2 & ∫
y≤1
∣∣∣∣ uΛQ
∣∣∣∣2 dyy2(1 + |logy|2)−
∫
y≤1
(|∂yu|2+|u|2)
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which together with (B.9) yields∫
|Hu|2 &
∫
y≤1
[
(∂yu)
2
y2(1 + |logy|2) +
∫ |u|2
y4(1 + |logy|2)
]
− C
∫
y≤1
(|∂yu|2 + |u|2).
To control the second derivative, we rewrite near the origin:
Hu = −∂2yu+
1
y
(
−∂yu+ u
y
)
+
V − 1
y2
u = −∂2yu+
Au
y
+
(V − 1) + (1− Z)
y2
u
and (B.5) follows near the origin.
Away from the origin, let ζ(y) be a smooth cut-off function with support in y ≥ 12
and equal to 1 for y ≥ 1. We use the logarithmic Hardy inequality∫
y≥1
|u|2
y2(1 + |logy|2) .
∫
1≤y≤2
|u|2 +
∫
|∂yu|2
to conclude from (B.9):∫
(Hu)2 &
∫
ζ
|Au|2
y2(1 + |logy|2) − C
∫
1≤y≤2
(|u|2 + |∂yu|2).
We now estimate from (2.5) :∫
ζ
|Au|2
y2(1 + |logy|2) =
∫
ζ
| − ∂yu− uy |2
y2(1 + |logy|2) − C
∫
ζ
|u|2
y6(1 + |logy|2)
&
∫
ζ
y2(1 + |logy|2)
[
|∂yu|2 + |u|
2
y2
]
−C
∫ [ |u|2
y5
+
|∂yu|2
y3
]
where we integrated by parts in the last step. The control of the second derivative
follows from the explicit expression of H. This concludes the proof of (B.5). 
We now aim at generalizing the coercivity of the E2 energy of Lemma B.3 to
higher order energies. This first requires a generalization of the weighted estimate
(B.4).
Lemma B.4 (Weighted coercitivity bound). Let L ≥ 1, 0 ≤ k ≤ L and M ≥M(L)
large enough. Then there exists C(M) > 0 such that for all radially symmetric u
with ∫ |u|2
y4(1 + |logy|2)(1 + y4k+4) +
∫ |Au|2
y6(1 + |logy|2)(1 + y4k+4) < +∞ (B.10)
and
(u,ΦM ) = 0,
there holds:∫ |Hu|2
y4(1 + |logy|2)(1 + y4k) (B.11)
≥ C(M)
{∫ |u|2
y4(1 + |logy|2)(1 + y4k+4) +
∫ |Au|2
y6(1 + |logy|2)(1 + y4k)
}
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Proof of Lemma B.4. step 1 Subcoercivity lower bound. We claim the subcoerciv-
ity lower bound for any u satisfying (B.10):∫ |Hu|2
y4(1 + |logy|)2(1 + y4k) (B.12)
&
∫ |∂2yu|2
y4(1 + |logy|2)(1 + y4k) +
∫
(∂yu)
2
y2(1 + |logy|)2(1 + y4k+4)
+
∫ |u|2
y4(1 + |logy|2)(1 + y4k+4) − C
[∫
(∂yu)
2
1 + y4k+8
+
∫ |u|2
1 + y4k+10
]
.
Control near the origin. Recall from the finitness of the norm (B.10) the formula
(2.21):
Au(y) =
1
yΛQ(y)
∫ y
0
τΛQ(τ)Hu(τ)dτ.
We then estimate from Cauchy Schwarz and Fubbini:∫
y≤1
|Au|2
y5(1 + |logy|2)dy .
∫
0≤y≤1
∫
0≤τ≤y
y5
y9(1 + |logy|2) |Hu(τ)|
2dydτ
.
∫
0≤τ≤1
|Hu(τ)|2
[∫
τ≤y≤1
dy
y4(1 + |logy|2)
]
dτ .
∫
τ≤1
|Hu(τ)|2
τ3(1 + |logτ |2)dτ
and thus: ∫
y≤1
|Au|2
y6(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) . (B.13)
We now invert A and get from (2.10) the existence of c(u) such that
u(y) = c(u)ΛQ(y) − ΛQ(y)
∫ y
0
Au(τ)
ΛQ(τ)
dτ.
We estimate from Cauchy Schwarz and (B.13) for 1 ≤ y ≤ 1:∣∣∣∣∫ y
0
Au(τ)
ΛQ(τ)
dτ
∣∣∣∣2 . y4(1 + |logy|2)∫ y
0
|Au|2
τ5(1 + |logτ |2)dτ
. y3
∫
y≤1
|Hu|2
y4(1 + |logy|2)
from which
|c(u)|2 .
∫
y≤1
|u|2 +
∫
y≤1
|Hu|2
y4(1 + |logy|2)
and ∫
y≤1
|u|2
y4(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) +
∫
1≤y≤2
|u|2. (B.14)
The control of one derivative follows from (B.13), (B.14) and the definition of A:∫
y≤1
|∂yu|2
y2(1 + |logy|2) .
∫
y≤1
|Au|2
y2(1 + |logy|2) +
∫
y≤1
|u|2
y4(1 + |logy|2)
.
∫
y≤1
|Hu|2
y4(1 + |logy|2) +
∫
1≤y≤2
|u|2.
To control the second derivative, we rewrite near the origin:
Hu = −∂2yu+
1
y
(
−∂yu+ u
y
)
+
V − 1
y2
u = −∂2yu+
Au
y
+
(V − 1) + (1− Z)
y2
u
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which implies using (B.13), (B.14) and (2.5), (2.6):∫
y≤1
|∂2yu|2
y4(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) +
∫
1≤y≤2
|u|2.
This concludes the proof of (B.12) near the origin.
Control away from the origin. Let ζ(y) be a smooth cut-off function with support
in y ≥ 12 and equal to 1 for y ≥ 1. We compute:∫
ζ
|Hu|2
y4k+4(1 + |logy|)2 =
∫
ζ
| − ∂y(y∂yu) + Vy u|2
y4k+6(1 + |logy|)2
=
∫
ζ
|∂y(y∂yu)|2
y4k+6(1 + |logy|)2 − 2
∫
ζ
∂y(y∂yu) · V u
y4k+7(1 + |logy|)2 +
∫
ζ
V 2|u|2
y4k+8(1 + |logy|)2
=
∫
ζ
|∂y(y∂yu)|2
y4k+6(1 + |logy|)2 + 2
∫
ζ
V (∂yu)
2
y4k+6(1 + |logy|)2 +
∫
ζ
V 2|u|2
y4k+8(1 + |logy|)2
−
∫
|u|2∆
(
ζV
y4k+6(1 + |logy|)2
)
(B.15)
We now use the two dimensional logarithmic Hardy inequality with best constant14:
∀γ > 0,
γ2
4
∫
y≥1
|v|2
y2+γ(1 + |logy|)2 (B.16)
≤ Cγ
∫
1≤y≤2
|v|2 +
∫
y≥1
|∂yv|2
yγ(1 + |logy|)2 ,
with γ = 4k + 6 and estimate:∫
ζ
|∂y(y∂yu)|2
y4k+6(1 + |logy|)2 ≥
(4k + 6)2
4
∫
y≥1
|∂yu|2
y4k+6(1 + |logy|)2 − Ck
∫
1≤y≤2
|∂yu|2
≥ (4k + 6)
4
16
∫
y≥1
|u|2
y4k+8(1 + |logy|)2 − Ck
∫
1≤y≤2
[|∂yu|2 + |u|2] .
We now observe that for k ≥ 0 and y ≥ 1:
∂kyV (y) = ∂
k
y (1) +O(y
−2−k)
and compute
∆
(
1
y4k+6
)
=
(4k + 6)2
y4k+8
.
Injecting these bounds into (B.15) yields the lower bound:∫
ζ
|Hu|2
y4k+4(1 + |logy|)2 ≥
[
(4k + 6)4
16
− (4k + 6)2
] ∫
y≥1
|u|2
y4k+8(1 + |logy|)2
− Ck
∫ [ |∂yu|2
1 + y4k+8
+
|u|2
1 + y4k+10
]
.
Note that we can always keep the control of the first two derivatives in these esti-
mates, and the control (B.12) follows away from the origin.
14which can be obtained by a simple integration by parts, see [32]
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step 2 Proof of (B.11). By contradiction, let M > 0 fixed and consider a nor-
malized sequence un∫ |un|2
y4(1 + |logy|2)(1 + y4k+4) +
∫ |Aun|2
y6(1 + |logy|2)(1 + y4k) = 1, (B.17)
satisfying the orthogonality condition
(un,ΦM ) = 0 (B.18)
and the smallness: ∫ |Hun|2
y4(1 + |logy|2)(1 + y4k) ≤
1
n
. (B.19)
Note that the normalization condition implies∫ |un|2
y4(1 + |logy|2)(1 + y4k+4) +
∫ |∂yun|2
y2(1 + |logy|2)(1 + y4k+4) . 1 (B.20)
and thus from (B.12), the sequence un is bounded in H
2
loc. Hence there exists
u∞ ∈ H2loc such that up to a subsequence and for any smooth cut-off function ζ
vanishing in a neighborhood of y = 0, the sequence ζun is uniformly bounded in
H2loc and converges to ζu∞ in H
1
loc. Moreover, (B.19) implies
Hu∞ = 0
and by lower semi continuity of the norm and (B.17):∫ |u∞|2
y4(1 + |logy|2)(1 + y4k+4) < +∞
which implies from (2.12):
u = αΛQ for some α ∈ R.
We may moreover pass to the limit in (B.18) from (B.17) and the local compactness
embedding and thus
(u∞,ΛQ) = 0 from which α = 0
where we used the nondegeneracy (3.8). Hence u∞ = 0.
Now from (B.13), (B.14), (B.19) and (B.17):∫
y≥1
|un|2
y4(1 + |logy|2)(1 + y4k+4) +
∫
y≥1
|∂yun|2
y6(1 + |logy|2)(1 + y4k) & 1
and hence from (B.12), (B.19):
|∂yun|2
1 + y4k+8
+
|un|2
1 + y4k+10
& 1
which from the local compactness of Soboelv embeddings and the a priori bound
(B.20) ensures: ∫ |∂yu∞|2
1 + y4k+8
+
∫ |u∞|2
1 + y4k+10
& 1
which contradicts the established identity u∞ = 0. 
We are now position to prove the coercivity of the higher order (E2k+2)0≤k≤L en-
ergies under suitable orthogonality conditions. Given a radially symmetric function
ε, we recall the definition of suitable derivatives:
ε−1 = 0, ε0 = ε, εk+1 =
{
A∗εk for k odd
Aεk for k even
, 0 ≤ k ≤ 2L+ 1.
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Lemma B.5 (Coercivity of E2k+2). Let L ≥ 1, 0 ≤ k ≤ L and M ≥ M(L) large
enough. Then there exists C(M) > 0 such that for all ε with:∫
|ε2k+2|2 +
∫ |ε2k+1|2
y2(1 + y2)
(B.21)
+ Σkp=0
∫ [ |ε2p−1|2
y6(1 + |logy|2)(1 + y4(k−p)) +
|ε2p|2
y4(1 + |logy|2)(1 + y4(k−p))
]
< +∞
satisfying
(ε,HpΦM ) = 0, 0 ≤ p ≤ k, (B.22)
there holds:
E2k+2(ε) =
∫
(Hk+1ε)2 ≥ C(M)
{∫ |ε2k+1|2
y2(1 + |logy|2) (B.23)
+ Σkp=0
∫ [ |ε2p−1|2
y6(1 + |logy|2)(1 + y4(k−p)) +
|ε2p|2
y4(1 + |logy|2)(1 + y4(k−p))
]}
.
Proof of Lemma B.1. We argue by induction on k. The case k = 0 is Lemma B.3.
We assume the claim for k and prove it for 1 ≤ k+1 ≤ L. Indeed, let v = Hε, then
vp = εp+2 and thus v satisfies (B.21) and
15:
∀0 ≤ p ≤ k, (v,HpΦM) = (ε,Hp+1ΦM) = 0.
We may thus apply the induction claim for k to v and estimate:∫
(Hk+2ε)2 =
∫
(Hk+1v)2 ≥ C(M)
{∫ |ε2k+3|2
y2(1 + |logy|2)
+ Σkp=0
∫ [ |ε2p+1|2
y6(1 + |logy|2)(1 + y4(k−p)) +
|ε2p+2|2
y4(1 + |logy|2)(1 + y4(k−p))
]}
≥ C(M)
{∫ |ε2k+3|2
y2(1 + |logy|2) (B.24)
+ Σk+1p=1
∫ [ |ε2p−1|2
y6(1 + |logy|2)(1 + y4(k+1−p)) +
|ε2p|2
y4(1 + |logy|2)(1 + y4(k+1−p))
]}
The orthogonality condition (ε,ΦM ) = 0 and (B.21) allow us to use Lemma B.4
and to deduce from the weighted bound (B.11) the control:∫ |ε2|2
y4(1 + |logy|2)(1 + y4k) &
∫ |ε|2
y4(1 + |logy|2)(1 + y4k+4)
which together with (B.24) concludes the proof of Lemma B.1. 
Appendix C. Interpolation bounds
We derive in this section interpolation bounds on ε in the setting of the bootstrap
Proposition 3.1, and which are a consequence of the coercivity Property of Lemma
B.5.
Lemma C.1 (Interpolation bounds). (i) Weighted Sobolev bounds for εk: for 0 ≤
k ≤ L:
Σ2k+1i=0
∫ |εi|2
y2(1 + y4k−2i+2)(1 + |logy|2) +
∫
|ε2k+2|2 ≤ C(M)E2k+2. (C.1)
15from k ≤ L+ 1
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(ii) Development near the origin: ε admits a Taylor Lagrange like expansion
ε = ΣL+1i=1 ciTL+1−i + rε (C.2)
with bounds:
|ci| . C(M)
√
E2L+2, (C.3)
|∂ky rε| . y2L+1−k|logy|C(M)
√
E2L+2, 0 ≤ k ≤ 2L+ 1, y ≤ 1. (C.4)
(iii) Bounds near the origin for εk: for |y| ≤ 12 ,
|ε2k| . C(M)y|logy|
√
E2L+2, 0 ≤ k ≤ L, (C.5)
|ε2k−1| . C(M)y2|logy|
√
E2L+2, 1 ≤ k ≤ L, (C.6)
|ε2L+1| . C(M)
√
E2L+2. (C.7)
(iv) Bounds near the origin for ∂ky ε: for |y| ≤ 12 ,
|∂2ky ε| . C(M)y|logy|
√
E2L+2, 0 ≤ k ≤ L, (C.8)
|∂2k−1y ε| . C(M)|logy|
√
E2L+2, 1 ≤ k ≤ L+ 1. (C.9)
(v) Lossy bound:
Σ2k+1i=0
∫
1 + |logy|C
1 + y4k−2i+4
|εi|2 . |logb1|C
{
b
(4k+2) L
2L−1
1 , 0 ≤ k ≤ L− 1,
b2L+21 for k = L,
(C.10)
Σ2k+1i=0
∫
1 + |logy|C
1 + y4k−2i+4
|∂iyε|2 . |logb1|C
{
b
(4k+2) L
2L−1
1 , 0 ≤ k ≤ L− 1,
b2L+21 for k = L,
(C.11)
(vi) Generalized lossy bound: Let (i, j) ∈ N× N∗ with 2 ≤ i+ j ≤ 2L+ 2, then:
∫
1 + |logy|C
1 + y2j
|∂iyε|2 . |logb1|C

b
(i+j−1) 2L
2L−1
1 for 2 ≤ i+ j ≤ 2L
b2L+11 for i+ j = 2L+ 1
b2L+21 for i+ j = 2L+ 2.
(C.12)
Moreoever:∫ |∂iyε|2
1 + |logy|2 . |logb1|
C
{
b
(i−1) 2L
2L−1
1 , 2 ≤ i ≤ 2L+ 1,
b2L+21 for i = 2L+ 2,
. (C.13)
(vii) Pointwise bound far away: let (i, j) ∈ N× N with 1 ≤ i+ j ≤ 2L+ 1, then:∥∥∥∥∥∂iyεyj
∥∥∥∥∥
2
L∞(y≥1)
. |logb1|C

b
(i+j) 2L
2L−1
1 for 1 ≤ i+ j ≤ 2L− 1
b2L+11 for i+ j = 2L,
b2L+21 for i+ j = 2L+ 1
. (C.14)
Proof. step1 Proof of (i). The estimate (C.1) follows from (B.23) with 0 ≤ k ≤ L.
step 2. Adapted Taylor expansion.
Initialization: Recall the boundary condition origin at the origin (A.13) which im-
plies |ε2L+1(y)| ≤ Cε2L+1y2 as y → 0.Together with (2.10) and the behavior ΛQ ∼ y
near the origin, this implies:
r1 = ε2L+1(y) =
1
yΛQ
∫ y
0
ε2L+2ΛQxdx, (C.15)
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and this yields the pointwise bound for y ≤ 1:
|r1(y)| . 1
y2
(∫
y≤1
|ε2L+2|2xdx
) 1
2
(∫ y
0
x2xdx
) 1
2
. C(M)
√
E2L+2. (C.16)
We now remark that there exists 12 < a < 2 such that
|ε2L+1(a)|2 .
∫
|y|≤1
|ε2L+1|2 . C(M)E2L+2
from (C.1). We then define
r2 = −ΛQ
∫ y
a
r1
ΛQ
dx
and obtain from (C.16) the pointwise bound for y ≤ 1:
|r2| . y|logy|C(M)
√
E2L+2. (C.17)
Now observe that by construction using (2.10):
Ar2 = r1 = ε2L+1, Hr2 = A
∗ε2L+1 = ε2L+2 = Hε2L (C.18)
Now from (B.24), ∫
y≤1
|ε2L|2
y4(1 + |logy|2)ydy < +∞
and hence |ε2L(yn)| < +∞ on some sequence yn → 0, and from (C.17), (C.18), the
explicit knowledge of the kernel of H and the singular behavior (2.13), we conclude
that there exists c2 ∈ R such that
ε2L = c2ΛQ+ r2. (C.19)
Moreover, there exists 12 < a < 2 such that
|ε2L(a)|2 .
∫
|y|≤1
|ε2L|2 . C(M)E2L+2
from (C.1), and thus from (C.17), (C.19):
|c2| . C(M)
√
E2L+2, |ε2L| . y|logy|C(M)
√
E2L+2. (C.20)
Induction. We now build by induction the sequence:
r2k+1 =
1
yΛQ
∫ y
0
r2kΛQxdx, r2k+2 = −ΛQ
∫ y
0
r2k+1
ΛQ
dx, 1 ≤ k ≤ L.
We claim by induction that for all 1 ≤ k ≤ L+1, ε2L+2−2k admits a Taylor expansion
at the origin
ε2L+2−2k = Σki=1ci,kTk−i + r2k, 1 ≤ k ≤ L+ 1 (C.21)
with the bounds for |y| ≤ 1:
|ci,k| . C(M)
√
E2L+2, (C.22)
|Air2k| . |logy|y2k−1−iC(M)
√
E2L+2, 0 ≤ i ≤ 2k − 1. (C.23)
This follows from (C.19), (C.20), (C.17), (C.18) for k = 1. We now let 1 ≤ k ≤ L,
assume the claim for k and prove it for k + 1.
By construction using (2.10),
Ar2k+2 = r2k+1, Hr2k+2 = r2k (C.24)
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and thus Air2k = r2k−i. In particular, for i ≥ 2, Ai−2r2k+2 = r2k−i and therefore
the bounds (C.23) for k + 1 and 2 ≤ i ≤ 2k + 1 follow from the induction claim.
We now estimate by definition and induction for |y| ≤ 1:
|Ar2k+2| = |r2k+1(y)| =
∣∣∣∣ 1yΛQ
∫ y
0
r2kΛQxdx
∣∣∣∣ . C(M)
√E2L+2
y2
y3+2k−1
|r2k+2| =
∣∣∣∣ΛQ ∫ y
0
r2k+1
ΛQ
dx
∣∣∣∣ . yy2kC(M)√E2L+2
and (C.23) is proved for k = 1 and i = 0, 1. From the regularity at the origin (A.13),
(C.24), the relation
Hε2L+2−2(k+1) = ε2L+2−2k = Σki=1ci,kTk−i + r2k
and the bound (C.23), there exists c2k+2 such that
ε2L+2−2(k+1) = Σki=1ci,kTk+1−i + c2k+2ΛQ+ r2k+2.
We now observe that there exists 12 < a < 2 such that
|ε2L−2k(a)|2 .
∫
|y|≤1
|ε2L−2k|2 . C(M)E2L+2
from (C.1), and thus using (C.23):
|c2k+2| . C(M)
√
E2L+2.
This completes the induction claim.
step 3. Proof of (ii), (iii), (iv). We obtain from (C.21), (C.3) with k = L+1 the
Taylor expansion
ε = ΣL+1i=1 ci,kTk−i + rε, rε = r2L+2, |ci,k| . C(M)
√
E2L+2,
with from (C.23)
|Airε| . |logy|y2L+1−iC(M)
√
E2L+2, 0 ≤ i ≤ 2L+ 1.
A brute force computation using the expansions (2.5), (2.6) near the origin ensure
that for any function f :
∂kyf = Σ
k
i=0Pi,kAif, |Pi,k| .
1
yk−i
, (C.25)
and we therefore estimate for 0 ≤ k ≤ 2L+ 1:
|∂ky rε| . C(M)
√
E2L+2Σki=0
|logy|y2L+1−i
yk−i
. y2L+1−k|logy|C(M)
√
E2L+2.
This concludes the proof of (ii). The estimates of (iii), (iv) now directly follow from
(ii) using the Taylor expansion of Ti at the origin given by Lemma 2.3, and (C.16)
for (C.7).
step 4 Proof of (v). We first claim: for 0 ≤ k ≤ L,
Σ2k+2i=0
∫ |∂iyε|2
(1 + |logy|2)(1 + y4k−2i+4) . C(M)(E2k+2 + E2L+2). (C.26)
Observe that this implies (C.13) by taking i = 2k + 2.
Indeed we estimate from (C.8), (C.9):
Σ2k+1i=0
∫
y≤1
1 + |logy|C
1 + y4k−2i+4
|∂iyε|2 . C(M)E2L+2. (C.27)
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For y ≥ 1, we recall from the brute force computation (C.25)
|∂ky ε| . Σki=0
|εi|
yk−i
(C.28)
and thus using (C.1): for 0 ≤ k ≤ L,
Σ2k+2i=0
∫
y≥1
|∂iyε|2
(1 + |logy|2)(1 + y4k−2i+4)
. Σ2k+2i=0 Σ
i
j=0
∫
y≥1
|εj |2
(1 + |logy|2)(1 + y4k−2i+4+2i−2j)
. Σ2k+2j=0
∫ |εj |2
(1 + |logy|2)(1 + y4k+4−2j) . C(M)E2k+2,
and (C.26) is proved. In particular, this yields together with the energy bound
(3.23) the rough Sobolev bound:∫ |ε|2
y2
+Σ2L+2k=1
∫ |∂ky ε|2
1 + |logy|2 . 1.
We therefore estimate using (C.26) again:
Σ2k+1i=0
∫
1 + |logy|C
1 + y4k−2i+4
|∂iyε|2
. Σ2k+1i=0
[∫
y≤B100L0
1 + |logy|C
1 + y4k−2i+4
|∂iyε|2 +
∫
y≥B100L0
1 + |logy|C
y2
|∂iyε|2
]
. |logb1|CE2k+2 + 1
B10L0
(C.29)
and (C.11) follows. The estimate (C.10) now follows from (C.5), (C.6), (C.7) for
y ≤ 1 with also (1.31), and (C.11) for y ≥ 1.
step 5 Proof of (vi). Let i ≥ 0, j ≥ 1 with 2 ≤ i+ j ≤ 2L+ 2.
case i + j even: we have i + j = 2(k + 1), 0 ≤ k ≤ L. For k ≤ L − 1, we estimate
from (C.11) and 0 ≤ i = 2k + 2− j ≤ 2k + 1:∫
1 + |logy|C
1 + y2j
|∂iyε|2 =
∫
1 + |logy|C
1 + y4k+4−2i
|∂iyε|2 . b
(4k+2) L
2L−1
1 |logb1|C . b
(i+j−1) 2L
2L−1
1 |logb1|C .
For k = L, we have from (C.11):∫
1 + |logy|C
1 + y2j
|∂iyε|2 =
∫
1 + |logy|C
1 + y4k+4−2i
|∂iyε|2 . b2L+21 |logb1|C .
case i+ j odd: we have i+ j = 2k + 1, 1 ≤ k ≤ L. Assume k ≤ L− 1. If j ≥ 2,
then i ≤ 2k + 1− j ≤ 2(k − 1) + 1 and thus from (C.11):∫
1 + |logy|C
1 + y2j
|∂iyε|2 =
∫
1 + |logy|C
1 + y4k+2−2i
|∂iyε|2
.
(∫
1 + |logy|C
1 + y4k+4−2i
|∂iyε|2
)1
2
(∫
1 + |logy|C
1 + y4(k−1)+4−2i
|∂iyε|2
) 1
2
. |logb1|Cb
L
2(2L−1)
(4k+2+4(k−1)+2)
1 = b
(i+j−1) 2L
2L−1
1 |logb1|C .
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For the extremal case j = 1, i = 2k, 1 ≤ k ≤ L−1, we estimate from (C.10), (C.26):∫
1 + |logy|C
1 + y2
|∂2ky ε|2 .
(∫
1 + |logy|C
1 + y4
|∂2ky ε|2
) 1
2
(∫ |∂2ky ε|2
1 + |logy|2
)1
2
. |logb1|Cb
L
2(2L−1)
(4k+2+4(k−1)+2)
1 = b
(i+j−1) 2L
2L−1
1 |logb1|C
For k = L, then for j ≥ 2, i ≤ 2k + 1− j ≤ 2(k − 1) + 1 and thus from (C.11):∫
1 + |logy|C
1 + y2j
|∂iyε|2 =
∫
1 + |logy|C
1 + y4k+2−2i
|∂iyε|2
.
(∫
1 + |logy|C
1 + y4k+4−2i
|∂iyε|2
)1
2
(∫
1 + |logy|C
1 + y4(k−1)+4−2i
|∂iyε|2
) 1
2
. |logb1|Cb
1
2
(2L+2+(4(k−1)+2) L
2L−1
)
1 = b
2L+1
1 |logb1|C ,
and for j = 1, i = 2L from (C.10), (C.13):∫
1 + |logy|C
1 + y2
|∂2Ly ε|2 .
(∫
1 + |logy|C
1 + y4
|∂2Ly ε|2
) 1
2
(∫ |∂2Ly ε|2
1 + |logy|2
) 1
2
. |logb1|Cb
1
2
(2L+2+(4(L−1)+2) L
2L−1
)
1 = b
2L+1
1 |logb1|C
step 6 Proof of (vii). We estimate from Cauchy Schwarz:∥∥∥∥εy
∥∥∥∥2
L∞(y≥1)
.
∫
y≥1
|ε∂yε|dy .
∫
(1 + |logy|2)|ε|2
y2
+
∫ |∂yε|2
1 + |logy|2 .
Let then i, j ≥ 0 with 1 ≤ i+ j ≤ 2L+ 1, then 2 ≤ i+ j +1 ≤ 2L and we conclude
from (C.12), (C.13):∥∥∥∥∥∂iyεyj
∥∥∥∥∥
2
L∞(y≥1)
.
∫
y≥1
(1 + |logy|2)|∂iyε|2
y2j+2
+
∫
y≥1
|∂i+1y ε|2
y2j(1 + |logy|2)
. |logb1|C

b
(i+j) 2L
2L−1
1 for 2 ≤ i+ j + 1 ≤ 2L
b2L+11 for i+ j + 1 = 2L+ 1
b2L+21 for i+ j + 1 = 2L+ 2
.

Appendix D. Leibniz rule for Hk
Given a smooth function Φ, we prove the following Leibniz rule:
Lemma D.1 (Leibniz rule for Hk). Let k ≥ 1, then:
A2k−1(Φε) = Σk−1i=0Φ2i,2k−1ε2i +Σki=1Φ2i−1,2k−1ε2i−1, (D.1)
A2k(Φε) = Σki=0Φ2i,2kε2i +Σki=1Φ2i−1,2kε2i−1
where Φi,k is computed through the recurrence relation:
Φ0,1 = −∂yΦ, Φ1,1 = Φ (D.2)
Φ0,2 = −∂yyΦ− 1 + 2Z
y
∂yΦ, Φ1,2 = 2∂yΦ, Φ2,2 = Φ
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Φ2k+2,2k+2 = Φ2k+1,2k+1
Φ2i,2k+2 = Φ2i−1,2k+1 + ∂yΦ2i,2k+1 + 1+2Zy Φ2i,2k+1 1 ≤ i ≤ k
Φ0,2k+2 = ∂yΦ0,2k+1 +
1+2Z
y
Φ0,2k+1
Φ2i−1,2k+2 = −Φ2i−2,2k+1 + ∂yΦ2i−1,2k+1, 1 ≤ i ≤ k + 1
(D.3)

Φ2k+1,2k+1 = Φ2k,2k
Φ2i−1,2k+1 = Φ2i−2,2k + 1+2Zy Φ2i−1,2k − ∂yΦ2i−1,2k, 1 ≤ i ≤ k
Φ2i,2k+1 = −∂yΦ2i,2k − Φ2i−1,2k, 1 ≤ i ≤ k
Φ0,2k+1 = −∂yΦ0,2k
(D.4)
Proof. We compute:
A(Φε) = Φε1 − (∂yΦ)ε,
H(Φε) = A∗Aε = Φε2 + ∂yΦε1 −
(
−A+ 1 + 2Z
y
)
(∂yΦε)
= Φε2 + 2∂yΦε1 +
[
−∂yyΦ− 1 + 2Z
y
∂yΦ
]
ε.
A2k+1(Φε) = Σki=0A [Φ2i,2kε2i] + Σki=1
(
−A∗ + 1 + 2Z
y
)
Φ2i−1,2kε2i−1
= Σki=0 {Φ2i,2kε2i+1 − ∂yΦ2i,2kε2i}
+ Σki=1
{
−Φ2i−1,2kε2i +
[
1 + 2Z
y
Φ2i−1,2k − ∂yΦ2i−1,2k
]
ε2i−1
}
= −∂yΦ0,2kε+Σki=1(−∂yΦ2i,2k − Φ2i−1,2k)ε2i
+ Σki=1
{
Φ2i−2,2k +
1 + 2Z
y
Φ2i−1,2k − ∂yΦ2i−1,2k
}
ε2i−1 +Φ2k,2kε2k+1,
this is (D.4),
A2k+2(Φε) = Σki=0
[
−A+ 1 + 2Z
y
]
{Φ2i,2k+1ε2i}+Σk+11=iA∗ (Φ2i−1,2k+1ε2i−1)
= Σki=0
{
−Φ2i,2k+1ε2i+1 +
[
∂yΦ2i,2k+1 +
1 + 2Z
y
Φ2i,2k+1
]
ε2i
}
+ Σk+1i=1 {Φ2i−1,2k+1ε2i + ∂yΦ2i−1,2k+1ε2i−1}
=
[
∂yΦ0,2k+1 +
1 + 2Z
y
Φ0,2k+1
]
ε+Φ2k+1,2k+1ε2k+2
+ Σki=1
[
Φ2i−1,2k+1 + ∂yΦ2i,2k+1 +
1 + 2Z
y
Φ2i,2k+1
]
ε2i
+ Σk+1i=1 [−Φ2i−2,2k+1 + ∂yΦ2i−1,2k+1] ε2i−1,
this is (D.3). 
Appendix E. Proof of (3.55)
A simple induction argument ensures the formula:
[∂t,H
L
λ ]w = Σ
L−1
k=0H
k
λ [∂t,Hλ]H
L−(k+1)
λ w.
We therefore renormalize and compute explicitely:
[∂t,H
L
λ ]w =
1
λ2L+2
ΣL−1k=0H
k
(
−λs
λ
ΛV
y2
HL−(k+1)ε
)
. (E.1)
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We now apply the Leibniz rule Lemma D.1 with Φ = ΛV
y2
. In view of the expansion
(2.6) and the recurrence formula (D.3), we have an expansion at the origin to all
orders for even k ≥ 2:{
Φ2i,2k(y) = Σ
N
p=0ci,k,py
2p +O(y2N+2), 0 ≤ i ≤ k
Φ2i+1,2k(y) = Σ
N
p=0ci,k,py
2p+1 +O(y2N+3), 1 ≤ i ≤ k − 1
and for odd k ≥ 1:{
Φ2i−1,2k+1(y) = ΣNp=0ci,k,py
2p +O(y2N+2), 1 ≤ i ≤ k + 1
Φ2i,2k+1(y) = Σ
N
p=0ci,k,py
2p+1 +O(y2N+3), 1 ≤ i ≤ k − 1
and a bound for y ≥ 1:
|Φi,k| . 1
1 + y4+(2k−i)
, 0 ≤ i ≤ 2k,
and we therefore estimate from (D.1):
∀k ≥ 0,
∣∣∣∣Hk (ΛVy2 ε
)∣∣∣∣ ≤ Σ2ki=0ci,k |εi|1 + y4+(2k−i) . (E.2)
Similarily: ∣∣∣∣AHk (ΛVy2 ε
)∣∣∣∣ . Σ2ki=0ci,k 11 + y4+(2k−i)
[
|∂yεi|+ |εi|
y
]
. Σ2k+1i=0 ci,k
|εi|
y(1 + y4+(2k−i))
.
We now inject (E.2) into (E.1) and obtain using (3.36) the pointwise bound on the
commutator:∣∣[∂t,HLλ ]w∣∣ . |b1|λ2L+2ΣL−1k=0Σ2ki=0ci,k |ε2(L−k−1)+i|1 + y4+(2k−i)
.
|b1|
λ2L+2
Σ2L−2m=0
|ε2L−2−m|
1 + y4+m
=
|b1|
λ2L+2
Σ2L−2m=0
|εm|
1 + y2+2L−m
.
Hence after a change of variables in the integral and using (C.1):∫ |[∂t,HLλ ]w|2
λ2(1 + y2)
.
|b1|2
λ4L+4
Σ2L−2m=0
∫
ε2m
(1 + y2)(1 + y4+4L−2m)
.
C(M)b21
λ4L+4
E2L+2,
and similarily:∫
|Aλ[∂t,HLλ ]w|2 .
|b1|2
λ4L+4
Σ2L−1m=0
∫
ε2m
y2(1 + y4+4L−2m)
.
C(M)b21
λ4L+4
E2L+2,
this is (3.55).
Appendix F. Proof of (4.10)
We claim the following Lyapounov monotonicity functional for the E2k+2 energy.
Proposition F.1 (Lyapounov monotonicity for E2k+2). Let 0 ≤ k ≤ L − 1, then
there holds:
d
dt
{
1
λ4k+2
[
E2k+2 +O
(
b
1
2
1 b
(4k+2) 2L
2L−1
1
)]}
(F.1)
.
|logb1|C
λ4k+4
[
b2k+31 + b
1+δ+(2k+1) 2L
2L−1
1 +
√
b2k+41 E2k+2
]
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for some universal constants C, δ > 0 independent ofM and of the bootstrap constant
K in (3.23), (3.24).
Proof of Proposition F.1. step 1 Modified energy identity. We follow verbatim the
algebra of Propositon 3.48 with L→ k and obtain the modified energy identity:
1
2
d
dt
{
E2k+2 + 2
∫
b1(ΛZ)λ
λ2r
w2k+1w2k
}
= −
∫
(H˜λw2k+1)
2
−
(
λs
λ
+ b1
)∫
(ΛV˜ )λ
2λ2r2
w22k+1 +
∫
d
dt
(
b1(ΛZ)λ
λ2r
)
w2k+1w2k
+
∫
H˜λw2k+1
[
∂tZλ
r
w2k +Aλ
(
[∂t,H
k
λ ]w
)
+AλH
k
λ
(
1
λ2
Fλ
)]
+
∫
b1(ΛZ)λ
λ2r
w2k
[
−H˜λw2k+1 + ∂tZλ
r
w2k +Aλ
(
[∂t,H
k
λ ]w
)
+AλH
k
λ
(
1
λ2
Fλ
)]
+
∫
b1(ΛZ)λ
λ2r
w2L+1
[
[∂t,H
k
λ ]w +H
k
λ
(
1
λ2
Fλ
)]
(F.2)
We now estimate all terms in the RHS of (F.2).
step 3 Lower order quadratic terms. We treat the lower order quadratic terms
in (F.2) using dissipation. The bound∫ (
[∂t,H
k
λ ]w
)2
λ2(1 + y2)
+
∫ ∣∣∣Aλ ([∂t,Hkλ ]w)∣∣∣2 . C(M) b21λ4k+4 E2k+2 (F.3)
follows from (3.55) with L → k. We estimate from (3.54), the rough bound (3.38)
and Lemma C.1:∫ ∣∣∣∣H˜λw2k+1 [∂tZλr w2k +
∫
Aλ
(
[∂t,H
k
λ ]w
)]∣∣∣∣+ ∫ |H˜λw2k+1| ∣∣∣∣b(ΛZ)λλ2r w2k
∣∣∣∣
≤ 1
2
∫
|H˜λw2k+1|2 + b
2
1
λ4k+4
[∫
ε22k
1 + y6
+ C(M)E2k+2
]
≤ 1
2
∫
|H˜λw2k+1|2 + b1
λ4k+4
C(M)b1E2k+2.
All other quadratic terms are lower order by a factor b1 using again (3.38), (3.55),
(3.36) and Lemma C.1:∣∣∣∣λsλ + b1
∣∣∣∣ ∫
∣∣∣∣∣ (ΛV˜ )λ2λ2r2 w22k+1
∣∣∣∣∣+
∫ ∣∣∣∣b1(ΛZ)λλ2r w2k
[
∂tZλ
r
w2k +Aλ
(
[∂t,H
k
λ ]w
)]∣∣∣∣
+
∫ ∣∣∣∣b1(ΛZ)λλ2r w2k+1[∂t,HLλ ]w
∣∣∣∣+ ∣∣∣∣∫ ddt
(
b1(ΛZ)λ
λ2r
)
w2k+1w2k
∣∣∣∣
.
b21
λ4k+4
[∫
ε22k+1
1 + y4
+
∫
ε22k
1 + y6
+ C(M)E2k+2
]
.
b1
λ4k+4
C(M)b1E2k+2.
We similarily estimate the boundary term in time using (C.10):∣∣∣∣∫ b1(ΛZ)λλ2r w2k+1w2k
∣∣∣∣ . b1λ4k+2
[∫
ε22k+1
1 + y2
+
∫
ε22k
1 + y4
]
.
b1
λ4k+2
|logb1|Cb(4k+2)
2L
2L−1
1 .
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We inject these estimates into (3.53) to derive the preliminary bound:
1
2
d
dt
{
1
λ4k+2
[
E2k+2 +O
(
b
1
2
1 b
(4k+2) 2L
2L−1
1
)]}
≤ −1
2
∫
(H˜λw2k+1)
2 (F.4)
+
∫
H˜λw2k+1AλH
k
λ
(
1
λ2
Fλ
)
+
∫
Hkλ
(
1
λ2
Fλ
)[
b1(ΛZ)λ
λ2r
w2k+1 +A
∗
λ
(
b1(ΛZ)λ
λ2r
w2k
)]
+
b1
λ4k+4
bδ1E2k+2
with constants independent of M for |b| < b∗(M) small enough. We now estimate
all terms in the RHS of (F.4).
step 4 Further use of dissipation. Recall the decomposition (3.57). The first
term in the RHS of (F.4) is estimated after an integration by parts:∣∣∣∣∫ H˜λw2k+1AλHkλ ( 1λ2Fλ
)∣∣∣∣
≤ C
λ4k+4
‖A∗ε2k+1‖L2‖Hk+1F0‖L2 +
1
4
∫
|H˜λw2k+1|2 + C
λ4k+4
∫
|AHkF1|2
≤ C
λ4k+4
[
‖Hk+1F0‖L2
√
E2k+2 + ‖AHkF1‖2L2
]
+
1
4
∫
|H˜λw2k+1|2 (F.5)
for some universal constant C > 0 independent of M . The last two terms in (F.4)
can be estimated in brute force from Cauchy Schwarz:∣∣∣∣∫ Hkλ ( 1λ2Fλ
)
b1(ΛZ)λ
λ2r
w2k+1
∣∣∣∣ . b1λ4k+4
(∫
1 + |logy|2
1 + y4
|HkF|2
) 1
2
(∫
ε22k+1
y2(1 + |logy|2)
) 1
2
.
b1
λ4k+4
√
E2k+2
(∫
1 + |logy|2
1 + y4
|HkF|2
) 1
2
(F.6)
where constants are independent of M thanks to the estimate (B.2) for ε2k+1. Sim-
ilarily: ∣∣∣∣∫ Hkλ ( 1λ2Fλ
)
A∗λ
(
b1(ΛZ)λ
λ2r
w2k
)∣∣∣∣ (F.7)
.
b1
λ4k+4
(∫
1 + |logy|2
1 + y2
|AHkF|2
) 1
2
(∫
ε22k
(1 + y4)(1 + |logy|2)
) 1
2
.
b1
λ4k+4
C(M)
√
E2k+2
(∫
1 + |logy|2
1 + y2
|AHkF0|2 +
∫
|AHkF1|2
) 1
2
We now claim the bounds:∫
1 + |logy|2
1 + y4
|HkF|2 ≤ b2k+21 |logb1|C (F.8)∫
1 + |logy|2
1 + y2
|AHkF0|2 ≤ b2k+21 |logb1|C , (F.9)∫
|Hk+1F0|2 ≤ b2k+41 |logb1|C , (F.10)∫
|AHkF1|2 ≤ b2k+31 |logb1|C + b
1+δ+(2k+1) 2L
2L−1
1 (F.11)
for some universal constants δ, C > 0 independent of M and of the bootstrap con-
stant K in (3.23), (3.24). Injecting these bounds together with (F.5), (F.6), (F.7)
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into (F.4) concludes the proof of (F.1). We now turn to the proof of (F.8), (F.9),
(F.10), (F.11).
step 5 Ψ˜b terms. We estimate from (2.88):∫
1 + |logy|2
1 + y4
|HkΨ˜b|2 .
∫
|HkΨ˜b|2 . b2k+21 |logb1|C ,
∫
1 + |logy|2
1 + y2
|AHkΨ˜b|2 .
∫
|AHkΨ˜b|2 =
∫
HkΨ˜bH
k+1Ψ˜b . b
2k+3
1 |logb1|C ,∫
|Hk+1Ψ˜b|2 . b2(k+1)+21 |logb1|C
and (F.8), (F.9), (F.10) is proved for Ψ˜b.
step 6 M˜od(t) terms. Recall (3.29):
M˜od(t) = −
(
λs
λ
+ b1
)
ΛQ˜b
+ ΣLi=1 [(bi)s + (2i− 1 + cb1)b1bi − bi+1]
[
T˜i + χB1Σ
L+2
j=i+1
∂Sj
∂bi
]
,
and the notation (3.39). We will need only the rough bound for b1 admissible func-
tions (2.32).
Proof of (F.10) for M˜od: We estimate from (2.32) for y ≤ 2B1:
|Hk+1Si|+ |Hk+1ΛSi|+ |Hk+1biΛT˜i| . bi1(1 + y)2i−1−(2k+2) . b1bi−11 (1 + y)2i−2k−3
.
b1|logb1|C
1 + y2k+1
and thus using HΛQ = 0:∫
|Hk+1ΛQ˜b|2 .
∫
y≤2B1
b21|logb1|C
1 + y4k+2
. b21|logb1|C .
We also have the rough bound for 1 ≤ i ≤ L, i+ 1 ≤ j ≤ L2, y ≤ 2B1:
|T˜i|+ |χB1ΣL+2j=i+1
∂Sj
∂bi
| . |logb1|C
[
y2i−1 + y2j−1bj−i1 |logb1|C
]
. |logb1|Cy2i−1
(F.12)
and similarly for suitable derivatives, and hence the bound:
ΣLi=1
∫ ∣∣∣∣Hk+1 [T˜i + χB1ΣL+2j=i+1∂Sj∂bi
]∣∣∣∣2
. |logb1|C
∫
y≤2B1
|y2L−1−(2k+2)|2 . |logb1|CB4(L−k)−41 .
|logb1|C
b
2(L−k)−2
1
.
We therefore obtain from Lemma 3.3 the control:∫
|Hk+1M˜od(t)|2 . C(K)|logb1|Cb2L+21
[
b21 +
1
b
2(L−k)−2
1
]
. C(K)b2k+41 |logb1|C
. |logb1|Cb2k+41
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for b1 < b
∗
1(M) small enough.
Proof of (F.8), (F.9): We estimate:
|HkSi|+ |HkΛSi|+ |HkbiΛT˜i| . bi1(1 + y)2i−1−2k .
|logb1|C
1 + y2k+1
and thus∫
1 + |logy|2
1 + y4
|HkΛQ˜b|2 +
∫
1 + |logy|2
1 + y2
|AHkΛQ˜b|2 . |logb1|C
∫
1
1 + y4k+2
. |logb1|C .
We then estimate from (F.12):
ΣLi=1
∫
1 + |logy|2
1 + y4
∣∣∣∣Hk [T˜i + χB1ΣL+2j=i+1∂Sj∂bi
]∣∣∣∣2
+ ΣLi=1
∫
1 + |logy|2
1 + y2
∣∣∣∣AHk [T˜i + χB1ΣL+2j=i+1∂Sj∂bi
]∣∣∣∣2
. |logb1|C
∫
y≤2B1
|y2L−1−2k−2|2 . |logb1|
C
b
2(L−k)−2
1
and hence the bound using Lemma 3.3:∫
1 + |logy|2
1 + y4
|HkM˜od|2 +
∫
1 + |logy|2
1 + y2
|AHkM˜od|2
. |logb1|CC(K)b2L+21
[
1 +
1
b
2(L−k)−2
1
]
. b2k+21 .
step 7 Nonlinear term N(ε). Control near the origin y ≤ 1: The control near
the origin follows directly from (3.72).
Control for y ≥ 1: We detail the proof of the most delicate bound (F.11), the proof
of (F.8), (F.9) follows similar lines and is left to the reader.
Recall the notations (3.73) and the bounds (3.74), (3.75), (3.76) on ζ. We then have
the bounds (3.77), (3.78), (3.79) on N1(ε) which yield:
|AHkN(ε)| . Σ2k+1p=0
|∂pyN(ε)|
y2k+1−p
. Σ2k+1p=0
1
y2k+1−p
Σpi=0|∂iyζ2||∂p−iy N1(ε)|
. Σ2k+1p=0
|∂ky ζ2|
y2k+1−p
+Σ2k+1p=1
1
y2k+1−p
Σp−1i=0 |∂iyζ2||logb1|C
[
1
yp−i+1
+ b
ap−i
2
1
]
. Σ2k+1p=0
|∂pyζ2|
y2k+1−p
+ |logb1|CΣ2ki=0
|∂iyζ2|
y2k+2−i
+ |logb1|CΣ2k+1p=1 Σp−1i=0 b
ap−i
2
1
|∂iyζ2|
y2k+1−p
. |logb1|C
[
Σ2k+1p=0
|∂pyζ2|
y2k+1−p
+Σ2k+1p=1 Σ
p−1
i=0 b
ap−i
2
1
|∂iyζ2|
y2k+1−p
]
and hence:∫
y≥1
|AHkN(ε)|2 . |logb1|CΣ2k+1p=0 Σpi=0
∫
y≥1
|∂iyζ|2|∂p−iy ζ|2
y4L+2−2p
+ |logb1|CΣ2k+1p=1 Σp−1i=0Σij=0b
ap−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4L+2−2p
.
We now claim the bounds
Σ2k+1p=0 Σ
p
i=0
∫
y≥1
|∂iyζ|2|∂p−iy ζ|2
y4k+2−2p
≤ b1bδ1b
(2k+1) 2L
2L−1
1 (F.13)
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|logb1|CΣ2k+1p=1 Σp−1i=0Σij=0bap−i1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4k+2−2p
≤ b1bδ1b
(2k+1) 2L
2L−1
1 (F.14)
for some δ > 0, and this concludes the proof of (F.11) for N(ε).
Proof of (3.80): Let 0 ≤ k ≤ L − 1, 0 ≤ p ≤ 2k + 1, 0 ≤ i ≤ p. Let I1 = p − i,
I2 = i, then we can pick J2 ∈ N∗ such that
max{1; 2 − i} ≤ J2 ≤ min{2k + 3− p; 2k + 2− i}
and define
J1 = 2k + 3− p− J2.
Then from direct inspection,
(I1, J1, I2, J2) ∈ N3×N∗,
{
1 ≤ I1 + J1 ≤ 2k + 1 ≤ 2L− 1, 2 ≤ I2 + J2 ≤ 2k + 2 ≤ 2L,
I1 + I2 + J1 + J2 = 2k + 3.
.
Hence from (3.74), (3.75):∫
y≥1
|∂iyζ|2|∂p−iy ζ|2
y4k+2−2p
.
∥∥∥∥∥ ∂I1y ζyJ1−1
∥∥∥∥∥
2
L∞(y≥1)
∫
y≥1
|∂I2y ζ|2
y2J2−2
. |logb1|C(K)b
(I1+J1+I2+J2−1) 2L2L−1
1 = |logb1|C(K)b
(2k+2) 2L
2L−1
1
≤ b1bδ1b
(2k+1) 2L
2L−1
1 .
Proof of (3.81): Let 0 ≤ k ≤ L−1, 1 ≤ p ≤ 2k+1, 0 ≤ j ≤ i ≤ p−1. For p = 2k+1
and 0 ≤ i = j ≤ 2k, we use the energy bound (3.76) to estimate:
b
ap−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4k+2−2p
= b
a2k+1−i
1 ‖ζ‖2L∞(y≥1)
∫
y≥1
|∂iyζ|2
. b
2L
2L−1
((2k+1−i)+1+i)
1 |logb1|C(K) ≤ b1bδ1b
(2k+1) 2L
2L−1
1 .
This exceptional case being treated, we let I1 = j, I2 = i− j and pick J2 ∈ N∗ with
max{1; 2−(i−j); 2−(p−j)} ≤ J2 ≤ min{2k+3−p; 2k+2−(p−j); 2k+2−(i−j)}.
Let
J1 = 2k + 3− p− J2,
then from direct check:
(I1, J1, I2, J2) ∈ N3 × N∗,
{
1 ≤ I1 + J1 ≤ 2k + 1, 2 ≤ I2 + J2 ≤ 2k + 2,
I1 + I2 + J1 + J2 = 2k + 3− (p− i). .
and thus:
b
ap−i
1
∫
y≥1
|∂jyζ|2|∂i−jy ζ|2
y4k+2−2p
. b
ap−i
1
∥∥∥∥∥ ∂I1y ζyJ1−1
∥∥∥∥∥
2
L∞(y≥1)
∫
y≥1
|∂I2y ζ|2
y2J2−2
. |logb1|C(K)b(p−i+I1+J1+I2+J2−1)
2L
2L−1
1 = |logb1|C(K)b
(2k+2) 2L
2L−1
1
≤ b1bδ1b
(2k+1) 2L
2L−1
1 .
step 8 Small linear term L(ε). We recall the decomposition (3.84).
Control for y ≤ 1: The control near the origin directly follows from (3.88).
Control for y ≥ 1: We give the detailed proof of (F.11) and leave (F.8) to the reader.
We recall the bound (3.90)
|∂kyL(ε)| . Σki=0
b1|logb1|C |∂iyε|
yk−i+1
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which implies:
|AHkL(ε)| . Σ2k+1p=0
|∂pyL(ε)|
y2k+1−p
. Σ2k+1p=0
1
y2k+1−p
Σpi=0
b1|logb1|C |∂iyε|
yp−i+1
. b1|logb1|CΣ2k+1i=0
|∂iyε|
y2k+2−i
.
We therefore conclude from (C.11):∫
y≥1
|AHkL(ε)|2 . b21|logb1|CΣ2k+1i=0
∫
y≥1
|∂iyε|2
y4k+4−2i
. |logb1|C(K)b2+(2k+1)
2L
2L−1
1
≤ b1+δ+(2k+1)
2L
2L−1
1
and (3.64) is proved.
This concludes the proof of (F.8), (F.9), (F.10), (F.11) and thus of Proposition 3.6.

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