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1. NOTATION AND PRELIMINARIES 
Let [Fmxn denote the vector space spanned by matrices of order m X n 
defined on an arbitrary field [F. For A E [FmX “, A’ denotes the transpose of 
A and 9( A), A( A) denote the rank and column span of A respectively. A 
matrix G is called a generalized inverse (also g-inverse, inner inverse) of A if 
AGA = A. An arbitrary g-inverse of A is denoted by A- and class of all 
g-inverses is denoted by { A-}. A g- inverse G is called a reflexive g-inverse if 
GAG = G, and an arbitrary reflexive g-inverse of A is denoted by A,. A 
reflexive g-inverse X of A satisfying the additional conditions (AX)’ = AX 
and (XA)’ = XA is called the Moore-Penrose inverse and denoted by A+ 
whenever it exists. Over the field of real numbers R, A+ always exists. 
An n-port electrical network can be viewed as a black box with n pairs of 
ports or terminals. Voltage and current measurements are taken at each port. 
This leads to a voltage vector u and a current vector i, each with n 
components. These vectors are connected to one another by the equation 
v =Zi, (1.1) 
where Z is the impedance matrix. When the network consists only of 
resistors, the matrix Z is real symmetric nonnegative definite. It was shown 
by Anderson and Duffin [l] that when two such resistive networks with 
impedance matrices A and B are connected in parallel, the impedance 
matrix of the parallel connection is given by’ 
P(A,B) =A(A+B)+B. (I-2) 
It was similarly shown by Anderson and Trapp [2] that when p out of the n 
ports of a resistive network with impedance matrix A are connected to earth, 
the impedance matrix of the resulting connection is the shorted matrix 
S[ A 19’1, where 9’ is the subspace spanned by n-tuples with the correspond- 
ing p-coordinates equal to zero. Here the shorted matrix S[ A 191 is defined 
as follows. Let en denote the cone of real symmetric nonnegative definite 
matrices, Q L the Loewner ordering on g” and g the set 
~={C:CE~“,~(C)c~,CgLA}. (l-3) 
‘It has been pointed out by a referee that for this claim to hold, one needs, in addition, 
isolation transformers to insure proper port behavior with the connected devices. Without the 
isolation transformers, the joint impedance of the parallel connection is not even a function of A 
and B, but depends on internal construction of the devices. 
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It was shown by Anderson and Trapp [2] that ‘Z’ has a unique maximal 
element under the Loewner ordering. This maximal element is called the 
shorted matrix A relative to 9 and denoted by S[ A IPI. 
In Rao and Mitra [15], the parallel sum operation was extended to more 
general pairs of matrices which could even be rectangular, i.e., of order 
~1 X n, possibly m # n. The operation was restricted to pairs of matrices 
A, B satisfying parallel summability conditions 
d(A) cA(A + B), (1.4) 
A%( A') cd( A' + B’). (1.5) 
It was shown that when this parallel summability conditions are satisfied, the 
parallel sum 
P(A,B) =A(A+B) B (1.6) 
has many attractive properties similar to the ones proved by Anderson and 
Duffin [l] for a pair of matrices A, B E ‘8”. Similarly, in Mitra and Puri [12] 
and Mitra [6], the concept of a shorted matrix was extended to arbitrary 
matrices A E IF”” n relative to subspaces 9 and 7 of IF”’ and IF n respec- 
tively. It was shown that when the matrix A and the subspaces 9 and 7 
satisfy certain regularity conditions, the shorted matrix so defined is unique 
and called the regular shorted matrix of A relative to 9 and 9; This matrix 
shares many attractive properties with the shorted positive operator of Krein 
[4] and Anderson and Trapp [2]. 
Let 9 =.H( E) and .Y=.l(F’). Th e regularity conditions for A relative 
to 9 and Yare given by 
g((i E)) =g((i)) +gtE) (l-7) 
=c%‘((A E)) +9'(F). (1.8) 
Observe that the conditions (1.7) and (1.8) depend only on Y and 9and 
not on the choice of E and F. So we can replace E and F by 
(4 6) and (::) 
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respectively, where the columns of E,, Fi, (E, E,), and (F; @i;) form bases 
for A( A) n 9, MC A’) C-I S; 9 and 7 respectively. Hence we have the 
following theorem. The proof is fairly straightforward, and we omit it. 
THEOREM 1.1. The following conditions are equivalent: 
(a) A satisjes the regularity conditions relative to 9 and 5 
(b) A satisfies the regularity conditions relative to A%( A) r~ ~7 and 
.,#(A’) n.K 
(c) 9(F, A-E,) =92(E,) =9(F,) for every choice ofA-. 
In Anderson and Trapp [2], the authors provide an alternative definition 
for the parallel sum. Let 
(I.91 
and 
where A, B E ‘SF,, and 0 is the null matrix of order n X n. The parallel sum is 
then defined by the equation 
(1.10) 
Mitra and Prasad [8] have studied the shorted matrix in situations where 
the regularity conditions fail. They show that even though the shorted matrix 
is not unique, one could define the nonunique shorted matrix in such a 
manner that results in minor aberrations in the properties of regular shorted 
matrix (see Anderson and Trapp [2], Mitra and Puri [12]). In the present 
paper, imitating Anderson and Trapp [2], the parallel sum P[ A, B] is defined 
through the shorted matrix S[ A 19,Y]; i.e., 
(1.11) 
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where 
DEFINITION 1.1 (Disjoint matrices). Two matrices B and C of the same 
order are said to be disjoint if J(B) n./%(C) = {O} and J( B ‘1 n&C ‘) = 
{O}. For di j s oin matrices A and B, the sum is denoted by A $ B. t 
DEFINITION 1.2 (Minus order; Hartwig [3] and Nambooripad [14]). Let 
A,C E Px”. We write A < - C (to be read as “A is dominated by C in the 
minus order”) if for some choice of A -, a generalized inverse of A, 
A-C = A-A, 
CA-= AA. 
In the following lemma we recall some useful properties of minus order 
and disjointness of matrices. For the proof, we refer to [6]. 
LEMMA 1.1. Let A, B E Px” and C = A + B. The following cond- 
tions are equivalent: 
(a) C = A @ B, 
ii; ff$%A) +9(B), _ 
(d) {C-I =:A-). ??
DEFINITION 1.3 (Separability of a pair of subspaces 9 and z Mitra [7]). 
Two subspaces 9 and 9are said to be separable with reference to matrix A 
if there exists a direct sum decomposition 
A = A, c3 A, (1.12) 
such that 9’ c_& A,), YcA?( A;). We say that (Y,4) is a separable pair of 
subspaces with reference to A. 
The following theorem is similar to Theorem 1.2 of Mitra [7], and can be 
proved on the same lines. 
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THEOREM 1.2 (Separation theorem; Mitra [7]). Let A E I? mX n, 9 = 
L(E) c_d( A), Y=J(F’) CA A’). The subspaces 9 and Yare separable 
with reference to the matrix A if and only if 
FA-E = 0 for some A-, 
or equivalently 
=9(A). 
Note that under the above condition if FA-E = 0 for some A-, it is so 
for all. ??
2. NONUNIQUE PARALLEL SUM 
We shall first prove a lemma needed elsewhere in this paper. 
LEMMA 2.1. The regularity conditions (1.7) and (1.8) with reference to 
relative to 
and Y=.M 
are equivalent to the parallel summability conditions (1.4) and (1.5) with 
reference to A and B. 
Proof. Define T = A [c AiB i).Then 
S(T) = m + n +9( A + B). 
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Also, 
A A+B 0 
=m+S((A A+B)) 
and 
9 
=n+S((~A+B)). 
So regularity conditions hold if and only if 
9((A A+B))=LS’((~‘$~))=~(A+B). 
This proves the lemma. 
From the alternative definitions for a shorted matrix used in Mitra and 
Prasad [8] we shall choose one for which the corresponding shorted matrix in 
our opinion, is closest to the regular shorted matrix. 
Let Ae[FmXn, 9=&(E) c [F”, Y=J(F’) c F”, and 
ez = {C: J(C) ~9, J(C’) ~9, and C <-A}. (2.13) 
A matrix C, is called a shorted matrix of A relative to Y and Sand denoted 
by S[ A 19, S] if C, is a maximal element in gz in the sense that there does 
not exist another matrix C in Z?z such that 
c, G-c. (2.14) 
The condition (2.14) could also have been replaced by the condition 
-NC21 G‘@(C) (2.15) 
(see Theorem 3.2 in [8]). Since C 6-A implies that J%(C) CL(A) and 
.N(C’) cd(A’), we could have replaced 9 and Y by Yr =A(A) f19= 
M(E,) and 9; =_&( A’) n 9=&F;) respectively. Mitra and Prasad [8] have 
derived explicit expression for maximal elements in e2 given by 
{Edb-2: FJ. (2.16) 
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To apply (2.16) in the present context, we need Y1 and S; and A-. 
These are provided in Lemmas 2.2 and 2.3. 
LEMMA 2.2. Let 
Then _v~ =~n&l) and S; = Yfl.&(h’) are given by 
-((:)) and _ii:)) 
respectively, where A(E,) =&A) n&(B) and &(FL) =_&(A’) n&B’). 
Hence a choice for E, and F, such that .&El) =Yl, .& Fi) = S; is 
given by 
E, = and F, = (F2 0). 
Proof. Suppose that 
for some 
Then we obtain A(x, + x2) = y and A(x, + x2) + Bx, = 0, i.e., y = A(x, 
+ x,) = B(-x,). This shows that y E.N(E~) =M(A) f-U(B). Conversely, 
let y ??M(E2) and y = Au, = Bu, for some ul, u2 E IF”. Now choose 
x2 = -u2 and x1 = u1 + u2 and note that 
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Hence 
Similarly it can be seen that 
Henceforth, unless explicitly stated otherwise, we shall assume that 9, Z 
9,) 7, E,, F,, E,, and F, are as defined in Lemma 2.2. 
LEMMA 2.3. A general solution fk A- is given by 
A-= (2.17) 
where 
{G,,) = {A--A-AZ,-Z,A,~~+A~AB-A~-}, (2.18) 
{G,,} = {Z, - A-AK}, (2.19) 
(G,,} = {Z, - B-h-} > (2.20) 
{Gd = WI, (2.21) 
A-, B are arbitrary (but fixed for a choice of A ) g-inverses of A and B 
respectively, 
Z, = (I - A-A)U, + V,( I - BB-), (2.22) 
Z, = (I - B-B)& + Vz( I - AK), (2.23) 
and U,, Uz, V,, V, are arbitrary matrices. 
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Proof. Note that 
This shows that general solution to A- is given by 
where 
is an arbitrary g-inverse of 
It is seen by easy computation that P,, = A-, Pz2 = B-, P,, = Z,, and 
P,, = Z,, where Z, and Z, are as in (2.22) and (2.23). Substituting these in 
(2.24) we get {G,,} = {A-- A-AZ, - Z,AK+ A-AB-AA}, {G,,} = {Z, 
- A-AB-}, {G,,} = {Z, - B-AK}, and {G,,) = {B-}. ??
We are now in a position to derive the explicit formula for the parallel 
sum even when A and B fail to satisfy the parallel summability conditions, 
using (2.16) and the expressions for E,, F,, and A- given in Lemmas 2.2 and 
2.3. This leads to 
F,A-E, = F,( A-+ B-)E, (2.25) 
and the formula 
P[ A, B] = E,[F,( A-+ B-)E,]; F,. (2.26) 
Since &E,) =_&A) f14B) and &(Fh) =&A’) r-M(B'), it is seen 
that P[A, B] does not depend on the choice of A- and B-, but it does 
depend on [ F,(A-+ B-)E,],. 
Since {P[ A, B]} is derived from shorted matrices of A, many properties 
of {p[ A, B]} follow from the corresponding properties derived in the study of 
shorted matrices (Mitra and Prasad [S]). 
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First, define 
9” = {p ~9~ :(p>q) 1s se ara p bl e with reference to A} (2.27) 
=(pEYI:q’A-p=OforallqE9;}, 
s, = (4 ~9;Pl~q) is separable with reference to A) (2.28) 
= {q E9;:q’Kp = Oforall p E,Yl}. 
The following lemma is immediate from the characterization of A- given 
in Lemma 2.3. 
LEMMA 2.4. Let x E [F”’ and y E IF”. Then 
(a) 
( i 
i ~9~ if and only ifF,(A-+ B-)x = 0 for every choice of A- 
and B-; 
6) y 
i i 0 
E S, if and only if y ‘( A -. + B - )E2 = 0 for every choice of A 
and B-; 
(c) For any P E {P[ A, Bll, {A-+ B-) C {P-}. 
The following Theorem 2.1 was proved in [8]. 
THEOREM 2.1. Let C, be any shorted matrix of A relative to 9 and 7 
and 9, and S, be as defined in (2.27) and (2.28). Then 
d(G) @3 =q, 
“M(Ci) ces, =q. 
Conversely, if 9’: and S,* are any subspaces of 9, and q respectively 
such that 
then there exists a unique shorted matrix C, such that J(C,> =9: and 
.l(Ch) = S,*. In fact, 
9(C,)=9(FlA-E,) = dimPI - dimYO (2.29) 
= dimq - dimTo. (2.30) 
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REMARK 2.1. In view of Theorems 2.1 and 1.1, A has a unique shorted 
matrix if and only if either A satisfies regularity conditions or F,A-E, = 0 
when at least one of E, and F, is nonnull. 
THEOREM 2.2. P[ A, Bl determined by (2.26) is unique if and only if one 
of the following is true: 
(a> A and B satisfy parallel summability conditions, or equivalently A 
satisfies regularity conditions relative to Y1 and q. 
(b) Either E, or F, is a null matrix. 
(c) Both E, and F, are nonnull and F,A-E, = F,( A- + B-)E, = 0. 
Under condition (a) the parallel sum is given by 
P[A, B] =E,[F,(A-+ B-)E,];F, 
=A(A+B)-B=P(A,B). 
Proof. The first part of the theorem relating to equivalence of unique- 
ness of P[ A, B] and the conditions (a>, (b), and (c) is a consequence of 
Theorems 2.1 and 1.1. 
For the proof of second part, observe that when the parallel summability 
conditions hold we can choose P( A, B) = A( A + B )- B for E, and F,. (See 
Rao and Mitra [15, Theorem 10.1.8(e)].) Further, on account of Theorem 
10.1.8(d) in [15], 
P[A,B] =E,[F,(A-+ B-)E,];F, 
= P( A, B)[P( A, B)( A-+ B-)P( A, B)]; P( A, B) 
= P( A, B)[P( A, B)], P( A, B) 
= P( A, B). 
Hence the theorem. 
THEOREM 2.3. The following statements are true: 
(a) For any P E {P[ A, B]} we have 
(2.31) 
S’(P) =S?( F&E,) =S?(F,( A-+ B-)E,). 
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(b) For any x =.M(Ez), 
if and only if there exists a P E {P[ A, B ]} such that x ??l( P ). 
(c) For any y ED%, 
if and only if there exists a P E {P[ A, B]} such that y E.H( P’). 
Cd) n peIpLA,&-) = {A-+ B-1 h w enever there is a nonnull P. 
(e) Let C he any matrix such that (A-+ B-j c {C-}. Then 
i 1 c O Eg 0 0 2> 
in other words, C < P for some P E {P[ A, B]). 
(f) Let C be us in (e) and 9(C) =9(F,(Am+ BP)E,). Then C E 
W[A, BI]. 
Proof. (a), (b), and (c) follow from Theorem 2.1 and the definition of 
P[A, Bl. 
Proof of Cd): From Lemma 2.4(c), we get that 
{A-+ B-) c 
PA B,l {p- } 
and 
{P-) ={A-+B-+Z} (2.32) 
where 2 is arbitrary and PZP = 0. Let (A-), and (BP), be any fixed 
g-inverses of A and B respectively. Now consider any (A-), + (B-)(, + Z 
{P-). Since (P[ A, B]} # {O}, from (b) and Cc> of the present 
tEetLk(‘G %ain that (Y1 \YO) U (0) and (q \YO) U {O} contain nonnull 
vectors. From (2.32) we get that 2 satisfies the condition PZP = 0 for every 
choice of P E {P[ A, B ]], and again from (b) and (cl, we obtain that 
q’Zp = 0 for all 
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Since 9a and S, are proper subspaces of 9r and S; respectively, we get 
that spa&Y1 \Ya) = 9r and span{9; \S,} = S;. So we get 
q’Zp = 0 for all (E) E% and (z) ??q, 
and this implies that F,A-E, = 0. Therefore 
PE~P[A, Bl) 
where F,ZE, = 0. Since M(E,) =.&A) n&(B) and -rY(FL) =J(A’) n 
A( B ‘>, we can write that Z = Z, + Z, where AZ, A = 0 and BZ, B = 0. 
This in turn gives that (A-), + (B-), + Z E {A-f B-1. Hence part cd). 
Proof of(e): Since C( A-+ B-)C = C for every choice of A- and B-, 
we get that CA-C and CB-C are invariant under the choices of A- and 
B-. This forces J(C) c&A) f-M(B) =L(E,) and .&CC’) C-&A’) n 
J(B’) =.H(FA), and in turn 
( 1 c O EG? 0 0 1' 
Now by (2.17) and (2.18) we can see that 
for any choice of A-, and hence 
Proof of (f): Since of both rank and minus 
order leads to same set of shorted matrices, proof of (0 is immediate from 
(e>. W 
The following Theorem 2.4 lists obvious properties of parallel sum 
defined in (2.26). 
THEOREM 2.4. L,et A, B E lFmxn and C and D be nonsingular matrices 
of size m X m and n X n respectively. Then, 
(a> {P[ A, ~11 = (P[B, All. 
(b> IP[ A’, B ‘II = I(P[ A, B])‘). 
(c) {P[CA, CB]) = {CP[ A, B]} and @(AD, BD]} = {HA, BID}. 
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Proof. Parts (a) and (b) of the th eorem follow from the definition of 
parallel sum given in (2.26). 
Proof of part (c): If C is nonsingular matrix, it can be seen easily that 
{(CA)-] = {A-C-‘], ((CB))} = {B--C’), ACE,*) =J(CA) n.d(CB) = 
&Cbf(A) n4B))) =dCE,), and J((F,*)‘) =_k(F;). Now by direct 
computation we see that {P[CA, CB]} = {CP[ A, B]}. Similarly it is seen that 
{P[ AD, SD]) = {P[ A, BID}. ??
REMARK 2.2. It is known that under the parallel summability conditions 
(1.4) and (1.5) p ar e sum operation is associative (see [15, Theorem all 1 
10.1.8]). But, in general the concept of associativity cannot be extended. 
Consider the following example: 
EXAMPLE. Let 
I , and C= i 0 1 0 0 . I 
We note that P[ B, C] and P[ A, P[ B, C]] are uniquely determined and equal 
to C. But we see that P[ A, B] = 0 and P[P[ A, B], C] = 0 + C. 
REMARK 2.3. Let @1 =&A) fT..H( B) and q =A( A’) n_H( B’). It is 
well known in the literature that if A, B E %‘,,, then 
(i) both A and B satisfy the regularity conditions (1.7) and (1.8) relative 
to pi and .$, 
(ii) S[ A 1 21, $1 and S[ B I 21, g] satisfy the parallel summability condi- 
tions (I.4 and (1.5) and hence 
(iii) P[S[A 191,.$;l, S[B 1~1,$]] = P[A, B]. 
In general condition (i) does not imply condition (ii). Consider the following 
example. 
EXAMPLE. Let X, Y, Z E Fmxn such that the column and row spaces of 
X, Y and Z are mutually virtually disjoint. Define A = X @ Y and B = 
(-Y) 8 Z. For this choice of A and B condition (i) is satisfied but not 
condition (ii). Still we can observe that (iii) holds under the definition of 
parallel sum given in (2.26). 
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We have the following theorem 
THEOREM 2.5. Let 4, B satisfy the regularity conditions relative to 
iI =_&(A) n&(B) and S; =&A’) fU%(B’). Then 
P[S[ A K+,$], S[ B lL+,,$]] = P[ A, B]. (2.33) 
Proof. Let S, and S, be the shorted matrices of A and B respectively 
as determined uniquely under regularity 
Observe that 
conditions relative to 9i and $. 
and 
&( S,) =A( S,) =&( A) nA( B) =J%( E,) (2.34) 
A( S;) =.N( S;) =A( A’) 
From the definition, 
P[ A, B] = E,(F,( A- 
i-M( B’) =A( F,). (2.35) 
+ B-)E,), F,. 
Since S, <-A, S, G-B, (2.34) and (2.35) imply that 
Fs( A-+ B-)E, = F&Y,+ S,)E, 
for any choice of S, and S,. Hence we get that P[ A, B] = P[ S,, S,]. ??
In the following example we see that (2.33) need not hold if one of A and 
B fails to satisfy the regularity conditions relative to M(A) fM( B) and 
4 A') n4 B’). 
EXAMPLE. For 
and B = 
we see that 
i 0  1 0 1 0 
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are uniquely determined; they satisfy the parallel summability conditions and 
hence 
P[S[ A Wi,q], S[ B W,,z]] = 0. 
But by easy computation we see that 
is uniquely determined. 
APPENDIX. THE PARALLEL SUM STATISTICALLY 
INTERPRETED 
The connections between the shorted operator and the dispersion matrix 
of a best linear unbiased estimator (BLUE) in a linear model are by now well 
known. (See Mitra and Puri [ll] and Morley [13] for the infinite dimensional 
case.> The connections are brought out more vividly in the finite dimensional 
case and are simple consequences of the representation of shorted operator 
in terms of minimum seminorm and semi-least-squares inverses (Mitra and 
Puri [ll]). 
Mitra and Puntanen [9] adopt this connection itself as a definition of a 
shorted finite dimensional positive operator and derive its well-known proper- 
ties through statistical arguments. In this appendix we shall carry out similar 
exercises for the parallel sum. 
Consider a linear model (Y, X/3, V >, w h ere the Bn-tuple Y is a vector of 
random variables (observables), 
V=diag(A,B) (A, B E K:,) 
= D(Y) 
is the dispersion matrix of Y, 
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and the expectation of Y is 
E(Y) = XP, 
P being a vector of unknown parameters. We shall now adopt another 
definition of the parallel sum. With Anderson and Duffin’s original definition 
of parallel sum as Definition 1 [see (1.211, and Anderson and Trapp’s 
subsequent definition as Definition 2 [see (l.lO>], the present definiton that 
we propose will be called Definition 3: 
DEFINITION 3 (Parallel sum). Let e12 be the BLUE of /? based on 
Y= 
Yl 
i i y2 . 
Then P( A, B) is the dispersion matrix of e12. 
The BLUE of Xp is easily seen to be 
this BLUE is thus 
The dispersion matrix of 
P(A,B) P(A,B) 
P(A3) 
which is also the shorted operator 
s[dxg(n, B)ispm(t) 
We shall eventually show that this definition of the parallel sum HA, B) 
coincides with Definition 1, the one given by Anderson and Duffin [l]. 
Before we do so, we shall derive several properties of the parallel sum 
directly from Definiton 3. 
in Y. Notice that 
This follows if we switch the positions of Y, and Y, 
follows the linear model 
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Clearly, eal, the BLUE of p based on 
P(A, B) = D(e,,) = D(e,,) = P(B, A). 
(2) Associativity. Consider now a third vector of random variables 
(r.v.‘s), an n-tuple = P, II = C, Y3 mutually uncorrelated 
with both Y, and Yz. follows the linear model 
Let eij be the BLUE of /3 b ase on Yi and Yj, i #j, i, j = 1,2,3, and eijk d 
be the BLUE of /I based on Yi, 5, and Y,. Write e1a3 in the expanded form 
6 123 = H,Y, + H,Y2 + H3Y3 where H,, H,, and H, are coefficient matrices 
of order n X rr each. (H, + H,)e,, is the BLUE of (H, + H,)P. This shows 
that the dispersion matrix 
D((H, + H2)e12 + HP,) G D(ed. (A .36) 
is the BLUE of p, we conclude that the strict equality must hold 
follows the linear model 
Hence 
D(e,,,) = P(P( A, B),C). (A .37) 
A similar argument shows that 
D(e,,,) = P( A,P(B,C)). (A .38) 
Hence the associativity. 
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(3) J(P( A, B)) =&A) n_&(B). We shall prove an equivalent state- 
ment: .&@(A, B)) =JfA) +J//(B). Let d EAP(A, B)). Then Vartd’e,,) 
= d'P( A, B)d = 0. If d’e12 = a’Yl + b’Y,, this implies a’Aa + b’Bb = 0 
* a’Au = 0 and b’Bb = 0 =a a E&A) and b E&B). Since d’P = 
E(d’e,) = E(u’Y, + b’Y,) = (a’ + b’)P VP, we observe that d = a + b 
and &P( A, B)) ~.i'f A) +A B). C onversely, let a, b belong to .&A) and 
A B) respectively. Th’ is implies Var(u’Y, + b’Y,) = 0. Since (a’ + b’le,, is 
the BLUE of (a + bl’j3, w 1 e h’l u’Yi + b’Y2 is just a linear unbiased estima- 
tor of the same, we get that 
(u + b)‘P( A, B)(u + b) = Var[(u + b)‘e,,] = 0, 
which gives a + b ~Jy(p( A, B)). Hence Jy( A) +A B) CJV(P( A, B)). 
(4) P( A, B) E gn, A - P( A, B) E S?,,, and B - P( A, B) E g”. The 
first one is trivial, since P( A, B) is a dispersion matrix. The second and third 
follow from the fact Y, and Y, are both unbiased estimators of p under the 
linear model 
while ei2 is the BLUE of p. 
(5) Equivalence of Definition 3 with Definition 1. We show here that 
the dispersion matrix of eis which is HA, B) equals A(A + B)-B. Note 
that this expression is invariant under the choice of generalized inverse. First, 
let us write eis = F,Y, + F,Y,. Now E(e,,) = p implies 
F, + F, = I. (A .39) 
Note that E(Y, - Y,) = 0 and the coordinates of Yi - Y, span the error 
space, the vector space consisting of linear functions z ‘Y having identically 
zero expectation. Since ei2 is the BLUE of /3, this is equivalent to requiring 
Cov(e,,, Y, - Y,) = 0. This leads to the equation 
F,A - F,B = 0. (A .40) 
Multiplying (A.39) by B on the right and adding to (A.40), we get that 
F,( A + B) = B. Since J(B') cd(( A + B)‘), a general solution to this 
equation is given by 
F,=B(A+B)-+U,[Z-(A+B)(A+B)-], (A .41) 
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and similarly 
F,=A(A+B)-+&[I-(A+B)(A+B)-] (A.42) 
where U, and U, are arbitrary. To satisfy the equation (A.39) we require that 
U, + CJ, = 1. (A .43) 
This gives 
P( A, B) 
= D(e12) 
= B( A + B)-A[( A + Z3-]‘H 
+A(A+B)-B[(A+B)- 
=A(A+B) R[(A+R)-]‘H 
‘A (A .44) 
tA(A+R))B[(A+R)-]A 
=A(A+B)-B[(A+R)-]‘(A+R) 
=A(A + B)-B, 
since 
A(A+B)-B=A(A+A) (A+B) 
=A -A(A + B)-A 
(A .45) 
A(A + B)-A 
=(A+B)(A+B)-A-A(A+B))A 
=B(A+R) A. 
(6) Equivalence of Definition 3 with Definition 2. We shall actually 
establish the equivalence of Definition 1 and Definition 2, using a statistical 
argument. We consider the linear model 
P, Aag( A, B) 
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and the transformation U, = Y,, Us = Y, - Yz. Note that follows the 
linear model 
((:),(:)@,A), where A=(; AtB). 
Since the transformation is reversible, both models, lead to identical BLUE 
for /3. This establishes the equivalence of Definition 1 with Definition 2. 
REMARK A.l. Note that the expressions for F, and F, as derived in 
(A.41) and (A.421 depend on choices of (A + B)-. Further, U, and Us are 
arbitrary but for the condition (A.43). Th ese facts show that the choice of F, 
and F2 is not unique. Also, neither F,Y nor F,Y is a BLUE of its own 
expectation. Nevertheless their dispersion matrices B( A + B) A-[( A + 
B)-]‘B = P(A, B)A-P(A, B) and A(A + B)-B[(A + B)-]‘A = 
P(A, BIB-P(A, B) are unique and add up to P(A, B) as shown in (A.44) 
and (A.45). We have thus established that {A- + B-} c {[HA, B)]-}. 
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