Incremental hierarchical text document clustering algorithms are important in organizing documents generated from streaming on-line sources, such as, Newswire and Blogs. However, this is a relatively unexplored area in the text document clustering literature. Popular incremental hierarchical clustering algorithms, namely Cobweb and Classit, have not been widely used with text document data. We discuss why, in the current form, these algorithms are not suitable for text clustering and propose an alternative formulation that includes changes to the underlying distributional assumption of the algorithm in order to conform with the data. Both the original Classit algorithm and our proposed algorithm are evaluated using Reuters newswire articles and Ohsumed dataset.
INTRODUCTION
Document clustering is an effective tool to manage information overload. By clustering similar documents together, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. we can quickly browse large document collections [4] , easily grasp the distinct topics and subtopics (concept hierarchies) in them, efficiently query them [12] among many other applications. Hence, it has been widely studied. One survey of existing clustering literature can be found in Jain et al. [9] .
Most of the document clustering algorithms studied in the literature operate in a batch mode, i.e., they collect all the documents to be clustered before the start of the exercise and cluster them by making multiple iterations over them. But, this is not always feasible. With the advent of online publishing in the World Wide Web, the number of documents being generated everyday has increased considerably. Popular sources of informational text documents such as Newswire and Blogs generate documents virtually continuously. To organize such documents using existing batch clustering algorithms one might attempt to cluster documents collected up to certain points in time. This would lead to repeated processing of older documents, the large majority of which do not change cluster membership. This would result in redundancy that would make the exercise extremely time consuming, if not impossible, due to the volume of documents being generated. One might be tempted to address this problem by batch clustering periodically collected small batches of documents and then merge the generated clusters. However, there will always be a wait time before a newly generated document can appear in the cluster hierarchy. This delay would be unacceptable in several important scenarios, e.g., financial services, where trading decisions depend on breaking news, and quick access to appropriately classified news documents is important. A clustering algorithm in such a setting needs to process the documents as soon as they arrive. This calls for the use of an incremental or online clustering algorithm.
Although, incremental text document clustering algorithms has been studied before, most notably as a part of the Topic Detection and Tracking initiative, they produce clusters without any hierarchical relationship among them ( [1] and [6] ). Thus, they lack certain important utilities of hierarchical clustering. By identifying broad and narrow clusters and describing the relationship between them hierarchical clustering algorithms generate knowledge of topic and subtopic. Another utility of a hierarchy is that often users do not agree on the number of clusters that should be present in the dataset. Depending on the level of granularity they want among the clusters they might want more or fewer clusters. So, one fixed number of clusters made out of the dataset may not satisfy all. But, if we present the user with a cluster hierarchy of documents, which she can browse at her desired level of specificity, we would circumvent the problem of finding the right number of clusters while generating a solution that would satisfy users with different needs.
In spite of the potential benefits of an incremental algorithm, that can cluster text documents as they arrive into an informative cluster hierarchy, this is a relatively less explored area in text document clustering literature. In this work we examine a well known incremental hierarchical clustering algorithm Cobweb that has been used in non-text domain and its variant Classit. We discuss why they are not suitable to be directly applied to text clustering and propose a variant of these algorithm that is based on the properties of text document data-specifically, the word occurrence distribution. Then we evaluate both the algorithms using real world data. By the end of this work we hope to have demonstrated a separation of the attribute distribution and parameter estimation from the control structure of the algorithm. This would enable one to use the existing control structure for incremental hierarchical clustering of various types of data items, while using different attribute distribution assumptions and parameter estimation methods that might be more appropriate for the data at hand.
In Section 2 we briefly review the text clustering literature and Cobweb & Classit algorithms. In Section 3 we describe key properties of text that are central to this work. In Section 4 we explain the contributions of our work. In Section 5 we describe the cluster quality metrics that we have used to evaluate the results obtained. In Section 6 we explain the setup of the experiment and discuss the results. In Section 7 we conclude with scope for future research.
LITERATURE REVIEW
Cutting et al. were one of the first to suggest a cluster based approach to browse large document collections [4] . They have suggested two fast partitional clustering algorithms, called "Buckshot" and "Fractionation", which enables one to topically browse large document collections by generating clusters in real time. Clustering algorithms are usually completely partitional or completely agglomerative in nature. However, Zhao and Karypis in a recent work has proposed a hybrid approach in which the agglomeration of documents is constrained by a partitional algorithm. They have shown that such a strategy exploits the strengths of both partitional and agglomerative algorithm and leads to better solutions [16] . In a prior work Zhao and Karypis have compared the performance of different criterion functions for document clustering algorithms [17] . Dittenbach et al. have shown a method called Growing Hierarchical Self-Organizing Map to cluster a set of documents into a hierarchy [5] . The algorithm generates clusters in a layered manner starting from the top most layer. The strength of the algorithm is that the width and depth of the cluster tree is adapted to the data. This is done by a clever thresholding of the quantization error at each layer of the tree and at each unit in the layers. Smeaton et al. has proposed a way to carry out fast hierarchical clustering of large document datasets by using a search engine [14] . Top k most similar documents for each document in the dataset are retrieved and similarities are stored. This results in a much smaller, N × k, similarity matrix and leads to fast clustering of the documents. They have also designed a data structure to update this generated cluster efficiently.
Experiments in incrementally clustering of text documents have been done as a part of online new event detection task of Topic Detection and Tracking (TDT) initiative ( [1] and [6] ). In this exercise a decision is taken based on a heuristic whether to group an incoming news document with one of the existing clusters or to create a new cluster of its own. The heuristic makes use of similarity of the document to the existing clusters and the time stamp on the document. The formation of new cluster is used to signal the outbreak of a new event. Outside the TDT initiative, Zhang and Liu has proposed a competitive learning algorithm, which is incremental in nature [15] . The algorithm, called Self Splitting Competitive Learning, starts with a prototype vector that is a property of the only cluster present initially. As data points are added, the prototype vector is split and updated to approximate the centroids of the clusters in the dataset. Yet another on-line algorithm called frequency sensitive competitive learning has been proposed and evaluated on text datasets by Banerjee and Ghosh [2] , which is designed to produce clusters of approximately equal sizes. This is done by making it harder for new data points to join larger clusters.
All of these incremental algorithms produce flat clusters: forgoing the benefits of hierarchical clustering. Also, TDT experiments effectively exploit the information in the time stamp available with news stories, i.e., assumes that news stories that describe the same event will occur within a brief span of time. Such information may not always be available.
Cobweb and Classit
Methods have been proposed in the non-text domain to incrementally cluster items into hierarchies. Notable among them is the Cobweb algorithm by Fisher [7] (assumes nominal attributes) and its derivative Classit [8] (for real valued attributes).
At the heart of Cobweb is a cluster quality measure called Category Utility (CU).
Let C1, . . . , CK be the child clusters of a larger cluster
(1) where, P (C k ) = Probability that a random document belongs to child cluster C k . Ai = The ith attribute of the items being clustered Vij = jth value of the ith attribute One can interpret Category Utility as the gain in the expected number of correct guesses due to clustering of the data when one predicts the attribute values of an item following a probability-matching guessing strategy, i.e., when P (Ai = Vij) fraction of the time attribute Ai is predicted to take value Vij. Cobweb assigns a new item to the child node that maximizes this gain. This is only a local decision since the algorithm processes items one at a time and does not reassign an item to a different cluster. Therefore, Cobweb uses a node split and node merge operation to reorient the cluster tree if that leads to a higher Category Utility ( Figure  1 ). The Cobweb control structure is shown in Figure 2 In a subsequent work, Gennari et al. [8] have shown Category Utility can be computed for real valued attributes if we make some assumption about their distribution. If we assume that the attributes follow Normal distribution, then Category Utility of the partition can be written as
where, σin = standard deviation of the attribute i in node n. This is known as the Classit algorithm. We have not seen any prior application of either of these algorithms to text clustering. Hence, their performance on text document data is uncertain at the time of this work. Further, word occurrence counts, attributes of text documents that are commonly used to represent a document, are known to follow a skewed distribution-unlike the Normal distribution ( Figure 3 ). Also, Normal distribution assumes that the attributes are Real numbers, but, word occurrence counts are Nonnegative Integers. They can't be treated as nominal attributes either, because the occurrence counts are not contained in a bounded set, which one would have to assume while treating them as nominal attributes. Even when treating occurrence counts as nominal attributes that can take values in a sufficiently large set of integers, say 1 to 1000, we fail to make use of the skewness of the occurrence count. A more suitable distribution for such count data is Negative Binomial, or Katz's distribution [10] .
TEXT DOCUMENTS AND WORD DISTRIBUTIONS
Text, as we commonly know it, is available in the form of unstructured documents. Before we can cluster such documents, we need to convert them to items with attributes and values. A common way to do this is to use the words 1 in a document as attributes and the number of times the word occurs in the document, or some function of it, as the value of the attribute. This is called the "Bag of Words" approach. One consequence of using such a method to convert documents to an actionable form is that one loses the information contained in the order of the word. Despite this drawback, the bag-of-words approach is one of the most successful and widely used method of converting text documents into actionable form.
Several attempts have been made to characterize the distribution of words across documents. This is useful in judging the information content of a word. For instance a word that occurs uniformly in every document of the corpus, e.g., "the" is not as informative as a word that occurs frequently in only a few, e.g., "Zipf". Occurrence frequency of a word in a document can be used along with the information content of the word to infer the topic of the document and cluster documents of similar topic into same group-as is done in this work. Manning and Schutze have discussed several models to characterize the occurrence of words across different documents [13] .
Models based on Poisson distribution

Poisson
The Poisson distribution has been used to model number of times a word occurs in a document. The probability of a word occurring k times in a document is given by
where, λ is a rate parameter. However, from empirical observations, it has been found that Poisson distribution tends to over estimate the frequency of informative words (content words) [13] .
Two Poisson Model
There have been attempts to characterize the occurrence of a word across documents using a mixture of Poisson distributions. One such attempt uses two Poisson distributions to model the probability of a word occurring a certain number of times in a document. One of the distributions captures the rate of the word occurrence when the word occurs because it is topically relevant to the document. The second distribution captures the rate of the word occurrence when the word occurs without being topically relevant to the document. This mixture of two probability distributions has the probability density function: where, α is the probability of the word being topically relevant.
It has been empirically observed that although, the two Poisson model fits the data better than single Poisson model [3] , a spurious drop is seen for the probability of a word occurring twice in a document [10] . The fitted distribution has lower probability for a word occurring twice in a document than it occurring three times, i.e., it predicts that there are fewer documents that contain a word twice than there are documents that contain the same word three times. But, empirically it has been observed that document count monotonically decreases for increasing number of occurrences of a word (see Figure 3) .
Negative Binomial
A proposed solution to the above problem is to use a mixture of more than two Poisson distributions to model the word occurrences. A natural extension of this idea is to use a Negative Binomial distribution, which is a gamma mixture of infinite number of Poisson distributions. The probability density functions of a Negative Binomial distribution is given below,
where p and r are parameters of the distributions. Although, the Negative Binomial distribution fits the word occurrence data very well it can be hard to work with because it often involves computing a large number of coefficients [13] 
Katz's K-mixture model
This simple distribution proposed by Katz [10] has been shown to model the occurrences of words in the documents better than many other distributions such as Poisson and Two Poisson, and about as well as the more complex Negative Binomial distribution [13] . Katz's distribution assigns the following probability to the event that word i occurs k times in a document 2 .
δ k = 1 iff k = 0 and 0 otherwise . The MLE estimates of parameters α and β are:
cf = collection frequency = number of times word i occurred in the document collection. df = document frequency = number of documents in the entire collection that contain the word i.
From (5) it follows that
= 1 − Pr (the word occurs in a document) = Pr(the word does not occur in a document)
Also, it follows that
Substituting p for β β+1
, we have
Let's define a parameter p0 as
using (6) we find that
= Pr (the occurrence is a repeat | occurrence)
Hence, 1 − p can be interpreted as the probability of a word occurrence not being a repeat occurrence. Or, it can be thought of as a scaling factor used to make (10) and (11) together a valid probability density function. We can write Expression (5) for k = 0, using p as
Hence, α in terms of p0 and p is
Expression (10) can now be written as
when k > 0.
Using Expressions (11) and (14), we can fully specify the Katz's distribution. The two parameters are p0 and p, which can be estimated as
It can be shown that if a distribution is defined by Expressions (11) and (14), then the estimates (15) and (16) are the MLE of the parameters p0 and p (The proof has been omitted due to lack of space).
EXTENDING COBWEB FOR TEXT
The Cobweb algorithm can be extended for text document clustering by using distributions that has been suggested in the information retrieval literature for modeling word occurrence distribution. We explored two of them: Negative Binomial distribution and Katz's distribution.
The Category Utility score turned out to be hard to compute for Negative Binomial. It involves sum over a large number of binomial coefficients-squared that does not reduce to any simpler expression. This renders it unsuitable for the purpose of online document clustering. Therefore, we shall fully explore only Katz's distribution based algorithm and compare it with the original Classit algorithm in this work.
Using words as attributes, we can derive the Category Utility function assuming that word occurrences follow Katz's distribution. For reference, the Category Utility formula as given in Cobweb is
Notice that for each attribute indexed i we need to compute X
where, j is an index of value of the attribute i. In this case Vi,j would take values 0, 1, 2 . . . because we are working with count data. Hence, the first part of Expression (17) can be written as
Let's use CU i,k to refer to the contribution of the attribute i towards the Category Utility of the cluster k. Substituting Expressions (11) and (14) in Expression (18), we obtain
Here, p0 and p can be estimated using Expressions (15) and (16) .
Expression (19) specifies how to calculate the Category Utility contribution of an attribute in a category. Hence, the Category Utility of the Classit algorithm, when the distribution of attributes follows Katz's model, is given by
CLUSTER EVALUATION METHODS
In the literature hierarchical clustering algorithms have been evaluated qualitatively by presenting the descriptions of the clusters produced [5] , quantitatively by demonstrating the benefit of the clustering for a particular retrieval task [14] and by comparing clusters at a layer of the hierarchy to externally provided labels [16] . We shall describe a quantitative approach of the later kind in Section 5.
Evaluating the clusters
One commonly used cluster quality measure is the purity of clustering solution [16] . The Purity of a cluster is defined as
where,
− c is the index of classes
− k is the index of clusters CF k (c) = number of items from class c occurring in cluster k. Or, the frequency of class c in cluster k. N k = number of items in the cluster k. Purity of the entire collection of clusters were evaluated by taking the micro and macro average of the cluster qualities.
The drawback of relying only on purity to evaluate the quality of a set of clusters, becomes apparent in hierarchical clustering. When we collect clusters occurring near the lowest level of the hierarchy, we get clusters with very few documents in them. Hence, we obtain clusters with high purity score. In the limit, at the lowest level there are N clusters each containing only one item. Hence, maxc{CF k (c)} is 1 for each k ∈ {1, . . . , N} resulting in purity score of 1. We get larger clusters at a higher level in the hierarchy, which are more likely to contain documents belonging to different classes, leading to a lower purity score. This illustrates how purity score can be misleading when the number of clusters formed is different than the number of classes in the dataset. If we make more number of clusters than there are in the dataset we bias the purity score up. If we make less number of clusters than there are in the dataset we bias the purity score down.
To correct this problem, we define another score of the clustering solution in the following manner.
where, Nc is the size of the class c. The other variables are as defined for the expression of the purity score in Expression (21). Here, also we can compute the micro average or the macro average to compute the score for the entire solution. This is a purity computation with the clustering solution treated as the true classes of the data items and the human generated clusters as the solutions to be evaluated. Using this measure we evaluate how well the "true" classes in the datasets are represented in the clusters formed.
These metrics, p k and rc, have interpretations that parallel the precision and recall metrics, respectively, in information retrieval literature. Precision is the fraction of the retrieved documents that are relevant. Our p k has the precision interpretation when we think of a cluster to retrieve documents from the class to which majority of its elements belong. On the other hand recall is the fraction of all the relevant documents that are retrieved. In the framework we described for p k , our metric rc has the recall interpretation.
Taking a cue from the F measure commonly used in IR literature to combine precision and recall, we computed the F score as the harmonic mean of the P and R values:
The F score is the metric by which we shall measure the quality of our clusters.
Evaluating the hierarchy
Another question of interest when evaluating a hierarchical clustering algorithm is "To what extent the generated cluster hierarchy agrees with the class hierarchy present in the data?". As we shall describe in Section 6, the datasets we have used in our experiments have hierarchies of classes and provide us a rare opportunity to evaluate our generated cluster hierarchy.
Matching the generated cluster hierarchy with the existing class hierarchy is a non-trivial task. In stead, in this work we focus on measuring how often the sibling clusters in the generated hierarchy have sibling classes. For instance, consider the generated cluster subtree shown in Figure 4 .
In this case we have already determined the classes of child clusters 3 . To be able to measure if they are filed under the correct class, we need to find the class of the parent cluster. To do this we tabulate the parent classes of the child clusters and assign the most frequent parent class to the parent cluster K0. So, in this case the parent cluster K0 gets the label C1. Then we evaluate this cluster configuration as if K0 is merely a cluster of four other smaller entities, each of which has a class label same as the parent class for which they voted. This is equivalent of saying that as long as the children clusters of K0 have children classes of the class of K0, i.e., C1 in this case, they are correct. Clusters with all other class labels that occur under that parent cluster are incorrect classifications by the algorithm. They should have been somewhere else.
So, in the above example the precision of K0 would be 2 4 = 0.5. We compute this precision for all the internal nodes of the cluster tree and take their average (both micro average and macro average) to compute the overall precision of the hierarchy. This gives us a measure of how much the generated cluster hierarchy agrees with the class hierarchy 3 At the lowest level each cluster has only one document and its class can be read from the data directly. present in the data. We call it sibling precision score of the cluster hierarchy. We needed to make a few decisions while evaluating the hierarchy in this manner. For instance, we used only the internal nodes to compute the precision of any node. This is because, often times leaf nodes co-exist with internal nodes as children of another internal node. In this case if we compute precision based on leaf nodes, i.e., single documents, then we are mixing the precision of the kind we described in Section 5.1 with the precision of the hierarchy and it is not clear how we should interpret the resulting number. Another decision that needed to be made was, what should we do if a child cluster has the broadest class label assigned to it? Since, we can not find a parent class for these classes, we explored the possibility of (i) dropping such child clusters from our evaluation and (ii) treating them as their own parent cluster since, they are the broadest level classes. In our experiments the results do not change much if we take either of these strategy. So, we shall report only the results we got by dropping the broadest classes.
EXPERIMENT SETUP AND RESULTS
We evaluate our algorithm over two text document collections: Reuters-RCV1 and Ohsumed (88-91). These datasets were picked because of the presence of human labeled hierarchical class labels and reasonably large number of documents in them. They are described in more detail in the following section.
Reuters-RCV1
Reuters-RCV1 dataset is a collection of over 800,000 English newswire articles collected from Reuters over a period of one year(20th Aug 1996 to 19th Aug 1997) [11] . These documents have been classified by editors at Reuters simultaneously under three category hierarchies: "Topic" hierarchy, "Industry" hierarchy and "Region" hierarchy. Only Topic labels and Region labels are guaranteed to be present for each document.
Incremental clustering algorithms are sensitive to the or-der in which the data items are presented to them. Hence, it is imperative to evaluate them by presenting them data items in the order in which they are expected to receive them in practice. We envision the proposed document clustering algorithms to process documents as they arrive. Therefore, we evaluate them by presenting them documents from Reuters-RCV1 dataset in time order.
Evaluating clusters
We used articles from the first 30 days of the Reuters-RCV1 dataset for our experiments. There were 62935 articles. Stop words were removed from the documents and the terms were stemmed. Then the most informative terms were selected by their cf × log (N/df ) scores to represent the documents. We repeated the experiments using 100 to 800 terms at step size of 100.
number of documents 62935 number of unique words 93792 average document length 222 number of classes 63 
days). Classes are the region classes
We have evaluated the clustering solutions for the correctness of assignment of documents to the clusters using the Topic categories in stead of the Country categories because they have a richer hierarchy. The Countries hierarchy has just one level of categories that are the names of the countries. Topic labels are also available for every document. The average depth of a node in Topic hierarchy is 3 and the average fanout is 3.3. There were 63 topic categories present in the used documents. So, we have extracted 63 clusters from the dendrogram constructed by the clustering algorithms by pruning the nodes with lowest Category Utility from the bottom of the tree. Then we measured their quality using the topic categories of the documents.
The results of the clustering exercise is given in Table 2 . We can see that both the algorithms perform about equally well on micro averaging but, Katz's distribution based Classit algorithm dominates Normal distribution based Classit algorithm across varying vocabulary sizes in the macro average of F scores (Table 2 Figure 5 ).
We are cautious in interpreting the micro averaged-F score. Because, performance over a few big clusters dominates the entire performance metric. Therefore, we also compute the macro-averaged F score, where each cluster gets equal weight, and find that Katz based Classit performs better than Normal based Classit over a wide range of vocabulary sizes. 
Evaluating hierarchy
We evaluate the generated cluster hierarchy using the Topic hierarchy 4 as our reference. The accuracy of the parent/child cluster configurations was evaluated as described in Section 5.2. The results are given in Table 3 .
The values in the table cells are the average sibling precision of internal nodes of the cluster hierarchy. As we can see there is no clear winner in this case, although, both the algorithms do reasonably well in assigning sibling classes under the same cluster. However, we must be careful to interpret these values as the correctness of the sibling classes getting grouped together and not as recovering all of the original class hierarchy.
OHSUMED (88-91)
The Ohsumed test collection is a set of 348,566 abstracts collected from 270 medical journals over a period of 5 years. Each abstract is annotated with MeSH (Medical Subject Heading) labels by human observers. This indicates the topic of the abstract. Unlike the rcv1 dataset, these documents do not have time stamps. Another property of this dataset is, being from a specific subject area, they contain words from a much smaller vocabulary. Due to the presence of human assigned MeSH keywords over such a large collection, this dataset provides us with an opportunity to evaluate our algorithm over a large dataset and against real topic labels. 
Evaluating clusters
We used the Ohsumed 88-91 dataset from the TREC-9 filtering track to evaluate our algorithm. We selected only those articles for which both the MeSH labels and the abstract text were present. There were 196,555 such articles. As with the rcv1 dataset most informative words in the dataset were selected using cf × log`N df´s core of the words. We repeated the clustering exercise using 25 to 200 words at a step size of 25. To determine the number of different topics present in this dataset one can look at the unique MeSH labels present in the dataset. But, as there are 14138 such labels present we used smaller number of clusters to evaluate the algorithms. The F-score results of the experiments are given in Table 5 .
We can see from the table that Normal-Classit is the most competitive when the vocabulary size is small and the number of clusters formed is large. For all other settings, i.e., when the size of the vocabulary used is larger or when the number of clusters formed is smaller, Katz-Classit performs better. This shows that the Katz-Classit algorithm is more robust as it performs well across a much larger range of parameter values. Performances of both the algorithms suffer when we create more number of clusters, which makes sense because, there are fewer features based on which to distinguish between a large number of clusters.
Evaluating hierarchy
MeSH labels present in the Ohsumed collection has a hierarchical structure to it. This provides us with another opportunity to evaluate the correctness of generated hierarchy. This class hierarchy is much larger than the topic hierarchy of rcv1 dataset. There are 42610 different MeSH labels. Each MeSH label has a code attached to it. The class hierarchy information can be directly read from this code. For instance the first three records of 2005 "ASCII MeSH collection" reads Body Regions;A01 Abdomen;A01.047 Abdominal Cavity;A01.047.025 ...
The class hierarchy of these three labels is apparent from their "." separated codes.
Documents were pre-processed as described in the previous section. Entire cluster hierarchy was generated and the correctness of the hierarchy was evaluated as described in Section 5.2. The precision values are reported in Table 6 . Here again both the algorithms do reasonably well in grouping classes with common parents under the same cluster with Katz-Classit seeming to have an advantage over NormalClassit across all vocabulary sizes. But, we must be careful here not to interpret these precision values as closeness of the entire cluster hierarchy to the existing class hierarchy. Instead it is the accuracy of the algorithms in classifying sibling classes under same parent cluster. Table 6 : Evaluation of the cluster hierarchy using Ohsumed data
We also tracked the sibling precision scores at different depths of the generated cluster tree ( Figure 6 ). These plots show the general trend at different vocabulary sizes. As we can see there is considerable variation in the sibling precision over different depths. Amidst these variation we can observe that the sibling precision is more consistent when we look at the nodes occurring at the lower layers of the tree. Also, we find that on these layers the Katz-Classit usually performs better than the Normal-Classit.
The general consistency of the averages at the lower levels of the tree and lack of it at higher levels are artifacts of the available number of clusters at different layers. At the lower levels we have a large number of nodes at each layer. When we average the performance of each algorithm over these large number of nodes we get a score that is robust to random mistakes. So, we get a consistent score from layer to layer and it is easier to see which algorithm does better. But, it is not so at the higher levels. At the higher levels we have only a few nodes in each layer over which to average the score. So, the average is more sensitive to random mistakes. Note that both the micro average and macro average are sensitive to these random mistakes. The wrong nodes in the higher levels of the tree either get a weight equal to other nodes (macro average) or they get a weight that is proportional to the number of documents in them. Both of these weights are significant at these levels of the tree. This is the reason why we find the plot of average sibling precision fluctuating a lot at these levels and we do not get a clear winner across the layers in the upper part of the tree.
CONCLUSION
We have evaluated an incremental hierarchical clustering algorithm, which is often used with non-text datasets, for text document datasets. We have also proposed a variation of the same that has more desirable properties when used for incremental hierarchical text clustering.
The variation of Cobweb/Classit algorithm that we have demonstrated in this work uses Katz's distribution instead of Normal distribution used in the original formulation of the Classit algorithm. Katz's distribution is more appropriate for the word occurrence data as has been shown in prior work [10] and empirically observed in our work. We have evaluated both the algorithms over Reuters-RCV1 dataset, which allows us to carry out the experiments in a scenario very similar to the real life. We tested the algorithms by presenting them Newswire articles from Reuters-RCV1 dataset in time order and have shown that although Normal assumption for the word occurrence distribution works surprisingly well, the performance can be improved by using a more appropriate distribution. We have also evaluated both the algorithms using Ohsumed 88-91 dataset and have found that Katz-Classit performs better except for the narrow range of parameter values with small vocabulary sizes and large number of clusters. This shows that the performance of Katz-Classit is more robust across broad parameter settings.
We have also proposed a way to evaluate the quality of the hierarchy generated by the hierarchical clustering algorithms, by observing how often children clusters of a cluster get children classes of the class assigned to the cluster. We found that although, the existing Normal distribution based algorithm and proposed Katz distribution based algorithm perform well in this metric, Katz distribution based algorithm performs marginally better on Ohsumed dataset.
The most important contribution we think we have made in this work is a separation of attribute distribution and its parameter estimation from the control structure of the Classit algorithm. Thus, one can use a new attribute distribution, which may be different from Normal or Katz, and is more appropriate for the data at hand, inside the wellestablished control structure of the Classit algorithm to carry out incremental hierarchical clustering of a new kind of data. For instance, if it is considered that Negative Binomial could be better fit for the word distribution than Katz distribution, and one can come up with an efficient way to estimate the parameters of the distribution, it can be used in the framework of the existing Classit algorithm as demonstrated in this work. One can also experiment using a Bayesian approach to estimate the parameters of the distribution and carry out incremental hierarchical clustering in this framework, which might lead to better results due to more reliable parameter estimates for clusters with a small number of documents.
