Total Factor Productivity (TFP) accounts for a sizable proportion of the income differences across countries. Two challenges remain to researchers aiming to explain these differences: on the one hand, TFP growth is hard to measure empirically; on the other hand, model uncertainty hampers consensus on its key determinants. This paper combines a non-parametric measure of TFP growth with Bayesian model averaging techniques in order to address both issues. Our empirical findings suggest that the most robust TFP growth determinants are time-invariant unobserved heterogeneity and trade openness. We also investigate the main determinants of two TFP components: efficiency change (i.e. catching up) and technological progress.
Introduction
The view that total factor productivity (TFP) plays a pivotal role in explaining overall economic growth could be traced back to the work of Abramovitz (1956) , probably the first attempt to determine the sources of productivity growth. The author concluded that the main sources of U.S. productivity growth were still unidentified. This led Abramovitz (1956, p.11) to argue that the importance of TFP might be interpreted as some sort of measure of our ignorance about the causes of economic growth. Fifty years later, Caselli's (2005) chapter in the Handbook of Economic Growth still argues that most of the variation in income at the country level is explained by TFP.
factor productivity in a sample of developed and developing countries. Kneller and Stevens (2006) study the differences in human capital and Research and Development in OECD countries that lead to cross-country differences in total factor productivity growth. All in all, no systematic attempt has been made to search for the main determinants of total factor productivity growth in the spirit of Barro regressions (Barro, 1991) . In this paper we conduct such analysis by exploring a rich set of potential explanatory variables from a pure empirical perspective.
Finally, the literature on TFP determinants also faces the challenge of model uncertainty which arises because of the lack of theoretical guidance to select the proper empirical specification. Like in the growth regressions industry, this problem is caused by the 'openendedness' of alternative theories which are compatible with each other resulting in many alternative models to be considered by applied researchers (e.g. Brock and Durlauf, 2001 ). Given the popularity of Bayesian model averaging methods to overcome this challenge in empirical growth regressions (e.g. Fernandez et al., 2001 ; Sala-i-Martin et al., 2004), we extend this approach to the TFP regressions "a la Barro"we consider here.
To sum up, in this paper we aim to address these three challenges. In particular, we combine insights from the Malmquist index of total factor productivity (together with Data Envelopment Analysis -henceforth DEA -) and Bayesian Model Averaging techniques. First, we depart from the growth accounting method and adopt a frontier non-parametric technique, the DEA approach discussed in Färe et al. (1994) . This method estimates the maximum level of production technically attainable given a set of inputs and avoids the requirement of choosing a parametric specification for the aggregate production function. Moreover, it allows the decomposition of TFP growth into technological progress and changes in efficiency (technological adoption or catching up). Second, based on the spirit of empirical growth regressions a la Barro, we explore a wide set of explanatory variables that are likely to affect TFP growth in a panel of developing and developed countries from an agnostic perspective. Finally, we take into account model uncertainty inherent in the TFP determinants literature by considering Bayesian model averaging techniques to identify the main determinants of TFP growth and its components. More specifically we employ a variant of Bayesian model averaging advanced by Raftery (1995) Once these issues are accounted for, our empirical findings indicate that country-specific effects correlated with other regressors play a fundamental role in explaining TFP growth. This result confirms the relevance of time-invariant unobserved heterogeneity taken as given in previous studies (e.g. Miller and Upadhyay, 2000) . On the other hand, we also conclude that another key determinant of TFP growth is the degree of trade openness. Turning to the determinants of the components of TFP growth, the empirical evidence suggests that the main determinants of the efficiency component differ substantially for those of the technological progress component. 2 Only trade openness can be labeled as a robust determinant of both components; however, while it seems to reduce technological progress, it increases efficiency change (i.e. catching up) resulting in a positive contribution to overall TFP growth. Moreover, in all cases we find evidence of conditional convergence, i.e., poorer countries tend to have higher rates of growth of overall TFP and its components. The remainder of the paper is organized as follows. Section 2 provides an in-depth explanation of the methodology used to calculate TFP growth together with a brief discussion of the alternatives available in the literature. Section 3 describes the data. In section 4 we discuss the problem of model uncertainty and the Bayesian model averaging methodology. Section 5 presents and discusses the results. Finally, section 6 provides some concluding remarks.
Measurement of Productivity Growth
Available approaches to empirically measure total factor productivity (TFP) growth at the country level can be divided into two main categories: growth accounting and frontier analysis. Growth accounting is based on the estimation of aggregate production functions. Armed with these estimates, this approach calculates TFP growth as the part of output growth not explained by accumulation of factor inputs (i.e. the residual of the production function). On the other hand, the basics of frontier analysis are based on the estimation of a frontier production function and the measurement of the distance of the observations to the estimated frontier, which is labeled as inefficiency. Furthermore, the frontier approach can be parametric or non-parametric. On the one hand, data envelopment analysis (DEA) is deterministic and non-parametric, i.e. as it is non-parametric it does not need to assume any functional form for the production frontier; however, as it is deterministic, any deviation between the actual production and the frontier is classified as inefficiency without any possibility of randomness. On the other hand, stochastic frontier analysis (SFA) is parametric and stochastic. That is to say, using SFA it is necessary to assume a specific functional form for the production frontier, but at the same time we can include a source of randomness in production. Regardless of the method considered to estimate the distances to the frontier (either DEA or SFA), TFP growth can be computed using the Malmquist index.
In this paper we decide to employ the DEA frontier approach together with the Malmquist index (Malmquist, 1953; Caves et al., 1982a,b) for computing TFP growth. The Malmquist index has two main advantages over commonly-used growth accounting estimates of TFP growth. On the one hand, in contrast to the growth accounting methodology, the Malmquist index does not require either factor price information or equilibrium assumptions. On the other hand, it allows decomposing the change of TFP in the change of productive efficiency and technological change, which represents an important gain with respect to growth accounting. With respect to the estimation of distances to the frontier required for computing the Malmquist index, we choose the DEA approach 3 because it relies on weaker assumptions than SFA. The clear drawback of the DEA methodology is its sensitivity to outliers given its deterministic nature. However, using the outlier detection technique advanced in Simar (2003) and further discussed in Daraio and Simar (2007) we do not find evidence of extreme observations driving our frontier estimates within the DEA framework. 4 
The Malmquist Index
The Malmquist productivity index was originally introduced by Caves et al. (1982a, b) and named after Sten Malmquist, who had earlier proposed the idea of constructing quantity indexes as ratios of distance functions (Malmquist, 1953) . The Malmquist productivity index allows changes in productivity to be broken down into changes in efficiency and technical change. It does not require any assumptions regarding efficiency and functional form, and is therefore able to distinguish between the factors causing changes in productivity. Färe et al. (1994) propose the use of a distance function to disentangle whether the growth in productivity is the result of the catching up effect (described as enhancements in performance) or this growth is due to a shifting out of the technological frontier at a country's given set of inputs. These functions measure the raw distance between a given output level and the maximal level of potential output (which belongs to the boundary of the reference or frontier technology). More specifically, the distance function for country h is defined as:
which gives the reciprocal of the maximum augmentation of the output (y h ) in period t + 1 (holding constant the inputs (x h = (K h , L h ))) that is needed to reach a boundary point of the technology set:
Under constant returns to scale (CRS) production technology, maximum feasible output is only achieved when average productivity y/x is maximized. 5 This maximum is the benchmark country, i.e. the one with the highest level of productivity. For the other countries composing the sample, decreasing distances over time suggest catching up to the maximum productive frontier (i.e. improving technical efficiency). Given the described distance functions for country h, we define the productivity index in time t and t + 1 respectively as:
3 Details on the estimation of production frontiers by means of DEA can be found in Chapter 6 of Coelli et al. (1998) . 4 For the sake of brevity we do not present here the results but are available from the authors upon request. 5 Grifell-Tatj and Lovell (1995) have stressed the importance of the returns to scale properties of technology in the measurement of TFP. Using a simple one-input, one-output example, Grifell-Tatj and Lovell (1995) illustrate that a Malmquist TFP index may not correctly measure TFP changes when variable returns to scale is assumed for the technology. Hence it is important that constant returns to scale be imposed upon any technology that is used to estimate distance functions for the calculation of a Malmquist TFP index.
Following Färe et al. (1994) , the Malmquist (output-oriented) TFP change index between period t and period t + 1 under CRS is defined as:
One very nice feature of this version of the Malmquist index is that equation (4) can be arranged to show that the TFP change index is equivalent to the product of a technical efficiency change index and an index of technical change as follows:
where the first factor (EF t+1 h ) can be interpreted as the change of productive efficiency between t and t+1 in country h or the catching up effect; whereas the second term (T P t+1 h ) is interpreted as the rate of technological progress between t and t + 1 in country h, which indicates how much the world production frontier has expanded between t and t + 1 at this countrys mix of inputs.
The efficiency change is a ratio of two distance functions that measures the change in the output-oriented measure of the technical efficiency between period t and t + 1. A value of the efficiency term greater than, equal to or less than one indicates whether the producer is moving closer to, unchanging or diverging from the production frontier, respectively. The square root technical change term represents a measure of the technical change in the production technology. It is an indicator of the distance covered by the efficient frontier from period t to period t + 1 and, therefore, an indicator of technological improvements between the two periods. The square root of the technical change term is greater than, equal to or less than one implying that technological best practice is advancing, remaining unchanged, or deteriorating, respectively.
The availability of the different indexes, i.e. technical change and efficiency change, allows us not only to investigate the robust determinants of productivity growth, but also to find out which factors drive these different components. From a policy perspective we think this might have implications in decision-making; and from a knowledge angle it could improve our overall understanding of productivity growth.
Data
Our dataset comprises 67 countries 6 and covers the period 1960-2000. Following earlier literature and in order to lessen the problem of serial correlation in the errors we split our sample in five-year periods. Therefore we end up with eight observations for each country, making up a total of 536 observations. Following the approach outlined in the previous section, we compute Malmquist productivity index using data on levels. In particular, we consider the stock of capital and the stock of labor as inputs, and real GDP as output. The capital stock data is calculated by applying a perpetual inventory method, following Nehru and Dhareshwar (1993) with investment data (gross capital formation) taken from the World Development Indicators. Labor force is measured by the economic active population, that is the population aged between 15 and 64 years, and sourced from the World Development Indicators.
As discussed in the introduction and in line with the Barro regressions literature, we adopt a theoretically agnostic approach based on the idea that determinants of GDP growth might affect income growth through their effect on productivity (Miller and Upadhyay, 2000) . Therefore, in addition to the basic factors of production considered to calculate our TFP measure and its components, we consider data on 19 candidate determinants of TFP growth borrowed from the literature on empirical economic growth. The number of regressors suggested in this literature as potential determinants of economic growth is huge, e.g. the Durlauf et al. (2005) survey of the empirical growth literature identifies 145 proposed regressors. In this paper we consider a subset of them to analyze how they affect TFP growth instead of GDP growth. More concretely, we use the dataset described in Moral-Benito (2011) because of two main reasons: (i) we aim to work with a panel dataset and data availability in the panel context during the postwar period is smaller than in the cross-sectional case; 7 (ii) Ciccone and Jarocinski (2010), and Moral-Benito (2011) found that the smaller the number of regressors considered the higher the robustness of the results in the model averaging framework, so that we prefer to avoid the inclusion of several variables as proxies of the same effect. 8 The sources, descriptions and descriptive statistics of these 19 candidate determinants of TFP growth are presented in Tables 5 and 6 .
DEA Results
Before proceeding further it is useful to provide a brief overview of the DEA estimates of TFP growth and its components. Table 1 presents the mean of the Malmquist index across countries and years. Taking all countries together (top part of the table) it is clear from the 6 The list of countries, which includes 20 OECD and 47 Non-OECD countries, is provided in Table 7 at the end of the paper. 7 For instance, the fraction of GDP in mining and the fraction of Muslim population are only available for the year 1960. We face a similar situation for other candidate regressors that are potentially relevant such as financial development indicators that are not available for the beginning of our sample. 8 For instance, we only include one indicator of trade openness.
mean of the Malmquist index (0.9988516) that there has been a productivity loss on average.
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However, when the sample is split into OECD and non-OECD, we observe a productivity gain in the OECD group and a productivity loss in the non-OECD group. With respect to efficiency, all countries have experience efficiency loss, on average. However, while a similar result is observed in the OECD countries, the non-OECD countries has witnessed an efficiency gain. These results suggest that that "catch up" process works in the non-OECD countries i.e. they approach faster to the frontier than the OECD group. On the other hand, while the non-OECD group performs less in terms of technological progress, the OECD group appears to have a higher technical change index. These results are consistent with the idea that, on average, productivity gains in OECD countries come from pushing the world technological frontier while non-OECD countries have been catching up with the frontier.
[ Table 1 about here]
These findings indicate that the loss of productivity in the non-OECD countries could be attributed to the deterioration in technical change, the main source of productivity growth in the OECD group. A look at the individual countries results show that The United States, Canada and Germany experience higher productivity growth largely due to higher technical change, while countries like Cyprus, Brazil, South Korea and Mauritius rather experience a faster catching up to the frontier. What is more, the DEA results, also, show that the United States is not the only technically efficient country in our sample. Countries such as Belgium, Canada as well as Mexico (a non -OECD country), also determine the frontier. 10 In line with our findings, Krüger (2003) presents a more in-depth analysis of cross-country differences in productivity growth based on DEA estimates.
Model Uncertainty and Model Averaging
Model uncertainty arises because the lack of clear theoretical guidance on the choice of TFP determinants results in a wide set of possible empirical specifications. For example, in the empirical model considered in Benhabib and Spiegel (1994) , TFP growth only depends on human capital; Miller and Upadhyay (2000) explain TFP as a function of human capital, the ratio of exports to GDP, the terms of trade, the price deviation from purchasing power parity, and the inflation rate; Kneller and Stevens (2006) study the effect of human capital and R&D on TFP growth. It is, therefore, evident that the three studies have used three different empirical models to explain TFP growth, being all of them equally valid a priori.
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As a result, a crucial challenge emerges because any conclusion about the main drivers of TFP 9 The index being less than 1. clearly depends on the empirical model selected. For instance, Miller and Upadhyay (2000) conclude that "the stock of human capital contributes positively to total factor productivity in many, but not all, specifications". Given the above, researcher's uncertainty about the value of the parameter of interest in a regression exists at distinct two levels. The first one is the uncertainty associated with the parameter conditional on a given empirical model. This level of uncertainty is of course assessed in virtually every empirical study (i.e. t-ratios). What is not fully assessed is the uncertainty associated with the specification of the empirical model. It is typical for a given paper that the specification of the regression is taken as essentially known; while some variations of a baseline model are often reported, via different choices of control variables, standard empirical practice does not systematically account for the sensitivity of claims about the parameter of interest to model choice.
Many researchers consider that one promising approach to account for model uncertainty is to employ Bayesian model averaging (BMA) techniques to construct parameter estimates that formally address the dependence of model-specific estimates on a given model. The basic idea behind BMA is to estimate the distribution of unknown parameters of interest across different models. The fundamental principle of BMA is to treat models and related parameters as unobservable, and to estimate their distributions based on the observable data. In contrast to classical estimation, BMA copes with model uncertainty by allowing for all possible models to be considered, which consequently reduces the biases of parameters.
Intuitively, BMA represents an agnostic alternative to the usual approach based on selecting a single regression and deciding which variable is important depending on its associated t-ratio. The key intuition is to consider and estimate all the possible regressions, and then report a weighted average as the estimate of interest. Therefore, BMA is an agnostic approach in the sense that a researcher relying on this approach holds the view that the true single model is unknown and probably unknowable. Then, the best she can do is to consider all the possible alternatives instead of basing her conclusions on one probably incorrect regression.
Formally, consider a generic representation of an empirical model of the form:
where y is the dependent variable of interest (i.e. TFP growth in the present paper), and X represents a set of covariates (i.e. candidate TFP determinants). Imagine that there exist potentially very many empirical models, each given by a different combination of explanatory variables (i.e. different vectors X), and each with some probability of being the 'true' model. This is the starting idea of the Bayesian model averaging methodology. Using the Bayesian terminology, a model is formally defined by a likelihood function and a prior density. Suppose we have K possible explanatory variables. We will have 2 K possible combinations of regressors, that is to say, 2 K different models -indexed by M j for j = 1, ..., 2 Kwhich all seek to explain y -the data-. M j depends upon parameters θ j . In cases where many models are being entertained, it is important to be explicit about which model is under consideration. Hence, the posterior for the parameters calculated using M j is written as:
and the notation makes clear that we now have a posterior, a likelihood, and a prior for each model. The logic of Bayesian inference suggests that we use Bayes' rule to derive a probability statement about what we do not know (i.e. whether a model is correct or not) conditional on what we do know (i.e. the data). This means the posterior model probability can be used to assess the degree of support for M j . Given the prior model probability P (M j ) we can calculate the posterior model probability using Bayes Rule as:
Since P (M j ) does not involve the data, it measures how likely we believe M j to be the correct model before seeing the data. f (y|M j ) is often called the marginal (or integrated) likelihood, and is calculated using (7) and a few simple manipulations. In particular, if we integrate both sides of (7) with respect to θ j , use the fact that g (θ j |y, M j ) dθ j = 1 (since probability density functions integrate to one), and rearrange, we obtain:
The quantity f (y|M j ) given by equation (9) is the marginal probability of the data, because it is obtained by integrating the joint density of (y, θ j ) given y over θ j . The ratio of integrated likelihoods of two different models is the Bayes Factor and it is closely related to the likelihood ratio statistic, in which the parameters θ j are eliminated by maximization rather than by integration. Moreover, considering θ a function of θ j for each j = 1, ..., 2 K , we can also calculate the posterior density of the parameters for all the models under consideration:
If one is interested in point estimates of the parameters, one common procedure is to take expectations across (10):
Following Leamer (1978) , we calculate the posterior variance as:
Inspection of (12) shows that the posterior variance incorporates both the estimated variances of the individual models as well as the variance in estimates of the θ's across different models. Hence, the uncertainty at the two different levels mentioned above is taken into account. Note also that the number of models to be estimated in order to compute equations (11) and (12) is enormous and might be intractable in practice. We provide in the Appendix a brief summary of the algorithm we employ in this paper in order to overcome this computational issue.
Moreover, the BMA methodology allows constructing a ranking of variables ordered by their robustness. In this particular case, robustness as TFP determinants. In order to construct our measure of robustness, we estimate the posterior probability that a particular variable h is included in the regression, and we interpret it as the probability of that the variable belongs in the true empirical model. In other words, variables with high posterior probabilities of being included are considered as robust determinants of default probabilities. This is called the Posterior Inclusion Probability -henceforth PIP -for variable h, and it is calculated as the sum of the posterior model probabilities for all of the models including that variable:
posterior inclusion probability = P (θ h = 0|y) =
Koop (2003) is an excellent reference for more details on the BMA methodology, and MoralBenito (2011) provides a recent overview of the model averaging literature and its applications in economics.
Choice of Priors
Priors on the model space and model-specific priors on the parameter space must be elicited within the BMA framework. For the prior model probabilities we assume that all models are equally probable a priori; given there are 2 K candidate models, the uniform prior on the model space implies P (M j ) = 1/2 K ∀j. This prior also implies that the prior inclusion probability for each particular regressor is 0.5. With respect to the priors on the parameter space, Kass and Wasserman (1995) show that the Schwarz asymptotic approximation to the Bayes Factor is the result of considering the Unit Information Prior (UIP) on the parameter space. 12 We make use of the UIP prior on the parameter space and therefore we substitute equation (8) by:
where SSE j is the sum of squares for model j, N is the number of countries, and T the number of time periods. Eicher et al. (2011) conclude that this UIP combined with the uniform model prior we consider in the paper outperforms any other possible combination of priors previously considered in the BMA literature in terms of cross-validated predictive performance. This combination of priors will also identify the largest set of TFP determinants. For the BMA point estimates, instead of equation (11) we use:
where θ j OLS is the OLS estimate for model j. 13 Equations (14) and (15) 
Cross-section and Panel Approaches
In order to further describe the empirical approach, let us present the two versions of BACE we consider, namely, BACE with and without country-specific effects. Given equations (14) and (15), we need to obtain the model-specific estimates θ j OLS together with the model-specific sum of squares SSE j . Two different alternatives are considered in this paper. First, we apply traditional OLS without country-specific heterogeneity (i.e. pooled OLS); second, we also apply the within-group estimator which incorporates country-specific effects correlated with the regressors.
Formally, under the first alternative without fixed effects, a model-specific regression takes the following form:
where y it represents TFP growth for country i in year t, X it is a vector of TFP determinants and δ t captures cross-sectional correlations across the countries in our sample (i.e. a set of time dummies). This represents the most common approach in cross-country regressions during the nineties. Under independence between the regressors and the shock, cov(X it , it ) = 0, OLS produces consistent estimates of θ. However, this kind of regressions omit country-specific effects and thereby might produce biased coefficient estimates (e.g. Easterly and Levine, 2001). It seems reasonable that there is some country-specific unobserved heterogeneity that is time invariant 14 and simultaneously affects the regressors and the dependent variable, TFP growth.
This would imply that coefficient estimates in (16) are biased due to omitted variables. For instance, the quality of institutions is country-specific, to some extent it is also time-invariant over the post-war period, and very hard to measure; moreover it is correlated with both TFP and regressors such as investment or trade openness. Therefore, if we fail to control for the quality of institutions (in the form of country-specific effects), a positive coefficient in the 13 Equation (15) is true if we either assume diffuse priors on the parameter space for any given sample size, or have a large sample for any given prior on the parameter space. 14 At least during the post-war period considered in this paper over the years 1960-2000.
regression of TFP growth on, for instance, trade openness, would be biased due to omitted variables. In order to include country effects in our regressions we also consider a second alternative as follows:
where now η i includes country-specific unobserved heterogeneity which is allowed to be correlated with the Xs so that cov(X it , it ) = 0 provided it = η i + v it . The within-group estimator (-henceforth WG -) is appropriate for accommodating this kind of unobserved heterogeneity. Note that the WG estimator is simply OLS as in model (16) but including a set of country dummies in the regression. Therefore, given the BMA framework in the paper, we will also be able to estimate the posterior inclusion probability (i.e. the robustness measure) of the country effects as a whole in order to test their relevance in this setting. This might be an interesting result since country-specific effects are typically included in cross-country regressions without previously testing their relevance.
On the other hand, the variability exploited in both alternatives (i.e. including or not country-specific effects) is not the same; if we consider the cross-sectional approach without fixed effects, the focus is on between variation across countries. Instead, considering the panel approach with country effects we implicitly focus on within time variation in the sample. Therefore, the ranking of robust determinants emerging from both alternatives must not necessarily coincide. 15 
Empirical Results
We next present the results of applying the BMA methodology to our data on TFP growth. We first analyze the main determinants of overall TFP growth, and then of its two components, efficiency change and technological progress.
For the case of overall TFP growth, we separately present the results with and without country-specific effects. If time-invariant unobserved heterogeneity at the country level is not present in our sample, both sets of results (with and without fixed effects) should be virtually the same. The results should also be very similar if country-specific unobserved heterogeneity exists but it is uncorrelated with the rest of regressors. In contrast, if the results with and without fixed effects differ, we can conclude that country-specific unobserved heterogeneity correlated with the regressors is relevant in the determination of TFP growth. 16 If this is the case, results without including country dummies will be unreliable due to omitted variables bias.
Our main findings can be summarized as follows: (i) country-specific unobserved heterogeneity is the most important determinant of both TFP growth and its components. While fixed effects are usually included in empirical work, their relevance is not previously tested. The high PIP of the fixed effects confirms that country-specific effects explain a large portion of TFP variation and should be included in empirical TFP regressions; (ii) once we consider fixed effects, the main determinants of overall TFP growth are trade openness and private consumption (the reciprocal of the private saving rate); (iii) we find evidence of conditional convergence, poorer countries tend to have higher TFP growth rates; (iv) regardless of the fixed effects and initial GDP, while efficiency change main determinants are similar to those of overall TFP growth, this is no longer true for the technological progress determinants; (v) trade openness plays an interesting role in TFP determination, while positively affects efficiency change, it is negatively correlated with technological progress; (vi) TFP growth determinants substantially differ across OECD and non-OECD countries.
Determinants of TFP Growth
The results on the main determinants of overall TFP growth when applying the BMA approach in its cross-sectional and panel data versions are presented in Table 2 . This Table  summarizes the posterior distributions of the parameters corresponding to the 19 variables of our data set plus the fixed effects when included. In particular, it reports the posterior inclusion probability, the posterior mean and the posterior standard deviation of these distributions. The first 3 columns correspond to the cross-sectional (or pooled) approach without incorporating unobserved heterogeneity, and the last 3 columns refer to the approach with country-specific effects.
[ Table 2 about here]
In the pooled version without country-specific effects (columns 1, 2, 3) there is no variable robustly correlated with TFP growth, i.e., no regressor has a posterior inclusion probability larger than the prior inclusion probability of 0.5. However, when fixed effects are included (columns 4, 5, 6), several variables appear to be robustly associated with TFP growth; moreover, the posterior distributions of the parameters are very different from the posteriors in the pooled approach. This is a clear indication that time-invariant unobserved-heterogeneity is crucial in explaining TFP growth rates. This conclusion is confirmed and reinforced when looking at the posterior inclusion probability of the fixed effects which is equal to 1, the highest for all the variables in the sample. The relevance of country-specific effects (i.e. time-invariant unobserved heterogeneity) in explaining cross-country variation in TFP growth is a reassuring result. Country-specific effects are typically included in cross-country empirical work (e.g Miller and Upadhyay, 2000) , but their importance is not generally tested.
Since we argue that country-specific effects correlated with the regressors are present in this application, we expect model-specific pooled OLS estimates (columns 1, 2, 3) to be badly biased. Therefore we focus the rest of the analysis on the panel data version with fixed effects included (columns 4, 5, 6) .
Looking at the fixed effects results in columns 4, 5, and 6, we conclude that additionally to unobserved heterogeneity (i.e. fixed effects), three variables could be considered as robust determinants of TFP growth accordingly to the Bayesian robustness check used in this paper: initial GDP, consumption share, and trade openness. Both consumption share and trade openness affect TFP growth with the expected sign: high saving rates (i.e. lower consumption share), and high degrees of openness to the rest of the world would promote TFP growth. This suggests that long-run TFP growth-promoting policy strategies should, on the one hand, give incentives to save; and, on the other hand, aim to promote openness-enhancing reforms such as reducing trade barriers. Finally, we interpret the negative posterior mean of initial GDP as evidence in favor of the conditional convergence hypothesis, i.e., countries with lower levels of GDP per capita at the beginning of the period tend to have higher TFP growth rates. The posterior mean of the three robust variables is clearly different from zero when looking at the corresponding posterior standard deviations; this fact not only indicates that modelspecific coefficients are precisely estimated, but also that these estimates are fairly similar across different models (i.e. with different sets of control variables). More concretely, in the subsequent sections we argue that a variable has a posterior mean significantly different from zero if its associated ratio of posterior mean to posterior standard deviation is larger than two in absolute value, which in Bayesian terms corresponds to an approximate 95-percent Bayesian coverage region that excludes zero.
The robustness of the trade openness measure as a determinant of TFP growth confirms the result in Miller and Upadhyay (2000) . In earlier literature, human capital was also found to positively affect TFP growth (e.g. Spiegel, 1994, 2005; Vandenbussche et al., 2006) ; however, we conclude that this finding is not robust to model uncertainty as illustrated by the low PIPs and high posterior standard deviations of our human capital variables (e.g. primary and secondary education, life expectancy). On the other hand, to the best of our knowledge, private consumption (the reciprocal of the saving rate) has not been previously considered in the empirical TFP literature but emerges as a robust determinant of TFP growth according to the Bayesian robustness check used in this paper.
A note of caution is in order at this point. We have labeled as robust determinants of TFP growth those variables with posterior inclusion probability (PIP) larger than their corresponding prior inclusion probability (0.5). Although this comparison has been commonly used in the economics BMA literature, it must be interpreted with care. Even if the posterior inclusion probability is lower than the prior inclusion probability for a given variable, it might be the case that this particular variable is important to decision-makers under some circumstances. For instance, imagine a researcher interested in quantifying the effect of secondary education on TFP growth taking into account model uncertainty; in spite of having a low PIP, the posterior coefficients of secondary education in Table 2 are still valid and informative about the effect of interest.
Efficiency Change and Technological Progress
In addition to not requiring information on factor prices, the non-parametric Malmquist TFP index we use in this paper has another fortunate feature: the change in TFP can be decomposed into two mutually exclusive components, the change of productive efficiency (catching up or imitation) and shifts in technology over time (technological progress). This characteristic represents an important gain in informational content. We now turn to the analysis of the main determinants of these two components of TFP.
[ Table 3 about here] Table 3 presents the BMA results related to the main determinants of changes in productive efficiency (columns 1, 2, 3) and technological progress (columns 4, 5, 6). The first interesting result emerging from Table 3 is that, as in the case of overall TFP growth, the country-specific effects and initial GDP are the variables most robustly correlated with both indexes. This result implies that time-invariant country-specific unobservable characteristics are fundamental determinants of both efficiency change and technological progress over the post-war period 1960 − 2000; and, on the other hand, that poorer countries tend to converge to rich countries in terms of efficiency and technical change. However, the posterior mean indicates that the convergence in technical change is much slower than the convergence in efficiency change (−0.10 versus −0.32).
With respect to other policy-relevant determinants, a striking difference arises between the main determinants of catching up to the frontier (i.e. efficiency change) and shifts in the frontier (i.e. technological progress). As in the case of overall TFP growth, in addition to the fixed effects and initial GDP, trade openness and consumption share are the only robust determinants of the efficiency change component across the countries in our sample. In particular, countries that are more outward-oriented and have higher saving rates get their productivity gains from catching up to the frontier. Nevertheless, only the trade openness measure remains a robust determinant of the technological progress component; the surprising difference is that in this case, trade openness negatively affects the technological progress contribution to overall TFP growth. According to this result, countries with a higher degree of trade openness obtain higher TFP growth rates because they catch up to the world technological frontier. In contrast, the higher the degree of openness the lower the rate of technological progress.
OECD versus non-OECD Countries
Determinants and patterns of development of non-OECD countries may differ in the long run from those of OECD countries. In order to further explore the possibility of different patterns in the determination of TFP growth, we split the countries in our sample in two groups, OECD versus non-OECD, and we repeat the analysis for the two subsamples.
[ Table 4 about here]
In Table 4 we present the results for OECD countries (columns 1, 2, 3) and non-OECD countries (columns 4, 5, 6). The first interesting result emerging from Table 4 is that, again, both the fixed effects and initial GDP are robustly correlated with TFP growth in both subsamples (OECD and non-OECD). This indicates that regardless of the institutional characteristics at the beginning of the sample period (i.e. after the Second World War in 1960) proxied by the OECD versus non-OECD classification, unobserved heterogeneity is the key factor in explaining cross-country differences in the TFP growth rate; it also provides evidence in favor of a convergence process in both subsamples of countries.
Initial GDP and unobserved heterogeneity are the two only robust determinants common to OECD and non-OECD countries. Beyond these similarities, some interesting differences arise. With respect to non-OECD countries, the only additional variable robustly correlated with TFP growth is population density. In particular, countries with higher population density are expected to experience higher rates of TFP growth while in the OECD sample this is not the case. We tentatively interpret this result as an indication that economies of agglomeration might be more relevant in non-OECD or developing countries.
For the sample of OECD countries, in addition to the fixed effects and initial GDP, there are several covariates which appear to be robustly associated with TFP growth, namely, investment price, consumption share, trade openness, and the labor force. Consumption share and trade openness have the same sign as in the case of overall TFP growth for the full sample in Table 2 ; while consumption (saving) negatively (positively) affect TFP growth among OECD countries, the effect of trade openness is positive. The posterior mean on the investment price variable is positive and, using non-Bayesian terminology, significantly different from zero according to its posterior standard deviation. 17 This positive sign indicates that the higher the price of investment the higher the TFP growth rate. One possible explanation for this results is that if the price of investment is high, then firms might tend to reallocate resources more efficiently and invest more wisely. Labor force represents the last robust determinant of TFP growth in the OECD subsample. Its negative posterior mean indicates that a higher ratio of workers to population is associated with lower levels of TFP growth, which might seem counter-intuitive a priori; however, in a recent paper, Acemoglu (2010) shows that labor scarcity encourages technology adoption or innovation if technology is strongly labor saving.
Concluding Remarks
We investigate the factors that affect total factor productivity (TFP) growth. To this end, we first start by deriving our measure of TFP growth using non-parametric frontier techniques (i.e. the DEA approach) to compute the Malmquist productivity index for 67 countries over the period 1960-2000. An advantage of this method is that it allows to decompose TFP into its two components, namely, technical efficiency (which reveals whether a country is moving close to the frontier) and technological change (which reveals whether the production function is moving outward). In the absence of clear theoretical guidance, and in order to avoid modeldependent results (model uncertainty), we use Bayesian model averaging techniques to search for the robust determinants of TFP growth and its components. Our empirical findings suggest that the most robust TFP growth determinants are unobserved heterogeneity, initial GDP, 18 and trade openness. A split of our sample into OECD and non-OECD countries reveals some interesting findings. We find that initial GDP and unobserved heterogeneity are the only two robust determinants common to OECD and non-OECD countries. For the sample of OECD countries, in addition to the fixed effects and initial GDP, we find that investment price, consumption share, trade openness, and the labor force are robustly correlated to TFP growth. With respect to non-OECD countries, the only additional variable robustly correlated with TFP growth is population density.
Turning to the determinants of the components of TFP, efficiency change and technological change, we also find that (as in the case of overall TFP growth) the country-specific effects and initial GDP are the variables most robustly correlated with both components. Additionally, the results suggest that, while trade openness and consumption share (i.e. the reciprocal of the saving rate) can be labeled as robust determinants of efficiency change, only the trade openness measure remains a robust determinant of the technological progress component across the countries in our sample. With regard to openness, the surprising difference is that it negatively affects the technological progress component of TFP growth but positively the efficiency change component; thus suggesting that countries with higher degree of trade openness perform relatively better only in terms of catching up to the world technological frontier. Notes: PIP refers to the posterior inclusion probability of a particular regressor. Given the prior inclusion probability is equal for all the variables (i.e. 0.5), those variables with PIP higher than 0.5 are labeled as robust determinants of TFP growth. P. Mean refers to the posterior mean conditional on inclusion of a given regressor in the empirical model, which is a weighted average of model-specific coefficient estimates with weights given by the model-specific R-squares. P. Std. is the square root of the posterior variance which is a weighted average of model-specific variances also including the variance of the estimates across different models. The P. Mean and P. Std. estimates corresponding to the Fixed Effects are the averages of the P. Means and P. Stds of each country dummy P. Mean and P. Std Notes: Columns (1), (2) , and (3) refer to the determinants of efficiency change, that is, reductions in the distance to the world technological frontier. Columns (4), (5), and (6) present the results of the technological progress determinants, that is, displacements of the frontier. Given the relevance of unobserved heterogeneity shown in Table 2 , country-specific fixed effects are included in the two specifications of this Table. PIP refers to the posterior inclusion probability of a particular regressor. Given the prior inclusion probability is equal for all the variables (i.e. 0.5), those variables with PIP higher than 0.5 are labeled as robust determinants of TFP growth. P. Mean refers to the posterior mean conditional on inclusion of a given regressor in the empirical model, which is a weighted average of model-specific coefficient estimates with weights given by the model-specific R-squares. P. Std. is the square root of the posterior variance which is a weighted average of model-specific variances also including the variance of the estimates across different models. Notes: Columns (1), (2) , and (3) refer to the determinants of overall TFP growth in OECD countries while columns (4), (5), and (6) present the results of TFP determinants in non-OECD countries. Given the relevance of unobserved heterogeneity shown in Table 2 , country-specific fixed effects are included in the two specifications of this Table. PIP refers to the posterior inclusion probability of a particular regressor. Given the prior inclusion probability is equal for all the variables (i.e. 0.5), those variables with PIP higher than 0.5 are labeled as robust determinants of TFP growth. P. Mean refers to the posterior mean conditional on inclusion of a given regressor in the empirical model, which is a weighted average of model-specific coefficient estimates with weights given by the model-specific R-squares. P. Std. is the square root of the posterior variance which is a weighted average of model-specific variances also including the variance of the estimates across different models. The P. Mean and P. Std. estimates corresponding to the Fixed Effects are the averages of the P. Means and P. Stds of each country dummy P. Mean and P. Std 
