Abstract: Arti®cial neural networks have been used extensively in control research. In industrial systems, however, it is crucial to adopt neural control structures which have a guaranteed proof of stability, especially if control system failure were to endanger life (e.g. in fast moving manipulators or transportation). In the paper, the neural control of robotic systems with closed kinematic chains is discussed and theorems guaranteeing the control stability of such systems are developed. The ®rst class of systems have a single serial chain with a prescribed contact force when moving across a surface, i.e. the problem of hybrid position/force neural control. The second class of systems considered includes hexapod walking machines, which have a varying topology of closed kinematic chains during walking. The equations of motion can be solved by optimising contact forces according to a prede®ned cost function, and so the hybrid/position neural controller is extended to this class. A novel control structure which makes no initial assumptions about the system is also presented, using the concept of`virtual neural networks': a projection of the neural controllers into the underconstrained space of the generalised co-ordinates of the equations of motion. This approach can be applied to a large number of different systems, including parallel manipulators and Stewart platforms, and it is also extended to include neural networks implemented on digital microprocessors.
Introduction
We are interested in the accurate control of robotic systems comprising serial linkages or tree structures. In previous work (e.g. [1±3]), researchers in our laboratory have employed arti®cial neural networks as part of the real time control of robotic manipulators (i.e. serial linkages). The most important aspect of that work was that the controllers had a guarantee of stability using Lyapunov techniques. Most practitioners who adopt neural networks are unable also to provide the con®dence of a stability guarantee, that might make the controllers useful or attractive for industrial purposes. Following the success of that work, which resulted in up to an order of magnitude improvement in reducing tracking trajectory errors over conventional adaptive controllers, the class of systems considered was extended to include the rather more complex tree structures exempli®ed by a hexapod walking machine. A six-legged robot is signi®cantly more complex to control than a manipulator for a number of reasons. First, there are many more degrees of freedom (typically 24 as opposed to 6). Secondly, during walking, the machine varies the topology of closed kinematic chains formed between the contact feet and the body. Thirdly, there are signi®cant problems involved with navigation, ®nding footholds, controlling gait and maintaining balance.
These latter issues will not be considered in this paper, as they have been dealt with in [4] as well as by other authors. For walking machines, neural networks are ideal candidates for use in the control loop at the joint level because of their ability to learn the systematic dynamic uncertainties of the system and their capability to adapt quickly to the presence of obstacles or to contact force constraints during walking.
In this paper, we present four theorems concerning the joint control of systems with closed kinematic chains. The ®rst is the problem of hybrid force position control using arti®cial neural networks, for a classical robot manipulator where the tool point is in contact with a surface. The second theorem extends this control technique to a typical hexapod structure. The third theorem extends the earlier work of [2] with application to the hexapod. The ®nal theorem extends the third theorem for implementing arti®cial neural networks in digital microprocessors (i.e. where the time domain is discretised). Before presenting these theorems, the paper ®rst overviews a number of key concepts required to use arti®cial neural networks in control theory.
Using neural networks in control
Arti®cial neural networks (or, more simply,`neural networks') have at least four features that can usefully be exploited in adaptive control problems: (i) universal function approximation (e.g. [5] ), which implies that, within a compact set, any function can be approximated within an arbitrarily small margin of error with a carefully designed network; (ii) parallel computation; (iii) distributed knowledge; and (iv) a learning ability, which implies that the neural network weights can be updated according to some rule so that the network output matches what is required within the limitations of the`training set'.
Neural networks have been widely used in research to solve control problems [6, 7] . Under certain conditions, it is possible to extend the stability theories that exist in traditional control theory to systems that include neural networks. This is crucially important if a neural control structure for, say, a walking machine is going to be adopted for an industrial product, so that the manufacturers have the assurance that such a system is not likely to cause damage to itself or to the environment in which it operates through controller instability. A useful distinction can be made between different neural network types that aids the process of extending stability proofs to systems with neural networks. We therefore distinguish between linear equivalent neural networks (LE) and nonlinear equivalent neural networks (a similar distinction is made in [8] ). The output y of the LE class of neural network can be expressed as
where g is the nonlinear mapping vector which depends on the neural network structure as well as the neural network input x and has a bounded norm. A limitation of the approach is that we require g to be persistently exciting, although this requirement can be removed by using the emod term introduced by [9] in the neural update law. w is the weight vector. For multiple output neural networks, each output could be represented as an individual neural network, and so for the complete neural system, linear equivalence implies that
. .
where g i is the nonlinear mapping vector for output i and w i is the weight vector for output i. However, in most cases, all hidden layer nonlinear mapping vectors are the same. The class of LE neural networks includes, for instance, radial basis function (RBF) neural networks [10, 11] and CMAC networks [12] but not multilayer perceptrons [13] . In the case of structures as complex as walking robots, it is generally either impractically dif®cult, or even impossible, to model mathematically the structured and unstructured uncertainties in the robot dynamics. There is a point here which is especially relevant when considering the use of off-line trained neural networks for nonlinear control. To generate an effective training set under simulation we need a complete and accurate model of the plant. However, if a complete model is available then there is almost certainly suf®cient information to design an adequate conventional controller. One answer to this predicament is to gather the data for a neural network training set from the real plant, but this is often time consuming and dif®cult in practice. Further, it is not easy to ensure that coverage of the training set is suf®cient for all on-line scenarios and therefore this approach does not lead naturally to guarantees of stability.
An alternative method to achieve adaptive neural control is to adopt an on-line learning re Âgime, which removes the need for exhaustive off-line training. There are also other strengths inherent in an on-line learning approach. Amongst these is the fact that an on-line learning neural controller is able to adjust to`wear and tear' and other factors which might change performance over time. In addition the controller may be able to react usefully to situations which may not have been foreseen during simulation.
There is one big disadvantage, however: the run-time processing load will clearly be much greater in the on-line learning case. Nevertheless, in previous work, it has been possible to employ neural networks effectively in real-time control. In fact, in our laboratory, we have demonstrated that on-line neural control structures lead to an improvement of up to an order of magnitude in reducing tracking errors in robotic manipulators ([1], 2 ms control loop), and in walking robots they have been shown to adapt to the presence of a nonlinear elastic spring attached to the end of a leg within as few as ®ve learning cycles ( [14, 15] , 10± 20 ms control loops). The theorems presented in this paper underpin this use of neural control in walking machines by guaranteeing that the joint level controllers are stable under the given circumstances.
In practical terms, the controllers that follow are fairly straightforward to design and implement. They are based on PD, PID or conventional hybrid position/force control structures. The steps required for choosing appropriate P, I, D and force gains still need to be undertaken. In our controllers, their values are essentially no different from the cases where there is no neural network present. Guidelines for choosing an appropriate structure for an LE neural network are given in [10, 11] . Those papers present existence proofs' that show that universal function approximation can be achieved using neural networks: i.e. at least one neural network exists to approximate a given function. They do not provide details of how to design the neural networks in each case. However, to meet the conditions of the existence proofs, the neural networks must ful®l certain structural conditions, and so the papers make informed recommendations on neural network structures. For example, in the case of an RBF neural network, recommendations are given for the form of the basis functions and their distribution [11] . These are neural networks with a single layer of neuron weights so the structure of each does not become too complex: for instance, in the case of our hexapod walking machine, each of the 18 joint controllers includes a single layer RBF consisting of 200 neurons. The choice of spread and distribution was made by directly following the recommendations in [11] , but the number of neurons was chosen by trial and error.
Contact force constraints for a single closed chain
The problem of adding a contact force constraint to a serial linkage is sometimes called`hybrid position/force' control. It has been studied in [8] using neural networks. The problem requires a manipulator, for instance, to follow a prescribed trajectory tangential to a surface while exerting a prescribed contact force normal to the surface. The theorem in this section is original, although some of the core ideas have come from [8] . The purpose of this section is not to study the contact force problem exhaustively. Instead, it shows a proof of principle that can be extended in any number of ways, including, for instance, adding disturbance effects and unmodelled dynamics as well.
The robot dynamics with environment contacts on a prescribed surface can be described by
where:
q is an n Â 1 vector of joint displacements s is an n Â 1 vector of applied joint torques H(q) is an n Â n symmetric positive de®nite manipulator inertia matrix C(q, q Ç )q Ç is an n Â 1 vector of centripetal and Coriolis forces g Å(q) is an n Â 1 vector of gravitational effects f u (q) is the remaining uncertain part of the manipulator dynamics k is a vector of contact forces (i.e. the vector of Lagrange multipliers) J is the Jacobian matrix associated with the contact force geometry (and a function of q).
It is further assumed that the norms of f u (q) and @f u (q)/@q are bounded.
The constraint equations reduce the number of degrees of freedom to
where the reduced position variable q 1 (t) P`n 1 describes the motion on the contact surface. According to the implicit function theorem, it is then possible to ®nd a function g(.) such that
where q 2 (t) P`m represents the dependent variables, and
T . The robot satis®es reduced order dynamics while its motion is constrained along the surface. Therefore, de®ne the extended Jacobian as Jq 1
where I n 1 is the n 1 Â n 1 identity matrix. The relationships between the tangential velocity and acceleration vectors to the full joint velocity and acceleration vectors are given by:
By substituting the above expressions into eqn. 3 and premultiplying by the transpose of J Å , the following reduced order dynamics are given on the contact surface:
where
Note that the following property has been used (which is straightforward to show):
Jq 1 0 9
and that H Å Ç 7 2C Å is skew-symmetric. Now de®ne the force error as follows:
where k(t) is the normal force and k d is the desired force normal to the contact surface measured in a co-ordinate frame attached to the surface. In addition, the force gain will be de®ned as K f , which is a positive-de®nite matrix.
Theorem 1. On-line training of single serial chain with surface contact constraints: Consider the following robot dynamics:
with the following control law:
and the following neural network weight update function:
where the desired independent joint values and their time derivatives are given by q 1d , q Ç 1d and q È 1d , respectively. Errors in joint positions and velocities are denoted by q Ä 1 q 1d 7 q 1 and q Ç Ä 1 q Ç 1d 7 q Ç 1 , respectively. e m is a constant representing the supremum of the neural network approximation error, and can be as small as possible by carefully choosing the neural network structure. If the PD and force gains, K p , K v and K f , are positivede®nite matrices and suf®ciently large, then the closedloop closed-chain serial linkage system is asymptotically stable with respect to time t, and lim tU 3Iq 0; lim
The proof is given in the Appendix (Section 12.1). The control structure is shown in Fig. 1 .
Neural control of walking robots
Walking robots belong to a class of systems that are complex, multi-input multi-output (MIMO), crosscoupled, nonlinear, nonholonomic structures with varying topologies of closed kinematic chains. Needless to say, the control of such systems is dif®cult. If they are intended for industrial applications, for instance in the transportation of people or dangerous substances, it is vitally important that the joint level controllers are guaranteed to be stable. The joint level control scheme here ®ts into a hierarchical control architecture for autonomous walking robots that has been developed in previous work (e.g. [4] ). However, the joint control scheme stands alone, and can be employed in a wider class of systems than walking robots, for instance, Stewart platforms, and parallel manipulators co-operating in automated assembly (to turn a car upside down, for example). Various control schemes have been used in walking robots research. They range from classical controllers [16, 17] , force control [18, 19] , impedance control [20] and stabilising controllers [21, 22] . Relatively few researchers provide a theoretical basis for their control strategies. Notable exceptions include: [16] (monopods); [22, 23] (bipeds); [17, 18, 24, 25] (hexapods). Monopods and bipeds can be more dif®cult to control than hexapods because of the demands of dynamically stable locomotion (it is always possible to keep three legs of a hexapod on the ground). However, it is more dif®cult to show that the controller of a hexapod is stable, because the topology is more complex and the number of degrees of freedom is typically larger. To date, no guarantee of stability exists for walking system controllers for any walking system more complex than a biped (see, for instance, [26] ). Before describing the controller, it is ®rst necessary to consider the hexapod dynamics.
Hexapod mechanics
The most articulate hexapod robots consist of three active degrees of freedom per leg, and 19 rigid bodies (the three links per leg, and the central body). This`tree' structure can be considered as a system with 24 generalised coordinates: the 18 joint values and the six degrees of freedom associated with the central body. A diagram of the structure is shown in Fig. 2 , identifying the main vectors and conventional leg labelling.
Consider the hexapod equations of motion adapted from [18] :
where q is the vector of generalised co-ordinates. M is the n Â n symmetric positive de®nite inertia tensor matrix (here n 24), C is the n Â n matrix of Coriolis and centripetal forces, the effect of gravity is g Å, f u is an n Â 1 vector giving the remaining uncertain part of the system dynamics (and may model the Coulomb friction, viscous friction and systematic dynamic uncertainties in the actuators or in the inertia tensor matrix). Note the following skew-symmetric property holds:
u is an n Â 1 generalised force vector given by
where f is the l Â 1 vector of active contact forces, s is the m Â 1 vector of active joint torques (here l m 18) and J F and J T are the Jacobians of translation and rotation, respectively, which project the torques and contact forces into the 24 degree-of-freedom generalised co-ordinate space.
The set of eqns. 15 is underspeci®ed, representing 24 equations for 36 unknowns (in s and f). Optimising quadratic constraints are provided by a criterion C(t,f) which is coupled to the equations of motion by a vector of Lagrangian multipliers, as expressed in the following Lagrangian function L:
where U is the gait distribution matrix consisting of a`1' when a leg is in the air and a`0' when it is in contact with the ground, in order to zero force components for legs in the swing phase.
T is the vector of Lagrange multipliers. k 1 has 24 elements and k 2 is of size 3 Â k elements, where k is the number of legs not in contact with the ground. Note that these equations can be extended or reduced to apply to the whole class of systems represented by the hexapod, which includes the Stewart platform (also sometimes called a`hexapod'), and parallel manipulators, where the object of manipulation is analogous to the walking robot's central body.
Hybrid position/force neural control of hexapods
It is proposed here to extend to the whole hexapod the neural network hybrid position/force control structure for a robotic manipulator similar to that described above. There are a number of important differences that need to be taken into account and a couple of assumptions need to be stated. The obvious difference is that of a signi®cant increase in complexity. The second difference is that because thè world frame' is not embedded in the robot, as it can be with a manipulator (the`base' frame), there is the addiinertial reference frame ('world co-ordinates') 
Fig. 2 Hexapod and associated vectors
r is position of body centre in terms of inertial frame of`world co-ordinates' (e 1 ,e 2 ,e 3 ),r j is position of basal joint of jth leg, e.g. L1, and r j is endpoint vector of leg j. Also shown are angular velocity x and body centre velocity v. Legs are labelled`L' for left and`R' for right, with front, middle and hind being labelled`1' to`3', respectively; hence`L1' is front left leg tional angular velocity Jacobian that premultiplies the torques (see eqn. 17). This makes the controller somewhat more complex.
There are three assumptions made. The ®rst assumption concerns the nature of s. If the equations of motion are expressed in terms of the`projected torques', i.e. the projection of the 18-dimensional vector s into the 24-dimensional space of the generalised co-ordinates such that
then it is possible to structure the dynamics in a form that compares with the neural network hybrid position/force manipulator controller presented by [8] . There are three differences: (i) that viscous friction terms have not been explicitly considered in the hexapod, whereas uncertain dynamic terms have; (ii) external forces are considered in the hexapod case±although this is not a signi®cant dif®-culty; (iii) the hexapod equations are underconstrained as they stand. This point leads to the second assumption: it is possible to express the constraints represented by eqn. 18 as a constraint force vector. If the equations of motion are thus augmented, we obtain
where J is the Jacobian matrix giving the force in generalised co-ordinates representing the constraint force surface geometry due to p, the force-torque constraints given by
where p F are the constrained forces and p T are the constraints on the torques. Note that, in general, although p is itself a vector of Lagrangian multipliers, it is different from k, the Lagrangian multiplier vector in eqn. 18. Note also that, for every leg con®guration and gait, there will be a different p, which leads to a third assumption, that such a vector can be found in each of the different cases. Since it is possible to de®ne a k for each leg con®guration, then it is reasonable to assume that a p can be found. With all the above assumptions and formalism, it is now possible to follow a similar line of argument followed for the single serial case. The constraint equations reduce the number of degrees of freedom to n 1 n 7 m, where the reduced position variable q 1 (t) P`n 1 describes the motion of the hexapod on the substrate (contact surface). According to the implicit function theorem, it is then possible to ®nd a function g(.) such that q 2 g(q 1 ) and
Note that n 1 and g will be different for different gaits. De®ne the extended Jacobian matrix J Å and its relationship to the vectors q Ç and q È as follows:
where I n 1 is the n 1 Â n 1 identity matrix. These vectors will be different for different gaits and leg con®gurations. Substitute eqn. 22 into eqn. 20, premultiply by J Å T , and use the fact that J(q 1 )J Å (q 1 ) 0 (which is simple to show) to give the following contact dynamics:
f Now de®ne the error in the generalised contact forces p as
where p Fd and p Td are the desired constraints on the forces and torques, respectively. In addition, the force gain K f acts on this error and is positive de®nite. Theorem 2. On-line training of hexapod using reducedorder dynamics: Consider the hexapod dynamics of eqn. 15, together with the following control law:
together with the following neural network weight update law:
where (J T T ) 71 is a right inverse of J T T , which could be the Moore-Penrose pseudo-inverse
If the PD and force gains, K p , K v and K f , are positivede®nite matrices and suf®ciently large, then the closedloop system is`stable in the sense of Lyapunov' and as long as the gains are large enough such that the contact forces satisfy the following inequality:
n 24,n 1 depends on gait and
If, in addition, it can be shown that the following inequality holds:
where Z 3 2 sup
then the closed-loop control system is asymptotically stable regardless of leg con®gurations or gait. The proof is given in the Appendix (Section 12.2). The control structure is shown in Fig. 3 . Some qualifying remarks need to be made concerning this theorem. eqn. 27 may seem quite a punitive restriction on possible values of the contact forces f. The optimisation criterion, eqn. 18, which aims to minimise f, means that this condition can only really be satis®ed by high values of K v and K p . In practice choosing these gains is not too dif®cult, since the required values to satisfy these inequalities are typically well within valid ranges that could be chosen if the corresponding conventional hybrid position/ force controller were to be used on its own without the neural network. However, the choice of contact force optimisation strategy is very important to avoid excessively high gains yet still ful®l eqn. 27.
In extending the hybrid position/force controller, the starting point was to project the torques into the space of the generalised co-ordinates and then assume that the whole system dynamics could be reduced to contact surface dynamics by augmenting the Lagrangian with multiplier constraints. An alternative approach to that taken here was described in [27] . This second, also novel, approach takes a different starting point ±that of projecting the neural networks associated with the joint torques into the space of generalised co-ordinates, such that each generalised co-ordinate is`controlled' by one of the neural network projections.
Novel neural control structure
The controller developed in this section extends the use of the neural control structure for robotic manipulators ®rst developed by [1]. It must not automatically be assumed that the bounded-input bounded-output (BIBO) controllers such as those described by [1] are transferable to a walking machine, for two reasons. First the serial chain linkage of a robotic manipulator is ®xed at one end. In the case of the walking machine, any number of legs can be on the ground; thus the system is fundamentally different structurally. For a hexapod, up to 15 closed kinematic chains can be obtained, but the exact number depends on the machine's gait and also can vary during walking. Both the body and the ground contact force constraints are part of the control system. Thus, the contact of the foot with the ground effectively creates another`joint' which does not exist in the original BIBO serial linkage. Secondly, in developing the proof of stability, the neural network vectors describe the whole system, not just a collection of six individually controlled BIBO legs. Note that the controller presented here does not guarantee statically or dynamically stable walking gaits: that is the purpose of the higher levels in the layered control hierarchy described in [4] .
By exploiting the universal approximation property of neural networks, it is possible to represent the left-hand side of eqn. 15 as follows:
where w v is the unknown neural network weight vector, G v is the nonlinear mapping matrix and x v is the neural network approximation error. These neural networks will be called`virtual neural networks' ± hence the superscript v. Two assumptions are made:
1. The inputs to these neural networks are bounded. 2. The constraints represented by eqn. 18 give bounded values for the torques and forces. If the above assumptions are valid (and it is straightforward to show that they are), then the following theorem results. Theorem 3. On-line learning neural control of systems with closed kinematic chains using virtual neural networks: Consider the dynamics of eqn. 15 for the hexapod exemplar with the following control law:
with the following update law:
If the PD gains K p and K v are positive de®nite matrices and suf®ciently large, and c is a small positive constant, then the closed-loop controller is asymptotically stable, and lim tU 3I q Ä 0, lim tU 3I q Ç Ä 0. The proof is presented in the Appendix (Section 12.3). A simpli®ed form of the neural control structure is given in Fig. 4 , showing the neural network (NN), the sliding mode controller, a PD controller and the desired, actual and error vectors of the generalised co-ordinates (respectively: q d , q, q Ä q d q) and their derivatives.
It is now necessary to examine the relationship between the virtual neural networks and the actual neural control schemes controlling each joint. The torque control law could be given by
Tŵ e m sgn_ q 1 cq 1 36
where the primes have been added to distinguish the gains from the generalised gain matrices in eqn. 23, and the torques are functions of the actuated joints q 1 , which is a subset of the generalised co-ordinates q. For a hexapod, this relationship is as follows:
where r is the position of the body centre in a chosen external frame, t is the vector of pitch, yaw and roll angles of the body centre, and q 1 is the vector of joint angles. The relationship between the velocities can be speci®ed as follows:
where J is a 24 Â 18 dimensional Jacobian. According to the implicit function theorem, it is possible to ®nd a function g(.) such that
The inverse of J could be the Moore-Penrose pseudoinverse (J) (J T J) 71 J T . Note that, for certain stationary systems, J could be equal to J T .
Typically a torque neural control law like eqn. 36 would have an update law equivalent to
By combining eqns. 39 and 36 with eqn. 17, using the assumption that the`virtual neural networks' have an LE structure, then by choosing the simplest possible neural network structure for each of the 24 virtual neural networks (i.e. each is a single neuron A G v I 24 ), the following identities can be found relating the virtual neural network structure to the actual neural network structure. The bound on the neural network approximation error is
The virtual neural network weight update function is
The virtual neural network learning rate and its derivative are
The generalised co-ordinate gains are
Since all these terms are bounded, and [1] has demonstrated the asymptotic stability of eqn. 36, then Theorem 3 establishes the stability (and some control system design heuristics) of the neural control of complex structures like a hexapod robot. The`virtual neural networks' are therefore essentially a projection of the actual neural networks in the controlled co-ordinates space to the larger space of generalised co-ordinates of the whole system.
Neural control of discrete systems
The above on-line learning algorithm guarantees that, for a continuous-time system, the errors in the joint positions and velocities remain bounded, and that the closed-loop hexapod system is asymptotically stable. For implementation on a real industrial robot using affordable controllers, a continuous-time system is still unrealistic. Although analogue neural hardware exists (e.g. Intel Ni1000 and later technology), it is much more affordable to implement the neural network in software on a lower cost DSP chip or similar processor. For instance, in our prototype experimental hexapod, a Siemens C164CI microprocessor controls each leg. It is thus necessary to extend the control structures and on-line learning algorithms so that they can be implemented on digital systems. It is therefore necessary to discretise the time domain. Let us ®rst consider the manipulator case, where the linkage is serial and only constrained at one end. Let T be the sampling period and q
be the desired joint values at the kth sampling point, i.e.
For any time t, there always exists an integer k so that t is between the kth and the (k 1)th sampling points; therefore is it assumed in the following discussion that kT t (k 1)T. The modi®ed manipulator dynamics, based on the desired joint values, is as follows:
where the term on the left-hand side is the manipulator dynamics based on the desired joint values and used in the proof of the on-line learning algorithm, and the last term on the right-hand side is de®ned simply as 
The ®rst ®ve terms on the right-hand side of eqn. 48 change only at sampling points and so they can be approximated by an LE discrete neural network. Therefore,
where G is the discrete neural network nonlinear mapping matrix, w is the desired weight vector, n is the approximation error vector, which could be as small as possible by carefully choosing the neural network structure, and z is the sampling error vector, which could be as small as possible by choosing a small enough sampling period.
De®ne e m such that kf nk < e m 52
and e m could also be as small as possible by carefully choosing the neural network structure and by choosing a small enough sampling period. The control structure for the dynamics eqn. 51 now becomes
and the neural network on-line learning algorithm is
Substituting eqn. 55 into eqn. 53 yields
, and the integral is taken over time from the beginning of the kth sampling period.
Since the control law of eqn. 56 only uses the neural network weight values at sampling points, it is suf®cient to calculate these values during on-line learning; thus eqn. 55 becomeŝ
The ®nal control law and on-line learning algorithm are summarised in the following theorem. The proof is given by [1] for the on-line learning algorithm of continuous-time manipulator control. The control law only requires the neural network information (inputs, outputs and nonlinear mapping vector) at sampling points and the neural network weights change only at sampling points as well. Therefore, the neural network is discrete in the time domain and can thus be implemented easily in digital hardware. The control structure is presented in Fig. 5 . In comparison with Fig. 4 , the neural network is discrete; an integral controller is added to the PD controller with a gain coef®cient matrix,
The integration is initialised at every sampling point.
The control algorithm and update law of Theorem 4 are the discrete versions of the control algorithm in eqn. 36 and update law of eqn. 40. It is straightforward to transform the sampling error such that
where G v is the discrete virtual neural network nonlinear mapping matrix, w v is the desired weight vector, n v is the approximation error vector, which could be as small as possible by carefully choosing the neural network structure, and z is the sampling error vector, which could be as small as possible by choosing a small enough sampling period. De®ne e It is less straightforward to transform the weight update law, eqn. 35, into the generalised co-ordinate space of the hexapod. The equivalent to eqn. 55 appears as follows:
By de®ning the following matrix: it is then possible to simplify eqn. 61 tô
Thus, O 71 modi®es the learning rate and is an effect of the projection of the neural networks into the generalised coordinate space. The control law, eqn. 34, therefore becomes
Since the control law of eqn. 64 only uses the neural network weight values at sampling points, it is suf®cient to calculate these values during on-line learning; thus eqn. 63 becomeŝ
The overall control structure, as with the manipulator case (Theorem 4) is a PID controller with the integral component having a gain
eqns. 59±66 make it possible to extend Theorem 3 to the discrete NN control systems for the hexapod in the same way as Theorem 4 extends the continuous time NN on-line learning algorithms presented in [1] for manipulator control. This is a very important result because it means that a carefully designed neural controller running on a digital microprocessor can be used to control almost any mechanical system with a tree structure, with a guarantee of asymptotic stability.
Discussion
The limitations and advantages of the new theory presented in this paper are overviewed in this section. There are a number of limitations to the control scheme given above. First, persistence of excitation has been imposed on the nonlinear mapping vectors g i . This requirement can be removed using the e-mod technique of [9] . This involves adding the following term to the neural network update laws:
where k is a positive constant. This approach has been adopted by [8] in the neural control of manipulators. Secondly, to demonstrate that a particular hexapod walking machine has a stable control system, a good model of the dynamics is required (eqn. 15). In reality, this involves thousands of terms, and this multiplicity of terms grows massively when calculating the conditions for stability that the gains must satisfy (see Appendix, Section 12). A sample calculation is given in [28] for hexapod legs. Even in the much simpler manipulator dynamics of [1, 8] , only relatively simple simulation studies have been achieved. However, these practical limitations do not in any way diminish the usefulness of the theoretical proofs. The basic tenet, that if the gains at the joint level controllers are suf®ciently high then stability is achieved, is a helpful controller design principle. Furthermore, the torque control law does not depend on M, as does, for instance, the computed torque method [29] , nor in fact does it depend on the rest of the dynamics. This means that complete dynamics knowledge is not required when adopting the neural controller in practice. The great bene®t of the control approach is that the neural networks`learn' the dynamics. RBF neural networks have been used typically consisting of one layer with 200 neurons per joint. In practical terms, the torques are controlled using eqn. 36: the above theorems state that these controllers, proven to be stable by [1], are not made unstable by closed kinematic chains. In [28] our prototype hexapod is described in detail and experimental results demonstrating this theory are presented, showing that the legs do adapt to the contact force dynamics and, in¯at surface walking, the nonoptimised neural controllers were 15% better than PD controllers. The implementation is also simpler than conventional adaptive control methods, e.g. those in [30] .
The ®nal`limitation' is that all the controllers described require use of desired joint inputs rather than actual joint inputs. However, if the actual joint values can be shown to be within a compact set, or indeed can be forced to ®t within a compact set with a sliding mode control, then actual joint values can be used. References [1, 8] both use à re¯exive stabiliser' representation of the error as follows:
where J is a positive de®nite matrix and q r is sometimes called the`reference joint displacement'. This has the effect of ®ltering the error dynamics. Reference [1] showed that the resultant neural control laws are very similar to the torque laws where desired joint inputs are used (Jin [1], Theorems 6.6 and 6.7). In the nonlinear robot functions of Theorems 1 and 2, actual joint positions and velocities have been used. It can be shown that this does not destabilise the system so long as it is required that the joint angles and velocities belong to a compact set [1] . This has been done for simpli®cation of argument. It is a relatively straightforward extension to show that Theorems 1 and 2 satisfy these criteria by relating the gain terms to each other as K p K v J and, as a consequence, the fact that desired inputs were not used in these cases does not cause dif®culty. In the case of these two theorems, the focus was meant to be illustrative in terms of proof of principle, and a detailed discussion of the ®ltered error dynamics would have been a distraction from this purpose. As to whether the actual joint values are in a compact set: for a system with closed kinematic chains this is only an issue if a particular chain is incomplete. For the hexapod, this means that problems could arise for legs in the air, since if the joint values were outside a compact set for legs in contact with the ground, then the closed chain would not be able to be completed. There are also a number of advantages to the approach taken here.`Robustifying' control terms can be added to the control laws as long as they are bounded. It is a simple matter to add conventional adaptive control terms. Some examples of this principle for standard manipulator control are given by [8] . In particular, the class of adaptive control laws described by [30] would be particularly suitable because they are in themselves asymptotically stable.
The theory presented above applies to a wide class of MIMO crosscoupled and highly nonlinear systems with varying closed kinematic chain topologies. For instance, it applies to two or more assembly line manipulators working together to turn a car body upside down. A second obvious example of such a system is a Stewart platform. It is, however, particularly interesting to consider hexapod walking systems. Within the literature there is virtually no theoretical consideration of the control of such systems. Often, control seems to be by trial and error, or various control concepts are applied without theoretical justi®ca-tion or demonstration of stability. To the authors' knowledge, no other work theoretically guarantees the stability of conventional closed-loop control schemes for the class of systems represented by the hexapod. Nor does any other work extend such stability proofs to neural control schemes.
The approach here does not guarantee a statically (or dynamically) stable mode of locomotion. Thus, only the bottom layer of the control architecture discussed in [4] has been guaranteed as stable. Hence, the theory presented here does not guarantee that the robot will not fall over. However, it does guarantee that if the robot should fall over, then the neural control system will not make the situation worse by becoming unstable. It also states that, if a robot is in a statically stable walk, the joint controllers per se will not be the cause for the robot to fall over: that would be due to an inappropriate leg con®guration. However, it is conceivable that if a robot has fallen over because of an inappropriate leg con®guration then delivering a particular demand trajectory could worsen the robot's predicament.
It is clear that in most realistic walking situations a robot will encounter obstacles to the path of a foot in mid-air, or not ®nd a foothold immediately at the end of the planned swing phase trajectories. Since a leg undergoing neural control will attempt to achieve the demand trajectory, the neural controller will output higher torques in the presence of an obstacle mid-swing. As a consequence, this signal can be used as an obstacle detector. Obviously, a threshold range for the signal will be required because walking through thick grass, for instance, will cause slightly increased torques during the swing phase due to the increased resistance. In a similar fashion, if the expected contact force or torque values are not achieved at the end of the swing phase, again within a threshold, this could be used as a signal for initiating a searching algorithm to establish a stable foothold.
This theory has also introduced the novel concept of virtual neural networks'. On one level, they are nothing more than a projection of the control signals from one space to another (in this case from`1 8 to`2 4 for a hexapod). The technique belongs to a long tradition of mathematical tools for co-ordinate transformation, but it is a particularly powerful one, as demonstrated in the theoretical results described above. On another level, it allows for some intriguing conjecture with respect to hexapods. In insects, it has not been possible to identify the neural subsystem responsible for walking, although some individual neurones have been isolated. A stick insect has around 6000 neurones in its entire nervous system: just to control the walking, we have built a walking subsystem with 3600 arti®cial neurons (e.g. [15, 28] ), which is a comparable number. In our structure, the neural controllers are not responsible for gait control (unlike in the insect), but it may be possible to provide this functionality in the`2 4 -space. This investigation is left for future research. Whether the inclusion of gait control in the`2 4 -space would signi®-cantly affect the controller stability or compromise the nature of the results presented in this paper is an open question.
Conclusion
The neural control strategies for systems that are faced with multiple closed kinematic chains have been shown to be stable. This is, to the authors' knowledge, the only example of a control strategy with a theoretical guarantee of stability for such systems. Four theorems were presented. The ®rst theorem demonstrated how a serial linkage with a prescribed surface contact force is stable under neural control. The second theorem extended these results to the more complex hexapod system, and showed that it could be at least`stable in the sense of Lyapunov' under certain conditions. The third theorem extends the results presented in [1] from manipulator systems to the vastly more complex hexapod and similar structures, but did not start with any assumptions that it could use those results. To show that this system was stable, the novel concept of a`virtual' neural network was introduced, which is essentially a projection of the neural architecture into the space of generalised co-ordinates. The fourth theorem is a restatement of Jin's Theorem 7.1 [1]. It demonstrates how discrete neural control systems for manipulators are asymptotically stable using PID controllers`strapped around' the neural network. It was then shown how Theorem 3 of this paper can be extended to discrete systems in a manner analogous to Theorem 7.1 in [1]. Finally, a discussion of the limitations and advantages of our controllers was presented.
Tribute
During the ®nal stages of preparation of this article, Mark Randall, the ®rst author, was taken suddenly from this world.
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So if l min (K v ) > 0 and l min (K p ) > 0, then V > 0, V Ç 0 and V È 0. This gives us`stability in the sense of Lyapunov', so that q Ä and w Ä and hence w Ã are bounded; thus I 0 À _ V dt < I 79
It remains to be shown that the force error is bounded, before asymptotic stability can be shown. Reference [8] demonstrates the boundedness of the force tracking error as follows. It can be shown that all the terms on the righthand side of eqn. 74 are bounded. Since H Å is invertible, then this establishes that q È Ä is bounded. Now, substitute the and
for some constant l which satis®es the following condition:
All the above conditions result in the following. From Lemma 2.1 in [31] . W l 2 > 0 and W l > 0 such that the crossterms can be eliminated and the Lyapunov derivative becomes _ V Àa 1 kqk 2 À l 2 k_ qk 2
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Therefore, the closed-loop system is exponentially stable, and it establishes that q, q Ç, w Ã are bounded A s is bounded A q È is bounded.
To prove that (q Ä , q Ç Ä ) is asymptotically stable, we build another Lyapunov candidate (cf. [1]): V Ç 1 is uniformly continuous since V È 1 is bounded and t 0 V Ç t (r)dr V 1 (t) 7 V 1 (0) < I . Thus, by applying Barbalat's Lemma, we get lim tU 3I V Ç 1 0 or, equivalently, lim tU 3I q Ä 0, lim tU 3I q Ç Ä 0.
