Abstract. We find the optimal investment strategy to minimize the expected time that an individual's wealth stays below zero, the so-called occupation time. The individual consumes at a constant rate and invests in a Black-Scholes financial market consisting of one riskless and one risky asset, with the risky asset's price process following a geometric Brownian motion. We also consider an extension of this problem by penalizing the occupation time for the degree to which wealth is negative.
Introduction
We find the optimal investment strategy to minimize the expected time that an individual's wealth remains negative during that person's life. The time the wealth process spends below a given level (0, in this paper) is known as the occupation time. Akahori (1995) , Takács (1996) , Doney and Yor (1998) , and Pechtl (1999) find the distribution of the occupation time for Brownian motion with drift. Linetsky (1999) and Hugonnier (1999) derive pricing formulas of various types of derivatives based on the occupation time. To our knowledge, ours is the first study in controlling the occupation time.
We were motivated to study this problem in order to give individuals advice for investing after they become bankrupt. One way to do this is to set an arbitrarily (large) negative ruin level and apply the investment strategy given by minimizing the probability of hitting that ruin level. Bayraktar and Young (2007) show that the optimal investment strategy is independent of the ruin level. Moreover, they show that if an individual were to minimize the expectation of a non-increasing function of minimum wealth, of which probability of ruin is an example, then the optimal investment strategy is independent of that function of wealth.
Another way to address the problem of how to invest when wealth is negative is to minimize the expected occupation time below zero during one's life. When minimizing the probability of lifetime ruin, the "game" ends as soon as ruin occurs. However, even after ruin occurs, the individual is still alive and requires an investment strategy. In this paper, we consider the problem of minimizing the expected length of time that one's wealth is negative.
Our objective is to give investment advice to retirees. This is driven by the fact that retired Americans have an ever increasing risk of having their living expenses exceed their financial resources. This risk is due to the increasing longevity of individuals and inadequate retirement savings. Moreover, individuals have to shoulder more financial risk now because of the continuing shift in pension plans towards defined contribution. To determine an investment policy, the individual needs to select an optimization criterion. The most common approach is to choose a utility function and determine a policy that maximizes ones expected discounted utility of consumption and bequest. However, when maximizing lifetime utility of consumption and bequest under the commonly used utility functions, the optimal investment strategy does not depend on the hazard rate. In giving investment advice to retirees, one expects that the advice should depend on the likelihood of dying (and she should be more conservative if this likelihood is higher), and our optimization criterion leads to such advice. Also, maximizing utility is arguably subjective, while minimizing the probability of lifetime ruin or minimizing the expected occupation time might prove easier for retirees to understand.
The layout of the paper is as follows. In Section 2, we present and solve the problem of minimizing expected occupation time. In Section 2.1, we present the financial market in which the individual can invest, and we formulate the problem of minimizing expected occupation time. In Section 2.2, we provide a verification theorem for the minimum expected occupation time, which we use to obtain the value function in Section 2.3 via a related free-boundary problem. In Section 3, we present properties of the minimum occupation time and the corresponding optimal investment strategy. In Section 4, we discuss an extension of minimizing expected occupation time.
Minimizing Expected Occupation Time
In Section 2.1, we describe the financial market in which the individual can invest her wealth, and we formulate the problem of minimizing expected occupation time. We also provide a verification theorem for the expected occupation time in Section 2.2; then, in Section 2.3, we construct the minimum expected occupation time as the convex dual of a solution of a related free-boundary problem.
2.1. Financial model. We consider an individual aged with future lifetime described by the random variable τ d . Suppose τ d is an exponential random variable with parameter λ, also referred to as the hazard rate; in particular, E(τ d ) = 1/λ.
We assume that the individual consumes wealth at a constant net rate of c; this rate might be given in real or nominal units. We say that the rate c is a net rate because it is the rate of consumption offset by any income. One can interpret c as the minimum net consumption level below which the individual cannot (or will not) reduce her consumption further; therefore, the minimum expected occupation time that we compute gives a lower bound for the expected occupation time under any consumption function bounded below by c.
The individual can invest in a riskless asset, which earns interest at the rate r ≥ 0. Also, she can invest in a risky asset whose price satisfies (2.1) dS t = µS t dt + σS t dB t , S 0 = S > 0, in which µ > r, σ > 0, and B is a standard Brownian motion with respect to a filtration F = {F t } t≥0 of a probability space (Ω, F , P). We assume that B is independent of τ d , the random time of death of the individual. If c is given as a real rate of consumption (that is, after inflation), then we also express r and µ as real rates. Let π t denote the amount invested in the risky asset at time t, and let π denote the investment strategy {π t } t≥0 . We say that a strategy π is admissible if the process π is adapted to the filtration F and if π satisfies the condition t 0 π 2 s ds < ∞, almost surely, for all t ≥ 0. The wealth dynamics of the individual for a given admissible strategy π are given by
By lifetime occupation time, we mean the length of time that the individual's wealth is negative, before she dies. One could also consider the time that wealth is below some arbitrary level, not necessarily 0, but for ease of presentation, we choose the level to be 0. Define the process A = {A t } t≥0 by (2.3)
Thus, we wish to minimize E w,a (A τ d ), in which E w,a denotes expectation conditional on W 0 = w and A 0 = a. By allowing A 0 to be non-zero, we allow the individual to have been in bankruptcy for a period of time prior to the beginning of the game. There is a problem with the goal of minimizing
a + 1/λ, and we expect the minimum E w,a (A τ d ) to be a convex, non-increasing function of initial wealth w. However, there is no bounded, convex, non-increasing function defined on the reals, other than a constant function. Therefore, we modify the problem as follows: Define the minimum wealth process Z = {Z t } t≥0 by (2.4)
For L > 0, define the hitting time τ L = inf{t ≥ 0 : W t ≤ −L}, and define the value function M L by
Here, we take the infimum over admissible investment strategies.
For large values of L > 0, the control problem associated with M L approximates the problem of minimizing lifetime occupation time. Indeed, if lifetime wealth stays above −L, which is quite likely for L large, then the payoff is the occupation time. If wealth falls below −L, then we suppose that the individual will have negative wealth for the rest of her life, and we end the game, with payoff equal to the occupation time up to the hitting time τ L plus E(τ d ) = 1/λ.
Note that for w ≤ −L, M L (w, a) = a + 1/λ, and for w ≥ c/r, M L (w, a) = a. The latter holds because if w ≥ c/r, then the individual can place all her wealth in the riskless asset and wealth will never go below w ≥ c/r, much less reach 0. Therefore, it remains for us to determine M L on (−L, c/r). The verification theorem in the next section will help us with that goal.
Theorem 2.1. Suppose m : R → R is a bounded, continuous function that satisfies the following conditions:
Then, the value function M L on R defined by (2.5) is given by
and the optimal investment strategy π * on (−L, c/r) is given in feedback form by
, in which W * is the optimally controlled wealth.
Proof. Assume that m satisfies the conditions specified in the statement of this theorem. Let N denote a Poisson process with rate λ that is independent of the standard Brownian motion B driving the wealth process. The occurrence of a jump in the Poisson process represents the death of the individual. Let π : R → R be a function, and let W π , A π , and Z π denote the wealth, occupation time, and minimum wealth, respectively, when the individual follows the investment policy π t = π(W t ). Assume that this investment policy is admissible. DefineR = R ∪ {∞} to be the one-point compactification of R. The point ∞ is the "coffin state." The wealth process is killed (and sent to the coffin) as soon as the Poisson process jumps (that is, when the individual dies), and we assign W π τ d = ∞; recall that τ d is the random time of death. Given a function g on R, we extend it toR by g(∞) = 0.
Define the stopping time
If W 0 = w ≥ c/r, then the individual can invest her wealth in the riskless asset and finance the cost of her consumption, which is no greater than ∞ 0 c e −rt dt = c/r. Therefore, with this strategy, her wealth will be at least c/r at the time of her death. In other words, if
By applying a generalized Itô's formula for convex functions (see Theorem 6.22, page 214 of Karatzas and Shreve (1991) ) to m(w) + a for w ∈ (−L, c/r) and a ≥ 0, we have
(2.10)
Here, we used the fact if the Poisson processes jumps at time s the change in the value of the process m(W
, in which the last equality follows since m(∞) = 0. In the derivation of (2.10) we also used the fact that It follows from the definition of A in (2.3) that dA s = 1 {w<0} ds. The definition of τ n implies that the expectation of the fourth integral is 0. Moreover, the expectation of the fifth integral is zero since m is bounded; see, for example, Brémaud (1981) .
Thus, we have (2.11) in which the inequality follows from assumption (v) of the theorem. Because m is bounded and because A t ≤ a + τ d almost surely, it follows from the dominated convergence theorem that
Inequality ( ) and m(−L) = 1/λ, it follows that
By taking the expectation of both sides of (2.13), we obtain (2.14)
The inequality in (2.14) follows from an application of the optional sampling theorem because
see Theorem 3.15, page 17 and Theorem 3.22, page 19 of Karatzas and Shreve (1991) . By taking the infimum in (2.14) over all admissible investment strategies, we obtain
Now, by (2.9), the left-hand side of (2.15) equals
If the individual investor follows a strategy π * that minimizes the right-hand side of (2.6), then (2.11) is satisfied with equality, and applying the dominated convergence theorem yields
t∧τ } t≥0 is a martingale. By following the same line of argument as above, we obtain
which demonstrates that (2.7) holds and that π * in (2.8) is an optimal investment strategy for wealth lying in (−L, c/r).
2.3.
A related free-boundary problem. Next, we introduce a free-boundary problem (FBP) whose concave solution is the dual, via the Legendre transform, of M L (w, a) − a. In the first subsection, we solve the FBP, and in the subsection following, we show that the convex dual of the solution of the FBP, indeed, equals M L (w, a) − a. Consider the following free-boundary problem (FBP) on [0, y L ]:
(2.18)
in which 0 ≤ y 0 ≤ y L are the free boundaries and δ = 1 2 µ−r σ 2 .
2.3.1. Solving the FPB (2.18). To solve the FBP in (2.18), we consider the problem on the two domains: (1) 0 ≤ y ≤ y 0 , and (2) y 0 < y ≤ y L . After solving the FBP on each domain separately, we will impose value matching at y = y 0 to determine y 0 . First, consider 0 ≤ y ≤ y 0 . On this domain,m solves
The general solution of the ODE in (2.19) is of the form
in which D 1 and D 2 are constants to be determined, and B 1 and B 2 are given by (2.21)
The boundary condition at y = 0 implies that D 2 = 0. The boundary condition at y = y 0 implies that
which gives us a relationship between D 1 and y 0 , specifically, (2.24)
We have, therefore, shown that on [0, y 0 ],m is given by
The general solution of the ODE in (2.26) is of the form
in which d 1 and d 2 are constants to be determined, and B 1 and B 2 are given by (2.21) and (2.22), respectively.
The boundary conditions at y = y L imply that
Solve these equations for d 1 and d 2 in terms of y L to obtain (2.30)
and (2.31)
Substitute these expressions for d 1 and d 2 into (2.27) to obtain, for
For later reference, we also have
The boundary condition at y = y 0 , namelym ′ (y 0 ) = 0, gives us the following equation for the ratio y 0 /y L ∈ (0, 1):
To see that (2.34) has a unique solution y 0 /y L in (0, 1), note that (a) as y 0 /y L approaches 0, the right-hand side of this equation approaches −∞; (b) when y 0 /y L = 1, the right-hand side equals 1 > c/(c + rL); and (c) the right-hand side is strictly increasing with respect to y 0 /y L .
Finally, given y 0 /y L , we can obtain y 0 fromm(y 0 −) =m(y 0 +): (2.35) c r
Thus, we have proved the following proposition:
Proposition 2.1. The solutionm of the free-boundary problem in (2.18) is given by (2.37)
The free boundaries 0 ≤ y 0 ≤ y L are given by solving (2.34) for y 0 /y L ∈ (0, 1), then by obtaining y 0 from (2.36) and y L from the relationship
Note that the solutionm of the FBP is bounded above by u L and that the two curves are tangent at y = 0 and y = y L , in which u L is given by
We will use this observation when we consider the limit as L → ∞.
The following lemma shows thatm is concave, a property we use in the next section.
Proof. On [0, y 0 ),m is given by (2.25), with first derivativem
,m is given by (2.32). One can show that the first derivative ofm is negative by using the fact that the right-hand side of (2.34) is strictly increasing with respect to y 0 /y L . Also, the second derivative
Finally,m ′ (y 0 ) = 0; thus, we have shown thatm is concave on [0, y L ].
In the next section, we show thatm is intimately connected with the minimum occupation time M L .
Relation between the FBP (2.18) and the minimum occupation time.
In this section, we show that the Legendre transform (see, for example, Karatzas and Shreve (1998) ) of the solution of the FBP (2.18) is, in fact, the minimum occupation time
To this end, first note thatm is concave on [0, y L ]; thus, we can define its convex dual via the Legendre transform. Indeed, for w ≥ −L, define (2.40) m(w) = max y≥0 (m(y) − wy) .
We will show that m satisfies the conditions of Theorem 2.1 and thereby show that
For w ∈ (−L, c/r), the critical value y * solves the equationm ′ (y) − w = 0; thus, y * = I(w), in which I is the inverse ofm ′ . Note that y 0 = I(0) and that y > y 0 corresponds to w < 0. It follows that (2.41) m(w) =m (I(w)) − wI(w).
Expression (2.41) implies that
Thus, y * = I(w) = −m ′ (w). Note that from (2.42), we have
.
It is also straightforward to show the following relationship, which we use in the next section when we investigate properties of M L :
Theorem 2.2. Let m be given by (2.40), in whichm is given by Proposition 2.1. Then, the minimum occupation time
Proof. We first find the boundary-value problem (BVP) that m solves given thatm solves (2.18).
In the ODE form in (2.18), let y = I(w) = −m ′ (w) to obtain (2.45)
Rewrite this equation in terms of m to get
Note that because m is convex, −δ (m ′′ (w)) 2 /m ′′ (w) can be written as
, which is similar to the minimization term in (2.6).
Next, consider the boundary and terminal conditions in (2.18). First, the boundary condition at y = 0, namelym(0) = 0, andm ′ (0) = c/r from (2.25) imply that the corresponding dual value of w is c/r and that (2.48) m(c/r) = 0.
Similarly, the boundary conditions at y = y L , namelym(y L ) = 1/λ − Ly L andm(y L ) = −L, imply that the corresponding dual value of w is −L and that
Because m satisfies the conditions given in Theorem 2.1, we have shown that the minimum occupation time
Thus, we can obtain the minimum expected occupation time M L as described in the following corollary to Theorem 2.2.
In the first expression of (2.50), the constant p equals B 1 /(B 1 − 1) > 1. In the second expression of (2.50), y is the solution of w =m ′ (y), in whichm ′ is given by (2.33). Finally, β L is given by continuity of m and m ′ at w = 0 and solves
Here, y 0 and y L are as in Proposition 2.1.
Properties of the Minimum Occupation Time and Optimal Investment Strategy
In this section, we address the following questions.
(i) How does the optimal investment strategy π * L (w) given in (2.8) compare with the optimal investment strategy when minimizing the probability of lifetime ruin, as determined in Bayraktar and Young (2007) , namely 3.1. Optimal investment strategies. Let π * 0 denote the optimal investment strategy when minimizing the probability of lifetime ruin. Recall that this is the optimal investment strategy corresponding to any ruin level; that is, it is independent of the ruin level. Then, we have the following proposition. 
for y 0 < y < y L , by substituting w =m ′ (y) into (3.1). By substituting form ′ andm ′′ from (2.33) and (2.39), respectively, into (3.2) and simplifying the result, it becomes
The inequality in (3.3) is true because the left-hand side is positive, while the right-hand side is negative.
Proposition 3.1 implies that if one seeks to minimize expected occupation time, then leveraging is worse for negative wealth than when minimizing the probability of lifetime ruin.
π *
L as a function of w. When minimizing the probability of lifetime ruin, the optimal investment strategy is a linear, decreasing function of w. From the first part of Proposition 3.1, we know that the same is true for π * L (w) for 0 < w < c/r. Therefore, we wish to see how π * L (w) varies with respect to w for −L < w < 0.
Proof. ¿From the expression in (2.8), we know that π * L (w) decreases with respect to w if and only if −m ′ (w)/m ′′ (w) decreases with respect to w, or equivalently by differentiating, if and only if
By setting w =m ′ (y), or equivalently y = I(w) = −m ′ (w), and by using (2.43) and (2.44), inequality (3.4) becomes
¿From (2.39), we obtain that for y 0 < y < y L , (3.6)
By substituting form ′′ andm ′′′ from (2.39) and (3.6), respectively, into (3.5) and by simplifying the result, the inequality becomes
The inequality in (3.7) holds for all y 0 < y < y L if and only if it holds at y = y 0 , and this completes the proof of the first part of the proposition. By a similar line of reasoning, we learn that π * L (w) increases on (−L, 0) if and only if (3.8)
for all y 0 < y < y L , which occurs if and only if (3.8) holds at y = y L . It is straightforward to show that B 1 (B 1 − 1) < −B 2 (1 − B 2 ) if and only if r < λ.
Proposition 3.2 shows us that if the rate of return on the riskless asset is low enough, then the individual will borrow more money to invest in the risky asset as wealth gets closer to zero. In other words, because the borrowing rate is low, the individual can take on more debt (because debt is relatively cheap) in order to get wealth above zero.
3.3. Varying L. In this section, we examine how M L and π * L change as L increases.
0). Showing this inequality is equivalent to showing that
. From (2.39), this inequality is equivalent to
by differentiating with respect to L and obtain
∂L from (3.11) into the inequality in (3.10), we obtain the following inequality (3.12) which after simplifying, is clearly true. Proof. Fix w < 0; then, for L < w, the dual value y corresponding to w solves w =m ′ (y) from (2.33), or equivalently,
As L gets large, the left-hand side of (3.13) goes to 0, while the solution of y/y L goes to z, which solves (3.14)
Here, a ∝ b means that there exists a positive quantity k independent of L such that a = kb. It follows that
linearly with respect to L.
Proof. See the Appendix.
Thanks to Proposition 3.5 we can show that the sequence of function defined in (2.5) converges to the value function of minimizing lifetime occupation time.
Proposition 3.6. For any w ∈ R and a ≥ 0, we have that
Proof. It follows from Corollary 2.1 that
, which follows directly from (2.5). As a result
Proposition 3.5 gives rise to the question as to how far M L decreases as L increases without bound? The next proposition answers that question.
Proof. First note that from (2.38) and the observation accompanying it, we have that the dual variable y → 0 as L → ∞ for all w < 0. Recall that the dual variable y = −m ′ (w); thus, as L → ∞, it follows that m ′ (w) → 0 for all w < 0. In particular, y 0 → 0, which implies that β L → 0 in (2.51). Thus, the conclusion of the proposition follows.
The minimum expected occupation time goes to 0 (and trivially convex and non-decreasing on all of R) because the corresponding investment strategy grows linearly with L (see Proposition 3.4). In other words, as soon as wealth gets negative, the investment strategy becomes infinitely large and thereby leverages the wealth back into positive territory with probability 1. As a result, with this restriction on trading, the problem of minimizing the occupation time is equivalent to the problem of minimizing the probability of lifetime ruin; see Bayraktar and Young (2007) .
Extension
4.1. More General Assumptions on τ d . Note that we can write (2.5) as
and thanks to (2.2) we know that M solves
When τ d is the nth jump time of a Poisson process (i.e. τ d has Erlang distribution) we expect that
for k ∈ {1, · · · , n}. Moreover, we expect that for each m ∈ (−L, c/r), M (k) will be a classical solution of
and that M (k) (w, a) = a + m (k) (w), in which m (k) satisfies conditions (i)-(iv) in Theorem 2.1.
In our future work, we will make these statements more rigorous and analyze the effect of of increasing n on the optimal investment of the retiree.
A generalization of Erlang distribution for τ d would be to consider the time of absorption of a continuous time discrete state space Markov chain with one absorbing state. In this case τ d is said to have a phase-type distribution, which is dense in the set of all positive-valued distributions, that is, it can be used to approximate any positive valued distribution; see e.g. Neuts (1989) . We will next describe how one can solve for M L with this assumption on τ d . Let a ij be the rate at which this Markov chain jumps from state i to state j. Then the action of infinitesimall generator A of this Markov chain on a test function f : {1, 2, ..., d} → R is given by (4.5)
If we assume that there is a family of functions m (i) (w), i ∈ {1, · · · , d} solving the coupled nonlinear ordinary differential equations
on w ∈ (−L, c/r) and satisfy the conditions (i)-(iv) in Theorem 2.1, then we can show that M L (w, a) = m (k) + a, in which k ∈ {1, 2, ..., d} is the absorbing state. The verification of this assumption and detailed analysis of this problem will be the topic of our future work. In general, when P(τ d > t) = exp(− t 0 λ(s)ds), for some positive function λ, then M L will also be a function of the current time and is expected to satisfy a non-linear partial differential equation
on w ∈ (−L, c/r) and t ≥ 0 and satisfy the boundary conditions dictated by the conditions in Theorem 2.1. Legendre transform linearizes this partial differential equation at the expense of introducing free boundaries. This generalization will also be analyzed along with the two cases we mentioned above in our future work. Guided by the results on minimizing probability of ruin we expect that the value function M L (w, a, 0) will not change much if the expected value of τ d is kept the same; however the distributional assumptions on τ d is expected to have a significant impact on the optimal investment strategy (see Figure 6 .3 of Milevsky et al. (2006) ). However, approximate investment strategies based on the one we obtained in this paper might give nearly optimal strategies: An investor might estimate her (constant) hazard rate λ each year and rebalance her portfolio using π * we prescribed in this paper. Then she waits without taking any further action until the next year and rebalances her portfolio given her new estimate for the hazard rate. In the problem of minimizing probability of ruin this discrete rebalancing approximation scheme was shown to be nearly optimal by Moore and Young (2006) . A similar analysis needs to be undertaken for the problem of minimizing the occupation time. 
in which f is some non-decreasing function of wealth, and to replace the penalty 1/λ in (2.5) with
In (2.5), the function f is given by f (w) = 1 {w<0} . For another example, if the goal were to minimize the expected area between the negative part of the trajectory of wealth and the w = 0 horizontal line, then f would be given by f (w) = −w 1 {w<0} .
As in Theorem 2.1, we expect that 
Now, in order that the corresponding FBP be linear as in Section 2.3, the function f must be piecewise linear. Moreover, to be able to get closed-form solutions for the solutions of the ODEs in the FBP, f must be piecewise constant. By approximating a given function via a step function, one can approximate the value function M f L .
A. Appendix: Proof of Proposition 3.5
From the relationship between β L and y 0 in Corollary 2.1, we see that it is enough to show that ∂M L (w, 0)/∂L < 0 for w ∈ (−L, 0). To that end, recall that It is straightforward to show that the left-hand side of (A.12) is decreasing with respect to y; therefore, it is enough to prove (A.12) for y = y 0 . By substituting for (y 0 /y L ) B 1 −1 and (y 0 /y L ) 
