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RANDOM SETS OF FINITE PERIMETER
JAN RATAJ
Abstract. An approach to modelling random sets with locally finite perime-
ter as random elements in the corresponding subspace of L1 functions is sug-
gested. A Crofton formula for flat sections of the perimeter is shown. Finally,
random processes of particles with finite perimeter are introduced and it is
shown that their union sets are random sets with locally finite perimeter.
1. Introduction
In stochastic geometry, random sets in a Euclidean space are standardly consid-
ered as random closed sets, which is a concept introduced by Matheron [8]. For
later surveys, see [12], [10]. A random closed set is a random element from the
family F of all closed subsets of the Euclidean space Rd equipped with the Fell
topology, whose basis is generated by the sets FG := {F ∈ F : F ∩G 6= ∅}, G ⊂ Rd
open, and FK := {F ∈ F : F ∩K = ∅}, K ⊂ Rd compact. For statistical inference,
various test sets are used to observe whether the random closed set hits or misses
them. The model of a random closed set is used for rather different phenomena
as point patterns, unions of segments, lines, curves, surfaces, or “full-dimensional”
sets with boundaries satisfying some regularity conditions. Of course, the type of
the test set must reflect the nature of the random closed set which is analyzed.
Full-dimensional random objects with regular boundary are usually modelled as
sets from the extended convex ring (or, more generally, unions of sets with positive
reach). Nevertheless, if only first order geometric quantities of the boundary as
surface area are measured, the model assumption is too restrictive. It has already
been observed that the framework of sets of finite perimeter due to Caccioppoli
is probably the most natural and general one for such a purpose. In particular,
Ambrosio et al. [2] considered the outer Minkowski content of such (random) sets,
or Galerne [5] extended some properties of the covariogram to this setting. As far
as we know, however, up to now, the Matheron’s concept of a random closed set
was considered, with certain additional assumptions.
The aim of this note is to suggest another concept of a random set, namely
a random set of finite perimeter, which should serve as a sufficiently general and
suitable model whenever quantities derived from the surface area are considered.
The first substantial difference from the Matheron’s approach is that sets of finite
perimeter (represented by their indicator function) are considered as elements of
the Lebesgue space L1. Therefore, we do not distinguish two sets whose symmetric
difference has Lebesgue measure zero. This is not unreasonable if we admit that
random sets are usually observed in a lattice pixel approximation on the screen.
Also, viewing random sets as their indicator functions belonging to a larger space
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of functions of bounded variation makes it possible to use approximations with con-
tinuous or even smooth functions and apply new techniques not available for point
sets. Of course, when dealing with point patterns or lower-dimensional objects,
different models should be applied.
In order to deal with random sets of (locally) finite perimeter we have to equip the
family of sets of (locally) finite perimeter with a topology determining measurability
and convergence. We suggest to consider the strict convergence which assures both
convergence in L1 and convergence of perimeter. Roughly speaking, the convergence
in this topology of sets guaranties the convergence of both volume and surface area,
in contrast to the Fell topology.
As one particular example of classical properties which can be transformed to
our setting, we prove the Crofton formula for perimeter in Section 3 and apply it
to random sets in Theorem 5.2.
In the last two sections we introduce the two basic stochastic models, random sets
with (locally) finite perimeter and random FP-processes (as processes of particles
with finite perimeter). We show some basic properties of convergence in distribution
of random sets with locally finite perimeter. Our last result is that the union set of
a random FP-process is a random set with locally finite perimeter.
2. Sets of finite perimeter
Our basic setting is the d-dimensional Euclidean space Rd with norm | · |. Given
0 ≤ k ≤ d, Hk denotes the k-dimensional Hausdorff measure in Rd. In particular,
Hd agrees with the d-dimensional Lebesgue measure.
In this section, we summarize the necessary definitions and properties of sets
with finite perimeter. We refer to [3] or [13].
The distributional derivative of a function f ∈ L1 ≡ L1(Rd) is the functional
Df = (D1f, . . . , Ddf) : C
1
c (R
d)→ Rd
defined by
Dif(φ) := −
∫
f ·
∂φ
∂xi
dHd, i = 1, . . . , d
(C1c (R
d) denotes the space of C1-smooth functions on Rd with compact support).
If Df can be represented as a (locally) finite Radon vector-valued measure, we say
that f has (locally) bounded variation. Its variation measure
|Df |(·) = sup{Df(E1)+· · ·+Df(En) : E = E1∪· · ·∪En measurable finite partition}
is then a nonnegative (locally) finite Radon measure, and its total variation
V f := |Df |(Rd) = sup
{∫
f · divϕdHd : ϕ ∈ C1c (R
d,Rd), sup
x
|ϕ(x)| ≤ 1
}
.
is called the variation of f . (Here divϕ(x) =
∑d
i=1
∂ϕi
∂xi
(x) is the divergence of a
mapping ϕ = (ϕ1, . . . , ϕd) : Rd → Rd.)
The vector-valued measure Df is clearly absolutely continuous with respect to
its total variation |Df | and if ∆f ∈ L1(|Df |) is its Radon-Nikodym density, it
satisfies ∆f (x) ∈ Sd−1 for |Df |-almost all x.
A Lebesgue measurable set A ⊂ Rd is said to have (locally) finite perimeter if its
indicator function 1A has (locally) finite variation. The perimeter of A is defined
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as
P (A) := V 1A = |D1A|(R
d).
Let A ⊂ Rd have locally finite perimeter. The reduced boundary of A, ∂−A, consists
of all points x ∈ Rd such that the limit
νA(x) := − lim
r→0
D1A(B(x, r))
|D1A|(B(x, r))
exists and satisfies |νA(x)| = 1. (We assume implicitly here that |D1A|(B(x, r)) > 0
for all r > 0.) νA(x) is called the generalized exterior normal to A at x. In fact, νA
is a version of the density ∆1A of D1A with respect to |D1A|, see [13, §5.5]. If A
has locally finite perimeter then ∂−A is countably (d− 1)-rectifiable and
|D1A|(B) = H
d−1(B ∩ ∂−A), B ∈ Bd;
in particular,
P (A) = Hd−1(∂−A).
The measure-theoretical boundary ∂MA of a set A ⊂ Rd is defined as the set of
all points x ∈ Rd at which the Lebesgue density of A in neither 0 nor 1. If A has
finite perimeter then ∂−A ⊂ ∂MA, Hd−1(∂MA \ ∂−A) = 0 and, hence,
P (A) = Hd−1(∂MA).
Let us call the set
N(A) := {(x, νA(x)) : x ∈ ∂
−A} ⊂ Rd × Sd−1
unit normal bundle of A. (Notice that N(A) is neither closed, nor countably (d−1)-
rectifiable, in general, in contrast to the unit normal bundle defined in the classical
setting for convex bodies or sets with positive reach.) We consider the measure
Cd−1(A, ·) := (H
d−1 ∂−A)ψ−1,
where the Borel measurable mapping ψ : x 7→ (x, νA(x)) is defined on ∂−A.
Cd−1(A, ·) is a locally finite Borel measure on Rd × Sd−1 and it is finite iff A
has finite perimeter. If A has finite perimeter we define the normal measure of A
Sd−1(A, ·) := Cd−1(A,R
d × ·);
it is a finite Borel measure on Sd−1. Clearly,
Cd−1(A,R
d × Sd−1) = Sd−1(A,S
d−1) = P (A).
3. Flat sections of FP-sets and a Crofton formula
Let L ∈ G(d, j) be a fixed j-subspace, and let pL be the orthogonal projection
from Rd onto L. Given a function f ∈ L1, we denote by
DLf(·) := pL(Df(·))
the distributional derivative of f with respect to the subspace L. (Note that DLf
takes into account only directional derivatives in directions from L.)
Immediately from the definition we see that if f has bounded variation then DLf
is a finite Radon measure and its total variation is related to that of Df by
(1) |DLf |(B) =
∫
B
‖pL∆f (x)‖ |Df |(x),
where ∆f is the Radon-Nikodym derivative of the vector measure Df with respect
to its total variation |Df |.
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If E be a j-flat in Rd and f ∈ L1(E), then we denote by D(E)f the distributional
derivative of f in E. This vector measure depends on the chosen orientation of E,
whereas its total variation |D(E)f | does not.
Lemma 3.1. If L ∈ G(d, j), f has bounded variation and B is a Borel subset of
R
d then
|DLf |(B) =
∫
L⊥
|D(L+z)(f |L+ z)|(B ∩ (L+ z))Hd−j(dz).
Proof. Note that if φ ∈ C1 then the restriction φ|L+z ∈ C1(L+z) and the gradient
satisfies
∇(φ|L + z)(x) = pL∇φ(x), x ∈ L+ z.
Thus,
D(L+z)(f |L+ z)(φ|L + z) = −
∫
L+z
f · ∇(φ|L + z) dx
= −
∫
L+z
f · pL∇φdx.
Hence, integrating over z ∈ L⊥, we get from the Fubini theorem∫
L⊥
D(L+z)(f |L+ z)(φ|L+ z)Hd−j(dz) =
∫
Rd
f · pL∇φdx = DLf(φ).
The assertion follows. 
Theorem 3.2 (Crofton formula for perimeter). If f has bounded variation and
B ⊂ Rd Borel then∫
A(d,j)
|D(E)(f |E)|(B ∩ E)µdj (dE) = cd,j|Df |(B),
where
cd,j =
Γ(2d−j2 )Γ(
j+1
2 )
Γ(d+12 )Γ(
d
2 )
.
In particular, if A ∈ FP then∫
A(d,j)
P (A ∩E)µdj (dE) = cd,jP (A).
Proof. Integrating the equality from Lemma 3.1 over L ∈ G(d, j), we get using (1)∫
A(d,j)
|D(E)(f |E)|(B ∩ E)µdj (dE) =
∫
B
∫
G(d,j)
‖pL(∆f (x))‖ ν
d
j (dL) dx.
The inner integral does not depend on the vector ∆f (x); a routine calculation
verifies that ∫
G(d,j)
‖pL(∆f (x))‖ ν
d
j (dL) = c
−1
d,j,
and the assertion follows. 
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4. Spaces BV and FP
Let BV denote the set of all functions f ∈ L1 with bounded variation, and BVloc
the set of all functions f ∈ L1loc with locally bounded variation. Further, we denote
by FP ⊂ BV the subfamily of sets with finite perimeter, and by FPloc ⊂ BVloc the
subfamily of sets with locally finite perimeter.
We equip BV with the it topology of strict convergence defined as follows. If
fi, f ∈ BV then fi
s
→ f iff fi → f in L1(Ω) and V fi → V f . The strict convergence
implies weak convergence Df
w
→ Df , but not vice versa (see [3, §3.1]). Strict
convergence is induced by the metric
(2) ds(f, g) =
∫
|f − g| dx+ |V f − V g|, f, g ∈ BV .
Strict convergence implies weak convergence not only of the distributional deriva-
tives, but even of their variation measures, i.e.,
(3) fi
s
→ f =⇒ |Dfi|
w
→ |Df |,
see [3, Proposition 3.15].
Analogously, we equip BVloc with the locally strict convergence given by fi
ls
→ f
iff fi → f in L1loc(Ω) and the measures |Dfi| converge to |Df | vaguely (we write
|Dfi|
v
→ |Df |). In the sequel, whenever speaking about the space BV (BVloc) or its
subspace FP (FPloc), we will mean the topology induced by strict (locally strict)
convergence.
Remark 4.1. The metric ds on BV is not complete, as can be seen from the
following example: the functions fi(x) = sin(ix)/i, x ∈ (0, 2pi), and fi(x) = 0
otherwise, converge to 0 in L1 and their variations are constant and nonzero: V fi =
4 for all i ∈ N. Thus, the sequence (fi) is Cauchy in ds and its limit cannot be
nothing else than the zero function, but the variations would not converge. On the
other hand, the space BV with the Borel σ-algebra B(BV) of the metric ds is a
standard Borel space in the sense that there exists another metric ρ on BV having
the same Borel sets as ds. This can be seen as follows: Since the variation f 7→ V f
is lower semicontinuous in L1 ([3, Remark 3.5]), the unit ds-ball is a Fσ-set in L
1
and, hence, the Borel sets in (BV, ds) agree with the Borel sets of L
1 intersected
with BV. Thus, a result of descriptive set theory [6, Corollary 13.4] implies that
(BV,B(BV)) is a standard Borel space.
Let M be the space of locally bounded Borel measures on Rd with topology of
vague convergence, and let Mb be its subspace of bounded Borel measures on Rd
(its induced topology coincides with that of weak convergence).
Proposition 4.2. The assignment
A 7→ Cd−1(A, ·)
defines a continuous mapping from FP to Mb and from FPloc to M.
Proof. Assume that Ai, A ∈ FP and that Ai
s
→ A, i → ∞. Then, using [3,
Proposition 3.15], we get that Cd−1(Ai, ·)
w
→ Cd−1(A, ·), i → ∞, proving the first
statement. The second statement follows analogously. 
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An important fact for applications in stochastic geometry is that the spaces FP
and FPloc are closed with respect to finite unions and intersections (unless, e.g.,
sets with piecewise smooth boundaries).
Proposition 4.3. If A,B ∈ FPloc then both A ∪B, A ∩B ∈ FPloc and
|D1A∪B|(·) + |D1A∩B|(·) ≤ |D1A|(·) + |D1B|(·).
Consequently, if A,B ∈ FP then A ∪B,A ∩B ∈ FP and
(4) P (A ∪B) + P (A ∩B) ≤ P (A) + P (B).
Further, if (Ai) is a finite or countable family of sets of finite perimeter then
(5) |D1⋃
i
Ai |(·) ≤
∑
i
|D1Ai |(·).
Proof. Inequality (4) was shown in [1, Proposition 1] by the following argument.
From the definition of the measure-theoretic boundary we get the inclusions
∂M (A ∪B) ∪ ∂M (A ∩B) ⊂ ∂MA ∪ ∂MB,
∂M (A ∪B) ∩ ∂M (A ∩B) ⊂ ∂MA ∩ ∂MB.
Since for any E ⊂ Rd measurable, |D1E |(·) = H
d−1(∂ME ∩ ·), the first inequality
follows, and (4) is a consequence. The second inequality, (5), can also be found
in [1], it follows from (4) and from the lower semicontinuity of the perimeter with
respect to the L1loc convergence. 
The set operations of union and intersection are of principal importance in sto-
chastic geometry. In the Fell topology, the mapping (A,B) 7→ A ∪B is continuous
[8, Corollary 1 of Theorem 1.2.2] and (A,B) 7→ A ∩B is upper semicontinuous [8,
Corollary 1 of Proposition 1.2.4].
Proposition 4.4. The mappings
∩ : (A,B) 7→ A ∩B,
∪ : (A,B) 7→ A ∪B
are measurable from FP×FP to FP and from FPloc×FPloc to FPloc.
Proof. First, note that the mappings ∪ and ∩ are continuous from L1 × L1 to L1
(and from L1loc × L
1
loc to L
1
loc). This follows from the inclusions
(A ∪B)∆(A′ ∪B′) ⊂ (A∆A′) ∪ (B∆B′),
(A ∩B)∆(A′ ∩B′) ⊂ (A∆A′) ∪ (B∆B′).
Further, we observe that the mappings
(A,B) 7→ P (A ∪B), (A,B) 7→ P (A ∩B)
are lower semicontinuous on FP×FP. This follows from the first observation and
from the lower semicontinuity of variation with respect to the strict topology ([3,
Remark 3.5]). Hence, the mappings
(A,B,A′, B′) 7→ ds(A ∪B,A
′ ∪B′), ds(A ∩B,A
′ ∩B′)
are measurable on FP4, where ds is the metric (2) inducing strict convergence.
Hence, the measurability of ∪ and ∩ on FP×FP follows. The case of FPloc×FPloc
needs some further standard consideration which will be left to the reader. 
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5. Random sets of finite perimeter and FP-processes
Let (Ω,Σ,Pr) be a standard probability space. A random set with (locally) finite
perimeter is a measurable mapping
X : (Ω,Σ,Pr)→ (FP,B(FP)) (FPloc,B(FPloc)), respectively.
The probability measure PrX−1 on (FP,B(FP)) (FPloc,B(FPloc)), respectively, is
called the distribution of X .
A random set X with locally finite perimeter is said to be stationary if its distri-
bution PrX−1 is translation invariant (i.e., PrX−1 = Pr(X + z)−1 for all z ∈ Rd).
In such a case, the measure E|D1X | is translation invariant, and it is, hence, a
multiple of the Lebesgue measure whenever it is locally finite. We can thus define
the specific perimeter P¯ of X through
E|D1X |(B) = P¯ (X)H
d(B),
where B ∈ Bd is any set of finite positive Lebesgue measure. (Note that P¯ (X) may
take the value ∞.)
It is clear that, X being a random set with locally finite perimeter, Cd−1(X, ·)
is a random measure and if X is stationary then we obtain by standard methods
that ECd−1(X, ·) factorizes in a product of the Lebesgue measure with a measure
on Sd−1. Assuming that P¯ (X) < ∞, we can thus define the specific area measure
S¯d−1(X, ·) through
ECd−1(X,B × ·) = H
d(B)S¯d−1(X, ·),
where, again, B ∈ Bd is any set of finite positive Lebesgue measure. S¯d−1(X, ·) is
a finite Borel measure of the unit sphere and its total measure is S¯d−1(X,S
d−1) =
P¯ (X).
In the following,
d
→ denotes convergence of random variables in distribution.
Further, if X is a random set with locally finite perimeter, we call a Borel set
B ⊂ Rd X-continuous if Hd(∂B) = 0 and |D1X |(∂B) = 0 almost surely.
Proposition 5.1. Let Xi, X be random sets with locally finite perimeter and as-
sume that Xi
d
→ X. Then we have:
(i) Hd(Xi ∩K)
d
→ Hd(X ∩ A) for any K ⊂ Rd compact;
(ii)
∫
g(x) |D1Xi |(dx)
d
→
∫
g(x) |D1X |(dx) for any g ∈ C1c (R
d);
(iii) |D1Xi |(K)
d
→ |D1X |(K) for any X-continuous compact set K ⊂ Rd.
Further, Cd−1(Xi, ·) and Cd−1(X, ·) are random locally bounded measures and we
have
(iv) Cd−1(Xi, ·)
d
→ Cd−1(X, ·), Sd−1(A, ·)
d
→ Sd−1(A, ·).
Proof. The assumption Xi
d
→ X implies by definition that H(Xi)
d
→ H(X) for any
continuous function H on FPloc. Since the function A 7→ Hd(A ∩K) is continuous
on FPloc for any compact K ⊂ Rd, we obtain (i). To verify (ii), we use the function
A 7→
∫
g(x) |D1A|(dx), which is again continuous on FPloc for any g ∈ C1c (R
d). In
order to show (iii), we observe that A 7→ |D1A|(A ∩ K) is continuous on the set
{A ∈ FPloc : |D1A|(∂K) = 0} whenever K is a compact set with Hd(∂K) = 0.
Finally, (iv) follows directly from Proposition 4.2. 
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The Crofton formula for perimeter gives us the following classical stereological
relation between specific perimeter of a random set and of its flat sections.
Theorem 5.2. Let X be a stationary random set of locally finite perimeter and
with finite specific perimeter. Then, for any 1 ≤ j ≤ d and for any B ∈ Bd,∫
A(d,j)
E|D1X∩E |(B ∩ E)µ
d
j (dE) = cd,jE|D1X |(B).
In particular, ∫
A(d,j)
P¯ (E)(X ∩E)µdj (dE) = cd,jP¯ (X).
Proof. Follows from Theorem 3.2 applying the expectation on both sides and Tonelli’s
theorem for exchanging integral with expectation. 
6. Random FP-processes
A random FP-process will be a point process on FP in the sense of Mecke [9],
see also Ripley [11]. In particular, we consider the triple
(FP,B(FP),B0),
called bounded space in [9], where B0 is the subfamily of B(FP) consisting of those
U ∈ B(FP) for which there exist a compact set K ⊂ Rd such that |D1A|(K) > 0
for all A ∈ U . Note that the measurable space (FP,B(FP)) is full in the sense on
[9] since each standard Borel space is full (cf. [9, Theorem 1]), and B0 defined above
clearly satisfies the requirements from [9] since the sets
Un = {A ∈ FP : |D1A|([−n, n]
d) > 0} ∈ B0
cover the whole space FP and B0 =
⋃
n{U : U ∈ B(FP), U ⊂ Un}.
Definition 6.1. A random FP-process is a measurable mapping
Φ : (Ω,Σ,Pr)→ (N#FP,N
#
FP),
where N#FP is the set of all integer-valued (nonnegative) Borel measures on FP that
are finite on B0, and N
#
FP is the smallest σ-algebra on N
#
FP such that all mappings
ν 7→ ν(U) are measurable, U ∈ B0.
The approach of Ripley and Mecke does not use any particular topology (metric)
on FP. Nevertheless, by [11, Theorem 2], there exists a complete metric on FP
making it a locally compact space with the same Borel σ-field, B(FP), and such
that B0 agrees with both relatively compact sets as well as metrically bounded
sets. Thus, the theory of [4] can be applied. In particular, we can define the weak#
(weak-hash) convergence on N#FP by µi → µ weakly
# if
∫
g dµi →
∫
g dµ for any
bounded continuous function g on FP with support in B0, and we get that N
#
FP
agrees with the Borel σ-field of the weak# topology (cf. [4, Proposition 9.1.IV]).
A point process Φ on BV is said to be stationary if its distribution is invariant
with respect to the shift operation in Rd. A stationary point process Φ has an
intensity γ > 0 and typical grain Z0 ∈ FP (a random set with finite perimeter) and
its mean characteristics are denoted as
V¯d(Φ) := EHd(Z0) mean volume,
P¯ (Φ) := EP (Z0) mean perimeter,
S¯d−1(Φ, ·) := ESd−1(Z0, ·) mean area measure of Φ.
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Theorem 6.2. Let Φ be a FP-process. Then, the union set
X :=
⋃
A∈Φ
A
is a random set with locally finite perimeter. If Φ is stationary then, so is X.
Proof. We have to show that the mapping
⋃
: φ 7→
⋃
φ =
⋃
A∈φ
A
is measurable from N#FP to FPloc. First, note that whenever φ ∈ N
#
FP then
⋃
φ is
a Lebesgue measurable subset of Rd, hence, its indicator function belongs to L1loc
and its perimeter is locally bounded, since by (5) we have
|D1⋃φ|(K) ≤
∫
|D1A|(K)Φ(dA) <∞, K ⊂ R
d compact
(note that the last integral is in fact only a finite sum since Φ is finite on B0).
It remains to verify the measurability of
⋃
. This will be done in two steps.
Step 1. The mapping
⋃
is continuous from N#FP to L
1
loc.
To see this, let φi, φ ∈ N
#
FP be such that φi → φ weakly
#. We shall show that
(6) Hd(
⋃
φi∆
⋃
φi)→ 0 for any K ⊂ R
d compact.
Fix a compact set K ⊂ Rd and consider the function
h : A 7→ Hd(K ∩ A \
⋃
φ), A ∈ FP .
The function h is clearly continuous, bounded and has support in B0, hence,∫
h dφi →
∫
h dφ = 0. If follows that Hd(
⋃
φi \
⋃
φi)→ 0. We shall finish the proof
of (6) by contradiction. Assume that lim supiH
d(
⋃
φ\
⋃
φi) > 0. Then, there exists
a measurable set B ⊂ K ∩
⋃
φ and a subsequence (ik) such that Hd(B∩
⋃
φik) = 0
for all k. But, since the function hB : A 7→ Hd(B ∩A) is continuous, bounded and
with support in B0, we have
∫
hB dφik →
∫
hB dφ ≥ Hd(B), a contradiction.
Step 2. For any g ∈ Cc(Rd), the function φ 7→
∫
g |D1⋃φ| is lower semicontinuous.
It is known that f 7→
∫
g |Df | is lower semicontinuous on L1loc, cf. [3, Remark 3.5].
Composing this mapping with the smooth mapping φ 7→
⋃
φ from Step 1, we obtain
Step 2.
Taking into account the definition of locally strict convergence, it is clear that
Steps 1 and 2 imply already the measurability of φ 7→
⋃
φ. The statement about
stationarity is obvious and the proof is thus finished. 
In general, it is not possible to relate the specific perimeter (area measure) of
the union set to the mean perimeter (area measure) of Φ. This can be done in the
case of a Poisson process.
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7. examples
7.1. Random approximations of convex bodies. We shall work now in dimen-
sion two, though the same procedure can be applied in general dimension.
Let K ⊂ R2 be a fixed convex body with nonempty interior. Let, further,
L = ρ(ζ+Z2) be a randomly shifted and rotated integer lattice (here ρ is a uniform
random rotation and ζ a uniform random point from [0, 1]2). We consider a rescaled
lattice tL with t > 0 small and use it for approximating K.
Pixel approximation. The set
Zt1 =
⋃
z∈tL∩K
(z + tρ[− 12 ,
1
2 ]
2)
is the union of pixels whose centres lie in K. It is a random closed set in the sense of
Matheron as well as a random set with finite perimeter. Zt1 converges to K (almost
surely, as well as in distribution) in the Fell topology as t→ 0, but not in the space
FP since, of course, the perimeter of Zt1 does not converge to that of K.
Convex hull of pixel centres. Consider the set
Zt2 = conv(tL ∩K)
(the convex hull of lattice points lying in K). Zt2 is again a random closed set as
well as random set with finite perimeter, and it is not difficult to show that its
perimeter converges to that of K. Therefore, Zt2
d
→ K as t → 0, both in the Fell
topology and in the strict topology of FP.
7.2. Swiss cheese. Let (ξi) be a sequence of i.i.d. uniform random points from
[0, 1]d, and 0 < ε < 12 . Consider the set
Zε =
∞⋃
i=1
U(ξi, ε/2
i),
where U(x, r) denotes the open Euclidean ball of centre x and radius r. Applying
Proposition 4.3, we get that P (Zε) ≤ piε2, hence, Zε is a random set with finite
perimeter. On the other hand, the closure of Zε covers the whole cube [0, 1]d almost
surely since the i.i.d. sequence (ξi) s dense in [0, 1]
d almost surely. Therefore, there
seems to be no way how to consider Zε as a random closed set.
The set
Ξε = [0, 1]d \ Zε
is again a random set of finite perimeter (this should resemble the “Swiss cheese” if
d = 3, as a block of cheese with infinitely many small circular holes). Note that Ξε
is closed and can be considered as a random closed set in the sense of Matheron,
as well. We have Ξε → [0, 1]d as ε → 0 both in the Fell topology as well as in
the strict topology on FP. Note that, however, the topologies of Ξε and [0, 1]d are
completely different.
We know that the specific perimeter P¯ (Ξε) is finite, but it seems to be difficult
to obtain the exact value.
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