Abstract-Motion transparency phenomena in image sequences are frequent, but classical methods of motion estimation are unable to deal with them. This paper describes a method for estimating optical flow by a generalization of the brightness constancy assumption to additive transparencies. The brightness constancy assumption is obtained by setting constant velocity fields during three images of a sequence. Thus, by a Taylor development to its second order, we reach an extension of the optical flow constraint equation. Since the equation is nonlinear, the Levenberg-Marquardt algorithm is used. In order to suppress the unavoidable aperture problem, a global model based on B-spline basis functions is applied with the aim of constraining optical flows. This description of motion allows us to work on a coarse to fine estimation of artificial image sequences that shows good convergence properties. It is also applied to natural image sequences.
I. INTRODUCTION

M
OTION transparencies happen when at least two elements are superposed in an image sequence and are animated by different motions. The most well-known examples of motion transparencies include reflections on transparent surfaces (e.g., windows, water), however, these phenomena can also be found in partial transparencies known as partial occlusions. Partial occlusions occur when the object in the foreground is fragmented. The easiest examples are occlusions caused by gates or branches of trees. These two sorts of transparencies are considered additive, that is to say the texture patterns of objects are added to give the global texture.
Several methods exist to estimate the motion of transparent objects with algorithms based on global regularization techniques, like [1] , [2] . However, this methods use local measures which can only detect one velocity vector in each pixel of the image sequence. Other methods can be used to deal with transparencies at a local level. For instance, Shizawa and Mase [3] turn the motion of transparent objects into uniform translations by the Optical Flow Constraint Equation (OFCE). They solve the problem with the help of spatiotemporal Gabor filters implemented in the frequency domain. Working with almost the same model, Mota et al. [4] propose an analytical solution that esti- mates multiple motions by resolution of a complex polynomial equation based on the minors of a structure tensor. Vernon [5] approaches this issue differently, since he formulates the principle of superposition of [3] for each image of the sequence as a system of equations. He notes that if the motion is constant inside a spatial region, only the phases of each brightness function that are related to each transparent object change. As a result, he is able to solve this system in the frequency domain. Our method of motion transparency estimation is influenced by Vernon's method as transparency is incorporated into a system of equations according to the principle of superposition. However, we work in the spatial domain which permits us to find a new extension of the brightness constancy equation. We use a traditional gradient approach on this equation that enables a generalization of the OFCE based on three successive images of a sequence containing additive transparencies. The OFCE can be solved by the Levenberg-Marquardt (LM) algorithm. This is an ill-posed problem, in relation to the aperture problem which is more crucial because it has twice as many unknown velocities. Thus, we use a global model with B-spline functions in order to constrain optical flows allowing high degree motions. To validate this method, some experimental results are provided in natural image sequences.
II. OFCE EXTENDED TO TRANSPARENCIES
This section shows how we model motion in image sequences with convolution filters. This model leads to the general brightness constancy assumption on three images of a sequence. By using a second-order Taylor expansion, we can extend the OFCE to transparencies.
A. Image Sequence Model
The basic assumption lies in the necessity to make a modelwith a convolution filter-of the motion passing through successive images. That means that we adopt the assumption of a uniform temporal translational motion. Before modeling the sequence, another assumption is put forward-the absence of intensity variation, which signifies that the lighting of the setting does not change.
Later on, we will deal with the case of additive transparency, where there are only two objects in motion and [6] . A velocity filter is allotted to each moving object: and (for example: ). The -times convolution operator allows to represent each image of a sequence presenting a phenomenon of additive transparency by (1) 1057-7149/03$17.00 © 2003 IEEE where and are the horizontal and vertical spatial coordinates. Index denotes the temporal sampling.
B. Brightness Constancy Assumption
The spatial Fourier transform of image sequence (1) is (2) Applying (2) to the three successive Fourier images , and and solving this system in order to suppress both transparent objects, retaining only the two filters with the successive images, leads to the following equation:
This is a nonlinear equation in and related to a second degree polynomial equation. It shows that the transparent motion is entirely symmetrical. It is possible to invert the filters and the objects without changing the equation.
Note that in the same way one can derive an identical equation, based on four successive images, when three objects are transparent (4) Such an exotic case can only be found in some particular situations. All the terms in this equation depend on spatial frequencies and . The last step consists of calculating the inverse Fourier transform while keeping in mind that the motion filters are Dirac delta distribution. This method leads to the extension of the brightness constancy assumption in the field of additive transparency (5) where and represent the velocity vectors of objects in transparency and . Equation (5) with null velocities and is the usual equation of the brightness constancy equation [7] . We chose the gradient-based approach to solve the extended version (5).
C. Motion Transparency Constraint Equation
In order to isolate the unknown parameters of (5), we perform a Taylor expansion on each velocity to its order (6) Equation (6) tends toward zero when tends toward infinity. In practice, the series of converges rapidly, particularly when images are previously smoothed. Thus, we consider only the first few terms in this expansion. When carried out to its first order, the Taylor expansion (6) is only composed of the sum of the two velocity components and which obviously forbid the estimation of velocity components. In this case, has to be superior to one ( in practice). Consequently, (6) represents the extension of the Optical Flow Constraint Equation (OFCE) to additive transparency.
D. Levenberg-Marquardt Solution
We saw in the previous section that the Taylor expansion is carried out to its second order. This development reveals some combinations of velocity components and their squares. Now, the polynomial and its square represent a part of a second degree polynomial space basis. Therefore, if a linear equation is required with (6) [8] , we have to estimate a vector of eight unknown quantities, as shown in the equation at the bottom of the page. Then the velocity components are calculated by solving two second degree equations. However, these unknown quantities are not independent because they are the parameters of a quadratic model. This problem can be solved by a nonlinear algorithm such as the LM one (see Appendix A). Only the four required unknown quantities (i.e., the velocity components) are estimated.
III. GLOBAL MODEL
The solution to estimate motion from (6) consists of minimizing an objective function by the LM algorithm (7) where , is a norm error and the spatial region within which the minimization is carried out. This is an ill-conditioned problem since we have 4 unknown quantities ( for each pixel) constrained by only residuals . One way to solve this aperture problem is to assume that motion is locally constant inside [8] . The four unknown quantities are then estimated by solving a system constrained by residuals. Such a local approach allows the velocities to be estimated but does not determine to which layer they belong. Indeed, in a window , two couples of velocities are found and , and in the following one two others and . Then, without any continuity information between windows, velocities can be paired in two different ways to determine which of the two objects a velocity vector belongs to. This method requires a posterior sorting technique.
One solution is to globally constrain the optical flow by a parametric motion model. This operation obliges a velocity vector to be coherent with its neighborhood and then solves the last indetermination. Moreover, when results of local and global methods are compared, we have found that both can provide equally accurate results. Thus, the components of velocity vectors are modeled as a linear combination of basis functions (8) where , are basis functions and is the motion parameter vector to estimate.
Some specifications are required before choosing the basis functions: To avoid adding a sorting technique, the basis functions have to be overlapped. This forces the optical flow to be continuous in the whole image. Basis functions are also required to represent a piecewise smooth optical flow since they exhibit smooth variations between discontinuities due to object boundaries and scene depth. For these reasons we use bases of B-spline functions [9] to model optical flows.
A. B-Spline Basis Functions
Let be a B-spline function of degree . Its analytical expression [9] is (9) where is the step function. This function is compactly supported on [0, ] and is made up of polynomial pieces of degree , joined with a smooth fit between the pieces (Fig. 1) . The complete B-spline basis of resolution level contains dilated and translated copies of the basis shape
The function subspace spanned by all linear combinations of is denoted , and contains all functions that are piecewise polynomials of degree , with simple knots at the integers (11) Fig. 1 . B-spline basis functions of degree n = 1, 2 and 3 at scale L = 3. Bases defined on a finite interval contain a few incomplete B-splines at the boundary. A basis of is roughly composed of functions plus a few extra basis functions required at the boundary of a finite interval. The total number of basis functions is . Note that the number of these incomplete functions depends on the degree of the B-splines used (Fig. 1) .
Using the B-splines, we create basis for resolutions , and lead to a decomposition of over a sequence of closed subspaces (Fig. 2) . The subspace is the coarsest level description and is included in the finer scale subspaces , . The representation of a function at a resolution may be expanded over the finer resolution subspace by the following relation:
The operator corresponds to an up-sampling by a factor 2, and is a filter kernel derived from the B-spline function [10] .
Finally, the two-dimensional scaling basis functions are defined by a simple extension of the one-dimensional case with the formula (13) where , and represent, respectively, the scale level, the horizontal and the vertical translation.
B. Velocity Model
We assume that the velocity field can globally be written as a linear combination of two-dimensional B-spline basis functions of degree at scale [11] (14) where is the two-dimensional scaling basis function defined in the previous section and . The motion model properties depend on two factors: scale level and degree . Obviously, the higher the scale level is, the better the model can fit details of the optical flow. However, at the same time, more unknown parameters have to be estimated, and the estimation process becomes unstable. In Section IV, we show how a coarse to fine strategy allows a high scale level model to be estimated in a stable manner.
The degree of the B-splines determines the order of the transformations that can be perfectly estimated. For example, using B-splines of degree 1 enables all affine transformations to be estimated, whereas using B-splines of degree 2 allows quadratic transformations to be handled. However, the spatial support of the basis functions grows as the degree increases (see Fig. 1 ) and the model is less efficient at catching localized and high frequency variations of the optical flow. Moreover, as the number of incomplete B-spline functions increases with , the number of parameters to be estimated grows too, and the estimation becomes unstable.
IV. RESOLUTION OF OFCE
In order to make the optical flow estimation more accurate, three steps are provided. Between these steps, each image used is warped by a bilinear interpolation according to the velocities estimated following (5). In fact, as one can see in (5), the brightness constancy equation is symmetrical according to the velocity components, which is why the quadratic terms are needed in (6) . However, these terms render the equation more nonconvex. By the succession of these three steps, we are able to break the symmetry which allows us to solve a linear equation and therefore avoids local minima. Finally, these different steps can be introduced into a coarse to fine scheme using the B-spline basis functions at different scales.
A. First Step
The motion estimation in image sequences is then equivalent to estimating the 4 unknown quantities which are the coefficients of the four velocity components. For that we minimize the quadratic error of (6) (15) where the sum is calculated over the whole range of spatial coordinates and . Due to , which is a nonlinear according to , (15) is minimized by searching for all coefficients such as (16) This is done with the LM algorithm (see Appendix A). To initialize the iterative algorithm we assign a random number to all , chosen from a uniform distribution on the interval [0,1]. The other input is the Jacobian matrix (see Appendix B) which is computed by deriving in (6) with coefficients . A problem in (5) occurs when the analyzed image sequence contains regions without transparency phenomena. In these regions, there is only one moving object, the other does not exist or is equal to zero. In terms of velocity, one velocity field is the true one but the other can be set to any value. A way to avoid this, without posterior operation, is to control the gradient textures. This piece of information is then contained in the Jacobian matrix, since it is composed of the product of the B-spline basis functions with the gradient texture (23). Thus, the diagonal terms of the square matrix required for calculating the search direction of global motion model coefficients (22), provide local measures of the gradient energy over the B-spline supports. When a B-spline function covers a uniform region, which is obviously the case if the texture is null, the corresponding element in is close to zero and then the associated motion coefficient is undetermined. However, this could be overcome by setting to zero the elements in that are less than a predefined threshold in . This operation is similar to the one used in least-squares solution by using the singular value decomposition when there are degenerated dimensions [12] . This operation permits the velocity to be set to zero when there is no transparent object in a region of an image sequence.
The result of this step is an estimation of for all .
B. Second Step
During the second step, the motion compensation technique is used to solve the OFCE in order to make the optical flows more accurate. The warping of image suppresses the symmetry of (5) when the second image splits into two images and (17) where , is the estimation of at the first step and is the new component to estimate or the error made on the motion estimation. (18) with . In practice, this equation is used like (6) with . Another estimation is performed with quadratic terms to ensure enough accuracy of the optical flow estimation before solving the following linear equation. The coefficients are estimated with the LM algorithm.
Expanding this new equation into Taylor series leads to
C. Third Step
In the third step, we use the same equation (17) as the step before, but this time we set so is equivalent to (19) Equation (19) is linear with four unknown quantities . It can be stated as a linear problem (see Appendix C). We use the iteratively reweighed least-squares algorithm [13] to reduce the influence of the outliers. This provides us with a more reliable estimation as it minimizes a function of the estimation error rather that the squared error. We choose the GemanMcClure function (Fig. 3) which is appropriate because it does not suppress outliers but only minimizes their influence. Thus it follows a global model, since all information should influence the estimation result. To invert this problem, we use the biconjugate gradient method and we iterate the step while the estimation error decreases. In this method, the square matrix is computed. Then, we apply the threshold used in Section IV-A on the matrix , in order to control the uniform textures. As observed, this threshold provides accurate estimations even if there is only a single motion in a part of the image sequence. 
D. Coarse to Fine Estimation
The algorithm is composed of three successive steps that can be performed at any scale level of the motion model. At this stage, accurate optical flows are required. However, using highdimensional motion models to fit the small variations of the optical flows could make the minimization problem highly nonconvex. In these cases, the three successive steps could lead to a wrong estimate or a nonoptimal one. Using a coarse to fine estimation allows the nonconvexity to be reduced and helps convergence to the optimal solution. Indeed, the function (15) becomes smoother at coarse scales and the deterministic procedure can track the solution from coarse to fine scales while avoiding local minima. The coarse to fine scheme needs a stopping criterion, which is not difficult to derive since the function has to be minimized. Thus, the second and third steps could be iterated until there is no convergence, specifically when becomes superior to , where is the current iteration, and passes into a coarse to fine scheme. The algorithm is summarized below.
• INITIALIZATION Affect a random vector to coefficients of (global model).
• First step at scale : Estimate the coefficients with the LM algorithm (Section IV-A). • Second step: Scale level . While , -reestimate the coefficients with the LM algorithm (Section IV-B) by using the warping technique, -do and project global model coefficients at scale level into a finer scale space using the reconstruction algorithm (12). • Third step: Scale level . While , -Solve a linear equation to accurate the motion transparency estimation using the iteratively reweighed least-squares (Section IV-C).
-do and project global model coefficients at scale level into a finer scale space using the reconstruction algorithm (12). Some choices have to be made at the different stages of our algorithm. The first one is a criterium to stop the LM algorithm. The usual solution is to let the algorithm converge to its solution. However, when image sequences are composed of objects taking all the images, problems occur on the borders because some information enters the analyzed region. Similar problems appear when sequences contain occlusions. In this case may not be negligible and the convergence to the solution could be long. Thus, we fix a maximum number of iterations:
. The second one is the degree of the B-spline functions used. The best results obtained according to the global model are reached by B-spline basis functions of degree , this is thus the degree used for all the results presented in the next section.
The third one is the threshold applied to the diagonal of the square matrices (Section IV-A) and (Section IV-C). In order not to lose the general idea, we chose a threshold proportional to the maximum element of the diagonal, therefore , where is one of the matrices. Finally, the algorithm explained in the previous section is somewhat long. Indeed, each iteration is itself composed of an iterated process. Moreover, the matrices used in these steps have, even if they are sparse, high dimensions, for example with , and images of size 256 256, the matrix used in the last step is a 65536 400 size one. Thus, for these complexity reasons (calculation time, memory, …), we just do one scale level for each step of algorithm (Section IV-D). The algorithm used for experimentation is composed of three scale levels , 2, 3, one for each step.
VI. EXPERIMENTAL RESULTS
In this section, we validate the method on two different kinds of image sequences: artificial sequences and natural sequences. We call a sequence artificial if the transparency is created by adding the gray level of two image sequences which do not contain transparencies. However, we refer to it as natural if the transparency is obtained by the reflection of an object on a transparent surface.
A. Artificial Image Sequences
This algorithm has been tested on two image sequences with known motions in order to quantify the estimation errors. The first one is made of two objects, Pepsi and Cameraman, added to the Translating Tree sequence [14] (Fig. 4) . The motion of Pepsi is pixel per image, collinear to the vertical axis. The motion of Cameraman is ( ) pixel per image. The motion of the Translating Tree sequence is a translational one, collinear to the horizontal axis, with an amplitude of 1.73 to 2.26 pixels per image. The estimation error is defined as Fleet's angular error [15] : (20) where and are respectively the estimated velocity vector and the true motion vector. This definition of the estimation error permits both magnitude and orientation error of the velocity vector to be quantified. Barron et al. evaluate in [14] the performance of different methods to estimate a single motion flow using Fleet's angular error. Results can be compared to those presented in [14] for the Translating Tree sequence and the Diverging Tree sequence used later. The errors shown in Table I are given for all the pixels in the image (a density of 100%). For the Objects, the true velocity vectors are set to zero in region without objects. In this sequence motion boundaries create errors as we can see in Table I . If we calculate the same angular error only on the full part of the objects, the results are 1.79 and 3.25 , respectively for the mean and the standard deviation. In this image sequence, we can see that the method is efficient when there are several objects in transparency.
The second sequence is composed of the superposition of the Translating Tree sequence and the Diverging Tree sequence [14] ( Fig. 5) in additive transparency. The motion of the Diverging Tree sequence is a pure zoom from the center of the image. Table II shows the angular error for all the optical flow. The use of basis functions allows an accurate optical flow to be estimated for the nontranslational transparency motions [ Fig. 5(c)] .
B. Natural Image Sequences
This method has also been tested on two natural image sequences. These sequences are obtained by a reflection on a transparent surface. The first one is named Transparency sequence [2] (Fig. 6 ). This sequence is composed of the reflection of a face on a piece of glass covering a photograph. Moving objects do not have a uniform translational motion but are uniformly accelerated. The second sequence is named the Monalisa sequence [16] (Fig. 7) . It is created by moving a movie camera to the right. The camera shoots a portrait covered by a piece of glass. A pack of muesli moving to the left is reflected. The importance of this sequence is the size of the pack of muesli which does not cover all of the portrait. In order to assess the results of the estimation, we have chosen to show the separation of two objects in transparency through the motion compensation method. The final result corresponds to two images representing the difference of the objects between moment and moment . The motion estimation is a good visual standpoint of the separation for these two sequences. We encounter problems only when the Taylor expansion reaches its limit: this is the case when the gradient is strong, for example at the borders of objects.
VII. CONCLUSIONS
We have described a velocity estimation method to deal with image sequences containing transparency phenomena. This technique is based on a new extension of the brightness constancy equation on three images of the analyzed sequence. To isolate the unknown velocities, this equation is expanded into a second order Taylor expansion providing our extension of optical flow constraint equation. Several problems appeared and have been solved: The Levenberg-Marquardt algorithm permits velocities to be estimated despite the nonlinearity of the last equation. Then, to suppress the aperture problem, a decomposition on a B-spline basis is carried out. Moreover the use of B-spline functions adds a continuity constraint and helps to separate the velocity fields. The objective function to be minimized is nonconvex. Thus, three steps are provided which lead to the estimation of a linear equation system and then avoid local minima. Finally, a coarse to fine scheme improves optical flows and also renders the objective function more convex. The results obtained on artificial and natural image sequences prove the efficiency of our new approach.
APPENDIX A LEVENBERG-MARQUARDT ALGORITHM
Let us define a model where is a parameter vector, the Levenberg-Marquardt algorithm solves the problem (21)
Denoting the Jacobian of as , this algorithm iteratively searches a direction to the current estimated parameters vector which is the solution of a linear set of equations (22) where is a stabilization factor, initialized to a small constant. It controls the search direction . This factor decreases or increases by a factor 10 depending on the sign of the difference: between two steps. The Levenberg-Marquardt algorithm [12] is then decomposed into three steps (Fig. 8) . The first one is an initialization. The second step, which inverses the linear (22), is made by the biconjugate gradient method [12] which solves the problem of form:
. This algorithm is highly appropriate for sparse matrices because its only calculations are some multiplications of and with vectors. The last step consists in updating the current estimation. 
APPENDIX B JACOBIAN MATRIX
In this appendix we describe the Jacobian matrix involved during the first step. We call and the spatial dimensions of the image sequence. This matrix can be seen as being composed of four blocks of size : . To construct each of these blocks, we have to write in a column vector form and derive it by the global model coefficient written in a line vector form. Then, for example, the element of the Jacobian matrix block is
with This development can be carried out in the same way for all the other blocks of the Jacobian matrix. The Jacobian matrix used in the second step is almost the same.
APPENDIX C LINEAR SYSTEM
This appendix is devoted to the linear system involved in the third step (Section IV-C) of the estimation. The vector and are obtained by simply writing and in column vector form. Now, the matrix , of size is composed of four blocks: . For example, the entry of the first block is (24) with The other block terms are obtained by a similar development.
