Chen, X. and T. Yamamoto, PCG methods applied to a system of nonlinear equations, Journal of Computational and Applied Mathematics 38 (1991) 61-75. In this paper, we consider a quasi-Newton iteration for solving a nonlinear equation F(x) = Ax + g(x) = 0 in R", where A is a symmetric positive definite matrix and g is a bounded continuous function. We discuss the PCG method with various preconditioners to solve the linear equation at each step of the iteration, estimate their condition numbers, and compare their computing time for a numerical example.
Introduction
In recent papers [2, 3, 7] , we have discussed convergence of the Newton-like method B(xk)(xk+l -x/J= -F(x,), k>O, (1.1) for solving the equation F(x) = f( x) + g(x) = 0 in a Banach space, where B(x) is a linear operator and f is differentiable, while the differentiability of g is not assumed. In this paper, as a model problem, we restrict our attention to a system of finite-difference equations P(x) =Ax+g(x) =o, XER", (1.2) in R", where A is an n X n symmetric positive definite block tridiagonal M-matrix denoted by so that { xk} converges to a solution of (1.2), if g(x) satisfies a Lipschitz condition (see [2] ). Here, we are interested in the preconditioned conjugate gradient (PCG) method for solving the linear system B(x,)y=(A++(x,))y=
at each step of the quasi-Newton iteration. We shall choose a preconditioner A4 based on the structure of A and fix it for all k a 0. Let D = diag( a,,), T = diag( T,) (block diagonal) and L and L, be lower triangular matrices such that L+L'=A-D and L,+L',=A-T.
Then the following matrices A4 are considered: respectively, under the condition that II are positive definite. As is well known, the PCG method converges rapidly if X,/h, is small. However, the total computing time throughout the Newton-like iteration may increase, since solving linear equations with coefficient matrix M may be necessary, which needs considerable amount of work if n is large. Hence, the total number of operations will be counted, and we shall show that efficiency of PCG methods applied to nonlinear equations depends not only on the preconditioning matrix M but also on the dimension n and a stopping constant E. Finally, in Section 4, the results are illustrated with a numerical example.
Construction of preconditioners
For the sake of simplicity, we denote +( xk), B( xk) and - They can be rewritten in the form M( y, -yI+ r) = 6, where 5 = Ay, -b and M is a symmetric positive definite matrix defined in (1.4)-(1.7).
We are now interested in constructing H, an incomplete block Cholesky factorization of A. Being motivated by the fact 
\ Qmf'ti,,

Then Z is a nonsingular &diagonal matrix and H can be written as H = T + L,Z + Z'L',.
Here Ai are computed by the following method (see [8] ). Let 'bl a2
Define two sequences { ui }, { ui } as follows: 
IUIl<IU21<
.** <l%nl, IV~l'I~1I' *** 'Ivml;
(ii) there exist positive constants s, o, Z, a" for which The linear difference equation z~+~ = (YZ~ + pzi_r has the general solution zi = sti + at;, where s and u are constants, and it is a simple matter to show that -1<t,<0<1<t,.
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For example, we have Furthermore, it can easily be shown that S, u > 0. We now obtain by induction that I ui I < z,-1, i= 1,2,..., m. In fact, if this is true up to some i > 2, then 1 u;+1 I < a I u; I +p I U,_l I < (YZ,_l + pq_2 = zj.
By the same way, we can obtain I q, I > . --> I u, ) and (2.4). 0
The following corollary justifies our procedure which approximates A;' by the tridiagonal matrix Aj. 
Estimates of spectral condition number and number of operations
Let P be an n X n matrix, X,(P) and A,(P) the smallest and largest eigenvalues of P, respectively. We discretize the nonlinear equation in Section 1 by the usual finite-difference method with h = l/(m + 1) and put n = m X m.
In this section, we estimate the spectral condition number
with different preconditioners M. We first consider the two cases A4 = I and M = A. Then we have the following corollary.
Corollary 4. Under the conditions of Theorem 3, as h -+ 0, we have (9 (P* +q*) K(D-'B) 2 (p* + qy(B) -+ 00,
(ii) we have
0)
IC(M-'B) >, ___ K(M).
Hence, to prove (i)-(iv), it suffices to estimate the lower bounds of X,(D), X,(T), A,(&) and X,(C,) and the upper bounds of h,(D), X,(T), A,( S,) and X,(C,). We obtain the following: (i) X,(D) > 2(p* + q*) and X,(D) < 2(p* + q*).
(ii) h,(T) > 2q, + 4 p,sin*iqh and X,(T) < 2q* + 4p*sin*:n(l -h). (iii) The matrix S, can be expressed as 
Hence 6, > h,(D-'A).
We have also This problem has a solution u( x, _y) = xy( x -l)( y -1) -0.025. We first discretize the problem by the standard five-point difference formula, and obtain a system of nonlinear algebraic equations. Next, we solve the system by the quasi-Newton iteration (1.1) and (1.3) combined with the PCG method, with preconditioners given in Section 2. We choose the initial values (x~)~ = 20( -l)i, 1 < i & n, and employ the stopping criteria I( r, 11 2 < lo-?
II J-(x!f+l) II co/II F(G) II m G 10 -5. Total computing times are shown in Table 1 , together with the number of iterations in Table 2 , where h: square mesh size (h = l/(m + 1)); n: interior Table 3 , together with the number of iterations in Table 4 .
According to Theorem 3, we give in Table 5 upper and lower bounds for K( A-'B) and K(B), respectively. Table 2 However, from Remark 6 and Table 1 , we observe that if the stopping constant e is not so small, then
Remark 8. From
T( APB) >, T( PB) ,, T( T'B) 2 T(B) > T( S,'B) ,, T( HPB) 2 T( C$B)
for larger n, where T( P-'Et) stands for the computing time for solving (1.2) by the iteration (1.1) with the preconditioner P.
Computations were carried out on the Apollo DOMAIN 3000 (single precision) at the Department of Mathematics, Ehime University.
