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Jet noise remains one of the most important problems in the aviation industry,
and its reduction is sought in the context of both commercial and military aircraft. In this
thesis, an investigation of the jet noise is conducted in terms of the effect of temperature
and Mach number on low frequency acoustic spectra. A low-order model derived from
the generalized acoustic analogy method via a low-frequency asymptotic approach is
utilized, where the mean flow and pertinent statistical quantities are obtained from RANS
simulations. The study involves a combination of seven acoustic Mach numbers ranging
from 0.3 to 1.5 and five temperature ratios (TR) ranging from 1 to 3. The model is
calibrated with existing experimental measurements of a Mach 0.9 and TR = 1 jet. The
results show that the sound pressure level increases with the increase in Mach number,
and decreases with the decrease in temperature ratios.
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CHAPTER I
INTRODUCTION
1.1

Motivation
For modern airplanes, the most significant noise is generated by jet engines

operating in different conditions. Jet noise is the noise generated by high-speed flows
exiting from the nozzle of a jet engine, usually at high subsonic or supersonic Mach
numbers. Jet noise became a growing concern in the fifties because the high-speed
exhaust gases from both subsonic and supersonic aircraft engines produce a tremendous
level of noise. This is particularly true for combat aircraft if the military bases reside
close to populated areas. Health concerns and safety issues also come into play, affecting
personnel working in the proximity to jet aircraft, even with wearing appropriate ear
plugs, headphones, or helmets. Moreover, with the trend to introduce supersonic aircraft
for commercial use, new noise regulations from FAA will be imposed forcing the engine
manufacturers to come up with new noise reduction technologies.
There has been more than six decades of active research in the aeroacoustics of jet
noise, wherein acoustic analogies and turbulent jet noise modeling approaches have been
introduced, and an astounding amount of literature in the field was presented especially
for subsonic jets. Designers and engineers have also reached the peak of engine design
regarding noise reduction. Ironically, no significant advancements in the theory of
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turbulence were made, which makes the problem a fascinating, yet challenging, field for
scientists and engineers.
1.2

Background
Aeroacoustics is a special branch of acoustics that deals with noise generated by

aerodynamic forces, turbulent flows and other unsteady motions originating in the flow.
Sir Michael James Lighthill is considered the founder of aeroacoustics, which started
when he developed the first aeroacoustics theory. Within this theory, he linked fluid
mechanics to acoustics by presenting a model of the acoustic field based on a rearrangement of the Navier-Stokes equations into the inhomogeneous wave equations and
a source. Lighthill introduced his theory by the time the first commercial airplane with jet
engines was introduced. Since then, an immense body of research has been dedicated to
the prediction and reduction of jet noise.
It is well known that jet noise ranks among the most intense and loudest noise
generated by an aircraft, and among all the human-generated noise sources. Turbulence
as the main source of noise in jets gives rise to high acoustic waves that propagate to the
far field. Thus, understanding turbulence is fundamental to the understanding and the
prediction of jet noise. Before the eighties, jet noise prediction and reduction relied on
scaling laws and experiments. CFD tools that were introduced afterwards were mainly
based on turbulent models based on Reynolds-averaged Navier-Stokes (RANS) or large
eddy simulations (LES).
Jet noise is the noise generated by the high-speed exhaust gases usually spreading
into a stagnant medium. A mixing layer then forms due to the difference between the two
2

velocities in the fluid, resulting in the mixing of the high exhaust with the surrounding
air, which produces small and large eddies. Mixing occurs when the disturbances and
instabilities grow into vortices. These eddies merge into each other forming large
structures that can travel far out in the streams. This process is referred to as the
“convective transport". Inside the large structures there exists what is called rolled-up
shear layers that further enhance the mixing and form small vortices. The tiniest eddies
provide a big contact area between the streams making them indistinguishable. Therefore,
we can say that the transport is promoted by the large scales, while the mixing is
accomplished by the small ones. The number of the turbulent structures with reference to
the size increases as Reynolds number increases. Depending on the Reynolds number, it
was experimentally proven that the flow becomes turbulent after about a radius from the
nozzle; then the flow extends to fill the jet after about four nozzle diameters. Inside the
potential core the flow remains laminar with no vorticity, and the velocity remains the
same as the exit velocity. The evolution of the flow as it reaches the transition region
defers since the growth of the mixing layer drops and enters a fully developed region
where the flow preserve itself. The maximum turbulent velocity is captured at the jet
centerline in the mixing layer and can be considered constant. In the fully developed
region, turbulence is restricted to a small region around the centerline. The large scale
coherent structures (eddies) are lengthened in the mixing region, which makes the
longitudinal correlation length almost double the size the correlation length in the radial
direction. The majority of the acoustic power comes from the mixing region especially
from the region located 8 to 10 diameters in the downstream. This is still questionable
since others believe that noise actually increases in the transition region.
3

If the jet is fully-developed, it was observed that the shear layer convective Mach
number plays a major role in defining the origin of the strongest noise. If this Mach
number is supersonic, the large eddies constitute the dominant source of noise that
propagates in the form of Mach waves. If on the other hand the convective the Mach
number is subsonic, the small eddies become important. For under-expanded jets, shockcells take place causing successive expansions and compressions, which generate a new
type of noise referred to as the broadband shock-associated noise or screech. If the large
structures heavily interact with the shock waves, screech noise is accompanied by strong
fluctuations in pressure that contribute to the fatigue of the nozzle lip. It was also found
that sometimes the afterburner duct and the screech tone resonate at the same frequency,
which can be fatal to the engine structure. The feedback process in screech noise involves
two types of sources. The first type arises from the interaction of more than one shock in
the shear layer with the turbulent eddies while the second type presents itself as a result
of the interaction of only one shock with the vortical structures, which gives the feedback
source. As far as the second type is concerned, there is a forward path taken by the
turbulent eddies generated by the instabilities in the flow. These eddies take most of the
energy of the flow and so they travel at about 0.65 times the jet velocity. When they
encounter a shock-cell they cause the evolution of immense disturbances that propagate
as sound waves. These waves can travel upstream following the second path through the
subsonic region of the shear layer. When they reach the nozzle, they trigger other
disturbances that propagate again downstream.
It is important, therefore, to understand and accurately predict jet noise in an
attempt to develop new noise reduction technologies.
4

1.2.1

Research and objectives
In this thesis, the focus is on studying the effect of the temperature ratio on the

low-frequency acoustic spectra calculated at small angles with respect to the jet axis. To
this end, the jet mean flow and several associated turbulent statistics are modeled using a
Reynolds Averaged Navies-Stokes (RANS) solver, while the acoustic spectra are
calculated using a low-frequency asymptotic analysis that was derived previously in the
framework of the generalized acoustic analogy. Within the parametric study, both the
temperature ratio and the Mach number are varied, in both subsonic and supersonic
regime. The comparison of the experimental and numerical results for Ma 0.9, TR 1
showed good agreement for low frequency spectra (up to St ~ 0.5). Hence, the lowfrequency asymptotic approach by GSA becomes a reliable tool for the prediction of low
frequency spectra. An investigation is then conducted, involving a combination of seven
Mach numbers (Ma= 0.3, Ma = 0.5, Ma = 0.7, Ma = 0.9, Ma = 1.1¸ Ma =1.3, Ma = 1.5)
and five temperature ratios (TR = 1, TR = 1.5, TR = 2, TR = 2.5, TR = 3). The RANS
simulations contour plots and curves comparing different temperature ratios for same
Mach number show a decrease in potential core length as we increase the temperature
ratio, also a decrease in SPL, maximum SPL and overall SPL. On the other hand
increasing the Mach number results in an increase in the potential core length.
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CHAPTER II
LITERATURE REVIEW
2.1
2.1.1

Aeroacoustics
Direct Methods
Direct methods basically solve directly the Navier-Stokes equations that govern

both the flow and the acoustic fields. Since they are exact, solving them would account
not only for the flow itself but also for the acoustic phenomena that accompanies it. So
far, only simple cases where DNS are used to solve for the whole domain are feasible.
This is because of the broad difference between the acoustic and flow field scales, which
makes direct methods numerically very costly, time consuming, and inefficient for
complex engineering problems. In direct methods, the Navier-Stokes equations are used
to solve for almost the entire domain: the source region, the near and far-field, taking into
account that the numerical resolution should be very good to account for the differences
between the length scales. Although this method is not able to solve for complex
problems, it provides databases for testing new simplified methods and approaches.
The two main direct methods are direct numerical simulations (DNS), where all
the scales are captured and solved, and Large Eddy Simulations (LES), where only the
large eddies are directly solved, while the small scales are modeled. Sound for both
methods is calculated directly from the solution, based on the resolved eddies.
6

As an example, a simple case simulated using direct methods is the compressible vortex
pair considered by Mitchell [1]. The calculation was performed using the transient
Navier-stokes equations, where the domain was stretched in the far-field. Vortices in a
mixing layer were considered by Colonius [2]. Direct Numerical simulations were
conducted to get the near-field sound source information. The acoustic field was resolved
using Lilley’s acoustic analogy. He observed that the source term can cause problems
when it comes to the accuracy of the acoustic field if it is not identified appropriately.
Goldstein [3] formulation of the acoustic analogy with a quadrupole source on the righthand side showed good agreement with the results from DNS computation.
Numerical computations using direct numerical simulations for subsonic and
supersonic jet flows were performed by Freund [4], [5] to predict the near sound field. He
used inflow condition from another jet case to avoid the inclusion of the nozzle in the
calculation. Freund noticed non-linearity in the far-field, which was taken into account
using the linear theory. This was possible because the supersonic Mach number is
relatively low (M=1.92), and no boundaries are present in the simulation. In the presence
of any boundaries or with the increase of the Mach number the linear theory is no longer
sufficient.
Direct numerical simulations of the transient incompressible Navier-Stokes
equations were conducted by Ran [6] to generate a sound field from a vortex ring.
To excite the turbulence in the ring, disturbances of stochastic nature were used at the
inflow boundary. Rowley [7] also adopted direct methods. He solved The Navier-Stokes
equations using a domain sufficiently large to support not only the source region but also
7

part of the radiated sound field. This was established to capture and study the instabilities
that resonate in a cavity flow. Barone [8] considered a fine grid employing finite
difference methods of high orders to solve for the Navier-Stokes equations and the
unsteady scattering problem separately. He implemented the time harmonic propagation
of sound wave using linearized Euler equations. The purpose of his study was to simulate
the supersonic case of a shear layer in the presence of a lip. This was a contribution to the
investigation of the feedback of shear flows.
Direct methods, although more accurate than others methods, are still not feasible for
complex cases, and alternative approaches are presented and discussed in the next
sections.
2.1.2

Hybrid Methods
Hybrid methods, also referred to as indirect methods, follow the main idea of

separating the two phenomena associated with noise generation and propagation. The aim
of this approach is to be able to use suitable approaches and numerical techniques for
each domain. The use of acoustics analogies or any other model for acoustics require the
identification of the source term, which can be achieved by solving for the sound
generation part. At this stage, direct methods are desired, like the Reynolds Averaged
Navier-Stokes (RANS) simulations to get information about the source term. Once the
source term is identified, it can be implemented in a desired model to get the sound
results.
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Lighthill’s acoustic analogy, in which the Navier-Stokes equations are rearranged
into a wave equation with a source term on the right-hand side, is very effective
especially for the perdition of the sound propagation to the far-field. The work that
followed was almost all based on the original analogy belonging to Lighthill. The original
Lighthill’s analogy was derived mainly to deal with jet noise. However, Ffowcs-Williams
and Hawkings [9] generalized the original work to include any kind of rigid boundaries
and surfaces.
Kirchhoff [10] introduced the idea of surrounding the source term by a surface,
where noise can be predicted on both sides of the boundary based on the wave equation.
The integral method presented by Kirchhoff [10] proved to be very useful, and it was
therefore used in a wide range of applications. Both Kirchhoff’s and Ffowcs WilliamsHawkings methods facilitate the calculation by replacing volume integral calculations
with the surface integral computations of both dipoles and monopoles. Gamet [11] and
Uzun [12] chose to implement integral methods presented by the Kirchhoff’s and Ffowcs
Williams-Hawkings for the propagation of the sound-field after generating the sound
sources to calculate the far-field noise, using large eddy simulations. The use of these
methods numerically is not straightforward. The task becomes more challenging if the
effect of the flow on the noise source is considered (Goldstein [13]). Another
disadvantage that comes with the use of these approaches is that they do not take into
account any boundaries that are usually encountered in real life and that affect strongly
the acoustic field. These issues were circumvented by employing Linearized Euler
Equations (LEE) along with the Boundary Element Method (BEM). Bailly and Juve [14]
9

adopted this method to predict sound generated by some subsonic flows. They managed
to get the source term necessary for the Euler equations along with the velocity field.
Billson et al. [15] used RANS simulation to generate a transient velocity source
field necessary for the assessment of the source terms that are implemented in the
Linearized Euler Equations to obtain the sound field. The attempt for these computations
was made under high Mach and Reynolds numbers conditions. To give a validation to the
Linearized Euler approach, Bogey et al. [16] chose to solve for cases that already have
solution using The Navier-Stokes equations. They commutated the far-field acoustics
using the LEE along with aerodynamic sources. The results showed that the method is
accurate for shear flows.
Another approach that proved to be reliable for solving sound fields is the
Boundary Element Method (BEM). The major idea behind this method is to include the
boundary conditions into the integral equation, by considering it first as a solution to the
flow field (Estorff [17]), which is more convenient for problems that require the use of
Green’s function.
Sound waves can propagate nonlinearly even in the far-field (Bogey and de
Cacqueray [18]), making the use of linearized approximations inadequate for these
computations. As an alternative, new approaches are formulated in which boundary
values are used to bring information from the source region to the sound field.
In Bogey and de Cacqueray [18] study, through a penalization region, the Navier-Stokes
equations were coupled with the nonlinear solver.
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Hybrid methods represent a good alternative to direct methods that are still
computationally unfeasible especially for complicated problems involving complex
domains. However, more work and new approaches are needed to improve upon the old
approaches
2.2

Acoustic Analogies
The study of noise is based on what is called the acoustics analogy first

introduced by Lighthill [19]. Lighthill’s acoustic analogy theory set the basis for noise
prediction and emission from turbulence. In this theory, the Navier-Stokes and continuity
equations are rearranged to form the inhomogeneous wave equation. There has been a
sustained effort to develop a complete approach for noise generation by turbulent flows.
The difficulty arises from two main reasons: the first is due to the complexity in
constructing empirical models from experiment, especially for high speed jets (this is due
to the fact that the governing equations are non-linear and the energy of sound represents
a small portion of the flow energy); the second comes from the disagreement between
scientists about predicting the noise generation by turbulent flows. However, a significant
body of research in the study of noise has been accomplished. In the last decades,
numerical simulations using direct numerical simulations (DNS) and large eddy
simulations (LES) played an important role. The main issue with solving Lighthill’s
equation is the need for at least some partial knowledge about the source term.
Nonetheless, this remains impossible (at least as of today) since it contains the turbulent
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fluctuating flow, which would require an accurate solution to Navier-Stokes equations
governing the flow, which is known to be currently unfeasible.
Lighthill’s acoustic analogy theory is very fundamental in a sense that it is only
used as a basis, while extra effort should be invested to provide the right-hand side
(source term). Many attempts were made to quantify it through adequate assumptions.
The fascinating part about this theory is that it can be accomplished without any prior
information about the sound field.
Lighthill's equation allowed for more understanding of some of the effects and
phenomena associated with noise generation and propagation. Some researchers managed
to find other alternatives to the original acoustic analogy, which in some cases, was found
to be incorrect, as shown by Lush [20] in his experimental studies. The features of jet
noise sources had always been a subject of continuous conflicts, and many acoustic
analogies were presented giving different descriptions to the source of noise. What
increases the difficulty for the foundation of any acoustic analogy was the account for the
space and time correlations in the flow, which is most of the times difficult. Lilley [21]
introduced an alternative theory that, unlike Lighthill’s acoustic analogy, explicitly
revealed the effect the mean flow has on the acoustic waves. Later, Ribner [22], Ffowcs
Williams [23], Goldstein & Rosenbaum [24] and many others presented interesting
variants of the original acoustic analogy theory. A famous discovery of Lighthill that
proved correct for many jet noise experimental data is the eight-power dependence on jet
velocity. The Reynolds shear stress also referred to as the quadrupole source caused this
12

dependence, this is the case only for cold jets. Lilley also came up with an impressive
result. For hot jets, another source of noise arises, in the form of a dipole. Lilley [25]
presented an estimate of the ratio of these two noise sources; quadrupole and dipole
sources. He found that the dipole source is much powerful than the quadrupole source.
Morfey [26] supported Lilley’s idea on the existence of an extra dipole source for
heated jets. Tanna [27] agreed with Lilley's work and supported the idea that the power
varies 𝑎𝑠 𝑣 6 . However, Fisher et al. [28] stated that the second source that arises in
heated jets gives a 𝑣 4 and not a 𝑣 6 dependence. Also, in his study, Fisher said that
increasing jet temperature weakens the contribution of the quadrupole source. A general
model that includes a contribution from three sources, quadrupole, dipole and monopole,
was presented by Lilley [21]. Each source has its own coefficient, and depending on the
kind of jet, the mean parameters used and assumptions made, these components and the
exponents associated with each source vary. In his experiments, Morfey et al. [29]
attempted to develop a more understanding of these three sources to examine the
circumstances and assumptions under which a source is more dominant than the other. In
general, he found out that the speculation that the dipole and quadrupole sources with
definitely no coherence approximated better the empirical data. Tanna et al. [30],
considering again hot jets, preferred to completely ignore the contribution from the
monopole source, keeping only the dipole and quadrupole sources with a slight change in
the coefficients associated with them. According to his results, this suited better the
experimental data. Unlike Fisher [28], Morfey also considered that the quadrupole source
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and temperature are independent, meaning that there is no influence from the temperature
on this source.
Goldstein [31] presented a new generalized acoustic analogy (GAA) with a
different view of the source term, with more accuracy especially when it comes to noise
radiation and propagation in non-uniform mean flow. Goldstein built a source term that
accounts for the residual stresses together with the linearized Euler equations. This is an
alternative to Lilley's approach when dealing with sound propagation since Lilley [3]
restricts the propagation of sound by only taking into consideration the radial direction as
mentioned in Colonius et al. paper [2]. In his derivations, Goldstein came to the
conclusion that it suffices to only keep the quadrupole and monopole source in the
equations. He derived an inhomogeneous Euler equation that was linearized about the
mean flow. Further manipulation of the original equations led to the discovery of other
sources by eliminating the mean flow parameters from the right hand side. These sources
represent what is called the "self-noise".
In his work, Goldstein [31] demonstrated that there is an exact formula that can
link both the far-field spectra and the convolution product of a propagator (this
propagator takes into account the interaction in the mean flow) with a generalized
Reynolds stress auto-covariance tensor (which takes into account the turbulence in the
region surrounding the source). For a specific form of the linearized Euler equations, the
propagator is dependent only an adjoint vector Green’s function and the mean flow. Tam
and Auriault [32] were the first to present and use the adjoint solutions in order to link the
14

radiated sound and source statistics. The GAA formulation of linear adjoint problem
makes the calculations of the radiated acoustic field easier. For multiple number of cases
concerning axisymmetric round jets, the method proved successful for multiple Mach
numbers and observation angles (Goldstein & Leib [33], and Afsar et al. [34]). To
remove the critical- layer singularity that takes place at small observation angles,
Goldstein & Leib [35] formulated a composite solution to the adjoint vector Green’s
function. When this angle tends to zero, most of the noise comes from the radial
derivative to the adjoint vector Green’s function Fourier transform for the momentum
perturbation in the streamwise direction. From a physical point of view, this is because of
way the component in the streamwise radial direction of the Reynolds stress autocovariance tensor multiplied by the component of the commensurate propagator behaves,
which allows for jet noise prediction at small observations angles to be accurate.
2.3

Jet noise
Obviously, there is no clear general agreement upon the nature and sources of jet

noise. This confusion directed the noise reduction mechanisms towards size manipulation
of the jet engine, which resulted in the reduction of the speed of the jet, keeping the same
thrust load. This significantly reduces the noise according to the power dependence cited
above, especially the one presented by Lighthill with the eight-power dependence.
In 1963, Ffowcs Williams [23] was the first to present and elucidate the effects
the vortical structures have on jet noise after being transported by means of convection.
On the whole, when the propagation effects are explicitly expressed, they give more
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accuracy for noise prediction. For high-speed jets, directivity becomes more important
with the anisotropy viewed in the turbulent properties or jet turbulence in general.
Therefore, depending on the angle with reference to the flow, jet noise propagation is
altered. This was numerically examined in papers by Viswanathan [36] among others and
Freund [5] who also noticed that jet turbulence properties change with respect to the
angles of observation, which makes the study of noise even more cumbersome. This
anisotropy in turbulence arises especially for supersonic jets.
In the beginning of the 70's, scientists started to observe some kind of coherence
and consistency in the vortical structures that exist in a turbulent flow. The large eddies
are generated in the shear layer, then they develop and grow downstream. These large
vortical structures result from the instability waves that evolve in the shear layer (these
instabilities are also called the Kelvin-Helmholtz waves). Around the end of the potential
core, these large eddies grow rapidly and continue to propagate in the jet centerline
direction coherently. With the help of mixing and energy cascading these structures
diminish. The coherence that exists in turbulence was first denoted for by Crow and
Champagne [37]. Since then, the participation of large and fine-scale structures in jet
noise generation and propagation is accounted for in various ways. For heated jets, in
both subsonic and supersonic cases, the large structures travel at high subsonic or
supersonic speeds, contributing to the large portion of noise generated. Over the years,
numerical and experimental studies were conducted to validate and account for noise
generation by the large coherent structures, also referred to as the instability waves. Some
of these studies were conducted by Tam [38], Michalke and Fuchs [39], Morris [40],
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Moore [41], Ffowcs Williams [42], and many others. A voluminous body of work was
performed, which led to the observation of the self-similarity in the jet noise spectra. The
two types of vortical structures, the large and small eddies should also acquire this selfsimilarity. These observations were presented by Tam and Chen [43], Tam el al. [44] and
others. The dominance of one scale on the other depends on the jet exit velocity,
temperature and the observation angle.
There have been significant accomplishments in jet noise generation mechanism,
but the findings may be contaminated due to the validations that were based on
incomplete databases. This weakness comes from the conditions under which this
empirical data were performed, the way the data were collected, and the quality of the
instrumentation. These limitations were discussed in Viswanathan's papers [45], [46]. By
performing different experiments using different nozzle diameters with good estimations
and scaling, jet rig noise was somewhat accounted for comparing the resultant data. This
led to the establishment of a new database with new scaling laws. In his new database
Viswanathan [47], [48] showed that taking into account the jet temperature is important.
A more extensive analysis of this matter was reported in another paper of Viswanathan
[49]. In another study, Viswanathan [50] gave a clear example of the difficulty that
presents itself when it comes to generating a clean database for the sound spectra. He
observed that the difficulty increases when gathering clean database for law subsonic
Mach numbers. Also, the region around the parabola peak in the spectrum becomes
tighter with the decrease in the observation angles (see also Tam et al. [51]). Another
complexity with noise generation and propagation that takes into account the change in
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spectra shape with the change in the observation angles was studied. The claim is that for
large angle, the contribution from the large vortical structures increases. In his paper,
Fisher et al. [28] came to the conclusion that there is an increment in the noise level with
the aft angles.
Basing their work on Lilley's equation, Tester and Morfey [29] managed to
establish an analogy that takes into consideration the effect of the mean flow on jet noise.
They generated a new database containing new scaling laws. Lighthill and Lilley's
acoustic analogies cover noise generated by moving source. The noise level is high in the
source direction of motion. The work of Tester and Morfey [29] pointed that there is a
Doppler shift when it comes to the frequency. Lush [20] strengthen this idea by
comparing the empirical data with the predicted results at aft angles. The difference was
immense. Viswanathan [48], [49] showed the efficiency of the new established scaling
laws, and that their power comes from the fact that the temperature ratios must be
regarded as independent parameters. The power dependence and the argument about the
sources is still a subject of investigation since the experimental data on which the
analogies were based are contaminated and are replaced by new scaling laws.
Although the original work regarding the source mechanisms was incomplete and
questionable, it set a reasonable basis for future work. The improvement regarding the
quality of the experimental data that can be generated and the numerical simulations
helps setting new mechanisms for the source terms.
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The fundamental goal behind the study of noise and understanding its mechanism
is to figure out better ways to reduce it. Seiner [52] presented a new approach to noise
reduction, where he suggested the use of global velocimetry to catch the Reynolds
stresses present in Lighthill's equation, mainly the stress tensor terms. Seiner presented a
new relation that allows the differentiation in phase between two components: the
turbulent strain and the rotation rate tensors. The two terms are a result of the
manipulation of Lighthill's results. Along with this achievement, Seiner also presented a
dynamic model framework, which was applied to noise reduction model and discussed
the newest results concerning an actuator for control input. The dynamic system can
enable further studies of a scheme for noise reduction based on suitable algorithms to link
turbulence to noise generation.
Venkatakrishnan [53] carried out an experiment concerning the effect of water
injection into the jet with the objective to reduce the noise. The idea is to inject a small
amount of water into the jet coming out of a converging-diverging nozzle at a supersonic
speed that reached M=1.44. The water flow was aimed to interact with the shear layer
and did not exceed 5% of the jet's mass flow rate. The injection of water had clear impact
on the flow of the jet. It changed the turbulent structure of the jet flow by reducing the
velocity r.m.s by up to 30%. The shear stresses did undergo a huge change in their peak
value that reached 40%. Reduction in near field noise level ranged between 2 and 6dB
depending on the experiment settings. Another experiment performed under different jet
parameters (M=0.9) with an exit velocity of 525m/s, provided a significant reduction in
the far field acoustics by 6dB.
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For supersonic jets the most dominant source of noise is considered to be the
instability waves propagating downstream. Dahl & Morris[54] studied instability waves
in a coaxial jet for the supersonic case. Is their paper, they illustrate the methodology
adopted for the prediction of noise from the large eddies. Unlike earlier works, the
method emphasized in their paper is practical in a way that it requires only the jet exit
conditions for noise prediction, and generates results for both the near and far field. The
mean flow parameters are presumed from a simple turbulent model along with a
boundary layer equation solution. The Rayleigh equation when solved locally helps
figuring out the instability waves growing on both shear layers: the inner and outer one.
Dahl [55] published another paper dealing with aeroacoustics of jets for the same
case: coaxial supersonic jets. The main purpose of this work was the prediction of noise
produced by supersonic coaxial jets with varying operating conditions. In his study, Dahl
somewhat adopted the same approach as Tam & Burton [56], by using a matching
procedure of the solution to the instability wave to the acoustic solution outside the
mixing layer. Establishing the mean flow parameters is important to this process although
challenging for supersonic coaxial jets when an analytical approach is desired. Thus,
Dahl developed a numerical scheme that could satisfy these properties. For his results, he
compared various coaxial jets keeping the area ratio constant. If the external jet flow is of
a higher temperature in the stream inside, a decrement in noise level can be observed for
jets that are of a normal velocity profile relative to the single equivalent jets. For jets of
inverted velocity profiles no noise reduction is observed and further studies are to be
considered.
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Tam and Burton [56] addressed the issue of sound produced by instability waves
in a supersonic flow, and showed that some theories do not hold at high Mach numbers.
Such theories are the locally parallel-flow hydrodynamic stability theory and the multiple
scales method. A more convenient global method was introduced using the method of
matched asymptotic expansion. The two methods, the multiple scales and the matched
asymptotic expansion, were compared to each other. The results from both methods were
almost the same, given that both are based on completely different assumptions. The first
solution method is based on the fact that the instability wave is local in the mixing layer
and the global nature of the whole problem is considered only with the presence of the
wave amplitude variation in the flow. The proposed global solution takes into
consideration the entire physical space that includes both the instability wave and its
associated noise as a whole.
Direct numerical simulations (DNS) have been also used to predict jet noise.
Colonius [2], for example, predicted the noise radiation from the mixing layer to generate
a small fraction of the acoustic field and near-field domain. The phenomenon of vortex
pairing was observed when solving the near-field region based on Lilley’s acoustics
analogy. For the first time, Colonius presented a verification of the Lilley’s equation
using DNS results. The author also investigated the contribution of each term in acoustic
sources for Goldstein and Lilley models, and concluded that one need to be prudent upon
neglecting any of the terms. Goldstein [57] presented a simplified form of Lighthill’s
analogy making it much simpler with the possibility of modeling the parallel mean flow
21

along with the mean shear. Even for low Mach numbers it was observed that the compact
quadruple source do not give a good representation of the sources.
Papamoschu [58] studied coaxial jets, and examined the general acoustics of
perfectly, over, and under expended jets, by performing experiments on low-density,
supersonic, axisymmetric jets under the same pressure conditions. He also inspected the
effect of a subsonic co-flow on the noise level implemented under conditions that impede
any Mach wave radiation. The results were as follows: in the far-field, noise is
independent of pressure at the nozzle exit, and it varies only as function of the Mach
number and the fully expended velocity; screech and broadband shock noise were
observed in the lateral direction, and their generation is a result of some imperfect
expansions; the inclusion of the co-flow produced significant decrease in screech noise
level that increased the noise by almost 10 dB in some cases; noise reduction is improved
when the velocity is fully expended, and this reduction can go as high as 18 dB for a
certain range of frequencies. Decrement in the noise level was in both the peak direction
emission in almost all range of frequencies but not for some low ones, and the lateral
direction where the screech tones resulting from the imperfectly expended jets are
shortened. The implementation of the co-flow was also beneficial for the noise radiating
in the lateral direction. For some jet cases, however, the injection of a co-flow was not
favorable, and needed more investigation.
The previous studies did not provide much insight about under-expended jets. A
more specific paper by Chang & Jorgenson [59] considered the computation of screech
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tones in the near field for supersonic under-expended jets. The numerical simulations
were performed on a sonic nozzle emitting an under-expended circular jet, by using the
Navier-Stokes equations discretized via Space-Time CE/SE method. The acoustic
numerical results agreed well with the experimental data, which validates the liability of
these schemes that were coupled with buffer zones to cancel any kind of reflections due
to numerical calculations. The Space-Time CE/SE method was also adopted by Wang
&_Chang [60] to predict the propagation of sound with both the presence and absence of
shock waves.
Screech tones were studied in details in a numerical investigation by Manning
&_Lele [61]. Their paper examines the mechanism by which noise is generated due to the
interaction of high amplitude instability waves with the shock. The numerical experiment
was set up to couple a standing oblique wave with an instability shear layer. Linear
concepts are sufficient in describing the noise generation mechanism. It was found that
depending on the instability wave amplitude, the sound generation mechanism varies. It
was found that a saturated mixing layer model is capable of the production of the overall
behavior associated with noise generation. Also, when geometrical acoustics were
utilized they proved that the shock waves that propagate as shock-associated noise are a
result of the refraction mechanism characterized by some kind of unsteadiness. It is the
source mechanism for instability waves of high amplitude that give rise to the high
fluctuations.
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Sound refraction by the mean flow in a jet was explored by Tam & Aurialut [62].
A new path was considered to resolve and study the refraction effects using the
reciprocity relation and the adjoint Green’s function. The adoption of this new technique
proved to be simple and computationally inexpensive. A cone of silence was observed
which was a consequence of the propagated noise that is deviated due to the mean flow
effects.
It is generally agreed upon that the large vortical structures play an important role
in screech tone amplitudes. This was the subject of the study by Krothapalli &_Alkislar
[63], where it was found that the high screech tones intensity is present where the large
eddies exhibit coherence and dominance in the shear layer. The interaction between the
large coherent eddies that are also of high vorticity with the shock cell result in large
turbulent fluctuations that give rise to the screech associated noise. In general, there is a
clear interrelationship between the screech tones intensity and the presence of strong
coherent large vortical structures and shock cells. Screech tones were also studied by
Ching &_Hultgren [64]. In their numerical experiment based in the CE/SE method, the
case of a typical axisymmetric circular under-expanded jet was considered, and the nearfield screech tones were numerically investigated. Under the specific condition of Mach
number 1.19 fully-expanded jet, the feedback system was built automatically without the
need for any other mechanism. Comparing the numerical results with the existing
empirical data a good agreement found.
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Tam [65] investigated the distribution of the sources in supersonic jets, inspired
by the previous work of Schlinker et al. [66], who first observed the existence of two
distinct sources of noise in a supersonic jet. The two sources are mainly associated with
large turbulent scales that generate noise in the form of Mach waves, and the fine-scale
turbulence which is the leading source of noise in the region outside the Mach cone, and
propagate in all directions. Tam and Auriault [32] introduced a theory that allows the
perdition of noise generated by the fine scale turbulence. The comparison of the
achievements of Schlinker et al. [66] with the measured data showed a good agreement
between the two.
Groschel [67] investigated the impact of jet temperature and Reynolds number on
the jet noise spectra or the acoustic field in general. One single cold jet under transonic
conditions (M=0.9 and Reynolds number of 3600) was computationally considered along
with two other coaxial heated jets of the same Mach number, but with two different
Reynolds numbers. A large eddy simulation (LES) algorithm was adopted with a twostep approach, and the acoustic filed was predicted via the acoustic perturbation
equations. The results generated for the cold case agreed with the results from the
literature (see, for example, Freund [5], Stromberg et al. [68], and Bogey [69]). For
heated jets a better fluid mixing was observed that was justified by the existence of
temperature and density gradients. In heated jets, noise from entropy fluctuations was
also noticed, contributing significantly to the noise in the 90 degrees’ direction.
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Noise sources within coaxial heated jets are also investigated in a paper by Kohl
[70]. A hybrid acoustics approach was selected to support this study and a non-uniform
density field was set up to examine its effect on heated and cold coaxial jets. Using LES
and the acoustic perturbation equations (APE) solutions, it was found that for the far field
acoustic waves there is an inhomogeneity in the density accompanied by numerous shear
layers that had a big impact on this region. The temperature gradient also had an essential
effect on the mixing layer when it comes to the local sound speed. Moreover, the hot
primary flow has a tremendous effect on the noise spectra in the near field. More studies
regarding turbulence mixing are needed for further understanding of noise sources.
Morris [71] established a relationship between the density spectra in the far-field
and frequency spectrum of the fluctuations due to pressure. For the near-field, only the
contribution from the fine-scale similarity is accounted for. For the far-field, the
contribution from both scale similarities was considered and decomposed. It is still
questionable whether the sound radiated in the direction of the peak radiation is mainly
due to the growth and progression of the large vortical structures and not from the
refraction occurring in the mean flow coupled with the source convection. For the near
frequency spectra, it was shown that under different jet operation condition a similar
pattern is observed.
Tam [72] conducted a further analysis of the large and fine scale noise generation.
He interrogated the way or mechanisms by which these eddies radiate sound. Large
eddies are found to radiate noise in the form of Mach waves. An expansion in the
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frequency spectrum due to the amplitude modulation is found to be responsible for
sending large eddies that travel at subsonic Mach numbers and so generate Mach waves.
Sound radiation in the peak direction data from both experiment and computation show
good agreement with the Mach wave radiation direction hypothesis. He also noticed that
the source responsible for Mach wave radiation cannot be stationary or localized. Sources
of noise in heated jets were the subject of the paper written by Khavaran [73]. The paper
primarily inspects the role the temperature fluctuations play in the aerodynamics noise,
and examine the performance of each source component regarding noise generation. The
study is based on the generalized acoustic analogy (developed by Goldstein [31]), where
the Euler equations are decomposed into a part responsible for the generation of the
fundamental flow and a second part that accounts for acoustic wave propagation. RANS
simulations were chosen for computational implementation. More work is needed to
validate the RANS model prediction for temperature fluctuations.
Karabasov [74] looked into the effect the progression of the mean flow has on the
sound generation and propagation. RANS computations were performed independently to
generate the mean flow, then using an adjoin Green’s function a solution to the frequency
domain was obtained that models noise propagation in an axisymmetric mean flow. This
numerical procedure was established to examine the noise propagation from quadrupole
type sources. A small scattering effect was observed from both the nozzle and mean flow
refraction at an observation angle of 90 degrees. At small angles, they observed an
amplification of transverse quadrupoles. When a study of sound from a turbulent jet was
set up with the assumption that the quadrupole source 𝑇𝑖𝑗 is isotropic, the mean flow was
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found to have insignificant effect on sound propagation. When isotropy was considered
only in the cross-correlation of the quadrupole sources no transverse quadrupoles were
observed.
Goldstein et al. [33] built an asymptotic solution to the adjoint vector Green's
function problem of GAA theory. In contrast with the low frequency asymptotic in a
parallel flow, they used a slowly diverging jet flow in which the spread rate is an
asymptotically small parameter (which is the case for almost all jet flows). They stated
that the only condition that results in leading order changes to the acoustic spectrum is if
the Strouhal number and the jet spread rate are of the same order. The results obtained for
the adjoint vector Green's function and the dominant 'streamwise-radial' propagator
component discussed above were different compared to the parallel flow calculations the
hall jet. Following on from Goldstein et al. [35], Afsar et al. [34] evaluated the
asymptotic solution using Reynolds Averaged Navier Stokes (RANS) mean flow
solutions that he implemented to obtain the adjoint Green's function and the dominant
propagator term in the GAA equations. Their numerical outcome affirm the capability
and accuracy of the low-frequency asymptotic approach for the far-field sound
calculation. When the peak Strouhal number (St ~ 0.5) is exceeded the predictions
decrease rapidly.
The approach outlined in Afsar et al. [34] is applied within this research to study
the effect of heated jets on the low frequency acoustic spectra.
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CHAPTER III
METHODOLOGY
3.1

Reynolds Averaged Navier-Stokes Approach

3.1.1

Governing equations
As mentioned before, DNS is very accurate in the sense that it captures every

small detail in the flow that is sometimes not very practical in engineering applications.
Therefore, an approximated or an average solution of the exact solution is preferred.
In turbulent flow, any variable can be represented as the sum of the mean or
averaged value and the fluctuating value. To get the desired averaged values, one should
solve for the Reynolds Averaged Navier-Stokes (RANS) equations instead of the full
Navier-Stokes equations. Note that the RANS equations provide the time averaged
quantities only, while the turbulence effect is modeled using statistical turbulence
models. The averaging operation that produces the RANS equations result in what is
called the Reynolds stresses (average of the product of the fluctuating values) that also
need to be modeled. The equations implemented to model the Reynolds stresses define
the type of the turbulent model used.
Through the averaging operation, the velocity components 𝑈𝑖 (𝑖 = 1,2,3) can be
written as:
𝑈𝑖 = 𝑈𝑖 +𝑢𝑖

(3.1)

with
∆𝑡

1

𝑈𝑖 = ∆𝑡 ∫𝑡 𝑈𝑖 𝑑𝑡
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(3.2)

where ∆t is the time scale taken to be large for the turbulent fluctuation and at the same
time small compared to the time scale in the integration of the equations.
The original governing equations are given by:
•

the continuity equation:
𝜕ρ
𝜕𝑡

•

+ ∇ ∙ (ρ𝑈) = 0

(3.3)

the momentum equation:
𝜕ρU
𝜕𝑡

+ ∇ ∙ (ρ 𝑈 ⊗ 𝑈) = −∇𝑝 + ∇ ∙ τ + 𝑆𝑀

(3.4)

with τ the stress tensor related to the strain rate by the equation:
2

τ = µ (∇U + (∇U)𝑇 − 3 δ∇ ∙ U)

(3.5)

and ρ, 𝑈, 𝑝, and 𝑆𝑀 are the density, flow velocity, pressure, and a specified source term,
and
•

the total energy equation:
𝜕ρℎ𝑡𝑜𝑡
𝜕𝑡

−

𝜕ρ
𝜕𝑡

+ ∇ ∙ (ρ𝑈ℎ𝑡𝑜𝑡 ) = ∇(λ∇𝑇) − ∇𝑝 + ∇ ∙ (𝑈 ∙ τ) + 𝑈 ∙ 𝑆𝑀 +𝑆𝐸

(3.6)

where T is temperature, λ is the conductivity coefficient, and ℎ𝑡𝑜𝑡 is the total enthalpy
defined as function of the stagnation enthalpy as:
1

ℎ𝑡𝑜𝑡 + ℎ + 2 𝑈 2 = 0

(3.7)

Introducing the averaged terms in the original transport equations results in the following
set of equations:
𝜕ρ
𝜕𝑡
𝜕ρ𝑈𝑖
𝜕𝑡

𝜕

𝜕

+ 𝜕𝑥 (ρ𝑈𝑖 ) = 0
𝑗

𝜕𝑝

𝜕

+ 𝜕𝑥 (ρ𝑈𝑖 𝑈𝑗 ) = − 𝜕𝑥 + 𝜕𝑥 ( τ𝑖𝑗 − ρ ̅̅̅̅̅̅)
𝑢𝑖 𝑢𝑗 + 𝑆𝑀
𝑗

𝑗

30

𝑗

(3.8)
(3.9)

where the molecular stress tensor τ include the normal and shear stress components.
The continuity equation is the same, while the momentum equation contains the
Reynolds stresses ρ ̅̅̅̅̅̅
𝑢𝑖 𝑢𝑗 due to the convective non-linear terms in the original equations.
The velocity fluctuation reinforces the mixing, which is most of the time a desirable
phenomenon. The Reynolds averaged energy equation is of the form:
𝜕ρℎ𝑡𝑜𝑡
𝜕𝑡

𝜕

𝜕

∂T

𝜕

− 𝜕𝑡 (ρ𝑈𝑗 ℎ𝑡𝑜𝑡 ) = − 𝜕𝑥 (λ ∂𝑥 − ρ𝑢𝑗 ℎ) + 𝜕𝑥 (𝑈𝑗 (τ𝑖𝑗 − ρ ̅̅̅̅̅̅))
𝑢𝑖 𝑢𝑗 + 𝑆𝐸
𝑗

𝑗

𝑗

(3.10)
where ρ𝑢𝑗 ℎ is another turbulent flux and (𝑈𝑗 (τ𝑖𝑗 − ρ ̅̅̅̅̅̅))
𝑢𝑖 𝑢𝑗 is the viscous work term.
The averaged total enthalpy, which contains some of the turbulent kinetic energy k
1

(3.11)

1

(3.12)

𝑘 = 2 𝑢𝑖2
is given by
ℎ𝑡𝑜𝑡 = ℎ + 2 𝑈𝑖 𝑈𝑖 + 𝑘

A more general form of the averaged equation for additional flow variables, where a
variable ϕ is decomposed into an averaged value ϕ and a time varying value φ after
removing the bars from the averaged values, is given by:
𝜕ρϕ
𝜕𝑡

𝜕

𝜕

+ 𝜕𝑥 (ρ𝑈𝑖 ϕ) = 𝜕𝑥 (𝛤
𝑗

𝑗

with ρ ̅̅̅̅̅̅̅
𝑢𝑖 ϕ𝑗 being the Reynolds flux.
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𝜕ϕ
τ
𝜕𝑥𝑗 𝑖𝑗

− ρ ̅̅̅̅̅̅̅
𝑢𝑖 ϕ𝑗 ) + 𝑆ϕ

(3.13)

3.1.2

The k- ε turbulent model

The main challenge that arises with turbulent flow is closure since the Reynolds
stresses are unknown. The closure to the averaging operation is the identification of
theses stresses. Two main methods were developed; the first one is the eddy viscosity
theories where the stresses are modeled using the know flow conditions and quantities,
and the mean flow velocity profile correlations that models the velocity profile for the
mean flow itself. Under the eddy viscosity approach, the k- ε model is used in this
research. It is the most popular model in CFD because of its desired accuracy in most of
industrial CFD applications.
The k- ε model is a two-equation model, which provides the time and length
scales by solving the two equations separately. Assuming the turbulent flow to be fullydeveloped and neglecting the molecular viscosity effects, the transport equation for the
standard k- ε model are given by:
𝜕
𝜕𝑡
𝜕
𝜕𝑡

(ρε) +

(ρk) +
𝜕
𝜕𝑥𝑖

𝜕
𝜕𝑥𝑗

(ρk𝑢𝑖 ) =

(ρε𝑢𝑖 ) =

𝜕
𝜕𝑥𝑗

𝜕

µ

𝜕𝑥𝑗

𝜕𝑘

[(µ + σ𝑡 ) 𝜕𝑥 ]+𝐺𝑘 + 𝐺𝑏 −ρε − 𝑌𝑀 + 𝑆𝑘
𝑘

µ

𝜕ε

(3.14)

𝑗

ε

ε2

[(µ + σ𝑡 ) 𝜕𝑥 ]+𝐶𝑘 + 𝐶1ε 𝐾 (𝐺𝑘 + 𝐶3ε 𝐺𝑏 ) − 𝐶2ε ρ 𝐾 + 𝑆ε
ε

𝑗

(3.15)
Equation (3.14) models the turbulent kinetic energy k and equation (3.15) the turbulent
dissipation rate ε. The generation of the turbulent kinetic energy from the mean velocity
gradients is represented with 𝐺𝑘 . 𝐺𝑏 represents the kinetic energy due to the buoyancy.
𝑌𝑀 is the fluctuation dilatation contribution due to compressibility in turbulence to the
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dissipation rate. The turbulent Prandtl numbers for both k and ε are σ𝑘 and σε
respectively, and 𝑆𝑘 𝑆ε are the user-defined source terms.
3.1.3

User-Defined Functions

The RANS solution in this thesis is obtained using a commercial CFD solver
(ANSYS Fluent [75]). A user-defined function (UDF) is a function created with basic C
commands that can be linked to the solver without the need for an external compiler.
The UDF’s used in this study adopt two standard functions: a tangent hyperbolic function
to generate temperature and velocity profiles at the inflow, and a Gaussian function to
generate turbulent kinetic energy k and turbulent dissipation rate ε profiles at the nozzle
lip (Appendix A lists the UDF’s used in this research).
3.2

GSA Asymptotic Theory

3.2.1

Introduction

The generalized acoustics analogy (GAA) [31] shows that there is an exact formula
relating the far-field acoustic spectrum to the convolution product of a propagator (that
accounts for the mean flow interactions) and a generalized Reynolds stress autocovariance tensor (that accounts for the turbulence in the source region). The propagator
depends only on the mean flow and an adjoint vector Green’s function for a particular
form of the linearized Euler equations.
Goldstein & Leib (G&L) [33] were the first to use the GAA theory for noise
prediction. They managed to build a solution to the Green’s function and to cancel the
critical-layer that develops if the observation angle is small. Under specific assumptions
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G&L found that the radial derivative of the adjoint Green’s function in the Fourier
domain for the momentum perturbation in the streamwise direction contribute the most to
the propagator. The GAA theory was also approached by Karabasov et. al [74] and Afsar
[76], who showed that the non-parallel flow effects are important. These effects can be
relevant for all Mach numbers; for example, for small observation angles radiation from
low frequency spectra increased by 8 Db for a Mach number of 0.9.
When Strouhal number is of the same order as the spread rate in a jet, Goldstein et al.
[35] (hereafter referred to as GSA) noticed that the non-parallel flow has a major effect
on the sound spectra at any Mach number. Therefore, it represents the proper asymptotic
scaling. The adjoint vector Green’s function diverged not only from the results
concerning the critical layer but also in the whole jet. Also in their results, two-peak
structure was noticed in the contour plots of the propagator, which confirms to some
extend the results of Karabasov et. al [77]. One of the peaks was the nozzle lip and the
other found in the downstream at about twice the length of the potential core.
3.2.2

Review of GAA

The equations presented in this section follow the papers by Goldstein [31] , G&L
[33], and GSA [35]. A normalization is performed to the lengths and velocities by a
characteristic nozzle radius 𝑟𝑗 and the velocity of the jet 𝑈𝑗 respectively. The ideal gas
equation of state is as follows:
p=

𝜌𝑐 2
𝛾

,ℎ=
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𝑐2
(𝛾−1)

(3.16)

Where p, ρ, h, c, and γ represent the pressure, density, enthalpy, speed of sound,
and the specific heat ratio respectively.

Figure 3.1

Jet flow coming out of the nozzle.

The pressure auto-covariance in the far-field ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑝′ (𝑥, 𝑡)𝑝′ (𝑥, 𝑡 + 𝜏) (where 𝑝′ = 𝑝 − 𝑝̅ with
the bar indicating the time average), when subjected to the Fourier transform, results in
the acoustic spectrum at the point 𝑥 = {𝑥1 , 𝑥2 , 𝑥3 }:
1

∞

𝐼𝜔 (𝑥) = 2𝜋 ∫−∞ 𝑒 −𝑖𝜔𝜏 𝑝′ (𝑥, 𝑡)𝑝′ (𝑥, 𝑡 + 𝜏)𝑑𝜏,

A unit volume of turbulence at a specific y ={y1 , y2 , y3} results in the acoustic
spectrum at the observation position 𝑥 of the form:
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(3.17)

𝐼𝜔 (𝑥) = ∫ 𝐼𝜔 (𝑥|𝑦) 𝑑𝑦,

(3.18)

Where 𝑉𝑦 is the overall source region. G&L derived the following formula for the
propagator:
(3.19)

Where the complex conjugate is indicated using asterisks, and the Einstein summation is
used over Greek and Latin notations. The indices range from 1 to 4 for the Greek notation
and from 1 to 3 for the Latin ones.
The Fourier transform of the linearized Euler equation’s adjoint Green’s function
𝑎 (𝑦,
vector component of the order four 𝑔𝑣4
𝜏|𝑥, 𝑡), 𝑣 = 1,2, … ,5 found in the generalized

acoustic analogy (equations (2.18) -(2.20) in Goldstein [31] and equations (3.1) -(3.3) by
G&L) is given by:
𝐺𝜆 (𝑦|𝑥; 𝜔) ≡

1

∞

𝑎 (𝑦,
𝜏|𝑥, 𝑡)𝑑(𝑡 − 𝜏), λ=1, 2,…,5
∫ 𝑒 𝑖𝜔(𝑡−𝜏) 𝑔𝑣4
2𝜋 −∞

(3.20)

Through the propagator, the mean flow is introduced into the problem
(3.21)
The adjoint equations (4.8) - (4.10) from G&L are satisfied by𝐺𝜆 (𝑦|𝑥; 𝜔):

(3.22)
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(3.23)

(3.24)
Where 𝑥 is considered to be in the far-field, and

. Tilde is used to indicate the

̃ 𝑣̃𝑖 / 𝐷𝜏. In
Favre-averaging and the mean flow advection vector is denoted by𝑋𝑖 ≡ 𝐷
𝑎 (𝑦,
𝑔𝑣4
𝜏|𝑥, 𝑡), 𝑦 is the physical source and x is the observation position (Morse and

Freshbach [78]. In equation (4), ℋ𝜆𝑗𝑘𝑙 = 𝜀𝜆𝑗,𝜎𝑚 𝐻𝜎𝑚𝛾𝑛 𝜀𝑘𝑙.𝛾𝑛 , ℋ𝜆𝑗𝑘𝑙 where
(3.26)
is the Fourier transform of the Reynolds stress auto-covariance.
(3.27)

Where (𝑖, 𝑗, 𝑘, 𝑙) = (1,2,3)and (𝜆, 𝑘) = (1,2,3,4) are the suffixes for ℋ𝜆𝑗𝑘𝑙 , vi = ( v1 , v2 , v3 )
and 𝑣𝜆′ ≡ 𝑣𝜆 − ̃
𝑣𝜆 is the general velocity fluctuation of four dimensions. In equation
(3.27),

𝑣4′ (𝑦, 𝜏)

≡ (𝛾 − 1) (ℎ′ +

𝑣′

2

2

2

) = (𝑐 2 )′ + 𝑣 ′ (𝛾 − 1)/2 where ℎ′ denotes the

enthalpy fluctuation (G&L). The tensor 𝜀𝜆𝑗,𝜎𝑚 is defined as 𝜀𝜆𝑗,𝜎𝑚 ≡

𝛿𝜆𝑗 𝛿𝑗𝑚 𝛿𝜎𝑚 (𝛾−1)
2

, where (𝑐 2 )′ indicates the square of the fluctuating sound speed, 𝑣4′ /(𝛾 − 1) the
stagnation enthalpy fluctuation of the moving frame, and 𝑣𝑘′ (𝑦) refers to the steady
Favre-averaged flow velocity. 𝑣4′ (𝑦, 𝜏) is usually small for unheated jets and entirely
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neglected in the term

. This was proposed by G&L since

𝑣4′ (|𝑣𝑖′ |𝑈𝑗 ) = 𝑂(√𝑣𝑖′ /𝑈𝑗 ) for cold jets with𝑀𝑎 = 𝑂(1). Therefore,

will be

set to 0 when(𝜆, 𝑘) = 4.
As derived in G&L and Leib and Goldstein [79], the acoustic spectrum per unit
volume is given by:
(3.28)

The solution to the propagator

is resolved by applying the asymptotic

approach from GSA [35] after being approximated. The two equations (3.19) and (3.20)
are general in the sense that they satisfy any flow of a turbulent nature with or without the
𝑎 (𝑦,
presence of obstacles. This is true only under the assumption that 𝑔𝑣4
𝜏|𝑥, 𝑡) apply to
a

n̂i gi4 ( y,t | x,t) = 0 for y on S with S being any fixed solid surface and

n̂i

the unit normal to

S.
3.2.3

Brief on GSA Asymptotic Theory
Consider a cylindrical co-ordinate space, (e1 , er ,ej ) is an orthogonal basis in this

space where g j can be expressed as g j = (Gi ei )e j = G1e j1 + Gr e jr + Gj e jj . G = (G1 , Gr , Gj )
represent the components of g in the orthogonal basis (e1 , er ,ej ) . Consider also that the
mean flow jet has a small spread-rate that can change on 𝑌 ≡ 𝜀𝑦1, which is the new
streamwise coordinate. This is done according to G&L and GSA. The next asymptotic
expansion is considered:
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(3.29)
(1)

r ( y) = r (Y, yT ) + er (Y, yT ) + ...,

(3.30)
(3.31)

𝑝(𝑦) = 𝑐𝑜𝑛𝑠𝑡 + 𝜀𝑝(1) (𝑌, 𝑦𝑇 ) +…

(3.32)

̅̅̅1 , 𝜀 2 𝑋
̅̅̅𝑇̅} + 𝜀 {𝜀𝑋
̅̅̅1 (1) , 𝜀 2 𝑋
̅̅̅𝑇̅(1) } +…
𝑋(𝑦) = {𝜀𝑋

(3.33)

For 𝑅 ≡ 𝜀𝑟 = 𝑂(1), the expansion in the outer part of the mean flow breaks down. When
the Strouhal number St and spread rate in the solution to 𝐺𝜆 (𝑦|𝑥; 𝜔) are of the same
order, the leading order corresponding to 𝐺𝜆 (𝑦|𝑥; 𝜔) changes behavior due to the effect
of non-parallel flow in the whole flow region, at relatively low frequencies. This was
shown by GSA.
Note that when 𝜀 → 0 the distinguished scaling takes place with 𝛺 ≡

𝜔
𝜀

= 𝑂(1)

fixed. Under these exact conditions the solution to equations (3.22)-(3.24) for 𝐺𝜆 (𝑦|𝑥; 𝜔)
become different asymptotically. Therefore, the solution separates into an inner solution
when r = O(1) , and an outer one when 𝑅 ≡ 𝜀𝑟 = 𝑂(1)
(0)
The equation defining the Fourier transform of 𝐺𝑘 (𝑌, 𝑦𝑇 , 𝛺) is of the form:

𝜀
2 |𝑥|
4𝜋𝑐∞

(0)
𝑒 𝑖𝛺𝑋/𝑐∞ 𝐺𝑘 (𝑌, 𝑦𝑇 , 𝛺) ≡

∞
1
(0)
∫ 𝑒 𝑖𝛺(𝑇−𝑇0) 𝑔𝑘4 (𝑌, 𝑦𝑡, 𝑇|𝑋, 𝑇0 )𝑑(𝑇
2𝜋𝜀 −∞
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− 𝑇0 ), 𝑘 = 1,4,5

(3.34)

(0)

given that 𝐺𝑘 (𝑌, 𝑦𝑇 , 𝛺) is of an azimuthal expansion of equation (3.21). Equation (3.34)
𝑎 (𝑦,
is inserted in the equations (3.22)-(3.24), and with the condition that 𝑔𝑣4
𝜏|𝑥, 𝑡) is of a

significant dominant balance as presented in GSA, 𝐺𝜆 (𝑦|𝑥; 𝜔) satisfy the equations:
(3.35)

(3.36)

D0G5   X1G1   0
0

0

(3.37)

in the field variables (x, t). The variables (𝑌 , 𝑇0 ) = 𝜀(𝑥1 , 𝑡) are considered to be small
variables with
𝜕

𝐷0 = 𝑖𝛺 + 𝑈 𝜕𝑌 + 𝑉𝑟

𝜕

(3.38)

𝜕𝑟

and

æ ¶
¶ö
æ ¶
¶ö
+ Vr ÷ U , X r º ç U
+ Vr ÷ Vr
è ¶Y
è ¶Y
¶r ø
¶r ø

X1 º ç U

(3.39)

GSA noticed that equations (3.35)-(3.37) can take a simpler form when taking U
and Y to be the independent variables; i.e., at any fixed 𝑟, the co-ordinate surfaces,
𝑈(𝑌, 𝑟) = 𝑐𝑜𝑛𝑠𝑡 and 𝑌 = 𝑐𝑜𝑛𝑠𝑡 are orthogonal (𝑖𝑒. , 𝛻𝑈. 𝛻𝑌 = 0), which is true since
𝜕

𝜕

𝜕𝑈

𝜕𝑈

𝛻 ≡ 𝑒1 𝜕𝑦 + 𝑒𝑟 𝜕𝑟 and so gives 𝛻𝑌 ≡ 𝑒1 and 𝛻𝑈 ≡ 𝑒1 𝜕𝑦 + 𝑒𝑟 𝜕𝑟 . Hence:
𝛻𝑈. 𝛻𝑌 =

𝜕𝑈

𝑒 .𝑒 =
𝜕𝑌 1 1
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𝜕𝑈
𝜕𝑌

=0

(3.40)

in the transformed coordinate system. Using the chain rule and after some manipulations
(see Afsar et al. [34] for more details), an equation for the composite variable
is obtained in the form
(3.41)
where for a heated jet

is given by the Crocco-Busemann relation:
𝛾−1
2 𝑈
𝑐̃2 = (𝑐𝑗2 − 𝑐∞
) 𝑈 + 2 𝑈(𝑈𝑗 − 𝑈)

(3.42)

𝑗

The hyperbolic character of (3.41) shows that it is not necessary to impose a downstream
boundary condition. The solution for the composite variable

is uniquely

determined by the outer boundary conditions:

2 −𝑖𝛺𝑌 cos 𝜃/𝑐∞
𝑣(0, 𝑌) → −𝑖𝛺𝑐∞
𝑒

𝑑𝑣̅
𝑑𝑈

(3.43)

(0, 𝑌) → −𝑖𝛺𝑐∞ cos 𝜃𝑒 −𝑖𝛺𝑌 cos 𝜃/𝑐∞ 𝑤𝑖𝑡ℎ 𝑌 ≥ 0

on the non-characteristic curve 𝑈 = 0 (where 𝑈 → 0 corresponds to 𝑟 → ∞)

(3.44)

.

To return to the original coordinate system the transformation
𝑙𝑛[𝑐̃2 /η𝑐̃2 (𝑌)]

r (η, Y) → h + b√
is used.
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ln (2)

(3.45)

The Reynolds stress auto-covariance tensor in equation (3.25) is modeled as in
Afsar et al. [34]. Equation (3.41) is solved numerically as described next.
3.2.4

Numerical Procedure
To solve equation (3.41) numerically, it was rearranged into two first-order partial

differential equations. With η =

𝑈𝐶
𝑈

, a mapping of the domain (Y, U) into the domain

(η, Y) is performed. Finite difference schemes were adopted to approximate the
derivatives. A sufficiently fine grid along with a simple numerical scheme are preferred,
making sure that the dissipative nature of the scheme does not affect the solution
accuracy. By marching in a pseudo-time direction, Lax-Friedrichs scheme [80] is used
to resolve the equations. 𝐿2 - errors are used (see figure 1 in GSA [35]) to check the
𝜕𝑣̅

convergence of 𝑣̅ and the derivative 𝜕𝑈 . If a reduction of almost five orders of magnitude
is reached, the solution converges.
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CHAPTER IV
RESULTS AND DISCUSSION

A parametric study is conducted to investigate the effects of changing the
temperature ratio (defined as the ratio between the nozzle exit temperature and the freestream temperature) and acoustic Mach number on the low-frequency acoustic spectra at
small angles from the jet-axis (here θ=30° is considered). RANS simulations of an axisymmetric round jet are performed to obtain the mean flow properties along with several
turbulence statistics necessary to calculate the spectra. The low frequency asymptotic
approach derived by GSA [35] in the framework of the generalized acoustic analogy by
Goldstein [31] is used to generate the low-frequency spectra in both subsonic and
supersonic regimes, for an unheated and several heated axisymmetric jets.
4.1

RANS Results

Figure 4.1 shows the 2-D mesh used in the RANS simulations of an axisymmetric round
jet. The lengths of the symmetry axis (bottom edge), upper edge, left and right edges are
4.12 m, 4.16 m, 1.45m, and 2.04m, respectively. The mesh consists of 56,473 cells,
113,437 faces, and 56,966 nodes. Stretching is used in the farfield, and clustering is used
in the shear layer and at the inflow to increase the accuracy of the calculations. The jet
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diameter is 0.0508 m. The numerical simulations are carried out using a commercial CFD
solver (ANSYS Fluent). A user defined function is utilized to impose profiles of velocity,
temperature, turbulent kinetic energy and turbulent dissipation rate at the inflow
boundary (the user defined functions are available in the Appendix). Radial symmetry
condition is imposed at the axis boundary, and pressure outlet condition at the outflow
boundary.

Figure 4.1

Mesh used for RANS simulations

The simulations were performed using RANS solver for different temperature ratios
(TR=1, TR=1.5, TR=2, TR=2.5, and TR3). In the next contour plots, only the unheated
(TR=1) and the highest temperature ratio (TR=3) are presented. From the contours
plotted in figure 4.2, where the unheated case is shown in the upper half and the heated
case on the lower half, one can clearly observe the difference in length in the potential
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core as the temperature ratio is increased (the Mach number for these cases is 0.3). The
core is shorter for the highest temperature ratio (TR=3). Figure 4.2 also reveals that the
spreading rate corresponding to the unheated jet is larger than the one corresponding to
the heated jet.
For the Mach 0.9 jet, which is plotted in figure 4.3, one can also observe the fast
decay of the potential core for the highest temperature ratio (TR=3) compared to the
unheated jet case (TR=1). The potential core length for Ma 0.9 seems longer than the
potential core corresponding to Ma 0.3.
In figure 4.4, a supersonic case (Ma 1.5) is simulated. The potential core length is
shorter for the heated case (TR =3) compared to the unheated case. Note that the core
length increases as Ma increases.

Figure 4.2

Contour of the velocity magnitude from a RANS axi-symmetric simulation
of Ma 0.3; Upper part is for an unheated jet (TR=1); bottom part is for a
heated jet (TR=3).
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Figure 4.3

Contour of the velocity magnitude from a RANS axi-symmetric simulation
of Ma 0.9; Upper part is for an unheated jet (TR=1); bottom part is for a
heated jet (TR=3).

Figure 4.4

Contour of the velocity magnitude from a RANS axi-symmetric simulation
of Ma = 1.5; Upper part is for an unheated jet (TR=1); bottom part is for a
heated jet (TR=3).

The next contour plots represent the turbulent kinetic energy distribution in the
shear layer. Again, only the unheated and the highest temperature ratios are present. The
contours in figures 4.5-4.7 show a difference in length in the potential core for both
temperature ratios. The core once again is shorter for the highest temperature ratio
(TR=3).
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In figure 4.6, a fast decay in the potential core for the highest temperature ratio (TR=3)
relative to the unheated jet case (TR=1) is observed. The turbulent kinetic energy is
higher for the unheated jet and extends for a longer distance, which is an indication that
heating reduces the intensity of turbulence. Compared to the Ma 0.3 shown in figure 4.5,
the turbulent kinetic energy is higher for Ma 0.9 and the core extends longer.
In figure 4.7, which corresponds to the supersonic Ma=1.5 case, a high increase in the
turbulent kinetic energy compared to the previous cases is observed.

Figure 4.5

Contour of the turbulent kinetic energy from a RANS axi-symmetric
simulation of Ma 0.3; Upper part is for an unheated jet (TR=1); bottom part
is for a heated jet (TR=3).
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Figure 4.6

Contour of the turbulent kinetic energy from a RANS axi-symmetric
simulation of Ma 0.9; Upper part is for an unheated jet (TR=1); bottom part
is for a heated jet (TR=3).

Figure 4.7

Contour of the turbulent kinetic energy from a RANS axi-symmetric
simulation of Ma 1.5; Upper part is for an unheated jet (TR=1); bottom part
is for a heated jet (TR=3).

In the next figures 4.8-4.11, distributions of the velocity magnitude along the
centerline are presented for different acoustic Mach numbers and temperature ratios. The
plots presented in figures 4.8 show the effect of changing the temperature on the velocity
magnitude along the centerline of the jet for subsonic Mach numbers. Notice that for the
same Mach number, the velocity decreases with the increase in the temperature and
decays faster.
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The two graphs present in the figure show the effect of changing the temperature
on the velocity evolution in the jet near the transonic region. Notice that for the same
Mach number, the velocity decreases with the increase in the temperature and decays
faster.

Figure 4.8

Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 0.3; right Ma 0.5
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Figure 4.9

Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 07; right Ma 0.9

The graphs presented in the figures 4.10 and 4.11 show the effect of changing the
temperature on the velocity evolution in the jet for supersonic cases. Notice that for the
same Mach number, the velocity decreases with the increase in the temperature and
decays faster.
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Figure 4.10 Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 1.1; right Ma 1.3

Figure 4.11 Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; Ma 1.5
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The next figures 4.12-4.15 show the effect of changing the temperature ratio on the
turbulent kinetic energy for subsonic and supersonic Mach numbers. All figures show
that the turbulent kinetic energy increases drastically right after the end of the potential
core to a peak value at about x ~ 0.4 and drops in the downstream. For the low subsonic
Mach numbers (figure 4.12), the turbulent kinetic energy increases slightly with the
increase in temperature ratio. As the Mach number is increased as shown in figure 4.13,
the effect of changing the temperature ratio on the turbulent kinetic energy is different;
there seems to be a slight decrease in the turbulent kinetic energy, which is more visible
for the highest subsonic Mach number. Notice that the peak values position changes for
each temperature ratio mainly because the potential core becomes shorter with the
increase in the temperature ratio.

Figure 4.14 shows the effect of changing the temperature ratio on the turbulent
kinetic energy for Ma 1.1 and Ma 1.3. The turbulent kinetic energy increases drastically
right after the end of the potential core to a peak value at about x ~ 0.5 and drops back
down.
Figure 4.15 shows the effect of changing the temperature ratio on the turbulent
kinetic energy for Ma 1.5. For this case, the highest peak in the turbulent kinetic energy is
noticed for TR=1.5. For the heated jets a trend is noticed in which the turbulent kinetic
energy increases with the increase in the temperature ratio.
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Figure 4.12

Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 0.3; right Ma 0.5

Figure 4.13 Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 0.7; right Ma 0.9
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Figure 4.14 Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; left Ma 1.1; right Ma 1.3

Figure 4.15

Plots of the velocity magnitude (m/s) vs the jet centerline (m) for different
temperature ratios; Ma 1.5
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Next figures 4.16-4.19 show the distribution of velocity magnitude along the
radial direction for x = 6D (where D is the diameter of the nozzle). As we move further
from the jet centerline in figure 4.16, the velocity decreases and reaches the free-stream
velocity 10 m/s for all cases. Note that as the temperature ratio increases the velocity
decreases, as was observed in the previous plots. Figure 4.17 shows the distribution of
velocity magnitude along the radial direction for x = 6D. The same conclusion can be
made about these profiles as in the previous figure, and the same trend can be noticed
from the supersonic cases displayed in figure 4.18 and 4.19.

Figure 4.16

Plots of the velocity magnitude (m/s) in the radial direction for x = 6d for
different temperature ratios; left Ma 0.3, right Ma 0.5

55

Figure 4.17

Plots of the velocity magnitude (m/s) in the radial direction for x = 6d for
different temperature ratios; left Ma 07, right Ma 0.9

Figure 4.18

Plots of the velocity magnitude (m/s) in the radial direction for x = 6d for
different temperature ratios; left Ma 1.1, right Ma 1.3
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Figure 4.19

Plots of the velocity magnitude (m/s) in the radial direction for x = 6d for
different temperature ratios; left Ma 1.5

Figures 4.20-4.23 show the distribution of turbulent kinetic energy along the
radial direction for x = 6D. All show that the turbulent kinetic energy decreases as the
temperature ratio increases, and that the peak value remains at the nozzle lip location; this
location seem to move toward the jet axis as the temperature ratio is increased, for all
Mach numbers. The turbulent kinetic energy decays in the radial direction, reaching zero
in approximately 2 diameters distance from the axis of the jet.
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Figure 4.20

Plots of the turbulent kinetic energy in the radial direction for x = 6d for
different temperature ratios; left Ma 03, right Ma 0.5

Figure 4.21

Plots of the turbulent kinetic energy in the radial direction for x = 6d for
different temperature ratios; left Ma 07, right Ma 0.9
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Figure 4.22

Plots of the turbulent kinetic energy in the radial direction for x = 6d for
different temperature ratios; left Ma 1.1, right Ma 1.3

Figure 4.23

Plots of the turbulent kinetic energy in the radial direction for x = 6d for
different temperature ratios; left Ma 1.5
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4.2

Low- frequency Spectra

In this section, the acoustic spectrum 𝐼𝜔 is calculated from

where

and

are calculated by numerically solving equation (3.42), and the spectral

tensor Φ1212 (𝑌, 𝑟, 𝑘1 , 𝑘 𝑇2 , 𝜀Ω) is calculated as in Afsar et al. [34] with information
provided by the RANS solution,

where

and

is the normalized temporal frequency. The length scales in the above

equation are taken to be proportional to the local turbulent kinetic energy and rate of energy
dissipation rate:
li = ci

k

32

e

where ci are empirical parameters. Also,
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( y),

i = 0,1, 2,3.

The model coefficients ci , i = 0,1, 2,3 and a j , i = 0,1, 2 are calibrated using jet noise
experimental data from NASA Glenn Research Center. The Mach number for this test
case is 0.9, while the observation angle is 300. The acoustic spectrum plot showing the
comparison between numerical and experimental results for Ma 0.9, TR=1 is shown in
figure 4.24. The results show a good agreement between the experimental and numerical
data up to St ~ 0.5, which is expected since the asymptotic approach used is valid for low
frequencies spectra. The coefficients used in this work are c0=c1=c2=c3=0.05 and a0=1,
a1=0.4, a2=-0.006.

Figure 4.24

Plot of numerical experimental results for Ma 0.9, TR = 1

Once the model parameters have been calibrated using experimental data the
acoustic spectrum for all cases that were simulated previously is calculated, the focus
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being on the low frequency range (up to a Strouhal number of 0.5). Figure 4.25 shows
acoustic spectra for acoustic Mach number of 0.3, for all considered temperature ratios.
As the temperature ratio is increased the sound pressure level (SPL) at all frequencies
decreases, and the peak frequency SPL moves slightly to the left. The trend is the same
for the other Mach numbers shown in figures 4-26-4.30, except the peak frequency
moves slightly to the right. The flattened part on the right side of curves of figures 4.26
and 4.27 are artifacts of the model capability to deal with higher frequencies (the model is
supposed to work at low frequencies).

Figure 4.25

Plot of SPL vs Strouhal number for different temperature ratios; Ma 0.3
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Figure 4.26

Plot of SPL vs Strouhal number for different temperature ratios; Ma 0.5

Figure 4.27

Plot of SPL vs Strouhal number for different temperature ratios; Ma 0.7
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Figure 4.28

Plot of SPL vs Strouhal number for different temperatute ratios; Ma 0.9

Figure 4.29

Plot of SPL vs Strouhal number for different temperature ratios; Ma 0.9
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Figure 4.30

Plot of SPL vs Strouhal number for different temperature ratios; Ma 1.3

Figure 4.31

Plot of SPL vs Strouhal number for different temperature ratios; Ma 1.5

In figure 4.32, the peak SPL (top) and the overall SPL (bottom) is plotted as a
function of the temperature ratio TR, for all Mach numbers. As expected the SPL
increases with the increase in Mach number, and decreases with increasing the
temperature ratio. The same variation in plotted in figure 4.33, but this time the
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distribution is in terms of the Mach number, for all temperature ratios. The same
conclusions hold; in addition, one can notice that the variation with respect to Mach
number is nonlinear, while the variation with respect to the temperature ratio is almost
linear.

Figure 4.32

Plot of peak SPL (top) and overall SPL (bottom) vs temperature ratio for
different Mach numbers
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Figure 4.33

Plot of peak SPL (top) and overall SPL (bottom) vs Mach number, for
different temperature ratios.

Figures 4.34-4.35 show the peak Strouhal number versus the temperature ratio. In
the subsonic case (Figure 4.34), the peak Strouhal number decreases as the temperature
ratio increase for both Ma 0.3 and Ma 0.5. As the Mach number approaches the transonic
case (Ma 0.7), the peak Strouhal number increases with the increase in temperature ratio.
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Another observation is that the peak Strouhal number increases with the increase in Mach
number for all temperature ratios. In the supersonic case (Figure 4.35), the peak Strouhal
number increases with the increase in temperature ratio, and decreases with the increase
in the Mach number.

Figure 4.34

Plot of peak Strouhal number (St) vs temperature ratio for the subsonic
Mach numbers
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Figure 4.35

Plot of peak Strouhal number (St) vs temperature ratio for the subsonic
Mach numbers

Finally, in the next figures selected contour plots of the acoustic propagator 𝐼𝜔 𝑟
are included, for high Mach numbers, of 0.9, 1.1, 1.3 and 1.5. This quantity provides
some information about the acoustic source location. Based on these contour plots the
acoustic source is located at the end of the potential core, slightly above the nozzle lip
location. All figures indicate that the location of the acoustic source moves slightly closer
to the left and closer to the jet axis as the temperature ratio is increased.
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Figure 4.36

Contour plots of 𝐼𝜔 for Ma 0.9 for different temperature ratios;
TR = 1 (upper left); TR= 1.5 (upper right); TR = 2 (middle left);
TR = 2.5 (middle right); TR = 3 (lower left).
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Figure 4.37

Contour plots of 𝐼𝜔 for Ma 1.1 for different temperature ratios;
TR = 1 (upper left); TR= 1.5 (upper right); TR = 2 (middle left);
TR = 2.5 (middle right); TR = 3 (lower left).
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Figure 4.38

Contour plots of 𝐼𝜔 for Ma 1.3 for different temperature ratios;
TR = 1 (upper left); TR= 1.5 (upper right); TR = 2 (middle left);
TR = 2.5 (middle right); TR = 3 (lower left).
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Figure 4.39

Contour plots of 𝐼𝜔 for Ma 1.5 for different temperature ratios;
TR = 1 (upper left); TR= 1.5 (upper right); TR = 2 (middle left);
TR = 2.5 (middle right); TR = 3 (lower left).

73

CONCLUSIONS

In this thesis, a study was carried out to investigate the effect of the temperature
ratio on the low-frequency acoustic spectra calculated at small angles with respect to the
jet axis. For the spectra calculation, the jet mean flow and several associated turbulence
statistics were modeled using a Reynolds Averaged Navies-Stokes (RANS) solver. The
information from RANS was then inputted into the acoustic spectra calculations based on
a low-frequency asymptotic analysis that was constructed previously in the framework of
generalized acoustic analogy by Goldstein. The parametric study included mainly the
change in the temperature ratio and the Mach number, where Mach numbers varied from
0.3 to 1.5 and the temperature ratio varied from 1 to 3. The low-order model based in the
generalized acoustic analogy was calibrated using experimental results. The comparison
between experimental and numerical results for Ma 0.9, TR 1 showed very good
agreement for Strouhal numbers up to St ~ 0.5, which made the asymptotic approach by
GSA an easy, fast and suitable method with good accuracy to calculate the low-frequency
spectra.
Various RANS results have been reported in terms of velocity magnitude and turbulent
kinetic energy contours or distributions. The acoustic results from the parametric study
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showed that there is a decrease in the SPL with the increase in temperature ratios, which
is a confirmation of what was found previously by other studies. The increase in the
Mach number resulted in an increase in the SPL as expected.
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APPENDIX A
USER DEFINED FUNCTIONS
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A.1
Table 4.1

User Defined Function (UDFs) used in RANS.
User Defined Functions

Ma
Inflow Velocity Profile (m/s)
10
+(102
∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
0.3
0.5 10 +(170 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
0.7 10 +(238 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
0.9 10 +(306 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
1.1 10 +(374 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
1.3 10 +(442 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
1.5 10 +(510 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
Inflow Turbulent Kinetic Energy (TKE)
400*0.5*(𝑒 (−(500∗(𝑟−0.0254)) ) 2

TR
1
1.5
2
2.5
3

Inflow Temperature Profile (K)
300 +(0 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
300 +(150 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
300 +(300 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
300 +(450 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))
300 +(600 ∗ 0.5 ∗ (1 − tanh 500 ∗ (𝑟 − 0.0254)))

Inflow turbulent dissipation rate
400*0.5*(𝑒 (−(500∗(𝑟−0.0254)) ) 2

Each combination of Mach number (Ma) of Temperature ratio (TR) is present in the table
above. Note that the inflow turbulent kinetic energy (k) and the turbulent dissipation rate
(ε) are the same for all the cases. A sample of the code is given below:
#include "udf.h"
#define Q 1.5625e-5 //unit m3/sec
#define Diameter 4.5e-3 //unit m
DEFINE_PROFILE(axialVel,t,i)
{
real x[ND_ND];
real r;
face_t f;
begin_f_loop(f,t)
{
F_CENTROID(x,f,t);
r=sqrt(pow(x[0],2)+pow(x[1],2));
F_PROFILE(f,t,i)=10 + 170.*0.5*(1.-tanh(500*(r0.01*2.54)));
}
end_f_loop(f,t)
}
DEFINE_PROFILE(inflowTemp,t,i)
{
real x[ND_ND];
real r;
face_t f;
begin_f_loop(f,t)
{
F_CENTROID(x,f,t);
r=sqrt(pow(x[0],2)+pow(x[1],2));
F_PROFILE(f,t,i)=300 + 0.*0.5*(1.-tanh(500*(r0.01*2.54)));
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}
end_f_loop(f,t)
}
DEFINE_PROFILE(inflowTKE,t,i)
{
real x[ND_ND];
real r;
face_t f;
begin_f_loop(f,t)
{
F_CENTROID(x,f,t);
r=sqrt(pow(x[0],2)+pow(x[1],2));
F_PROFILE(f,t,i)=400.*0.5*exp(-(500*(r0.01*2.54))*(500*(r-0.01*2.54)));
}
end_f_loop(f,t)
}
DEFINE_PROFILE(inflowEpsilon,t,i)
{
real x[ND_ND];
real r;
face_t f;
begin_f_loop(f,t)
{
F_CENTROID(x,f,t);
r=sqrt(pow(x[0],2)+pow(x[1],2));
F_PROFILE(f,t,i)=10000.*0.5*exp(-(500*(r0.01*2.54))*(500*(r-0.01*2.54)));
}
end_f_loop(f,t)
}
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