Abstract. Affine processes are distinguished by their rich structural properties, which makes them favorite when it comes to computations in financial applications of all kind. This fact has been explored and illustrated for the time-homogeneous case in a recent paper by Duffie, Filipović and Schachermayer. However, there are many situations which require time-dependent parameters, such as when it comes to model calibration. This paper provides a rigorous treatment and complete characterization of time-inhomogeneous affine processes.
Introduction
Affine processes are distinguished by their rich structural properties, which makes them favorite when it comes to computations in financial applications of all kind. This fact has been explored and illustrated in [3] for the time-homogeneous case, which covers many of the relevant applications. However, there are many situations where time-inhomogeneity (that is, the explicit time dependence of some model parameters) is indispensable, such as for short rate models that perfectly fit the initial yield curve (see e.g. [4] , [6] ), or for other calibration purposes.
The defining feature of an affine process is the exponential-affine form of the characteristic function of its transition probabilities. This paper provides a rigorous treatment and complete characterization of time-inhomogeneous affine processes. It extends the main results in [3] (Theorems 2.13 and 2.14 below) to the timeinhomogeneous case, which can be roughly summarized as follows: a Markov process is affine if and only if the coefficients of its generator are affine functions of the state.
We face non-trivial difficulties, which were not present in the time-homogeneous case and which mainly arise from the presence of jumps (Example 2.12). For clarity and simplicity we restrict our considerations to the class of "strongly regular affine" processes (Definition 2.9), for which all the parameters depend continuously on time. This is a slight restriction, but covers essentially all applications, and it makes the theory of Feller processes available (Remark 2.11).
The structure of the paper is much like parts of [3] , we often refer to passages therein. In Section 2 we provide the definitions and main results. The proof of the main results is divided into Sections 3-7, which are of interest on their own.
Definitions and Main Results

Markovian Setup.
For the stochastic terminology we refer to [5, 8] . Let (p t,T (x, dξ)) 0≤t≤T be the transition function of a (possibly non-conservative) timeinhomogeneous Markov process with state space D = R n ≥ 0 and d = m + n ≥ 1. We write P t,T f (x) = D f (ξ) p t,T (x, dξ) for f ∈ bD (the C-valued bounded measurable functions on D). Throughout we assume that p t,T (x, A) is jointly measurable in (t, T, x), for all Borel sets A in D.
(2.1)
Then we can consider the associated time-homogeneous space-time process with state space R + × D and transition semigroup (P t ) t≥0 acting on b(R + × D) by P t f (r, x) := P r,r+t f (r + t, x) = D f (r + t, ξ) p r,r+t (x, dξ).
Indeed, we let (Θ, X) = (Θ, Y, Z) denote the realization of (P t ) on the canonical filtered space (Ω, F 0 , (F 0 t )) consisting of paths ω : R + → (R + × D) ∆ = (R + × D) ∪ {∆} (the one-point compactification of R + × D) and equipped with the family of probability measures (P (r,x) ) (r,x)∈R+×D (see [8, Section I.3] ). So that Θ t = r + t and X 0 = x, P (r,x) -a.s.
To avoid unnecessary repetitions we shall usually refer to the transition operators (P t,T ) when we mean any of the above notions related to the original timeinhomogeneous Markov process X.
2.2.
Weakly Regular Affine Processes. We follow the notation in [3] and define
Definition 2.1. We call (P t,T ) affine if for every 0 ≤ t ≤ T and u ∈ ∂U there exists φ(t, T, u) ∈ C and ψ(t, T, u) = (ψ
If P t,T = P T −t is time-homogeneous then we are back to [3] with φ(t, T, u) and ψ(t, T, u) replaced by φ(T − t, u) and ψ(T − t, u), respectively. We follow the convention made in [3, Remark 2.3] and let φ(t, T, ·) in (2.3) denote the unique continuous function on iR n with φ(t, T, 0) = 0. As noted in [3, Remark 2.2] we necessarily have φ(t, T, u) ∈ C − and ψ(t, T, u) ∈ U, since P t,T f u ∈ bD, for all u ∈ ∂U. Definition 2.2. We call (P t,T ) stochastically continuous if p s,S (x, ·) → p t,T (x, ·) weakly on D for (s, S) → (t, T ), for every 0 ≤ t ≤ T and x ∈ D.
Hence (P t,T ) is stochastically continuous if and only if P t,T f (x) is jointly continuous in (t, T ), for all x ∈ D and f ∈ C b (D). As in [3] we need further regularity assumptions. For technical reasons, as will be made clear in Example 2.12 below, we have to distinguish between a "weak" and a "strong" regularity hypothesis. Definition 2.3. We call (P t,T ) weakly regular if it is stochastically continuous and the left-hand derivativeÃ
exists for all (t, x, u) ∈ R ++ × D × U and is continuous at u = 0 for all (t, x) ∈ R ++ × D.
If (P t,T ) is weakly regular and affine we call it simply weakly regular affine.
Note that (2.1) implies joint measurability ofÃ(t)f u (x) in (t, u) ∈ R ++ × U, but the t-dependence can be arbitrarily irregular, even for weakly regular affine processes. For illustration we consider a simple deterministic situation.
is an affine transition function with
The dependence of φ(t, T, u) on (t, T ) is implicit by f and can be very irregular.
2.3. Some Notation. For the convenience of the reader we recall here the notional conventions from [3] . For α, β ∈ C k we write α, β := α 1 β 1 +· · ·+α k β k (notice that this is not the scalar product on C k ). We let Sem k be the convex cone of symmetric positive semi-definite k × k matrices. Denote by {e 1 , . . . , e d } the standard basis in R d , and write I := {1, . . . , m} and J := {m + 1, . . . , d}. Let α = (α ij ) be a d × d-matrix, β = (β 1 , . . . , β d ) a d-tuple and I, J ⊂ {1, . . . , d}. Then we write α T for the transpose of α, and α IJ := (α ij ) i∈I, j∈J and β I := (β i ) i∈I . Examples are χ I (ξ) = (χ k (ξ)) k∈I or ∇ I := (∂ x k ) k∈I . We write 1 := (1, . . . , 1) without specifying the dimension whenever there is no ambiguity. For i ∈ I we define I(i) := I \ {i} and J (i) := {i} ∪ J . The Kronecker Delta is denoted by δ kl , which equals 1 if k = l and 0 otherwise.
Throughout, we fix a continuous truncation function χ : [3] this function was unnecessarily defined in an explicit form).
Important convention: we tacitly write x = (y, z) or ξ = (η, ζ) for a point in
(since these mappings play a distinguished role we introduced a "coordinate-free" notation).
2.4. Strongly Regular Affine Processes. This section contains the main theorems of the paper. The proofs are postponed to Section 7. First, here is the extension of [3, Definition 2.6].
Definition 2.5. The t-dependent parameters (a, α, b, β, c, γ, m, µ) = (a(t), α(t), b(t), β(t), c(t), γ(t), m(t), µ(t)), t ∈ R + , are called weakly admissible if for each fixed t ∈ R + they are admissible in the sense of [3, Definition 2.6] , that is,
• a(t) ∈ Sem d with a II (t) = 0 (hence a IJ (t) = 0 and a J I (t) = 0), (2.5)
• α(t) = (α 1 (t), . . . , α m (t)) with α i (t) ∈ Sem d and α i;I(i)I(i) (t) = 0, (2.6) (hence α i;kl (t) = α i;ii δ ik δ kl for all k, l ∈ I),
7)
• β(t) ∈ R d×d such that β IJ (t) = 0 and β iI(i) (t) ∈ R m−1 + for all i ∈ I, (2.8)
(hence β II (t) has nonnegative off-diagonal elements),
• c(t) ∈ R + , (2.9)
10)
They are called strongly admissible if in addition they satisfy the following continuity conditions: We first state a representation result for weakly regular affine processes.
Theorem 2.7. Suppose (P t,T ) is weakly regular affine. Then there exist some weakly admissible parameters (a, α, b, β, c, γ, m, µ) such that, for all t > 0, u = (v, w) ∈ U, x = (y, z) ∈ D,
has a continuous extension in t on R + and (2.14) holds, then (a, α, b, β, c, γ, m, µ) are strongly admissible and (2.15) also holds for t = 0. Definition 2.9. We call (P t,T ) strongly regular affine if it is weakly regular affine and the parameters (a, α, b, β, c, γ, m, µ) from Theorem 2.7 are strongly admissible.
Remark 2.10. In the time-homogeneous case [3] the distinction between weakly and strongly regular affine becomes redundant: every "regular affine" process (in the notation of [3] ) is strongly regular affine.
Remark 2.11. The strong regularity (continuity of the parameters) is assumed to make the theory of Feller processes available (Theorem 2.13). The continuity is used for e.g. the existence of classical solutions of the ODEs (2.24)-(2.26), and for the technical points (4.11) and (5.5) (here we explicitly use (2.14)). Piecewise continuous parameters (regime switches) can be approximated by continuous parameters. Hence for applications it seems to be more than enough to have the characterization, existence and uniqueness results for time-inhomogeneous affine Markov processes under the strong regularity hypothesis. Yet, we conjecture that similar results can be derived on the level of semimartingales (see Theorem 2.14), and leave this open for future research.
The following example shows that there are weakly regular affine processes that are not strongly regular affine, even though F (t, u) and R(t, u) are uniformly continuous in (t, u) ∈ R + × U.
Example 2.12. Let (m, n) = (0, 1), set R(t, u) ≡ 0 and
where x(t) is continuous with x(0) = 0 and 0 < x(t) ≤ 1 for t > 0. Thus
, and thus
, otherwise, in the representation (2.16) do not satisfy the continuity conditions (2.13) and (2.14). A similar example can be constructed with a discontinuous b(t).
Theorem 2.13. Suppose (P t,T ) is strongly regular affine and (a, α, b, β, c, γ, m, µ) the corresponding strongly admissible parameters. Then (Θ, X) is a Feller process. Let A be its infinitesimal generator. Then
where A(t) acts on the function f (t, ·) as follows
(2.23) Moreover, (2.3) holds for all 0 ≤ t ≤ T and u ∈ U where φ(t, T, u) and ψ(t, T, u) solve the generalized Riccati equations
with F , R Y and β Z given by (2.16)-(2.20). Conversely, let (a, α, b, β, c, γ, m, µ) be strongly admissible parameters. Then there exists a unique, strongly regular affine Markov process (P t,T ) whose associated space-time process (Θ, X) has the infinitesimal generator (2.22), and (2.3) holds for all 0 ≤ t ≤ T and u ∈ U where φ(t, T, u) and ψ(t, T, u) are given by (2.24)-(2.26).
We now give some conventions and a brief summary of facts about Feller processes, the proofs of which can be found in e.g. [8, Chapter III.2] . Let (Θ, X) be the Feller process from Theorem 2.13. Since we deal with an entire family of probability measures, (P (r,x) ) (r,x)∈R+×D , we make the convention that "a.s." means "P (r,x) -a.s. for all (r, x) ∈ R + × D". Then X admits a cadlag modification, and "X" will from now on always stand for such a cadlag version. Let
(remember that (R + ×D)∪{∆} is the one-point compactification of R + ×D). Then we have (Θ, X) · = ∆ on [τ X , ∞) a.s. Hence (Θ, X) is conservative if and only if τ (Θ,X) = ∞ a.s. Write F (r,x) for the completion of F 0 with respect to P (r,x) and (F (r,x) t ) for the filtration obtained by adding to each F 0 t all P (r,x) -nullsets in F (r,x) . Define
Then the filtrations (F (r,x) t ) and (F t ) are right-continuous, and (Θ, X) is still a Markov process with respect to (F t ), for every P (r,x) .
By convention, we call X a semimartingale if (X t 1 {t<τ (Θ,X) } ) is a semimartingale on (Ω, F, (F t ), P (r,x) ) for every (r, x) ∈ R + × D. For the definition of the characteristics of a semimartingale with respect to χ we refer to [5, Section II.2].
Theorem 2.14. Let (P t,T ) be strongly regular affine and (a, α, b, β, c, γ, m, µ) the corresponding strongly admissible parameters. Then X is a semimartingale. If (P t,T ) is conservative then X admits the P (r,x) -characteristics (B, C, ν),
Moreover, let X = (Y , Z ) be a D-valued semimartingale defined on some filtered probability space (Ω , F , (F t ), P ) with P [X 0 = x] = 1. Suppose X admits the characteristics (B , C , ν ), given by (2.27)-(2.29) where X is replaced by X . Then P • X −1 = P (r,x) .
The notions (2.30) and (2.31) are not substantial and only introduced for notational compatibility with [5] . Indeed, we simply replaced ∇ J f (t, x), χ J (ξ) and
, which is compensated by replacing b and β byb andβ, respectively.
Preliminary Results
This section corresponds to [3, Section 3] . We now have to distinguish between forward and backward equations. Note that the Chapman-Kolmogorov equation
is a composition rule which is backward in time. This is in contrast to the common "evolution systems", say (U t,s ) 0≤s≤t , arising in the study of time-inhomogeneous Cauchy problems, where the composition rule is forward in time,
see [7] . We take this distinction into account by introducing the notion B t,T := P T −t,T .
(3.1)
Throughout we fix T > 0, and we frequently replace "P t " in [3] with B t,T . This is justified since, as for "P t ", there exists a (sub)stochastic kernel, p T −t,T (x, dξ), such that
Moreover, the semigroup property of "(P t )" was not used for the analysis in [3,
We suppose from now on that (P t,T ) is weakly regular affine. First, we want to extend the (t, u)-range of validity of (2.3), which a priori is [0, T ] × ∂U and {T } × U. That is, we fix u ∈ U and see how far we can go in the −t-direction. Therefore, we define Let (t, u) ∈ O(T ) and s ≤ t such that (s, u) ∈ O(T ) and (s, ψ(t, T, u)) ∈ O(t). Lemma 3.1 and the Chapman-Kolmogorov equation yield
= e φ(t,T,u)+φ(s,t,ψ(t,T,u))+ ψ(s,t,ψ(t,T,u)),x , ∀x ∈ D,
According to Definition 2.3 and Lemma 3.1, the left-hand derivatives
exist and are measurable in (t, u) ∈ R ++ × U. From (3.5)-(3.6) we conclude that, for all (t, u) ∈ O(T ) with t > 0,
As for the mappings F and R, we observe that we have from (2.4),
for all x ∈ D, and hence
for all (t, u) ∈ R ++ × U. Hence it is enough to findÃ(t)f u (x) on the coordinate axes, that is, for x = re i and x = se j , i ∈ I, j ∈ J , r ≥ 0, s ∈ R, in order to determine F and R. This can be done exactly as in [3, Sections 4-5], see Section 7 below.
Generalized Riccati Equations
Let (a, α, b, β Y , β Z , c, γ, m, µ) be some strongly admissible parameters, and let F (t, u) and R(t, u) = (R Y (t, u), R Z (t, u)) be given by (2.16), (2.17) and (2.18). In this section we discuss the generalized Riccati equations −∂ t Φ(t, T, u) = F (t, Ψ(t, T, u)), Φ(T, T, u) = 0, (4.1)
Observe that (4.
1) is a trivial differential equation. A solution of equations (4.1)-(4.2) is a pair of continuously differentiable mappings Φ(·, T, u) and Ψ(·, T, u)
3)
for 0 ≤ t ≤ T and u = (v, w) ∈ C m × C n . As shown in [3] , R Y (t, ·) may fail to be Lipschitz continuous at ∂U. Yet the following can be proved. Proposition 4.1. For every T > 0 and u ∈ U 0 there exists a unique solution Φ(·, T, u) and Ψ(·, T, u) of (4.1)-(4.2) with values in C − and U 0 , respectively. Moreover, Φ(t, T, u) and Ψ(t, T, u) are jointly continuous in (t, T, u), for 0 ≤ t ≤ T and u ∈ U 0 , and
for all (t, u) ∈ R + × U 0 .
Proof. We only have to consider (4.4). We set
Let T > 0, and consider the initial value problem
Obviously, g(t, T, u) satisfies (4.8) for 0 ≤ t ≤ T if and only if
is a solution of (4.4). It follows as in [3, Lemma 5.3 ] that the map
is analytic in v ∈ C 
Since all coefficients in (4.8) depend continuously on t, it follows literally as in the proof of [3, Proposition 6.1] that τ T,u = T and that g(t, T, u) ∈ C m −− for all (t, u) ∈ [0, T ] × U 0 . The continuity of g(t, T, u) in (t, T, u) for 0 ≤ t ≤ T and u ∈ U 0 is a standard result and follows from the regularity properties of (4.9), see e.g. [1, Section II.8].
Now let (t, u) ∈ R + × U 0 . Equation (4.2) yields
and hence
by the joint continuity of R(s, Ψ(s, t+h, u)) in s and h. Whence (4.7), and similarly one shows (4.6).
Remark 4.2. It is difficult to say more about the T -differentiability of Ψ(t, T, u)
for T > t in general. In view of (4.10) we have
Since R(s, v, w) is not differentiable in w in general (µ i (t, dξ) in (2.17) can be any probability distribution on {0} × R n ⊂ D with infinite first moment), it is not clear what the limit for the second integrand should be as h → 0. The candidate for ∂ T Ψ(t, T, u) would be the solution to
which is well-defined if D u R(s, u) exists and is continuous (which again is implied by a first moment condition on the measures µ i , see .7), for all 0 ≤ t ≤ T and u ∈ U.
Proof. Follows as in [3, Proposition 6.4] and by (4.11).
C × C
(m,n) -Semiflows
As in [3, Section 7] we provide here the tools for proving the existence of weakly and strongly regular affine processes. We denote by C the convex cone of continuous functions φ : U → C + of the form
2 . Moreover, we define the convex cone C (m,n) ⊂ C m × C n of mappings ψ : U → U by
We recall some basic facts about C and C (m,n) , see [3, Lemma 7.1 and Proposition 7.2].
Lemma 5.1. There exists a unique and infinitely divisible sub-stochastic measure µ on D such that
if and only if φ ∈ C. Moreover, the representation (5.1) of φ(u) by A, B, C and M is unique.
i) For every x ∈ D there exists a unique and infinitely divisible sub-stochastic
ii) The composition φ • ψ is in C.
iii) The composition ψ 1 • ψ is in C (m,n) . iv) If φ k converges pointwise to a continuous function φ * on U 0 , then φ * has a continuous extension on U and φ * ∈ C.
v) If ψ k converges pointwise to a continuous mapping ψ * on U 0 , then ψ * has a continuous extension on U and ψ * ∈ C (m,n) .
An extension of [3, Definition 7.3 ] is now straightforward.
It is called a weakly regular C ×C (m,n) -semiflow if φ t,T (u) and ψ t,T (u) are jointly continuous in (t, T ) and the left hand derivatives
exist for all (t, u) ∈ R ++ × U and are continuous at u = 0 for all t > 0.
Here is the link to weakly regular affine processes.
Proposition 5.4. Suppose {(φ t,T , ψ t,T )} 0≤t≤T is a weakly regular C × C (m,n) -semiflow. Then there exists a unique weakly regular affine Markov process with statespace D and exponents φ(t, T, u) = φ t,T (u) and ψ(t, T, u) = ψ t,T (u). 2) uniquely defines a strongly regular C × C (m,n) -semiflow {(φ t,T , ψ t,T )} 0≤t≤T by φ t,T = Φ(t, T, ·) and ψ t,T = Ψ(t, T, ·).
Proof. We fix T > 0 and first suppose that 
for t ∈ [0, T ] and i ∈ I. Then equation (4.4) is equivalent to the following integral equations
By a classical fixed point argument, the solution Ψ 
F (s, Ψ(s, T, ·)) ds ∈ C and the proposition is proved if (5.3)-(5.4) hold. For the general case it is enough to notice that the solution of (4.4) depends continuously on the right hand side of (4.4) with respect to uniform convergence on compacts. Now Lemma 5.7 below completes the proof. Proof. The proof is essentially the same as for [3, Lemma 7 .5], we only have to clarify a few points concerning the t-dependence of the parameters. We consider a sequence of functions
Now introduce the finite measures on D \ {0},
and denote byg k the corresponding map given by (2.17) with µ i replaced by µ (k)
i . Note thatg k satisfies (5.3) and the corresponding strong admissibility conditions (2.13)-(2.14), since ρ (k) ∈ C b (D). We now write
Then, for fixed t ∈ [0, T ], the bounded measures
The function h u is defined by
Let K ⊂ U be compact. Then there is a constant C such that
for all u ∈ K and k ∈ N. Observe that, by construction, 
To simplify the notation we suppress the index k in what follows and assume that µ i already satisfies (5.3). We proceed literally as in the proof of [3, Lemma 7.5] and constructg (l) (t, u) that is of the form (2.17) and satisfies (5.3)-(5.4). Adapting the notation from [3] we then derivẽ
where p * (t), λ l (t) and λ ∞ (t) are continuous in t ∈ [0, T ], and λ l → λ ∞ uniformly in t ∈ [0, T ]. It then follows thatg (l) converges to R Y i uniformly on compacts in [0, T ] × U, and the lemma is proved.
Feller Property
Let (P t,T ) be strongly regular affine and (a, α, b, β(β Y , β Z ), c, γ, m, µ) the corresponding strongly admissible parameters, given by Theorem 2.7. In this section we show that (P t ) in (2.2) shares the Feller property, and we establish a connection between the strongly admissible parameters and the infinitesimal generator of (P t ).
First, we provide some preliminary results. For f ∈ C 1,2 (R + × D) and a closed subset
Let A(t) be given by (2.23). The meaning of (6.1)-(6.2) becomes clear by the next lemma.
Lemma 6.1. For any f ∈ C 1,2 (R + × D) we have
for all (t, x) ∈ R + × D, with the continuous function
see (2.13)-(2.14), and the constant C only depends on d.
Proof. This follows as [3, Lemma 8.1].
We write
, and define the linear space
Let f ∈ D and (t, x) ∈ R + × D. Then there exists ξ 0 ∈ D such that the right hand side of (6.3) equals
But this tends to zero if (t,
Proof. With the same arguments as for Lemma 6.1 ([3, Lemma 8.1]), it follows from (2.23) and (2.21) that
for some ξ 0 ∈ D, for all (t, x) ∈ R + × D. This yields the claim. 
). In addition we define
Now let f = θh ∈ Θ 0 . Proposition 4.3 and (4.5) imply (6.5) and in particular lim
With the same arguments as in [3] , and since the complex linear span
Moreover, in view of [9, Lemma 31.7], (6.5) and the easy fact that Θ 0 ⊂ D (and hence Similarly as in in [3] one can then construct, for any given h ∈ C and hence ∂ s P s f = P s Af exists and is in C 0 (R + × D). Equation (6.4) thus implies that (t, x) → ∂ T P t,T h(x)| T =t+s = ∂ s P s f (t, x) − ∂ t θ(t + s)P t,t+s h(x) (6.7)
exists and is in C 0 (R + × D) (first one argues locally in (t, x) and chooses θ constant around t). Since s > 0 was arbitrary, and since P s Af (t, x) is jointly continuous in s, t, x, we conclude that P t,T h(x) is continuously differentiable in T > t. On the other hand we see as in (6.5) that ∂ t P t,T h(x) = −A(t)P t,T h(x), pointwise. We can now apply the chain rule and derive A P s f (t, x) = ∂ t θ(t + s)P t,t+s h(x) + θ(t + s) (−A(t)P t,t+s h(x) + ∂ T P t,T h(x)| T =t+s ) + θ(t + s)A(t)P t,t+s h(x) = ∂ t θ(t + s)P t,t+s h(x) + θ(t + s)∂ T P t,T h(x)| T =t+s = ∂ s P s f (t, x).
Hence A P s f ∈ C 0 (R + × D) and Lemma 6.2 implies that P s f ∈ D , whence (6.6). The rest of the proposition now follows as in [3] : property (6.6) together with the fact that L(Θ 0 ) and D are dense in C 0 (R + × D) and C ∞ c (R + × D) is · ;R+×D -dense in D yields the assertion.
Remark 6.4. What makes the proof of (6.6) a bit clumsy is the fact that we cannot and do not require any differentiability of φ(t, T, u) and ψ(t, T, u) in T or u (see Remark 4.2). It is noteworthy that yet we could derive T -differentiability of P t,T h(x) (without computing it explicitly), see (6.7) and below.
To make this more clear we present here an alternative proof of (6.6) (without using Lemma 6.2) assuming that φ(t, T, u) and ψ(t, T, u) are continuously differentiable in u. Let f = θh ∈ Θ 0 . We have to show that is in C 1 c (R n ), and we have P s f (t, x) = θ(t + s)
R n e i q,z g(q) dq. Integration by parts yields R n ∇ q e i q,z g(q) dq = − R n e i q,z ∇ qg (q) dq.
By the Riemann-Lebesgue theorem the right hand side as a function of z is in C 0 (R n ), whence (6.8) is proved.
