We consider smooth three-dimensional spherically symmetric Eulerian flows of ideal polytropic gases outside an impermeable sphere, with initial data equal to the sum of a constant flow with zero velocity and a smooth perturbation with compact support. Under a natural assumption on the form of the perturbation, we obtain precise information on the asymptotic behavior of the lifespan as the size of the perturbation tends to 0. When there is no sphere, so that the flow is defined in all space, corresponding results have been obtained in 
Introduction
For Eulerian compressible flows in all space with initial data suitably close to a constant flow with zero velocity, precise estimates for the lifespan have been obtained in the 2D axisymmetric isentropic case [1, 12] , and in the 3D spherically symmetric case for ideal polytropic gases with variable entropy [3] . The purpose of the present paper is to E-mail address: pgodin@ulb.ac.be. obtain results analogous with those of [3] outside an impermeable sphere. To achieve this, we shall adapt the methods and proofs of [3, 4] to the needs of the present paper.
As in the boundaryless case [3] , we shall introduce a suitable approximate flow, satisfying here the impermeability boundary condition, and obtained by combining a suitable isentropic flow with a suitable steady flow with constant pressure. Because of the boundary condition, some extra care will be needed to ensure that the approximate flow satisfies suitable compatibility conditions. Estimates for the approximate flow will follow from the results of [4] . To study the error (that is, the difference between the actual flow and the approximate flow), we shall adapt arguments of [3, 4] . We shall rely heavily (as in [3, 4] ) on Sobolev type estimates with decay from [9] .
Our paper is organized as follows. In Section 2, we state our results precisely and give some indication on notations to be used in this paper. In Section 3, we treat short time existence and introduce our approximate solution, which is studied in Section 4 with the help of results of [4] . An asymptotic lower bound for the lifespan is obtained in Sections 5 and 6. In Section 7 it is shown that this asymptotic lower bound actually is an asymptotic upper bound.
Statement of the results
Set D R = {x ∈ R 3 , |x| > R}, write ∂ j = ∂/∂x j , ∇ = (∂ 1 , ∂ 2 , ∂ 3 ), and denote by · the Euclidean scalar product in R 3 . We consider the compressible Euler equations ∂ t ρ + u · ∇ρ + ρ∇ · u = 0 if 0 < t < T and x ∈ D R , (2.1)
2)
∂ t S + u · ∇S = 0 if 0 < t < T and x ∈ D R , (2.3)
where t is the time variable, ρ the density, u the velocity, P the pressure, S the entropy. If u (1) , u (2) , u (3) are the components of u, ∇ · u of course means 1 j 3 ∂ j u (j ) , u · ∇ is 1 j 3 u (j ) ∂ j and u · ∇u = (u · ∇)u. Throughout this paper we shall deal with ideal polytropic gases, namely we shall assume that P = P (ρ, S) = K 1 ρ γ e K 2 S , where K 1 , γ , K 2 are strictly positive constants with γ > 1. We shall also set r = |x|. Throughout this paper, a function of (t, x) will be called radial if it depends only on (t, r). We shall say that (ρ, u, S) is spherically symmetric if u = Ux/r with U real-valued and ρ, U , S are radial functions. Fix M > 0,ρ > 0,S > 0, and let ε > 0 be a small parameter, always assumed to belong to (0, ε 0 ] for some small ε 0 > 0 throughout this paper. We shall consider the impermeability boundary condition u · x = 0 if 0 < t < T and r = R (2.4) (which of course will take a much simpler form for the spherically symmetric solutions to be considered in the present paper) and the family of spherically symmetric initial conditions
5)
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where ρ(0, x) > 0, ρ 0 (x, ε) = ρ 0 (r) + ερ 1 (r, ε), u 0 (x, ε) = (u 0 (r) + εu 1 (r, ε))x/r, S 0 (x, ε) = S 0 (r) + εS 1 (r, ε) for some functions ρ j , u j , S j (fixed throughout this paper) which are C ∞ ([R, +∞)) functions of r and vanish when r R + M, with ρ 0 , u 0 , S 0 independent of ε. We shall assume that the initial data (2.5)-(2.7) satisfy the usual compatibility conditions of all orders when t = 0, r = R, for the boundary value problem (2.1)-(2.4). Recall that this means that if (ρ, u, S) is a smooth solution of (2.1)-(2.3) for some T > 0 such that (2.5)-(2.7) hold, then ∂ k t u · x = 0 if k ∈ N, t = 0 and r = R. We shall also assume that |∂ α x ρ 1 | + |∂ α x u 1 | + |∂ α x S 1 | Ĉ α if α ∈ N 3 , withĈ α independent of ε (and of x ∈ D R ) and fixed throughout the paper. Set I ε = {T > 0, (2.1)-(2.7) has a unique C ∞ ([0, T ) × D R ) solution (ρ, u, S) (hence ρ > 0)}. In Section 3, the following theorem will be proved easily with the help of the results of [5] . γ | ≡ 0. The purpose of the present paper is to prove the following long time existence result, whose boundaryless analogue has been obtained in [3] .
As announced in the introduction, Theorem 2.2 will be proved by adapting the method used in [3] . We shall construct an approximate solution of (2.1)-(2.7), from which we shall obtain the following result, which is the first half of Theorem 2.2.
Then we shall show how to modify the arguments of [3] to prove the next result:
Theorem 2.2 follows at once from Theorem 2.3 and Theorem 2.4. In the following sections we shall introduce a number of useful notations which will be used throughout this paper. Functions θ , w, z are defined at the beginning of Section 3 and corresponding functions Θ, W , Z just before (3.9). Functions θ 1 , w 1 , z 1 , vector fields Γ j , X, and some norms are introduced after the proof of Lemma 3.1, just before the statement of Theorem 3.1. Functions θ 2 , w 2 , z 2 are defined just before (3.20) 
Proof of Theorem 2.1. The approximate solution
In this section we shall show that Theorem 2.1 follows easily from the results of [5] , and we shall describe our approximate solution.
As in the boundaryless case [3] , it is convenient to introduce new dependent variables θ , w, z defined by
, we obtain with a new T :
w · x = 0 if 0 < t < T and |x| = R, (3.4)
where
for all x ∈ D R and ε small. Now the operator on the left-hand side of (3.1)-(3.3) is symmetrizable hyperbolic (cf. [3] ). In fact let w (1) , w (2) , w (3) be the components of w in the canonical basis of R 3 and consider the 5 × 1 matrix φ = tr(θ (w (i) 
The formulation (3.8), (3.4)-(3.7) will be suitable to obtain L 2 estimates, but in our case (θ, w, z) will be spherically symmetric, which means that
10)
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It is now easy to prove Theorem 2.1.
Proof of Theorem 2.1. Assume that ε is small enough. (3.9)-(3.15) is a mixed problem with characteristic boundary of constant multiplicity for the symmetrizable hyperbolic system on the left-hand side of (3.9)-(3.11). It follows with the help of Theorems 2 and 4 of [5] and a standard uniqueness argument that (3.9)-(3.15) has a unique C ∞ solution which gives rise to the only solution of (3.8), (3.4)-(3.7), so that I ε = ∅ if ε is small enough. (For short time existence results, see also [10, 11] and the references given in [10, 5, 11] .) 2
We now turn to the construction of the approximate solution of (3.1)-(3.7). As a first step, we want to approximate θ , w, replacing z by 0 (i.e. taking an isentropic flow). However the initial data (εθ 0 , εw 0 , 0) need not satisfy the compatibility conditions for (3.1)-(3.4) when t = 0 and r = R when (εθ 0 , εw 0 , εz 0 ) do. So we first have to modify θ 0 , w 0 and this is the purpose of the next lemma. Lemma 3.1. If ε is small, one can findθ 0 (x, ε) =Θ 0 (r, ε),w 0 (x, ε) =W 0 (r, ε)x/r (whereΘ 0 andW 0 are real-valued and C ∞ with respect to r ∈ [R, +∞)) which satisfy the following conditions:
. From (3.9)-(3.11) it follows by induction that
where P j is an R 3 -valued polynomial function with P j (1/r, 0) = 0. Write L = ∂ r (∂ r + 2/r). By induction, we obtain with the help of (3.10), (3.16) that
and with the help of (3.9), (3.16) that
where P jl , l = 1, 2, are polynomial functions and Λ → P jl (1/r, Λ) vanish of order 2 at 0. Taking (3.18) into account in (3.17) and using also (3.16), we easily find that
in whichP jn are polynomial functions and Λ →P jn (1/r, Λ) vanish of order n at 0. We easily conclude that the compatibility conditions when t = 0 and r = R (for the mixed problem (3.9)-(3.15)) read
whereP j are polynomial functions which vanish of order 2 at 0. If we set 
Actually the situation now is even simpler than in Theorem 2.1: it suffices to consider (3.1), (3.2) with z ≡ 0, (3.4), with initial data (εθ 0 + ε 2θ 0 , εw 0 + ε 2w 0 , 0); in the formulation (3.9), (3.10) with Z ≡ 0, (3.12), the sphere r = R is now noncharacteristic as long as 1 + C 1 Θ does not vanish. In fact it is convenient to reduce to a potential equation, which we shall do a little later for obtaining long time estimates. Now set z 1 (t, x) = εz 0 (x, ε). Notice that (0, 0, z 1 ) is also a solution of (3.1)-(3.4) (which corresponds to a solution of (2.1)-(2.4) with zero velocity and constant pressure). (θ 1 , w 1 , z 1 ) will be our approximate solution.
In order to describe important estimates, let us introduce some notations. Define 
, where ε ln T τ . Assume that ε is small, and let (θ 1 , w 1 , z 1 ) be as above. Set 
We shall use a fixed function ψ :
With the help of Theorem 3.1 we shall prove in Sections 5 and 6 the following result, which measures the quality of the approximation of (θ, w, z) by (θ 1 , w 1 , z 1 ). 
Proof of Theorem 3.1
In this section we shall study the approximate solution introduced in Section 3 and we shall prove Theorem 3.1. As already said after (3.19), there exists T > 0 such that
. Assuming as we may that 1 + C 1 θ 1 > 0, we may consider the corresponding solution (ρ 1 , u 1 ,S) of (2.1)-(2.7). We now recall some facts on the potential associated with (ρ 1 , u 1 ,S) (cf. [3] ). Consider the potential function v 1 (t, x) vanishing for large |x| and defined by the relations ∇v 1 = u 1 , 
With the help of Theorem 4.1, we are able to prove Theorem 3.1.
Proof of Theorem 3.1. We have
Therefore Theorem 3.1 follows easily from Theorem 4.1 with the help of standard estimates of nonlinear functions. 2
Proof of Theorem 3.2: Reduction to Proposition 5.4
In this section and the next one we shall prove Theorem 3.2 by an energy method. To treat the boundary terms, it is convenient to introduce intermediate norms (which was done in [4] for second order quasilinear wave equations) and therefore the energy method will be somewhat more complicated than the one used for the boundaryless case in [3] .
Let ψ be as in the statement of Theorem 3.2. We are going to prove the following result, which is the analogue of Theorem 5 of [3] for our exterior mixed problem. 
We start with two useful lemmas. 
Proof. We first prove (1) and (2) when l = 0. Let us check first that 
On the other hand, since F (t, R) = 0, it follows from the arguments of the proof of (6.7) of [12] that 
Notice that E m,m = E m . To economize notations in the sequel, it is also convenient to write
when 0 l m − 1. Sometimes it will be convenient to set
Useful estimates (mostly of Sobolev type) are contained in the following proposition (where the estimates are slightly better, regarding the number of consumed derivatives, than in Lemma 2 of [3] , because now r R). We set σ * (t, x) = rσ 
Proof. (1) and (2) follow easily by the proof of Lemma 4.2 of [9] . (3) 
Now by the proof of Lemma 4.2 of [9] , (3) and use (5.3), (4) follows. To prove (5), observe first that 
For the sequel, let us introduce some useful notation already used in [3] in the boundaryless case. If Γ a = ∂ α X k and we apply ∂ α (X + 1) k to (3.20), (3.21), we obtain that
where h a 0 = 1 j 6 τ a j , h a = 7 j 13 τ a j , with
We are going to prove the following result. 
Proof. We adapt the proof of Proposition 3 of [3] (where l = m and there was no boundary). First we obtain, if
Indeed, (5.5) is proved exactly as (37) of [3] . Then we easily obtain with the help of Theorem 3.1 (1), (2) and of Proposition 5.1 (1), (2), (4), by elementary modifications of corresponding arguments of the proof of Proposition 3 of [3] :
Until the end of Section 6, we shall make the assumption that E 1/2 m,max(l,1) (t) ε 2 ψ(ε) (this assumption could be relaxed at some places, but we keep it for simplicity and it is sufficient for our purposes). When convenient, we shall write θ j (t, x) = Θ j (t, r), w j (t, x) = W j (t, r)x/r (W 2 has already been defined in the proof of Proposition 5.1(6)), z j (t, x) = Z j (t, r). The next lemma will be useful. Since we suppose until the end of Section 6 that ε is small and that E 1/2 m,max(l,1) (t) ε 2 ψ(ε), we shall assume at the same time that |z| 1/2, as we may thanks to Proposition 5.1(1).
Henceforth we shall set a If ξ = (ξ (1) , ξ (2) , ξ (3) ) ∈ R 3 , let (ξ (i) ) 1 i 3 be the row matrix of the components of ξ . Define the 5 × 1 matrices Taking the pointwise Euclidean scalar product (in R 5 ) of (5.12) with φ ac , integrating over D R and using the symmetry of A j (φ), we obtain, writing dS for the canonical surface measure on ∂D R :
here and in the sequel, we also denote by · the standard Euclidean scalar product of ν × 1 real matrices (whatever ν) and, for two functions f (t, x),f (t, x) valued in the set of ν × 1 real matrices, we write f,
It is easy to check that 
Proof. We may assume that l m − 1 since the case l = m follows at once if we know that the proposition holds
where Γ a = ∂ k t X λ with λ l and k + λ m. Taking ε 0 small and using Theorem 3.1(2) and Proposition 5.1(1), we may and shall assume that C 1 |θ | 1/2. Recall that we also assume that |z| 1/2. We obtain from (5.9), (5.10) that 
It is not hard to check with the help of (5.16) that
so it remains to bound the factor of the second C on the right-hand side of (5.17 
We readily obtain with the help of Proposition 5.1(1) that
Writing again ∂ t χ = t −1 Xχ − t −1 r∂ r χ , we easily obtain with the help of Proposition 5.1(1): 
The first half of (4, 0) also holds and is of course a consequence of (4, 1); we have chosen the above formulation since, for each fixed l 1, we shall obtain all of (4, l) at the same time. 
Proof of Proposition 5.4
In this section we shall prove Proposition 5.4. Proposition 5.4(1, l) will be proved by adapting the arguments of the boundaryless case (see [3] , where l = m); in the present situation, we have to keep in mind that we cannot consume more than l derivatives with respect to X in L 2 , which will somewhat complicate the proof. Proposition 5.4(3, l)-(6, l) will be proved by induction on l.
A corresponding induction procedure was used in [4] for solutions of quasilinear wave equations satisfying Neumann boundary condition.
Throughout this section, we shall suppose that θ 2 , w 2 , z 2 satisfy the assumptions of Proposition 5.4, and that 0 < ε ε 0 , with ε 0 small allowed to depend on τ ; in particular, throughout this section, we shall suppose that ε 0 is so small that (i) Theorem 3.1, Propositions 5.2 and 5.3, and Lemma 5.3 can be applied, and (ii) C 1 |θ | 1/2 and |z| 1/2. We shall denote by C various strictly positive constants (which might depend on τ ) but are independent of ε, T when ε ln T τ . 5.4(1, l) . We have
Proof of Proposition
Let us prove (6.2) for j = 9; the other cases can be handled in the same way. 
To prove (6.6), we are going to adapt arguments which led to (5.24). Let 
CεQ 
With the help of Lemma 5.3, Theorem 3.1(2), (3) and Proposition 5.1(1), (2), (3), it is not hard to check that (σ + E 11bd )(t)
This yields an estimate of (σ + F i2b )(t) . Collecting the estimates of (σ + F ij b )(t) , we find that
Finally, with the help of Lemma 5.3 and Theorem 3.1(3), recalling that C 1 |θ | 1/2, we find that
(6.9) (6.6) immediately follows from (6.7)-(6.9). Now we have 
, which gives (6.11) in view of Proposition 5.1(1) if we assume also that |c − d| m − 2 in the case that j = 2. If now |c − d| = m − 1 and j = 2, we have |c| = m, |d| = 1 since d = 0, and (6.11) is easily obtained with the help of Proposition 5.1(3), (4) .
In order to be able to controlP c 2j , we are going to study ν cd j Γ c z 2 when d 4 = l 1. So from now on and until this task is completed, we assume that
follows with the help of Proposition 5.1(3), (4) that
Henceforth, let R 1 R be such that z 2 (t, x) = 0 if r R 1 (one could take e.g. R 1 = R 0 with R 0 as in Lemma 5.3). Set
We have written ϕ cd j (t) as an integral over D RR 1 (and not over D R ) because this will allow a somewhat more concise description of some long estimates. We can write ϕ cd
It is convenient to setκ 1 = ε,κ 2 = E 1/2 m,0 . Let us handle I cd j . If j = 1 or |μ| m − 2, we estimate the second factor under the integral sign in L ∞ and each other factor in L 2 , using Proposition 5.1(1), (3), (5) . We obtain that
m,l (t) (6.13) if j = 1 or |μ| m − 2. If now j = 2 and |μ| = m − 1, we have l = 1, β = 0, and we estimate the first factor under the integral sign in L ∞ and each other factor in L 2 , and we find with the help of Proposition 5.1(6) that (6.13) still holds. Using similar arguments for J cd j , we easily obtain that also
Write N cd j = N cd j 1 + N cd j 2 , where
Notice that N cd 11 ≡ 0. As for N cd 21 , if |μ| m − 2, we may estimate the first factor under the integral sign in L ∞ and each other factor in L 2 , writing that t ∂ t ∇∂ μ z 2 (t) X∇∂ μ z 2 (t) + r∂ r ∇∂ μ z 2 (t) . We readily obtain with the help of Proposition 5.1(3), (4) :
. Now observe that if r → g(r) and x → F (x) are smooth scalar functions such that the function x → g(r)F (x) vanishes when r = R and when r is large, integration by parts readily shows that
Using (6.16), we obtain that G cd
Indeed, it follows from (5.11) that ∂ t ∂ μ z 2 = −w · ∇∂ μ z 2 +ĝ μ * if Γ μ * = ∂ μ . (6.17) easily follows with the help of Lemma 5.3, Theorem 3.1(3) and Proposition 5.1(3), (4). Now using Proposition 5.1(6) and (6.17), we find that |G cd
we obtain with the help of Theorem 3.1(3) and Proposition 5.1(4), (6) 
. Using Theorem 3.1(3) and Proposition 5.1 (1) , (3), (4), (5), (6) (4), (6) that
If now |c| = m, we obtain by integration by parts that N cd j 21 = 1 k 3 N cd j 21k , where
But we have 
In G cd 4 (t), we estimate the first two factors under the integral sign in L ∞ , and we obtain with the help of Theorem 3.1(3) and Proposition 5.1 (6) 
, we use (6.16), and then estimate the function x → (∂ r ∂ μ z 2 ) 2 (t, x) in L 1 and each other factor under the integral sign in L ∞ with the help of Theorem 3.1(3) and Proposition 5.1(4), (6) . In G cd 52 (t) we estimate each of the last two factors under the integral sign in L 2 and each other factor in L ∞ , using Theorem 3.1(3) and Proposition 5.1(1), (5), (6) . This gives that |G cd Let us pass to N cd j 2k , where k ∈ {2, 3}. We estimate the first factor under the integral sign in L ∞ and each other factor in L 2 , making use of Theorem 3.1(3) and Proposition 5.1(3), (4) . We obtain (4) 
, whence it follows, again with the help of Proposition 5.1(3), (4) , that 
Let us start with the case n = 1, in which finding a suitable bound is less simple because of the additional factor t in front of the integral in the definition of S cdh jk1 . It is convenient to write Γ c = ∂ ξ X l (recall that Γ d = ∂ β X l ). Then we have (for each j ∈ {1, 2} and each k ∈ {4, 5}): (4) , and each other factor in L 2 , using (6.17) for the third factor. This gives 
To handle F ξν 2k21 , we estimate the first and third factors under the integral sign in L ∞ and each other factor in L 2 . Thanks to Proposition 5.1(3), (4) and (6.17), we obtain that |F 252 is equal to −G cd 5 above (in the study of N cd 221 ) with W replaced by W 2 and μ by ξ , so by arguments similar to those used above for G cd 5 , we find that . If |ν| + l m − 1, we estimate the first and fourth factors under the integral sign in L ∞ and the second and fifth factors in L 2 , using Proposition 5.1(3), (4) (the third factor is r). If |ν| + l = m, then ν = β + μ and we estimate the first and fifth factors under the integral sign in L ∞ and the second and fourth factors in L 2 , using Proposition 5.1(1), (3), (4), (5 We can now prove Proposition 5.4(2).
Proof of Proposition 5.4(2).
Since we assume that ε is so small that |z| 1/2 (cf. Section 5), an explicit computation shows that | 0 j 3 ∂ j A j (φ)| C(|∇ · w| + |∇θ |), so Proposition 5.4(2) easily follows with the help of Theorem 3.1(2), Proposition 5.2, and Proposition 5.1(4), (2) . 2
In the proof of Proposition 5.4(3, l) and (4, l), it will be convenient to make use of the following lemma. We now start with the proof of Proposition 5.4(3, l), (4, l), (5, l) and (6, l) . 
