A study has heen made of the saturation properties of D 2 0 from the triple point temperature to 325 °C, in the light of information on the saturation properties of H 2 0. Saturated liquid volumes have been determined by extrapolation to saturation pressure of relatively abundant liquid phase data (corrected to 100% D 2 0). Saturated liquid enthalpy has been determined by extrapolation of liquid phase specific heat data, and integration along the saturation line, allowing for the compressibility efIect. Saturated vapor volumes have been determined l)y use of an extended virial equation formulated for H 2 0 and corrected for D 2 0. Saturated vapor enthalpies hkve been determined by use of the Clapeyron equation, and compared to vapor enthalpies calculated from the extended virial equation. Saturated liquid and vapor volumes have been extrapolated to the critical temperature to allow an inference of the critical density.
Introduction
The main problem in establishing saturation states for' D 2 0 is the absence of heat of vaporization or other calorific measurements and the scarcity of vapor volume measure· ments for nearly.saturated states. However, data on liquid volumes are relatively abundant and virial coefficients are available, as well as saturation vapour pressures and zero pressure specific heats.
The feasibility of using these data to establish saturation ::;LaLes for D 2 0 has been tested by using the same procedure with corresponding data on H 2 0 for which the sat· uration states are now quite well known.
The first step was the extrapolation of liquid volumes to saturation vapor pressure, both for H 2 0 and D 2 0. Volume , data for the latter must be corrected for isotopic effects. This process provides saturation liquid volumes l1p to about 340, °e.
The second step was determination of the saturation liquid enthalpy by extrapolating corrected specific heats to saturation states and integrating along the saturation line, after allowing for compressibility effects. Again this process was followed for both H 2 0 and D 2 0 and proved to be feasible for temperatures from the triple point value up to about 325°C.
Next the saturation vapor volumes were estimated from virial coefficient information. For H 2 0 it appears that only· the second virial coefficicnt is neccssary up to 100 oC, hut third and fourth virial coefficients . are needed to match saturation volumes from 200 to 300°C. For D20, correlations of the experimentally determined second and third virial coefficients have been used, and the effective fourth virial coefficient has been assumed the same as for H20 with respect to molar volumes. With this procedure it appears feasible to determine saturation vapor volumes to about 300 0 C. A few saturation vapor volumes at higher temperature were obtained by extrapolation along experimental isotherms.
The next stage of the process was to determine saturation vapor enthalpies, employing both the Clapeyron equation and previously determined saturation quantities for one set of results, and the virial coefficients, zero pressure specific heats, and the vapor pressure equation for another. The agreement of these two sets of results for both H 2 0 and D 2 0 was within 4 Jig up to 300°C.
By these methods a set of saturation quantities consistent with the Clapeyron equation and estimates of uncertainties was obtained.
It is assumed that the absolute temperature scale may be satisfactorily represented by T /K == t( °C, IPTS-68) + 273.15.
Saturated Liquid Volumes
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Saluraled liquid volumes were obtained for H 2 0 and D20 using simple extrapolation' formulae for each isotherm in the form 4 In v == L ai Pi . 9.982952 (2) A discussion of the uncertainties introduced by the process of extrapolation is provided in Appendix A.1.
The results of those extrapolations are shown in table I along 'with the saturation liquid volumes given by Ken [4] and Osborne, Stimson and Ginnings [5] (adjusted to the IPTS-68).
The close agreement of these determinations indicates little difficulty in finding liquid saturation volumes by the above extrapolation formulae, for temperatures up to 325°C. In view of these results it was decided to determine Vf for D 2 0 by the same technique, for the same temperature range. The subscripts f and g are used to denote saturated liquid and vapor phases, respectively. All of these volume data were corrected to 100% D 2 0 using stated impurities, and calculation of the H 2 0 volumes from Keenan, Keyes, Hill and Moore [14] . For the Emmet and Millero [10] data the impurity level (taken as H 2 0) was unstated, and was inferred from a comparison of these data with the one-atmosphere volumes of Steckel and Szapiro [15] corrected to 100% D 2 0. This implied that the Emmet and Millero [10] data pertained to 99.8% D 2 0. Figure 1 shows the degree of consistency between the corrected Emmet and Millero [10] and Tsederberg [II] data, and the on~-atmosphere specific volumes correlated by Kell [16] for D 2 0. The agreement is within a part in 10 4 up to 50°, and 3 X 10 4 at 100°C. The extrapolation to saturation pressure was performed using, for each isotherm, a least squares fit of the data to (1) and the D 2 0 saturation vapour pressure equation of Hill and MacMillan [17] , which is as follows:
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.01 Table 12 contains the extrapolated liquid volumes obtained. The uncertainties due to extrapolation are discussed in Appendix A.I. Figure 2 shows the relative consistency of the saturation liquid volumes obtained by extrapolation. The ratio VfD20/ VfH20 has been plotted to demonstrate smoothness to within 10-4 in relative volume. (Again the equation of Keenan, Keyes, Hill and Moore [14] has been used to obtain VfH20')
Saturated Liquid Enthalpy
Light Water
For H 2 0 the specific heat values of Sirota [19] along each of 9 isotherms were extrapolated to saturation vapor pressure by means of the formula .
These extrapolated values are shown in The uncertainties due to extrapolation to saturation are discussed in Appendix A.2 for both H 2 0 and D 2 0. <) Rivkin and Ahkundov (1962) 0.904 ~ 0.902 To determine the batuHtliUH liquid enthalpy hf, use was made of the following equation, whose derivation is given in Appendix B. Table 3 shows the comparison of the values of h f integrated from eq (6) (taking h f at 25°C as 104.98 kJ/kg) with the values presented by Osborne, Stimson, and Ginnings [5] , and indicates that up to 275 vC the value of h f can be determined by the above equation well within 1 J / g. For 300 0 C and 325 ° C (for which the calculated value of h f Wtl5 obtained by a 5epanite fit fUl C pf ) LIle ullcel'lainly in lhe calculated value of h f appears to be 2 J / g. The uncertainties in the values of ht. due to integration of eq (6) [20] and corrected to 100% D 2 0. -.5448 X .4104 X 10-6 values are about 1.5 % lower than the calculation, but this also means that they are inconsistent to the same extent with the specific heat data of Cockett and Ferguson [24] and Rivkin and Egorov [20] . (See figure 3.) We conclude therefore that our determination of ~~f is about the best that can be done with present experimental information. Table 5 supplies also the values of h f integrated from the ---Cpf Table 5 + + Cpf Cockett and Ferguson (1939) The resulting B coefficients are shown in figure 5 to he in excellent agreement with eq (11) and (12).
Uncertainties due to extrapolation of limiteu data 011 vapor volumes are discussed in Appendix A.4. Table 10 shows the results of using the second method for calculating the value::; vf hg fV! H 2 0, U~iIlg Lhe values of B, C, and D given in table 8, and the derivatives from equations (9), (10) and (11), along with ho from Keenan, Keyes, Hill and Moore [14] . These indicate agreement with the Osborne, Stimson and Ginnings (51 values within 4. J / g up to 300 0 C. Owing to the importance of the derivative terms in eq (IS) closer agreement is difficult to obtain. (14) .
The D 2 0 virial coefficients are given by eqs (9), (10), (II) and (12) and the values of ho were determined by . 6
+C 7 (luT-1) +(R-1;&)T Jls (16)
with the following values for Ci representing a fit to the ideal gas specific heats of Friedman and Haar [30] . The constant of integration was set to be consistent with zero internal energy at the triple point. Figures 6 and 7 show the values of, and the differences between, the molar densities of D 2 0 and H20 for both saturated liquid and saturated vapor. For H 2 0 the saturation states have been taken from Keenan, Keyes, Hill, and Moore [14] .
C.omparison of Saturated Molar Densities of
D20and H20
For the saturated liquid states of D 2 0, values have been obtained from the" equation of state of Ikeda, Kageyarna, and Nagashima [32] for liquid D 2 0, along with the saturation vapor equation of Hill and MacMillan [17] . A few extrapolations from unpublished data of Kell [29] are also shown for temperatures between 150° and 300°C. These are in agreement with table 12 to within 1 part in 5000.
For the saturated vapor states, values have been obtained from the recent equation of state of Juza [33] (for vapor states below 340°C) along with the saturation vapor equation of Hill and MacMillan [17] . The agreement between these values and those of From the foregoing we conclude that while the value of the" critical density cited above could differ by 2 percent from the true value, it is in quite reasonable agreement with the critical region PvT data of Rivkin and Ahkundov [13] . IKEDA, KAGEYAMA AND --NAGASHIMA [32] O [17] ) and that ; ~: is of the order of 10,000, the uncertainty introduced by the extrapolation process is of the order of 4 X 10-4 % in v which is small compared to the uncertainty introduced in adjusting the data to correspond to 100% D 2 0 (of the order of 10-2 %).
At 340°C the 0 D 2 0 data used to evaluate eq (1) ranged from 15 to 29 MPa and the standard error in the fit was 0.11 %. Given that the value of ; ~: on the saturation line at that temperature was of the order of 20 and that the error in P sat at 340 ° C was 0.013 % [17] , the error in v due to extrapolation is expected to be 0.11 % which may be of the same order as the uncertainty in the data. Rivkin [13] provides data for D 2 0 to within 0.3 MPa of saturation pressure (275°C to 350°C) as compared to 1.0 -4.5 l\1Pa for H 2 0 data at the same temperatures.
A.2. Sp9dfie H90t of Soturot9tt Liquid At 50°C the 6 H 2 0 data used to evaluate eq (5) ranged from 2.5 to 15 MPa and were fit with a standard error of 8.5 X 10-3 % in Cpo Given that, at that temperature C P ac pp , 11 a is of the ordet of 0.01 %, and that the vapor pressure uncertwinty is le!O\!O\ than O.lo/c, the uncert::llnty in C p due to the extrapolation process is expected to be 10-2 %. At 300°C the 6 H 2 0 data used to evaluate eq (6) ranged from 10 to 22.5 MPa and were fit with a standard error of 1.8 X 10-2 % in Cpo Given that at that temperature % ~;:
• p IS of the order of -0.1 and that the vapor pressure uncertainty is of the order of .01%, the uncertainty in C p due to the extrapolation process is expected to be 2 X 10-2 %.
At 20°C the 6 D 2 0 data used to evaluate eq (6) ranged from 4.9 to 22.1 MPa and were fit with a standard error of ~.1 X 10-2 % in Cpo Given that at that temperature ~ 0;;
IS of the order of -10-5 % and that the vapor pressure uncertainty is of the order of 0.3 %, the uncertainty In c. p due to the extrapolation process is expected to be 8 X 10-2 %.
At 300°C the 6 D 2 0 data used to evaluate eq (6) ranged from 9.8 to 23.5 MPa and were fit to a standard error of 7.8 X 10-2 % in Cpo Given that at that temperature -.!. ~ .
C P is of the order of -0.1 and that the vapor pressure ~ncer tainty is of the order of 0.013% the uncertainty in C p due to the extrapolation process is 8 X 10-2 %.
A.3. Saturated Liquid Enthalpies
These were obtained· by the integration of eq ( 6) in which the first term on the right hand side was typically two orders of magnitude larger than the second term. Hence the main contribution to uncertainty in h f will be assumed to be due to Cpf'
As indicated in section A.2 the uncertainties in Cpf for H20 due to extrapolation are small. In fitting eq (5) to 4 H20 Cpf "data" between 50 and 200°C the absolute standard error was 0.0052 kJ/kg' K. For a fit to 4 H 2 0 Cpf data points in the range hetween 150°C and 300 °C the standard deviation is 0.077 kJ /kg· K. If one arbitrarily estimates that the relative error in the integral of CPf over an interval of 300 ° is at least one order of magnitude less than the maximum error in Cpf then the uncertainty in h f at high temperalure due lo integration of Cpf from the triple point would be less than 2 J / g. This value may be compared with the discrepancy between the Osborne, Stimson and Ginnings results, and the results of the use of eq (6) for H 2 0 (see table 3 ).
As indicated in section A.2 the uncertainties in Cpf for D 20 were also small. In fitting eq (5) to 8 of these Cpt' "data" between 20 and 160°C the standard error was 0.003 kJ/kg·K. For a fit to 9 "data" between 140 and 300°C the standard error was 0.031 kJ Ikg· K. Again, arbitrarily assuming the relative error in the integral of Cpf over a range of 300°C is an order of magnitude less than the relative error in Cpf, the uncertainty in hr at 300 °C due to integration of Cpf from the triple point would be of the order of 1 Jig.
A.4. Saturated Vapor Volumes
The test of the method of determining the saturated vapor volumes by a virial equation is the agreement with the extrapolated experimental data of Rivkin and Ahkundov
[13] and Kell [29] . As shown in figure 7 
