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Abstract 
Smart card fare systems have become a valuable source of information for public transport Origin-
Destination (O-D) estimation, allowing a better understanding of individual travel patterns and 
improving strategic public transport planning. The O-D matrix is important for transportation 
analysis, design, and management. It gives indispensable information on the travel demand between 
two different locations, which is used in many transportation applications from strategic planning to 
traffic control and management. 
High quality traffic information is required to improve the estimation of O-D matrix in public 
transportation. Many transit agencies around the world are now using smart card systems to replace 
traditional payment methods as a viable payment option. Furthermore, the smart card improves the 
quality of the data; increases the amount of statistics available; updates data continuously 24 hours 
per day; reduces boarding and alighting time and the driver’s workload; saves costs in data collection 
and editing, eliminates human errors; and provides new opportunities for innovative and flexible fare 
structuring. 
Most Automated Fare Collection (AFC) systems, especially when implemented on buses, record 
passenger boarding information; however, no alighting information is recorded. The lack of alighting 
stop details is the result of the installed AFC systems, where passengers are not required to use their 
cards when alighting. Given the information limitations of many AFC systems, the accuracy level of 
the estimated O-D matrices is often unknown. In addition, many of the assumptions made in such 
methods are yet to be tested.  
Although smart card fare data has attracted consideration attention as a rich and comprehensive 
source of information, it has some limitations which constrain its application. One of these limitations 
is the missing information of passengers’ trip purpose. The main reason for the missing information 
is due to its original use being the collection of revenue and not data collection. The smart card data 
analysed in the current research was obtained from Translink, the public transport authority of South 
East Queensland (SEQ), Australia. An important aspect of this system is that it includes both boarding 
and alighting times and locations, where a passenger gets on or off a public transport vehicle. 
The first stage of the current research deals with implementing, validating and improving the trip-
chaining method and its assumptions to estimate public transport O-D matrices using smart card fare 
data. Transfer time threshold, transfer walking distance, and the location of the last destination of a 
passenger in a given day, are the major assumptions investigated here. The available rich and unique 
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smart card fare data allowed the current investigation and validation of the effect of different trip-
chaining method assumptions on the estimated matrices. The estimated O-D results are validated with 
the actual matrices, which are based on full boarding and alighting information. The errors 
distribution at different levels (stop and zone levels) are also investigated. Some improvements to the 
estimation algorithm are proposed and empirically validated, which improve the accuracy of the 
estimated matrices from about 66% to more than 72%. 
In addition, sample size is one of the major issues affecting the accuracy of the estimated origin-
destination (O-D) matrices. Cost, time, precision, and biases are some issues associated with sample 
size. Different samples of temporal choices (all-day and morning-peak) and spatial choices (all-
stations, twenty-stations and five-stations) are selected and, for each sample size, the O-D matrix is 
generated for eighty iterations. The associated errors for each matrix are subsequently calculated at 
different levels of sample size. These errors show the large impact of selecting a different number of 
stations and sample sizes. It is concluded that the distribution of the selected stations has a significant 
impact on the estimation results, as does the sample size. The results also show the errors variation 
within the same sample size for different iterations (different randomly selected sample size). 
The second stage of the research deals with the issue of trip purpose inference from smart card data 
by integrating different databases. A robust and improved model has been proposed, implemented 
and validated for trip purpose inference. The model is based on integrating different attributes, mainly 
spatial and temporal attributes, to infer passengers’ trip purpose. The model framework starts with 
the input of different databases and then data cleaning and preparation. The next step consists of 
applying different spatial and temporal attributes, and consequently inferring passengers’ trip 
purpose. Additional attributes, namely origin and frequency of the trips, have been used to confirm 
the inference decision. 
Work and home trips show the highest correct inference results (92% and 96%, respectively) based 
on the applied attributes. On the other hand, shopping and education trips show some inference 
improvements after applying the temporal attributes. Based on the validation results, the model shows 
a strong capability to predict passengers’ trip purpose at a high level of accuracy. The validation 
results show an overall 67% correct inference after applying the spatial attributes. The percentage of 
the correct inference is increased to an overall 78% correct inference after applying the temporal 
attributes. Different trip purposes show different sensitivity results to the applied spatial and temporal 
attributes. 
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Glossary of Terms 
Alighting Leaving a public transport vehicle at a stop or station. 
Allowable Transfer Time The assumed time threshold for a passenger to transfer and 
get to the next boarding. This time is used to estimate 
passengers’ O-D trips by connecting their trip-legs. 
Automated fare collection 
(AFC) 
A digitalized ticketing system that releases the driver of a 
public transport vehicle from the task of collecting the fares 
of travellers. 
Boarding Entering a public transport vehicle at a stop or station 
Buffer zone It is an assumed area (circle) set around public transport 
boarding stops to include any possible public transport 
alighting stops. 
Destination The final location of a trip, where the next activity is 
performed. 
Euclidean distance The distance between two locations measured by a straight 
line between them. 
Evening peak The peak period of travel demand during the evening. 
In this research, the evening peak is defined as being from 4 
pm to 6 pm. 
Fare The pricing system used for travel by public transport. 
Inter transaction time (ITT) The time between subsequent boarding and the previous 
alighting. ITT is the combination of a passenger’s walking 
time and non-walking time. The non-walking time is the 
combination of waiting time and possible activity time. 
Land use Characteristics of the functions of land. 
Mode The type of transportation, relating to the infrastructure and 
vehicles used. 
Morning peak The peak period of travel demand during the morning. 
In this research, the morning peak is defined as being from 7 
am to 9 am. 
O-D matrix Describes the number of trips from each origin zone to each 
destination zone, used to describe the travel demand. 
O-D trip It is the movement of a passenger from an origin to a 
destination using public transport services. An O-D trip may 
have one or multiple trip-legs including transfers between 
trip-legs.  
In this research, it is only the component within the public 
transport system. Access to public transport is not part of the 
O-D trip. 
Origin The starting location of a trip. 
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Smart card A plastic card with a chip that stores data. In case of public 
transport smart cards, the chip contains information on the 
loaded contracts or stored value on the card. 
Tap-off The smart card transaction made when alighting a public 
transport vehicle. 
Tap-on The smart card transaction made when boarding a public 
transport vehicle. 
Transaction The recorded information of a passenger’s tap-on (boarding) 
or tap-off (alighting), which is part of passenger’s trip-leg. 
Transfer Change of mode or vehicle during a trip, linking two 
consecutive trip legs. A transfer can be made between 
different services at a single stop or consist of a walking leg 
between different stops. 
Transfer Distance The walking distance to transfer to another public transport 
service. In other words, it is the walking distance between a 
passenger’s alighting and next boarding (the walking distance 
between subsequence trip-legs). 
Transfer time threshold The allowed transfer time between subsequent boarding and 
the previous alighting. 
Translink  The public transport authority of South East Queensland 
(SEQ), Australia. 
Trip-chaining method One of the techniques used to estimate passengers’ origin-
destination on a particular day or at different days of the 
week. 
Trip-leg The in-vehicle time or distance (part of a trip) between a 
passenger boarding and alighting (tap-on and tap-off 
information). 
Trip purpose An act performed outside home, which requires travelling. 
Weekend days Saturday and Sunday. 
Working days Monday to Friday. 
Zone A specific area defined by the transport planner. Zones can be 
defined in different levels of spatial resolution. 
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1.1 Background 
Smart card fare systems have become a valuable source of information for public transport Origin-
Destination (O-D) estimation, allowing a better understanding of individual travel patterns and 
improving strategic public transport planning. The O-D matrix is important for transportation 
analysis, design, and management. It provides indispensable information on the travel demand 
between two different locations, which can be used for most transportation applications from strategic 
planning to traffic control and management (Bagchi and White, 2005; Pelletier et al., 2011). The O-
D matrix estimation is difficult and usually expensive to obtain by using conventional methods. 
Traffic count, household travel survey (HTS), roadside survey, and video image detection are some 
examples of conventional methods. Other methods have recently been introduced for estimating O-
D matrix. GPS and smart phone are relatively new methods for collecting data and estimating the O-
D matrix (Deakin and Kim, 2001).  
However, unlike many other industries, the public transportation industry has failed to embrace the 
full potential of the recent information technology revolution. High quality traffic information is 
required to improve the estimation of O-D matrix in public transportation. Many transit agencies 
around the world are now using smart card systems to replace the traditional payment methods as a 
viable payment option. Furthermore, the smart card improves the quality of the data, increases the 
amount of statistics available, updates data continuously 24 hour per day, reduces boarding and 
alighting time when passengers have to validate a ticket in the transit vehicle, saves costs in data 
collection and editing, eliminates human errors, and provides new opportunities for innovative and 
flexible fare structuring (Bagchi and White, 2004; Bagchi and White, 2005). 
Recently, a number of studies have used different methodologies to infer the O-D matrices for public 
transport trips using smart card data (Barry et al., 2002; Munizaga et al., 2010; Nassir et al., 2011; 
Gordon et al., 2013). Most Automated Fare Collection (AFC) systems implemented on public 
transport vehicles record passenger boarding information, but no alighting information is recorded. 
The lack of alighting stop details is the result of the installed AFC systems, where passengers are not 
required to use their cards when alighting. Given the information limitations of many AFC systems, 
the accuracy level of the estimated O-D matrices is often uncertain. In addition, many of the 
assumptions made in such methods are yet to be tested (Munizaga et al., 2014). 
The trip-chaining method, described later, is normally used to construct a passenger’s travel sequence 
by connecting trip-legs recorded by his/her smart card usage. Few studies have attempted to evaluate 
this method and its assumptions (Devillaine et al., 2012; Munizaga et al., 2014). The accessibility and 
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quality of the additional data required for further evaluation of the trip-chaining method are usually 
a concern, given the lack of alighting information in the main dataset. 
Another major issue affecting the accuracy of the estimated O-D matrices is the sample size. Cost, 
time, precision and biases are some issues associated with the sample size. Traditional methods, such 
as HTS and on-board surveys, have been used for decades as the main source for O-D estimation. 
However, low sample size and high costs (compared to smart card data) are some of the main 
disadvantages of using such methods (Leduc, 2008). The issue of sample size and its impact on public 
transport O-D estimation at different levels (temporal and spatial levels) needs more investigation 
using a unique set of smart card data. 
Lastly, the influence of different policies on demand varies by the trip purpose. For example, 
introducing a toll on one road is more likely to affect shopping trips compared to business trips. Thus, 
it is important to segment the O-D matrix by trip purpose. In spite of the fact that no information on 
trip purpose is recorded (Bagchi and White, 2005), smart cards are a very rich source of information 
which can be used to analyse and understand passengers’ travel behaviour. By acknowledging the 
importance of estimating O-D matrix by trip purpose in transportation planning, smart card data can 
be utilized with other data sources to replace the traditional and expensive data collection methods 
for inferring trip purpose. Some attempts have been made to utilize different data sources to infer 
individuals’ trip purpose (Lee and Hickman, 2014). A unique and large dataset (compared to previous 
studies) introduced in the next section, allows this research far more investigation and assessment on 
the potential of inferring individuals’ trip purpose from smart card data.  
1.2 The available unique smart card dataset 
Most automated fare collection systems around the world record passengers’ boarding information, 
but not their alighting information. This lack of detail on alighting stops which is required to complete 
the full picture of the O-D matrix is the result of the currently used automated fare collection systems 
in which passengers are not required to tap-off their cards when alighting. 
An important aspect of the available smart card dataset for the current study is that it includes both 
boarding and alighting times and locations, that is, where the passenger gets on or off a public 
transport service. In this network, a transaction record is generated each time a passenger boards and 
alights. Each transaction contains information comprising: the operation date, run, route, direction, 
ticket number, smartcard ID, boarding time, alighting time, boarding stop and alighting stop. 
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1.3 Research aim and objectives 
Many researchers have proposed different methods and techniques to estimate public transport O-D 
matrices using smart card data. Given the lack of alighting information in most smart card systems, 
different assumptions were introduced to the trip-chaining method. Thus, 
The first main aim of this research is to implement, validate and improve the trip-chaining method 
and its assumptions, and to investigate the effect of different factors on the estimation of public 
transport O-D matrices such as sample size.  
As the trip purpose is not recorded by smart card data and as the trip purpose is one of the most 
important segments of the O-D information, thus, 
The second main aim of this research is to develop a model for inferring individuals’ trip purpose by 
utilizing different databases. 
A set of objectives has been identified to accomplish these two main aims: 
1. Develop a framework to enrich the quality of the smart card data. 
2. Develop a methodology to investigate the effect of individual assumptions on public transport 
O-D estimation. 
3. Develop a methodology to implement, validate and improve the current trip chaining method 
and its assumptions. 
4. Develop a framework to investigate the impact of different sample sizes on the accuracy of 
the estimated O-D matrices. 
5. Develop a framework to obtain the temporal and spatial information from different databases 
to infer individuals’ trip purpose. 
6. Develop a framework to obtain passengers’ day-to-day travel patterns as regular and irregular 
travel patterns to be used in the individuals’ trip purpose inference.  
7. Develop a methodology to infer passengers’ trip purpose by utilizing different databases, 
namely smart card data, household travel survey and land use database. 
1.4 Research questions 
The following research questions need to be answered to achieve the main aims of this research: 
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• What is the accuracy level of the trip-chaining method and its assumptions and how can that 
affect public transport O-D estimation? And how this method can be improved? 
• What is the impact of different sample sizes on the accuracy of the estimated O-D matrices? 
And what is the error distribution at different iterations within the same sample size? 
• Can the automatically-collected smart card data be utilized with other databases to infer 
individuals’ trip purpose? 
1.5 Thesis contribution 
The main contributions of this research are: 
1. The current trip-chaining method and its assumptions have been implemented, validated and 
improved for estimating public transport O-D matrices. 
2. A robust trip purpose prediction model has been developed, implemented and validated by 
utilizing different data sources. 
In addition, the following outcomes achieved during this research are: 
3. Development of a framework of data cleaning and mining.  
4. Investigating the effect of individual trip-chaining method assumptions on the estimated O-D 
matrices. 
5. Empirically investigating transfer time and distance in a public transport network using smart 
card data. 
6. Investigating the impact of different sample sizes on the accuracy of the estimated O-D 
matrices. 
7. Identifying the error distribution at different iterations within the same sample size. 
8. Development of a framework to utilize different databases to infer individuals’ trip purpose. 
9. Development of passengers’ regularity database and public transport stops and stations’ land 
use database. 
1.6 Thesis outline 
This thesis comprises ten chapters, as shown in Figure 1-1. This Chapter introduces the concepts of 
O-D estimation and the background of the research, establishes the research aims and objectives to 
be achieved, and describes the scope and contributions of this research. The remaining part of this 
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thesis is divided into two parts: past work and research contributions. The first part deals with a 
comprehensive literature review on O-D estimation and trip purpose inference. Chapter 2 reviews the 
relevant literature in the field of O-D estimation, identifies the gaps in the existing knowledge of 
implementing trip-chaining method and its assumptions; and highlights the importance of evaluating 
different assumptions and factors that affect the accuracy level of the O-D estimation. Chapter 3 
reviews the relevant literature of trip purpose inference using different data collection methods. Later, 
it highlights some attempts in utilizing relatively new data sources for trip purpose inference, namely 
smart card data and GPS data. In addition, it quantifies the impact of utilizing day-to-day individuals’ 
travel patterns in improving the trip purpose inference. 
The second part of the thesis encompasses six chapters related to research contributions. An overview 
of various data sets, their processing and results from preliminary data analysis is presented in Chapter 
4. Chapter 5 explains the proposed modelling approach to implement, validate and improve the 
current O-D estimation method. Also, it introduces the proposed modelling approach for trip purpose 
inference. Chapters 6 and 7 provide an insight into trip-chaining method and its assumptions for the 
selected case study area, as well as offering new approaches to implementing, validating and 
improving the current O-D estimation method. Chapter 8 investigates the impact of different sample 
sizes on the accuracy of the estimated O-D matrices, as well as identifying the error distribution at 
different iterations within the same sample size. Chapter 9 contains details regarding trip purpose 
inference modelling using different data sources, as well as the use of individuals’ travel patterns in 
improving the inference results. Finally, conclusions and recommendations from this research and for 
future work are provided in Chapter 10. 
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2.1 Overview 
This Chapter reviews the relevant literature in the field of origin-destination (O-D) estimation. The 
first section provides a general description of O-D trip and its importance. The following section 
defines different data collection methods for O-D estimation and highlights the important role of 
smart card data in the field of transportation. This is followed by an introduction of the trip-chaining 
method and its assumptions. Then different O-D estimation methods are explored, along with the 
comparison of their assumptions. The next section examines previous attempts to validate O-D 
estimation using different methods and databases. The following section investigates different studies 
on the sample size effect on O-D estimation. The last section integrates various topics covered in this 
Chapter and identifies the gaps in the existing knowledge of O-D estimation. 
2.2 Importance of O-D estimation 
An Origin-Destination (O-D) trip can be defined as the movement of a passenger from an origin to a 
destination for a given purpose, which may have one or multiple trip-legs including transfers between 
trip-legs, using public transport services (Alsger et al., 2015b). A trip is also defined by the UK 
National Travel Survey (NTS) as a one-way journey from one activity to another, which may consist 
of journey stages defined as a change of mode during that one-way journey or same mode transfers 
(Bagchi and White, 2005).   
State and local transport agencies often conduct travel surveys to understand travel patterns and 
estimate travel demand in a region as an important element in transportation analysis, design, and 
management. Origin‐destination (O‐D) provides a detailed picture of the trip patterns and travel 
choices of a city’s or region’s residents (Bagchi and White, 2004; Bagchi and White, 2005; Bouman 
et al., 2013). 
Passengers’ O-D matrices are used for service design purposes. The flow O-D matrices are used to 
obtain travel information such as capacity at peak and off-peak time, passengers’ travel choices and 
travel behaviour. This information is used for service planning and management to ensure adequate 
capacity, efficiency, customer service and cost reductions are provided (Cui, 2006; Wang, 2010; 
Chakirov and Erath, 2012). 
The origin–destination (O-D) matrix is a key element of the classical four stages model (generation, 
distribution, modal split and assignment) and widely used in transportation modelling (Gupta and 
Shah, 2012). 
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2.3 Data collection methods for O-D estimation 
The development of an optimised public transport network requires high-quality travel information. 
For many years, under growing pressure for improving public transport network planning, design and 
management, the collection of travel data methods has evolved considerably; and access to real-time 
travel information is becoming routine worldwide. It can be said that any study can only be as accurate 
as the data it is based on. Therefore, it is important that all traffic studies make a special effort to be 
thorough and accurate in the collection of all traffic data. The same can be said in estimating O-D 
matrices. 
The following is an overview of the most common methods to collect data and estimate O-D matrices. 
2.3.1 Conventional data collection methods 
For several years, many methods have been used to collect road traffic data which may lead to 
improvements in different areas. The conventional methods can be split into two major categories, 
namely, travel surveys and traffic counts. 
2.3.1.1 Surveys 
Over the years, travel surveys have played an important role for transport planners and policy makers. 
Road-side surveys, on-board surveys and household travel survey are some examples of surveys 
conducted to obtain travel information. Household Travel Surveys (HTS) have been conducted, 
initially, through the paper-and-pencil interview (PAPI) in the form of mail-out and mail-back or/and 
personal interview surveys. In recent years, other methods, such as telephone interviews and 
computer-assisted methods, have been introduced and gradually replaced the traditional survey 
methods. With the revolution of computer technology, more and more travel surveys have been 
conducted through computer-assisted telephone interviews (CATI) and computer-assisted-self-
interview (CASI) which reduced interviewees’ engagement and increased the accuracy of collected 
data (Wolf et al., 2001; Wolf, 2004; Safi et al., 2014). 
The travel survey information has been the main source for conducting O-D matrices. The Nationwide 
Personal Transportation Surveys in 1995, 2001 and 2009 were used to describe travel behaviour and 
obtain travel information such O-D matrices (Hu et al., 1999; Hu and Reuscher, 2004; Santos et al., 
2011; Stopher et al., 2011). Many cities in Australia have conducted Household Travel Surveys to 
collect personal travel and trip information (Richardson and Battellino, 1997; Stopher et al., 2011). 
Roadside survey data was also used to develop a method for estimating O-D tables (Kuwahara and 
Sullivan, 1987).  
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Despite this use of different survey methods as the main source of travel information, these methods 
have some significant deficiencies, such as high cost in terms of money, time and human resources. 
Moreover, the data quality is of major concern as it completely depends on interviewees’ memories 
and interviewers’ recordings. In addition, sample size is very small and surveys are conducted every 
5-10 years because of the high cost (Casas and Arce, 1999; Ton and Hensher, 2002; Transportation 
Research Board’s Travel Survey Methods Committee, 2008; Ashley et al., 2009; Carrion et al., 2014). 
This may related to the fact that O-D surveys use the concept of “average” travel day, compared to 
other data sources where every single day and transaction are available. 
2.3.1.2 O-D estimation based on traffic counts 
The number of vehicles passing a point or entering an intersection is often used in the analysis of 
roadway operations. Manual observation and automatic recording are the two methods of collecting 
travel data, such as O-D matrices, from traffic counts (Leduc, 2008).  
A number of methodologies and techniques used traffic counts for O-D matrices estimation were 
reviewed by Willumsen (1978). The author addressed a number of practical and theoretical problems 
associated with O-D estimation using traffic counts such as reliability and accuracy of traffic counts. 
Another method to estimate O-D matrix using traffic counts and maximum likelihood method was 
introduced by Van Zuylen and Willumsen (1980). The estimation of O-D matrix from traffic count 
data in the case of congested network was considered by Fisk (1989). A method for estimating O-D 
matrix on an uncongested network at different periods of time using traffic counts data was proposed 
by Hazelton (2000). Traffic counts of the real-size laboratory experiments were used to correct the 
estimation of O-D matrix (2009). Simonelli et al. (2012) developed a methodology for addressing the 
issue of the optimal location of link count sections, which allowed the variability of the O–D matrix 
estimation. In addition, Parry and Hazelton (2012) proposed a method to estimate origin-destination 
matrices from link counts and sporadic routing data. 
Although methods based on traffic counts have been used for several years, some issues and 
limitations are affecting the accuracy of such collected data. The estimated O-D matrices are affected 
by counting errors, asynchronous counting, availability of data on sufficient number of network links 
and the need for additional data resources. Furthermore, the count periods are usually short and, in 
some cases, affected by weather conditions (Yang et al., 1991; Hazelton, 2003; Gan et al., 2005; Shen 
and Wynter, 2012). Last but not the least the estimations depend on the initial matrix used to estimate 
the O-D. 
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2.3.2 Recent data collection methods 
Relatively, new data collection methods have been recently introduced as travel information 
resources, namely Global Positioning System (GPS) and smart card data. These systems can be 
utilized as data collection methods alongside their original use as a navigation application or a fare 
collection method in public transport (Kaplan and Hegarty, 2005; Pelletier et al., 2011). The following 
is an overview of these data collection methods and their use and importance in the field of 
transportation. 
2.3.2.1 Global Positioning System (GPS) 
GPS devices have been used in the field of transportation for vehicle fleet management and 
monitoring, data collection and mapping of transport infrastructure, incident management and 
monitoring and vehicle navigation systems (Feng and Law, 2002; Mintsis et al., 2004). These systems 
have also provided the requisite information required by managers of a public transport operator in 
choosing and implementing an Automated Vehicle Location (AVL) system (Stone et al., 1999). 
Recent studies have attempted to automatically identify the travel attributes of participants by using 
the collected data from GPS devices (Stopher et al., 2010; Gong et al., 2012). The GPS technology 
has been employed with the following main aims: underreporting estimation (Pierce et al., 2003; 
Bricka and Bhat, 2006), travel behaviour analysis (Stopher et al., 2008a), replacing traditional 
methods (Cottrill et al., 2013; Carrion et al., 2014) and trip-rate factor correction (Pierce et al., 2003; 
Systematics, 2007). 
2.3.2.2 Smart cards 
The concept of a plastic card containing a microchip was developed in 1968 by two German inventors, 
Dethloff and Grotrupp, (Shelfer and Procaccino, 2002). After the initial development by the German, 
the Japanese followed the lead and registered their own version of the smart card (Attoh-Okine and 
Shen, 1995). With the exponential growth of the Internet and the increased sophistication of mobile 
communication technologies since 1990, the French significantly improved banking security via the 
use of the smart card (Blythe, 2004). These smart card systems have been used in the market in areas 
of business activities, health care, postal and telegraph services since 1982 (Attoh-Okine and Shen, 
1995). 
Smart card automated fare collection systems have been widely used in public transport by transit 
agencies. These systems have been implemented all over the world. London (the UK), Montreal 
(Canada), New York and Chicago (USA), Santiago (Chile), Singapore (Singapore), and Brisbane 
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(Australia) are some examples of cities that have implemented smart card systems in their public 
transport network (Munizaga et al., 2010; Pelletier et al., 2011).  
As an example of one of the smart card fare collection systems, the transit agency in Gatineau, 
Quebec, Canada, implemented the system in 2001 (Morency et al., 2007). Student, adult, and senior 
are some examples of the fare structure categories. Figure 2-1 shows an example of the information 
system data flow. After the smart card is read in the bus, the information on the transaction is stored 
in an on-board device, and then transferred to the central server asynchronously, each time the bus 
returns to the garage. 
 
Figure 2-1 An example of a smart card information system (Morency et al., 2007) 
Smart card systems have been used by transit agencies to replace the traditional magnetic card, or 
paper tickets, as a viable payment option (Blythe, 1998; Blythe, 2004) and as a secure method of user 
validation and fare payment (Trépanier et al., 2004). In addition, these smart card systems have the 
potential to improve the quality of the data, give transit a more modern look, and provide new 
opportunities for innovative and flexible fare structuring (Dempsey, 2015). 
The following section focuses on the use of smart card data in the transit field, showing that data can 
be used for many purposes other than the one for which smart card systems were designed, which is 
revenue collection. 
2.3.3 Significance of smart cards 
For the past few years, transit agencies and public transport authorities have been widely using smart 
card data to improve transport services and infrastructure, plan and analyse current and future 
demand, and manage public transport services. The primary advantage of using smart cards, in 
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addition to their original use as a valuable payment option, is to provide a high quality and quantity 
source of information for transit agencies and researchers (McDonald, 2000; Pelletier et al., 2011). 
There has been an increase in implementing smart card systems by transit agencies with the following 
main aims: ‘cost reduction and a convenient fare collection system’; ‘increase in data quality and 
quantity’; ‘frequent data updating’; and ‘passenger convenience and time reduction’. Each of these 
aims is discussed briefly in this section. 
2.3.3.1 Cost reduction and convenient fare collection system 
By using traditional methods of fare collection such as cash payments, transit authorities spend about 
5–15% of their revenue on collecting and processing fares, on collection boxes, and on equipment 
maintenance and staff. Although the initial implementation of smart card systems required a high 
investment in vehicle equipment or at stations, these smart card systems can help in reducing the cost 
and time in collecting and processing fares compared to traditional collection methods and, therefore, 
justifies the relatively high investment required (Hazelton, 2000; McDonald, 2000; Acumen Building 
Enterprise et al., 2006; Alliance, 2010; Pelletier et al., 2011). 
In addition, smart card transactions are easy to compile to produce accurate financial reports for the 
transit authority compared to other forms of payment (Bagchi and White, 2004; Bagchi and White, 
2005). Unlike the ticket and cash payment methods, which are time-consuming and demand a large 
number of staff, smart card systems reduce the time and the required number of operating staff 
(Pelletier et al., 2011). Moreover, Smart cards can support different fare types at the same time and 
the fare structure can be modified by reprogramming the reading devices (Blythe, 1998; Blythe, 2004; 
Cheung, 2006). 
2.3.3.2 Increase data quality and quantity 
The amount of data obtained from conventional methods is always limited because of the high cost 
and time requirements. Using smart card data as a new source of data collection can take advantage 
of the large and continuous dataset. By using smart card data, the user’s role in previous data 
collection via the survey process is minimized, which improves data quality (Bagchi and White, 2004; 
Bagchi and White, 2005; Robinson et al., 2014). 
2.3.3.3 Frequent data updating 
For most public transport systems, the analysis of passengers’ travel behaviour and travel demand 
relies on passenger on-board bus surveys, which are conducted very infrequently (5 to 10 years) 
(Stopher et al., 2011; Carrion et al., 2014).  Any major changes in the transit system during this time 
will lead to major errors in the analysis and service planning, and it will require an additional survey 
Chapter 2  Origin-destination estimation: fundamental concepts and previous methods 17 
  
(extra costs and time). On the other hand, the collection of data from smart cards is a continuous 
process, without human involvement, and the data is available at any time of the year .The use of 
smart card data allows for better understanding of travel behaviours because of the continuous data 
collection. It also allows for better investigation and analysis of travel demand in different seasons, 
at different periods of the day, and takes into account any changes in the transit system (Bagchi and 
White, 2005; Ashley et al., 2009; Pelletier et al., 2011). 
2.3.3.4 Passenger convenience and time reduction 
In addition to the above advantages of using smart cards, passenger convenience and reduction in 
vehicle delay are some extra advantages of using smart cards. The interaction between a smart card 
and a vehicle reader is quite quick on boarding a vehicle, which results in passenger convenience, 
reducing vehicle delay, and less workload on a vehicle driver (Bagchi and White, 2004; Leduc, 2008; 
White et al., 2010). Moreover, the smart card is a permanent fare payment method which can be used 
over a number of years, is easy to recharge and does not require the user to insert the card in a reader 
as is the case for magnetic cards (Blythe, 1998; Blythe, 2004). 
2.3.4 Smart card data use in transit 
Over the past few decades, several studies have been conducted on the use and benefits of smart card 
data in public transit (Pelletier et al., 2011). For example, smart card data can be used to gain a better 
understand passengers’ travel behaviour and measure their trip habits according to data availability 
on the day, the week or the season (Agard et al., 2006; Utsunomiya et al., 2006; Lee and Hickman, 
2011; Foell et al., 2013; Lathia et al., 2013; Nishiuchi et al., 2013; EL MAHRSI et al., 2014; Kusakabe 
and Asakura, 2014; Tao et al., 2014; Foell et al., 2015). Smart card data improves strategic planning, 
manages the demand through the network and helps service adjustments for both short and long term 
(Gordillo, 2006; Alfred Chu and Chapleau, 2008; Park and Kim, 2008; Chu et al., 2009; Reddy et al., 
2009; Frumin, 2010; Sun et al., 2012). As alighting information is not available form most smart card 
systems (due to the nature of the implemented systems), some methods were proposed using smart 
card data to estimate missing information such as alighting information and O-D trips (Chan, 2007; 
Lianfu et al., 2007; Barry et al., 2009; Kusakabe et al., 2010; Li et al., 2011; Nassir et al., 2011; 
Gordon et al., 2013; Costa et al., 2015; Hong et al., 2015; Nunes et al., 2015; Sun and Schonfeld, 
2015; Tamblay et al., 2015).  
Smart card data is used to analyse transfer trips in space and time (Alsger et al., 2015a). The transfer 
information obtained from smart card data will help planners rearrange their network geometry and 
schedules to best accommodate the needs of travellers (Hofmann and O'Mahony, 2005; Hofmann et 
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al., 2009). In addition, smart card data can be used to measure the effect of new policies on ridership 
(White et al., 2010). 
From an operational point of view, smart card data can be used to detect travel information such as 
maximum number of boarding point and return runs at different times of the day, better view of 
transfer journeys, record the real travel time and travel demand at different periods of the day (Bagchi 
and White, 2004; Chapleau and Chu, 2007; Morency et al., 2007; Trepanier and Vassiviere, 2008; 
Hofmann et al., 2009). 
2.3.5 Limitations of smart card data 
Despite the great advantages of using smart card data in public transport, there are some limitations 
to their use in transit (Pelletier et al., 2011). The implementation of smart card systems require a high 
investment in the equipment aboard the vehicle or at stations, plus information systems infrastructure 
and dedicated staff (Deakin and Kim, 2001). The passenger’s ultimate destination is not provided in 
most cases and no information on trip purpose or on user assessment of service can be provided 
(Bagchi and White, 2005). In addition, there is a need for service providers to undertake surveys to 
confirm analysis of use and assumptions made (Bagchi and White, 2005). Moreover, market 
penetration needs to be sufficient to provide a representative sample of the entire population 
(Utsunomiya et al., 2006). The reliability of smart card data is less guaranteed for the more complex 
cards (Blythe, 2004). Moreover, the biggest disadvantage is the lack of user personal attributes, such 
as gender, age, income, etc. (Bagchi and White, 2005). 
2.4 Trip-chaining method and its assumptions 
This section explains the trip-chaining method and its assumptions, as proposed by the current 
literature.  
2.4.1 Trip-chaining method 
Trip-chaining method is one of the most used techniques for estimating passengers’ origin-destination 
on a particular day or at different days of the week (Trépanier et al. 2007). The basic assumption for 
trip-chaining method is that a smart card ID is usually assumed to be connected to a single passenger 
to allow passengers’ trip-legs to be chained as an O-D trip. In addition, the trip-chaining method 
assumes that a passenger will not walk a long distance to get to his/her next boarding to start the next 
trip leg. The trip-chaining method also implies that a passenger is required to have at least two trip-
legs to be chained and obtain the O-D trip. Lastly, public transport service is the only mode used by 
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passengers during their travel (Asakura et al., 2012; Bouman et al., 2013; Ali et al., 2015; Nassir et 
al., 2015). 
The trip-chaining method basically develops a list of public transport passengers’ trips by connecting 
the corresponding trip-legs for each smart card holder, when some certain criteria for a transfer 
between the trip-legs are met. These criteria are often based on the assumption that passengers choose 
a public transport stop to board which is the closest stop to their previous alighting stop (virtually 
their current location). This method creates a buffer zone around every boarding stop based on an 
assumed walking distance to infer the previous alighting stop (Wang, 2010; Nassir et al., 2011; 
Gordon et al., 2013). 
 
Bi and Ai are respectively boarding and alighting stops. The time between each Bi and the consecutive Ai is the in-vehicle time. 
Figure 2-2 Demonstration of trip-chaining method (Alsger et al., 2015a) 
Figure 2-2 depicts how the trip-chaining method and its assumptions work. As shown, a passenger 
has his first trip from first boarding (B1) to first alighting (A1), and then walks to the next boarding 
stop to start the second trip from second boarding (B2) to second alighting (A2). As no alighting 
information is recorded, a buffer zone is assumed around (B2) to estimate (A1). If a previous alighting 
stop (A1) is inside the buffer zone, the alighting stop can be estimated. Most previous studies consider 
the walking time as the main element in their assumption and do not consider the non-walking time 
as part of the transfer time. It should be noted that the time between (B2) and (A1) could be short, 
which is enough for a transfer only, or long, which could involve an activity (Alsger et al., 2015a). 
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2.4.2 Trip-chaining assumptions 
Some assumptions have been applied to the trip-chaining method to infer the most likely alighting 
stops and obtain passengers’ O-D trips. The common assumptions needed within the trip-chaining 
model are defined as follows: 
1. Walking distance (buffer zone) is the allowed walking distance (the most direct walking 
paths between services) to get to the next boarding and start the next trip-leg as shown in 
Figure 2-2. 
2. Transfer time threshold is the allowed transfer time between subsequent boarding (e.g. B2) 
and the previous alighting (e.g. A1) in Figure 2-2. 
3. The last destination of a passenger in a given day is the same as the first boarding (origin) 
for that day. 
The following sections explain these assumptions in more detail and provide some examples of 
different values that have been used in the literature. 
2.4.2.1 Walking distance (buffer zone) 
Most of the methods and techniques to infer alighting stops are based on the general rules of the trip-
chaining method that were explained in section 2.4.2. Based on the assumption that passengers will 
not walk long distances to get to their next boarding (Alsger et al., 2015a; Nassir et al., 2015), the 
alighting stop location (where the alighting stop is unknown for each trip-leg) is inferred as the nearest 
stop on the route that is closest, in distance, to the subsequent transaction (Cui, 2006; Barry et al., 
2009; Nassir et al., 2011). 
Many studies assumed different walking distance values as the maximum allowed walking distance 
to infer alighting stops. If the maximum walking distance is exceeded, the trip-chaining method fails 
to produce an alighting stop.  
According to Zhao et al. (2007) and Wang (2010), the acceptable walking distance was assumed to 
be 400 m or five minutes’ walking time with a speed of 4.8 km/hr. The 400 m walking distance was 
also used by He et al. (2015) for their study to investigate the quality of destination inference. Any 
bus stop within the walking distance was considered as a possible previous alighting stop. Cui (2006) 
assumed that the walking distance between different bus stops would not exceed 1,110 m and any 
bus stop beyond this distance will not be considered. Munizaga and Palma (2012) proposed that the 
distance a person is willing to walk depends on the type of person, type of city, weather, gradient and 
other factors. The walking distance was chosen to be 1,000 m in the latter study. Nassir et al. (2011) 
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chose the walking distance to be 800 m, and any bus stop located outside this geographical boundary 
was not considered. 
2.4.2.2 Transfer time threshold 
One of the challenges in inferring O-D trips is the time between passengers’ trip-legs. This time could 
be short, which is enough for a transfer only, or long, which could involve an activity (Jang, 2010; 
Alsger et al., 2015a; Nassir et al., 2015). A transfer time threshold needs to be assumed to connect 
passengers’ trip-legs and obtain O-D trips, following the inference of alighting stops. If the time 
between the inferred alighting stop and the next boarding stop of a passenger is less than the assumed 
time threshold, the time between these trip-legs is a transfer and the searching process continues. If 
the time between the inferred alighting stop and the next boarding stop of a passenger exceeds the 
assumed time threshold, the inferred alighting stop is the destination of the trip and the next boarding 
is the beginning of a new O-D trip. 
Distinguishing transfer trips from other activities is not a straightforward step, hence, differentiating 
transfers from a location-specific activity is not usually revealed in the smart card data. For example, 
passengers may have a short activity and return to their previous boarding stop if the set time by 
transit authority for transfer is long enough (e.g., 90 min). In addition, some activities require a short 
time, which is incidental to the transfer (e.g., buying a coffee or a newspaper) (Hofmann and 
O'Mahony, 2005; Nassir et al., 2015).  
Different values of allowable transfer time (time threshold) have been assumed in the literature. The 
assumed time threshold ranges from 30 min (Bagchi and White, 2004; Nassir et al., 2011); to 60 min 
(Kieu et al., 2013; Ma et al., 2013); and even 90 min (Hofmann and O'Mahony, 2005). Moreover, 
different ranges based on the transit mode were assumed by Seaborn et al. (2009). 
2.4.2.3 Last destination of a passenger in a given day 
The assumed buffer walking distance cannot be applied to the last trip-leg of a passenger in a given 
day, as no next boarding information is recorded (e.g., B3; Figure 2-2). To overcome this issue, two 
different assumptions for the last destination have been used by previous studies. The most common 
assumption is to choose the first origin in a given day as the last destination of the day (Nassir et al., 
2011; Munizaga and Palma, 2012). The alternative, more realistic assumption is to choose a stop on 
the last trip-leg’s route which is the closest stop to the first origin in a given day as the last destination 
of the day (Gordon et al., 2013). 
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In the case of multiple days that are available for smart card data, Trépanier et al. (2007) suggested 
two improvements to the last destination assumption. The study suggested the final alighting stop to 
be estimated as (i) the same of the first boarding (origin) of that day if the route is identical to the first 
route taken; or (ii) the first boarding (origin) on the subsequent day. 
2.5 O-D estimation methods using smart card data 
Obtaining O-D trips with fine temporal and spatial resolution is very difficult and costly via traditional 
data collection methods (Casas and Arce, 1999; Gan et al., 2005; Carrion et al., 2014). However, 
many methods have been introduced recently to collect data to improve the reliability and accuracy 
of the data, and at the same time reducing the costs and measurement errors of combining data 
collection. Conversely, most public transport systems do not log the alighting information of 
passengers (Bagchi and White, 2005; Pelletier et al., 2011). The specification of alighting locations 
is significant to complete route load profiles, conduct market research, and improve service planning 
on a transit network. Many methods have been proposed to estimate the alighting of passengers. The 
following is a detailed review of some key references that have used smart card data to estimate O-D 
matrices.  
Most of the O-D estimation methods using smart card data are built from the basic algorithm of the 
trip-chaining method and its assumptions, as explained previously. As the alighting location is 
unknown, the trip-chaining algorithm chooses the closest stop (within a specific walking distance) to 
the location of the passenger’s next trip-leg on the same service with a sequence number greater than 
the boarding stop as the alighting stop. Connecting passengers’’ trip-legs based on transfer time 
threshold to estimate the destination time and location performs the next step of the estimation 
algorithm. If the currently processed trip-leg is the last trip-leg of the smart card holder, the alighting 
of the last trip-leg is the same as the first boarding of that day (Barry et al., 2002; Zhao et al., 2007; 
Nassir et al., 2011). 
As an example, Barry et al. (2002) used the trip-chaining algorithm to infer destinations for the 
subway system in New York City. The methodology was based on two major assumptions: very high 
percentage of passengers return to their previous station to start their next trip and (at the end of the 
day) a high percentage of passengers return to their first station where they started their first trip of 
the day. Using a one-day smart card data, destinations could be inferred for 83% of the subway 
transactions. The destination inference results for O-D pattern were then expanded to include all 
subway passengers without a smart card which is about 22% of all card ID holders, assuming that 
non-fare card passengers share the same O-D patterns with fare card users.  
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Cui (2006) used the data from Chicago Transit Authority (CTA) System to generate a bus passenger 
O-D matrix. The study integrated different data sources for O-D estimation including Automated Fare 
Collection (AFC), Automated Vehicle Location (AVL), and Automated Passenger Count (APC). The 
AFC system does not record the stop ID where the passenger boards and it only records the boarding 
time (boarding stops or locations are unknown). 
The boarding stops were inferred by matching the assigned route number and transaction time 
between AFC and AVL data. From the time difference between opening the bus door (AVL data) and 
passengers’ boarding time (AFC data), the study found that a very small proportion (< 2%) of 
passengers were boarding the bus after 5 minutes. The study limited the matching time to 5 minutes. 
About 90% of the boarding stops were inferred using the matching method. The trip-chaining method 
was used to infer the alighting stops as the closest stop on current route to the next boarding, where 
1,110 m walking distance was assumed as the maximum walking distance to get to the next boarding 
stop, as shown in Figure 2-3. The smart-cards which had only one trip in that day were deleted because 
the destination cannot be inferred. Also, the rail trips were eliminated to leave bus trips only. In 
addition, the destination of the last trip of that day was assigned to be the origin of the first trip. 
 
Figure 2-3 Destination inference example (Cui, 2006) 
Nassir et al. (2011) proposed a transit stop-level O–D estimation algorithm through use of a transit 
schedule and automated data collection system. This method is based on finding the closest current 
route stop (alighting stop) to the next boarding transaction, where the walking boundary (buffer zone) 
was taken to be no more than 800 m.  
The rest of the algorithm illustrated how the transfer trips were detected among all the transactions. 
If the transfer time is lower than 30 minutes, then it is a transfer transaction. If the transfer time is 
more than 90 minutes, then the transaction will be considered an initial transaction. If the transfer 
time is between 30 and 90 minutes, then there are a number of opportunities (Nopp) available to the 
passenger for boarding between the estimated arrival time (tacc) and the actual boarding time, which 
determines if the trip is transfer or initial. This theory is explained in Figure 2-4. 
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Figure 2-4 Understanding use type (Nassir et al., 2011) 
where: W is a walking time for a traveller to reach the boarding location, D is a possible delay time, 
tacc is the time from which the boarding stop becomes accessible, and L is the time difference 
between actual boarding time and the estimated arrival time at the boarding stop. From the above 
figure, if Nopp ≤ 1, then the transaction is labelled as transfer; otherwise, it is labelled as initial.  
Previous studies assumed that a passenger will not walk more than a specific walking distance to the 
next boarding stop and the alighting point of a passenger will be the closest stop to the next boarding 
stop. Munizaga and Palma (2012) developed a method to estimate O-D in public transport using smart 
card data. The study applied the method of generalized time method rather than walking distance 
method to estimate alighting points for transfers and destinations. For example, if a bus uses the same 
street in both directions, the alighting stop will be the same as the next boarding (as it is the minimum 
walking distance) as shown in Figure 2-5. 
 
Figure 2-5 Search procedure (Munizaga and Palma, 2012) 
Generalized time method estimates the alighting position-time that minimizes the generalized time 
distance with the next boarding position-time. In other words, the generalized time is the position-
time at (i) plus walking time from alighting to the next boarding multiplied by a penalty factor. The 
generalized time at point (i) can be expressed as follows: 
Tgi = ti + fw * 

	
  
Alighting 
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where (Tgi) is generalized time, (ti) is boarding time in mins, (fw) is penalization factor, (di-post) is 
the distance between position (i) and position of the next boarding, (Sw) is the average walking speed. 
As depicted in the above figure, a passenger whose destination is point x will not remain on the bus 
along the entire route and alight exactly at the destination. A passenger will be most likely to alight 
at point i and cross the road instead of going along the entire route. The generalized time method was 
used to estimate the alighting stop, where the alighting point is point i which reflects a passenger 
boarding time plus the walking distance time to the next boarding point. 
Trépanier et al. (2007) introduced two improvements to the inference algorithm in the cases where 
multiple days of smart card data are available. First, in the case for those trip-legs where an alighting 
location cannot be inferred, the destination may be inferred as an alighting point for the same 
passenger if he/she historically has used the same route and boarding stop. Second, the final alighting 
location on a given day is taken as (1) the initial boarding location of the tour, if the route is identical 
to the first route taken; or, (2) the initial boarding location of the first journey on the subsequent day. 
Gordon et al. (2013) developed a more general algorithm for O-D estimation. Two main assumptions 
have been used for the destination inference, which are the most likely place for a passenger to alight 
a bus is the stop closest to his next bus boarding location; and a rider’s initial origin of the day is a 
close approximation of his final daily destination. For the purpose of detecting transfer trips, a 
maximum interchange time is applied by calculating the Euclidean distance and adding a 5-min buffer 
to all interchange time allowances. The study also applied a lower limit to the allowance, called the 
minimum interchange time allowance to test unreasonably short interchange time allowances. The 
selected parameters were a minimum walk speed of 3 km/hr, a minimum interchange time allowance 
of 5 min, a maximum interchange distance of 750 m and a minimum linked-journey distance of 400 
m. 
2.6 Validating previous O-D methods 
The O-D estimation results based on the smart card data needs to be re-evaluated before its use in the 
analysis of individuals’ travel behaviour (Bagchi and White, 2004; Djukic et al., 2013; Munizaga et 
al., 2014; Ruiz de Villa et al., 2014). 
The trip-chaining method is normally used to construct a passenger’s travel sequence by connecting 
trip-legs recorded by his/her smart card usage. Few studies have attempted to evaluate this method 
and its assumptions. 
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Barry et al. (2002) validated the two key assumptions of the methodology. First, the exit station of a 
person’s current subway trip is the same as the entry station of his or her next subway trip. Second, 
the exit station of a person’s last subway trip of the day is the same as the entry station of his or her 
first trip of the day. To validate these assumptions, a travel survey was conducted to record entry and 
exit information. For a single day, a sample of 100 passengers who made only two journeys and 150 
passengers who made chains of three or more journeys were conducted and analysed. For the total 
conducted sample, 90% of destinations could be successfully inferred. 
Farzin (2008) validated the 2006 estimated O-D results obtained from 5% of all transit trips in São 
Paulo, Brazil with the 1997 O-D household survey results. The study indicated the small number of 
trips recorded in 2006 was due to cash-paying passengers entering the system. Moreover, the study 
mentioned the differences between the analysis years where the route structure of the bus network 
was adjusted and new operating consortiums which were formed around 2002. The percentage of 
passengers included in the 2006 O-D matrix that had transfer trips was nearly 50%, compared with a 
34% smart card average. 
Barry et al. (2009) validated the results obtained from the analysis of smart card data with the data 
collected by passenger counting at the exit and entrance of subway stations, as well as boarding and 
alighting movements at bus stops. Their study is based on two major assumptions: a very high 
percentage of passengers return to their previous alighting station to start their next trip, and a high 
percentage of passengers finally return to the first station they started their first trip of the day. The 
study pointed out that the results were promising, given the quality of some of the data sets in the 
large scale.  
Gordon et al. (2013) assumed the final destination of a passenger at the end of the day as the closest 
to the first origin on that given day. Devillaine et al. (2012) proposed a method for evaluating smart 
card analysis results with travel surveys, where the users’ smart card IDs are recorded as a part of the 
survey. Chow (2014) evaluated an online approach to conduct customer surveys at a public transit 
agency by linking prior trip history into the survey. 
Munizaga et al. (2014) applied exogenous validation (information from travel surveys and personal 
interviews of a small sample of volunteers), in addition to endogenous validation (information from 
the same dataset), to validate the assumptions of the trip-chaining method, given the lack of alighting 
information in the main dataset. First, the study examined the walking distance and last destination 
assumptions with endogenous validation and emphasised that a large and reliable exogenous database 
would be required to analyse these assumptions in greater detail.  
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Later, Munizaga et al. (2014) used exogenous validation with 53 volunteers to examine the method 
and its assumptions. The validation of the trip stage identification showed that the procedure correctly 
identified the trips in 90% of the cases. The study explained the reasons behind the failure of correctly 
identifying the boarding and alighting of the trips. Some of the failure reasons were due to the method 
assumptions. For example, the user boarded the fourth bus after arrival and the method used a 
threshold of three buses on the same route while the passenger is waiting at the bus stop. In addition, 
the trip stage was automatically coded as a trip stage where the intermediate trip stage did not have 
an alighting estimation. Other causes included incorrect cut due to distance relation criteria, extremely 
short activity or waiting time over 30 min due to a large interval between buses or overcrowded buses 
that could not be boarded. 
He et al. (2015) used the tap-in/tap-out data from a smart card set from Brisbane to calibrate and 
validate a trip destination estimation algorithm developed for Canada data. The study’s aim was to 
measure the accuracy of the estimation algorithm within an acceptable distance. As a result, the 
accuracy of the estimated destinations was 65.8% when the acceptable distance is 0 m. As the 
acceptable distance was increased to 400 m, the algorithm had an accuracy of almost 79% of the 
estimated destinations. The study suggested that the algorithm should be calibrated at different 
tolerance distances. The study also mentioned the travel behaviour difference from one city to another 
and the difference in the smart system sites. 
2.7 Sample size and its impact on O-D estimation 
Different data collection techniques have been used to estimate origin-destination (O-D) matrices in 
public transport. Examples of the data collection methods include Household Travel Survey (HTS), 
on-board surveys, traffic counts (manual observation and automatic recording) and smart cards. One 
of the major issues affecting the accuracy of the estimated O-D matrices is sample size. Cost, time, 
precision and biases are some issues associated with sample size. Traditional methods, such as HTS 
and on-board surveys, have been used for decades as the main source for O-D estimation. However, 
low sample size and high costs (compared to smart card data) are some of the main disadvantages of 
using such methods (Leduc, 2008). In this section, the data set size issue will be reviewed in terms of 
the conventional data collection methods and smart card data method. 
2.7.1 Sample size in conventional data collection methods 
Household Travel Survey (HTS), on-board surveys and traffic counts (manual observation and 
automatic recording) are some examples of the conventional data collection methods which have been 
used for many years as the main sources for O-D estimation. 
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Foster et al. (1977) and Ferreira and Dandy (1984) studied the sample size requirement for traffic 
surveys. Their studies emphasized that the necessary sample size from an overall population to 
achieve a given level of accuracy will depend on: the acceptable degree of confidence in the results, 
the expected variance of the variable, and the statistical test being used. The study also found that the 
minimum number of observations increases as the allowable error decreases (from 10% to 5%) for 
the same coefficient of variation. Richardson (2003) and Stopher et al. (2008b) discussed the 
variability that occurs from sampling people over several weeks. The two studies indicated that it is 
better to conduct the survey over several weeks than a single day, and then conduct the results for the 
same day of the week for several weeks in order to reduce the coefficient of variation of the results. 
Mishalani et al. (2011) combined two different data sources (on-board O-D survey and automatic 
passenger counter) from three bus routes between 8-10 am during the autumn quarter of 2009 and the 
spring quarter of 2010. The study compared different methods and measures to study the effect of the 
sample size on O-D estimation results. The study found a significant performance improvement as 
the sample size increases from zero to 100. As the sample size increases from 100 to 600, a slight 
performance improvement can be noticed. 
Stopher et al. (2011) discussed the Household Travel Surveys (HTS) that have been conducted 
recently to show the differences in the sample size, data collection methods, period covered, and area 
covered in Australian cities. The study pointed out the lack of sample size consistency among 
different surveys, with different methods used to undertake the surveys. 
According to the on-line travel survey manual (Transportation Research Board’s Travel Survey 
Methods Committee, 2008), travel surveys can improve the precision of O-D estimation by increasing 
the sample size. In addition, it emphasised that by increasing the sample size, the probability that 
units outside the sample have different characteristics due to chance may be reduced. In addition, the 
study pointed out the relationship between sample size, the level of confidence, and the degree of 
precision; and the trade-offs between these three factors. 
2.7.2 Sample size in smart card data 
Since the HTS data is combined with census stratifications, its sample size would not directly 
compare to smartcard samples size. In fact, 0.5% sample size in the HTS is comparable to a much 
higher portion of smartcard as far as modelling is concerned. Smart card data is a relatively new and 
on-going data collection method for estimating public transport O-D matrices. One of the issues 
affecting the accuracy level of the estimated O-D matrices in public transport is sample size. Different 
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smart card data sample size levels have been used in previous studies for O-D estimation (Yang et 
al., 2015). This next section explores these studies. 
Barry et al. (2002) used a large database for a week-day MetroCard transactions (approximately six 
million records) from New York City Transit (NYCT) to obtain the O-D matrix for the subway 
system. Cui (2006) developed a method to estimate an O-D matrix in public transport using data from 
the Chicago Transit Authority (CTA). For this study, five weekdays’ data for the morning-peak time 
period (6–9 am) for six bus routes were used, which represented 36% of all passenger trips. Farzin 
(2008) developed an algorithm for O-D estimation using smart card data from Sao Paulo, Brazil. This 
involved the recording and use of 3.3 million transactions for O-D estimation (after data cleaning the 
remaining data comprised 2.2 million records). 
Wang (2010) used Oyster Smart Card data from Transport for London (TfL) to infer the Origin-
Destination matrix for the bus system, where about 90% of bus passengers use Oyster Cards. Five 
bus routes were selected to study O-D estimation using smart card data. The origin matching with a 
trip schedule for the selected bus routes was around 90% and the destination inference varied from 
one bus route to another. 
Nassir et al. (2011) proposed an algorithm to estimate an O-D matrix using smart card data obtained 
for one day from Metro Transit operating in the Minneapolis-Saint Paul area, USA. Approximately 
51,273 records had inferred destinations from 84,413 transactions (from an initial total of 90,154 
transactions), which represented 30% of operated buses that were equipped with passenger counters. 
Munizaga and Palma (2012) used the available data from the public transport system in Santiago, 
Chile to conduct O-D matrices using smart card data. The method was applied to 36 million 
transactions for one week in March 2009 and to 38 million transactions for one week in June 2010. 
2.8 Summary and existing gaps in knowledge 
A broad range of studies related to the field of Origin-Destination (O-D) estimation has been reviewed 
here. As emphasised in many studies, the O-D matrix information is an important element for transit 
planners, agencies, operators, and researchers. 
A review of literature showed that different data collection methods have been used to obtain O-D 
matrices in public transportation. Household Travel Survey (HTS), on-board survey and traffic counts 
are some examples of conventional data collection methods. High cost in terms of money, time and 
human resources, data quality and quantity, and frequency update are some significant deficiencies 
affecting the accuracy level of the estimated matrices. On the other hand, smart card data is a 
relatively new data collection method for public transport O-D estimation. Despite the significance 
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of smart card data in the field of transportation (e.g. cost reduction and convenient fare collection 
system, increase data quality and quantity, and frequent data updating), some limitations are affecting 
its ability and accuracy for O-D estimation.  
The missing alighting information for many implemented smart card fare systems is one of the 
limitations for estimating O-D matrices using smart card data. Many studies have introduced different 
methods and assumptions (e.g. trip-chaining method) to obtain O-D trips and matrices using smart 
card data. The major concern is the accuracy of different techniques implemented for the trip-chaining 
method and the validity of their assumptions, namely walking distance, allowable transfer time and 
last destination assumption. Thus, the accuracy level of the estimated matrices remains a concern. 
Recently, a few studies have attempted to evaluate and validate the trip-chaining method and its 
assumptions (Munizaga et al., 2014). Exogenous validation (e.g. information from travel surveys and 
personal interviews) and endogenous validation (information from the same dataset of smart card 
data) have been used to validate the estimated O-D matrices. However, the scale and quality of the 
additional data required for further evaluation of the trip-chaining method has usually been a 
significant challenge. 
According to the literature, sample size, on the other hand, is an issue associated with the accuracy 
level of the estimated matrices. Different studies have used different sample sizes to estimate O-D 
matrices. The sample sizes used varied from a few hundred to millions, with the studies ranging from 
a few selected stations to the entire network, and from a few hours to days, weeks and years. Very 
few studies have used smart card data to evaluate the impact of different sample size levels on 
estimated O-D matrices. 
Although there have been several attempts to estimate, evaluate and validate different O-D estimation 
methods and assumptions, the state of the art of O-D estimation requires further research. It is 
apparent from the overview of the literature presented here that the following research gaps exist in 
the literature related to O-D estimation and validation: 
• Up to the knowledge, none of the mentioned studies have implemented, validated and 
improved the whole estimation algorithm (trip-chaining method and its assumptions) with a 
reliable dataset; 
• The uncertainty of the estimated O-D matrices accuracy using trip-chaining method and its 
assumptions requires a deep investigation to evaluate their impact on the accuracy level; 
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• The impact of different sample size levels on the accuracy level of the estimated O-D matrices 
using a unique and complete dataset of smart card data requires further investigation; and 
• Quantifying the error distribution at different sample size levels and iterations within the same 
sample size need more deep investigation and evaluation. 
To address some of the gaps in the knowledge, Chapters 6, 7 and 8 focus on investigating different 
issues affecting the accuracy level of the public transport O-D estimation using a unique set of smart 
card data, namely trip-chaining method and its assumptions. The next chapter continues the literature 
review, particularly on the trip purpose modelling by integrating different datasets. 
                                              
Trip purpose and travel pattern modelling 
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3.1 Overview 
Chapter 2 highlighted the relevant literature in the field of origin-destination (O-D) estimation, 
particularly different data collection methods for O-D estimation and the important role of smart card 
data in the field of transportation, an introduction to the trip-chaining method and its assumptions and 
different O-D estimation methods. In addition, Chapter 2 reviewed previous attempts to validate O-
D estimation and the sample size effect on O-D estimation. The current Chapter reviews the trip 
purpose and travel pattern modelling as an application of the O-D estimation by integrating different 
databases (Figure 3-1). 
 
Figure 3-1 Thesis outline (Chapter 3 highlighted) 
To model the trip purpose from smart card data, three main databases were integrated, namely 
Household Travel Survey (HTS), land use and smart card data. The following sections discuss the 
potential of integrating different data sources for inferring passengers’ trip purpose. 
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3.2 Trip purpose inference 
One major influence of travel demand is land use activities, which can be used to infer trip purpose. 
The influence of different policies on demand varies by trip purpose. For example, putting a toll on 
one road is more likely to affect shopping trips compared to business trips. Thus, it is important to 
segment the O-D matrix by trip purpose. The purpose of travelling is a key subject of policy measures, 
making it an important element for grasping the influence of these measures by strategic transport 
models (Ortúzar and Willumsen, 2011). 
Household Travel Survey and on-board travel survey are the main methods that have been used for 
many years to derive trip purpose. GPS and smart cards are relatively new data collection methods 
which have been used recently for transport modelling and planning (Leduc, 2008). This section 
summarises some of the studies and methods on travel patterns and observe/infer trip purpose. The 
following section explains some studies on conventional data collection methods (e.g. household 
travel survey) for collecting trip purpose. 
3.2.1 Collecting trip purpose from conventional data collection methods 
Trip purpose is a very important element in transport demand modelling. For many years, travel 
dairies and Household Travel Surveys (HTS) have been used as the main sources for obtaining 
passengers’ trip purpose. The following studies are some examples of trip purpose inference using 
travel dairies and household travel surveys. 
Hu et al. (1999) summarised the 1995 Nationwide Personal Transportation Survey, which was 
conducted for 42,033 households during 14 months and used to describe personal daily travel of U.S. 
households. Trip purpose was one of the main elements collected in this survey to gain an 
understanding of travel behaviour. Hu and Reuscher (2004) described the 2001 National Household 
Travel Survey (NHTS) that was conducted in the U.S. to collect detailed information on personal 
travel, such as trip purpose. The sample size was 69,817 households and was conducted over a period 
from March 2001 through to July 2002. Santos et al. (2011) used the expanded 2009 National 
Household Travel Survey (NHTS) to provide travel national estimates. One of the main elements 
relating to trip information collected in this survey was trip purpose. The collected sample size was 
150,147 households over a 13-months period from April 2008 through April 2009. 
Many cities in Australia (Sydney 2011, Melbourne 2009-2010, Brisbane 2009, Adelaide 1999, and 
Perth 2002-2006) have conducted a Household Travel Survey to collect information about personal 
travel and trips. One of the main elements collected in the surveys was trip purpose. The sample size 
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varied from 3,500/year households in Sydney, 5,886 for 9 months in Adelaide, 10,947 households 
from October 2002 through September 2006 in Perth, and 10,000/year households in Melbourne and 
Brisbane (Stopher et al., 2011). 
Kusakabe et al. (2016) used the method of Naïve Bayes classifier and a Household Travel Survey 
data collected by South East Queensland (SEQ) travel survey to estimate passengers’ trip purpose. 
The method shows the applicability to estimate the major trip purposes such as education, work and 
home trips. 
Low sample size (compared to other data collection methods), high cost in terms of time and human 
resources, infrequent updates and association with human error are the main disadvantages of using 
such methods (Leduc, 2008). 
3.2.2 Trip purpose inference using new data collection methods 
GPS and smart card data are, relatively, new methods to study travel patterns and obtain trip purpose. 
Despite the fact that no information on trip purpose is recorded (Bagchi and White, 2005), GPS and 
smart card data are a very rich source of information which can be used to analyse and understand 
passengers’ travel behaviour. 
3.2.2.1 Trip purpose inference using GPS data 
Some studies have been conducted to investigate travel patterns in public transport using GPS data. 
Different data collection sources, such as GPS logs, were proposed to reduce the cost of travel surveys 
and increase the effectiveness of the collected data. The following are some studies that have used 
GPS data to examine passengers’ travel behaviour and infer trip purpose in public transport. 
Yalamanchili et al. (1999) examined the effectiveness of using GPS data to capture the travel patterns 
of multi-stop trips. The participants were given a self-reporting device to report trip information such 
as trip purpose. The study suggested the possibility of matching GPS data with the land use data 
within a GIS environment to infer missing information, such as trip purpose. Wolf et al. (2001) 
examined the use of GPS data for obtaining trip purposes and completely replace traditional travel 
survey methods. The main point of the process was to match the trip patterns with the land use of the 
study area. The study concluded that GPS data have the ability to replace traditional data collection 
methods to obtain missing information, such as trip purpose. 
Shen and Stopher (2013) developed a trip purpose inferring method for Global Positioning System 
(GPS) data by using the National Household Travel Survey (NHTS) in the US. The trip purposes, 
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which were not directly observed by GPS data, were estimated using rules obtained from the NHTS 
data. 
3.2.2.2 Trip purpose inference using smart card data 
Bagchi and White (2005) evaluated the importance of smart card data in obtaining greater, continuous 
and more accurate records compared to other data sources in analysing and understanding the 
passengers’ travel behaviour in public transport. Although, smart card data offers detailed information 
on the use of a public transportation network, no information on travel purpose is provided (Kuhlman, 
2015). The following are some research examples that have integrated smart card data with other data 
sources for inferring trip purpose. 
Lee and Hickman (2014) utilized different data sources (ACF, GTFS, and parcel-level land use data) 
to infer individuals’ trip purpose. A training set of behavioural and heuristic rules were built for 
deriving trip purpose using these data sources. The regularity and variability of time and space of 
day-to-day data were used to infer changes in trip purposes. The study focused on two main trip 
purposes (work and school related trips) and used 306 cardholders in their study. Kusakabe and 
Asakura (2014) used the concept of data fusion to estimate the probability distribution of trip purpose 
by analysing the behavioural features observed by smart card and trip survey data. The study 
integrated the available attributes from trip survey data (such as trip purpose, origin and destination) 
with attributes derived from smart card data (such as trip frequency) to estimate trip purpose. The 
data was obtained at a single railway station. 
Kuhlman (2015) applied a fusion method to estimate trip purpose by analysing household travel 
survey data obtained by the WROOV travel survey. The estimation success rate was dependent on 
the trip purpose type. Although the method was not applied to actual smart card data, the validation 
results from HTS data supports the feasibility of the proposed trip purpose estimation with the 
attributes available from smart card data. The following explains different methods and techniques 
by integrating different variables and data sources for trip purpose inference. 
User clustering groups has been used as one of the methods for classifying passengers’ travel 
behaviour (Trépanier et al., 2007; Agard et al., 2009; Ma et al., 2013). The combination of temporal 
and spatial variables has been used to define different clustering groups based on their travel 
behaviour. The temporal variables were classified as times during the day, frequency of travel during 
working days of one week and regularity of travel during a period of several weeks (Agard et al., 
2006; Agard et al., 2009). As the spatial variable, stations and stops in public transport network can 
be used to define spatial clustering groups (Ma et al., 2013). In the availability of card types 
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information, Agard et al. (2009) indicated a high correlation between clustering groups and age 
groups. Moreover, the method of clustering groups can be used by operators for short term predictions 
to improve the service quality (Morency et al., 2007; Agard et al., 2009; Ma et al., 2013). 
Although clustering groups method has the capability to characterize trips based on the passengers’ 
travel behaviour (Chu and Chapleau, 2010), clustering groups technique cannot capture the 
complexity of travel patterns (Kim et al., 2014). In addition, clustering method is based on temporal 
and spatial variables and does not reflect passengers’ motivation for travelling, whereas a 
classification method based on trip purpose does (Kuhlman, 2015).  
The rule-based processing approach is also applied on the trip purpose inference by integrating smart 
card data with other data sources. Activity duration, departure time, frequency and card type are 
generally the four attributes considered as the explanatory values of the trip purpose inference (Lee 
and Hickman, 2014; Kuhlman, 2015). Different rules and values have been used in the literature to 
identify these attributes. For example, Chakirov and Erath (2012) identified the duration of work trips 
to be longer than six hours; Devillaine et al. (2012) identified the duration of work trips with adult 
cards in Gatineau, Canada to be longer than five hours; where the duration for work trips with adult 
cards in Santiago, Chile was identified to be longer than two hours. However, trips that take place in 
the morning peak and have return trips in the evening peak were considered as work trips (Lee and 
Hickman, 2014). 
Chu and Chapleau (2010) and Lee and Hickman (2014) considered trips made with student cards and 
where the alighting for these trips were near schools or universities as education trips. In addition, 
trips that are at the end of the day, and not the only trips for corresponding passengers, are considered 
as home trips (Devillaine et al., 2012). 
Trip purpose is identified in many studies. The range of considered trip purposes varied from just 
work trips (Jun and Dongyuan, 2013; Zhou et al., 2014), to the basic trip purposes such as work and 
home trips (Chakirov and Erath, 2012), and in some studies education trips are also considered (Chu 
and Chapleau, 2010; Devillaine et al., 2012). 
The household survey data allowed for more trip purposes to be considered such as shopping and 
business trips (Kusakabe and Asakura, 2014; Lee and Hickman, 2014).  
The integration of survey data and smart card data have been used by several other approaches for 
trip purpose inference, besides the use of rule-based modelling approach. A Naïve Bayes classifier 
approach is used to infer trip purpose, where this method assumes the same distribution of purposes 
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relative variables, such as arrival time and activity duration, which are available in both survey data 
and smart card data (Kusakabe and Asakura, 2014). A logit model approach for inferring trip purpose 
is also used where the determination of the relative possibilities of a trip having a certain purpose can 
be estimated with survey data and subsequently applied to smart card data. Variables with a 
significant influence on the distribution of chances are the activity duration, the start time and 
purpose-specific land-use information (Chakirov and Erath, 2012). A decision tree algorithm with a 
learning module is another approach that has been used to infer trip purpose (Lee and Hickman, 
2014). 
Compared to the previously mentioned models and methods, rule-based modelling approach is one 
of the simplest methods to build passengers’ trip purpose inference model. It has the capability to 
integrate different databases and information by conduction and relatively simple rules (Kuhlman, 
2015).   
The next two subsections give an overview of some studies regarding travel pattern and land use, as 
they are the two main attributes in the proposed methodology for inferring trip purpose. 
3.2.3 Linkage between land use and transit demand 
One of the important elements in transportation is land use which has a great impact on transit demand 
and travel behaviour at the temporal and spatial dimensions (Lee et al., 2013). Many researchers have 
been studying the linkage between land use and transit demand and its importance to transit planning 
and transportation system implementation. 
Roberts and Wood (1992) investigated the linkage between land use and travel demand by studying 
three different suburbs that have very different demographic and land use situations. The study 
emphasized the fact that substantial differences exist in travel behaviour, resulting from alternative 
views of land use disposition. Boarnet and Crane (2001) suggested the complex linkage between 
urban design, land use and travel behaviour. The study found that different parameters such as urban 
design, land use, travel cost, geographic scale and distances play a role in this linkage. Kitamura et 
al. (1997) studied five diverse neighbourhoods to investigate the effects of land use and attitudinal 
characteristics on travel behaviour. The study suggested that residents’ attitudes and land use 
characteristics have a great impact on travel behaviour and travel demand. 
The main aim of investigating the linkage between land use and transit demand is to improve land 
use and transit operational efficiency (Cervero and Kockelman, 1997; Cervero et al., 2002). A specific 
land use type has a great influence on individual trip frequencies, trip time of the day and trip days of 
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the week (Mitchell Hess et al., 2001). The efficacy of “get the land use right” for reducing driving 
and affecting the travel behaviour is believed to have a good connection with “get the price right.” 
The weakness of observing the linkage between land use, travel behaviour and travel cost has been 
noted in the U.S. and other developed countries because of decreasing real costs of travel, existence 
of already well-developed transportation systems, and structural shifts to an information-based 
economy (Gordon et al., 1991; Giuliano, 1995; Zhang, 2004; Dunn, 2010). 
3.2.4 Travel patterns and regularity 
Although a single day data is useful for providing information on daily passengers’ travel, the day-
to-day travel data can be used to observe a passenger travel pattern (regularity) and detect an 
individual’s trip purpose (activities). 
Agard et al. (2006) analysed customer behaviours and the variability of demand in space and time, 
which can be achieved only by continuously monitoring the day-to-day activities throughout a transit 
network. Morency et al. (2006) studied the variability and regularity of travel demand of transit 
passengers. Passengers were clustered based onto their travel regularity. Liu et al. (2009) analysed 
smart card data set for bus and subway for one month to describe urban mobility patterns in Shenzhen, 
China. The study emphasized the strong relationship between travel pattern and land use activities. 
Trépanier et al. (2007) addressed the issue of data mining techniques and how they can be used to 
study user behaviour from boarding observations. After data processing, four groups of user-weeks 
with similar travel patterns were produced. 
Morency et al. (2007) measured the variability of urban public transit demand using smart card data. 
The study observed regularity indicators by using clustering methods of the smart card classes. The 
study used spatial and temporal variability to address travel patterns of passengers. Lee and Hickman 
(2011) defined regular users as cardholders who have two or more transactions per day for five 
consecutive weekdays. The study clustered the results in different groups based on card types. As a 
result, the travel pattern (temporal and spatial pattern) for regular users varies based on card types. 
Kieu et al. (2013) proposed a methodology of mining travel regularity using smart card data and 
discussed several applications of this information in transit planning. The travel regularity was used 
for passenger classification (frequent and infrequent users) and to address personal travel time 
variability estimation. Kieu et al. (2015) used a modified density-based scanning algorithm to analyse 
spatial travel pattern from smart card data. Langlois et al. (2016) proposed a methodology to infer 
patterns in the multi-week activity sequences of public transport users. The analysis reveals 11 
clusters, each characterized by a distinct sequence structure. 
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3.2.5 Aggregate and disaggregate approaches 
Different aggregate and disaggregate approaches have been proposed for obtaining transit O-D 
matrices (Furth and Navick, 1992). For example, Barry et al. (2002) discussed the need for relevant 
stop aggregation in order to match the scheduled time between bus stops from the transaction data 
collected from an automated fare collection system. Chu (2004) discussed the issue of predicting 
transit-related activities that each pair of stops on the opposite sides of a road may be combined at the 
same general location. Lee et al. (2011) also used the aggregated approach (stop groups) in their study 
on estimating aggregate level O-D pairs. Lee et al. (2013) looked at the variety of land use 
classifications within a transit catchment area. The authors linked the temporal distribution of transit 
demand to the land use types. In addition, Lee et al. (2012) emphasized the usefulness of a more 
aggregate treatment so as to identify boarding and alighting stop locations from smart card transaction 
data. 
On the other hand, from a disaggregate approach perspective, Hsiao et al. (1997) found that individual 
bus stop level (disaggregate approach) gives a better understanding of the unique land use 
surrounding each bus stop. Mitchell Hess et al. (2001) emphasized the rich information from 
individuals’ trip level such as trip frequencies, trip time of the day and trip days of the week and how 
this information is affected by a specific land use type. Different studies have used AFC and APC 
information combined with the service scheduled time at stops level (disaggregate approach) to 
determine the location of bus boardings and alightings (Trépanier et al., 2007; Nassir et al., 2011; 
Wang et al., 2011; Munizaga and Palma, 2012). 
3.2.6 Walking distance and service area 
Walking distance to public transport stops and service areas is planned based on some criteria such 
as supply (efficient operation and travel time) and travel demand (best coverage area). Based on 
transit passenger behaviour, passengers usually walk less distance to get to their boarding locations 
and often choose the nearest stop (Barry et al., 2002; Nassir et al., 2011). One of the most important 
issues is the difficulty of defining exclusive service area or land use for each stop or station (Lee et 
al., 2013). The difficulty of defining a service area for each stop is due to the overlapping of a stop’s 
service area and the way of defining the walking distance. 
The transit service availability has been measured according to the number of passengers that exist 
within a specific walking distance of a transit stop or station (Polzin et al., 2002). Most previous 
studies assumed the main access mode to and from transit stop to be walking to determine a transit 
service area (O'Sullivan and Morrall, 1996; Hsiao et al., 1997; Loutzenheiser, 1997; Beimborn et al., 
Chapter 3  Trip purpose and travel pattern modelling 42 
  
2003; Zhao et al., 2003; Schlossberg and Brown, 2004; Kimpel et al., 2007; Weinstein Agrawal et 
al., 2008; Crowley et al., 2009; Cheng and Agrawal, 2010; El-Geneidy et al., 2010). Most of these 
studies focused on walking as the main access mode including parameters such as: 
• The accepted walking distance to or from transit stop is generally 400 m for a bus stop and 
800 m for a rail station; and  
• A common method to define transit service area is buffer analysis where the street network is 
used instead of direct distance. 
O'Neill et al. (1992) compared two different methods to identify transit service area, namely direct 
distance and network distance measurements. The study suggested drawing a buffer zone around each 
stop within a specific walking distance. The same method has been used by Hsiao et al. (1997) to 
determine the transit service area. 
Lee et al. (2013) pointed out that circular buffer within a specific radius is an unrealistic method as it 
may ignore any direct paths and obstructions or it may be inaccessible to pedestrians. The method of 
equally distant from a stop along all available network paths is popular in many studies (Kimpel et 
al., 2007; Cheng and Agrawal, 2010). The overestimation by the direct distance method to determine 
transit service area, compared to the network-based method, was described by Gutiérrez and García-
Palomares (2008). 
The transit capacity and quality of service manual TCRP emphasized that most of passengers (75-
80% on average) walk about 400 m or less to or from a bus stop to get to their destination, which is 
equivalent to a maximum walking time of 5 min and based on average walking speed of 5 km/hr 
(Ryus et al., 2013). On the other hand, the walking distances and times can be at least doubled for 
rapid transit stations (e.g. bus and train stations), where more than 50% of passengers walk an average 
of 800 m to stations. 
3.3 Summary 
This section summarizes the findings from the literature review regarding trip purpose and travel 
pattern modelling. 
One of the main issues for strategic planning is the trip purpose inference as it is based on passengers’ 
motivation for travelling, which incorporates social changes and policy measures. For decades, 
conventional data collection methods have been the main source for collecting trip purpose 
information. These conventional methods are subjected to low sample size, high cost in terms of time 
and human resources, and infrequency of data update.   
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The relatively new data sources, such as smart card data, allow for better understanding of passengers’ 
travel behaviour and expose their potential as valuable information for travel analysis and modelling. 
Rich and big sample size data, frequently updated and the incorporation of minimum human error are 
some advantages of using such data. As the main purpose of smart cards is to collect revenue, some 
information relating to smart card data is missing (e.g. trip purpose or activity information). The trip 
purpose information is essential to long-term demand forecasting.  
Different methods and techniques have been used for trip purpose inference by integrating smart card 
data with other data sources. Clustering groups’ method (Trépanier et al., 2007; Agard et al., 2009; 
Ma et al., 2013), the Naïve Bayes classifier method (Kusakabe and Asakura, 2014) and rule-based 
modelling method (Lee and Hickman, 2014; Kuhlman, 2015) have been used for trip purpose 
inference by integrating different data sources.  
Moreover, different attributes (such as temporal, spatial and card type) and inference aggregate levels 
(aggregate and disaggregate levels) have been used by different studies for trip inference (Ma et al., 
2013; Kusakabe and Asakura, 2014; Lee and Hickman, 2014; Kuhlman, 2015). 
Table 3-1 presents different models in the literature for trip purpose inference with the corresponding 
attributes and data sources used. 
Table 3-1 Overview of trip inference models found in literature 
Model approach  References Applied attributes Applied data 
sources 
User clustering 
groups 
(Ma et al., 
2013) 
• Time during the day 
• Activity duration 
• Frequency of travel 
• Destination stop 
• Card type 
• Smart card data 
Naïve Bayes 
classifier 
(Kusakabe 
and Asakura, 
2014) 
• Alighting time 
• Activity duration 
• Boarding time 
• Survey data 
Rule-based 
modelling 
(Lee and 
Hickman, 
2014) 
• Activity duration 
• Boarding time 
• Card type 
• Land use attributes 
• Survey data 
• Land use data 
• Smart card data 
Although a number of studies were found that used various approaches for trip purpose inference, 
these approaches cannot be generalised to other cases because: 
1. There is a need for alighting estimation first (as alighting information is not recorded in most 
systems) before proceeding with trip purpose inference, which may incorporate cumulative 
errors in the inference; 
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2. Few trip purposes have been considered by different studies, namely work-related trips and 
education-related trips;  
3. Few studies have considered passengers’ travel pattern during weekdays as an important 
attribute for inferring trip purpose; and 
4. Aggregate inference approach has been chosen by most of studies for their modelling, where 
disaggregate approach requires more investigation. 
In view of these knowledge gaps, Chapter 9 of the research focuses on building a trip purpose 
inference model based on the unique smart card dataset available from South East Queensland (SEQ), 
Australia. The available smart card data is integrated with other data sources, namely Household 
Travel Survey (HTS) and land use database. 
Moreover, few trip purposes based on the aggregate level have been considered in the literature for 
trip purpose modelling. The current research considers more trip purposes based on a disaggregate 
approach. Furthermore, passengers’ travel pattern during weekdays (frequency of the trip) is 
considered as one of the main attributes for the trip purpose inference.  
In brief, an integrated modelling approach based on different attributes and data sources is proposed 
in this research for trip purpose inference.  
Chapter 4 focuses on describing the available data sources and data cleaning and mining process, as 
well as presenting some statistical analysis of the available data.  
                                            
Data mining and processing 
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4.1 Overview 
Over the past few years, smart card data has become one of the most popular techniques for data 
collection methods. Although its original use is to collect revenue, smart card data has proven its 
capability for providing detailed traffic and operational information, which can be used for decision 
making at all levels (planning and policy, operations and control). However, there are some 
limitations which control its ultimate usage in the field of transport planning and modelling, such as 
the missing information of trip purpose. The integration of other data sources (e.g. household travel 
survey and land use databases) with the available smart card data can overcome these limitations and 
reveal the missing information. 
 
Figure 4-1 Thesis outline (Chapter 4 highlighted) 
Chapter 4 presents the data description, mining and cleaning processing that have been used in all 
stages of this research to cover different areas of O-D estimation and trip purpose modelling.  
Two different levels of data sources’ integration have been considered to address the two stages of 
the current research: 
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1. Investigating, evaluating and improving different aspects of O-D estimation. 
• One-day smart card data (Gocard). 
• General Transit Feed Specification (GTFS). 
• Brisbane Strategic Transport Model (BSTM). 
2. Trip purpose inference modelling. 
• Five-day smart card data (Gocard) 
• Household Travel Survey (HTS). 
• Land use database. 
• South East Queensland Strategic Transport Model (SEQSTM). 
• Weather database. 
The remainder of the Chapter is organized as follows: Section 4.2 describes the available smart card 
data (Gocard data), General Transit Feed Specification (GTFS) and Brisbane Strategic Transport 
Model (BSTM), and Section 4.3 describes the mining and cleaning procedure for Gocard data. 
Section 4.4 gives some details on Household Travel Survey for the study area and Section 4.5 
describes the available land use database for the South East Queensland. Section 4.6 introduces the 
integration procedure at the different stages of this research. Finally, Section 4.7 concludes the 
Chapter. 
4.2 Gocard, GTFS and BSTM data 
The data used in this research was provided by TransLink, a division of the Department of Transport 
and Main Roads (DTMR) in Queensland, Australia. Queensland's passenger transport system, 
including bus, ferry and rail services is coordinated and integrated by TransLink. The mode share for 
public transport in South East Queensland is about 8% from the total number of trips (TMR, 2012). 
Smart card fare system (Gocard) for South East Queensland (SEQ) allows the use of one card on 
multiple services. Figure 4-2 shows the zoning structure of the study area, which is South East 
Queensland (SEQ).  
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Figure 4-2 Zoning structure of the study area (SEQ) 
A six-month period of data, from November 2012 to April 2013, was made available by the 
department of Transport and Main Roads (TMR), which covers trips made on the South East 
Queensland public transport network. In the SEQ network, a transaction record is generated each time 
a passenger boards and alights. Each transaction contains information comprising: operator, the 
operation date, run, route, direction, ticket number, smartcard ID, boarding time, alighting time, 
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boarding stop and alighting stop. An important aspect of this system is that it includes both boarding 
and alighting times and locations, that is, where the passenger gets on or off a public transport vehicle. 
Transferring activities are not directly obtained. The following is an example of some transactions 
and the available information from Gocard data. 
Table 4-1 Transactions sample of the selected day data 
Smart Card ID Date Route Boarding 
Time 
Alighting 
Time 
Boarding Stop Alighting Stop 
000056425A146A8D6
4C9804C9D850A13 
20/03/2013 569 18:01:50 18:44:46 Elizabeth St App Elizabeth 
Street Stop 82 [302] 
Loganholme 
Stop E [28873] 
000097373E686F4A
D4BA548199DD5F86 
20/03/2013 554 8:23:41 8:41:29 Strathmore St F/S Kuraby Train 
Station (Stop 92) [28518] 
Garden City E 
[6502] 
0000E706CF564ABF
834B45D86EFE6415 
20/03/2013 8030 15:32:49 16:11:30 John Paul College [51820] Carindale I 
[6302] 
0000F0BB2BE4425A
9C11B7F1B2D583A3 
20/03/2013 345 8:52:57 9:02:59 King George Square Station 1F 
[BT010791] 
"Newmarket" - 
20 [BT001999] 
Data for one weekday (Wednesday 20 March 2013) has been used to investigate and study the first 
stage of the research and data for five weekdays (Monday 18 March 2013 to Friday 22 March 2013) 
have been used for the second stage of this research. 
The General Transit Feed Specification (GTFS) is composed of text files that define a common format 
for public transport schedules and associated geographic information. They provide detailed 
information on stops (arrival and departure information), routes (route ID and route type) and trips 
(trip ID and frequency). 
The Brisbane Strategic Transport Model (BSTM) is a four-step strategic transport model developed 
in the EMME/3 modelling platform. The zoning and network information from BSTM has been used 
for the stop and zoning levels’ analysis of the first research stage.   
Figure 4-3 shows the initial number of transactions that were made in the selected period of weekdays 
between Monday 18/03/2013 and Friday 22/03/2013. The initial number of transactions (trip-legs) 
before cleaning is almost the same as the different weekdays. 
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Figure 4-3 Total number of transactions for the selected weekdays 
4.3 Gocard data mining and cleaning 
One of the most important steps in data processing is data cleaning and refining as any issue in a 
transaction can lead to error in constructing the trip chain of a passenger. As the nature of data usually 
contains some errors caused by system failure or faulty human operation, two stages of data cleaning 
have been performed. Figure 4-4 shows the framework of Gocard data processing and cleaning 
(Tavassoli et al., 2016). 
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Figure 4-4 Framework of Gocard data processing and cleaning (Tavassoli et al., 2016) 
In the first stage, different rules were applied to Gocard transactions to identify the different types of 
errors. The first step identified all credit top-up transactions, which were not “real” transactions, and 
excluded them from the data. A credit top-up transaction is recorded when a driver recharges a 
smartcard by accepting cash from a passenger. The next step performed general data cleaning to 
identify missing or faulty transactions. These errors are related to the missing or faulty information 
such as boarding or alighting locations not recorded, boarding or alighting times not recorded, 
boarding stop location was the same as alighting location, and boarding time was equal or greater 
than alighting time. Consequently, all Gocard IDs related to these errors were identified. Finally, 
these identified Gocard IDs and their related transactions were excluded from the data. Figure 4-5 
shows a one-day example of the first stage errors and the related total number of excluded transactions 
for each error type. 
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Figure 4-5 Number of transactions for each errors type 
Other issues related to Gocard data that stop IDs are not necessarily consistent across different 
operators, Gocard dataset does not include the latitude and longitude of the stops (x–y coordinates) 
and Gocard dataset does not match with GTFS files published by Translink. The second stage of data 
processing and cleaning deals with these issues and tried to match Gocard data with GTFS 
information, as shown in Figure 4-4.  
To overcome these limitations, a stop-matching heuristic was developed and applied by Nassir et al. 
(2015) to the Gocard dataset to match the recorded stop IDs (names and codes) with GTFS network. 
A detailed procedure was performed for each mode (bus, ferry and train) to validate the Gocard data, 
treat the data and, finally, identify the remaining transactions with errors.  
For bus and ferry modes, passengers touch on their cards on vehicles while boarding. Hence, all 
possible trip-IDs for each transaction were identified based on the boarding and alighting stops in 
conjunction with the associated times. Accordingly, the best trip ID match was selected based on 
minimising the differences between schedule and transaction times calculated for both boarding and 
alighting stops. If there was no transaction match between Gocard data and GTFS information, the 
associated boarding and alighting stops with the reported route, as well as the stops sequence, were 
checked to find the best matching. Finally, transactions were flagged as errors if the procedure could 
not find any matching. 
For the rail mode, trip information including the route name and also direction are not available in 
trip transactions as touching the card can be made on any platforms of a station. To find transactions 
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match between Gocard data and GTFS information, a unique code was assigned for each station. 
Then, the same procedure as used for bus and ferry modes was employed to check the transactions 
and to obtain a trip-ID and the related route and direction of the rail transaction using possible trip-
IDs from all platforms in the boarding station to all platforms in the alighting station. 
The last step of the cleaning procedure was to identify all unsolved error transactions and their related 
card IDs. In addition, single trips that are the only trips during the day were identified and excluded. 
If any of the Gocard transactions were flagged as an error, the related transactions for the same card 
ID were identified and excluded. Figure 4-6 shows the total number of cleaned transactions and the 
corresponding number of Gocard IDs for the selected weekdays.  
 
Figure 4-6 Number of cleaned transactions and Gocard IDs for the selected weekdays 
The final number of transactions for the cleaned weekdays indicates that 70% of the initial number 
of transactions can be used for the current research. The available cleaned Gocard data is large enough 
to provide a good sample size, considering the fact that more than 82% of the SEQ public transport 
network trips are made by Gocard users (Moore, 2015). 
4.4 SEQ household travel survey (HTS) 
The Household Travel Survey was undertaken across South East Queensland (SEQ) over a period 
from 2009 through to 2012. The scope of the survey for the Brisbane area covers travel made by 
persons on all days of the week during the survey period. The survey was undertaken as a primary 
source of information for the development of transport analysis tools and models for personal travel 
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and to understand and quantify travel behaviour. As the demographic information (such as age, 
gender and annual gross income) is not available from smart card data (Gocard), the demographic 
attributes are not considered in the HST analysis and are not used in the model development. The 
extracted information from this survey was used for trip purpose inference modelling. 
Based on the assumption that the trips from smart card data and HTS have the same conditional 
probability distribution, the data from this survey is used in the current study to estimate the missing 
information from smart card data, such as trip purpose and its related information (trip purpose type, 
start and end time of the trip, and activity duration during weekdays). The origin and destination of 
the trips are coded based on the latitude and longitude (x-y coordinates). The survey consists of 
108,913 trip records. About 65,000 records were used to develop and train the model. The remainder 
were used to validate and calibrate the model. 
Each survey record was marked as one of the following trip purposes: work-related, education, 
shopping, personal business, social, recreational and other trips. For each trip purpose type, 
information such as trip stages (e.g. number of transactions), trip activity duration, start and departure 
of the trip and time of the trip (i.e. peak or off-peak) is recorded. The following shows some initial 
analysis of the SEQ-HTS. 
Table 4-1 shows the trip number distribution for each trip purpose type at different day periods. The 
morning-peak percentage of work-related and education trips is higher than other trip purposes. On 
the other hand, shopping, personal business and social trips have a higher off-peak distribution. This 
can be logically interpreted as most work and education related trips have a fixed travel pattern, which 
usually starts at the morning peak and ends at the evening peak. The rest of the trip purpose types 
have more flexible time, where people try to avoid the peak periods and take their trips during off-
peak periods. It can also be observed that full-time and part-time work-related trips have almost the 
same percentage of the peak period trips, which supports the later finding that they share the same 
behaviour pattern and can be merged together. 
Table 4-2 Number of trips at different time periods and trip purposes 
Trip purpose type  
Number of Trips 
All day Morning-peak period* Percent 
Off-peak 
period Percent 
Work-related trips Full time 6858 4206 61.33 2652 38.67 Part time 1155 697 60.04 458 39.96 
Education trips School 2382 2319 97.36 63 2.64 University 227 132 58.15 95 41.85 
Shopping trips / 6956 2133 30.66 4823 69.34 
Personal business trips   / 3604 1596 44.28 2008 55.72 
Social trips / 5168 1679 32.49 3489 67.51 
Recreational trips / 2180 1074 49.27 1106 50.73 
* The morning-peak period is between 7-9 am. 
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As the number of trips that have at least one trip-leg of public transport mode in the SEQ-HTS is 
limited, a primary analysis was conducted to test if the trips that have a public-transport mode, private 
mode and all modes have the same start and departure pattern. Figure 4-7 shows a comparison 
between start and departure time of the trip for public transport mode, private mode and all modes, 
for some trip purpose types, namely: full-time work, school-education and shopping trips. 
   
(a)                                                                         (b)  
  
(c)                                                                         (d) 
  
(e)                                                                          (f) 
Figure 4-7 Comparison of start and departure times at different modes and trip purposes 
The results shown in Figure 4-7 indicate that the distribution of start and departure time of trips for 
each trip purpose at different modes follows the same distribution through the day. The later results 
show that the chosen period threshold for start and activity duration time fall in the same specified 
period irrespective of travel mode. As a result, the combination of all mode data was considered to 
infer the required information from HTS for the rest of trip-purpose inference analysis. 
4.5 Land use data 
Besides the previously introduced travel data sources, this study has also employed land use data for 
trip purpose inference modelling. Based on the literature, the linkage between passengers’ travel 
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behaviour and land use has a major influence on transport planning and implementing a transportation 
system. This section describes the land use database and explains the steps that were followed to 
create the possible land use activities for every stop or station in the network. 
The land use data available for this study originated from the South East Queensland Strategic 
Transport Model (SEQSTM). The model forecasts the travel demand for an average working day in 
the SEQ region, which includes major cities such Brisbane, Gold Coast and Sunshine Coast. The 
available land use in SEQSTM includes residential, education, industrial, commercial, 
hospital/medical, parkland and agricultural. Figure 4-8 shows part of the land use activities of the 
study area (SEQ) along with public transport network stops and stations. 
 
Figure 4-8 Land use activities and stops and stations network 
A land use database was created for each available stop or station in the network by matching the 
land use layer from SEQSTM and the public transport stops and stations network of SEQ. A buffer 
zone (walking distance) was created around each stop or station to list the possible land use activities 
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surrounding these stops and stations. Network walking distance method was used instead of direct 
distance to calculate the possible walking distance within the specified buffer zone. The buffer zone 
was considered as 400 m for bus stops, and 800 m for bus way stations, ferry stops and train stations 
(Ryus et al., 2013). ArcGIS software package has been used to calculate the walking distance within 
the network. Figure 4-9 provides an example of matching procedure based on the applied buffer zone 
and the walking distance network. 
 
Figure 4-9 An example of matching procedure with the surrounding land use activities 
4.6 Data integration 
As mentioned previously in this chapter, two different levels of data sources integration have been 
used to address the two stages of the current research. Figure 4-10 shows the integration scheme of 
the first stage of the current research to evaluate, validate and improve different factors and 
assumptions affecting O-D estimation using smart card data.  
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Figure 4-10 First stage of data integration scheme 
The second stage of the research investigates the trip purpose inference using smart card data. Figure 
4-11 shows the databases integration scheme of the second stage of the current research for trip 
purpose inference. The next chapter (Chapter 5: Methodology) provides more details of data 
integration procedure. 
 
Figure 4-11 Second stage of data integration scheme 
4.7 Summary 
Two integrated database schemes have been developed for the two stages of the research using 
different data sources, including Gocard, GTFS, BSTM, SEQSTM, HTS, land use and weather 
database. The development of data integration provides details of temporal, spatial, frequency, 
weather and land use activities information of the study area and the generated O-D trips within the 
public transport network.  
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In this Chapter, these data sources as well as the procedure for data cleaning and mining were 
described. Moreover, the data integration schemes for the two stages of the research were introduced 
and briefly discussed. The first research stage investigates the trip-chaining method and its 
assumptions as different databases (namely Gocard, GTFS and BSTM databases) are integrated to 
implement, validate and improve the method. The second research stage integrates different databases 
(namely Gocard, HTS, land use, SEQSTM and weather databases) to infer passengers’ trip purpose. 
Chapter 5 (Methodology) provides more details of the proposed modelling approach and how the data 
integration discussed here will be used. 
 
                                                         
Research methodology 
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5.1 Overview 
As indicated in Figure 5-1, a framework for public transport Origin-Destination (O-D) estimation and 
trip purpose inference is discussed in this chapter. 
 
Figure 5-1 Thesis outline (Chapter 5 highlighted) 
Chapter 5 briefly introduces and discusses the approach that has been followed to investigate different 
areas of the current research. Two major frameworks and methodologies are introduced. The first 
framework is to investigate, validate and improve the trip-chaining method and its individual 
assumptions that have been used to construct passengers’ trip-legs and obtain passengers’ O-D trips. 
The second framework is to model the trip purpose inference for public transport passengers using 
smart card data. The current chapter gives a general description only for the framework and 
methodology that have been used for the following chapters (Chapter 6 to Chapter 9), as a detailed 
description for the framework and methodology is presented in each chapter individually. 
As mentioned in Chapter 4 and presented in Figure 5-2, the first part of the current research deals 
with trip-chaining method and its assumptions to estimate public transport O-D matrices using smart 
card data. This part of the methodology is based on rule-based modelling, statistical analysis and 
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mathematical measurements of the accuracy and similarity of the estimated public transport O-D 
matrices, which is the framework for the next three chapters, namely, Chapter 6, Chapter 7 and 
Chapter 8. 
The second part of the current research is based on the decision tree modelling, the maximum-
likelihood estimation (MLE) method and statistical analysis. This part of the research forms Chapter 
9, which is the trip purpose inference using smart card data. More details regarding the proposed 
methods are provided in Section 5.3. 
 
Figure 5-2 Outline of the research methodology 
The remainder of the chapter is organized as follows: Section 5.2 discusses briefly the different 
databases that have been used at the two stages. Section 5.3 introduces the first stage framework to 
implement, investigate, validate and improve the trip-chaining method and its assumptions. Section 
5.4 proposes the second stage framework and methodology for trip inference modelling. Finally, 
Section 5.5 concludes the chapter. 
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5.2 Databases description and mining 
Since a comprehensive discussion of the data mining and processing was introduced in Chapter 4, 
this section only lists the databases that have been used throughout the different stages of the research. 
5.2.1 First stage databases 
Different databases, namely, one-day smart card data (known as Gocard), the General Transit Feed 
Specification (GTFS) and Brisbane Strategic Transport Model (BSTM) have been used and integrated 
to form the investigation of the trip-chaining method and its assumptions (see section 4.2 for more 
details). The details for data mining and cleaning were also discussed in section 4.3. 
After data cleaning and mining, the above-mentioned databases were integrated to formulate the 
investigation of the trip-chaining method and its assumptions (refer to section 4.6 for more details on 
data integration procedure). 
5.2.2 Second stage databases 
As discussed previously in Chapter 4, five different databases, namely, five-day smart card data 
(Gocard), Household Travel Survey (HTS), land use database, South East Queensland Strategic 
Transport Model (SEQSTM) and weather database have been used and integrated to model the trip 
purpose inference (refer to section 4.2, section 4.4 and section 4.5 for more details). The procedure 
of data mining and cleaning were explained and discussed in more detail in section 4.3. 
As the second stage of the research investigates the trip purpose inference using smart card data, 
Figure 4-11 shows the databases integration scheme of the above mentioned databases (refer to 
section 4.6 for more details).  
5.3 First stage framework and methodology 
This section discusses the proposed framework and methodology to investigate the trip-chaining 
method and its assumptions as presented in the first stage of Figure 5-2. The next section introduces 
the general modelling approach of the first stage. 
5.3.1 Modelling approach (first stage) 
Trip-chaining is an estimation method used to infer the missing alighting information and connect 
passengers’ trip-legs to obtain public transport O-D matrices. Trip-chaining method is based on a 
sequence of logic rules (if-then rules) to identify the missing information and connect passengers’ 
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trip-legs. Therefore, the rule-based modelling is chosen as the modelling approach to set a number of 
if-then rules as a mathematical model. In other words, the trip-chaining method and its assumptions 
have been transformed into a set of if-then rules to study different parameters, conduct a sensitivity 
analysis, validate the method, and improve it. 
Based on applying the if-then rules, the missing alighting information and the constructed O-D 
matrices are obtained. To examine the method and its assumptions, a sensitivity analysis has been 
conducted. Furthermore, a statistical analysis has been conducted to investigate and study different 
assumptions of the trip-chaining method using different software packages, namely, Matlab, Minitab 
and Excel. 
Different mathematical measurements have been used to compare the O-D estimation matrices and 
measure the accuracy and similarity level. The used mathematical measurements are listed as follows: 
1. Root Mean Squared Error (RMSE) 
The root mean squared error (RMSE) is used to evaluate the accuracy level and errors in each matrix 
based on different sample size levels. The RMSE is a frequently used measure of the difference 
between values predicted by a model and the values actually observed. The individual differences for 
each matrix cells are also called residuals, and the RMSE aggregates them into a single measure 
(Hollander and Liu, 2008). The RMSE formula is presented as follows: 
RMSE (%) =  	∑ (	 ) 
where: x = sampled measurement; y = actual measurement; and N = number of measurements. 
2. R-squared (R2) 
The R-squared (R2) is a statistical measure of how close the data are to the fitted regression line and 
it is used for comparing the variability of the estimation errors with the variability of the original 
values (Tavassoli et al., 2016). A general formula for calculating R2 is written as following: 
R = 1 −	 !  
 ""# =	∑ ($% −	$&%)%   
""' =	(($% −	$))
%
 
where: y = actual measurement; 	y& = sampled measurement; and y) mean of the actual measurement. 
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3. Geoffrey E. Havers (GEH) statistic 
The GEH statistic is used to evaluate the accuracy level of each matrix based on different sample 
sizes. The GEH is applied to every single pair of the estimated O-D matrix, with a GEH of less than 
five indicating a good fit (Hollander and Liu, 2008). The GEH formula is given as follows: 
GEH = ()*+  
where: x = sampled measurement and y = reference measurement. 
The framework, methodology, investigation and results for the first stage are divided in three main 
chapters as follows: 
• Trip-chaining method and its assumptions (Chapter 6). 
• Enhanced approach for O-D estimation (Chapter 7). 
• Sample size requirement (Chapter 8). 
The next subsections briefly provide the framework and methodology for each chapter, as a detailed 
discussion is provided for each chapter individually. 
5.3.1.1 Trip-chaining method and its assumptions 
Based on the unique smart card database from South East Queensland, the trip-chaining method and 
its assumptions are implemented and evaluated based on the full boarding and alighting information. 
The approach followed here is to develop an O-D estimation algorithm (if-then rules) based on the 
trip-chaining method. The method’s assumptions from past studies are evaluated in Chapter 6. The 
main assumptions in the trip-chaining method are examined in detail, using a range of values 
(sensitivity analysis). 
Some statistical analyses are performed to discuss and explain the results, including geographical 
analysis. Later, the accuracy level of the estimated O-D matrices, based on different assumptions and 
values, is evaluated using mathematical measurements; refer to Chapter 6 for more details. 
5.3.1.2 Enhanced approach for O-D estimation 
Based on the work in Chapter 6, the trip-chaining method and its assumptions were implemented and 
evaluated based on full boarding and alighting information. The method was implemented using rule-
based modelling approach by setting a number of if-then rules. Later, the estimation results are 
validated with the whole dataset including boarding and alighting information to assess the accuracy 
level of the estimated matrices using different statistical analysis.  
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Furthermore, a distribution of errors analysis is conducted to reveal and investigate different errors 
of the trip-chaining method and its assumptions. Based on the errors analysis, some improvements to 
estimation algorithm are proposed in Chapter 7. 
5.3.1.3 Sample size requirement 
In Chapter 8, the issue of sample size and its impact on public transport origin-destination (O-D) 
estimation are investigated and evaluated at different levels (temporal and spatial levels) using a 
unique set of smart card data. The approach followed is to randomly choose different sample sizes at 
different spatial and temporal levels. The next step is based on the trip-chaining method where the 
trip-legs for the selected sample size are chained to obtain O-D matrices.  
To study the effect of different sample sizes on the accuracy level of the estimated O-D matrices, full 
dataset is randomly sampled at different spatial and temporal levels. The generated number of O-D 
trips for each sample size was multiplied by the relevant factor to make the matrix totals equal. 
Therefore, the total number of trips from all origins to all destinations became equal at any sampling 
level; however, the accuracy of these matrices is expected to be different. At each sample size level, 
multiple iterations are generated to overcome the bias of randomly-selected sample size and draw the 
errors distribution within different iterations. As a result, the likely errors in the estimated matrices 
associated with different sample sizes are quantified here using different mathematical measurements; 
refer to Chapter 8 for more details. 
5.4 Second stage framework and methodology 
Smart cards have become one of the most popular techniques for collecting an automatic set of data. 
Despite the great number of advantages of using such data, one of the weaknesses of the smart card 
data is that it contains no information regarding the passengers’ trip purpose. The information of trip 
purpose can be used to improve land use and transit operational efficiency (Cervero et al., 2002). In 
addition, it provides a better understanding of the daily travel pattern and measures the potential 
transit demand for different land use. 
This section of the research framework and methodology introduces the integration of smart card data 
with other data resources to infer the missing information, namely, trip purpose as presented in the 
second stage of Figure 5-2. The next section introduces the general modelling approach of the second 
stage of this research. 
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5.4.1 Proposed modelling approach (second stage) 
As presented in Figure 5-3, the logical framework of the proposed trip purpose inference modelling 
methodology consists of four steps of ‘inputs’, ‘process’, ‘modelling’, and ‘outcomes’. The 
methodology was developed based on the integration of different databases. These databases are used 
to extract different information, namely, temporal attributes from HTS, spatial attributes from land 
use database, regularity and frequency information from smart card data (Gocard database), the public 
transport network information from SEQ strategic transport model and the weather information from 
the Bureau of Meteorology. 
The integration of these databases was introduced in Chapter 4 in Figure 4-11. The following briefly 
explains these different attributes and the extracted information from each database. 
1. Temporal attributes for different trip purposes from HTS 
The Household Travel Survey was undertaken across South East Queensland (SEQ) over a period 
from 2009 through to 2012. The scope of the survey for the Brisbane area covers travel made by 
persons on all days of the week during the survey period. The survey was undertaken as a primary 
source of information for the development of transport analysis tools and models for personal travel 
and to understand and quantify travel behaviour. As the demographic information (such as age, 
gender and annual gross income) is not usually available from smart card data, the demographic 
attributes are not considered in the HST analysis and are not used in the model development. 
Each survey record was marked as one of the following trip purposes: work-related, education, 
shopping, personal business, social, recreational and other trips. For each trip purpose type, 
information such as trip activity duration, start and departure of the trip and time of the trip (i.e. peak 
or off-peak) were recorded. 
2. Spatial attributes from land use database 
The linkage between transportation and land use is one of the main considerations in transportation. 
This linkage is a major influencing factor in planning and implementing a transportation system. The 
land use data available for this study originated from the South East Queensland Strategic Transport 
Model (SEQSTM), as presented in Figure 4.8. 
A land use database was created for the available stops and stations (about 12,326 stops and stations) 
in the public transport network including bus, ferry and train. A buffer zone using network walking 
distance was assumed for each stop or station to extract the available land use activities within this 
buffer zone (refer to section 4.5 for more details). 
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3. Regularity and frequency database 
Another database was created, namely, regularity and frequency database, as it is one of the important 
elements in the decision-making process. Some rules and thresholds were set to identify regular and 
irregular O-D trips; more details are presented in Chapter 9. The regularity database will confirm the 
trip purpose decision as different trip purposes have different regularity patterns. 
4. Public transport network information 
The information of public transport networks such as zones, stops, schedules and routes, were 
obtained from South East Queensland Strategic Transport Model (SEQSTM). 
5. Weather information 
The weather information for the selected days was obtained from the Bureau of Meteorology. The 
weather information was used to select normal consistent days (i.e. not rainy days) to determine 
similar travel patterns. 
In the process step and after data cleaning and mining, some initial analysis was performed to extract 
the required temporal and spatial information. Later, the above-mentioned databases were integrated 
to perform the next step. 
A decision tree model and the maximum-likelihood estimation were chosen for the trip purpose. The 
following introduces the proposed approaches for the modelling step. 
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Figure 5-3 Logical framework of the proposed trip purpose inference modelling   
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5.4.1.1 Decision tree modelling (DT) 
Decision tree model is one of the predictive modelling approaches that maps different scenarios in a 
sequence to choose the most logical conclusion. A decision tree is a simple representation for 
classifying different conclusions. It is one of the successful techniques for supervised classification 
learning. Decision tree model assumes that all features have finite discrete domains and there is a 
single target called classification. Each element of the domain of the classification is called a class. 
A decision tree or a classification tree is a tree in which each internal (non-leaf) node is labelled with 
an input feature. The arcs coming from a node labelled with a feature are labelled with each of the 
possible values of the feature. Each leaf of the tree is labelled with a class or a probability distribution 
over the classes (Washington et al., 2010). 
A tree can be "learned" by splitting the source set into subsets based on an attribute value test. This 
process is repeated on each derived subset in a recursive manner called recursive partitioning. The 
recursion is completed when the subset at a node has the same value of the target variable, or when 
splitting no longer adds value to the predictions. This process of top-down induction of decision trees 
is an example of a greedy algorithm, and it is by far the most common strategy for learning decision 
trees from data. 
Amongst other data mining methods, decision trees have various advantages: 
1. Simple to understand and interpret. 
2. Able to handle both numerical and categorical data. Other techniques are usually specialised 
in analysing datasets that have only one type of variable. 
3. Performs well with large datasets. Large amounts of data can be analysed using standard 
computing resources in reasonable time. 
4. Possible to validate a model using statistical tests. That makes it possible to account for the 
reliability of the model. 
It is crucial to have the learning algorithm as accurate as possible to create a decision tree efficiently 
based on the training set (refer to Chapter 9 for more details on the decision tree framework). 
5.4.1.2 Maximum-likelihood estimation (MLE) 
The maximum likelihood estimator selects the parameter value that gives the observed data the largest 
possible probability. The maximum-likelihood estimation (MLE) method is used to estimate the 
period threshold for different attributes, such as start and departure time of trips (Bhat, 2001). The 
likelihood function can be written as follows: 
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,(-, -, … , -0	|	2) = 	∏ ,(-%	|	2)0%                 (1) 
where x, x, … , x4 are the sample observations and θ is a vector of parameters. 
The above function (equation 1) is used to estimate the threshold of some attributes from the HTS 
observations. Based on the estimated threshold attributes, a maximum likelihood estimator uses the 
combination of these attributes to maximise the likelihood function in equation (1) as follows: 
6(2	|	-, -, … , -0) = 	 7(89,8*,…,8:	|	;)	<(;)<(89,8*,…,8:)              (2) 
where P(θ) is the prior distribution for parameter (θ) and P(x, x, … , x4) is the probability of the 
data averaged over all parameters (attributes).  
The trip purpose inference is obtained by maximizing the likelihood function f(x, x, … , x4	|	θ) 
obtained from equation (1). The different spatial and temporal attributes mentioned earlier are 
weighted (maximized) based on different values and percentages to have the most likely trip purpose 
inference among the available trip purposes. Detailed information is provided in Chapter 9. 
5.4.1.3 Calibrating and validating the model 
As the HTS has all the detailed information of the public transport trips including the exact origin and 
destination locations, start time and duration of the trip, HTS trips are used to calibrate and validate 
the model. Once the model is calibrated and validated with the HTS data, the developed algorithm is 
applied on Gocard data to infer the likelihood percentage of different trip purposes. 
The details of the proposed variables, attributes and shortlisting methodology, the decision tree 
modelling and the maximum-likelihood estimation approaches and their calibration and validation 
procedure, the results of the trip purpose inference and the performed sensitivity analysis, as well as 
related discussions and main findings are presented in Chapter 9. 
5.5 Summary 
Chapter 5 briefly discussed the proposed modelling approaches for the two stages of the current 
research, namely, O-D estimation (trip-chaining method) and trip purpose inference modelling. 
The first stage of the current research investigates the public transport O-D estimation using trip-
chaining method. The methodology and framework for investigating the trip-chaining methods and 
its assumptions were discussed only briefly as the detailed methodology is provided in each chapter 
individually. This part of the research comprises the next three chapters, namely, Chapter 6, Chapter 
7 and Chapter 8. 
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The second stage of the research deals with trip purpose inference using smart card data. The 
methodology and the logical framework of the proposed modelling, including the decision tree 
modelling and the maximum-likelihood estimation approaches, were briefly discussed. The different 
databases and the extracted information were also discussed. This part of the research is covered in 
Chapter 9 with more details. 
 
                                                        
Trip-chaining method and its assumptions 
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6.1 Overview 
A number of studies have used different methodologies to infer public transport Origin-Destination 
(O-D) matrices using smart card data (Barry et al., 2002; Nassir et al., 2011; Munizaga and Palma, 
2012). Most Automated Fare Collection (AFC) systems record passengers’ boarding information, but 
no alighting information is recorded. The lack of alighting stop details is the result of the installed 
AFC systems, where passengers are not required to use their cards when alighting. Given the 
information limitations of many AFC systems, trip-chaining method is one of the major 
methodologies that has been used to infer the missing information and connect passengers’ trip-legs 
to obtain their O-D trips. Based on the unique system of the study area (where both boarding and 
alighting information are recorded), the aim of this chapter is to assess the accuracy level of the 
estimated O-D matrices using trip-chaining method and investigate the assumptions made in such 
methods, as indicated in Figure 6-1. 
 
Figure 6-1 Thesis outline (Chapter 6 highlighted) 
As highlighted in Figure 6-1, Chapter 6 evaluates the trip-chaining method specially its individual 
assumptions that have been used to construct passengers’ trip-legs and obtain passengers’ O-D trips. 
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The remainder of the Chapter is organized as follows: Section 6.2 gives general definitions of some 
of the terms used in this Chapter and the next chapters, and Section 6.3 explains the trip-chaining 
method and how its assumptions can be implemented. Section 6.4 provides a brief description of the 
data used to analyse this Chapter and Section 6.5 describes the methodology approach followed to 
evaluate the trip-chaining method and its assumptions. Section 6.6 introduces the O-D estimation 
results and provides a sensitivity analysis to evaluate different trip-chaining method assumptions. 
Section 6.7 investigates the accuracy level of the estimated O-D matrices. Finally, Section 6.8 
concludes the Chapter.  
6.2 General definitions  
This section reiterates some general definitions of terms that have been used in this chapter and the 
following chapters: 
• Transaction is the recorded information of a passenger’s tap-on (boarding) or tap-off 
(alighting), which is part of a passenger’s trip-leg. 
• Trip-leg is the in-vehicle time or distance (part of a trip) between a passenger boarding and 
alighting (tap-on and tap-off information).  
• O-D Trip is the movement of a passenger from an origin to a destination using public 
transport services. An O-D trip may have one or multiple trip-legs, including transfers 
between trip-legs. However, it is only the component within the public transport system. 
Access to public transport is not part of the O-D trip. 
• Allowable Transfer Time is the assumed time threshold for a passenger to transfer and get 
to the next boarding. This time is used to estimate passengers’ O-D trips by connecting their 
trip-legs. 
• Transfer Distance is the walking distance to transfer to another public transport service. In 
other words, it is the walking distance between a passenger’s alighting and next boarding (the 
walking distance between subsequence trip-legs). 
• Buffer Zone is an assumed area (circle) set around public transport boarding stops to include 
any possible public transport alighting stops. 
• Inter Transaction Time (ITT) is the time between subsequent boarding and the previous 
alighting. ITT is the combination of a passenger’s walking time and non-walking time. The 
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non-walking time is the combination of waiting time and a possible activity time, as shown in 
Figure 6-2. 
 
Figure 6-2 General definitions of some terms 
6.3 Trip-chaining method 
To complete a passenger’s travel sequence in the available literature (Farzin, 2008; Munizaga et al., 
2010; Wang, 2010), the trip-chaining method was used to estimate the missing alighting information 
and connect trip-legs for each card holder, based on the assumption that it is inconvenient for a 
passenger to walk a long distance to board at a different public transport stop. The main objective is 
to create a buffer zone, based on an assumed walking distance around the subsequent boarding stops, 
to infer the possible alighting stops (as described in section 2.4). 
As a summary, trip-chaining method has been used to estimate the missing alighting information and 
connect passengers’ trip-legs to obtain their O-D trips. The main assumptions of the method are: (a) 
transfer time threshold; (b) buffer zones (walking distances), and (c) last destination of a passenger 
in a given day is the same as first boarding for that day. There is a need to evaluate and investigate 
these assumptions with a reliable and complete dataset to examine their accuracy level. 
6.4 Methodology 
Given the availability of boarding and alighting information in the current dataset, the trip-chaining 
method and its assumptions are examined here. The approach followed here is to develop an O-D 
estimation algorithm based on the trip-chaining method by setting some if-then rules (rule-based 
modelling) using Matlab software. The main assumptions in the trip-chaining method are examined 
in detail by conducting a sensitivity analysis using a range of values. The next section shows the main 
algorithm of the trip-chaining method for O-D estimation. 
Chapter 6  Trip-chaining method and its assumptions 80 
 
6.4.1 O-D estimation algorithm 
The main algorithm for connecting trip-legs for an individual passenger to estimate the O-D matrix 
and investigate the trip-chaining method assumptions is shown in Figure 6-3. This algorithm consists 
of two parts. The first part (the upper dotted box) sets if-then rules based on the trip-chaining method 
and different values of the ITT and then calculates the walking distance between passengers’ trip-
legs. The second part of the algorithm (the lower dotted box) is a sensitivity analysis for the method’s 
assumptions and examines the accuracy level of the estimated O-D matrices and the method 
assumptions. 
 
Figure 6-3 O-D estimation algorithm and method assumptions 
The above algorithm is based on the full passengers’ boarding and alighting information (e.g. time 
and location information). The main part of this algorithm detects transfers so that the trip-legs can 
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be merged to obtain an O-D trip (linked trip-legs). Based on this condition, the boarding of first 
transaction (trip-leg) for a unique card ID is an origin. The remaining trip-legs for the same card ID 
are transfers if ITT is less than the allowable transfer time. Consequently, the transfer walking 
distance (e.g. the distance between alighting and previous boarding) is calculated. If ITT exceeds the 
allowable transfer time, the last alighting stop is the destination of the passenger’s trip and the next 
boarding stop is the origin of a new trip. If it is the last transaction of the current card ID, take the 
alighting of the last trip-leg as the last destination of the current card ID holder and then choose 
another card ID and continue the searching algorithm. 
As the time threshold has an important impact on the estimated O-D matrix, the effect of using 
different time thresholds is analysed here. The time interval for the threshold is increased from 15 
min to 90 min, in 15-min intervals. The trip-legs are linked together to estimate the O-D matrix, as 
shown in the upper dotted box of the methodology chart. The trip-chaining method assumptions, such 
as transfer time threshold, allowable walking distance (buffer zone), and last destination of a 
passenger in a given day being the same first boarding for that day are then investigated. The direct 
trips are included in the analysis but not presented in all results as they have only one trip-leg and 
they do not incorporate transfer time or transfer walking distance. 
The generated matrix based on a 60-min threshold is set as a reference measurement. In Brisbane, a 
threshold of 60 min is used for fare collection purposes. All other estimated matrices are compared 
with the reference matrix to quantify the effect of different transfer time threshold assumptions. As a 
result, the likely errors in the estimated matrices associated with different transfer time threshold 
assumptions are quantified.  
6.5 Similarity analysis 
This step is conducted to estimate passengers’ O-D matrix based on the Gocard dataset at different 
days of the week and different time periods in each day (AM peak and PM peak). This step shows 
the level of similarity of these matrices. 
R2 measurement is utilized to compare O-D matrices and determine the level of similarity over time 
at different days of the week and time periods of the day. As presented in Figure 4-6, Gocard dataset 
for five weekdays is analysed over the SEQ network, considering all modes, namely bus, rail, and 
ferry, for Monday 18 March to Friday 22 March 2013.  
Table 6-2 shows the number of Gocard IDs and the number of O-D trips at the selected days. 
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Table 6-1 O-D trips information at the selected 5 weekdays 
Number of Gocard IDs 182,799 192,501 192,450 194,151 190,187 
Number of cleaned trip-legs 443,087 466,438 457,833 468,119 456,842 
Number of O-D trips 324,091  343,000  342,821  373,796  334,287  
As shown in Figure 9-15, all weekdays follow a similar trend, including morning and afternoon peak 
periods. The afternoon peak is lower and more broadly spread out compared with the morning peak.  
In addition, the demand on Friday is slightly different from that of other weekdays and is lower in 
both peak periods. In addition, the results indicate that the demand based on the Gocard data in the 
PM peak always is lower than that during the AM peak. 
Based on the generated O-D matrices at these different weekdays, a similarity analysis has been 
conducted to investigate the similarity of these matrices. The similarity analysis was conducted at the 
AM and PM day periods at the selected 5 weekdays using R2 measurement. Table 6-2 shows the 
results of similarity between demand matrices for AM and PM peak periods. 
Table 6-2 Similarity results between demand matrices for AM and PM peak periods 
a) AM peak                                                     b) PM peak 
 Mon Tue Wed Thu Fri 
 
 
Mon Tue Wed Thu Fri 
Mon 1 0.98 0.97 0.97 0.97 
 
Mon 1 0.98 0.96 0.97 0.94 
Tue  1 0.98 0.97 0.97 
 
Tue  1 0.96 0.97 0.95 
Wed   1 0.98 0.98 
 
Wed   1 0.96 0.94 
Thu    1 0.98 
 
Thu    1 0.95 
Fri     1 
 
Fri     1 
The demand matrices are almost the same in AM and PM peak periods on weekdays as the R2 measure 
is more than 0.96 except for PM peak at Friday. The demand matrix on Friday follows slightly 
different trend from the other weekdays, as the R2 is slightly lower on Friday. This is can be discussed 
as some people prefer to go somewhere (i.e. having a drink or dinner) before going home as it is 
Friday night. 
The similarity results indicate the high level of similarity between matrices at the AM and PM peak 
periods. The above similarity between the demand matrices at different weekdays and day periods 
permits us to choose one day to investigate the trip-chaining method and its assumptions. The selected 
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day for the rest of the analysis is Wednesday the 20th of March 2013, as it is in the middle of the week 
and has a consistent weather conditions. 
6.6 O-D estimation results 
Detecting transfer trip-legs is the main part of the algorithm proposed in the previous section. Once 
the ITT threshold is decided, trip-legs can be linked. This ITT threshold includes walking to the next 
boarding stop, waiting time, and a possible activity for relatively longer ITTs. The main challenge is 
identifying the ITT, where a trip-leg is considered as initial (origin of the trip) if the time is greater 
than ITT, and as transfer if the time is less than ITT. The next subsections introduce the results of the 
proposed algorithm and the conducted sensitivity analysis for the trip-chaining method assumptions. 
6.6.1 Transfer time threshold 
The main results, including a sensitivity analysis based on the proposed algorithm (see Figure 6-3) 
for different ITT, are summarised here. Matrices are generated based on different ITT assumptions. 
The ITT threshold is varied from 15 to 90 min at 15-min intervals. 
Based on implementing the proposed algorithm at different ITT, Figure 6-4 presents the total O-D 
trips and the O-D trips with a transfer. A slight decrease in the total number of O-D trips is noticed 
as ITT increases from 15 to 90 min. On the other hand, the number of trips with a transfer increases 
as ITT increases. An increase in the percentage of transfer trips (from 15% to 20%) occurs as the ITT 
increases from 15 to 45 min. A slight increase (from 21% to 23%) in the transfer trips is noticed as 
ITT increases from 60 to 90 min. The nature of demand (the low portion of trips with transfers) 
indicates that the majority of passengers do not transfer. 
 
Figure 6-4 Total number of O-D and transfer trips 
2315% 
18% 20% 21% 
22% 23% 
Chapter 6  Trip-chaining method and its assumptions 84 
 
Figure 6-4 also indicates that the assumed transfer time threshold does not have a significant impact 
on the O-D matrices or the number of transfer trips.  
For trips with (ITT=60 min), 79% are direct trips (one trip-leg and no transfer), where 21% of the 
trips have at least one transfer (two or more trip-legs and at least one transfer). Figure 6-5 shows the 
distribution of trip duration with one, two or three transfers. Ninety-one percent of the transfer trips 
have only one transfer (for ITT=60 min), which indicates that most of the O-D trips have only one 
transfer. The number of O-D trips that have one transfer increases as the trip duration increases and 
reaches its maximum at 40 min trip duration. The same can be said about the trip that has two 
transfers, which reaches its maximum at 60 min trip duration. Few O-D trips that have three transfers 
occur after 30 min trip duration and reach their maximum at 90-min trip duration. 
 
Figure 6-5 Variation of transfer numbers at different trip durations 
In other words, the number of trips with transfer indicates that most of the transfer trips have only 
one transfer. As the trip duration increases, there is an increase in two and three transfers, although 
the number is small compared to O-D trips with one transfer. 
As illustrated in Figure 6-2, the time between two successive trip-legs of a passenger (ITT) is the 
combination of walking time and non-walking time (waiting or activity time). Figure 6-8 shows the 
distribution of the average ITT, walking time, and non-walking time for passengers who made more 
than one trip. The walking time is calculated based on the direct distance between alighting stop and 
next boarding stop, assuming an average walking speed of 5 km/hr. 
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Most of the passengers who made more than one trip-leg took place during an inter transaction time 
of 30 min (e.g. 31% of the trip-legs) or during an inter transaction time between 420 to 600 min (e.g. 
31% of the trip-legs). This indicates that passengers transfer in a short time (less than 30 min) to get 
to their next boarding or at more than 7 hours, which is their return trip from work or other long 
activity durations. 
However, when a transfer occurs, most of the inter transaction time is non-walking time. As the inter 
transaction time increases, the walking and non-walking times increase, as shown in Figure 6-6. This 
supports the fact that passengers do not walk for long distances to get to their next boarding. 
 
Figure 6-6 Distribution of ITT, walk, and non-walk time 
Table 6-3 shows the average and the percentage of walking and non-walking times, based on different 
ITT intervals. For the average ITT between 0 and 15 min, passengers have an average walking time 
of around one min to get to the next boarding stop and have an average of non-walking time of around 
5 min. For an ITT between 45 and 60 min, the average walking time is around 2.5 min and the average 
of non-walking time is around 50 min to start the next trip. Although the average walking distance 
increases from 78 to 252 m as the ITT increases from 15 to 90 min, the percentage of walking distance 
out of the total ITT (walk/ITT) is decreased from 12.6 to 3.7%, as shown in Table 6-3. 
Table 6-3 Walking and non-walking components vs. ITT 
ITT (min) Walk  (min) Walk/ITT (%) Walk (m) Non-walk (min) Non-walk/ITT (%) 
0 - 15 0.9 12.6 78 4.5 60 
15 - 30 1.9 8.5 160 19.5 87 
30 - 45 2.1 5.7 177 34.8 93 
45 - 60 2.5 4.8 212 49.8 95 
60 – 75 2.6 3.9 219 64.7 96 
75 - 90 3.0 3.7 252 79.5 96 
30 min time interval 10 min time interval 5 min time interval 
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Figure 6-7 shows the cumulative distribution of the number of transactions, in terms of walking time 
(Walk), non-walking time (Non-Walk), and inter transaction time (ITT). More than 90% of 
passengers are willing to walk less than 10 min to transfer between bus stops or train stations. In the 
case of long ITTs, when an activity is undertaken, the walking time between the alighting stop and 
next boarding stop is still very short. In addition, about 50% of passengers have an ITT between 0 
and 20 min. The 60-min transfer time set by Translink does not have a significant impact on travel 
patterns. The investigated transfer time threshold indicates that most of this time is waiting time, as 
the walking time is relatively short. 
 
Figure 6-7 Cumulative distribution of ITT, walk time and non-walk time 
6.6.2 Transfer walking distance 
Table 6-3 shows the average walking distance for different ITTs. Passengers walk a short distance if 
they have less time to transfer to their next boarding stop, which is about 160 m for an ITT less than 
30 min. As the ITT exceeds 45 min, only a marginal change in average walking distance can be 
noticed (see Table 6-3). 
Figure 6-8 shows the cumulative distribution of walking distances for different ITTs. The distribution 
of the walking distance is not significantly affected by the ITT, as the walking distances are short. 
About 50% of passengers walk less than 100 m to transfer between stops at different ITT thresholds. 
About 85% of passengers walk less than 650 m to get to their next boarding stop at different ITT 
thresholds. This can be summarised that even though more time is given for passengers to transfer, 
passengers are unwilling to walk long distances to get to their next boarding stop. 
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Figure 6-8 Cumulative distribution of walking distance for different ITT 
Figure 6-9 compares the results of using different assumptions from the literature related to walking 
buffer zones of 400 m (Zhao et al., 2007; Wang, 2010); 800 m (Nassir et al., 2011); 1,000 m 
(Munizaga and Palma, 2012); and 1,100 m (Cui, 2006) based on different ITT. The majority of 
transfers happen within a short walking distance. For example, more than 88% of the transactions are 
made at ITT less than 60 min for different walking distance assumptions (800, 1000, and 1100 m). 
For the 400 m walking distance, about 82% of transfers are made at ITT less than 60 min. 
 
Figure 6-9 Transfer percentage at different walking distances and ITTs 
(min.) 
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This analysis also indicates that there is no change in the number of transfers when walking distance 
is assumed to be equal or greater than 800 m for different ITTs. As the ITT increases, the number of 
transfers increases for different assumptions related to walking distances. This means there is no need 
to increase the assumed walking distance beyond 800 m, since there is no significant change in the 
results. 
6.6.3 Last destination is the same as the first origin 
As no alighting information is recorded for most of the smart card systems around the world, previous 
estimation methods assumed that last destination of a passenger on a given day is the same as the first 
boarding for that day. 
The unique SEQ data allows for testing of this assumption as boarding and alighting information is 
recorded. The 60-min O-D matrix (the reference matrix) was used to investigate this assumption. 
Some of the O-D trips were excluded as they only have one trip-leg.  
The estimated O-D trips were aggregated based on the South East Queensland Strategic Transport 
Model (SEQSTM) zones (1374) to provide an overview of the results. Figures 6-12 presents the O-
Ds geographical analysis of the morning peak (7 to 9 am) and the evening peak (4 to 6 pm), 
respectively, for the 60-min ITT. 
Figure 6-10(a) shows the morning origins at the zonal level for the 60-min ITT. Figure 6-10(b) shows 
the morning destinations for the 60-min ITT. The morning destination is concentrated around the 
CBD area, where most of the trips are work trips. Figure 6-10(c) shows the evening origins where 
most of the trips are generated from the CBD area. Figure 6-10(d) shows the evening destinations for 
the 60 min ITT. 
The morning origins and the evening destinations appear to be symmetric, which indicates that 
passengers’ O-D trips begin and end at the same location. On the other hand, the morning destinations 
and the evening origins seem to be symmetric, especially around the CBD area, which indicates that 
most of the O-D trips are work trips where passengers go to work in the morning and go home in the 
evening. 
From the total number of 109,652 O-D trips, 82% of passengers returned to their first boarding (first 
origin) of that day; and 88% returned to their first boarding within 800 m walking distance. It should 
be noted that the distance between the alighting stop and the boarding stop is different from the 
distance between the alighting/boarding stop and the actual destination (place of activity). The typical 
800 m access distance in the literature is between the alighting/boarding stop and the destination.  
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Figures 6-10 (a) and (d) show the morning origins and the evening destinations for the 60 min ITT. 
As expected, the results indicate that most passengers returned to their first origin on that given day. 
 
 
Figure 6-10 Geographical analysis of (a) morning origins, (b) morning destinations, (c) 
evening origins, and (d) evening destinations 
6.7  Accuracy level 
The GEH statistic is used to evaluate the accuracy level of each matrix based on different ITT 
thresholds. The GEH statistic is a widely-used formula in traffic engineering and traffic modelling to 
compare two sets of traffic volumes. As the GEH formula is applied to every single pair of the 
estimated O-D matrix, the pitfalls that occur when using simple percentage formulas to compare two 
O-D matrices will be avoided. The GEH statistic indicates a good fit when GEH is less than 5 
(Shumaker and Sinnott, 1984). The GEH formula is presented in Chapter 5. 
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The generated O-D matrix for a 60-min ITT was considered as a reference (to be compatible with 
Translink 60-min transfer time). Figure 6-11 shows the relationship between the errors in each 
estimated matrix (compared to 60-min O-D matrix) and its related ITT. As expected, the error in the 
estimated matrix is minimal at around 60 min and increases when ITT differs greatly from 60 min 
(e.g. 15 min). Nevertheless, the highest average GEH for all matrices is less than 0.5, which means 
that there is no significant difference in the estimated matrices as ITT changes from 15 to 90 min. It 
also indicates that the decreasing of ITT (from 60 to 15 min) has more effect on the estimated matrices 
than increasing ITT (from 60 to 90 min). 
 
Figure 6-11 Relative errors (compared to 60 min) in O-D estimation with various thresholds 
6.8 Summary 
O-D matrices provide a critical foundation for public transportation analysis, design, and 
management. Such data gives information on the number of travellers between different zones of a 
region, which can then be used in transportation planning to determine the infrastructure and service 
demand. As a result, the accuracy level of estimated O-D matrices is a very important issue.  
Smart card data was used to assess the validity of trip-chaining assumptions on the estimated public 
transport O-D matrix. Transfer time threshold, transfer walking distance, and last destination of a 
passenger on a given day were the major assumptions investigated here. Most of the ITT is non-
walking time (waiting and short activity time). Changing the transfer time set by Translink does not 
have a visible impact on passengers’ travel patterns. More than ninety percent of passengers are 
willing to walk less than 10 min to transfer between two services. 
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An algorithm for estimating O-D matrices was applied using different assumptions for ITT. As a 
result, a slight change in the estimated matrices was observed as the ITT increased from 15 to 90 min. 
The increased ITT allowed more trip-legs to be joined together, which increased the number of 
transfer trips from fifteen to twenty-three percent, as the ITT increased from 15 to 90 min. Ninety-
one percent of the transfer trips have only one transfer (for ITT=60 min). This indicates that the 
assumed allowable transfer time does not have a significant impact on the O-D matrices or the number 
of transfer trips in Brisbane.  
Most passengers return to their first origin in a given day. This assumption includes some errors as 
some passengers might use other travel modes (private cars) or return to different destinations. The 
accuracy level of the estimate matrices remains a concern as the actual O-D matrix is not known. The 
GEH statistic was used to evaluate the accuracy level in each matrix based on different ITT. The 
generated 60-min O-D matrix was set as a reference to calculate the relevant errors. The calculated 
relative error indicates that there is no significant effect on the estimated matrix as ITT changes from 
15 to 90 min. 
The results shown here suggest that the public transport fare policy could be to increase the allowable 
transfer time, since this increase does not have a significant impact on the number of O-D trips and, 
thus, revenue. On the other hand, the increased allowable transfer time encourages more people to 
use public transport services.    
The focus of the current chapter was on the individual assumptions of the trip-chaining method by 
using both boarding and alighting information from the available SEQ smart card dataset. However, 
there is a need for more investigation on the trip-chaining method and its assumptions by 
implementing, validating and determining possible improvements in the estimation algorithm. 
Chapter 7 investigates the trip-chaining method, the estimation errors and proposes some 
improvements to the estimation algorithm assuming the alighting information is unknown. 
 
 
                                                   
Enhanced approach for O-D estimation 
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7.1 Overview 
As explained in Chapter 6, the trip-chaining method and its individual assumptions were evaluated 
based on the full boarding and alighting information. The aim of the current Chapter is to implement, 
validate and improve the whole estimation algorithm by assuming unknown alighting information, as 
this is the case with most smart card systems (see section 2.4 for a full explanation). The estimated 
O-D results are validated with the actual matrices that are based on the full boarding and alighting 
information. The errors distribution at different levels is also investigated. Some improvements to the 
estimation algorithm are then proposed. Figure 7-1 shows the relation of this discussion to the other 
chapters in this thesis.  
 
Figure 7-1 Thesis outline (Chapter 7 highlighted) 
The remainder of the Chapter is organized as follows: Section 7.2 gives general data description and 
quality improvement. Section 7.3 describes the methodology approach followed to implement, 
validate and improve the trip-chaining method and its assumptions. Section 7.4 introduces the O-D 
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estimation and validation results and Section 7.5 discusses the distribution and analysis of errors. 
Section 7.6 introduces and discusses the proposed improvements to the current trip-chaining method. 
Finally, Section 7.7 concludes the chapter.  
7.2 Data description and quality improvement 
Data for one weekday (Wednesday 20 March 2013) were analysed over the SEQ bus, train and ferry 
network: this day was selected as it was in the middle of the week, was not a public holiday and had 
a normal weather condition. An important aspect of this system is that it includes both boarding and 
alighting times and locations, that is, where the passenger gets on or off a public transport vehicle. 
Transferring activities are not directly obtained, as discussed in section 6.5. The data were cleaned as 
explained in section 4.3. 
To improve the quality of the dataset and obtain a more accurate evaluation of the O-D estimation 
method, a closer look at the transactions reveals an issue that occurs due to the nature of the existing 
smart card fare management system and is applicable to all similar systems. When passengers forget 
to tap off their smart cards when alighting, the system should estimate the alighting information. The 
existing SEQ smart card fare management system has used the last stop of the route on which a 
passenger has forgotten to tap off his/her smart card as the ‘actual’ alighting stop. Figure 7-2 shows 
an example of the trips where this issue has occurred. 
 
                         (a) Wrong transactions                             (b) Potentially actual transactions 
Figure 7-2 Example of smart card transactions with a wrong alighting stop 
Chapter 7  Enhanced approach for O-D estimation 97 
 
As shown in Figure 7-2(a), the first alighting stop for a passenger is the last stop of the route. 
However, the second boarding stop is at a distance of 10.23 km from the first alighting stop, while 
the time difference between the first alighting and the second boarding is 4.33 min. Hence, the first 
alighting stop is very likely to have been selected by the smart card fare management system, as the 
passenger has forgotten to tap off his/her smart card when alighting. In addition, the system has 
recorded the direction of the travel wrong too. The first alighting stop is more likely to be located 
where shown in Figure 7-2(b), given the following simple rules to estimate it: 
• Find the stops with the same code as the first boarding stop in the schedule. 
• Choose the stop for which the scheduled boarding time is the closest to the actual boarding 
time. 
• Extract the sequence of stops from the schedule starting at the selected stop. 
• Exclude the stops with a scheduled arrival time later than the next boarding time. 
• Choose the closest stop to the next boarding stop. 
A conservative approach was used to detect the potentially wrong alighting stops in the dataset. First, 
for each individual transaction in the dataset, the alighting stop is estimated using the estimation 
method above. Then, a list of transactions is extracted from the dataset for which the alighting stop is 
the last stop of the corresponding public transport route and the distance between the actual stop and 
the estimated alighting stop is more than 800 m, based on the results from Chapter 6. Although the 
number of such transactions is very limited in the dataset (i.e., 674), these transactions were excluded 
from the validation process as they might adversely affect the validation results. 
7.3 Methodology 
To improve the existing trip-chaining estimation algorithm, the algorithm is implemented and 
validated by using the unique smart card data described in the previous section. Although the boarding 
and alighting data exist in the dataset, the alighting information is assumed to be “unknown” for 
model development purposes. Based on this assumption, the public transport O-D matrix is generated 
based on different transfer time and distance criteria as the main assumptions of the method. The 
accuracy of the resulting matrices is evaluated based on the actual O-D matrix generated from the 
complete boarding and alighting data. Some methodological improvements are then proposed, based 
on the validation results and the error analysis. 
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7.3.1 Implementation of existing O-D estimation algorithm 
The implementation of the existing O-D estimation algorithm is based on the trip-chaining method 
and its assumptions that have been explained previously in section 2.4. The trip-chaining method 
basically develops a list of public transport passengers’ trips by connecting the corresponding trip-
legs for each smart card holder when some certain criteria for a transfer between the trip-legs are met. 
These criteria are often based on the assumption that passengers choose a public transport stop to 
board which is the closest stop to their previous alighting stop (virtually their current location). This 
method creates a buffer zone around every boarding stop based on an assumed walking distance to 
infer the previous alighting stop. The general assumptions of the trip chaining method are: 
• Allowable walking distance (buffer zone): different values of allowable walking distance for 
transfers have been used in previous research, as explained in section 2.4.3.1. 
• Allowable transfer time: similar to allowable walking distance, different values of allowable 
transfer times have been used in previous research, as explained in section 2.4.3.2. 
• Last destination: two different assumptions for the last destination have been used in previous 
studies, as explained in section 2.4.3.3. 
The existing O-D estimation algorithm implemented in this research is presented in Figure 7-3. This 
figure presents the O-D estimation algorithm where the alighting stops are unknown (as is the case in 
the majority of smart card fare management systems). As explained, the algorithm’s adjustable 
parameters are allowable transfer time, allowable walking distance, and the last destination 
assumptions. 
Chapter 7  Enhanced approach for O-D estimation 99 
 
 
- T is allowable transfer time, and X is allowable walking distance. 
Figure 7-3 Existing O-D estimation algorithm 
The algorithm basically estimates the alighting stops and chains trip-legs whenever there is a transfer 
among them to generate public transport passengers’ O-D trips. To accelerate the search process 
through all General Transit Feed Specification (GTFS) files (including public transit bus, train and 
ferry records), a search list for each route is created.  
For each smart card ID’s trip-leg, the search is performed through the schedule of the corresponding 
route to estimate the best-fitting alighting stop, as follows: 
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1. Choose a smart card ID from the database and then select the first trip-leg of the corresponding 
passenger for a given day.  
2. Search through the database to find the closest stop to the location of the passenger’s next 
trip-leg on the same service with a sequence number greater than the boarding stop.  
a. If the distance between the inferred alighting stop and the next boarding stop is greater 
than the specified allowable walking distance, the alighting stop is labelled as the trip’s 
destination.  
b. If the distance between the inferred alighting stop and the next boarding stop is less than 
the specified allowable walking distance, check the inferred alighting time. The inferred 
alighting time has to be less than the next boarding time; otherwise, the inferred alighting 
stop is labelled as the trip’s destination.  
c. If the time difference between the inferred alighting stop and the next boarding stop (i.e., 
transfer time) is less than the specified allowable transfer time, label the trip-leg as a 
transfer; otherwise the inferred alighting stop is labelled as the trip’s destination.  
3. If the currently processed trip-leg is the last trip-leg of the smart card holder, check this 
assumption in two different ways (the last alighting is the same as the first boarding of that 
day; and the last alighting is the closest to the first boarding of that day).   
4. The search process continues for all card ID holders for the given day. 
The above steps create passengers’ O-D matrix based only on the boarding information, which needs 
to be validated with actual O-D matrix (based on the full boarding and alighting information). 
7.3.2 Validation procedure 
Given the availability of both boarding and alighting data in this dataset, the actual O-D trips are 
generated to validate the existing trip-chaining method’s assumptions, as shown in Figure 7-4. In this 
process, trip-legs are chained to obtain the passengers’ actual O-D trips, based on different allowable 
transfer times (T). If the transfer time is less than the allowable transfer time between two consecutive 
trip-legs, the first trip-leg is labelled as a transfer; otherwise, the first alighting stop is labelled as the 
O-D trip’s destination. 
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- T is allowable transfer time (30, 60 and 90 min) 
Figure 7-4 Generating actual O-D trips using trip-chaining method and actual alighting data 
The generated actual O-D trips are compared in this study with the estimated O-D trips to validate 
the existing trip-chaining method. For each smart card ID, the validation procedure compares the 
estimated origin stop/zone with the actual origin stop/zone. The next step compares the estimated 
destination stop/zone with the actual destination stop/zone for each O-D trip matched in the first step. 
This comparison gives the matching percentage of the estimated and actual O-D trips that have the 
same origin and destination stops/zones. This comparison based on the two different levels (aggregate 
and disaggregate levels) reveals different errors associated with estimation algorithm, which are 
discussed later in this chapter. 
7.3.3 Improvement procedure 
With the availability of both boarding and alighting stops in the smart card dataset used in this study, 
the estimation errors are evaluated. The results of the validation process are used to find the 
deficiencies and inaccuracies of the current algorithm. Some improvements to the trip-chaining 
algorithm are then proposed following an exploratory approach. Finally, the improved algorithm is 
implemented and the results are evaluated to validate the proposed solution. The empirical results of 
the study are presented next. 
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7.4 O-D estimation and validation results 
This section discusses the results of the evaluation of the existing trip-chaining method (illustrated in 
Figure 7-3), with different values for the allowable transfer time and walking distances (i.e., the main 
O-D estimation method’s assumptions). The values used in the evaluation of this algorithm are 30, 
60 and 90 min for the allowable transfer time, and 400, 800, 1000 and 1100 m for the allowable 
walking distance. The last destination assumption is also investigated in two different ways as 
explained previously. To generate the actual O-D matrices, trip-legs of each smart card holder are 
chained based on the allowable transfer time, as explained in Figure 7-4. To generate the estimated 
O-D matrices, the alighting stop for each trip-leg is estimated based on the allowable walking 
distance. Then, the trip-legs are chained based on the allowable transfer time, as explained in Figure 
7-3. The following subsections present the results of the evaluation of the trip-chaining method 
assumptions.  
7.4.1 Allowable transfer time and walking distance assumptions  
Figure 7-5 shows the generated number of actual and estimated O-D trips at different allowable 
transfer times and walking distances. As shown in this figure, for all transfer times (i.e., 30, 60 and 
90 min) and distances (e.g. 400, 800, 1,000 and 1,100 m), the number of estimated O-D trips is greater 
than the number of actual O-D trips. The increment in the estimated number of O-D trips, compared 
to the actual number, is due to the method assumptions where trip-legs are chained based on different 
allowable transfer times and walking distances. However, the highest number of estimated O-D trips 
is at the allowable walking distance of 400 m, and this number drops as the walking distance increases 
from 800 m to 1,100 m. Moreover, there is no significant difference between the total number of 
estimated O-D trips when the allowable walking distance increases beyond 800 m. As shown in 
Figure 7-5, the total number of estimated and actual O-D trips is higher at the 30 min transfer time 
compared to the 60 and 90 min transfer times. As transfer trips (O-D trips that have at least one 
transfer), 18% of the O-D trips with 30 min allowable transfer time are transfer trips compared to 
21% and 23% with 60 and 90 min allowable transfer time, respectively. As a 60 min allowable 
transfer time, 91% of the transfer trips have just one transfer compared to 8% with two transfers. 
About 80% of the transfer trips have an average transfer walking distance of 400 m at all allowable 
transfer times. 
Chapter 7  Enhanced approach for O-D estimation 103 
 
 
Figure 7-5 Number of actual and estimated O-D trips at different walking distances and 
transfer times 
The above findings support the previous findings in Chapter 6 for the trip-chaining method and its 
individual assumptions. 
7.4.2 Last destination assumption 
The assumed buffer walking distance cannot be applied to the last trip-leg of a passenger on a given 
day. To deal with this issue, two different assumptions have been made in previous studies. The first 
assumption is the last destination is the same as the first origin on a given day. The second assumption 
is the last destination is the closest to the first origin on a given day. In this section, the two 
assumptions regarding the last destination are validated as explained in Figure 7-3.  
To have a closer look at the results, the estimated matrix with 60 min allowable transfer time and 800 
m allowable walking distance is chosen for further evaluation of this assumption. An in-depth 
investigation of the first assumption shows that 11.6% (72.6% of erroneously estimated O-D trips) of 
all matched O-D trips, for which the destination is estimated at more than 800 m from the actual 
destination, are the final transactions of the day for the corresponding passengers. The results show 
that the average distance is 5,059 m and the maximum distance is 36,527 m for these trips. The main 
reason for this discrepancy is that the trip-chaining method assumes the last destination to be the first 
origin of the day for the corresponding passenger. Figure 7-6(a) illustrates such trips where the last 
destination of a passenger is estimated to be the same as the first origin (i.e., point B) of that day, 
although the distance between the actual last destination (i.e., point C) and the estimated last 
destination is short (1.5 km). 
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When the second assumption is applied, a significant improvement is obtained in the matching 
between the actual and estimated last destinations, as shown in Figure 7-6(b). The applied procedure 
for the last trip-leg of the day is as follows: 
• Use the last trip’s route ID to find the last alighting stop for each smart card holder. 
• Find the public transport stop on this route that is the closest to the first boarding stop of the 
day for the same passenger. 
• Choose this stop as the last destination of the passenger. 
 
                                 (a)                                                                      (b) 
Figure 7-6 Example of the last destination assumptions 
The applied procedure for the second assumption was proven to work even for long distances between 
the actual and estimated last destination. Figure 7-7(a) presents an example of such trips where the 
distance between the actual last destination (i.e., point C) and the estimated last destination (i.e., point 
B) based on the method’s assumptions is more than 10 km. After applying the second assumption 
procedure, the last destination stop is estimated to be the same as the actual last destination, as shown 
in Figure 7-7(b). 
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                                 (a)                                                                      (b) 
Figure 7-7 Example of a long distance between actual and estimated last destination 
7.4.3 Validation results 
To evaluate the accuracy of the existing trip-chaining method and its assumptions, the estimated O-
D matrices are compared with the actual O-D matrix for each specific allowable transfer time, with 
this process previously explained in section 7.3.2. The validation process is performed at both the 
aggregated level (zone level) and the stop level. The aggregated level validation results are mainly of 
interest of zonal demand studies. However, the stop level validation provides more details regarding 
the distances between the actual and estimated trip destinations, which is especially useful in 
investigating the trip-chaining method errors. The aggregated level is based on the South East 
Queensland Strategic Transport Model (SEQSTM), which consists of 1,374 zones (T.M.R., 2011). 
7.4.3.1 Aggregated level (zone Level) 
Table 7-1 shows the validation results at different allowable transfer times and different allowable 
walking distances at the aggregated level (zone level). An estimated O-D trip is considered matching 
with an actual O-D trip, when the origin and the destination zones match for the two trips. The first 
origin is considered as the last destination in the applied trip-chaining method for this analysis. 
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Table 7-1 Estimation matching at different allowable transfer times and distances at the 
aggregated level 
 Actual* Estimated 
Allowable walking 
distance - 400 m 800 m 1000 m 1100 m 
Allowable transfer time = 30 min 
Extracted O-D trips 132,735 138,069 135,982 135,700 135,611 
Matching N/A 87,601 (66.0%) 88,799 (66.9%) 88,932 (67.0%) 89,132 (67.2%) 
Allowable transfer time = 60 min 
Extracted O-D trips 127,332 132,581 130,274 129,969 129,877 
Matching N/A 83,278 (65.4%) 84,562 (66.4%) 84,725 (66.5%) 84,787 (66.6%) 
Allowable transfer time = 90 min 
Extracted O-D trips 123,281 128,487 126,022 125,697 125,600 
Matching N/A 80,332 (65.2%) 81,712 (66.3%) 81,890 (66.4%) 81,902 (66.4%) 
*For the actual matrices extracted from the original dataset, the distance threshold is not applied.  
As shown in Table 7-1, the matching percentages range between 65.2% and 67.2%. There is very 
little improvement in the matching results as the allowable walking distance increases (especially 
when the walking distance increases beyond 800 m). Moreover, the matching results for estimated 
O-D trips with 30 min allowable transfer time are slightly better compared to O-D trips with 60 and 
90 min allowable transfer times. Overall, it can be concluded that the matching percentage for the 
trip-chaining method at the aggregated level is 67.2% at its maximum, given different values used for 
the allowable transfer time and allowable walking distance. 
7.4.3.2 Stop level 
At a more detailed level of validation, the direct distance between each estimated destination and its 
corresponding actual destination is calculated for 30, 60 and 90 min allowable transfer times and 800 
m walking distance. To calculate the direct distances (the shortest distance over the earth’s surface) 
between each two points in the algorithm, the Haversine formula was used (Shumaker and Sinnott, 
1984), as follows: 
? = @ ∗ B 
B = 2 ∗ atan2G√I,√1 − IJ 
I = sin(∆N 2⁄ ) + cosN ∗ cosN ∗ sin(∆S 2⁄ ) 
where φ is latitude, λ is longitude and R is the earth’s radius (i.e., 6,371 km) 
The results of the stop level validation (matching percentages at different distances) are presented in 
Figure 7-8 (the distances are binned at 50 m intervals). The cumulative matching percentages are also 
demonstrated in Figure 7-8 to better demonstrate the overall accuracy of the exiting trip-chaining 
method. The figure shows a reasonable degree of matching at short distance intervals (i.e., 57% for 
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0–50 m and 8% for 50–100 m). Overall, 76% and 84% of matching can be achieved within distance 
differences of 400 m and 800 m between the estimated and the actual destinations, respectively. 
Although the distance difference between an estimated destination and its corresponding actual 
destination may be very short, this does not necessarily mean that they both fall in the same zone. 
 
Figure 7-8 Distribution of distance between the actual and estimated destination stops given 
different allowable transfer times 
The validation results require a more detailed investigation to explore the associated errors with the 
unmatched estimated and actual O-D trips. The following section (distribution and analysis of errors) 
explores different errors associated with wrong estimation of alighting stops at the aggregate and 
disaggregate levels. 
7.5 Distribution and analysis of errors 
The results of the trip-chaining estimation with 60 min allowable transfer time and 800 m allowable 
walking distance (not much improvement is obtained beyond these thresholds, as explained above), 
reveals the distribution of estimation errors and, thus, some potential points for improvement are 
proposed. The results of the trip-chaining estimation indicate that 16% of the destinations were 
estimated with a distance more than 800 m from the actual destination. Of 130,274 O-D trips 
estimated by the trip-chaining method, 127,367 can be matched with the actual O-D trips extracted 
from the dataset. Of these 127,367 O-D trips, 20,310 (i.e., 16%) have their destinations estimated 
within a distance of more than 800 m from the actual destinations. Figure 7-9 illustrates the 
distribution of estimation errors for distances above 800 m between estimated and actual destinations.  
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Figure 7-9 Distribution of errors for distances above 800 m 
Overall, the average and the variance of the distance between the estimated and actual destinations 
are 806 m and 2,327 m respectively. The maximum distance between an estimated destination and its 
corresponding actual destination, however, is 36,527 m. Given this outcome, it is necessary to have 
a closer look at the results to find the potential deficiencies of the trip-chaining method, and to develop 
improvements to the algorithm. 
Similar to O-D estimation, the distribution of errors is evaluated at two levels, namely the zone level 
and the stop level. The details of the evaluation at each of these two levels are presented in the next 
subsections. 
7.5.1 Distribution and analysis of errors at the zone level 
At the zone level, the descriptive statistics of the transactions with the matching estimated and actual 
alighting zones are compared with the non-matching transactions first. The statistics considered in 
the evaluation include the area of each zone, the total number of stops in each zone, the number of 
adjacent zones for each zone and the distance of actual alighting stops to the closest border of the 
relevant zone as shown in Figure 7-10. 
Then, for the non-matching zones, the estimated alighting stops are checked to determine whether or 
not they are located in one of the actual zone’s adjacent zones. This is mainly to check the extent of 
the error in estimating alighting stops at the zone level, as the results of this evaluation show whether 
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the estimation error simply causes the system to pick an adjacent alighting zone instead of the actual 
alighting zone or the error is beyond this threshold. 
 
Figure 7-10 Evaluated attributes at the zone level 
Some analysis, including the multinomial logistic regression (MNL) analysis, multinomial logit 
model and the analysis of variance (ANOVA), are used to investigate and evaluate the errors 
distribution at the two levels. 
7.5.1.1 Multinomial logistic regression model 
The multinomial logistic regression (MNL) analysis is one of the most prevalent methods used to 
analyse the occurrences of discrete outcomes (Chen and Chitturi, 2012). The widespread use of this 
method in different areas of research is mainly attributed to its capabilities in simply providing the 
probabilities of each outcome, based on the values of independent variables (Rudloff and Ray, 2010). 
The model presumes that the probability of each outcome is directly related to the variables 
characterizing that outcome (Raghavarao et al., 2010). Therefore, the model applies these 
probabilities to estimate the impact of each variable on the occurrences of discrete outcomes.  
While applying the multinomial logistic regression analysis, the probability of outcome j (i.e., the 
occurrence of the j mode) in observation i, can be specified by the following formula (Marshall and 
Garrick, 2010): 
T%U =	VWX/	(VWX
U∈[
 
where J is the possible modes’ set, and v] is the utility of outcome j in the observation i, estimated 
by a linear combination of variables (Roorda and Andre, 2007): 
^%U =	_U +	 `U-% +⋯+	`bU-%b 
where: α] is the general mean (i.e., a constant), βe] is the impact of the variable xe on the occurrence 
of outcome j compared to a base alternative, and  xe is the value of the k variable for observation i. 
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The probability of each outcome in the observations is divided by the probability of a base alternative 
(usually the one with the highest occurrence) to form the odds ratios (i.e., π] π]∗⁄  , where j∗ is the 
base alternative). Assuming the utility of the base alternative V]∗  = 0, the logit transformation can be 
specified as (Bham et al., 2011): 
ijklm	GT%UJ = ln o T%UT%U∗p = 	_U +	 `U-% +⋯+	`bU-%b 
The optimal model is estimated by maximizing the following log likelihood function (Hosmer Jr et 
al., 2013): 
(qr% −	T%s = 0
%
 
The results of the model estimation indicate the likelihood of the occurrence of each outcome, based 
on the value of variables Xe. In fact, the estimated coefficients indicate the impact of the relevant 
variables on the occurrence of a certain outcome. 
7.5.1.2 Multinomial logit model 
Applying the multinomial logit modelling, T4	, a linear function which determines the probability of 
outcome i for observation n, is considered as T4 =	βX4 + ε4 , where β is a vector of estimable 
parameters for outcome i, X4 is a vector of the attributes that determine outcomes for observation n, 
and ε4 is the disturbance term. Thus, the probability of outcome   for the observation n, P4	(i) , is: 
60	(l) = 6(x%0 ≥ xz0) 
60	(l) = 6( %`{%0 + |%0 ≥ z`{z0 + |z0),  ∀~	 ≠ l 
Assuming a random extreme value distribution for the disturbance term, while all ε4’s are 
independently and identically distributed, the previous formula can be revised to (Washington et al., 
2010): 
60	(l) = 6  %`{%0 + |%0 ≥	max∀z	% 	( z`{z0 + |z0)		 
60	(l) = 	 {6	q %`{%0s∑ {6	q z`{z0s∀z	  
which is the standard multinomial logit formulation. The model is estimated by maximizing the log 
likelihood of the outcomes (Raghavarao et al., 2010). 
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7.5.1.3 Estimation error at the zone level 
The total number of transactions has occurred in 956 transit zones across Brisbane Strategic Transport 
Model (BSTM) area. These zones are very different compared to each other in terms of the attributes 
of interest, shown in Figure 7-10. While 75% of the zones have up to 96 smartcard transactions 
alighting inside the zones, there are other zones with up to 13,836 transactions alighting in them. 
Table 7-2 presents the descriptive statistics of the zone attributes. 
Table 7-2 Descriptive statistics of zone attributes 
Zone Attribute Min Max Mean Median Std. Dev. 
Total transaction destinations 1 13,836 166.7 34 718.3 
Area () 0.03 42.60 0.80 0.31 2.62 
Density (number of stops / area ()) 0.10 198.2 24.8 15.6 28.4 
Number of adjacent zones 2 16 6.4 6 1.8 
Average distance of stops to closest border 
() 0.1 388.1 89.0 77.2 58.3 
Having used the alighting stop estimation presented in Figure 7-3, the alighting stops of the public 
transport transactions were estimated. The alighting stop/zone could not be estimated for 1,631 
transactions due to the lack of data for some routes. Of the remaining transactions, 65% have their 
estimated alighting stops located in the same zone as the corresponding actual alighting stops. 
However, 35% transactions have their alighting stops estimated in a different zone than the actual 
alighting zone. This study refers the former as accurate and the latter as inaccurate zone estimation in 
the remainder of the discussion. 
Table 7-3 presents a summary of the estimation accuracy at the zone level. As shown in the table, the 
average correct estimation is 65% for the 956 zones of the study area. This means that on average for 
65% of alighting stops located in each zone, the estimation algorithm has found alighting stops in the 
same zone. Moreover, on average 7%, 8% and 20% of alighting stops were estimated respectively in 
an adjacent zone, an adjacent of adjacent zones and in a zone beyond the adjacent of adjacent zones 
for each of the 956 zones in the study. 
Table 7-3 Descriptive statistics of estimation accuracy at zone level 
Estimation Accuracy Min Max Mean Median Std. Dev. 
Correct estimation percentage (%) 0 100 65 70 24 
Percentage estimated in an adjacent zone (%) 0 100 7 1 14 
Percentage estimated in an adjacent of adjacent zones 
(%) 0 100 8 3 14 
Percentage estimated in a zone beyond an adjacent of 
adjacent zones (%) 0 100 20 16 20 
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Of the 35% inaccurately estimated alighting stops, 18.3% stops were estimated in an adjacent zone 
of the actual alighting zone, 18.9% stops were estimated in an adjacent of an adjacent zone and 62.8% 
stops were estimated in a zone beyond and adjacent of an adjacent zone. Accordingly, the estimation 
accuracy can be classified into four categories. These categories are correct estimations (the estimated 
zone is the same as the actual zone); adjacent estimations (the estimated zone is an adjacent of the 
actual zone); adjacent of adjacent estimations (the estimated zone is an adjacent of an adjacent of the 
actual zone); and far estimations (the estimated zone is beyond an adjacent of an adjacent of the actual 
zone). 
As shown in Figure 7-10, the evaluation process aimed to reveal whether the geographical attributes 
related to the stops and zones have any impact on the accuracy of the alighting stop estimation at the 
zone level. Accordingly, the relationships between the estimation error and the area, density, number 
of adjacent zones and average distance of stops to closest zone borders are evaluated for each zone. 
The estimation error is considered as the distance between the actual and the corresponding estimated 
alighting stops for each smartcard transaction. 
Figure 7-11 shows the distribution of estimation errors based on the zone area. As shown in the figure, 
there is a positive relationship between zone area and estimation error, especially for inaccurate 
estimations. While the Pearson correlation is 0.03 between zone area and estimation error for all 
transactions, it is 0.06 for inaccurate transactions. Excluding 111 transactions with alighting zone 
areas greater than 20 km2 (i.e., outliers), the correlation between zone area and estimation error 
increases to 0.15. 
 
Figure 7-11 Estimated error and zone area 
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Table 7-4 presents the results of ANOVA for differences in the zone area between accurate and 
inaccurate transactions. These results, however, indicate that there is no statistically significant 
difference between the accurate and inaccurate transactions in terms of the area of the corresponding 
zones. Thus, a very small impact of the zone area, if any, is expected on estimation error. 
Table 7-4 ANOVA results for zone area 
Variable Sum of Squares 
Degrees of 
Freedom 
Mean 
Squares  − 	 	
Estimation accuracy 7.152e+12 1 7.152e+12 1.513 0.219 
Residuals 7.554e+17 159,813 4.727e+12   
Despite the results presented in the above table, a closer look can give more insights into the effect 
of zone area. Figure 7-12 illustrates the distribution of estimation accuracy based on actual alighting 
zone’s area. As shown in the figure, the errors can be classified into three categories of relative zone 
areas: small zones (with relative areas up to 25% of the largest zone); medium zones (with relative 
areas of greater than 25% and less than or equal to 50% of the largest zone); and large zones (with 
relative areas greater than 75% of the largest zone). While the median of the correct estimation 
percentages is similar for small and medium zones, it is much less for large zones. For inaccurate 
transactions in small zones, the range of estimation accuracy levels is rather similar to each other, 
although the percentage of far estimations is much larger than the percentage of adjacent and adjacent 
of adjacent estimations. The percentage of far estimation is much larger for medium and large zones 
compared to small zones, while the percentages of adjacent and adjacent of adjacent estimations are 
very close to zero for the former. These results confirm the positive associations between estimation 
error and zone area, indicating the higher likelihood of big errors in larger zones. 
 
Figure 7-12 Estimation accuracy and zone area 
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Figure 7-13 illustrates the distribution of estimation errors based on the actual alighting zones’ 
density. Density is defined as the total number of stops in a given zone divided by the area of the 
zone. As shown in Figure 7-13, there is a negative association between zone density and estimation 
error, especially for inaccurate transactions. While the correlation between zone density and 
estimation error is -0.12 for all transactions, it is -0.26 for inaccurate estimations. These results 
indicate that large errors are more likely to occur in low density zones. Given the positive association 
between zone area and estimation error, these results indicate a potentially negative association 
between the number of stops in each zone and the estimation error in the zone. A simple examination 
of the data confirms this, as the correlations between the number of stops and error estimation are -
0.1 and -0.12 for all transactions and for inaccurate transactions respectively. 
 
Figure 7-13 Estimation error and zone density 
Table 7-5 presents the results of ANOVA for zone density. As shown in this table, there is a 
significant difference between accurate and inaccurate estimations in terms of the density of the actual 
alighting zones, which indicates the density impact on the estimation error. 
Table 7-5 ANOVA results for zone density 
Variable Sum of Squares 
Degrees of 
Freedom 
Mean 
Squares  − 	 	
Estimation accuracy 664,078 1 664,078 201.7 <0.001 
Residuals 526,290,078 159,813 3,293   
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Figure 7-14 demonstrates the distribution of errors at different zones, namely, adjacent zones, 
adjacent of adjacent zones and in zones beyond the adjacent of adjacent zones. It shows that most of 
the wrong estimations (errors) occurred in less than 2km distance for adjacent and adjacent of adjacent 
zones. As the distance between the actual and estimated alighting increased by more than 4 km, most 
of the errors occurred beyond adjacent of adjacent zones. 
 
Figure 7-14 Distribution of errors based on adjacent zones 
Figure 7-15 shows the geographical distribution of errors at the study area. It shows that the error 
increases when movements become further away from the Central Business District (CBD) area for 
all adjacent zones, adjacent of adjacent zones and in zones beyond the adjacent of adjacent zones. 
This can discussed based on the distance between route stops as the number of stops in the CBD 
zones (density) being higher than that in far zones. Therefore, if the estimation algorithm misses the 
correct alighting stop and estimates one of the closest stops as the correct stop, the estimated stop is 
still within the same zone since the distance between stops is short. In the case of zones far from the 
CBD area, the distance between stops is relatively long (especially for bus way) and the estimation 
algorithm estimates the wrong stop. This wrong estimation for the zones far from the CBD area 
occurred more at the zones’ borders. This is shown clearly in the adjacent of adjacent zones where 
fewer errors occurred in the CBD area. For the adjacent zones and zones beyond adjacent of the 
adjacent zones, on the other hand, the errors occurred even at the CBD zones and increased with far 
to external zones. However, the errors distribution for the last two categories is increased with 
movements far from the CBD area.  
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Figure 7-15 Errors distribution at the study area zones  
Figure 7-16 presents the relative density of estimation error for both accurate and inaccurate 
transactions based on the average distance between actual alighting stops and closest zone borders in 
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the corresponding zones. As shown in this figure, most of the errors occurred within distance less 
than 200 m from the zones’ borders.  
 
Figure 7-16 Estimation error and distance between alighting stop and zone borders 
Table 7-6 presents the ANOVA results for the average distance of alighting stops to closest zone 
borders. These results indicate that there is a statistically significant difference between the average 
distances to closest zone borders for accurate versus inaccurate transactions, which shows the impact 
of the distance to the closest border on the estimation errors. 
Table 7-6 ANOVA results for average distance to closest border 
Variable Sum of Squares 
Degrees of 
Freedom 
Mean 
Squares  −   
Estimation accuracy 3,428,911 1 3,428,911 769.3 <0.001 
Residuals 712,314,509 159,813 4,457   
7.5.2 Distribution and analysis of errors at the stop level 
Overall, the average and the variance of the distance between the estimated and actual destinations 
are 806 m and 2,327 m respectively. The maximum distance between an estimated destination and its 
corresponding actual destination, however, is 36,527 m. Given this outcome, it is necessary to have 
a closer look at the results to find the potential deficiencies of the trip-chaining method, and to develop 
improvements to the algorithm. 
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A heuristic investigation of the results and the trip-chaining method and its assumptions reveals two 
major problems with the method at the stop level analysis. The first issue is due to the assumption 
that the last destination is the same as the first origin on a given day. The second issue is due to the 
time difference between service schedules and actual boarding/alighting times of the public transport 
services. These problems are explained in more detail next. 
An in-depth investigation of the results shows that 11.6% (72.6% of erroneously estimated O-D trips) 
of all matched O-D trips, in which their destination is estimated more than 800 m far from the actual 
destinations, are the final transactions of the day for the corresponding passengers. The main reason 
for this discrepancy is that the trip-chaining method in its original form assumes the last destination 
to be the first origin of the day for the corresponding passenger. As discussed earlier in the literature 
review, some previous studies have addressed this issue by using more realistic assumptions (Gordon 
et al., 2013). 
Of the remaining 4.4% (27.4% of erroneously estimated O-D trips) of all matched O-D trips, the 
average distance between the estimated destination and the actual destination is 2,990 m. Figure 7-17 
and Figure 7-18 show the distribution of estimation errors (in terms of the difference between the 
sequence number of estimated and actual destination stops) based on different number of sequence 
order a destination stop may have in the schedule. These figures indicate that when there are more 
than 15 different variations in the sequence number of a destination stop at different times of a day, 
it is more likely to have bigger estimation errors. 
 
Figure 7-17 Distribution of errors based on different number of sequence order of 
destinations 
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A closer look at the erroneously estimated trips reveals at least two issues due to differences between 
the service schedules and the actual boarding/alighting times of the public transport services:  
1. In particular, the first issue occurs when the transfer time between two consecutive 
transactions is very close to 60 min, which is explained in the following section.  
2. The second issue is that the evaluation of erroneously estimated O-D trips shows that the 
above-mentioned differences between scheduled and actual boarding times can cause the trip-
chaining method to use the previous or the next sequence of stops from the schedule instead 
of the sequence that corresponds to actual transactions. This problem occurs when the time 
difference between a transaction’s actual boarding time and that in the schedule is very 
different.  
 
Figure 7-18 Boxplot of errors based on different number of sequence order of destinations 
While addressing these issues can improve the accuracy of the trip-chaining method (as shown in the 
next section), there are other issues related to the estimation of the trip destinations that cannot be 
simply addressed. After applying the proposed improvements, 17,052 O-D trips have their destination 
estimated with more than 800 m of distance from the corresponding actual destinations. These trips 
belong to 15,833 unique smart card IDs. Of the respective public transport passengers, 14,644 have 
only one O-D trip, 1,160 have two O-D trips, 28 have three O-D trips and only one has four O-D trips 
on the day of the study. The lack of at least two O-D trips on a day adversely affects the possibility 
of improving the accuracy of the trip-chaining estimation.  
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The distance between an alighting stop and its consecutive boarding stop also has a significant 
negative impact on the O-D estimation accuracy, as suggested by the literature (Gordon et al., 2013). 
Figure 7-19 shows the distribution of the estimation error for each alighting stop, based on the 
distance between the actual alighting stop and its consecutive boarding stop. As shown, there is a 
significant correlation between the errors and the distance between actual alighting stops and the 
subsequent boarding stops. These results suggest that the algorithm’s accuracy significantly declines 
when there is a long distance between an alighting stop and its consecutive boarding stop. This is 
mainly attributed to the use of other modes of transport (especially car) between the two stops. 
 
Figure 7-19 Distribution of errors based on distance between actual alighting and consecutive 
boarding stops 
Figure 7-20 and Figure 7-21 show two examples of the estimated and actual destinations, where the 
distance among them is more than 800 m. The estimation algorithm estimates the destination as the 
closest to the next boarding [Figure 7-20(a) and Figure 7-21(a)]. However, the actual destination is 
not the same as the estimated destination [Figure 7-20(b) and Figure 7-21(b)], and this is due to the 
passengers’ travel behaviour. The actual destination in Figure 7-20(b) is at Sunnybank shopping 
centre where it is most likely that the passenger alighted at this stop to do some shopping or other 
personal activities. 
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                           (a) Estimated destination                                                     (b) Actual destination 
Figure 7-20 Example of wrong estimation due to passengers’ travel behavior (i.e., shopping) 
Figure 7-21(b) supports the above finding that some estimation errors are due to the travel behaviour 
of passengers. Although the distance between the estimated destination and next boarding stop is 
shorter than the distance between actual destination and next boarding stop, Figure 7-21(a), the 
passenger chooses to alight at a stop that it is more convenient for walking (considering the highway 
and the extra walking) than estimated destination in Figure 7-21(b). 
 
                          (a) Estimated destination                                                (b) Actual destination 
Figure 7-21 Example of wrong estimation due to walking obstacles 
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7.6 Improving current trip-chaining algorithm 
The last destination assumption is updated in the proposed trip-chaining method by applying the 
following rules for the last trip-leg of the day, where the improved algorithm corrects the estimation 
and finds the exact actual last destination, as shown in Figure 7-6 and Figure 7-7: 
• Use the last trip’s route ID to find the final alighting stop for each smart card holder. 
• Find the public transport stop on this route that is the closest to the first boarding stop of the 
day for the same passenger. 
• Choose this stop as the final destination, as shown in Figure 7-3. 
As discussed in the previous section, the differences between the scheduled and actual boarding times 
can cause problems in the estimation of O-D trips. Figure 7-22 presents an example of two 
consecutive trip-legs that are chained by the trip-chaining method, as the transfer time between them 
is less than 60 min based on the service schedules. Figure 7-22 shows the boarding and alighting time 
for each trip-leg and the time (in minutes) between two consecutive trip-legs from the original dataset. 
However, the actual data indicate that the time lapse between the two trip-legs is a little more than 60 
min and, thus, they are not chained, when using the actual data for O-D extraction. For the estimated 
O-D trips, on the other hand, the trip-legs were chained as the service schedule indicates that the time 
between the two trip-legs is less than 60 min. 
 
Figure 7-22 Example of a transfer between two trip-legs with time difference close to 60 min 
To address the issues caused by the inconsistencies between the scheduled and actual boarding times, 
two improvements are applied to the trip-chaining method. First, the time offsets between the 
sequence of stops extracted from the operational data for each specific route are applied instead of 
the scheduled boarding times. Second, the algorithm is updated to estimate the alighting stop for each 
trip-leg, as shown in Figure 7-23. 
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Figure 7-23 Improved O-D estimation algorithm 
Table 7-7 shows the results of the applied improvements to the trip-chaining method compared to the 
results of the original algorithm. As the first improvement (the final destination of the day is the 
closest to the first origin of the day) is applied, a significant improvement (72.4%) in the matching 
percentage is achieved. After applying the second improvement for inconsistencies between the 
scheduled and actual boarding times, a further very slight improvement in the matching percentage 
at the zoning level is seen (72.6%). In addition, the average distance between the estimated destination 
stop and its corresponding actual destination stop decreases from 806 m to 530 m after applying the 
improvements. 
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Table 7-7 Improved algorithm results 
Algorithm* Original trip-
chaining method 
Improved trip-
chaining 
method: phase I 
Improved trip-
chaining method: 
phase II 
Zoning level matching (%) 66.4 72.4 72.6 
Number of O-D trips with destination at more 
than 800 m distance from the actual 
destination 
20,310 (16%) 17,957 (14.1%) 17,052 (13.4%) 
Average distance between the estimated 
destination and the actual destination 806 m 621 m 530 m 
Maximum distance between the estimated 
destination and the actual destination 36,527 m 26,499 m 23,575 m 
* With 800 m allowable transfer distance and 60 min allowable transfer time 
Figure 7-24 shows the results of the algorithm improvements in terms of the distance between the 
actual destinations and the corresponding estimated destinations. A significant improvement in the 
matching percentage (70.2%) is achieved at the first 50 m after applying the improvements. The 
cumulative matching is also calculated to show improvements in the accepted level of accuracy 
compared to that before applying the improvements. Before applying the improvements, 76% 
matching is achieved within 400 m in comparison to 78.3% matching achieved after applying the 
improvements. The same can be seen at 800 m where the matching percentages are 84% and 86.5% 
before and after applying the improvements, respectively. It can be also concluded from Figure 7-24 
that a significant improvement in the cumulative matching at short distances is achieved compared to 
a slight improvement at long distances. 
 
Figure 7-24 Distance between actual and estimated destination stops after applying 
improvements 
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7.7 Summary 
Recently, smart card data have been widely used to generate public transport O-D matrices. Although 
these data produce inclusive O-D matrices, the validation of the estimation method and its 
assumptions need to be confirmed. The unique set of data used in this study has allowed for a better 
understanding and evaluation of the trip-chaining method and its assumptions. Different allowable 
transfer times and walking distances were applied to test their impact on the estimated matrices. Based 
on the zoning level, the matching percentage (between the actual and estimated O-D matrices) varied 
between 65% and 67% at different assumption values. It was not necessary to increase the walking 
distance beyond 800 m, as there is no significant change in the matching percentage. The allowable 
transfer time has a slight impact on the matching percentage, as the matrices with 30 min allowable 
transfer time have a slight improvement in the matching percentage over those with 60 and 90 min 
allowable transfer time. It is also concluded that the accepted level of matching (accuracy level) 
depends on the accepted level of distance difference between the actual and estimated destination 
stop (accepted level of accuracy). 
An in-depth investigation of the existing trip-chaining method revealed some important issues that 
need to be addressed. The dataset was improved by addressing the public transport system assumption 
about passengers who forget to tap off their cards on alighting. The current system assumes that a 
passenger alights at the last stop of the route if a smart card is not tapped off. This assumption was 
corrected by inferring the alighting stop from the service schedule as the closest stop to the next 
boarding. This improvement was excluded from the validation process, as it might adversely impact 
on the validation results. 
This thesis has raised an important issue with the evaluation of the last destination assumption, where 
it is usually assumed that the final destination is the same as the first origin on a given day for each 
passenger. This assumption was found to be true in only 66.4% of the cases in this study. Other studies 
choose the closest stop on the route to the first boarding stop of the day for the same passenger as the 
last destination of that day. Based on this suggested improvement, the zone matching between the 
actual and estimated stops is improved to 72.4%. The second improvement chooses the application 
of time offsets between the sequence of stops extracted from the operational timings for each specific 
route instead of using the scheduled boarding times for the estimation process in the trip-chaining 
method. Based on the applied improvements, the average distance between actual and estimated stops 
is also improved, as the distance is reduced from 806 m to 530 m. 
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This thesis is presented on a case study from Brisbane, Australia. However, the proposed validation 
approach is general and can be applied in another city, subject to data availability. The proposed 
method could be modified and applied for any other approaches and study cases, as the main element 
for the proposed validation method is the unique dataset where boarding and alighting information 
are all recorded. Moreover, the lessons learnt on this validation exercise are applicable to all cities 
with a smartcard system, even when the alighting destination is not recorded.   
 
  
 
                                                   
Sample size requirements 
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8.1 Overview 
The decision-making process for transport planning needs to be informed, accountable and founded 
on comprehensive, current and reliable data. One of the major issues affecting the accuracy of the 
estimated origin-destination (O-D) matrices is the size of the sample on which the estimation is based. 
Cost, time, precision, and biases are some issues associated with the sample size. Chapter 8 analyses 
the effect of different sample sizes on the accuracy level of the generated public transport O-D 
matrices and quantifies the sample size required for a certain level of accuracy. Moreover, the large 
difference from the actual distribution at 100% sample size is readily captured and presented at 
different temporal and spatial levels, as indicated in Figure 8-1. 
 
Figure 8-1 Thesis outline (Chapter 8 highlighted) 
Chapter 8 investigates the issue of sample size and its impact on public transport origin-destination 
(O-D) estimation at different levels (temporal and spatial levels), using a unique set of smart card 
data. The rich and unique recorded data from TransLink, the public transport authority of South East 
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Queensland (SEQ), Australia, have allowed the current study to investigate the effect of different 
sample sizes on the accuracy level of the estimated matrices and to quantify the sample size required 
for a certain level of accuracy. In addition, this study evaluates the effect of sampling at a limited 
number of public transport stations or at different periods of a day. 
The remainder of the chapter is organized as follows: Section 8.2 describes the methodology approach 
followed to study the sample size requirement. Section 8.3 gives a general description of the data and 
defines the sample size selection method. Section 8.4 introduces the O-D estimation results at 
different temporal and spatial levels. Section 8.5 examines the accuracy level using different 
measurements. Section 8.6 concludes the chapter. 
8.2 Methodology 
The sample size is chosen at different spatial and temporal levels, which are explained in section 8.3. 
The relevant errors are quantified at each sample size. The next section explains the main algorithm 
for O-D estimation. 
8.2.1 O-D Estimation Algorithm 
The main algorithm for connecting transactions for an individual passenger to estimate the O-D 
matrix at different sample size levels is shown in Figure 8-2. 
The first part of the O-D estimation algorithm selects different levels of sample sizes, namely, 
temporal choices (all-day and morning-peak) and spatial choices (all-stations, twenty-stations and 
five-stations). However, the main part of this algorithm detects transfers so the transactions can be 
merged to obtain O-D trips (linked transactions). Based on this condition, the origin is the boarding 
for the first transaction for a unique card ID. The remaining transactions for the same card ID will be 
transfers if the transfer time is less than the allowable transfer time. Following the previous chapters, 
the allowable transfer time is set to 60 min (to be compatible with TransLink’s 60-min transfer time) 
(Alsger et al., 2015b). If the transfer time exceeds the allowable transfer time, the last transaction is 
the destination of the passenger’s O-D trip and the next transaction is the origin of a new O-D trip. If 
it is the last transaction of the current card ID, another card ID is chosen and the algorithm will 
continue searching, as explained previously in the trip-chaining method in section 6.3. 
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Figure 8-2 Sample size selection and estimation algorithm 
To study the effect of different sample sizes on the accuracy level of the estimated O-D matrices, 
different sample sizes were chosen randomly each time from the full data set. Two different sample 
size levels (i.e. temporal and spatial sample size levels) were chosen to study their effect on the 
estimated O-D matrices. For the temporal level, all-day and morning-peak levels were selected to 
evaluate and compare the accuracy level of selected temporal sample size on the estimated O-D 
matrices. At the spatial level, selected stations were chosen each time (i.e. five-stations, twenty-
stations and all stations) to study the effect of the selected spatial sample size on the estimated O-D 
matrices. The selected stations were the major stations and stops throughout South East Queensland 
public transport network. 
At each temporal and spatial sample size level, eighty iterations were generated to overcome the bias 
of randomly selected sample size and draw the errors distribution within different iterations. As a 
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result, the likely errors in the estimated matrices associated with different sample sizes are quantified 
in section 8.5. The following section gives a general data description and sample size selection. 
8.3 Data description and sample size selection 
The smart card data (known as the go card) analysed here were obtained from TransLink. Data for 
one weekday from the South East Queensland SEQ bus, train and ferry network were analysed, as 
explained previously in section 4.2. For the one-day data, the initial number of transactions (after 
cleaning) was 457,833 (192,450 card ID holders). In Queensland, more than 82% of trips are made 
by go card (Moore, 2015). 
Table 8-1 shows the number of selected card ID holders at different levels of sample sizes. For each 
sample size, the card ID holders were selected randomly for 80 iterations. If a card ID holder was 
selected, all transactions for the selected card ID holder were selected. Twenty major stations and 
stops across the network were chosen to investigate the effect of spatial choices of the O-D estimation. 
For the morning peak, the number of card ID holders for all stations between 7-9 am was extracted 
and sampled. 
Table 8-1 Selected sample sizes at different levels 
Sample Size (%) Average No. of card ID holders All-stations (24 hr) 20-stations (24 hr) 5-stations (24 hr) Morning-peak (7-9 am) 
1 1925 1019 623 871 
2 3850 2026 1239 1741 
3 5774 3029 1859 2611 
4 7699 4023 2478 3481 
5 9622 5020 3093 4352 
6 11548 6019 3717 5222 
7 13472 7000 4332 6092 
8 15397 7982 4950 6962 
9 17321 8964 5565 7833 
10 19246 9948 6171 8703 
20 38490 19530 12290 17405 
30 57736 28793 18302 26108 
40 76980 37764 24331 34810 
50 96226 46373 30255 43513 
60 115471 54735 36113 52215 
70 134715 62739 41953 60918 
80 153960 70633 47704 69620 
90 173205 78104 53409 78323 
100 192450 85280 59039 87025 100% 44.3% 30.7% 45.2% 
8.4 O-D estimation results 
The main results, based on the proposed algorithm for different sample sizes, are summarised here. 
Chapter 8  Sample size requirements 134 
 
8.4.1 O-D estimation at all-stations and all-day level 
In this section, all-stations and all-day matrix are chosen for the analysis. Matrices were generated 
based on different sample sizes using smart card data. From the total number of card ID holders, 
random sample sizes were chosen (as shown in Table 8-1) in order to estimate the public transport 
O-D matrices. Based on the South East Queensland Strategic Transport Model (SEQSTM) 1,374 
zones, the estimated O-D trips were aggregated to provide an overview of the results (T.M.R., 2011). 
The considered number of zones is 1,070 as the zones with no public transport service were excluded 
from the analysis. 
To estimate the total number of O-D trips for all network at the all-day sample size level, the generated 
number of O-D trips for each sample size was multiplied by the relevant factor to make the matrix 
totals equal. The total number of O-D trips for all stations at 100% of all-day sample size level was 
313,617 trips.  
Therefor the total number of trips from all origins to all destinations became equal at any percentage 
of sample sizes. The accuracy of these matrices is expected to be different and the question is: “do 
these matrices (with different sample sizes) have the same O-D pair’s number at the zone level?”  
Figure 8-3 shows the distribution of O-D pairs for the different number of O-D trips (1–5, 6–10, 11–
15 and > 15 O-D trips), at the all-day sample size level. At the low levels of sample sizes (up to 6%), 
O-D pairs with less than 15 O-D trips were not representative and all O-D pairs have more than 15 
O-D trips. At 7%, 8% and 9% of the sample size, another category of O-D pairs (11–15 O-D trips) 
appeared; however, still no presence of O-D pairs with less than 10 O-D trips. At sample sizes of 
more than 10%, all categories of O-D pairs were represented and the distribution followed almost the 
same pattern as the actual 100% O-D matrix. The number of O-D pairs with 1–5 O-D trips was 
gradually increased as the sample size increased from 20% to 100%, which can be clearly seen as the 
increased (blue) line in Figure 8-3. 
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Figure 8-3 Number of O-D pairs with different number of O-D trips at different sample sizes 
Despite the closeness in the number of total O-D trips at different sample sizes, the distribution of O-
D trips at the network level was different especially at the small percentage of sample size. The small 
percentage of sample size did not reflect those O-D pairs that had small number of O-D trips, although 
79% of O-D pairs had 1–5 O-D trips at 100% of the sample size. Higher sample sizes were more 
representative of the actual distribution of O-D trips. This indicates that small O-D pairs are not 
represented well in sampled O-D matrices, especially when the sample is less than 10%. The GEH 
can identify these small pairs, as described later. 
8.4.2 The morning-peak sample size level  
In this section, morning-peak trips at all-stations are chosen for the analysis. Figure 8-4 shows the 
distribution of morning origins (7–9 am) at 100% of the sample size based on SEQSTM zones at all-
day sample size level. The size of the red circles indicates the number of origin trips generated in 
each zone: 166,832 origin trips are generated for the morning peak on the selected day and distributed 
in the SEQSTM zones, as presented in Figure 8-4. To compare the distribution of origin trips at 
different sample sizes, from the total zones, 494 zones are selected as presented in Figure 8-5. 
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Figure 8-4 Morning origins at 100% sample size 
To give a clear picture of the difference in trip distribution at different sample sizes, 494 zones with 
high differences in the distribution of origin trips are selected and presented in the latter figure. Figure 
8-5 shows the origins for the morning peak (7–9 am) at different chosen sample sizes (1%, 3%, 7%, 
10%, 50% and 90%) for the selected zones. Figure 8-5 shows the distribution difference regarding 
the number of origin trips (indicated by the size of the red circles) and the zoning distribution of the 
trips. It can be clearly seen that, at small sample sizes (1% and 3%) zones with a small number of 
origin trips did not appear, although the origin trips at small sample sizes are higher than those for 
the same zones at 90% sample size. As the sample size increased (7% and 10%), zones with a small 
number of origin trips start to appear, although the distribution of the trips is different from that at 
90% of the sample size. At 50% and 90% of the sample size, more zones with few origin trips (< 11 
trips) appear. However, the distribution of trips is slightly different as can be seen from the size of 
the red circles. 
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Figure 8-5 Difference in morning origins based on SEQSTM zones at different sample sizes 
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8.4.3 The spatial sample size level  
Most public transport surveys select some public transport stations (usually major stations) and survey 
a sample of passengers. This section investigates the effect of considering selected-stations on the 
accuracy level of the estimated O-D matrices using smart card data. Two sets of five and twenty major 
stations from the SEQ public transport network (TransLink) were chosen with random sample sizes 
selected from the total number of card ID holders for the selected stations. The stations selected were 
located across the study area and the five-stations set is a subset of the twenty-stations set. These 
selected stations represent 30.7% and 44.3% of the total number of card ID holders, respectively, as 
shown in Table 8-1.  
For the 5-station sample size level, the generated number of O-D trips for each sample size was 
multiplied by the relevant factor to make it equal to the total number of O-D trips for the entire 
network. For example, the multiplied factor for O-D trips at 1%, 5%, 30%, 70% and 100% were 
276.4, 55.3, 9.2, 3.95 and 2.76, respectively. The same procedure was followed for the 20-station 
sample size level. For example, the multiplied factors for O-D trips at 1%, 5%, 30%, 70% and 100% 
were 155.3, 31.1, 5.2, 2.2 and 1.55, respectively.  
The same message from all-day sample size is also concluded here as the total number of O-D trips 
can be estimated with a high level of accuracy at any percentage of the sample size, although the 
number of stations is just 5 and 20 stations. The question is “does these matrices (with different 
sample sizes at the spatial level) have the same O-D trip distribution at the O-D pair level (zoning 
level)?” 
The accuracy levels in estimating O-Ds from these five and twenty stations are quantified in the next 
section. 
8.5 Accuracy level 
This section presents the relevant associated errors for all day trips at all-stations, twenty-stations and 
five-stations sample sizes. To show the associated errors with each estimated matrix, three measures 
are employed. Root mean square error (RMSE) and R-squared (R2) are used to evaluate the overall 
matrix error and GEH is used for a pair-wise comparison of O-D pairs. 
The root mean squared error (RMSE) is used to evaluate the accuracy level and errors in each matrix 
based on different sample size levels. The RMSE is a frequently used measure of the difference 
between values predicted by a model and the values actually observed. The individual differences for 
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each matrix cells are also called residuals, and the RMSE aggregates them into a single measure 
(Hollander and Liu, 2008).  
Figure 8-6 shows the relationship between the errors in each estimated matrix and its related sample 
size, as well as the distribution of the errors in eighty iterations of each sample size. As expected, as 
the sample size increases, the RMSE of the estimated matrices decreases. A significant decrease in 
the errors can be seen as the sample size increases from 1% to 10%. This indicates that the associated 
errors are significantly reduced as the sample size increases at the low-level sample sizes. The 
presence of O-D pairs with a small number of trips is one reason for the significant reduction in the 
calculated errors at small sample sizes. At high-level sample sizes (20% and more), the level of 
associated errors is slightly improved as the sample size increases. The difference in the calculated 
errors at different levels of sample size (all-day and selected-stations) is due to the distribution of O-
D trips throughout the study area, although the selected stations were major stations representing a 
high percentage of the total number of O-D trips. 
 
Figure 8-6 RMSE at different sample size levels 
The variation of the errors within the same sample size and at different levels of the sample size (All, 
20 and 5 stations) for 80 iterations is also presented in Figure 8-6. The variation of the errors is higher 
at low sample size (less than 10%) and it is reduced as the sample size increased at all levels of the 
sample stations. This variation can be also observed from the mean and standard deviation for each 
sample size level. In addition, the variation of the errors within the same sample size (e.g. 1%) is 
higher at 5 stations than 20 stations and all stations. This wide error variation is due to the distribution 
of the O-D trips at different levels and the randomly selected sample size at different iterations. Figure 
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8-7 shows the distribution of RMSE within 80 iterations of different sample sizes of the 5 stations. 
Figure 8-7 supports the previous findings of the RMSE variation at different sample sizes, where the 
RMSE and its variation decrease as the sample size increases. 
 
Figure 8-7 Distribution of RMSE within 80 iterations at different sample sizes of the 5 stations 
The R2 is used for comparing the variability of the estimation errors with the variability of the original 
values. A general formula for calculating R2 is written as follows: 
R = 1 −	 !  
 ""# =	∑ ($% −	$&%)%   
""' =	(($% −	$))
%
 
where: y = actual measurement; 	$&% = sampled measurement; and $) mean of the actual measurement. 
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Figure 8-8 presents the calculated R2 at different sample size levels for eighty iterations. The errors 
are significantly decreased as the sample size increased to 10%. As the sample size increased more 
than 10%, a slight decrease in the errors is observed. In addition, the errors variation within the sample 
size is higher at low sample sizes for different iterations. These observations from the calculated R2 
support the same finding from RMSE observations, where the high variation of the errors at low 
sample size is due to the different distribution of the O-D trips and the randomly selected sample size. 
 
Figure 8-8 R2 at different sample size levels 
The GEH statistic is used to evaluate the accuracy level of each matrix based on different sample 
sizes. The GEH is applied to every single pair of the estimated O-D matrix, with a GEH of less than 
5 indicating a good fit (Hollander and Liu, 2008).  
The relevant errors for each pair at different levels of sample sizes (all-day and selected-stations) are 
calculated. The percentage of O-D pairs that have a GEH error equal to or more than 5 is presented 
in Figure 8-9. At small sample sizes (1–5 %), more than 9% of the O-D pairs have a GEH error of 
more than or equal to 5. As the sample increases (7% to 10%), a significant decrease in GEH error is 
observed at all-day sample size, where it is still in the same range for the selected stations. This 
decrease in the GEH error is due to the presence of the small O-D trips. At a high level of sample size 
(more than 30%), the calculated GEH error dramatically decreases for all-day sample size and 
gradually decreases for selected-stations sample size, although the percentage for the selected-stations 
is not zero at the 100% sample size. This means even if all passengers of selected stations are 
surveyed, the resulting dataset does not well represent the transit O-D. 
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Figure 8-9 GEH error results at different sample size levels 
It may be concluded that the spatial distribution and sample size have a significant impact on the 
estimated matrices, as small sample sizes and small number of sampling stations considerably affect 
the estimation results. In addition, different measures were used to evaluate the accuracy level of the 
estimated matrices based on different sample size levels. RMSE evaluates the overall error where it 
is difficult to decide the acceptable range of accuracy. GEH compares two O-D pairs and gives an 
indication of the errors at the pair’s level. It may be concluded that R2 is more preferred measure as 
it gives an indication of the overall acceptable range of errors. Another conclusion is that big drops 
(increase in accuracy) happen at a certain point (about 10% of the sample size) which can be used as 
an indicative point to the required sample size. 
8.6 Summary 
O-D matrices provide a critical foundation for public transportation analysis, design and management. 
Such data provide information on the number of travellers between different zones of a region, which 
can be used in transportation planning to determine the infrastructure and service demand. As a result, 
the accuracy level of estimated O-D matrices is a very important issue. 
Sample size is one of the issues that affect the accuracy level of the estimated O-D matrices. In 
conducting most transport surveys, small sample sizes are chosen due to the high costs incurred. This 
chapter has investigated the effect of different sample size levels on the estimated O-D matrices using 
smart card data. Different samples of temporal choices (all-day and morning-peak) and spatial choices 
(all-stations, twenty-stations and five-stations) were selected and, for each sample size, the O-D 
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matrix was generated for eighty iterations. The associated errors for each matrix were subsequently 
calculated and presented. 
The results emphasize that the total number of O-D trips may be matched at any percentage of the 
sample size for any number of selected stations. However, the results for the spatial distribution of 
the O-D trips in the network are different especially at small percentages of the sample size. This is 
due to the fact the O-D pairs with small trip numbers are not represented in the actual distribution of 
O-D pairs. On the other hand, larger sample sizes are over represented. 
The associated errors were calculated at different levels of sample size. These errors show the large 
impact of selecting a different number of stations and sample sizes. It is concluded that the distribution 
of the selected stations has a significant impact on the estimation results, as does the sample size. The 
results also show the errors variation within the same sample size for different iterations (different 
randomly selected sample size). The variation for different iterations is, relatively, high at small 
sample sizes for the five and twenty stations and low for all stations. As the sample size is increased, 
the variation of errors is decreased for all sample size levels. That variation is due to the random 
selected sample size, the number and distribution of the selected stations, and the chosen sample size. 
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9.1 Overview 
As the main purpose of smart fare cards is to collect revenue, the passengers’ trip purpose is not 
recorded. Based on the fact that smart card data provides continuous and disaggregate data which is 
very detailed in both time and space, without recording the trip purpose, the second stage of the 
research deals with the issue of trip purpose inference from smart card data by integrating different 
databases. The passengers’ trip purpose and activity location information inferred from smart card 
data can be used to describe the current travel demand by means of activity O-D matrices. 
Consequently, these inferred matrices can be input into travel demand models and provide more 
accurate forecasts.  
 
Figure 9-1 Thesis outline (Chapter 9 highlighted) 
Chapter 9 develops a model for trip purpose inference from smart card data by integrating different 
data sources. The significance of estimating trip purpose matrices from smart card data, rather than 
the traditional methods of Household Travel Surveys (HTS), is due to: 
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1. The large sample size compared to HTS. 
2. The models based on smart card  
3. Data take into account the daily variation of travel demand and individuals’ travel behaviour. 
4. The estimated matrices cover the whole public transport network including bus, train and 
ferry. 
The remainder of the chapter is organized as follows: Section 9.2 gives general data description and 
initial analysis. Section 9.3 describes the methodology approach followed to infer passengers’ trip 
purpose from smart card data. Section 9.4 discusses the model calibration and validation process. 
Section 9.5 presents the model results from Gocard data. Finally, Section 9.6 summarises the main 
conclusions stemming from this chapter. 
9.2 Data description and initial analysis 
Different databases have been integrated to infer passengers’ trip purposes and construct the O-D 
matrices, as shown in Figure 5-3. These databases include five-days of smart card data (Gocard), 
Household Travel Survey (HTS), land use database, South East Queensland Strategic Transport 
Model (SEQSTM) and weather database. A description for these different databases and the 
procedure of data cleaning and mining are given in Chapter 4. These different databases identify the 
required attributes and information for the model inputs, as shown in Figure 5-3. These attributes and 
information are summarised in the following subsections. 
9.2.1 Smart card data attributes 
Passengers’ O-D attributes are extracted at the disaggregated level from smart card data (Gocard 
data). These attributes include card number (uniquely hashed for privacy issues), boarding and 
alighting locations (stops or stations) and time (accurate to the second), operation date, run and route 
number. These attributes are used first to construct passengers’ trip-legs and obtain passengers’ O-D 
trips by the distinction between transfers and activities, as described in Chapters 6 and 7. The 
information of trip destination location and time, start time, activity duration of the trip and frequency 
(regularity database) of the trip at different days are then extracted.  
9.2.2 Spatial attributes from the land use database 
Since there is a high correlation between the land-use attributes and different trip purposes, the 
available land use activities are extracted based on the trip destination’s stop or station and used to 
infer the trip purpose. A land use database has been created to include all 12,326 stops and stations 
in the SEQ public transport network, as detailed in section 5.4.1. This land use database was created 
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based on assuming a buffer zone (network walking distance) to include all the possible land use 
activities within the buffer zone of these stops and stations, as detailed in section 4.5. The available 
land use activities have been calculated based on the area for each trip purpose as shown in Table 9-
1. A buffer zone distance was assumed as 400 m for bus stops and 800 m for bus ways, ferry and train 
stations, as outlined in section 4.5. 
Table 9-1 Example of the available land uses for stops and stations 
 
9.2.3 Temporal attributes from HTS 
The trip temporal attributes, namely start time and activity duration, are extracted to identify each trip 
purpose from the HTS that was undertaken across South East Queensland (SEQ) from 2009 through 
to 2012. 
The distribution of start and activity duration time for each trip purpose type was analysed. Based on 
these distributions, a threshold for each attribute is specified, namely start of the trip and activity 
duration time. The following shows the distribution of the temporal attributes at different trip purpose 
activities. 
• Work-related trips 
Work-related trips are one of the major trip purposes in the public transport network. Figure 9-2 
shows the distribution of work trips duration at different start times. 
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Figure 9-2 Distribution of work trips duration at different start times 
The analysis shows the correlation between the start time of the trip and the activity duration. The 
number of trips starts at 7, 8 and 9 am and have activity duration between 8-11 hours are higher than 
other trips which start before 7 or after 9 am. 
• Education-related trips 
The share of the education trips in the HTS from the total number of trips is about 13%. However, 
school and university trips have a different travel pattern regarding the start time and activity duration. 
Figure 9-3 (a) and (b) show the distribution of school and university trips duration at different start 
times, respectively. Figure 9-3 shows a consistent travel pattern for school trips where it is not the 
case for university trips. 
The school trips show a consistent distribution of the activity duration between 6 to 9 hours regardless 
of the start time of the trip. On the other hand, university trips show a random distribution of the 
activity duration at different start times, even though there are three distinctive humps for activity 
durations showing three waves of trips. As the available land use database combines school and 
university trips as education trips, the temporal attributes for school and university trips are combined. 
Start time 
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(a) School 
 
(b) University 
Figure 9-3 Distribution of education trips duration at different start times 
• Shopping-related trips 
The distribution of shopping trips duration at different start times is shown in Figure 9-4. It shows 
that more than 97% of the shopping trips have activity duration less than four hours, irrespective of 
the start time. 
Start time 
Start time 
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Figure 9-4 Distribution of shopping trips duration at different start times 
• Home-related trips 
Going-home or home-related trips is one of the major trips in the public transport network, especially 
at the end of the day when people finish their activities (work or education). Figure 9-5 shows the 
distribution of home trips start times and activity duration.  
 
Figure 9-5 Distribution of home trips duration and start times 
 
 
Start time 
Start time 
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• Recreational-related trips 
The distribution of recreational trips duration at different start times is shown in Figure 9-6. It shows 
that about 90% of the recreational trips have activity duration less than four hours, irrespective of the 
start time. 
 
Figure 9-6 Distribution of recreational activity duration at different start times 
Although the SEQ-HTS specified more trip purposes, only five are distinguished in this study. The 
purposes of work, education, shopping, recreational and home are the most frequent travel purposes 
on bus, train and ferry in the public transport network. The remaining purposes are aggregated in the 
purpose ‘other’. These trip purposes are the most relevant purposes for long-term forecasts. Besides 
the fact that they are the most frequent purposes, they are also the most susceptible in terms of policy 
measures. For example, work trips are influenced by a policy on work hours, flex-workers, home-
workers; and shopping trips are influenced by the opening hours of shops and the flexibility of 
shopping hours. On the other hand, visiting family and friends or medical trips are less prone to policy 
measures due to their optional character. The identification of personal business trips would be 
interesting regarding the influence of policies, but it generates few trips with public transport services 
and therefore cannot be distinguished from other discretionary purposes. 
The HTS data analysis has indicated that the compulsory purposes of work and school-education are 
correlated in terms of the start time of the trip and the activity duration. The same holds for the trip 
purposes shopping, recreational and other. Nonetheless, this research is aimed at the inference of the 
five trip purpose activities by including the start time of the trip and the activity duration. 
Start time 
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Table 9-2 shows the distribution of activity duration and start time for different trip purposes, as a 
percentage of the total. This distribution is used as the temporal attributes to infer the probability of 
different trip purposes. 
Table 9-2 Distribution of activity duration and start time at different trip purposes 
Start Time 
Work trips School trips University trips Shopping trips Recreational trips Home trips 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
Before 
9 am 
9 am - 
3 pm 
After  
3 pm 
A
ct
iv
ity
 
D
u
ra
tio
n
 
(h
o
u
r) 
1-2 2.14 4.73 1.92 0.06 0.12 0.00 0.01 0.04 0.01 2.14 4.73 1.92 0.06 0.12 0.00 0.01 0.04 0.01 
3-4 1.18 1.50 0.42 0.04 0.02 0.00 0.06 0.01 0.02 1.18 1.50 0.42 0.04 0.02 0.00 0.06 0.01 0.02 
5-6 1.17 1.02 0.23 0.09 0.02 0.00 0.03 0.03 0.04 1.17 1.02 0.23 0.09 0.02 0.00 0.03 0.03 0.04 
7-8 1.84 0.51 0.05 4.11 0.00 0.00 0.02 0.31 0.00 1.84 0.51 0.05 4.11 0.00 0.00 0.02 0.31 0.00 
9-10 5.85 0.31 0.04 0.40 0.00 0.00 0.02 0.02 0.00 5.85 0.31 0.04 0.40 0.00 0.00 0.02 0.02 0.00 
11-12 1.26 0.07 0.00 0.03 0.00 0.00 0.09 0.06 0.00 1.26 0.07 0.00 0.03 0.00 0.00 0.09 0.06 0.00 
> 12 0.25 0.02 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.25 0.02 0.00 0.00 0.00 0.00 0.06 0.00 0.00 
9.2.4 Public transport network and weather information 
The information related to the public transport network, such as zones, stops, schedules and routes, 
was obtained from the South East Queensland Strategic Transport Model (SEQSTM). Moreover, the 
weather information for the selected days was obtained from the Bureau of Meteorology. The weather 
information was used to select normal consistent days (i.e. not rainy days) to have similar travel 
patterns. 
9.3 Methodology of the trip purpose inference 
The literature review has indicated attributes which might have explanatory value in the trip purpose 
inference. Several of these attributes are available in both household travel survey (temporal 
attributes) and the land use database (spatial attributes). In addition, the trip frequency and origin of 
the trip are additional attributes which can be extracted from Gocard data and used to confirm the trip 
purpose inference. 
The available attributes from Gocard have been compared with the available attributes from HTS in 
order to determine the appropriateness of key variables. For example, demographic information, such 
as age, gender and annual gross income, from HTS is not considered in the model development as it 
is not available from Gocard data. The following subsections discuss the trip purpose inference 
modelling approach, framework and the modelling structure. 
9.3.1 Decision tree (DT) 
A decision tree model (DT) is applied to infer passengers’ trip purpose based on the contribution of 
spatial, temporal, trip origin and frequency attributes. Decision tree is a classification model approach 
based on a trained set of rules and decisions to classify the inputs data into more homogenous 
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subgroups. One of the advantages of using DT approach is that it is a non-parametric model and the 
correlation between the independent variables is not an issue in the decision tree model. 
Figure 9-7 shows the general structure of the decision tree model in developing the classification tree. 
The first step in the process starts from the root node, which contains the defined attributes in the data 
set. Based on applying the first rule (first attribute), the root node splits in the pre-defined decisions 
(trip purposes). These new nodes are called child nodes. The applied rules are chosen to make the 
resulting child nodes as homogeneous as possible. The process of applying more rules (attributes) 
continues at each child node until no further split can be made. The final nodes are called terminal 
nodes or leaves and they have no branches. 
 
Figure 9-7 General structure of the decision tree 
Decreasing heterogeneity or variance in the terminal node is the principle of the splitting node. One 
of the heterogeneity measures is the Gini criterion, which is defined as the probability of an item 
being chosen times the probability of a mistake in categorizing that item. The Gini criterion is written 
as: 
l(m) = 	((l m⁄ )
%U
(/m) 
Where: i(t) is a measure of the node heterogeneity, (l m⁄ ) is the proportions in node (t) belonging to 
item (i) and (/m) is the probability of a mistake in categorizing that item. 
This procedure will be terminated when all possible threshold values for all explanatory attributes 
(splitters) have shown the highest improvement of the resultant nodes. The decrease in the 
heterogeneity between a node and its splitter nodes defines the quality of the split, and it is written 
as: 
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∆l(, m) = l(m) − l(m) − l(m) 
Where: s is a splitter, and and are the proportions of observations of a node (t) related to its 
splitter nodes mand m. 
9.3.2 Logical inference framework 
The trip purpose inference modelling framework is combined of four major steps, namely inputs, 
initial data process, modelling and outcome, as presented in Figure 5-3. The input databases and 
information are described in section 9-2. The second step of the framework deals with data cleaning, 
initial data analysis and the integration of different databases. The third step extracts information and 
uses these data to impute passengers’ trip purpose and then validate and calibrate the inference model. 
Lastly, the outcome of the model comprises the fourth step. 
The first two steps, namely inputs and initial data process, have been discussed previously in Chapter 
4 and Chapter 5. The next subsections explain the different stages of the modelling structure. 
9.3.3 Model structure of trip purpose inference 
The proposed model is based on the decision tree modelling, where the probability of a specific 
alternative is chosen relative to the other alternatives based on their explained utility (temporal and 
spatial attributes). During the model development, the influence of these attributes on the utility of an 
alternative is determined. Attributes that influence the utility of trip purposes consist of travel 
characteristics (temporal attributes) extracted from HTS and land use information (spatial attributes) 
available at the destination stops. 
Figure 9-8 shows the model structure based on the decision tree modelling. The model structure is 
comprised of six main steps, namely chaining O-D trips and constructing regularity database, 
applying spatial attributes, applying temporal attributes, inferring trip purpose, confirming the 
decision and calibrating and validating the model.  
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Figure 9-8 Trip purpose inference modelling structure 
9.3.3.1 Chained O-D trips and regularity database 
The first step in the model structure is aimed at obtaining complete O-D trips by chaining trip-legs 
on the selected five days, using the trip-chaining method described in Chapters 6 and 7. Once the O-
D trips database has been created for the selected five days, a regularity database has been established 
to distinguish between regular and irregular trips. The regularity information (frequency attribute) is 
used as an indication for the relevant trip purpose activity to confirm the inferred trip purpose.  
Different rules and thresholds have been considered to identify regular and irregular O-D trips and 
card ID holders for the selected five days. These rules and thresholds include the destination location, 
the activity duration and the start time of the trip. The applied rules and thresholds to identify regular 
and irregular O-D trips are: 
1. The O-D trips on the selected days for the same card ID holder are considered as regular trips 
if the origin and destination of these trips is within 800 m from the centre of these stops or 
stations.  
2. The O-D trips on the selected days for the same card ID holder are considered as regular trips 
if the activity duration difference of these trips is within 120 min. 
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3. The O-D trips on the selected days for the same card ID holder are considered as regular trips 
if the start time of these trips is within 180 min. 
4. The O-D trips are considered as regular trips if a passenger has two or more trips satisfying 
these rules within the week. 
A sensitivity analysis has been conducted to test the effect of different activity duration thresholds on 
the regularity database, as shown in Table 9-3. 
Table 9-3 Sensitivity analysis of the activity duration on the regularity database 
Activity duration threshold (min) 90 120 150 180 
Regularity O-D trips database 
Detected regular O-D trips 989,799 1,012,877 1,029,450 1,041,937 
Detected regular O-D trips (%) 58.64 60.00 60.99 61.73 
Regularity card ID holders database 
Irregular card ID holders 181,268 180,046 179,006 178,090 
Regular card ID holders 201,021 202,243 203,283 204,199 
Regular card ID holders (%) 52.58 52.90 53.18 53.41 
Table 9-3 shows a small change in the detected regular O-D trips as the activity duration threshold 
changes from 90 to 180 min. The detected regular O-D trips are about 58.6% of all trips when the 
activity duration threshold is 90 min and this percentage is increased to 61.7% when the activity 
duration threshold is increased to 180 min.  It can be concluded that the change in the activity duration 
threshold for O-D trips on different days for the same card ID holder does not have a significant 
impact on the regularity database. Based on the sensitivity analysis, activity duration of 180 min has 
been chosen as a threshold. If the time difference of different O-D trips’ activity duration for the same 
card ID holder is less than 180 min, these O-D trips are considered as regular trips; otherwise, they 
are considered as irregular O-D trips. Some examples of regular and irregular O-D trips based on the 
specified rules and thresholds are presented. Table 9-4 shows an example of a card ID holder trips 
throughout the selected five days. 
Table 9-4 Example 1 of regularity database for a card ID holder 
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The O-D trip is considered as a regular trip if it shares the same regularity rules and thresholds with 
other O-D trips on another day. The example in Table 9-4 shows that the card ID holder has seven 
different O-D trips with a specific travel pattern. Out of the seven O-D trips, there are six different 
regular O-D trips and one irregular trip. The example also shows the number of repeated trips through 
the week that share the same rules and thresholds. Most of the trips are regular, as they occur between 
two and five times a week; only one trip is categorised as irregular trip where it does not share the 
same travel behaviour (rules and thresholds) with any of the other trips. 
Table 9-5 Example 2 of regularity database for a card ID holder 
 
Table 9-5 shows another example of the regularity database. The card ID holder in this example has 
twelve different O-D trips, where six trips are categorized as regular trips and the other six trips are 
categorized as irregular trips. Four of the six regular O-D trips are repeated twice through the 
weekdays, where the other two trips are repeated three and five times through the weekdays. 
The same regularity classification for each card ID holder has been created through the five weekdays 
to establish the regularity database. Table 9-6 shows the number of unique card ID holders who used 
their card IDs through the selected five days. 
Table 9-6 Number of unique card IDs used through the selected days 
No. of days 
used by each ID No. of card IDs 
No. of unique 
card IDs % 
1 182,797 133,586 34.94 
2 192,497 77,510 20.28 
3 193,432 65,700 17.19 
4 194,151 60,111 15.72 
5 190,183 45,382 11.87 
Total 953,060 382,289 100 
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About 35% of the unique card ID holders used their cards just once a week and the rest of card ID 
holders used their cards between 2 to 5 days throughout the weekdays.  
Table 9-7 shows the distribution of total number of card ID holders who used their cards throughout 
the five days and the number of times they used them. Table 9-7 shows that about 31%, 63%, 5% and 
1.3% of card ID holders used their cards once, twice, three and four or more times per day in the five 
days, respectively. This table gives an indication of the regular and irregular card ID holders. 
Table 9-7 Distribution of card IDs usage 
 No. of times a card is used each day/days Total 1 2 3 4 5 6 7 8 9 10 
N
o
.
 
o
f d
ay
s 
u
se
d 
by
 
ea
ch
 
ID
 
1 65,855 62,886 4,112 660 69 4 0 0 0 0 133,586 
2 63,321 83,305 6,702 1,498 169 20 4 1 0 0 155,020 
3 62,947 121,047 10,144 2,614 287 47 10 2 1 1 197,100 
4 60,253 161,816 13,947 3,789 536 77 20 0 5 1 240,444 
5 43,665 166,511 12,436 3,658 513 91 17 8 8 3 226,910 
Total 296,041 595,565 47,341 12,219 1,574 239 51 11 14 5 953,060 
(%) (31.06) (62.49) (4.97) (1.28) (0.17) (0.03) (0.01) (0.0) (0.0) (0.0) (100.0) 
Table 9-8 shows the distribution of O-D trips frequency throughout the five days. Table 9-8 shows 
that about 18%, 71%, 8% and 3% of the O-D trips repeated once, twice, three and four times through 
the five days, respectively. Table 9-8 gives an indication of the regular and irregular O-D trips which 
is used as part the decision making process. 
Table 9-8 Distribution of O-D trips frequency 
 No. of O-D trips at each day/days (frequency) Total 1 2 3 4 5 6 7 8 9 10 
N
o
.
 
o
f d
ay
s 
u
se
d 
by
 
ea
ch
 
ID
 
1 65,855 125,772 12,336 2,640 345 24 0 0 0 0 206,972 
2 63,321 166,610 20,106 5,992 845 120 28 8 0 0 257,030 
3 62,947 242,094 30,432 10,456 1,435 282 70 16 9 10 347,751 
4 60,253 323,632 41,841 15,156 2,680 462 140 0 45 10 444,219 
5 43,665 333,022 37,308 14,632 2,565 546 119 64 72 30 432,023 
Total 296,041 1,191,130 142,023 48,876 7,870 1,434 357 88 126 50 1,687,995 
(%) (17.54) (70.56) (8.41) (2.90) (0.47) (0.08) (0.02) (0.01) (0.01) (0.0) (100.0) 
The regularity database is going to be used as another attribute (frequency of O-D trips attribute) in 
the decision making process to confirm the trip purpose inference.  
9.3.3.2 Spatial attributes 
As explained in section 9.2.3, a land use database has been created for all public transport network 
stops and stations to include all the available land use activities. However, the extracted land use 
activities from SEQSTM do not match the land use activities from HTS. A comparison table has been 
created to match the two databases. Table 9-9 shows the land use activities in the HTS and its match 
activities in the SEQSTM. 
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Table 9-9 Matching land use activities between HTS and SEQSTM 
HTS land use SEQSTM land use 
Work Industrial, commercial, hospital/medical, 
agricultural and education 
Education Education 
Shopping Commercial 
Recreational Parkland and water 
Home Residential 
After chaining the trip-legs to obtain the O-D trips, the first step in the decision making process to 
infer the trip purpose is to identify the destination for each O-D trip and extract the available land use 
activities from the land use database. The result from applying this step (spatial attributes) is a 
percentage for each available land use activity of the destination stop or station proportional to its 
area, as shown in Table 9-2. The percentage of the available land use activities indicates the possibility 
of the trip purpose inference. 
9.3.3.3 Temporal attributes 
The second step in the decision making process is applying the temporal attributes that are extracted 
from the HTS, namely start time of the trip and activity duration. As each trip purpose activity has 
different travel behaviour, the applied temporal attributes is used to identify different trip purpose 
activities. As depicted in Table 9-1, the applied temporal attributes are based on the shared percentage 
of the start time of the trip and the activity duration at different categories.  
For example and based on Table 9-1, if the start time of the trip is before 9 am and the activity duration 
is between 7-10 hours, the possibility of having different trip purpose activities is 7.7% for work; 
4.6% for education; 0.008% for shopping; 0.095% for recreational; and 0.503% for home trips. 
The applied temporal attributes show how the results are influenced by and are sensitive to different 
spatial and temporal attributes. 
9.3.3.4 Trip purpose inference results 
Three stages of the trip purpose inference results will be presented and discussed. The first stage is 
after applying the spatial attributes and the second stage is after applying the temporal attributes. The 
third stage is applied to confirm the inferred trip purpose by applying the trip frequency and origin of 
the trip attributes. The final step consists of calibrating and validating the model. 
9.3.3.5 Frequency attribute 
The frequency of the trip can be identified as the number of the same trip repeated by a card ID holder 
during weekdays. Frequency of the trip during weekdays is another attribute which can be used as an 
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indicator to differentiate between trip purposes. For example, work trips have different frequency 
during weekdays than shopping or recreational trips. The frequency attribute is used to confirm the 
decision that is inferred by spatial and temporal attributes in the first two steps of the trip purpose 
inference. Table 9-10 shows the frequency percentage of different trip purposes that is extracted from 
HTS database. 
Table 9-10 Trip frequency for different trip purposes extracted from HTS 
 Work Education Shopping Home Recreational 
Number % Number % Number % Number % Number % 
1 to 2 Weekdays 1,315 2.48 738 1.40 802 1.52 1,582 2.99 299 0.57 
3 to 4 Weekdays 4,129 7.81 3,704 7.00 1,188 2.25 4,355 8.23 388 0.74 
Every Weekday 1,5636 29.6 4,419 8.35 1,235 2.33 9,128 17.3 540 1.02 
Less Than Once a Month 648 1.23 82 0.16 380 0.72 583 1.10 243 0.46 
At Least One Weekday a Month 418 0.79 108 0.20 322 0.61 525 0.99 131 0.25 
Total 22,146 41.9 9,051 17.1 3,927 7.42 16,173 30.6 1,601 3.03 
9.3.3.6 Origin of the trip attribute 
Depending on the inferred trip purpose, the origin of the trip or the tour-based home-end and activity-
end are expected to influence the trip purpose inference differently. The origin of the trip attribute is 
expected to influence the inference especially in some cases. The following shows some examples of 
how the origin of a trip can be used to confirm the trip purpose inference. 
1. If the trip starts in the morning peak and the activity duration is between 7-10 hours and one 
of the available destination land use activities is work, the decision can be confirmed by the 
origin of the trip if it is home. The same can be said in the situation of education. 
2. On the other hand, if the trip starts in the evening peak and one of the available destination 
land use activities is home, the decision can be confirmed by the origin of the trip if it is work 
or education. 
3. If the trip starts between 9 am–3 pm and the activity duration is between 1-4 hours and one of 
the available destination land use activities is shopping, the decision can be confirmed by the 
origin of the trip if it is home. The same can be said in the case of recreational trips. 
The origin of the trip attribute is used to confirm the inferred trip purpose results. 
9.3.3.7 Model validation 
As the Gocard database does not include the trip purpose, there is a need for another data source to 
validate the model. The HTS that was undertaken across South East Queensland (SEQ) over a period 
from 2009 through to 2012 is used to calibrate and validate the trip purpose inference model as it 
records the purpose of each individual trip.  
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The SEQ-HTS survey consists of 108,913 trip records. About 65,000 records were used to develop 
and train the model and the remaining records (about 44,000) are used to validate the model. The 
HTS recorded information includes trip ID, number of trip-legs, origin coordinates, destination 
coordinates, trip mode for each trip-leg, travel time for each mode, start time of the trip, arrive time 
of the trip, departure time of the trip, activity duration and, most importantly, trip purpose. 
To validate the model, these records are filtered to include only trip-legs that have public transport 
service (bus, train or ferry), to be compatible with Gocard data. In addition, only available attributes 
in Gocard database have been extracted from HTS and used for the development and validation 
process. For example, age, gender, income and number of owned cars have not been used in the model 
development and validation, as they are not available in the Gocard database. 
The validation process applies the same model structure steps and uses the available attributes that 
are described earlier. As there is no ground truth of the trip purpose inferred from Gocard data and 
the inferred results are meaningless before validating the model, there is a need to validate the model 
first. The validation process is performed on HTS first before applying the same modelling structure 
steps on Gocard database. The next section performs the model development on HTS. 
9.4 Model development and validation on HTS 
Model development is performed using the HTS database. The same model structure steps explained 
earlier are followed here, excluding the frequency of the trips as this element is not available in the 
current HTS database. The results of applying these different attributes are presented in the next 
subsections. 
9.4.1 Spatial attribute results  
The first step in the development process is applying the spatial attribute, which is based on the 
available destination land use activities. The process of applying spatial attribute on the HTS database 
is described as follows: 
1. The first step consists of extracting the O-D trips from the HTS database that at least have one 
public transport service trip-leg. The total number of O-D trips that at least have one public 
transport service trip-leg is about 2,600 trips. 
2. The second step matches the HTS stops and stations coordinates, extracted in the first step, 
with the SEQSTM stops and stations network. Based on the matching, not all stops and 
stations get an exact matching between the two databases and there is a distance difference. 
A sensitivity analysis has been conducted based on the difference in distances between 
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corresponding stops and stations in the two databases. Figure 9-9 shows the results based on 
a 10 m distance difference increment threshold between stops and stations in the two 
databases. 
Figure 9-9 shows that as the distance difference threshold increases, the number of trip-legs 
and O-D trips grows, since more stops and stations are captured and matched. However, the 
highest correct inference of the trip purposes (about 71% out of 933 O-D trips), is achieved at 
a distance difference threshold of 30 m. Although, the percentage of the correct trip purpose 
inference slightly decreases after the 30 m distance difference threshold, the number of 
matching stops and stations (and consequently the number of O-D trips) increases. Given the 
validation process requires a sufficient number of O-D trips and correct trip purpose inference, 
the 80 m distance difference threshold was chosen, which yields 1961 O-D trips and 67% 
overall correct inference based on the land use attribute. 
 
Figure 9-9 Sensitivity analysis of the matching distance difference 
3. Based on the 80 m distance difference threshold, the available land use activities at the 
destination stops and stations were extracted for the 1961 O-D trips. Figure 9-10 presents the 
total number of O-D trips and the correct inference for each trip purpose.  
Figure 9-10 shows that the correct trip purpose inference after applying the spatial attribute 
varies for different trip purposes. The highest correct trip purpose inference based on the 
spatial attribute is 85% and 82% for work and home trips, respectively. Shopping, education 
and recreational O-D trips have 19%, 15% and 6% correct inference, respectively. The overall 
correct trip purpose inference is about 67% after applying the spatial attribute. 
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Figure 9-10 Correct inference for each trip purpose activity based on the spatial attribute 
Table 9-11 shows the number of stops used for the model development, the total number of trips for 
these stops and the correct trips inference from the total.  
Table 9-11 Number of trips vs number of used stops and the correct inference 
No. of 
trips/stop 
No. of 
stops 
Total 
O-D 
trips 
Correct 
inference 
Correct 
(%) 
1 383 383 249 65.01 
2 98 198 111 56.06 
3 53 156 100 64.10 
4 26 104 70 67.31 
5 18 90 66 73.33 
6 17 102 58 56.86 
7 8 56 40 71.43 
8 4 32 13 40.63 
9 5 45 36 80.00 
10 5 50 37 74.00 
11 2 22 16 72.73 
12 3 36 23 63.89 
13 1 13 1 7.69 
14 3 42 4 9.52 
15 2 30 17 56.67 
16 2 32 28 87.50 
18 1 18 18 100.00 
22 2 44 26 59.09 
24 1 23 19 82.61 
25 1 24 19 79.17 
26 1 26 19 73.08 
30 1 30 1 3.33 
47 1 47 37 78.72 
49 1 49 43 87.76 
88 1 88 73 82.95 
221 1 221 185 83.71 
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For the stops that have higher number of trips (i.e. 49, 88 and 221), the correct inference is increased 
to more than 80%. It seems that as the number of trips per stop increases, the correct inference of the 
trip purpose increases. However, the geographical stops and errors distribution is presented later in 
this chapter. 
The following subsection discusses the trip purpose inference errors based on the applied spatial 
attributes. 
9.4.1.1 Inference errors based on spatial attribute 
The previous section presented the inferred results based on the spatial attributes. The correct inferred 
results varied based on the type of trip purpose. This is due to the applied algorithm, which categorises 
the trip purpose inference proportional to the area. This can be explained as residential and work 
being the least mixed land use areas with other trip purposes. In addition, in most cases where work 
or home activities are available in the land use stops and stations, work and home take the largest area 
among available trip purposes. 
The low percentage of correct inference for shopping, education and recreational O-D trips is due to 
the mixed land use of these trip purposes and the low percentage area share, compare to work and 
home trip purposes. In the case of the education purpose, the choice of work and education purpose 
cannot easily be identified. Table 9-12 shows the distribution of wrong inferences for all trip purposes. 
More than 93% of the wrong inference occurred in work or home trip purposes, where less than 7% 
occurred in recreational trip purpose.  
Table 9-12 Distribution of wrong inferences based on spatial attributes 
 
Distribution of wrong inference based on spatial 
attribute  
Work Home Recreational Total 
Work 0  88 8 96 
Home 130 0  26 156 
Shopping 49 59  0 108 
Education 65 112 1 178 
Recreational 17 13  0 30 
Total (%) 45.95 47.89 6.16 100.0 
Another reason for the wrong inference, especially for shopping and recreational trips, is due to the 
detailed level of available land use, which is mesh blocks. In many cases of the wrong inference, the 
recorded trip purpose in the HTS database is shopping or recreational, where the available destination 
land use does not include any of these activities. This highlights the importance of the detailed level 
of land use on the inference results. 
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A further investigation has been conducted to see if there is a connection between the wrong inference 
and the number of trip-legs of each O-D trip or the mode of the last trip-leg. Figure 9-11 presents the 
number and percentage of the correct inference based on the number of trip-legs of each O-D trip and 
the last trip-leg mode. 
 
Figure 9-11 Correct inference distribution based on number of trip-legs and last trip-leg mode 
Figure 9-11(a) shows that most of the O-D trips (more than 84%) have three trip-legs and the correct 
inference is about 69%. On the other hand, O-D trips with seven trip-legs have 100% correct trip 
purpose inference. Figure 9-11(b) shows the relationship between the correct inference and the last 
trip-leg mode. Walking represents most of the last trip-leg mode (more than 80%) and the correct 
inference is about 68%. On the other hand, just two O-D trips have their last trip-leg as a taxi mode 
and their trip purpose are inferred correctly. 
9.4.2 Spatial and temporal attributes results 
The second step in the validation process applied the temporal attributes extracted from HTS for the 
different trip purpose activities. The temporal attributes include start time of the trip and activity 
duration, as explained in section 9.3.3.3. The process of applying the temporal attributes on the HTS 
database is described in the following steps. 
1. Extracting the start time and activity duration of the trip form HTS database for each trip 
purpose. 
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2. Matching the start time and activity duration for each individual trip with the temporal 
attributes in Table 9-1 and then extracting the matching percentage for each available trip 
purpose from the table. 
3. Normalizing the percentages from the spatial and temporal attributes and inferring the trip 
purpose based on the two attributes.  
Figure 9-12 compares the inferred results before applying the temporal attributes (previously 
presented in Figure 9-10) and after applying the temporal attributes (spatial and temporal attributes). 
The overall percentage of the correct trip purpose inference, after applying the spatial and temporal 
attributes, is more than 78% for all trip purposes. 
 
Figure 9-12 Correct inference based on the spatial and temporal attributes 
Figure 9-12 shows the improvement of trip purpose inference after applying the temporal information 
except for recreational trip purpose as the correct inference remains the same. The highest 
improvement occurred in the home trips as the correct inference improved from about 82% to more 
than 96%. A similar improvement is seen for work trips as the correct inference percentage increased 
from about 85% to more than 92%. The highest influence by the applied temporal attributes is 
shopping trips as the correct inference improved from about 19% to 46%. The correct inference for 
education trips is slightly improved from about 15% to more than 22% after applying the temporal 
attributes. The correct inference for recreational trip remains the same as no improvement is observed 
after applying the temporal attributes. 
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9.4.2.1 Inference errors based on spatial and temporal attributes 
The results above show that the temporal attributes have a significant influence on the correct 
inference for some of the trip purposes, but not for others. The high influence occurs in the home, 
work and shopping trips. On the other hand, a slight or no change occurs in the correct inference 
results of education and recreational trips, respectively.  
The change in the correct inference percentage after applying the temporal attributes is due to the 
different travel pattern for the trip purpose activities. For example, home, work and shopping trips 
have more consistent travel pattern, in terms of the temporal attributes, than recreational and 
university education trips. In the case of education trips, the temporal attributes for school and 
university trips are combined together, although their travel pattern is different. The available land 
use database does not distinguish between school and university education trips. It records the land 
use as education and thus the temporal attributes for school and university are combined. The error 
inference for education trips is due to the lack of detailed data on the available land use and the fact 
that temporal attributes for school and university education trips are combined.   
Table 9-13 shows the distribution number of the wrong trip purpose inference after applying the 
spatial and temporal attributes. 
Table 9-13 Distribution of wrong inferences based on spatial and temporal attributes 
 
Number of wrong inferences based on spatial and temporal attributes 
Work Home Shopping Education Recreational Total 
Work 0 29 16 6 0 51 
Home 3 0 8 16 3 30 
Shopping 23 49 0 0 0 72 
Education 104 54 4 0 1 163 
Recreational 11 12 8 0 0 31 
Total (%) (40.63) (41.50) (10.37) (6.34) (1.15) (100.0) 
As presented in Table 9-13, more than 82% of the wrong inference occurs in work and home trips. 
The wrong inferences are due to, first, the popularity of these trips in the dataset and, second, the 
overlap between temporal attributes for the trip purposes. This happens especially when these 
different trip purposes share the same spatial and temporal characteristics. Some of the recreational 
trips are inferred incorrectly as work or home trips and that is because they share the same land use 
percentage, start time and activity duration. 
9.4.3 Origin of the trip attribute 
The origin of the trip is another attribute that can be used as an indication of the trip purpose, as 
discussed in section 9.3.3.6. Based on the spatial and temporal attributes’ correct inference results 
(Figure 9-12), the origin of the trip was extracted for each individual trip to see if there is a relationship 
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between the trip purpose and the origin of the trip. Table 9-14 presents the origin of the trip percentage 
for each trip purpose.  
Table 9-14 Distribution of the origin of the trip for different trip purposes 
 Origin of the trip 
Work Home Education Shopping Recreational 
Tr
ip
 
pu
rp
o
se
 Work 17.58 78.30 0.53 1.07 2.53 
Home 67.40 23.55 1.28 6.61 1.16 
Education 14.15 79.72 0.47 0.94 4.72 
Shopping 36.84 58.65 0.75 0.75 3.01 
Recreational 34.38 62.50 0.00 3.13 0.00 
It can be seen from Table 9-14 that home is the origin for most of the trips, regardless of the 
destination trip purpose. The distribution of the trips, where home is the origin of the trip, is 78.3%, 
79.7%, 58.7% and 62.5% for work, education, shopping and recreational trips, respectively. On the 
other hand, the origin of more than 67% of the home trips is work, which occurs at the end of the day 
when people go back to their home. 
The distribution of the origins indicates the potential to use the origin of the trip attribute to confirm 
the trip purpose inference.   
9.4.4 Geographical distribution of the errors 
In the current section, the geographical distribution of the errors is presented based on the spatial 
attributes and then the temporal attributes. Figure 9-13 presents the geographical distribution of the 
errors based on the spatial attribute. It shows the TransLink zones where the public transport service 
is operated. The fares are calculated at either an adult or concession rate and based on the number of 
zones passengers travel through during the O-D trip. The major errors occur at two train stations at 
the two ends of the north and south service. These errors are due to the assumed walking distance, 
which is 800 m for train stations. It seems that people at these two stations walk more than the 
assumed walking distance; and therefore the correct land use activity is not included in the inference 
results based on the available land use activities. Another possible reason for the wrong estimation is 
park-n-ride, where passengers are dropped off at their boarding stops or stations. In addition, there 
are some other errors around the CBD area which is related to the land use mixture in that area.  
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Figure 9-13 Geographical distribution of the errors based on the spatial attribute 
Based on applying the temporal attributes, the geographical distribution of the errors has been 
significantly changed. Figure 9-14 shows the geographical distribution of the errors based on applying 
the spatial and temporal attributes. 
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Figure 9-14 Geographical distribution of the errors based on the spatial and temporal 
attributes 
The two major errors in the north and south train stations have been eliminated based on applying the 
temporal attributes. This is based on the temporal characteristics of the available land use activities. 
For example, some of the trips at these two stations are inferred as shopping and recreational trips 
based on applying the spatial attributes. As the temporal attributes are applied, the trip purpose 
inference is corrected and the errors at these two train stations are eliminated. 
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9.5 Trip purpose inference using Gocard data 
After developing and validating the trip purpose inference model using the HTS, this section applies 
the described trip purpose inference methodology on Gocard data. The next subsection gives some 
transit demand statistics for the selected five days. 
9.5.1 O-D matrices estimation 
The transit travel demand mostly follows a non-uniform time-of-day distribution and includes two 
main peak periods, am peak and pm peak. O-D trips are aggregated based on the start time during 
each 15-min interval to understand the daily behaviour of travel demand. Figure 9-15 presents the 
public transport time-of-day demand based on the Gocard data for the selected weekdays. 
Since demand is available over 15-min intervals, there is a potential risk of overestimating or 
underestimating the demand profile. The moving average technique is employed to minimize the 
effect of this variation and to smooth the demand profile (Tavassoli et al., 2016). The moving average 
of three sequential demands can be calculated as: 
MDSt = (DSt-1 + DSt + DSt+1) / 3 
Where: (MDSt) is the moving average of three sequential speeds, (DSt-1) is the demand at one time-
interval before t, (DSt) is the demand at one time-interval at t and (DSt+1) is the demand at one time-
interval after t. 
Figure 9-15 shows that the day time periods are divided into four main categories. These categories 
are the am peak, off peak, pm peak and night time, which are defined as 7:00 am - 9:00 am, 9:00 am 
- 4:00 pm, 4:00 pm - 6:00 pm and 6:00 pm - 7:00 am, respectively.  
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Figure 9-15 Variation of transit demand for the selected five days 
Figure 9-15 shows that all weekdays follow a similar trend, including morning and afternoon peak 
periods. The afternoon peak is lower and more broadly spread out compared with the morning peak.  
In addition, the demand on Friday is slightly different from that of other weekdays and is lower in 
both peak periods. 
Based on the start time of the O-D trips, Table 9-15 presents some statistics of the generated O-D 
matrices at both am and pm peak periods. 
Table 9-15 Summary statistics of demand matrices for AM and PM peaks 
 
Mon Tue Wed Thu Fri 
 
am peak 
Total demand (O-D trips) 80,259 84,020 83,305 82,246 77,333 
Number of O-D pairs with 
non-zero demand 15,922 16,507 16,469 16,496 15,978 
Maximum O-D pair demand 587 548 560 588 513 
 
pm peak 
Total demand (O-D trips) 73,733 76,872 75,099 75,323 66,409 
Number of O-D pairs with 
non-zero demand 14,560 15,100 14,957 15,047 14,440 
Maximum O-D pair demand 562 549 561 580 437 
The results indicate that the demand based on the Gocard data in the pm peak is always lower than 
that during the am peak. Friday has the lowest demand and Tuesday has the highest demand among 
weekdays at the am and pm peak periods. On average, the number of O-D pairs with demands more 
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than zero are about 1,000 pairs more in the am peak. Nonetheless, the maximum demand is very 
similar comparing both peak periods. 
Based on chaining passengers’ trip-legs and obtaining the O-D trips, the regularity database is created 
for all passengers at the selected five days, as illustrated in section 9.3.3.1. The constructed regularity 
database is used as an additional attribute to confirm the inference decision as different trip purposes 
are subjected to different travel frequency through the weekdays. 
9.5.2 Gocard trip purpose inference based on spatial and temporal attributes 
This section presents the trip purpose inference results based on Gocard data. Following the same 
model structure described in section 9.3.3, a decision tree based on the spatial attributes have been 
applied first, followed by the temporal attributes, to infer passengers’ trip purpose using Gocard data. 
Figure 9-16 shows the trip purpose inference for different time periods based on applying the spatial 
attributes only. The highest demand for work trips occurs in the morning peak then it drops in the 
evening peak and then some work trips occurs in the night time period. The same is concluded for 
education and shopping trips where most of these trips occur in the morning period. On the other 
hand, home trips show a different trend where most of these trips occur in the evening period when 
people return home from work or education. 
 
Figure 9-16 Trip purpose inference from Gocard data based on spatial attributes 
Figure 9-17 shows the trip purpose inference at different time periods based on applying the spatial 
and temporal attributes. The same message is deduced here as most of the work and education trips 
occur in the morning peak period. However, some changes occur in the trend, compared to Figure 9-
Trip purpose inference modelling 176 
 
16, based on applying the temporal attributes. The changes mainly relate to education and shopping 
trips, with most of the education trips occurring in the morning peak whereas most of the shopping 
trips occur in the off peak time.  
 
Figure 9-17 Trip purpose inference from Gocard data based on spatial and temporal 
attributes 
On the other hand, a slight change in the work trips trend occurs as the number of work trips increased 
in the morning peak time. In addition, the number of home trips increased in the evening peak time. 
In addition, home trips have been slightly increased after applying the temporal attributes, even 
though it has the same travel pattern as the spatial attributes pattern. 
9.5.3 Confirming the decision  
Additional attributes, namely origin and frequency of the trips, were used to confirm the inferred 
results from spatial and temporal attributes. The following subsections show the potential for these 
attributes to confirm the trip purpose inference results.   
9.5.3.1 Origin of the trips 
Origin of the trip is another attribute used to confirm the inferred results. Table 9-16 provides a 
comparison of the origin of trips from HTS and Gocard data. Home is the origin for most of the trips, 
regardless of the destination trip purpose. The distribution of those trips extracted from Gocard data, 
where home is the origin of the trip, is 77%, 72.5%, 58.9% and 59.2% for work, education, shopping 
and recreational trips, respectively. On the other hand, the origin of more than 51% of the home trips 
is work, which occurs at the end of the day when people go back to their home.  
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Table 9-16 Comparison of the trips’ origin extracted from HTS and Gocard data 
 Origin of the trip (HTS)  Origin of the trip (Gocard) 
Work Home Education Shopping Recreational  Work Home Education Shopping Recreational 
Tr
ip
 
pu
rp
o
se
 Work 17.58 78.3 0.53 1.07 2.53  17.57 76.98 0.70 2.23 2.52 
Home 67.4 23.55 1.28 6.61 1.16  51.41 35.03 3.56 8.36 1.63 
Education 14.15 79.72 0.47 0.94 4.72  21.69 72.49 0.99 2.91 1.92 
Shopping 36.84 58.65 0.75 0.75 3.01  31.60 58.87 4.12 3.57 1.84 
Recreational 34.38 62.5 0.00 3.13 0.00  32.92 59.16 3.05 3.10 1.78 
Table 9-16 shows close percentages for the origin of trips extracted from HTS and Gocard data. Work 
trips have almost the same percentage of trips’ origin extracted from the two databases. The same can 
be said for education, shopping and recreational trips. A change in the distribution of the home trips’ 
origin between HTS and Gocard data has been observed. 
The GEH statistic was used to compare and evaluate the accuracy level of the trips’ origin extracted 
from HTS and Gocard data. The GEH is applied to every single pair of the origins extracted from 
HTS and Gocard data in Table 9-16, with a GEH of less than 5 indicating a good fit (Hollander and 
Liu, 2008). Table 9-17 shows the average GEH of the origin of trips extracted from HTS and Gocard 
data. 
Table 9-17 GEH comparison of the origin of trips extracted from HTS and Gocard data 
 Origin of the trip (GEH) 
Work Home Education Shopping Recreational 
Tr
ip
 
pu
rp
o
se
 Work 0.002 0.150 0.217 0.903 0.006 
Home 2.075 2.121 1.466 0.640 0.398 
Education 1.781 0.829 0.609 1.420 1.537 
Shopping 0.896 0.029 2.160 1.919 0.751 
Recreational 0.252 0.428 2.470 0.017 1.887 
The average GEH shows the high correlation between the origin of trips extracted from HTS and 
Gocard data for all trip purposes. There is a high correlation of the trips’ origin extracted from HTS 
and Gocard data, where the average GEH is less than one for all trip purposes except for the home 
purpose. For shopping trips, it shows a high correlation especially when home is origin of the trip, 
where most passengers start their shopping trips. Moreover, Home shows a high correlation as the 
main trips’ origin. 
Generally, the origin of trip attribute shows the potential to confirm the trip purpose inference results 
to a high level of accuracy, as shown in Table 9-16.    
9.5.3.2 Frequency of the O-D trips 
The frequency of trips is another attribute which is used to confirm the trip purpose inference. As 
explained in section 1.3.3.5, frequencies for different trip purposes were extracted from HTS and then 
applied to the inferred results from the spatial and temporal attributes to confirm the results.  
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After applying the frequency, the inference results are confirmed up to 96% based on the spatial and 
temporal attributes, where 4% of the inferred results have changed. Most of the changes in the 
inference results occur in the education and shopping trips. Figure 9-18 shows the change in the 
inference results for one day (Wednesday) after applying the trips’ frequency. 
 
Figure 9-18 Change in the inference results after applying trips’ frequency  
Figure 9-18 shows that the frequency of trips confirms the inferred trip purpose up to a high level of 
accuracy. Some of the trip purposes were more strongly confirmed after applying the frequency (such 
as work and home), when compared with other trip purposes (such as education and shopping). 
University trips are the reason that education trips are not strongly confirmed using frequency, as 
these trips do not follow a specific pattern. The same is applied to shopping trips. 
Different time periods of the day show different responses to the trip frequencies for different trip 
purposes. Work and education trips are less confirmed in the am peak period after applying the trips’ 
frequency. On the other hand, home and shopping trips are less confirmed in the off peak period after 
applying the trips’ frequency. 
9.6 Summary 
Although smart card data has recently become more prevalent as a rich and comprehensive source of 
information, it has some disadvantages which inhibit its capability in the research field. One of these 
disadvantages is the missing information of passengers’ trip purpose. The main reason for the missing 
information is due to its original use being one of collecting revenue. 
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The second stage of the current research investigates this issue and infers the purpose of trips from 
smart card data. A decision tree model has been proposed and validated for trip purpose inference. 
The model is based on integrating different databases and attributes, mainly spatial and temporal 
attributes. The model framework starts with the input of different databases and then data cleaning 
and preparation. The next step is developing the decision tree model by applying different spatial and 
temporal attributes to HTS database, and consequently inferring trip purpose. Based on validating the 
inference model from the last step, the same model structure and attributes were applied to Gocard 
data. Additional attributes, namely origin and frequency of trips, have been used to confirm the 
inference decision.  
Based on the validation results, the model shows a strong capability to predict trip purpose at a high 
level of accuracy. The validation results show an overall 67% correct inference after applying the 
spatial attributes. The percentage of the correct inference is increased to an overall 78% correct 
inference after applying the temporal attributes.  
Different trip purposes show different sensitivities to the applied spatial and temporal attributes. Work 
and home trips show the highest correct inference results (92% and 96%, respectively) based on the 
applied attributes. On the other hand, shopping and education trips show some inference 
improvements after applying the temporal attributes. 
The distribution of the errors shows that the main cause of errors is due to the lack of detailed land 
use. Another reason is the high mixed land use, especially in the CBD area. Another possible cause 
of the errors, which required future investigation, is the assumed walking distance (buffer zone) 
around the network’s stops and stations, which may not capture all available land uses in the 
destination area. 
Additional attributes, namely origin and frequency of the trips, have been used to confirm the trip 
purpose inference. The trips’ origin shows a high potential to confirm the inferred trip purpose results 
as shown by the high correlation between the trips’ origin extracted from HTS and Gocard data. On 
the other hand, the frequency of the trips also shows the potential to confirm the inferred results to a 
high level of accuracy, especially for work and home trips.  
The proposed model shows a relatively high accuracy in inferring trip purpose. The results can be 
improved by more information being available on the land use or providing additional information 
such the demographic characteristics of passengers. In addition, a passenger’s card type (such as 
adult, student or concession) provides another opportunity to increase the percentage of correct 
inference. 
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10.1 Overview 
This Chapter presents the conclusions of this thesis and summarises the analyses, discussions and 
results presented, as indicated in Figure 10-1. Firstly, a brief thesis summary is provided in the next 
section. Then, the contribution to knowledge, limitations of this research and recommendations for 
further research are addressed in the following sections. 
 
Figure 10-1 Thesis outline (Chapter 10 highlighted) 
10.2 Summary of this research 
Public transport Origin-Destination (O-D) matrices are one of the most important elements in public 
transport planning. These matrices provide information on the number of passengers travelling 
between different zones at different times (e.g. peak and off peak times) and for various purposes 
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(e.g. work, education, leisure). This information is used to assess and improve public transport 
planning. The O-D matrix is important for transportation analysis, design, traffic control and 
management.  
For many years, conventional data collection methods, such as traffic counts and surveys, have been 
the main source for collecting O-D matrices. Recently, smart card data has been introduced as a new 
method for collecting rich and continuous data. Smart card data provides the potential to replace 
conventional methods and obtain valuable information such as public transport O-D matrix. Different 
models and techniques (such as trip-chaining method) have been used to infer the O-D matrices for 
public transport trips using smart card data by many studies and researchers. 
In most Automated Fare Collection (AFC) systems, passengers are required to tap their cards when 
boarding public transport vehicles, but not when alighting. Given the limitations of alighting 
information of many AFC systems, the accuracy level of the estimated O-D matrices is often 
uncertain. In addition, many of the assumptions made in such estimation methods are yet to be tested. 
Sample size is another major issue affecting the estimated O-D matrices. Low sample size and high 
costs (compared to smart card data) are some of the main disadvantages of using conventional data 
collection methods. The issue of sample size and its impact on public transport O-D estimation at 
different levels (temporal and spatial levels) needs more investigation using a unique set of smart 
card data. 
From another O-D perspective, it is important to segment the O-D matrix by trip purpose, as different 
policies on demand vary by trip purpose. Despite the fact that trip purpose information is not recorded 
by smart card systems, the rich and unique smart card data show the potential of inferring passengers’ 
trip purpose from such data. Although some attempts have been introduced to integrate different data 
sources and infer trip purpose, there is still a need to develop a robust model for inferring trip purpose. 
10.2.1 Literature review  
The aim, objectives and scope of the thesis were discussed in Chapter 1. A comprehensive literature 
review was carried out to provide guidance on existing knowledge gaps in the area of public transport 
O-D estimation in order to structure and narrow down the research goals, which were presented in 
Chapter 2. The literature review found that although there have been many attempts to estimate, 
evaluate and validate different O-D estimation methods and assumptions, the state of the art of O-D 
estimation requires further research. The need for implementing, validating and improving the trip-
chaining method and its assumptions with a reliable dataset; the impact of different sample size levels 
on the accuracy level of the estimated O-D matrices at different spatial and temporal levels; and 
limited studies on purpose detection are some issues requiring more investigation and research. 
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Chapter 3 summarizes the findings from the literature review regarding trip purpose inference and 
travel pattern modelling as an application of the O-D estimation by integrating different databases. 
Different methods and techniques have been used for trip purpose inference by integrating smart card 
data with other data sources. Moreover, different attributes (such as temporal, spatial and card type) 
and inference aggregate levels (aggregate and disaggregate levels) have been used by different studies 
for trip inference. Although a number of studies used various approaches for trip purpose inference, 
these approaches cannot be generalised. There is a need to build a robust inference model based on 
the unique smart card dataset available from South East Queensland (SEQ), Australia. The available 
smart card data is integrated with other data sources, namely Household Travel Survey (HTS) and 
land use database. 
10.2.2 Data mining and analysis 
A variety of data sources were considered in this research, including smart card data (Gocard), 
Household Travel Survey (HTS), land use database, strategic transport model (BSTM and SEQSTM), 
General Transit Feed Specification (GTFS) and weather data. A comprehensive data mining was 
performed on these sources as the first and second research stages as described in Chapter 4.  
Chapter 4 provided a description of different data sources and discussed the procedure for data 
cleaning and mining. Moreover, the data integration schemes for the two stages of the research were 
introduced and briefly discussed. The first research stage investigates the trip-chaining method and 
its assumptions as different databases (namely Gocard, GTFS and BSTM databases) are integrated to 
implement, validate and improve the method. The second research stage integrates different databases 
(namely Gocard, HTS, land use, SEQSTM and weather databases) to infer passengers’ trip purpose. 
10.2.3 Proposed modelling approach 
Chapter 5 briefly discussed the proposed modelling approaches for the two stages of the current 
research, namely, O-D estimation (trip-chaining method) and trip purpose inference modelling. 
The first stage of the current research investigates the public transport O-D estimation using trip-
chaining method. The framework for investigating the trip-chaining methods and its assumptions 
were briefly discussed and the detailed methodology is provided in each chapter individually. This 
part of the research comprises Chapter 6, Chapter 7 and Chapter 8. 
The second stage of the research deals with trip purpose inference using smart card data. The 
methodology and the logical framework of the proposed modelling, including the decision tree 
modelling and the maximum-likelihood estimation approaches, were briefly presented. The different 
databases and the extracted information were also discussed. 
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10.2.4 First research stage 
Smart card data was used to assess the validity of trip-chaining assumptions on the estimated public 
transport O-D matrix. Although these data produce an inclusive O-D matrix, the validation of the 
estimation method and its assumptions need to be confirmed. The first stage of the research 
investigates the trip-chaining method and its assumptions. As the trips’ sequence is available within 
the public transport trip-legs, this allows to chain these trip-legs and investigate this method and its 
assumptions. Transfer time threshold, transfer walking distance, and last destination of a passenger 
in a given day, were the major assumptions investigated in this research. It should be noted that access 
to public transport is not part of the O-D trip and only the component within the public transport 
system is considered. As the trips’ sequence is available within the public transport trip-legs, this 
allows chaining these trip-legs and investigating this method and its assumptions. An O-D similarity 
analysis for different days (5 weekday) has been conducted to show the similarity of O-D matrices at 
different days.  
An in-depth investigation of the existing trip-chaining method revealed some important issues that 
need to be addressed. The dataset was improved by addressing the public transport system assumption 
about passengers who forget to tap off their cards on alighting. In addition, this thesis has raised an 
important issue with the evaluation of the last destination assumption, where it is assumed that the 
final destination is the same as the first origin on a given day for each passenger. The current research 
suggested some improvements to the trip-chaining method to improve the accuracy level of the 
estimated matrices. The results were presented in Chapter 6 and Chapter 7. 
Sample size is one of the issues that affect the accuracy level of the estimated O-D matrices, which 
was investigated at different spatial and temporal levels. Chapter 8 has investigated the effect of 
different sample size levels on the estimated O-D matrices using smart card data. Different samples 
of temporal choices (all-day and morning-peak) and spatial choices (all-stations, twenty-stations and 
five-stations) were selected. For each sample size, the O-D matrix was generated for eighty iterations. 
The associated errors for each matrix were subsequently calculated. 
10.2.5 Second research stage 
One of the disadvantages of smart card data, which inhibits its capability in planning, is the missing 
information of passengers’ trip purpose. The main reason for the missing information is due to its 
original use, namely to collect revenue. The current research has investigated this issue and infers the 
purpose of trips from smart card data by integrating different databases. 
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A framework of the proposed trip purpose inference modelling methodology was proposed, which 
consists of four steps, namely: ‘inputs’, ‘process’, ‘modelling’, and ‘outcomes’. The inference model 
is based on integrating different databases and attributes, mainly spatial and temporal. Additional 
attributes of origin and frequency of the trips at several days have been used to confirm the trip 
purpose inference. 
Based on the validation results, the model shows a strong capability to predict trip purpose at a high 
level of accuracy after applying the spatial attributes. The percentage of correct inference increases 
after applying the temporal attributes. Different trip purposes show different sensitivities to the 
applied spatial and temporal attributes. Work and home trips show the highest correct inference 
results compared to shopping and education trips. 
The distribution of the errors shows that the main cause of errors is due to the lack of detailed land 
use. Another reason is the high mix of land use especially in the CBD area. Another possible cause 
of the error, which required future investigation, is the assumed walking distance (buffer zone) around 
the network’s stops and stations, which may not capture all available land uses in the destination area. 
10.3 Main contributions to new knowledge 
This thesis has advanced the body of knowledge in regard to public transport O-D estimation and 
passengers’ trip purpose inference. The main contribution of this research is the development of a 
detailed methodology for comprehensive analysis in order to quantify the accuracy level of the 
estimated public transport O-D matrices by investigating the trip-chaining method and its 
assumptions. The research also enhances the trip-chaining algorithm and the method assumptions. In 
addition, the study has explored the effect of different spatial and temporal sample size levels on the 
accuracy level of the estimated O-D matrices. Another main contribution to the knowledge is the 
development of a trip purpose inference model using smart card data. The validation results of the 
model show a strong capability to predict trip purpose with a high level of accuracy. The key 
contributions of this research are: 
• Developing a framework for data cleaning and mining; 
• Implementing, validating and improving the trip-chaining algorithm and its assumptions for 
estimating public transport O-D matrices; 
• Empirically investigating transfer time and distance in a public transport network using smart 
card data; 
• Investigating the error distribution of the O-D estimation; 
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• Examining the impact of different levels of the sample size on the accuracy of the estimated 
O-D matrices; 
• Quantifying the error distribution at different spatial and temporal levels; 
• Developing a framework to utilize different databases to infer individuals’ trip purpose; 
• Developing passengers’ regularity and irregularity database; 
•  Developing public transport stops and stations’ land use database; and 
• Developing a model for trip purpose inference from smart card data. 
Ultimately, the results are of considerable use for validating and improving the trip-chaining method 
and its assumptions. Given the unique set of available data, this research should be viewed as an 
incremental step toward improving the accuracy level of the estimated public transport O-D matrices. 
In addition, the results give a high confidence in inferring passengers’ trip purpose using smart card 
data, which can replace the conventional data collection methods in practice.  
10.4 Research Limitations 
This thesis has encountered the following limitations: 
• The passengers’ card type (e.g. student, adult, concession) was not provided due to privacy 
issues. The passengers’ card type would be helpful to confirm the estimated destination and 
the inferred trip purpose (especially for work and education trips). 
• One of the main reasons to improve the accuracy of purpose inference is the lack of detailed 
land use. The available land use level is mesh block, where it is a high mixed land use 
especially in the CBD area. 
• As the exact origin of a passenger’s trip was not available, the first public transport boarding 
stop was assumed as the origin of the trip. The same can be said for passengers’ destination.  
• The results of the proposed models in this research were based on the unique dataset from 
South East Queensland (SEQ), Australia. Therefore, the outcomes may be used as indicators 
for the validation and inference procedure, subject to data availability and network similarity. 
On the other hand, the research results may not be appropriate to be generalised for other case 
study areas. 
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10.5 Future research 
The main areas for further research are as follows: 
1. The data cleaning procedure, presented in Figure 4-4, could be improved by comparing the 
travel pattern of a passenger at different days and correcting or filling in the missing 
information, instead of excluding the whole record of the passenger. 
2. The proposed framework for validating and improving the trip-chaining method and its 
assumptions can be expanded or refined to investigate the impact of direct and indirect 
(network) transfer walking distance into the accuracy level of the estimated matrices. As it is 
one of the major assumptions for causing errors, the last destination assumption of the trip-
chaining method requires more investigation. The last destination assumption could be 
compared as: a) the same as the first origin of that day, b) the closest to the first origin of that 
day, c) the same as the first origin of the next day, and d) the most frequent destination for a 
passenger on several days. 
3. Based on the availability of more detailed land use database (parcel level) and passengers’ 
card type, it would be an interesting to see how the detailed land use and the information of 
passengers’ card type could improve the trip purpose inference results.  
4. The change in O-D matrix, the regularity and irregularity database, the distribution of trip 
purposes on weekends, public holidays and school holidays, and in rainy conditions need to 
be investigated. These aspects need to be studied through greater data collection of smart card 
data (weekly, seasonally and yearly). 
5.  A comparison of different temporal and spatial sample sizes on different days on the accuracy 
level of the estimated O-D matrices is another area of possible future research. 
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