Abstract-In this paper we present an original framework to extract representative groups from a dataset, and we validate it over a novel case study. The framework specifies the application of different clustering algorithms, then several statistical and visualisation techniques are used to characterise the results, and core classes are defined by consensus clustering. Classes may be verified using supervised classification algorithms to obtain a set of rules which may be useful for new data points in the future. This framework is validated over a novel set of histone markers for breast cancer patients. From a technical perspective, the resultant classes are well separated and characterised by low, medium and high levels of biological markers. Clinically, the groups appear to distinguish patients with poor overall survival from those with low grading score and better survival. Overall, this framework offers a promising methodology for elucidating core consensus groups from data.
I. INTRODUCTION
Clustering has become a widely used approach to extrapolate important information from data and to separate different groups that share similar characteristics within them. Cluster analysis may be thought of as the discovery of distinct and non-overlapping sub-partitions within a larger population [1] . Many different clustering techniques are known today, but often only a few selected methods are used in any given domain. For example, in breast cancer studies, researchers tend to focus on a single algorithm, usually hierarchical clustering [2] , [3] , [4] . Choosing which method to use is not an easy task, as different clustering techniques return different groupings. Consequently, it has been demonstrated [5] , [6] that the use of several methods is preferable in order to extract as much information as possible from the data.
When using more than one algorithm, it is then common to define a consensus across the results [7] in order to integrate diverse sources of similarly clustered data [8] and to deal with the stability of the results obtained from different techniques. Several approaches have been proposed for this task. Kellam and colleagues [7] identified robust clusters by the implementation of a new algorithm called 'Clusterfusion'. It takes the results of different clustering algorithms and generates a set of robust clusters based upon the consensus of the different results of each algorithm.
Another approach, suggested by Monti and colleagues [1] , deals with class discovery and clustering validation tailored to the task of analysing gene expression data. The methodology, termed 'consensus clustering', provides a method, in conjunction with resampling techniques, to represent the consensus across multiple runs of a clustering algorithm and to assess the stability of the discovered clusters.
Filkov and Skiena suggested to exploit the popularity of cluster analysis of biological data by integrating clusterings from existing data sets into a single representative clustering based on pairwise similarities of the clusterings. The goal of their consensus clustering was to eliminate the likely noise and incongruencies from the original classifications. Their proposed representative clustering was the one that minimised the distance to all the other partitions [8] .
In another approach, Swift and colleagues used consensus clustering to improve confidence in gene-expression analysis, on the assumption that microarray analysis using clustering algorithms can suffer from lack of inter-method consistency in assigning related gene-expression profiles to clusters [9] . To assess gene-expression cluster consistency, the use of the weighted-kappa metric was analysed. This metric is generally used as a comparison between two data partitions as it rates the agreement between the classification decisions made by two or more observers. In this approach, the two observers are the clustering methods.
In addition to clustering methods, supervised classification techniques are widely used to learn classification rules from a set of labelled cases (training set) to label new cases in a test set. Many different supervised classification methods have been developed in recent years, such as Neural Networks, Classification Trees, Bayesian Classifiers and many more.
In this paper, an original algorithmic framework to elucidate a set of core groups in a dataset is proposed and validated over a novel set of breast cancer histone markers. At the beginning of this framework, different clustering algorithms are applied, and through a consensus clustering a set of common classes is defined in order to determine the fundamental characteristics of data expressed by different groups. Then these core groups may be assessed using supervised classification methods and characterised by the application of a set of visualisation techniques.
The paper is organised as follows: in Section 2, the proposed framework is presented and explained in detail. Section 3 is reserved for the experiment settings and the validation of the framework over a novel set of breast cancer histone markers provided by the Division of Molecular and Cellular Sciences, Centre for Biomolecular Sciences, School of Pharmacy at the University of Nottingham. In Section 4 a discussion of the results is reported together with directions for future research.
II. STRATEGY
The proposed framework needs several input sets of methods and parameters, and it is formed by different logical 978-1-4244-8126-2/10/$26.00 ©2010 IEEE steps which will be described below. In its most general parameterisation, the framework F may be written as
where the input arguments are as follows:
• The dataset under investigation Ω.
• The set of preliminary data analysis techniques and preprocessing algorithms P .
• The collection of several clustering techniques C which may be applied.
• The collection V of several validity indices which may be used to assess the grouping returned by cluster analysis.
• The set K of concordance measures (like the kappa coefficient of agreement, or Rand indexes).
• The collection B of visualisation techniques to characterise the groupings.
• The set of several supervised learning techniques S.
• The statistical coefficient a to assess the association between groups and variables of interest. An organisation chart showing the overall approach and the logical steps used in this proposed pipeline is reported in Figure 1 . Following this structure, each step of the framework is now presented. [6] , [5] , [10] ). This does not mean that these four are the best techniques to use, but they are among the most widely used clustering methods in machine learning and data mining as they performed quite well on a considerable amount of problems [5] , [10] , [11] . 3) In this step, validity indices are applied to clustering results. One of the main problems related to cluster analysis is the choice of the number of clusters. To address this issue some external validation criteria (validity indices) may be used to compare one cluster solution to other cluster solutions and to choose the one suggested as optimal. Although there are many variations of validity indices, they are all either based on considering the data dispersion in a cluster and between clusters, or considering the scatter matrix of the data points and the one of the clusters centres. Several validity indices have been proposed in literature, but in this framework only few have been considered. The indices of Calinski and Harabasz [12] , Hartigan [13] , Scott and Symons [14] , Marriot [15] and the two proposed by Friedman and Rubin [16] are used for partitional clustering (K-means and PAM). Instead, for the FCM method, the indices of Gath and Geva [17] , Xie-Beni [18] , and Bezdek [19] have been used. According to specific rules (see [20] and [21] for details), they all indicate the appropriate number of groups to consider in the analysis. When indices indicate different numbers, it is possible to use them to rank in order the suggested groupings and then take the minimum sum of ranks as a form of agreement between indices.
4) When clusters are returned, a general characterisation of them can be obtained through visualisation techniques. Biplots, which are built considering the first two principal components and represent clusters projected on them, are a useful tool as they provide a picture where the clusters have been 'spread out' as much as possible.
Another technique for visualisation is the boxplot. It shows the distribution of each variable, computing its median value, the lower and upper quartiles and any outlier [22] . Through the computation of the boxplots of all variables divided by clusters and using the biplots as well, it is possible to obtain a first 'informal' description of the groupings obtained by the clustering techniques.
In addition, the agreement between classifications returned is, in this guideline, assessed either using the Cohen's kappa and weighted kappa indices [23] , [24] , or the Rand and adjusted Rand indices [25] , [26] . All these indices also give an indication about how likely will be to get a good consensus between classifications. Cohen's kappa index (κ) is a statistical measure of interrater agreement for qualitative (categorical) items [23] .
It is generally thought to be a more robust measure than the percentage or proportion of agreement, since κ takes into account the agreement occurring by chance. Cohen's kappa is defined as
where p o is the observed proportion of agreement, and p c is the proportion of agreement expected by chance. Kappa takes negative values when there is less observed agreement than is expected by chance, zero when observed agreement can be (exactly) accounted for by chance, and one when there is complete agreement [23] .
Cohen also introduced the weighted kappa index κ w , considering the proportion of weighted disagreement. To find the latter, disagreement weight, v ij , are defined by means of any judgment procedure set up to yield a ratio scale. It is convenient (even though not necessary) to assign zero to the 'perfect' agreement and the length of the vector of weights must equal the number of rating categories. Weighted kappa is then given by
where p oij is the proportion of the joint judgments (N in number) observed in the ij cell, and p cij is the proportion in the cell expected by chance. Like the 'unweighted' kappa index, κ w is fully chance corrected. In this study, weights are set in decreasing order from one (perfect agreement) to zero (complete disagreement) and all levels disagreement between raters are weighted according to their distance from perfect agreement [24] . Another widely used measure to assess the agreement between classifications is the Rand index [25] . Given a set of objects S, suppose U and V represent two different partitions of the objects in S. Let a be the number of pairs of objects that are placed in the same element in partition U and in the same element in partition V , and d be the number of pairs of objects in different elements in partitions U and V [27] . The Rand index [25] is defined simply as the fraction of agreement, i.e.
R(U, V
The Rand index lies between 0 and 1, as, by definition, it is normalised. When the two partitions are identical, the Rand index is 1 [27] . However, the expected value of the Rand index of two random partitions does not take a constant value. For this reason, Hubert and Arabie [26] defined the adjusted Rand index which corrects for this by assuming the general form index − expected index maximum index − expected index .
In this general form the index is bounded above by 1, and takes the value 0 when the index equals its expected value [28] . As for the Rand index, a higher adjusted Rand index means a higher correspondence between the two partitions. 5) As per Figure 1 , the next step is related to classes definition. This is done via a consensus clustering which may be performed in several ways. In this proposed framework, the classifications obtained by different clustering algorithms are used and, looking at the biplots, the cluster labels are aligned in order to have the same patient assigned to the cluster named in the same way by different algorithms. Looking then at the same cluster number / label across all methods, core classes are defined by taking into consideration those cases assigned to the same group by different methods. Two principles were used to guide the definition of consensus classes: (i) to include as many instances as possible and (ii) to take into account as many clustering algorithms as possible among the ones applied. However, it may happen [6] that these principles conflict, especially when the agreement between clustering methods is not high, and that the strict application of the second principle leads to a decrease in the number of patients assigned to classes. If this happens, it is then possible to employ a heuristic trade-off between the two principles [6] . 6) To assess and verify the classes defined by the consensus clustering, supervised classification techniques may be used. Among them, the C4.5 classifier (C4.5), the MultiLayer Perceptron Artificial Neural Network (MLP-ANN) and the naive Bayes classifier are considered in this framework. When data do not follow a normal distribution, a 'non-parametric' Bayesian classifier (NPBC) (recently developed and presented in [29] ) may be used. 7) In the last step, the identified core classes are described resorting again to biplots and boxplots. When computing the biplots of classes, the 'not classified' cases usually are concentrated in the middle of the region. In addition, the correlation between classes and particular features of interest is computed resorting to the Phi (φ) statistics [30] .
III. VALIDATION

A. Experiment settings
To validate the approach presented in the previous section, the framework was applied in the following configuration: (Ω 1 , P 1 , C 1 , V 1 , K 1 , B 1 , S 1 , φ) where each input set is now described.
• Ω 1 = A novel dataset provided by the School of Pharmacy at the University of Nottingham.
• P 1 = {Deletion of rows where missing values appear, descriptive statistics computation}.
• V 1 = {The same validity indices reported in the previous Section and already used in [6] and [21] }.
• B 1 = {Biplots, boxplots}.
• S 1 = {C4.5}.
• φ as the index to assess the association between classes and clinical variables available. The choice of using the above configuration is motivated by the robustness of the clustering algorithms and by the C4.5 producing a set of rules easily understandable by clinicians, which are usually not familiar with computational analysis.
B. Case study
The dataset Ω 1 used to validate the proposed approach was a collection of 1254 consecutive breast tumours diagnosed from 1986 to 1998 included in the Nottingham Tenovus Primary Breast Carcinoma Series. Full details of the characterisation of the tissue microarray and the cohort of the patients are described in [31] , [32] . Survival data were maintained on a prospective basis. Breast cancer specific survival was taken as the time (in months) from the date of the primary surgical treatment to the time of death from breast cancer [32] . A grading score was also available in this dataset. Grade is one of the components of the Nottingham Prognostic Index [33] and is determined by the microscopic evaluation of tumour cells by pathologists [34] , [35] .
Breast cancer tissue microarrays were prepared and immunohistochemically stained to detect four histone markers as described in [36] . Each case was sampled twice from both the centre and the periphery of the tumour. The histone markers selected for this study were hMOF, ACH4K16, H3K9Me3 and SUV. They all have different functions: hMOF is a histone transferase enzyme which is responsible for H4K16 acetylation. ACH4K16 is a marker of active gene, while H3K9Me3 is a marker of silenced gene. Finally, SUV is the main factor responsible for H3K9 tri-methylation [37] .
C. Results
This collection of data presented many missing values; for the analysis described below, the four histone markers were only considered as well as those patients for which all the information was present, thus reducing the number of patients to 347. The basic descriptive statistics like minimum, mean and maximum values for each feature were computed and together with the deletion of all rows where missing values were found, they formed the pre-processing techniques of the P 1 input set.
To assess the grouping, the KM, PAM and FCM algorithms (see [38] , [39] , [40] ) were applied with the number of clusters varying between two and twenty (the number of clusters is an explicit input parameter for all algorithms).
For the partitional clustering (KM and PAM), the same validity indices used in [6] were used for these experiments, as well as the decision rules reported in Table 1 of the same paper. The values of the indices for both K-means and PAM, for 2 to 20 clusters are shown in Figure 2 ; (a) shows the validity decision rule values obtained for K-means and (b) shows those obtained for PAM. The best number of clusters according to each validity index, for each clustering algorithm, is shown in Table I . This corresponds to either the maximum or the minimum decision rule value (depending on the index), as indicated by the solid circle in Figure 2 . When FCM was applied, four validity indices were considered, and their values for 2 to 20 clusters are shown in Figure 3 . The best number of clusters according to each validity index, for FCM clustering algorithm, is shown in Table II . This corresponds to either the index maximum or minimum, as indicated by the solid circle in Figure 3 . From Table I it can be seen that all indices applied to the PAM results suggested three groups, while such an agreement was not evident in the case of K-means algorithm. However, resorting to the minimum sum of ranks for the indices, it could be observed that both methods indicated three as the best number of clusters. For the Fuzzy C-means algorithm, instead, the minimum sum of ranks for the indices indicated two clusters. However, as three was the second best number of clusters and in order to be consisted with KM and PAM results, three groups were also considered for the Fuzzy Cmeans algorithm. The cluster distribution (number of patients in each cluster) obtained for the K-means, PAM and FCM methods is reported in Table III . The correspondence of patients assigned in the three clusters solution for each of the methods was then examined resorting to both the unweighted and weighted kappa index κ. For the weighted-kappa index, weights were set in decreasing order from one (perfect agreement) to zero (complete disagreement) with a 0.5 step between levels. Results are reported in Table IV . From this table, an almost perfect agreement between the three techniques is visible. Focusing on the cluster correspondences, core classes containing the biggest possible number of patients were defined. Considering the agreement among the clustering techniques and looking at those patients assigned to the same group by the different methods, three common classes were created containing the 91.1% of the overall population. In practice, 31 patients were not assigned to any of these three classes and were placed into a 'not classified' (NC) group. The distribution of patients in the three 'common' classes is reported in Table V , together with the rule applied to define each class. Biplots of the three consensus classes were produced and are reported in Figures 4 and 5 , which provide a visualisation of the classes projected on the first two principal components. The arrows in the plots represent the variables (markers) and their direction indicate in which group they are more expressed. Figure 4 shows the biplot obtained for all patients, in which the cases not assigned to any class (NC) are represented by empty circles. It can be seen that these fall mainly into the centre region of the biplot. Figure 5 shows the biplot obtained for only those patients assigned to classes 1 -3. The first axis was mainly determined, on the left, by ACH4K16 and H3K9Me3 markers, while the second one is determined, on the bottom, by hMOF over-expression. Figure 6 shows boxplots of all four markers, (a) for those cases assigned to classes 1 to 3, and (b-d) for each class separately.
By visual inspection of both the biplots and the boxplots, an 'informal' description of each class could be derived. It seems quite evident that class 3 is mainly characterised by low expression of all the four markers. Compared to the overall distribution, class 2 appears to express higher values while class 1 is quite similar, especially with respect to hMOF and ACH4K16.
Starting from these consensus/common data, we investigated whether it was possible to establish a set of rules to determine in which group a patient is more likely to be assigned starting from its variables values. To do so, supervised machine learning algorithms were used (results not shown).
As mentioned before, several items of clinical information were also available for this study. In particular, the overall survival of patients was considered, and using the KaplanMeier estimator [41] , [42] a curve of the predicted survival against time for each class was produced. The Kaplan-Meier curves obtained for this study are reported in Figure 7 . It is important to note that several rows, representing patients with missing information about survival time and recurrence, were deleted for computation of the curves, leaving the total number of patients equal to 291. The best overall survival is visible for patients grouped in class 2, which is characterised by high values of covariates. Classes 1 and 3 have the worst, equally poor, survival. These results are in agreement with those previously obtained in [32] and [43] where high values of hMOF and ACH4K16 were associated with a better survival.
As a last analysis, the association between tumour grade [34] , [35] and classes was assessed, resorting to the Phi (φ) statistics [30] . This association is reported in Table VI where the total number of patients is 313, as there were 3 missing information for grade. Although the Phi statistic is low, an interesting result may still be inferred from Table VI. As a matter of fact, it can be seen that the majority of high grade patients, which are known to have a poor prognosis [34] , are grouped in classes 1 and 3, which, according to the Kaplan-Meier curves reported in Figure 7 are the groups with the worst overall survival. This proves that the common classes, which are derived only on the basis of the four markers and without using any clinical data, are able to group together patients with similar outcome.
IV. DISCUSSION
In this paper we have presented a novel framework to allow the elucidation of core classes within a dataset. It follows a logical scheme in which at the beginning unsupervised clustering techniques are used to group patients (or any kind of data) in clusters which share similar characteristics. It is important to use more than a single clustering method, as it has been proved in literature [5] , [6] that different algorithms return different groups and it is not possible to say which, if it really exists, is the best clustering technique to use. By a visual inspection of the results and by using an index to assess the degree of agreement between different classifications, an 'informal' consensus clustering may be derived, considering those patients assigned to the same group by different algorithms as 'in-class' and labelling all the others as 'not classified'. The resulting classes may be then analysed in different ways, either using biplots and boxplots, or looking at their relations with other variables (which, in this study, were several clinical information). In any of those cases, automated supervised classification techniques may be used to confirm and assess the identified grouping.
We validated the proposed approach on a dataset of breast cancer histone biomarkers which was provided by the Division of Molecular and Cellular Sciences in the School of Pharmacy at the University of Nottingham. The three common classes identified by the consensus clustering have a quite clear definition. In fact the three groups are somehow characterised by low / intermediate / high markers levels. Moreover, the agreement between classifications (kappa and weighted kappa indexes) is very high. From a clinical point of view, the second class presents a higher survival rate than the other two, so leading to the conclusion that the higher the values of biomarkers, the better the prognosis for the patient. A similar result was reported in [32] , where more histone markers were considered and just two clustering algorithms were applied.
Although the results obtained so far still need afinal interpretation from clinicians and researchers at the Schools of Pharmacy, this study served to present and validate our proposed procedure, which, so far, has given very promising and encouraging results.
As a future work different data sets will be used to validate again the framework. In addition, model-based clustering approaches and semi-supervised learning techniques will be considered and their inclusion in the proposed framework will be evaluated. Finally, this work will be extended to include comparisons to other approaches recently developed (e.g. [44] ).
