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Abstract
In this paper we obtain stability criteria for linear periodic impulsive Hamiltonian systems. A Lyapunov
type inequality is established. Our results improve also the ones previously obtained for systems without
impulse effect.
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1. Introduction
The Hamiltonian system of 2n linear first-order differential equations has the form
y′ = JH(t)y, t ∈ R, (1.1)
where H(t) is a symmetric 2n × 2n matrix with entries hjk(t) being real-valued piece-wise
continuous functions defined on R, and
J =
[ 0 In
−In 0
]
,
in which In is the unit n × n matrix.
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y1(t) = x(t), y2(t) = u(t),
and
h12(t) = h21(t) = a(t), h22(t) = b(t), h11(t) = c(t),
we can write the vector equation (1.1) as
x′ = a(t)x + b(t)u, u′ = −c(t)x − a(t)u, t ∈ R. (1.2)
We remark that the second-order differential equation(
p(t)x′
)′ + q(t)x = 0, t ∈ R, (1.3)
where p(t) and q(t) are real-valued functions and p(t) = 0 for any t ∈ R, can be written as
an equivalent Hamiltonian system of type (1.2). Indeed, let x(t) be a solution of (1.3) and set
p(t)x′(t) = u(t). Then we have
x′ = 1
p(t)
u, u′ = −q(t)x.
So, (1.3) is equivalent to (1.2) with
a(t) ≡ 0, b(t) = 1
p(t)
, c(t) = q(t).
Next, assume that system (1.2) is T -periodic, i.e., the coefficients a(t), b(t), and c(t) satisfy
the periodicity conditions
a(t + T ) = a(t), b(t + T ) = b(t), c(t + T ) = c(t), t ∈ R.
Definition 1.1. The system (1.2) is said to be stable if all solutions are bounded on R, unstable
if all nontrivial solutions are unbounded on R, and conditionally stable if there exits a nontrivial
solution bounded on R.
In [5] M. Krein proved the following result (see Sections 7 and 8 therein).
Theorem 1.1. If
b(t) 0, c(t) 0, b(t)c(t) − a2(t) 0; (1.4)
T∫
0
b(t)dt
T∫
0
c(t)dt −
( T∫
0
a(t)dt
)2
> 0; (1.5)
T∫
0
∣∣a(t)∣∣dt +
{ T∫
0
b(t)dt
T∫
0
c(t)dt
}1/2
< 2, (1.6)
then system (1.2) is stable.
In [3] the conditions (1.4) and (1.5) of Theorem 1.1 were slightly changed and the following
result was proved by a different method.
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b(t) > 0, c(t) 0, b(t)c(t) − a2(t) 0; (1.7)
b(t)c(t) − a2(t) ≡ 0; (1.8)
T∫
0
∣∣a(t)∣∣dt +
{ T∫
0
b(t)dt
T∫
0
c(t)dt
}1/2
< 2, (1.9)
then system (1.2) is stable.
In the present paper we aim to extend Theorem 1.2 to the case of periodic system (2.1).
A similar problem for second-order periodic equations of the form (2.2) was recently investigated
by the present authors in [4]. It should be noted that our results are new even for the special
case (1.2), and in particular the conditions of Theorem 1.2 are weakened.
The paper is organized as follows. In Section 2 we introduce an impulsive version of the
Hamiltonian system (1.2) and outline some basics facts about Floquet theory for impulsive equa-
tions. The main results of the paper, stability criteria, are stated in Section 3. The proof of the
theorems are given in Section 4. Finally, in Section 5 we derive a Lyapunov inequality for im-
pulsive Hamiltonian system (2.1) which is closely related to the stability criteria obtained.
2. Preliminaries
Let {τi} (i ∈ Z) be a sequence of real numbers. Suppose that τi < τi+1 for all i ∈ Z and there
exist a positive real number T and a positive integer r such that
τi+r = τi + T (i ∈ Z), 0 < τ1 < τ2 < · · · < τr < T .
We denote by PC[0, T ] the set of functions
f : [0, T ] \ {τ1, τ2, . . . , τr} → R
such that f ∈ C([0, T ] \ {τ1, τ2, . . . , τr}) and the left-hand limit f (τi−) and the right-hand limit
f (τi+) exist (finite) for each i ∈ Nr1 , where
Nr1 ≡ {1,2, . . . , r}.
As usual, by PC1[0, T ] we mean the set of functions f ∈ PC[0, T ] whose first-order derivatives
belong to PC[0, T ].
Let a, b, c :R \ {τi : i ∈ Z} → R and αi,βi ∈ R (i ∈ Z) satisfy the following conditions:
a(t + T ) = a(t), b(t + T ) = b(t), c(t + T ) = c(t), t ∈ R \ {τi : i ∈ Z};
αi = 0, αi+r = αi, βi+r = βi, i ∈ Z;
a, b, c ∈ PC[0, T ], b(t) > 0.
The first two conditions are the periodicity conditions.
We are concerned with the stability (Definition 1.1) of linear impulsive Hamiltonian system
x′ = a(t)x + b(t)u, u′ = −c(t)x − a(t)u, t = τi,
x(τi+) = αix(τi−), u(τi+) = αiu(τi−) − βix(τi−), (2.1)
where t ∈ R and i ∈ Z.
1198 G.Sh. Guseinov, A. Zafer / J. Math. Anal. Appl. 335 (2007) 1195–1206Setting a(t) ≡ 0, b(t) = 1/p(t), and c(t) = q(t) in (2.1) we obtain a second-order impulsive
equation of the form(
p(t)x′
)′ + q(t)x = 0, t = τi,
x(τi+) = αix(τi−), (px′)(τi+) = αi(px′)(τi−) − βix(τi−). (2.2)
The theory of impulsive differential equations has been developed very extensively over the
past 20 years, see [1,7] and references cited therein. This is possibly due to the fact that such equa-
tions provide adequate mathematical models of several processes and phenomena encountered
in physics, biology, engineering, etc. Below we only provide some basic facts about impulsive
system (2.1), see [7] for more details.
Let
X(t) =
[
x1(t) x2(t)
u1(t) u2(t)
]
, X(0) = I2,
be a fundamental matrix solution of (2.1). Under the above periodicity conditions system (2.1)
becomes periodic and therefore the Floquet theory holds. For details of the Floquet theory we
refer to [1,7] in the presence of impulse and to [2,6] for equations without impulse.
The Floquet multipliers (real or complex) of (2.1) are the roots of
det
(
ρI2 − X(T )
)= 0,
which is equivalent to
ρ2 − Aρ + B = 0, (2.3)
where
A = x1(T ) + u2(T ), B =
r∏
i=1
α2i . (2.4)
It follows from the Floquet theory that corresponding to each (complex) root ρ there is a non-
trivial solution y(t) = (x(t), u(t)) of (2.1) such that
y(t + T ) = ρy(t), t ∈ R \ {τi : i ∈ Z}. (2.5)
Note that if ρ1 and ρ2 are the Floquet multipliers, then we have
ρ1 + ρ2 = A, ρ1ρ2 = B.
System (2.1) has two linearly independent solutions and any solution of (2.1) can be written as
their linear combination.
In view of (2.5) we easily obtain that
y(t + kT ) = ρky(t), k ∈ Z.
Clearly, if |ρ| = 1 then y(t) is an unbounded solution of system (2.1). It follows that if∏r
i=1 α2i = 1 then B = ρ1ρ2 = 1 and so at least one of the multipliers will have modulus dif-
ferent from 1. Therefore (2.1) cannot be stable unless B = 1.
Clearly, if B = 1, then (2.3) becomes
ρ2 − Aρ + 1 = 0. (2.6)
Since the coefficients in Eq. (2.1) are real, the components of solutions (x1(t), u1(t)) and
(x2(t), u2(t)) can be taken real-valued. Obviously, the number A defined by (2.4) then becomes
real as well.
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Proof. It is clear that if A2 − 4 = 0 then the two roots ρ1 and ρ2 of the quadratic equation
in (2.6) are distinct. We may assume without any loss of generality that |ρ1|  |ρ2|. It follows
that system (2.1) has two linearly independent solutions ψ1(t) and ψ2(t) such that for all t ∈
R \ {τi : i ∈ Z},
ψ1(t + T ) = ρ1ψ1(t), ψ2(t + T ) = ρ2ψ2(t) (2.7)
and hence for all k ∈ Z,
ψ1(t + kT ) = ρk1ψ1(t), ψ2(t + kT ) = ρk2ψ2(t). (2.8)
Suppose that |A| > 2. Then the numbers ρ1 and ρ2 are real. Since ρ1ρ2 = 1, we see that
|ρ1| > 1 and |ρ2| < 1. Fixing t and letting k → ±∞ in (2.8) we see that every nontrivial linear
combination of ψ1 and ψ2 becomes unbounded on R, implying that system (2.1) is unstable.
If |A| < 2, then ρ1 and ρ2 are complex conjugate with |ρ1| = |ρ2| = 1. In this case we have∣∣ψ1(t + T )∣∣= ∣∣ψ1(t)∣∣, ∣∣ψ2(t + T )∣∣= ∣∣ψ2(t)∣∣, t ∈ R \ {τi : i ∈ Z},
which implies that both ψ1(t) and ψ2(t) are bounded on R, and hence system (2.1) is stable. 
Remark 2.1. If |A| = 2, then system (2.1) is stable when u1(T ) = x2(T ) = 0; but conditionally
stable and not stable otherwise.
3. Stability criteria
In what follows
c+(t) = max{c(t),0}, (βi
αi
)+
= max
{
βi
αi
,0
}
. (3.1)
The main results of this paper are given in the following two theorems.
Theorem 3.1. Assume that
r∏
i=1
α2i = 1; (3.2)
T∫
0
(
c(t) − a
2(t)
b(t)
)
dt +
r∑
i=1
βi
αi
> 0; (3.3)
T∫
0
∣∣a(t)∣∣dt +
( T∫
0
b(t)dt
)1/2{ T∫
0
c+(t)dt +
r∑
i=1
(
βi
αi
)+}1/2
 2. (3.4)
Then impulsive system (2.1) is stable.
In case (3.3) fails we have the following alternative.
Theorem 3.2. Assume that (3.2) and (3.4) hold, and a/b ∈ C[0, T ]. If
T∫ (
c(t) − a
2(t)
b(t)
)
dt +
r∑
i=1
βi
αi
= 0 (3.5)0
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βi = 0, ∃i ∈ Nr1 = {1,2, . . . , r}, (3.6)
or
βi = 0, ∀i ∈ Nr1 , a/b /∈ PC1[0, T ], (3.7)
or
βi = 0, ∀i ∈ Nr1 , a/b ∈ PC1[0, T ],
(
a(t)
b(t)
)′
− c(t) + a
2(t)
b(t)
≡ 0, (3.8)
then impulsive system (2.1) is stable.
If there is no impulse, i.e., αi = 1 and βi = 0 for all i ∈ Z, then Theorems 3.1 and 3.2 result
in the following new stability criteria for (1.2), cf. Theorems 1.1 and 1.2.
Corollary 3.1. Assume that
b(t) > 0,
T∫
0
(
c(t) − a
2(t)
b(t)
)
dt > 0; (3.9)
T∫
0
∣∣a(t)∣∣dt +
( T∫
0
b(t)dt
)1/2( T∫
0
c+(t)dt
)1/2
 2. (3.10)
Then system (1.2) is stable.
Corollary 3.2. Assume that (3.10) holds, a/b ∈ C[0, T ],
b(t) > 0,
T∫
0
(
c(t) − a
2(t)
b(t)
)
dt = 0; (3.11)
either
a/b /∈ PC1[0, T ] (3.12)
or
a/b ∈ PC1[0, T ],
(
a(t)
b(t)
)′
− c(t) + a
2(t)
b(t)
≡ 0. (3.13)
Then impulsive system (1.2) is stable.
Set a(t) ≡ 0, b(t) = 1/p(t), and c(t) = q(t) in Theorems 3.1 and 3.2. In this case we recover
[4, Theorem 4.4].
Corollary 3.3. Assume that (3.2) holds and
(i) ∫ T0 q(t)dt +∑ri=1 βiαi  0, either q(t) ≡ 0 on [0, T ] \ {τ1, τ2, . . . , τr} or βi = 0 for some
i ∈ {1, . . . , r};
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Then Eq. (2.2) is stable.
4. Proof of the theorems
In what follows, by a zero of a function x(t) we mean a real number t0 for which x(t0−) = 0
or x(t0+) = 0. Obviously, if x(t) is continuous at t0 then t0 becomes a real zero, i.e., x(t0) = 0.
Since αi = 0, for a solution x(t) of Eq. (2.1) x(t0−) = 0 implies x(t0+) = 0 and conversely. In
case no such t0 exists we will write x(t) = 0.
First we give the following lemmas which we will rely on in proving the stability criteria
stated in the previous section.
Lemma 4.1. Suppose that (3.2) and (3.3) hold. If
A2  4, (4.1)
then system (2.1) has a nontrivial solution y(t) = (x(t), u(t)) possessing the following proper-
ties: there exist two points t1 and t2 in R such that 0 t1  T , t2 > t1, t2 − t1  T , x(t) has zeros
at t1 and t2, and x(t) = 0 for all t1 < t < t2.
Proof. Since A2  4 by (4.1), it follows from the discussion in Section 2 that system (2.1) has a
nontrivial solution y(t) = (x(t), u(t)) having the property that
y(t + T ) = ρy(t) for all t ∈ R \ {τi : i ∈ Z}, (4.2)
where ρ is a nonzero real number. Since system (2.1) is linear, we may assume without loss of
generality that the components x(t) and u(t) of y(t) are real
Firstly, we show that x(t) must have at least one zero in the segment [0, T ]. If not, then by
(4.2) x(t) = 0 for all t ∈ R. Define
w(t) = u(t)
x(t)
, t ∈ [0, T ]. (4.3)
It is easy to see that
w′ = −c(t) + a
2(t)
b(t)
−
(√
b(t)w + a(t)√
b(t)
)2
, t = τi ∈ [0, T ], (4.4)
w(τi+) − w(τi−) = −βi
αi
. (4.5)
Further, by (4.2) we have
w(0) = w(T ). (4.6)
In view of (4.5) and (4.6), integrating (4.4) over [0, T ] we get
T∫
0
(
c(t) − a
2(t)
b(t)
)
dt +
r∑
i=1
βi
αi
= −
T∫
0
(√
b(t)w + a(t)√
b(t)
)2
dt  0, (4.7)
which contradicts (3.3). Thus x(t) must have a zero at a point t1 ∈ [0, T ].
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[t1, t1 + T ], x(t) may have only finitely many zeros. Denote by t2 the smallest zero of x(t) lying
to right of t1 and different from t1. Clearly t2  t1 + T , t2 > t1, and x(t) = 0 for all t ∈ (t1, t2).
Thus the lemma is proved. 
Lemma 4.2. Suppose that (3.2) and (4.1) hold, a/b ∈ C[0, T ], and
T∫
0
(
c(t) − a
2(t)
b(t)
)
dt +
r∑
i=1
βi
αi
= 0. (4.8)
Then the conclusion of Lemma 4.1 remains valid provided either (3.6) or (3.7) or (3.8) holds.
Proof. We proceed as in the proof of the previous lemma until (4.7). Using (4.8) in (4.7) we
have √
b(t)w + a(t)√
b(t)
= 0, t ∈ [0, T ],
which is equivalent to
b(t)u + a(t)x = 0, t ∈ [0, T ]. (4.9)
In view of the first equation in (2.1) and (4.9) we see that
x(t) = ci, t ∈ (τi, τi+1), i ∈ Nr0 ≡ {0,1, . . . , r}, (4.10)
where ci is a constant and we put τ0 = 0 and τr+1 = T . Then by (4.9) we obtain
u(t) = −a(t)
b(t)
ci, t ∈ (τi, τi+1), i ∈ Nr0 . (4.11)
From the impulse conditions in (2.1) we also have, taking into account that a/b is continuous
on [0, T ],
ci = αici−1, i ∈ Nr1 ; (4.12)
βici−1 = 0, i ∈ Nr1 . (4.13)
Since x(t) has no zero by our assumption, we have that ci = 0 for any i ∈ Nr1 .
Now under the condition (3.6), (4.13) gives a contradiction. Next, under the condition (3.7),
(4.11) gives a contradiction, since u(t) belongs to PC1[0, T ] as solution of system (2.1). Finally,
under the condition (3.8) substituting (4.10) and (4.11) into the second equation in (2.1), we get[(
a(t)
b(t)
)′
− c(t) + a
2(t)
b(t)
]
ci = 0, t ∈ (τi, τi+1), i ∈ Nr0 .
But this contradicts (3.8).
The remainder of the proof is exactly the same as that of the previous lemma after (4.7)
therein. 
Lemma 4.3. Suppose that either the conditions of Lemma 4.1 or Lemma 4.2 hold. Then the
inequality
T∫
0
∣∣a(t)∣∣dt +
( T∫
0
b(t)dt
)1/2{ T∫
0
c+(t)dt +
r∑
i=1
(
βi
αi
)+}1/2
> 2 (4.14)
is satisfied.
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t1, t2 ∈ [0, T ] (t1 < t2  t1 + T ) of x(t) such that x(t) = 0 for all t ∈ (t1, t2).
Define
z(t) = 1
α1α2 · · ·αi x(t), v(t) =
1
α1α2 · · ·αi u(t), (4.15)
for t ∈ (τi, τi+1) and i ∈ Nr0 , where we put again τ0 = 0, τr+1 = T , and make a convention that
α1α2 · · ·αi = 1 if i = 0.
It is easy to verify that
z′ = a(t)z + b(t)v, v′ = −c(t)z − a(t)v, t = τi,
z(τi+) = z(τi−), v(τi+) = v(τi−) − βi
αi
z(τi−), (4.16)
where t ∈ [0, T ] and i ∈ {1,2, . . . , r}.
We may define z(τi) = z(τi−) so as to make z(t) continuous on [0, T ]. Moreover, z′ ∈
PC[0, T ], z(t1) = z(t2) = 0, and z(t) = 0 for all t ∈ (t1, t2). We may assume without loss of
generality that z(t) > 0 on (t1, t2).
It is easy to see that
(vz)′ = −c(t)z2 + b(t)v2, t = τi,
(vz)(τi+) − (vz)(τi−) = −βi
αi
z2(τi). (4.17)
Integrating from t1 to t2 leads to
∑
t1τi<t2
βi
αi
z2(τi) =
t2∫
t1
[
b(t)v2(t) − c(t)z2(t)]dt, (4.18)
from which we have
t2∫
t1
b(t)v2(t)dt 
t2∫
t1
c+(t)z2(t)dt +
∑
t1τi<t2
(
βi
αi
)+
z2(τi). (4.19)
On the other hand, if we let
max
{
z(t): t ∈ (t1, t2)
}= z(t0),
then in view of
z(t0) =
t0∫
t1
[
a(t)z(t) + b(t)v(t)]dt
and
−z(t0) =
t2∫
t0
[
a(t)z(t) + b(t)v(t)]dt
we see that
2z(t0)
t2∫ ∣∣a(t)∣∣z(t)dt +
t2∫
b(t)
∣∣v(t)∣∣dt. (4.20)
t1 t1
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can be estimated as follows:
t2∫
t1
b(t)
∣∣v(t)∣∣dt 
( t2∫
t1
b(t)dt
)1/2( t2∫
t1
b(t)v2(t)dt
)1/2

( t2∫
t1
b(t)dt
)1/2( t2∫
t1
c+(t)z2(t)dt +
∑
t1τi<t2
(
βi
αi
)+
z2(τi)
)1/2
< z(t0)
( t2∫
t1
b(t)dt
)1/2( t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+)1/2
,
where we have used z(t0) z(t) and z(t) ≡ z(t0) on (t1, t2).
Therefore, from (4.20) we get
2 <
t2∫
t1
∣∣a(t)∣∣dt +
( t2∫
t1
b(t)dt
)1/2( t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+)1/2
, (4.21)
and hence
2 <
t1+T∫
t1
∣∣a(t)∣∣dt +
( t1+T∫
t1
b(t)dt
)1/2( t1+T∫
t1
c+(t)dt +
∑
t1τi<t1+T
(
βi
αi
)+)1/2
.
Finally, if we use the periodicity condition then (4.14) follows. 
Now we are in a position to prove theorems (Theorems 3.1 and 3.2). In fact, we only give the
proof of Theorem 3.1 as that of Theorem 3.2 is exactly the same.
Proof of Theorem 3.1. In virtue of Lemma 2.1 it is sufficient to show that A2 < 4. Assume on
the contrary that A2  4. Then applying Lemma 4.3 we see that inequality (4.14) holds, which
contradicts condition (3.4). Thus A2 < 4 and hence system (2.1) is stable. This completes the
proof. 
5. Lyapunov inequality
In this section we establish a Lyapunov type inequality related to the impulsive system (2.1).
Lyapunov inequalities are useful in oscillation, disconjugacy, and boundary value problems. As
far as a Lyapunov type inequality is concerned, system (2.1) is not required to be periodic. So we
denote by PC[t1, t2] the set of real-valued functions
f : [t1, t2] \ {τi : i ∈ Z} → R
which are continuous on [t1, t2] \ {τi : i ∈ Z} and for which the left limit f (τi−) and the right
limit f (τi+) exist (finite) for each i ∈ Z.
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Suppose that (2.1) has a real solution (x(t), u(t)) such that x(t1+) = x(t2−) = 0 and x(t) = 0
on (t1, t2). Then the strict inequality
t2∫
t1
∣∣a(t)∣∣dt +
( t2∫
t1
b(t)dt
)1/2{ t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+}1/2
> 2 (5.1)
holds.
Proof. Taking y(t) = (x(t), u(t)) with t1, t2 (t1 < t2) the two zeros of x(t) such that x(t) = 0 for
all t ∈ (t1, t2), and proceeding exactly as in the proof of Lemma 4.3 we arrive at (4.21), which is
the same as (5.1). 
From Theorem 5.1 we easily recover a Lyapunov inequality for (2.2) which was also obtained
in [4, Theorem 4.5].
Corollary 5.1. Let p,q ∈ PC[t1, t2], p(t) > 0, and αi = 0 for all i ∈ Z. Suppose that (2.2) has a
real solution x(t) such that x(t1+) = x(t2−) = 0 and x(t) = 0 on (t1, t2). Then( t2∫
t1
1
p(t)
dt
){ t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+}
> 4.
Our final result is a disconjugacy criterion for system (2.1). The system is called disconjugate
on the interval [t1, t2] if and only if there is no real solution (x,u) of (2.1) with x nontrivial and
having two or more zeros on [t1, t2] in the sense described at the beginning of Section 4.
Theorem 5.2 (Disconjugacy). Let a, b, c ∈ PC[t1, t2], b(t) > 0, and αi = 0 for all i ∈ Z. If
t2∫
t1
∣∣a(t)∣∣dt +
( t2∫
t1
b(t)dt
)1/2{ t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+}1/2
 2, (5.2)
then (2.1) is disconjugate on [t1, t2].
Proof. Suppose on the contrary that there is a real solution y(t) = (x(t), u(t)) with nontrivial
x(t) having two zeros s1, s2 ∈ [t1, t2] (s1 < s2) such that x(t) = 0 for all t ∈ (s1, s2). Applying
Theorem 5.1 we see that
s2∫
s1
∣∣a(t)∣∣dt +
( s2∫
s1
b(t)dt
)1/2{ s2∫
s1
c+(t)dt +
∑
s1τi<s2
(
βi
αi
)+}1/2
> 2,
and hence
t2∫
t1
∣∣a(t)∣∣dt +
( t2∫
t1
b(t)dt
)1/2{ t2∫
t1
c+(t)dt +
∑
t1τi<t2
(
βi
αi
)+}1/2
> 2.
Clearly, the last inequality contradicts (5.2). The proof is complete. 
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