Master of Science by Naylor, Jeffrey Tylyn
QUANTITATIVE ANALYSIS OF TRAJECTORY TRACKING  
 
CHARACTERISTICS FOR A FUNCTIONAL HUMAN  
 















A thesis submitted to the faculty of  
The University of Utah 











Department of Mechanical Engineering 
 





















Copyright © Jeffrey Tylyn Naylor 2015 
 























The University of Utah Graduate School 
 
 







The thesis of          Jeffrey Tylyn Naylor                  .  
Has been approved by the following supervisory committee members: 
 
            Sanford G. Meek                                   , Chair                   1/7/2015         . 
                                Date Approved 
 
 
            Andrew S. Merryweather                          , Member                   1/7/2015         . 
                    Date Approved 
 
 
            V. John Mathews                                       , Member                   1/7/2015         . 




and by                      Tim A. Ameel                   , Chair/ Dean of        
the Department/College/School of                   Mechanical Engineering                        . 




  ABSTRACT 
 
 
Functional neuromuscular stimulation (FNS) is electrical stimulation for muscle 
control. This ability has brought about a new advent in the field of prosthetics called 
neuroprosthetics. Neuroprosthetics consists of a wide field of devices that stimulate 
muscles or nerve tissue to either control part of the human body or to give it feedback. 
Strokes and spinal cord injuries cause a neural disconnect between the brain and the body. 
Recent research with FNS is exploring methods of bypassing this disconnect and allowing 
the affected person to control their body with just a thought. This same technology is also 
being used in robotic limbs that are controlled by thought and are capable of giving the 
wearer feedback about their environment. 
Researchers use control algorithms to convert brain signals into motion. With the 
development and testing of these control algorithms the question has arisen of how to 
determine when a controller is good enough. How should the neuroprosthetic perform? A 
standard is needed with which neuroprosthetic control can be measured.  
The purpose of this research is to measure standard engineering control metrics 
from functional human wrists in order to develop a standard for future neuroprosthetic 
design. Three different types of functions were presented to healthy human subjects for 
trajectory tracking exercises. These functions included step functions to measure transient 
responses, ramp functions to measure steady state responses, and periodic functions, which 
are most typical of normal activities of daily living. Varying loads were applied to the 
 iv 
participants’ wrists, and wrist position was measured. The data from these three 
experiments were used to measure standard engineering control metrics. From these 
control metrics statistical regression models were developed to provide a quantitative view 
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Spinal cord injuries and strokes are both neuromuscular injuries that leave the 
affected body parts intact but disconnected from motor control. Each year in the United 
States approximately 800,000 people suffer from strokes [1], and 12,000 people suffer 
spinal cord injuries [2]. Both of these injuries can cause moderate to severe paralysis and 
even death. For survivors, rehabilitation focuses on gaining back as much motor function 
as is possible and coping with the remaining deficiencies. With the advances being made 
in the fields of robotic and neuroprosthetics, scientists are working toward a future where 
no one will have to live with a loss of function because of these injuries.   
A stroke is caused by the loss of blood flow to a portion of the brain [3]. Eighty-
seven percent of strokes are ischemic [1]: caused by the blockage of blood vessels in the 
brain. The remainders are hemorrhagic: caused by the rupturing of blood vessels in the 
brain. In either case the lack of oxygen causes the brain cells to die, disconnecting the 
neuromuscular pathways. Since strokes are “the leading cause of serious long-term 
disability in the United States” [1, p. e137] it is clear that many people who have had a 
stroke live the rest of their lives suffering with loss of normal function. For these people, 
rehabilitation methods rely on neuroplasticity or the ability of the brain to redirect neural 
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pathways. Thus “the most important element in any rehabilitation program is carefully 
directed, well-focused, repetitive practice…” [4].  
A spinal cord injury (SCI) is defined as “damage to any part of the spinal cord or 
nerves at the end of the spinal canal…” [5, p. 1]. Similar to a stroke, a spinal cord injury 
disconnects the neural pathways that are used to control the body. Depending on the 
severity of the injury some or all of the person’s function and feeling can be lost below the 
injury site. Treatment is primarily geared toward coping with loss of function [6]. 
Since after both a stroke and SCI the physiology of the extremities are intact, 
scientists are working on stimulating the muscles of the affected limb in order to increase 
muscle strength, improve passive range of motion, and aid in voluntary motor control [7]. 
These techniques are currently being used around the world as an integrated part of 
poststroke and post-spinal-cord injury rehabilitation. Studies show that muscle strength and 
range of motion improves during the use of electrical stimulation, but that these benefits 
are lost within a few weeks of terminating the exercise regimen [8]. For patients with a 
severe loss of functionality this may not be of any benefit. For this reason scientists have 
been working on using electrical stimulation to bypass the damaged neuromuscular 
pathway with the idea of controlling the patient’s muscles indefinitely.    
 
1.1.2 Functional Neuromuscular Stimulation 
Functional neuromuscular stimulation (FNS) is electrical stimulation to control 
muscles. FNS is fundamental to the field of neuroprosthetics, which consists of devices 
that “restore or support parts of the neuromuscular or neurosensory systems by stimulating 
muscle or neural tissue electrically” [9, p. 3]. This field includes devices such as cochlear 
implants, deep brain stimulators, and devices used to control a person’s existing limb or a 
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robotic limb used for amputees. Although there are many challenges still to overcome [10], 
exciting advances are being accomplished in FNS, which expands the potential of 
neuroprosthetics.  
Development of FNS is most apparent in the electrodes used to deliver current to 
the muscle fibers. Surface electrodes are the least invasive and most clinically proven 
means of stimulation. However they activate muscles indiscriminately and require larger 
amounts of current. This prevents both selective muscle control and control for long 
durations due to muscle fatigue [11]. Invasive electrodes include those implanted into the 
muscle tissue and those implanted into the peripheral neural tissue. These implanted 
electrodes are more selective in the muscles they stimulate and require less current, which 
causes less muscle fatigue [12]. 
 Peripheral nerve stimulators require the least amount of current to enervate the 
muscle and are the most selective as they are nearest the individual motor neurons. 
Electrodes connected to the exterior of the nerve are often referred to as cuff electrodes and 
include many different designs. Further reduction of necessary stimulation current is 
accomplished by piercing the nerve fascicles. Examples of electrodes implanted 
interfascicularly include the longitudinal intrafascicular electrode (LIFE) [15], the 
transverse intrafascicular multielectrode (TIME) [16], and the Utah Slanted Electrode 
Array (USEA) [17].  
 
1.2 Literature Review 
 
1.2.1 Feline Joint Control 
 Recent work at the University of Utah by Frankel et al. experimented with new 
applications of FNS to control both the force and joint motion of an anesthetized feline.  In 
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this study [18], the USEA was used to achieve fatigue resistant muscular stimulation of the 
feline’s sciatic nerve. Three studies were performed with FNS controllers, and in them 
control of both the force and joint motion of the feline’s hind ankle was achieved. At the 
end of these studies a preliminary effort was made to compare the results of the controllers 
with those of a functional human’s abilities, setting the ground work for this study. 
 Potential real world applications of FNS such as gait, stance, and even holding a 
glass of water are examples of resistive loads that require maintaining force control for 
relatively long durations of time. Fatigue resistant control was achieved by implementing 
both intrafascicular and asynchronous stimulation. It has been shown that implanting the 
electrode intrafascicularly reduces muscle fatigue [12] by reducing the current required to 
stimulate the muscle to 10–100 µA [12] from the approximately 100 mA [19] used in 
surface stimulation. It has also recently been shown that asynchronous multielectrode 
stimulation in this area further reduces fatigue [20] while still achieving desired muscular 
stimulation. 
 In the first two of the studies a means of controlling force trajectories of a feline’s 
ankle in real-time was developed. This constituted “the first successful use of a multiple 
input single output closed-loop control strategy for asynchronous intrafascicular muscle 
stimulation to produce precise, time-varying, fatigue-resistant isometric muscle force” [18, 
p. 53]. In the third study, the controller developed in the second study was expanded to 
control the feline’s joint position against a resistive load [18]. The ability to track desired 
time-varying signals that this study shows demonstrates potential for controlling human 
joints in activities such as walking, standing, holding objects, and more complex tasks. 
At the end of these studies the need to evaluate the quality of the results obtained 
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from FNS control was recognized. A comparison was proposed between the obtained 
results and those of functional humans performing similar tasks. A preliminary study was 
performed in which four human subjects pushed on the same cat foot plate used for the 
feline study. A force was applied to the foot plate, and the subjects tracked a moving signal 
on a visible oscilloscope display. The results of the previously mentioned controllers were 
then compared to these human subjects, showing potential for this as a method of 
comparison.  
Although this preliminary comparison of the controller’s results to functional 
humans proved to be a good method of measuring the quality of the controller, there are a 
number of improvements that should be done to provide concrete metrics for future 
controller design. First, the human comparison was performed on the same equipment as 
the feline study. The equipment was not designed for comparable human movements or 
loads. Also this comparison never fully provides metrics that can be used for future design; 
it simply lays the ground work for the method to compare results. The question remains, 
what are the natural control characteristics of a functional human wrist? 
 
1.2.2 Functional Wrist Characterization  
In the medical field, functionality of an upper extremity is measured by scoring its 
ability to perform activities of daily living (ADLs) [21], [22]. While this is effectively used 
to evaluate the effect of rehabilitation methods [23], [24] and patient progress [25], it is far 
from a comprehensive analysis of the human arm. The wrist is a complex joint that involves 
the coordination of many bones and muscles. However, despite the wrist’s complexity it 
has been shown that it can be approximated by a two degree of freedom (DOF) joint [26], 




Passive and active range of motion have been studied during ADLs [28], [29] to 
evaluate disabilities [30], validate joint measurement techniques [31], and to aid in 
ergonomics design [32]. Other characteristics of the human wrist such as joint stiffness 
[33], [34], damping [35], and inertia [36] have been measured to understand how the human 
wrist performs with disturbances as well as to aid in the design of rehab techniques and 
devices [37]. Many of the studies of wrist characteristics fall into the category of either 
studies of wrist kinematics [38]–[42] or of wrist kinetics [42], [43]. 
The study of wrists that have been affected by injury and disease is also a large field 
of research. Studies have been performed to see how well the wrist performs after 
neuromuscular injuries [44] and under different normal conditions [45], [46]. Research has 
also studied how well ADLs can be performed with wrist impairments [47] and what 
compensation is needed from other joints [48] during these ADLs.  
A deeper understanding of the joint is obtained by measuring muscle activation 
during wrist movement [49], [50] and its response to loads [51]. This is done using 
Electromyogram (EMG) [52] to look at the electrical signals being sent to stimulate the 
muscle. As understanding of the electrical control of wrist motion has increased, electrical 
stimulation has been used to reproduce these control signals to the wrist [53]–[57], thus 
moving the medical field from being simply observers of these characteristics to being 
controllers of them.  
 
1.2.3 Research Outline 
Extensive studies of wrist characteristics have been performed including those of 
Strick and Hoffman [41], [50], [58]–[64] and more recently Charles [42]. While these 
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studies have looked at a large variety of the joint’s characteristics they do not look at the 
wrist from an engineering control aspect. If one’s arm function is lost either by amputation 
or neuromuscular injury and that function can be replaced by robotics or by stimulation of 
one’s existing arm, how should that arm perform? What rise time, peak time, overshoot, 
settling time, and steady state error are good for a normal functioning wrist? 
The purpose of this study was to obtain these engineering control metrics from 
functional human subjects. This was done by designing a test mechanism similar in concept 
to that used in the feline study but designed ergonomically for human movements and 
comparable human loads. The metrics can then be used to determine the quality of 
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 EXPERIMENT DESIGN 
2.1 Engineering Control Metrics 
Engineering control metrics are standard measures of how well a system 
accomplishes a task for which it is being controlled. In this study these metrics were applied 
to the analysis of the human wrist. The metrics were obtained by measuring the angular 
position of the wrist while it tracked standard signals with a load applied to it. The three 
signals of interest were steps, ramps, and periodic motion. 
Tracking of a step function is widely used in the field of robotics for system 
identification and for tuning a system’s transient response [1]. A feedback system is given 
a desired instantaneous change in position or speed and its ability to track that desired 
signal is measured. Based on these measurements the system can be adjusted using 
software to have a more desirable tracking performance.  This same task was applied to a 
human wrist and is analogous to a sudden change in wrist angle. Throwing an object, fine 
pointing, and fine lifting tasks are examples of this typical human motion. Step tracking 
motion of the human wrist has been thoroughly studied, and the wrist’s performance 
characteristics for step tracking tasks are well known [2]–[5]. However, engineering 
control metrics have not been studied for these tasks. For a step tracking exercise, these 
metrics, as shown in Figure 2.1, include rise time (𝑇𝑟), settling time (𝑇𝑠), peak time (𝑇𝑝), 
delay time (𝑇𝑑), and percent overshoot (%OS). These metrics were analyzed for step 
14 
 
functions of different amplitudes because muscle activation is different for small and large 
amplitude movement [2]. 
A ramp function is used in the field of robotics to characterize a system’s steady 
state tracking response to a desired function. This provides new information about the 
systems that is not captured using a step response. Tracking of a ramp signal was performed 
by the human wrist and is analogous to lifting or lowering tasks where a controlled constant 
velocity is required. The metrics of interest in the ramp tracking exercise, as shown in 
Figure 2.2, are time shift (𝑇𝑠), amplitude error (𝐸𝑎), and variance of velocity (𝑉𝑣). 
Amplitude error is used in lieu of steady state error because of the adaptive nature of the 
human control system. Variance of velocity is not a typical metric however this was 
determined to be a good way of quantifying the smoothness of the human’s ramp tracking.  
Periodic motion such as sinusoids and combinations of sinusoids are more complex 
functions that are time dependent. Tracking these signals is analogous to any repetitive 
motion task such as the motion used while brushing ones teeth. Quite a few activities of 
daily living show sinusoidal type motion [6]–[8]. It has been shown that humans are able 
to track predictable motion at frequencies near 3 Hz [9] and unpredictable motion at 
frequencies up to 0.5 Hz [10]. With these criteria in mind both predictable and 
unpredictable periodic motion were used in these experiments. The metrics of interest for 
predictable periodic motion, shown in Figure 2.3, were peak to peak response amplitude 
(𝐴𝑝𝑝), time shift (𝑇𝑠), amplitude error (𝐸𝑎), and percent variance in velocity (%𝑉𝑉). The 
metrics of interest for unpredictable periodic motion were the same as the predictable 
periodic motion, except the peak to peak response amplitude (𝐴𝑝𝑝) was not measured. 
Percent variance of velocity was used for the periodic responses because the desired signal 
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has a quantifiable variance in velocity, which was not the case for the ramp signals. 
 
2.2 Experiment Procedures 
Study participants were given an explanation of the intent of the study and the 
requirements for participation. As a requirement for participation the participants were to 
have no impairment of the upper extremity or history of neuromuscular disorders. The 
study risks, safety features, and procedures were explained, and participants were given the 
opportunity to ask questions until they verbally acknowledged an understanding of the 
study. All participants read and signed a consent form in accordance with the University 
of Utah investigational review board.  
Biometrics values of each participant were recorded, and a numeric value was 
assigned to each participant so that these values could be correlated with their experiment 
results. The biometrics values included sex, age, dominant hand, hand measurements, wrist 
range of motion and the maximal volitional force (MVF) of their wrist in flexion and 
extension. The equipment was then adjusted to allow the subject to sit up straight with their 
elbow resting on a support at a 90° angle and their forearm in the pronated position. The 
device handle was adjusted so that the axis of rotation of the wrist and the device were 
approximately the same.  
Range of motion (ROM) was measured with the participant’s arm strapped to the 
arm rest to minimize forearm rotation. Gravity compensation was applied to eliminate the 
effect of the handle’s weight, and a feedback controller was applied to the system to 
compensate for the friction and inertia of the motor and gearbox. The participant was then 
instructed to grasp the handle and move their wrist in flexion and extension through their 
full ROM. The minimum and maximum angles were recorded with zero degrees being the 
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starting horizontal position of the handle. 
 An isometric measurement of MVF was taken using position feedback control. The 
participant grasped the handle with their forearm strapped in place and was instructed to 
rotate the handle as forcefully as possible in both flexion and extension. Strapping down 
the participant’s arm prevented them from using the shoulder muscles to push or pull on 
the handle. Control schemes for the ROM test and the MVF test a shown in Appendix D 
as ROM_model and Weight_model. 
 After measuring all of the biometric data, the participants were given time to 
practice on the equipment. The practice included a torque proportional to the MVF in 
flexion being applied to their wrist. The participants sat approximately 3 4⁄  of a meter (30 
in.) away from a computer screen displaying a red dot 4.5 mm (0.177 in.) in diameter. The 
red dot was controlled by the participant and was moved in the vertical direction by rotating 
the wrist device handle in the vertical direction. Rotating the handle 45° corresponded to 
the red dot moving 10 cm on the screen. The amplitude of movement on the screen was 
scaled so that ±54° was the full range of the screen. A gray line was visible throughout the 
experiment and represented the desired signal to be tracked. The screen always displayed 
5 seconds of time, 4.5 s in the future and 0.5 s in the past. This allowed the participants to 
anticipate the movements they would be making. As time progressed, the horizontal axis 
and the gray “desired signal” line shifted from right to left across the screen, while the red 
dot remained in the same horizontal location on the screen. The participant’s screen can be 
seen in Figure 2.4.  
Once the subject felt comfortable with the system and the graphic user interface 
(GUI), the experiment procedures began. The participants were instructed to track the gray 
17 
 
line by maintaining the red dot directly on top of it as accurately as possible. A count down 
of 3 seconds was displayed on the left side of the screen signaling the beginning of the trial. 
During the 3 seconds prior to the experiment beginning, a torque was applied to the handle 
and its magnitude slowly increased until 0.5 seconds before the first movement in the 
desired signal, when it would reach and then maintain the desired torque throughout the 
rest of the trial. The desired torque was controlled using a feedback loop. Each trial ran for 
13 seconds, not including the 3 second count down to initiation. Between each trial the 
subjects were give as much time as they needed before beginning the next trial. 
The experiment consisted of a series of nine signals, which were repeated eight 
times with different forces applied to the wrist. There were three signals with step 
functions, three with ramp functions, and three with periodic functions. The step functions 
were steps of amplitude 15°, 30°, and 45°. These amplitudes were chosen because most 
ADLs are done within the range of 10° of flexion and 35° of extension [11]. The ramp 
functions had slopes of ±8 deg/s, ±16 deg/s, and ±24 deg/s. While testing the ramp tracking 
ability of a feline controlled using FNS it was shown that its tracking response approached 
a step response when the slope of the ramp exceeded 16 deg/s [12]. To test if this would be 
similar in functional humans the previously mentioned slopes were used. The three periodic 
signals consisted of predictable and unpredictable motion of different amplitudes. The 
predictable signals were 18 ∗ sin⁡(𝑡) and⁡31.5 ∗ sin(2𝑡), which corresponded to 
movements of amplitude ±18° and ±31.5° of handle motion, respectively. The 
unpredictable periodic signal was a combination of sine waves having the equation⁡18 ∗
sin(1.1𝑡) + 4.5 ∗ sin(2𝑡) + 11.25 ∗ sin⁡(3𝑡). These functions are shown in Figure 2.5.  
The forces applied during each series of signals were proportional to the MVF of 
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the participant. A positive load rotated the handle clockwise and was proportional to the 
participant’s MVF in flexion, and a negative load rotated the handle counterclockwise and 
was proportional to the participant’s MVF in extension. Four different loading cases were 
applied to the motor, and each was repeated so that two complete sets of data were gathered 
for each participant. Table 2.1 shows the MVF proportional loads that were applied for 
each of the eight groups of trials. 
Each participant performed a total of 72 trials consisting of different applied load 
and different magnitudes of steps, ramps, and periodic motion. Each trail was designed to 
capture data for both concentric and eccentric contractions. This combined with loads being 
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Figure 2.1: Step Response Metrics. Rise time is a measurement of the time it takes the 
system to travel from 10% of the final desired value to 90% of the final desired value. 
Settling time is a measurement of the amount of time it takes the system response to enter 
and not leave a ±2% band around the final desired value from the point it reaches 50% of 
the final value. Peak time is the amount of time it takes the response to reach its greatest 
value starting from the time the desired step occurred. Delay time is the time it takes the 
system to reach 10% of the final value from the time the desired step occurred. Delay time 
is not commonly used but was used here to show the response time of a human as well as 
the predictive nature of the human response. Percent overshoot is a measure of how far the 
system passes the desired value and is normalized to the amplitude of the step. Steady state 
error (𝐸𝑆𝑆) is typically measured but was not used in this project because there was no 




















Figure 2.2: Ramp Response Metrics. The graph on the left shows a ramp function with a 
time delayed response. The graph on the right shows the same response that has then been 
shifted in time until the amplitude error was at its minimum value. Time shift was then 
quantified as the amount of time shift necessary to achieve the minimum value of amplitude 
error. Shifting the system response in the negative direction is a negative time shift, and 
the opposite is a positive time shift. Amplitude error was measured by summing the squared 
value of the error between the desired signal and the system response at each data point, 
then taking the square root of the total. Variance of velocity was measured as the 
summation of the square difference from the mean velocity at each data point during the 
desired position change, all divided by the number of data points during the same change. 




















Figure 2.3: Periodic Response Metrics. Peak to peak response amplitude was measured 
using only the values recorded during the first period of the sine wave. The participant’s 
minimum and maximum values were recorded, and the magnitude was compared to the 
magnitude of the desired peak to peak response to get the metric as a percent. This was 
done to compare the different trials even though they used different amplitudes. Similar to 
the ramp metrics the sine response was shifted in time until the amplitude error was at a 
minimum. Time shift was then quantified as the amount of time shift necessary to achieve 
the minimum value of amplitude error. Amplitude error was measured by summing the 
squared value of the error between the desired signal and the system response at each data 
point, then taking the square root of the total. The values before the signal initiation were 
ignored, and for programing purposes the last 0.75 second were also excluded. Variance of 
velocity was measured as the summation of the square difference from the mean at each 
data point all divided by the number of data points. Traditionally phase delay (𝜙𝑑) would 
be used as a metric; however, the human participants were highly adaptive and there was 










Figure 2.4: Participant’s GUI. The graphic user interface (GUI) as seen by the study 
participant. The box on the left provided the participant a countdown to the trial 
initialization. The red dot’s vertical position was controlled by rotating the wrist device 
handle, and the red dot’s horizontal position on the screen remained fixed. The units of the 
horizontal axis were seconds, and the units of the vertical axis were degrees, which 

















Figure 2.5: Experiment Signals. The nine signals tracked during the experiment. This set 
of nine signals was repeated for each of the different loads show in Table 2.1. The trials 










Figure 2.6: Muscle Groups. The graphs on the left show a step function that is being 
tracked with two different loads applied in different directions. The muscle contractions 
used during the tracking exercise are shown by the pictures of arms to the right of each 
graph. Changing the direction of the load changed which muscle groups were activated, 
while changing the direction of motion changed the type of muscle contraction used. 
 
 
Table 2.1: Trial Groups by Weight. The order of the trial groups by load. The same force 
is applied for all nine signals within a group. The force is shown proportional to the 
maximal volitional force of the subject. F (flexion), E (extension). A positive load lifted 
the hand up, and a negative load pulled the hand down. 
 



























3.1 Design Specifications 
The equipment used during this research was designed with the goal of capturing 
the output control characteristics of a normal human wrist. To do this, normal human 
capabilities were taken into account while designing the mechanical, electrical, and 
software systems. The mechanical and electrical systems needed to be capable of matching 
normal human strength, and the mechanical and software systems needed to be fast enough 
to match human speeds. Safety was a critical concern while designing these systems 
because since they matched human capabilities, they were also capable of causing injury 
to the participants.  
 The major human capabilities taken into consideration were torque, speed, and 
range of motion. Maximum human wrist torque for average people has been shown to be 
around 20 Nm (177 in lb) [1], [2]. Most often this is measured with the wrist at 0° flexion 
and extension, the elbow at 90° of flexion and the shoulder with 0° of rotation [3], [4]. Fast 
wrist speed has been suggested to be around 180 deg/s [5]. The maximum range of motion 
for flexion and extension are 98° and 78°, respectively [6]. This was measured with the 
hand open, which is greater than the range of motion with the hand closed, which was used 




3.2 Equipment Specifications 
A Maxon RE 40 DC motor (part number (PN) 148867) was used and provided a 
stall torque of 2.42 Nm (21.4 in lb) and a no load speed of 7580 RPM (45480 deg/s). The 
motor was coupled with a Maxon planetary gearhead GP 42 c (PN 203131) to achieve both 
the required speed and torque. The gear ratio of approximately 230:1 increased the stall 
torque to about 556 Nm, but it was consequently reduced to 355 Nm since the gearbox had 
a maximum efficiency of 64%. While the torque was affected by the gearbox efficiency 
the speed was not, and the no load speed was simply reduced by the gear ratio to about 198 
deg/s. The torque, speed curve is shown in Figure 3.1. This combination of motor and 
gearbox was selected because it had the capability of achieving a torque of 20 Nm at a 
speed of 180 deg/s. This is far above what a human is capable of since the reported limit 
of 20 Nm of torque was an isometric measurement.   
A position sensor was used to collect angular position in degrees and to calculate 
the angular velocity of the participant’s wrist, which was used for safety reasons that are 
described in the safety section. The sensor was a Maxon encoder HEDL 5540 (PN 110512). 
The encoder is connected to the back of the motor and reads 500 counts per rotation of the 
motor. This translates through the gear train to 115,000 counts per turn of the output shaft. 
This is a large resolution which gives high precision position measurement. A Texas 
Instruments line receiver chip (PN MC3486N) was used to convert the output signal into a 
more perfect square wave. This improves the accuracy of reading the rising and falling 
edges of the signal. 
A Futek TFF400 torque sensor (PN FSH02596) was used to measure the torque 
being applied to the participant’s wrist. The load capacity was 24 Nm (200 in lb) with a 
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safe overload of 36 Nm (300 in lb). The output of this sensor is a voltage that was amplified 
by a Futek amplifier model CSG110. The ±10 VDC signal was routed to the data 
acquisition (DAQ) card and used in a feedback control loop to maintain a constant torque 
throughout the experiment. Equation 1 shows the torque that was being measured by the 
torque sensor. Equation 2 is the torque being applied at the point contacting the human 
participant. This is different from the torque being sensed because of gravity acting on the 
handle and the inertia of the torque sensor and handle. 
                         ⁡⁡𝜏𝑠𝑒𝑛𝑠𝑜𝑟 = 𝑁(𝜏𝑚 − 𝑏?̇? + 𝐶𝑠𝑖𝑔𝑛(?̇?) − 𝐽?̈?)                                      (1) 




2𝑚𝜙)̈ + 𝑚𝑔𝑟01 sin(𝜙/𝑁)                             (2) 
Custom mounts were machined out of aluminum to hold the motor and the output 
handle bearing. The torque sensor acted as a coupler between the motor shaft and the output 
shaft by means of custom fabricated mounting plates. The mechanical components were 
all mounted to a quarter inch aluminum base plate. The base plate allowed the system to 
be moved or rearranged then clamped back down to any flat surface.  
Current control was selected to provide the torque feedback control because (as 
seen in Equation 3) it is directly proportional to torque by the torque constant. This also 
eliminates the issue of compensating for back electromotive force (EMF) as is needed with 
voltage control.  
                                                                   𝜏𝑚 = 𝑘𝑡𝐼𝑎                                                                   (3) 
Combining and rearranging (1), (2), and (3) provides the complete system equation 
of the current needed to achieve a desired output torque. This equation is shown as (4). 
Because the gearbox inertia, viscous friction, and columbic friction are not provided by 
Maxon, some of the variables in (4) are unknown. System identification techniques are 
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typically used to solve for the unknown variables in Table 3.1, which would in turn allow 
for the system to be controlled completely. This was not necessary in this case since the 
control loop was based solely on the torque sensor’s readings. Because the sensor was 
positioned on the output shaft of the motor and the gearbox, near the participant’s hand 
(see Figure 3.2), the control loop compensates for the unknown characteristics of the motor. 
Taking the torque sensor placement into consideration, (2) becomes the governing control 
equation of the system. Gravity compensation and inertia compensation eliminate all other 
variables from the equation so that the torque being measured at the sensor is proportional 














sin(𝜙/𝑁)   (4) 
The electrical system was comprised of the power supply, DAQ card, servo drive, 
and the computer, as shown in Figure 3.3. To provide the power for the system a TDK-
Lambda LS200-24 power supply was connected to the wall outlet and transformed the 120 
V, 20 A wall current to 24 V, 8.4 A. This provided sufficient voltage for the motor but 
more current than the motor could safely handle. A current saturation limit of 6 amps was 
established using the servo amplifier. This prevented the pulse width modulated (PWM) 
current being sent to the motor from ever going above 6 amps. A National Instruments (NI) 
6323 DAQ card read the analog signal from the torque sensor and the digital signal from 
the encoder and provided an analog output signal of the ±10 V needed to command the 
motor. This output signal was used by an Advanced Motion Control 30A8 PWM servo 
driver to route the desired current to the motor from the power supply as a PWM signal 
with a switching frequency of 22 kHz.  
MathWorks Matlab 2014a was used to create the GUI, which the participants used 
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to complete the experiments. MathWorks Simulink was used for controller design, and the 
GUI controlled the inputs to the Simulink models. Event listeners were used to display the 
position of the participant’s wrist on the GUI in real-time and collect this data for later 
analysis. The participant’s GUI is shown in Figure 3.4. The Matlab code and complete 
Simulink models are found in Appendix C and D. 
 Real-time control was important for the stability of the controlled system and so 
that the participants would be viewing their input to the system at the same time they were 
performing the experiment. Real-time control was accomplished using a number of 
MathWorks toolboxes, including Windows Real-time Target, which prioritized the 
Simulink model; Matlab coder, which compiled the Matlab .m file into C; and Simulink 
coder, which compiled the control model into C. With the code running in compiled C and 
prioritized on the computer’s processor, the code is able to provide a sample rate of about 
200 Hz.  
 
3.3 PID Tuning 
 Two types of feedback control loops were used for the experiment, torque and 
position. Proportional integral derivative (PID) control was used in all of the control loops, 
which are shown in Appendix D. The PID controller was augmented in many of the 
controllers with gravity compensation, virtual walls and a startup ramps. All of these were 
utilized to provide accurate torque and position control while maintaining a natural feel to 
the experiments that made the participants both comfortable and safe. 
 Tuning of the PID controller gains for torque control was performed by abutting 
the output handle against a solid surface and applying a desired step in torque to the system. 
A PID gain block was implemented in series in the feedback loop with the integral and 
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derivative gains set to zero. The proportional value was set low at 0.01 and increased until 
the measured torque was within 5% of the desired torque. The integral value was then 
increased until the measured torque was driven to the desired torque value by the 
accumulating error. Finally the derivative value was increased to reduce the number of 
oscillations required to drive the system to the desired torque. This process is shown in 
Figure 3.5.  
 It was necessary for the comfort and safety of the participants to begin each 
experiment with the participant holding the output handle with zero torque being applied 
then increase the torque slowly over three seconds to the desired torque. However, this had 
the adverse effect of causing a large amount of error to build up over the first few seconds 
of the experiment. This accumulated error was multiplied by the integral value and drove 
the control more quickly to the desired value, causing the system to overshoot. Once the 
system overshot the desired value, all of the accumulated error needed to be “unwound” 
for the integral gain to take its desired effect. To correct this issue and increase the PID 
response, anti-windup was used to zero the accumulated error every time the threshold of 
the desired torque was crossed.   
 The same tuning methods were utilized for the position controller with the only 
difference being that the handle was allowed to freely move to the desired angle, which 
was then read by the encoder.  The feedback controllers were tuned so that the system could 
accurately and forcefully maintain a desired torque or position while being safe and 
intuitive for the participants. The PID gains for each controller are found in Appendix D 





3.4 Safety Considerations 
 Safety was a major concern for this system as it was capable of potentially causing 
injury. With this in mind, the system was designed with safety features in every subsystem: 
mechanical, electrical, and software. The mechanical safety was comprised of an adjustable 
hard stop shown in Figure 3.6. This stop was adjusted to physically stop the output handle 
from exceeding the ROM of the participants. A soft Velcro strap held the participants arm 
in place during the experiment, but if the participant felt discomfort, this strap could easily 
be torn free to release their arm. 
Electrical safety included a push button that stopped current to the motor. This was 
held in the researchers hand during the experiments. This was done because the researcher 
had the best understanding of the experiment and when it was not performing as accepted. 
The participants were instructed to let the researcher know if they ever felt discomfort.   
 Software safety included saturation blocks in the Simulink model. This ensured that 
if any unexpected values were reached by the controller the values would be clipped to 
remain within a safe limit for the participants. Virtual springs were created to keep the 
participant within a certain ROM during the experiments. Once the participant passed the 
predetermined angles of -60° and 45° an opposing torque was applied to the handle 
proportional to their displacement beyond the threshold. This pushed the participant back 
within a safe range for the experiment. Finally, while participants interacted with the 
system a researcher that was knowledgeable of the system was always present and 
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Figure 3.1: Torque Speed Curve. The torgue/speed and power/speed curves for the Maxon 



























Figure 3.2: The Mechanical System. The mechanical equipment including the arm rest, 
handle, adjustable linkage, Futek torque sensor, mechanical stop, Maxon gearbox, Maxon 
motor, and Maxon encoder. The custom aluminum baseplate and mounts also shown but 
not labeled. Not shown are the clamps that secure the device to the table, the cover or the 


























Figure 3.3: Electrical System Schematic. This is a simplification of the actual electrical 
system. Power from the wall outlet is converted to power usable by the system by the power 
supply. The power is regulated using the servo amplifier, which is controlled by the DAQ 
in the computer through the breakout board. Regulated PWM power is sent to the motor 
and the sensors send signals back to the DAQ through the breakout board. An emergency 













Figure 3.4: The Evaluator’s GUI. This GUI was only seen by the researcher. The GUI was 
used to initiate the separate controllers that performed the tasks of measuring ROM, 
measuring MVF, starting a practice simulation, and running the experiments. To ensure the 
evaluator followed the same procedure for each participant the buttons for each step of the 




















Figure 3.5: PID Tuning. These graphs show the progression of the feedback controller as 
the PID gains were changed. These graphs do not show each change to the PID control, 
only a few significant points. In each of these graphs the desired input was 10 Nm. Graph 
A show the point at which the controller got within 5% using only a proportional gain (P 
= 5). Graph B show the implementation of the integral gain and the controller reaching the 
desired value of 10 Nm (P = 5, I = 3). Graph C shows how the implementation of the 
derivative gain reduces oscillations (P = 5, I = 3, D = 0.073). Graph D show the final 
controller (P = 5, I = 3 D = 0.12). Further increase of the derivative gain caused chatter in 























Figure 3.6: Mechanical Stop. A SolidWorks model of the hard mechanical stop. This metal 
stop was connected directly to the motor output shaft, which was in turn coupled to the 
torque sensor and the participant’s handle. The design was meant to be utilized only in the 
























Table 3.1: Equation Variables. This is a list of variables used in the equations below. The 
variable description, units, and in some cases the values are listed in the column on the 
right. Variables with no value present are either varying throughout the experiment or are 
not needed and unknown. 
 
Variable Explanation (Value and Units) 
⁡⁡𝝉𝒔𝒆𝒏𝒔𝒐𝒓 Torque measured by the Futek torque sensor (Nm) 
𝑵 Gear ratio (230) 
𝝉𝒎 Torque being applied by the motor (Nm) 
𝒃 Viscous Friction Coefficient (34.58e-7 + gearbox friction  Nm*s)  
?̇? Velocity as measured at the motor output (𝑟𝑎𝑑 𝑠⁄ ) 
𝑪 Coulomb Friction Coefficient (Nm ) 
𝑱 Motor rotational inertia and gear inertia in the gearbox (Kgm2) 
?̈? Acceleration as measured at the motor output (𝑟𝑎𝑑 𝑠2⁄ ) 
⁡𝝉𝒂𝒓𝒎 Torque at the output handle (Nm) 
𝑰 Inertia of the torque sensor, adjustable link and handle (0.1859 Kgm2)) 
𝒎 Mass of the handle and adjustable link (300 g) 
𝒓𝟎𝟏 Center of mass of the handle and adjustable link (0.0762 m) 
𝝓 Angular position as measured at the motor (rad) 
𝒌𝒕 Torque constant (0.0302 Nm/A) 
𝑰𝒂 Current being applied to the motor (A) 
⁡𝑽𝒂 Voltage being applied to the motor (V) 
𝒕 Time (sec) 
𝑹 Electrical resistance of the motor (0.299 Ω) 
𝑳 Inductance of the motor (0.0000823 H) 
𝑽𝒆𝒎𝒇 Back electromotive force (V) 





4.1 Data Collection 
4.1.1 Physical Measurements 
 Seventeen people participated in the experiment. All of the participants were males 
between the ages of 23 and 34. Physical measurements were recorded for each participant 
and are listed in Table 4.1. These measurements include grasp length, ROM max, ROM 
min, and the participant’s MVF in flexion and extension. Hand grasp was measured with 
the participant gripping the wrist device handle as shown in Figure 4.1. The average hand 
grasp measurement was 7.26 cm (2.86 in.). Measurement methods for ROM and MVF are 
described in Chapter 2, Section 2.2. The participant’s ROM and MVF were measured 
twice, once before each attempt at the experiment, and the average of the participant’s 
individual values are listed in Table 4.1. The combined average maximum and minimum 
ROM for all of the participants were 53.45° and -89.33°, respectively, with zero being the 
wrist in a neutral position. The average MVF in flexion and extension for all of the 
participants were 11.20 Nm and 8.52 Nm, respectively. 
 
4.1.2 Postprocessing 
Each participant performed the entire experiment twice with a break in the middle. 
Thus two complete sets of experimental data were collected for each of the 17 participants. 
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The raw position data were analyzed to extract the desired metrics using Matlab 
code that is not included in the Appendices due to its length. Once the metrics were 
recorded, the metrics for each participant were averaged. The processed data for each of 
the 17 participants contained some 236 recorded metrics: 120 for the step functions, 72 for 
the ramp functions, and 44 for the periodic functions.  
 
4.1.3 Statistical Methods 
 A Shapiro-Wilk normality test was performed on each of the 236 data sets. The 
tests were performed using IBM’s Statistical Package for the Social Sciences (SPSS) [1]. 
In Appendix B section B.1 tables show the normality significance for the step, ramp, and 
periodic functions, respectively. The null hypothesis that the data sets were normally 
distributed was rejected for a p-value less than or equal to 0.05. Based on the results of the 
Shapiro-Wilk tests, parametric and nonparametric tests were used to perform analysis of 
variance (ANOVA) tests, which compared the results of changing only one of the 
independent variables while all of the others were held constant. These results are found in 
section B.2 in Appendix B.   
 Likelihood ratio tests were performed using R [2] to determine the independence 
of the dependent variables in each of the groups of functions: steps, ramps, and periodic. 
The null hypothesis of independence was rejected with a p-value less than or equal to 0.05. 
Correlation matrices were computed using R to demonstrate the intervariable dependence 
of the dependent variables. Once dependence was established a Box-Cox [3] 
transformation was performed to meet the normality assumption required to perform a 
multivariate analysis of variance (MANOVA).      
 The Box-Cox transformation is shown in (5) [3], where c is a constant that ensures 
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the value inside the natural log is positive and λ is varied to optimize the normality of the 
transformed data. To reduce the complexity of the statistical models, the Box-Cox 
transformation was only performed if the distribution was significantly improved by doing 
so. This determination was made using univariate and bivariate quantile-quantile (QQ) 
plots. The least normal variable was transformed first then the QQ plots were looked at 
again to determine the benefits of transforming more variables.    




ln(𝑦 + 𝑐) ⁡⁡⁡⁡⁡⁡𝑓𝑜𝑟⁡𝜆 = 0
                                             (5)    
 Once the transformation was completed the MANOVA was performed to find the 
significance of all of the major effects and all of the interactions. A Wilks Ʌ distribution 
was used to determine significance which was accepted for a p-value less than or equal to 
0.05. Finally, statistical models were derived using least squares regression to determine β 
values for each of the major effects and for all of the interaction terms. The β values make 
up the coefficients of (6), which forms the basic statistical models. The equation for the 
transformed variables is shown in (7). 




𝑖=1                                (6) 
               ⁡⁡
(𝑦+𝑐)𝜆−1
𝜆




𝑖=1                          (7) 
 Equations 6 and 7 are not interchangeable; thus only (6) should be used for the 
nontransformed data, and only (7) should be used for the transformed data. Caution should 
be taken with the transformed data as the results of the statistical model require some 
manipulation before the data can be interpreted. Equation 8 shows the manipulated 
equation that can then be directly interpreted. The derivation for this equation can be found 
in Appendix A. 
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4.2.1 Step Function Results 
 A likelihood ratio independence test on the entire step function data set showed that 
independence was rejected with a p-value << 0.01. Table 4.2 contains the correlation 
matrix for the step function dependent variables.  
Based on the pretransformed bivariate QQ plot in Figure 4.2, peak time and percent 
overshoot were transformed using the Box-Cox transformation. Peak time was transformed 
with λ = 0.1 and⁡𝑐 = 0, and percent overshoot was transformed with λ = -0.3 and⁡𝑐 =
3.175.  Figure 4.2 shows the results of the transformation. Although there is a significant 
improvement posttransformation, only a few of the data sets can truly be considered to 
have a normal distribution. The benefits of further variable transformation was not deemed 
sufficient to lose the interpretability of the final statistical model.  
After the variable independence was rejected and the data were transformed to meet 
the requirement of the MANOVA, the MANOVA test was performed with the result that 
the major effects of angle, type of contraction, and muscle group were significant. Weight 
did not have a significant effect within the range of the experiment. The MANOVA also 
showed that all of the interaction terms were significant except for angle and weight. 
Weight was left in the statistical model only because the interaction between muscle group, 
type of contraction, and weight were significant. The complete result of the MANOVA test 
for the step function data is found in Table 4.3.     
 The statistical model for healthy human wrist control for step tracking exercises 
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within the bounds of the experiment is found in Tables 4.4 and 4.5. The models are of the 
forms of (7) and (8) and are to be interpreted based on the following criteria. The dependent 
variables rise time, delay time, settling time, peak time, and percent overshoot are the result 
y. The inputs 𝑥1 through 𝑥4 are the independent variables of interest, namely angle, type 
of contraction, weight, and muscle group, respectively. Because there are only two 
possibilities for type of contraction as well as for the muscle group used these variables are 
input into the model as Boolean values. Eccentric contraction is one and concentric is zero. 
Flexion is one and extension is zero. The intercept 𝛽0 is used to compensate for the cases 
of concentric contraction and extension. Angle and weight are to be input as values 15 – 
45 and 0.125–0.25, respectively.   
The model residuals are provided in Figure 4.3 to demonstrate the quality of the 
model. A good model has residuals with a “random scattering of points around the zero 
value on the vertical axis” [4, p. 123]. Based on this criteria this model is considered a 
reasonably good estimate of human wrist control metrics for step tracking exercises. 
 Based on the result of the ANOVA and the MANOVA, a weight change in the 
range of 0.125 MVF to 0.25 MVF does not have a significant effect on any of the 
independent variables measured in the step tracking experiments. This could potentially be 
because the weight range did not apply sufficient load to make a significant difference. 
Angle was the variable that had the single largest impact on the recorded metrics. There 
are many other major effects and interactions that can be examined using the model 
provided. For instance, settling time tended to decrease as the magnitude of the step size 
increased. This seemed to be an aspect of the feed forward nature of the human controller. 
Once the step was recognized by the participant as a small one, the participants would take 
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more time to ensure their motion was smoother. This translated to a longer time to reach 
the desired final step magnitude.  
Due to the amount of variables in this project it is not possible to produce a full 
discussion on each of the metrics. For results specific to further research needs, select the 
variable of interest and hold the others constant. An example of how to use the model is 
provided in Table 4.6 and (9). Equation 9 is based on (6) with the 𝛽 values substituted in 
from Tables 4.4 and 4.5.  
 
 
4.2.2 Ramp Function Results 
 The likelihood ratio independence test on the ramp function data sets showed that 
independence was rejected with a p-value << 0.01. Table 4.7 contains the correlation 
matrix for the ramp function dependent variables.  
Based on the pretransformed bivariate QQ plot in Figure 4.4, variance of velocity 
and amplitude error were transformed using the Box-Cox transformation. Variance of 
velocity was transformed with λ = 0.1 and⁡𝑐 = 0, and amplitude error was transformed with 
λ = 0.1 and⁡𝑐 = 0.  Figure 4.4 shows the results of the transformation. Although there is 
not as significant of an improvement as with some of the step function variables, the final 
decision to transform both variance of velocity and amplitude error was based on the results 
of the residual plots.   
After independence was rejected for the dependent variables and the data were 
transformed to meet the requirement of the MANOVA, the MANOVA test was performed 
with the result that of the major effects, only slope and muscle group were significant. 
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Weight was close to having a significant effect, and the type of contraction was not 
significant. The MANOVA also showed that out of all of the interactions only type of 
muscle contraction and weight were significant. Since each of the test variables had a 
significant effect with either a major effect or an interaction they were all included in the 
model. The complete result of the MANOVA test for the step function data is found in 
Table 4.8. 
The ramp model’s residuals are provided in Figure 4.5 to demonstrate the quality 
of the model. Based on this criteria for a good model [4] this model is considered a 
reasonably good estimate of human wrist control metrics for ramp tracking exercises. 
Based on the result of the ANOVA and the MANOVA, the type of contraction used 
does not have a significant effect on humans during ramp tracking exercises within the 
parameters of the experiment. Weight change in the range of 0.125 MVF to 0.25 MVF does 
not have a significant effect based on the threshold of 0.05; however, it is close. As with 
the step tracking experiments this may be because the weight range used in the experiment 
did not apply sufficient load to make a significant difference. Once again angle was the 
variable that had the single largest impact on the recorded metrics. This can be seen clearly 
from the results of the ANOVA in Appendix B. 
  By using the statistical model provided, trends in the metrics can be determined. 
For instance as the slope increases, so does the variance in velocity. Changing the muscle 
group does not seem to make an impact on this trend. This would suggest that the 
smoothness of the participant’s tracking decreases the faster they move regardless of the 
muscle group they use. Although this is not unexpected, this example demonstrates how 
the model can be used to verify these trends. 
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Due to the amount of variables in this project it is not possible to produce a full 
discussion on each of the metrics. For results specific to further research needs, select the 
variable of interest and hold the others constant. The 𝛽 values from Tables 4.9, λ, and c all 
plugged into the appropriate equations providing an example of how to use the ramp model 
which is provided in Table 4.10, (10), and (11). Equation 10 is based on (7), and (11) is 
based on (8).  
 
 




4.6 Periodic Function Results 
The likelihood ratio independence test on the periodic function data sets showed 
that independence was rejected with a p-value << 0.01. Table 4.11 contains the correlation 
matrix for the periodic function dependent variables. 
The high correlation of three of the four variables suggests that the evaluation of 
one of the variables would give a reasonable model for the other two. Because of this high 
correlation a higher confidence level can be placed on the ANOVA. An attempt was still 
made to determine the feasibility of the MANOVA. The pretransformation and the post-
transformation bivariate QQ plots are shown in Figure 4.6. The variables with the worst fit 
were transformed first, and a determination was made to transform other variables. The 
transformations did not have a major impact on the distribution even with all of the 
variables transformed. The QQ plot on the right side of Figure 4.6 shows all of the variables 
transformed with the Box-Cox transformation. Percent variance of velocity was 
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transformed with λ = -0.5 and⁡𝑐 = 0, amplitude error was transformed with λ = 0.1 and⁡𝑐 =
0, peak to peak response amplitude was transformed with λ = 0.8 and⁡𝑐 = 0, and time shift 
was transformed with λ = -16.3 and⁡𝑐 = 2.   
 The QQ plots shown in Figure 4.6 contain the data sets for the slow, fast, and 
unpredictable periodic function trails. The unpredictable trails were a fledgling attempt at 
determining the difference between the control metrics of a complicated periodic motion 
verses a simple repeating sine function. The unpredictable data set should not be compared 
directly to the other two data sets as they are far more dissimilar than originally anticipated. 
Because of the difference two distinct groupings of data points were anticipated on the QQ 
plots. As can be seen in Figure 4.6 three distinct groupings can be seen in some cases. This 
was not anticipated and is due to the large step in frequency between the 1Hz sine function 
and the 2 Hz sine function. It was not previously known what would be a good progression, 
but now it is obvious that this was too great.  
Based on the results of the correlation matrix and the QQ plot it was determined 
that the MANOVA would not be an accurate analysis. The results of the periodic function 
ANOVA are found in Appendix B in section B.2. The results of the ANOVA show that 
time shift was not significantly affected by any of the independent variables. This is to be 
expected as time shift and delay time for all of the experiments were essentially a measure 
of the participant’s predictive nature minus their reaction time. It is not a good measure of 
reaction time because the participants knew when the change would happen. The ANOVA 
result clearly show that the frequency of the periodic motion has a significant effect on the 
dependent variables. This was clear in all of the variables except time shift. Amplitude 
error and peak to peak response amplitude are not affected by any of the independent 
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variables except frequency. Percent variance of velocity had mixed results without enough 
evidence to determine a pattern.  
Overall the periodic function experiment will need to be revisited. Although many 
things can be learned about transient and steady state control of the human wrist by the 
step and ramp experiments, periodic functions are more representative of typical human 
tasks [5] – [7]. This being said, further studies should look more deeply into the control 
metrics of the human wrist during periodic tracking exercises. These studies should include 
a much finer change in frequency, changes in amplitude, and a greater range of load being 
applied to the wrist. 
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Figure 4.1: Grasp Length. Grasp length was measure with the hand closed around the 
device handle. The measurement was then taken from the center of the equipment handle 





Figure 4.2: Step QQ Plots. Bivariate QQ plots of the pretransformation data and the post-
transformation data sets. The upper left portion of the graph shows what normally 
distributed data would look like as a black line. The bottom right portion of the graph shows 
the distribution of the data sets. Normally distributed data look like a centered circle. These 
plot are to demonstrate the difference between the pretransformation data and the post-










































Figure 4.4: Ramp QQ Plots. Bivariate QQ plots of the pretransformation data and the post-
transformation data sets. The upper left portion of the graph shows what normally 
distributed data would look like as a black line. The bottom right portion of the graph shows 
the distribution of the data sets. Normally distributed data look like a centered circle. These 
plot are to demonstrate the difference between the pretransformation data and the post-











































Figure 4.6: Periodic QQ Plots. Bivariate QQ plots of the pretransformation data and the 
post-transformation data sets. The upper left portion of the graph shows what normally 
distributed data would look like as a black line. The bottom right portion of the graph shows 
the distribution of the data sets. Normally distributed data look like a centered circle. These 
plot are to demonstrate the difference between the pretransformation data and the post-





















Table 4.1: Participant’s Physical Metrics. ROM max is an average of two measurements 
of the angle of wrist extension while grasping the device handle. ROM min is an average 
of two measurements of wrist flexion while grasping the device handle. Flexion and 
extension are the average of two isometric measurement of wrist MVF in flexion and 


















1 23 8 44.78 -81.61 9.40 6.73 
2 27 7 64.45 -88.98 8.33 7.79 
3 28 7.25 57.46 -95.83 10.89 7.26 
4 29 7.25 61.34 -94.55 14.72 13.02 
5 27 7.1 40.96 -93.26 11.86 8.07 
6 27 7.25 52.30 -77.59 12.71 5.49 
7 28 6.25 46.78 -97.00 11.88 9.92 
8 28 8 52.13 -83.59 14.61 10.59 
9 27 8.25 55.23 -73.44 12.26 10.56 
10 27 7.5 59.26 -72.03 8.57 7.53 
11 32 7.5 45.44 -90.93 13.16 9.73 
12 28 6.5 42.96 -87.42 11.56 8.86 
13 26 7.75 53.08 -104.54 11.24 9.55 
14 34 7.25 50.29 -91.32 7.33 7.21 
15 26 7 55.17 -85.26 8.36 6.98 
16 25 7.5 66.73 -97.01 15.14 9.17 
17 30 6 60.25 -104.29 8.44 6.44 
       
Averages 27.76 7.26 53.45 -89.33 11.20 8.52 
 
 
Table 4.2: Step Correlation Matrix. Correlation matrix for the dependent variables of the 













Rise Time 1.00 0.11 -0.34 0.57 -0.55 
Delay Time 0.11 1.00 -0.15 0.16 -0.12 
Settling Time -0.34 -0.15 1.00 -0.27 0.42 
Peak Time 0.57 0.16 -0.27 1.00 -0.49 









Table 4.3: Step MANOVA Results. Table of significance for all of the major effects and 
interactions from the MANOVA test. The first four test variables in the left column of the 
table are the major effects, and the last six are the interactions terms. Significance is 
accepted for a p-value less than 0.05.   
 
Test Variables p-value 
Angle << 0.01 
Type of Contraction << 0.01 
Weight 0.4302 
Muscle Group << 0.01 
Angle: Type of Contraction 0.0185 
Angle: Weight 0.8635 
Angle: Muscle Group 0.5997 
Type of Contraction: Weight << 0.01 
Type of Contraction: Muscle Group << 0.01 
Weight: Muscle Group  << 0.01 
 
 
Table 4.4: Step Statistical Model. This is the table of the β coefficients for the statistical 
model. None of these variables were transformed so their output results in a value for rise 
time, delay time, or settling time directly. Equation 6 is the equation used for all of the 
nontransformed data sets. The y values would be rise time, delay time, and settling time. 
All y value units are in seconds for this table. 
 
  Beta Rise Time  Delay Time  Settling Time 
(Intercept) 𝛽0 0.16772 0.01077 2.42555 
Angle 𝛽1 0.00913 0.00086 -0.03695 
Type of Contraction 𝛽2 0.16795 -0.05937 0.26041 
Weight 𝛽3 -0.22921 -0.16350 -0.83420 
Muscle Group  𝛽4 -0.14535 0.01547 -0.01675 
Angle: Type of Contraction 𝛽12 -0.00215 0.00092 0.00705 
Angle: Weight 𝛽13 -0.00305 0.00359 0.04171 
Angle: Muscle Group 𝛽14 0.00084 0.00033 0.00525 
Type of Contraction: Weight 𝛽23 -0.27946 0.33923 -1.54843 
Type of Contraction: Muscle Group 𝛽24 -0.03950 0.01659 -0.40860 













Table 4.5: Step Statistical Model Continued. A continuation of Table 4.4. This table 
contains all of the β coefficients for the transformed variables of peak time and percent 
overshoot. The major effects and the interactions are shown on the left. Peak time and 
percent overshoot would be the 𝑦𝑇 values shown in (7). The units of the final results after 
using (8) are seconds and percent for peak time and percent overshoot, respectively. 
 





(Intercept) 𝛽0 -1.11556 2.21014 
Angle 𝛽1 0.02699 -0.01738 
Type of Contraction 𝛽2 0.86088 -0.56781 
Weight 𝛽3 1.05734 -0.70322 
Muscle Group  𝛽4 -0.19325 0.07915 
Angle: Type of Contraction 𝛽12 -0.01154 0.00969 
Angle: Weight 𝛽13 0.00507 -0.00195 
Angle: Muscle Group 𝛽14 -0.00208 -0.00073 
Type of Contraction: Weight 𝛽23 -2.82752 1.91186 
Type of Contraction: Muscle Group 𝛽24 0.33567 -0.11504 
Weight: Muscle Group  𝛽34 0.70371 0.38354 
 
 
Table 4.6: Step Model Example. Example use of the step function statistical model. The 
dependent variable is rise time. The desired independent variables are the variables of 
interest to the user of the model and are also the x values of (6) – (8). 
 
Rise Time 
Desired Independent Variables Angle 
Eccentric 
Contraction Weight Extension 
x values 𝑥1 𝑥2 𝑥3 𝑥4 
 35 1 0.25 0 
 
 
Table 4.7: Ramp Correlation Matrix. Correlation matrix for the dependent variables of the 
step functions. Perfect correlation is shown as 1.00. 
 
  Time Shift Amplitude Error  Variance in Velocity 
Time Shift 1.00 0.19 0.06 
Amplitude Error 0.19 1.00 0.72 








Table 4.8: Ramp MANOVA Results. Table of significance for all of the major effects and 
interactions from the MANOVA test. The first four test variables in the left column of the 
table are the major effects, and the last six are the interactions terms. Significance is 
accepted for a p-value less than 0.05.  
 
Test Variables p-value 
Slope << 0.01 
Type of Contraction 0.2273 
Weight 0.0696 
Muscle Group << 0.01 
Slope: Type of Contraction 0.7894 
Slope: Weight 0.4669 
Slope: Muscle Group 0.4241 
Type of Contraction: Weight << 0.01 
Type of Contraction: Muscle Group 0.0818 
Weight: Muscle Group  0.0378 
 
 
Table 4.9: Ramp Statistical Model. This table contains all of the β coefficients for time 
shift as well as the transformed variables of amplitude error and variance of velocity. The 
major effects and the interactions are shown on the left. Amplitude error and variance of 
velocity would result in an answer of the form 𝑦𝑇 as shown in (7), and time shift would 
result in an answer of the form y as shown in (6). The units of the result of the time shift 
equation are in seconds and the results of amplitude error and variance of velocity are in 
degrees and degrees per second once they are transformed back to y using (8). 
 









(Intercept) 𝛽0 -0.07563 1.07736 3.06553 
Slope 𝛽1 -0.00007 0.06888 0.12570 
Type of Contraction 𝛽2 -0.00433 -0.01399 0.10314 
Weight 𝛽3 0.00832 0.14026 0.74231 
Muscle Group  𝛽4 -0.01407 0.16122 -0.01034 
Slope: Type of Contraction 𝛽12 -0.00067 -0.00536 -0.00856 
Slope: Weight 𝛽13 -0.00050 -0.00572 -0.02013 
Slope: Muscle Group 𝛽14 -0.00009 -0.00451 0.00957 
Type of Contraction: Weight 𝛽23 0.03724 0.10517 -0.19597 
Type of Contraction: Muscle Group 𝛽24 0.01549 0.10764 0.40282 








Table 4.10: Ramp Model Example. Example use of the ramp function statistical model. 
The dependent variable is variance of velocity. The desired independent variables are the 
variables of interest to the user of the model and are also the x values of (6) – (8). 
 
Variance of Velocity 
Desired Independent Variables Slope 
Concentric 
Contraction Weight Flexion 
x values 𝑥1 𝑥2 𝑥3 𝑥4 
 20 0 0.20 1 
 
 
Table 4.11: Periodic Correlation Matrix. Correlation matrix for the dependent variables of 










Peak to Peak 
Response 
Amplitude 
Time Shift 1.00 -0.08 0.03 0.06 
Amplitude Error -0.08 1.00 -0.87 -0.91 
Percent Variance in Velocity 0.03 -0.87 1.00 0.90 
Peak to Peak Response Amplitude 0.06 -0.91 0.90 1.00 
 
 
Table 4.12: Periodic ANOVA Results. Summary of the ANOVA results for periodic 
functions. For complete results see Tables B.12 – B.15 in Appendix B. 
 
  Independent Variables 
Dependent Variables Frequency Weight Muscle Group 
Time Shift Not Significant Not Significant Not Significant 
Amplitude Error Significant Not Significant Not Significant 
Peak to Peak Response 
Amplitude Significant Not Significant Not Significant 














 Functional neural stimulation is quickly becoming a viable technology for the 
betterment of human lives. With its advent has arisen the need to directly compare designed 
controller results with functional human capabilities. The primary goal of this research was 
to provide the necessary engineering control metrics for healthy human subjects to stand 
as the benchmark for this comparison. By using standard engineering control metrics the 
provided results make it easy for neuroprosthetic developers to make direct comparisons 
with the results of potential control algorithms and healthy humans. This also allows for 
the use of classical engineering control strategies to tune the potential control algorithms 
to achieve the desired results.  
 The current goal of prosthetics is to make the user feel like they are healthy and 
whole. In other words, a prosthetic should act and feel just like a healthy human limb. 
Control algorithms govern how the prosthetic limb responds to user input and what kind 
of feedback is given back to the user. If the performance of a given control algorithm 
matches the performance of a healthy human, then part of the goal of prosthetics is 
accomplished.  
Advances in the fields of neuroprosthetics and FMS provide hope that the neural 
disconnect of spinal cord injuries and strokes will be bridged by manmade electrodes. 
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Nerve signals will be interpreted by a computer that will determine what the prosthetic user 
wants to do. This research is intended to be used during the development of the interpreting 
algorithms and prosthetic design. Using the statistical models provided will hopefully 
ensure that the neuroprosthetics users function and feel like their injuries never happened. 
 
5.2 Therapeutic Metrics 
The statistical models provided in Chapter 4 may also be used as a benchmark for 
human wrist control in standard therapeutic methods. Current therapeutic methods rely on 
repetitive practice of ADLs [1]. Strength and endurance are relatively easy metrics to use 
for measuring progress. However, control is a much more complex metric that is difficult 
enough to use and that is often looked at as a byproduct of the exercises, and its progress 
is not measured directly. Using the same methods as were used in this research, therapists 
can measure the control capabilities and deficiencies of patients who have suffered a stroke. 
Their performance can then be compared to the provided models, and their progress can be 
recorded over time. Although this application of these metrics has not been explored in this 
work, it is one of the potential uses of quantitative models of healthy human wrist control.        
 
5.3 Future Work 
 
This research represents the first known attempt to develop a comprehensive model 
of healthy human wrist control metrics. As such there remains a lot of work to ensure that 
this attempt and future research in the same field are accurate and comprehensive. 
Validation of the provided models should be performed to ensure the participant group 
used is representative of males in their 20s and 30s. The number of participants in this 
study was limited and could be expanded in future trials to improve the distributions of the 
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data sets and the fidelity of the models.  
For these metrics to be utilized in future neuroprosthetic control design, further 
participant groups should include females and different age groups. Since the average age 
of a stroke victim is 70–71 years of age [2] it is critical that control metrics for that age 
group be gathered. Determining if there is a significant change in wrist control between 
age groups and gender would allow for prosthetics that truly react to the individual using 
it. 
 The wrist was chosen as an initial research point to test the viability of measuring 
human joint control. Further studies of other human joints will be necessary for 
neuroprosthetics to be a viable means of controlling the human body. Since each joint 
serves a different purpose and has different work spaces and different physical structures, 
it may be necessary to test each joint in turn. 
As has been mentioned in section 4.6, the experiment for measuring the control 
metrics during periodic tracking exercises was poorly designed and requires further study 
in the future. There are a number of important variables that were not isolated or fully 
explored. These variables include frequency, load, amplitude, and the predictable nature of 
the periodic motion. Because of the similarity periodic motion shares with typical human 
use, these control metrics should be studied further, and a statistical model should be 
developed. 
A few of the limiting factors encountered in the course of this study were the speed 
and torque the motor could provide. Although fast wrist motion has been considered to be 
around 180 deg./sec [3], the motor and controller were not able to maintain a constant load 
on the joint during the ballistic motion of the step functions. For this reason the loads used 
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in the experiment were maintained in the range of 0.125 MVF to 0.25 MVF, which did not 
show as large of an effect as was expected in the experiment. Future studies should include 
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A.1 System Equation Derivation 
 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝜏𝑚 = 𝑘𝑡𝐼𝑎                                                (12) 
 
Equation 12 shows that current is directly proportional to motor torque in SI units. 
 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝜏𝐴 = 𝜏𝑚 − 𝐽?̈? − 𝑏?̇? − 𝐶𝑠𝑔𝑛(?̇?)                                         (13) 
Equation 13 is the summation of the left hand side of Figure A.1. 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑐𝑐⁡⁡⁡𝜏𝑎𝑟𝑚 = 𝜏𝐵 − 𝐼?̈? − |𝑟01|
2𝑚?̈? −𝑚𝑔𝑟01𝑠𝑖𝑛⁡(𝜃𝑎𝑟𝑚)                         (14) 
Equation 14 is the summation of the right hand side of Figure A.1. 
                                                     𝑁 =
𝑟𝐵
𝑟𝐴
                                                          (15) 
Equation 15 is the gear ratio 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝜏𝐴𝑁 = 𝜏𝐵                                                        (16) 
⁡𝜏𝑎𝑟𝑚 = 𝑁(𝜏𝑚 − 𝐽?̈? − 𝑏?̇? − 𝐶𝑠𝑔𝑛(?̇?)) − (𝐼 − |𝑟01|
2𝑚)?̈? − 𝑚𝑔𝑟01𝑠𝑖𝑛⁡(𝜃𝑎𝑟𝑚)         (17) 














sin(𝜙/𝑁)  (18) 
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Equation 18 is a combination of (17) and (12). This is the full system equation for current 
control. The equation has an output of torque on the participant’s arm for a given input 
current. This is not the control equation for the system, as the torque is not measured at the 
output but at the torque sensor. The torque being measured at the sensor is shown in (20). 
 
                                        ⁡⁡𝜏𝑠𝑒𝑛𝑠𝑜𝑟 = 𝑁(𝜏𝑚 − 𝑏?̇? + 𝐶𝑠𝑖𝑔𝑛(?̇?) − 𝐽?̈?)                                   (19) 
 




2𝑚𝜙)̈ + 𝑚𝑔𝑟01 sin(𝜙/𝑁)              (20)   
 
Equation 20 shows the torque at the participants wrist compared to the torque measured at 
the sensor. Gravity compensation eliminates the last term of the equation, leaving only the 
inertia of the handle affecting the torque measurement. This was determined to be small 
compared to the inertia of the human hand and wrist, so it was neglected in the control 
schematic.                       
 
A.2 Transformed Statistical Model Derivation 
 
Equation 21 shows the statistical model for the transformed dependent variables.               
                   ⁡⁡⁡⁡⁡⁡
(𝑦+𝑐)𝜆−1
𝜆




𝑖=1                       (21) 
Equation 22 is a simplified version of that equation, where 𝑦𝑇is the outcome of the use of 
the β coefficient tables for the transformed variables.  
 




𝑖=1                              (22) 
Equations (23) – (25) show the process of isolating y. 
                                                               ⁡(𝑦 + 𝑐)𝜆 = 𝜆𝑦𝑇 + 1⁡                                               (23)      
                                                   𝜆 ∗ ln⁡(𝑦 + 𝑐) = ln⁡(𝜆 ∗ 𝑦𝑇 + 1)⁡                                  (24)      
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                                                              𝑦 = 𝑒
(ln(𝜆∗𝑦𝑇+1))
𝜆 − 𝑐                                                    (25)      
Equation 26 is a combination of (25) and (22) and is the derivation required to isolate y. 






































Figure A.1: Physical System Derivation. Graphical derivation of the components of the 

















ANALYSIS TABLES AND PLOTS 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B.2 ANOVA Results 
 
Table B.4: ANOVA tests for rise time in step functions. These analyses evaluated if the 
different independent variable caused a significant difference in rise time. Each variable 
was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The angle comparison was between 15 and 30°, 30 and 45°, 15 and 45°, and 
an overall comparison of the data sets collected at each of the three step sizes. A red value 
means that it was not significant, a green value means that it was, and a yellow value means 








Table B.5: ANOVA tests for delay time in step functions. These analyses evaluated if the 
different independent variable caused a significant difference in delay time. Each variable 
was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The angle comparison was between 15 and 30°, 30 and 45°, 15 and 45°, and 
an overall comparison of the data sets collected at each of the three step sizes. A red value 
means that it was not significant, a green value means that it was, and a yellow value means 








Table B.6: ANOVA tests for settling time in step functions. These analyses evaluated if 
the different independent variable caused a significant difference in settling time. Each 
variable was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25M VF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The angle comparison was between 15 and 30°, 30 and 45°, 15 and 45°, and 
an overall comparison of the data sets collected at each of the three step sizes. A red value 
means that it was not significant, a green value means that it was, and a yellow value means 







Table B.7: ANOVA tests for peak time in step functions. These analyses evaluated if the 
different independent variable caused a significant difference in peak time. Each variable 
was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The angle comparison was between 15 and 30°, 30 and 45°, 15 and 45°, and 
an overall comparison of the data sets collected at each of the three step sizes. A red value 
means that it was not significant, a green value means that it was, and a yellow value means 








Table B.8: ANOVA tests for percent overshoot in step functions. These analyses evaluated 
if the different independent variable caused a significant difference in percent overshoot. 
Each variable was compared while holding all of the other independent variables constant. 
The independent variables being compared are shown in the top left corner of each table. 
The weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group 
comparison was between flexion and extension. The contraction comparison was between 
concentric and eccentric. The angle comparison was between 15 and 30°, 30 and 45°, 15 
and 45°, and an overall comparison of the data sets collected at each of the three step sizes. 
A red value means that it was not significant, a green value means that it was, and a yellow 







Table B.9: ANOVA tests for time shift in ramp function. These analyses evaluated if the 
different independent variable caused a significant difference in time shift. Each variable 
was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The slope comparison was between 8 and 16° per second, 16 and 24° per 
second, 8 and 24° per second, and an overall comparison of the data sets collected at each 
of the three slope. A red value means that it was not significant, a green value means that 









Table B.10: ANOVA tests for amplitude error in ramp function. These analyses evaluated 
if the different independent variable caused a significant difference in amplitude error. 
Each variable was compared while holding all of the other independent variables constant. 
The independent variables being compared are shown in the top left corner of each table. 
The weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group 
comparison was between flexion and extension. The contraction comparison was between 
concentric and eccentric. The slope comparison was between 8 and 16° per second, 16 and 
24° per second, 8 and 24° per second, and an overall comparison of the data sets collected 
at each of the three slope. A red value means that it was not significant, a green value means 









Table B.11: ANOVA tests for variance of velocity in ramp function. These analyses 
evaluated if the different independent variable caused a significant difference in variance 
of velocity. Each variable was compared while holding all of the other independent 
variables constant. The independent variables being compared are shown in the top left 
corner of each table. The weight comparison was between 0.125 MVF and 0.25 MVF. The 
muscle group comparison was between flexion and extension. The contraction comparison 
was between concentric and eccentric. The slope comparison was between 8 and 16° per 
second, 16 and 24° per second, 8 and 24° per second, and an overall comparison of the data 
sets collected at each of the three slope. A red value means that it was not significant, a 









Table B.12: ANOVA tests for percent variance of velocity in periodic function. These 
analyses evaluated if the different independent variable caused a significant difference in 
percent variance of velocity. Each variable was compared while holding all of the other 
independent variables constant. The independent variables being compared are shown in 
the top left corner of each table. The weight comparison was between 0.125 MVF and 0.25 
MVF. The muscle group comparison was between flexion and extension. The contraction 
comparison was between concentric and eccentric. The frequency comparison was between 
1 and 2 Hertz. The unpredictable function was left out of this analysis. A red value means 
that it was not significant, a green value means that it was, and a yellow value means that 















Table B.13: ANOVA tests for amplitude error in periodic function. These analyses 
evaluated if the different independent variable caused a significant difference in amplitude 
error. Each variable was compared while holding all of the other independent variables 
constant. The independent variables being compared are shown in the top left corner of 
each table. The weight comparison was between 0.125 MVF and 0.25 MVF. The muscle 
group comparison was between flexion and extension. The contraction comparison was 
between concentric and eccentric. The frequency comparison was between 1 and 2 Hertz. 
The unpredictable function was left out of this analysis. A red value means that it was not 


















Table B.14: ANOVA tests for time shift in periodic function. These analyses evaluated if 
the different independent variable caused a significant difference in time shift. Each 
variable was compared while holding all of the other independent variables constant. The 
independent variables being compared are shown in the top left corner of each table. The 
weight comparison was between 0.125 MVF and 0.25 MVF. The muscle group comparison 
was between flexion and extension. The contraction comparison was between concentric 
and eccentric. The frequency comparison was between 1 and 2 Hertz. The unpredictable 
function was left out of this analysis. A red value means that it was not significant, a green 

















Table B.15: ANOVA tests for percent peak to peak amplitude in periodic function. These 
analyses evaluated if the different independent variable caused a significant difference in 
percent peak to peak response amplitude. Each variable was compared while holding all of 
the other independent variables constant. The independent variables being compared are 
shown in the top left corner of each table. The weight comparison was between 0.125 MVF 
and 0.25 MVF. The muscle group comparison was between flexion and extension. The 
contraction comparison was between concentric and eccentric. The frequency comparison 
was between 1 and 2 Hertz. The unpredictable function was left out of this analysis. A red 
value means that it was not significant, a green value means that it was, and a yellow value 












MAIN EXPERIMENT CODE 
 
 
%This code generate a graphic user interface in Matlab and uses event 
%listeners to collect position and torque data in real time. This data 
is 
%saved and displayed for the user. This is an expansion of the code 
%developed by using the GUIDE tool in Matlab. 
  
function varargout = MastersGUI(varargin) 
% MASTERSGUI MATLAB code for MastersGUI.fig 
%      MASTERSGUI, by itself, creates a new MASTERSGUI or raises the 
existing 
%      singleton*. 
% 
%      H = MASTERSGUI returns the handle to a new MASTERSGUI or the 
handle to 
%      the existing singleton*. 
% 
%      MASTERSGUI('CALLBACK',hObject,eventData,handles,...) calls the 
local 
%      function named CALLBACK in MASTERSGUI.M with the given input 
arguments. 
% 
%      MASTERSGUI('Property','Value',...) creates a new MASTERSGUI or 
raises the 
%      existing singleton*.  Starting from the left, property value 
pairs are 
%      applied to the GUI before MastersGUI_OpeningFcn gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to MastersGUI_OpeningFcn via 
varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only 
one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Edit the above text to modify the response to help MastersGUI 
  





% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @MastersGUI_OpeningFcn, ... 
                   'gui_OutputFcn',  @MastersGUI_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 




    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
% --- Executes just before MastersGUI is made visible. 
  
%This function sets up all of the initial variable and builds the 
signals 
%the participants will track. 
function MastersGUI_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to MastersGUI (see VARARGIN) 
global countCase  
countCase=0; 
  
% Choose default command line output for MastersGUI 



























% All of the STEP Signals 
for j=1:2601 
    if j<601 
        handles.(['Signal',num2str(1)])(j)=0; 
        handles.(['Signal',num2str(2)])(j)=0; 
        handles.(['Signal',num2str(3)])(j)=0; 
        handles.timeArray(j)=-0.005+j*0.005; 
    elseif j<1801 
        handles.(['Signal',num2str(1)])(j)=0.667*45; 
        handles.(['Signal',num2str(2)])(j)=0.333*45; 
        handles.(['Signal',num2str(3)])(j)=-1*45; 
        handles.timeArray(j)=j*0.005; 
    else 
        handles.(['Signal',num2str(1)])(j)=0; 
        handles.(['Signal',num2str(2)])(j)=0; 
        handles.(['Signal',num2str(3)])(j)=0; 
        handles.timeArray(j)=j*0.005; %-(601*0.005); 
    end 
end 
% All of the Ramp Signals 
for k=1:2601 
    if k<601 
        handles.(['Signal',num2str(4)])(k)=0; 
        handles.(['Signal',num2str(5)])(k)=0; 
        handles.(['Signal',num2str(6)])(k)=0; 
    elseif k<951 
        handles.(['Signal',num2str(4)])(k)=(handles.timeArray(k-
600))*16; 
        handles.(['Signal',num2str(5)])(k)=handles.timeArray(k-600)*8; 
        handles.(['Signal',num2str(6)])(k)=handles.timeArray(k-600)*(-
24); 
     
    elseif k<1201 
        handles.(['Signal',num2str(4)])(k)=28; 
        handles.(['Signal',num2str(5)])(k)=14; 
        handles.(['Signal',num2str(6)])(k)=-42; 
    elseif k<1501 
        handles.(['Signal',num2str(4)])(k)=28; 
        handles.(['Signal',num2str(5)])(k)=14; 
        handles.(['Signal',num2str(6)])(k)=-42; 
    elseif k<1851 
        handles.(['Signal',num2str(4)])(k)=(handles.timeArray(k-
1500))*(-16)+28; 
        handles.(['Signal',num2str(5)])(k)=(handles.timeArray(k-
1500))*(-8)+14; 
        handles.(['Signal',num2str(6)])(k)=handles.timeArray(k-
1500)*(24)-42; 
    elseif k<2101 
        handles.(['Signal',num2str(4)])(k)=0; 
        handles.(['Signal',num2str(5)])(k)=0; 
        handles.(['Signal',num2str(6)])(k)=0;    
    else  
        handles.(['Signal',num2str(4)])(k)=0; 
        handles.(['Signal',num2str(5)])(k)=0; 
        handles.(['Signal',num2str(6)])(k)=0;         
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    end 
end 
% Periodic Signals   
for l=1:2601 
    if l<601; 
        handles.(['Signal',num2str(7)])(l)=0; 
        handles.(['Signal',num2str(8)])(l)=0; 
        handles.(['Signal',num2str(9)])(l)=0; 
    else 
        handles.(['Signal',num2str(7)])(l)=0.4*sin(handles.timeArray(l-
600))*45; 
        
handles.(['Signal',num2str(8)])(l)=0.6*sin(2*handles.timeArray(l-
600))*45; 
        
handles.(['Signal',num2str(9)])(l)=0.4*sin(1.1*handles.timeArray(l-
600))*45+... 
        0.1*sin(2*handles.timeArray(l-
600))*45+0.25*sin(3*handles.timeArray(l-600))*45; 








handles.pressbutton = false; 
handles.set = true; 
handles.datetime = datestr(now,30); 
  































 %   'Marker','o','MarkerSize',12,'MarkerEdgeColor',[0 0 
1],'MarkerFaceColor',[0 0 1]); 
rover.hrover2=line('Parent',handles.Graph,'Xdata',0,'Ydata',rover.yPosi
tion,... 
    'Marker','o','MarkerSize',10,'MarkerEdgeColor',[1 0 
0],'MarkerFaceColor',[1 0 0]); 
set(handles.Graph,'Xlim',[-0.5 4.5]); 








% --- Outputs from this function are returned to the command line. 
function varargout = MastersGUI_OutputFcn(hObject, eventdata, handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
% --- Executes on button press in Load_Model. 
function Load_Model_Callback(hObject, eventdata, handles) 
% hObject    handle to Load_Model (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
wStr = sprintf('%s\n%s',... 
    'Please wait while the model loads.'); 
hw = waitbar(0.5,wStr); 
global countCase; 
countCase=1; 







handles.RandomNumber=[1 2 3 4 5 6 7 8 9]; 
handles.(handles.CaseNum).CaseValue=handles.RandomNumber(countCase); 
%Opens (invisibly) the simulink model 




handles.viewing = struct(... 
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    'blockName','',... 
    'blockHandle',[],... 
    'blockEvent','',... 
    'blockFcn',[]); 
  
  
%Either we want to make this a variable or just always use global 
position 




%sets up the event listener 
handles.viewing.blockEvent = 'PostOutputs'; 
handles.viewing.blockFcn = @localEventListener; 
  
handles.originalStopTime = get_param(handles.modelName,'Stoptime'); 
handles.originalMode =  get_param(handles.modelName,'SimulationMode'); 
handles.originalStartFcn = get_param(handles.modelName,'StartFcn'); 
handles.modelAlreadyBuilt = false; 
  






%Build the model as an executable  
%rtwbuild(handles.modelName); 
%set_param(handles.modelName,'SimulationMode',handles.originalMode); 
% destroy the waitbar 
delete(hw); 
% Toggle the state of the buttons 
% Turn off the build_button button 
set(handles.Load_Model,'Enable','off'); 






% Set the already built flag so we don't build_button again 
% ad.modelAlreadyBuilt = true; 




%Save the random number to the file 
%save(handles.foldername,'-struct','rover',Random) 
drawnow 
% store the changed app data 
guidata(hObject,handles); 
  
% --- Executes on button press in Start_Model. 
function Start_Model_Callback(hObject, eventdata, handles) 
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% hObject    handle to Start_Model (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
















%setting up  the model 
  
% Connect to the code 
  
set_param(handles.modelName,'SimulationCommand','connect'); 
% start_button the model 
set_param(handles.modelName,'SimulationCommand','start'); 
 guidata(hObject,handles); 






% --- Executes on button press in Next. 
function Next_Callback(hObject, eventdata, handles) 
% hObject    handle to Next (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 















if countCase<=9  





   set_param(handles.Case, 
'Value',num2str(handles.RandomNumber(countCase))); 
   
handles.(handles.CaseNum).Signal=45.*handles.(['Signal',num2str(countCa
se)]); 
   handles.(handles.CaseNum).SignalTime=handles.timeArray; 
elseif countCase<=18 
    
set(rover.hrover1,'Xdata',handles.timeArray,'Ydata',handles.(['Signal',
num2str(countCase-9)])); 
   set_param(handles.Case, 
'Value',num2str(handles.RandomNumber(countCase-9))); 
   handles.(handles.CaseNum).CaseValue=handles.RandomNumber(countCase-
9); 
   
handles.(handles.CaseNum).Signal=45.*handles.(['Signal',num2str(countCa
se-9)]); 
   handles.(handles.CaseNum).SignalTime=handles.timeArray; 
   handles.DesiredWeight=handles.DesiredWeight_Flexion; 
   TorqueVal=str2double(handles.DesiredWeight)*(0.5); 
   set_param(handles.TorqueIn, 'Value',num2str(TorqueVal)); 
    
elseif countCase<=27 
   set_param(handles.Case, 
'Value',num2str(handles.RandomNumber(countCase-18))); 
   
set(rover.hrover1,'Xdata',handles.timeArray,'Ydata',handles.(['Signal',
num2str(countCase-18)])); 
   handles.(handles.CaseNum).CaseValue=handles.RandomNumber(countCase-
18); 
    
handles.(handles.CaseNum).Signal=45.*handles.(['Signal',num2str(countCa
se-18)]); 
    handles.(handles.CaseNum).SignalTime=handles.timeArray; 
   handles.DesiredWeight=handles.DesiredWeight_Extension; 
   TorqueVal=str2double(handles.DesiredWeight)*(-0.5); 
   set_param(handles.TorqueIn, 'Value',num2str(TorqueVal)); 
else 
   set_param(handles.Case, 
'Value',num2str(handles.RandomNumber(countCase-27))); 
   
set(rover.hrover1,'Xdata',handles.timeArray,'Ydata',handles.(['Signal',
num2str(countCase-27)])); 
   handles.(handles.CaseNum).CaseValue=handles.RandomNumber(countCase-
27); 
   
handles.(handles.CaseNum).Signal=45.*handles.(['Signal',num2str(countCa
se-27)]); 
   handles.(handles.CaseNum).SignalTime=handles.timeArray; 
   handles.DesiredWeight=handles.DesiredWeight_Extension; 
   TorqueVal=str2double(handles.DesiredWeight)*(-1); 
   set_param(handles.TorqueIn, 'Value',num2str(TorqueVal)); 
end 
    





% Connect to the code 
set_param(handles.modelName,'SimulationCommand','connect'); 
% start_button the model 
set_param(handles.modelName,'SimulationCommand','start'); 
  
% Attach the listener 
      if countCase==36 
          set(handles.Start_Model,'Enable','off'); 
          set(handles.Stop_Model,'Enable','on'); 
          set(handles.Next,'Enable','off'); 
          set(handles.Practice,'Enable','off') 
           




    
  
% --- Executes on button press in Stop_Model. 
function Stop_Model_Callback(hObject, eventdata, handles) 
% hObject    handle to Stop_Model (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 











% disconnect from the code 
set_param(handles.modelName,'SimulationCommand','disconnect'); 
  
















% --- Executes on button press in Practice. 
function Practice_Callback(hObject, eventdata, handles) 
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% hObject    handle to Practice (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
wStr = sprintf('%s\n%s','Please wait while the model loads.'); 
hw = waitbar(0.5,wStr); 
load_system(handles.modelName2) 
handles.viewing = struct(... 
    'blockName','',... 
    'blockHandle',[],... 
    'blockEvent','',... 
    'blockFcn',[]); 
global countCase 
countCase=1; 
%Either we want to make this a variable or just always use global 
position 




%sets up the event listener 
handles.viewing.blockEvent = 'PostOutputs'; 
handles.viewing.blockFcn = @localEventListener; 
  
  
handles.originalStopTime = get_param(handles.modelName2,'Stoptime'); 
handles.originalMode =  get_param(handles.modelName2,'SimulationMode'); 
%handles.originalStartFcn = get_param(handles.modelName2,'StartFcn'); 








% build_button the model 
rtwbuild(handles.modelName2); 








% Connect to the code 
set_param(handles.modelName2,'SimulationCommand','connect'); 
% start_button the model 
set_param(handles.modelName2,'SimulationCommand','start'); 











% --- Executes on button press in Stop_Practice. 
function Stop_Practice_Callback(hObject, eventdata, handles) 
% hObject    handle to Stop_Practice (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
set_param(handles.PracticeTorque,'Value','0') 
set_param(handles.modelName2,'SimulationCommand','stop'); 
% disconnect from the code 
set_param(handles.modelName2,'SimulationCommand','disconnect'); 
  














% --- Executes on button press in Start_Weight_Test. 
function Start_Weight_Test_Callback(hObject, eventdata, handles) 
% hObject    handle to Start_Weight_Test (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




wStr = sprintf('%s\n%s','Please wait while the model loads.'); 
load_system(handles.modelName3) 
handles.viewing = struct(... 
    'blockName','',... 
    'blockHandle',[],... 
    'blockEvent','',... 
    'blockFcn',[]); 
  
%Either we want to make this a variable or just always use global 
position 




% %sets up the event listener 
handles.viewing.blockEvent = 'PostOutputs'; 
handles.viewing.blockFcn = @localEventListener; 
  
handles.originalStopTime = get_param(handles.modelName3,'Stoptime'); 
handles.originalMode =  get_param(handles.modelName3,'SimulationMode'); 
96 
 
%handles.originalStartFcn = get_param(handles.modelName3,'StartFcn'); 












% build_button the model 
   %rtwbuild(handles.modelName3); 
% destroy the waitbar 





% Connect to the code 
set_param(handles.modelName3,'SimulationCommand','connect'); 
% start_button the model 
set_param(handles.modelName3,'SimulationCommand','start'); 





% --- Executes on button press in Stop_Weight_Test. 
function Stop_Weight_Test_Callback(hObject, eventdata, handles) 
% hObject    handle to Stop_Weight_Test (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
set_param(handles.modelName3,'SimulationCommand','stop'); 
% disconnect from the code 
set_param(handles.modelName3,'SimulationCommand','disconnect'); 
  


























%_______________________Count Down Edit________________________________ 
function Count_Down_Callback(hObject, ~, handles) 
% hObject    handle to Count_Down (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of Count_Down as text 
%        str2double(get(hObject,'String')) returns contents of 
Count_Down as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function Count_Down_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Count_Down (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 






% --- Executes on button press in Change_Weight. 
function Change_Weight_Callback(hObject, eventdata, handles) 
% hObject    handle to Change_Weight (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
%Not used 
% --- Executes on button press in radiobutton2. 
function radiobutton2_Callback(hObject, eventdata, handles) 
% hObject    handle to radiobutton2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hint: get(hObject,'Value') returns toggle state of radiobutton2 
  
  
% --- Executes on button press in Set_Weight. 
function Set_Weight_Callback(hObject, eventdata, handles) 
% hObject    handle to Set_Weight (see GCBO) 
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% eventdata  reserved - to be defined in a future version of MATLAB 






















function Max_Weight_Callback(hObject, eventdata, handles) 
% hObject    handle to Max_Weight (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of Max_Weight as text 
%        str2double(get(hObject,'String')) returns contents of 
Max_Weight as a double 
  
% --- Executes during object creation, after setting all properties. 
function Max_Weight_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Max_Weight (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 




%Takes entered weight and saves it into the simulink model 
function Weight_Applied_Flexion_Callback(hObject, eventdata, handles) 
% hObject    handle to Weight_Applied_Flexion (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of 
Weight_Applied_Flexion as text 
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%        str2double(get(hObject,'String')) returns contents of 
Weight_Applied_Flexion as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function Weight_Applied_Flexion_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Weight_Applied_Flexion (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function Weight_Applied_Extension_Callback(hObject, eventdata, handles) 
% hObject    handle to Weight_Applied_Extension (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of 
Weight_Applied_Extension as text 
%        str2double(get(hObject,'String')) returns contents of 
Weight_Applied_Extension as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function Weight_Applied_Extension_CreateFcn(hObject, eventdata, 
handles) 
% hObject    handle to Weight_Applied_Extension (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 






% --- Executes on button press in StartROM. 
function StartROM_Callback(hObject, eventdata, handles) 
% hObject    handle to StartROM (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 






wStr = sprintf('%s\n%s','Please wait while the model loads.'); 
hw = waitbar(0.5,wStr); 
load_system(handles.modelName4) 
handles.viewing = struct(... 
    'blockName','',... 
    'blockHandle',[],... 
    'blockEvent','',... 
    'blockFcn',[]); 
  
%Either we want to make this a variable or just always use global 
position 




%sets up the event listener 
handles.viewing.blockEvent = 'PostOutputs'; 
handles.viewing.blockFcn = @localEventListener; 
  
  
handles.originalStopTime = get_param(handles.modelName4,'Stoptime'); 
handles.originalMode =  get_param(handles.modelName4,'SimulationMode'); 
%handles.originalStartFcn = get_param(handles.modelName2,'StartFcn'); 








% build_button the model 
rtwbuild(handles.modelName4); 








% Connect to the code 
set_param(handles.modelName4,'SimulationCommand','connect'); 
% start_button the model 
set_param(handles.modelName4,'SimulationCommand','start'); 















% --- Executes on button press in StopROM. 
function StopROM_Callback(hObject, eventdata, handles) 
% hObject    handle to StopROM (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
set_param(handles.modelName4,'SimulationCommand','stop'); 





















function RangeMin_Callback(hObject, eventdata, handles) 
% hObject    handle to RangeMin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of RangeMin as text 
%        str2double(get(hObject,'String')) returns contents of RangeMin 
as a double 
  
% --- Executes during object creation, after setting all properties. 
function RangeMin_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to RangeMin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function RangeMax_Callback(hObject, eventdata, handles) 
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% hObject    handle to RangeMax (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of RangeMax as text 
%        str2double(get(hObject,'String')) returns contents of RangeMax 
as a double 
  
% --- Executes during object creation, after setting all properties. 
function RangeMax_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to RangeMax (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function Pnumber_Callback(hObject, eventdata, handles) 
% hObject    handle to Pnumber (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of Pnumber as text 
%        str2double(get(hObject,'String')) returns contents of Pnumber 
as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function Pnumber_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Pnumber (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





%Adding the event listener when start button is pushed 
function localAddEventListener 
% get the application data 





    handles.viewing.blockEvent,handles.viewing.blockFcn); 
handles.index=0; 
% store the changed app data 
guidata(gcbo,handles); 
  
%*****Looking at clock,torque and position blocks******** 
function localEventListener(block, eventdata) 
% get the application data this mfilename had to be initialized in the 
% code, will not work if not initilized 
global countCase 
hf = findall(0,'tag',mfilename); 
%Event listeners need this stuff drawn in manually like this instead of 
%throught the function inputs. 
handles = guidata(hf); 
rover=handles.rover; 
%Read in signals from simulink 
DataTimer =       block.InputPort(1).Data; 
DisplayTimer =    block.InputPort(2).Data; 
DisplayPosition = block.InputPort(3).Data; 
Speed =           block.InputPort(4).Data; 
rover.yPosition2= block.InputPort(5).Data; 
torque=           block.InputPort(8).Data; 
  
%Update the position of the circles on the Gui screen 






    set(handles.Count_Down,'String',DisplayTimer*(-1)); 
    set(handles.Count_Down,'BackgroundColor',[1,1,1]) 
elseif DataTimer<12.8 
      set(handles.Count_Down,'String','Go') 
      set(handles.Count_Down,'BackgroundColor',[0,1,0.1]) 
else 
    set(handles.Count_Down,'String','Stop') 




    set(rover.hrover2,'Xdata',0,'Ydata',DisplayPosition); 
else 
    set(rover.hrover2,'Xdata',DataTimer,'Ydata',DisplayPosition); 
end 
  
% The axes limits may also need changing. This shifts the axis -0.05 
every 
% time step. This makes it look like you are moving forward. 
if DataTimer>0 






newXLim = [(-0.5) (4.5)]; 
set(handles.Graph,'Xlim',newXLim); 
guidata(hf,handles)   
end 




% get the application data 
handles = guidata(gcbo); 
  
% delete the listener(s) 
delete(handles.eventHandle(1)); 
% remove this field from the app data structure 
handles = rmfield(handles,'eventHandle'); 
  
%save the changes 
guidata(gcbo,handles); 
%__________________________CLOSING THINGS___________________________ 
%Closes the model before closing the GUI 
function localCloseRequestFcn(hObject,eventdata) 
  
handles = guidata(hObject); 
%this just checks if their is a model open or not and stops the model 




    switch get_param(handles.modelName,'SimulationStatus'); 
        case 'stopped' 
            delete(gcbo); 
        otherwise 
            stop_button_Callback(hObject, eventdata, handles); 
            delete(gcbo); 
    end 
else 
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