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Let E be a quadratic number ﬁeld. Using genus theory, Gauss determined the 2-rank of the narrow
ideal class group of E (see [9]), and Rédei [18] introduced the Rédei-matrix of E to compute the 4-
rank of the narrow ideal class group of E . Let OE be the ring of integers of E . The 2n-ranks of tame
kernels K2OE have been studied in detail by Yue in [24,25].
Let F be a number ﬁeld with odd class number and E a quadratic extension of F . Recently, using
the Conner and Hurrelbrink’s exact hexagon in [4] and some ideas in [24], Yue [26] presented an
effective way of calculating the 4-rank of the class group C(E), that is, he deﬁned the generalized
Rédei-matrix RE/F of local Hilbert symbols with coeﬃcients in F2 and proved that the 4-rank of the
ideal class group C(E) of E equals to m − 1 − rank RE/F , where m is the number of primes of F
which ramify in E . He also determined the generalized Rédei-matrices RE/F explicitly for quadratic
and some biquadratic number ﬁelds E . Notice that, by genus theory and Rédei’s criterion, we can
only compute the 4-rank of the narrow ideal class group of a real quadratic number ﬁeld. Using Yue’s
result, we can calculate the 4-rank of the ideal class group of a real quadratic number ﬁeld.
Now we go on our story in function ﬁelds case. In [16], Rosen established many fundamental
results for the ambiguous divisor classes in function ﬁelds. In [27], Zhang studied ambiguous ideals,
ambiguous ideal classes and genera of quadratic function ﬁelds in odd characteristic case. He derived
a theory which is completely analogous to that for quadratic number ﬁelds and completed previous
results of [2]. Bae and Koo [3] deﬁned the genus ﬁeld for global function ﬁelds and developed the
analogue of the classical theory. Angles and Jaulent [1] established the fundamental results of genus
theory for ﬁnite (non-necessarily Galois) extensions of global ﬁelds by using narrow S-class groups,
when S is an arbitrary ﬁnite set of places. Their results included both the number ﬁeld and the
function ﬁeld cases, and generalized most classical results on this subject. In particular, their results
also included the function ﬁeld analogue of the well-known genus formula (see [1, Corollaire 2.2.5]).
Let q be a power of a prime number p. Let k = Fq(T ) be the rational function ﬁeld over Fq .
Using the function ﬁeld analogue of Conner and Hurrelbrink’s exact hexagon [14], Peng [15] explicitly
described the genus ﬁeld of cyclic extension of degree  over k, where  is a prime divisor of q − 1.
Wittmann [22] extended Peng’s results to the case when   q(q − 1) and used them to study the -
part of the ideal class groups of such cyclic extensions following the idea of Gras [6]. He also gave an
analogue of the Rédei–Reichardt formula for them. Hu and Li [11] explicitly described the ambiguous
ideal classes and the genus ﬁeld of Artin–Schreier extension of k. Using these results they studied
the p-part of the ideal class groups of Artin–Schreier extensions of k. They also gave an analogue of
the Rédei–Reichardt formula for them. Their results completed the genus theory of cyclic extensions
of prime degree over rational function ﬁelds. Recently, Jung [12] studied the narrow genus groups of
global function ﬁelds and he also gave a Rédei-matrix for the narrow ideal class groups.
Let F be a ﬁnite geometric separable extension k. Let E be a cyclic extension of F with prime
degree . Assume that the ideal class number h(OF ) of the integral closure OF of Fq[T ] in F is not
divisible by . In analogy with the number ﬁeld case [26], we deﬁne the generalized Rédei-matrix
RE/F of local Hilbert symbols with coeﬃcients in F . Using this generalized Rédei-matrix we give an
analogue of the Rédei–Reichardt formula for E .
We give three applications for the generalized Rédei-matrix for function ﬁelds. First we explicitly
determine the generalized Rédei-matrices for Kummer extensions of k. Example 3.9 shows that our al-
gorithm for Kummer extensions is different and simpler comparing with that of Wittmann in [22] (see
Remark 3.10). In particular, our algorithm does not need to solve certain system of linear equations
as in [22, Lemma 3.2]. Second we explicitly determine the generalized Rédei-matrices for biquadratic
function ﬁelds. We also give two examples on computation of 4-ranks of the biquadratic function
ﬁelds to demonstrate our algorithm (see Examples 3.15 and 3.16). To our knowledge, there does not
exist any Rédei-matrix for the ideal class groups of function ﬁelds in nonrational cases before this
paper. Finally we explicitly determine the generalized Rédei-matrices for Artin–Schreier extensions
of k. Example 3.19 shows that our algorithm for Artin–Schreier extensions is different from that given
in [11] (see Remark 3.20). In this example, the 4-ranks of the ideal class groups for a large class of
Artin–Schreier extensions have also been provided. This class of Artin–Schreier extensions has been
used in [5] to perform the Weil descent, which may lead to a possible method of attack against the
762 S. Bae et al. / Finite Fields and Their Applications 18 (2012) 760–780ECDLP (the discrete logarithm problem on an elliptic curve), so-called GHS attack, for details, see [10,
§6].
2. Generalized Rédei-matrix
It should be noted that the arguments verifying the results of this section are straightforward
adaptations from [26, §2] with minor modiﬁcations.
Let q be a power of a prime number p. Let k = Fq(T ), A = Fq[T ] and ∞ = (1/T ). For any ﬁnite
separable extension F of k, let OF be the integral closure of A in F . We denote by I(F ) the group of
fractional ideals of OF and by C(F ) the ideal class group of OF , and h(OF ) := |C(F )|. Let S∞(F ) be
the set of primes of F lying above ∞. Let  be a prime number. For a ﬁnite abelian group A, we let
A be the subgroup of elements of order dividing  of A and A be the Sylow -subgroup of A. For
n 1, rn (A) will denote the n-rank of A, that is,
rn(A) = dimF n−1A/n A.
Let F be a ﬁnite geometric separable extension of k. Let E be a ﬁnite geometric cyclic extension
of degree  over F , where  is a prime number. Let G = Gal(E/F ) be the Galois group of E over F .
Then C(E) is a ﬁnite G-module. Let σ be a generator of G . Let Z be the ring of -adic integers. The
Galois module structure of C(E) as a ﬁnite module over the discrete valuation ring Z[σ ]/(1 + σ +
· · · + σ −1) is determined by the dimensions:
λi(E) := dimF
(C(E)(σ−1)i−1 /C(E)(σ−1)i ) (i  1).
Since the action of σ − 1 on the non--parts of C(E) is invertible, we have (see [6,22,11])
λi(E) = dimF
(C(E)(σ−1)i−1/C(E)(σ−1)i ).
If  = 2, then σ acts as −1 on C(E). So λ1(E) and λ2(E) are equal to the 2-rank and 4-rank of the
ideal class group C(E), respectively.
Let N = 1 + σ + · · · + σ −1. Let R0 = {(y,A) ∈ F ∗ × I(E): yN (A) = OE } be a subgroup of F ∗ ×
I(E) and N0 = {(N (z), z−1σ(B)B−1) ∈ R0: z ∈ E∗, B ∈ I(E)} be a subgroup of R0. We deﬁne a
quotient group R0(E/F ) = R0/N0 and a class of (y,A) is denoted by 〈y,A〉. Let R1 = {(u,A) ∈O∗E ×
I(E): N (u) = 1, σ (A) = A} be a subgroup of O∗E × I(E) and N1 = {(σ (x)x−1, xN (B)) ∈ R1: x ∈ O ∗E ,
B ∈ I(E)} be a subgroup of R1. We deﬁne the quotient group R1(E/F ) = R1/N1 and the class of
(u,A) is denoted by |u,A|.
Throughout this paper, we use Tate cohomology, that is, for any G-module M ,
H0(G,M) = MG/N (M), H1(G,M) = {a ∈ M |N (a) = 1}{aσ−1 | a ∈ M} .
We have the following homomorphism:
d0 : H0
(
G,C(E))→ H0(G,O∗E), cl(A) → cl(v)
where A ∈ I(E) with σ(A) = xA for some x ∈ E∗ and N (x) = v ∈O∗F . There is also a homomorphism:
d1 : H1
(
G,C(E))→ H1(G,O∗E), cl(A) → cl(u)
where A ∈ I(E) with N (A) = xOE for some x ∈ E∗ and u = σ(x)x−1 ∈O∗E .
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H1(G,C(E)) d1 H1(G,O∗E )
i1
R0(E/F )
j1
R1(E/F )
j0
H0(G,O∗E)
i0
H0(G,C(E))d0
where i1(cl(u)) = |u,OE |, j0(|u,A|) = cl(A), i0(cl(v)) = 〈v,OE 〉, j1(〈y,A〉) = cl(A).
Proof. See [4, Theorem 2.3] for number ﬁelds and [14, Theorem 1] for function ﬁelds. 
Lemma 2.2. Assume that h = h(OF ) is not divisible by . Then we have
H0
(
G,C(E))∼= C(E)G and H1(G,C(E))∼= C(E)/C(E)σ−1.
Moreover, λ1(E) = r(H1(G,C(E))) = r(H0(G,C(E))).
Proof. Choose a,b ∈ Z such that ha + b = 1. Deﬁne φ1 : H0(G,C(E)) → C(E)G by φ1(cl(A)) = [Ah].
If 1 
= cl(A), then [A] = σ [A] and [A] /∈ N (C(E)). Then [A] = [Ah]a[A]b = [Ah]aN ([A])b . Thus [A]h
cannot be trivial and φ1 is a monomorphism. For any [A] ∈ C(E)G , we have [A] = [A]ha+b = [A]ha
and σ [A] = [A]. Then N ([A]) = [A] = 1. Thus cl(Aa) ∈ H0(G,C(E)) with φ1(cl(Aa)) = [A], and φ1 is
an isomorphism.
We have a natural epimorphism φ2 : C(E) → H1(G,C(E)) deﬁned by φ2([A]) = cl(Ah). Clearly,
C(E)σ−1 ∈ Ker(φ2). Conversely, if cl(Ah) = 1 in H1(G,C(E)), then [A]h = [B]σ−1 for some [B] ∈ C(E).
Since the action of σ − 1 on the non--parts of C(E) is invertible, C(E)/C(E)σ−1 ∼= C(E)/C(E)σ−1
(see [22, p. 329]), so we may take [A], [B] ∈ C(E) . Then [A]k = 1 for some k. Let m,n ∈ Z be such
that hm + kn = 1. Then [A] = [A]hm+kn = [A]hm = ([B]m)σ−1 ∈ C(E)σ−1. Thus, Ker(φ2) = C(E)σ−1,
so φ2 induces an isomorphism C(E)/C(E)σ−1 ∼= H1(G,C(E)). 
Lemma 2.3. Assume that h = h(OF ) is not divisible by . Then the exact hexagon breaks up as follows:
1 −→ H1(G,O∗E) i1−→ R1(E/F ) j0−→ H0(G,C(E))
d0−→ H0(G,O∗E) i0−→ R0(E/F ) j1−→ H1(G,C(E))−→ 1.
Proof. See [4, Lemma 9.1]. 
Lemma 2.4. Let s be the number of primes in S∞(F ) that ramify or are inert in E and t be the number of prime
ideals ofOF that ramify in E. We have
r
(
R0(E/F )
)=
{
0 if s = t = 0,
s + t − 1 otherwise,
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r
(
R1(E/F )
)=
{
1 if s = t = 0,
t otherwise.
Proof. See [14, Theorem 3]. The same proof works for  = p. 
For cl(v) ∈ H0(G,O∗E ), we have 〈v,OE 〉 = 1 if and only if v ∈ O∗F ∩ N (E). Hence Im(i0) ∼=O∗F /(O∗F ∩N (E)) and Im(i0) is an elementary abelian -group, so
r
(
Im(i0)
)= log([O∗F : O∗F ∩N (E)]). (2.1)
Let (−, E/F )p be the local norm residue symbol at the prime p of F . For any a ∈ F ∗ , let [a/p] ∈ F
be deﬁned by (a, E/F )p = σ [a/p] ∈ G . Then, by the Hasse Norm Theorem ([7, p. 274] or [21]), we have
that a ∈N (E) if and only if [a/p] = 0 for every prime p of F . If p is any (ﬁnite or inﬁnite) prime of
F which splits in E , then [a/p] = 0 for any a ∈ F ∗ . For any v ∈O∗F , if p is a prime ideal of OF which
is unramiﬁed in E , then νp(v) = 0, and from the property for the local norm residue symbol (see
[20, p. 141, Proposition 2]), we have [v/p] = 0. Let p1, . . . ,pt be prime ideals of OF which ramify in
E and pt+1, . . . ,pt+s be primes in S∞(F ) which ramify or are inert in E . From the above discussion,
we see that the homomorphism ψ : O∗F → Ft+s deﬁned by ψ(v) = ([v/p1], . . . , [v/pt+s]) has kernel
Ker(ψ) =O∗F ∩N (E). Let {v1, . . . , vr} be a minimal set of generators of O∗F . We form an r × (t + s)
matrix ME/F with coeﬃcients in F as
ME/F :=
([vi/p j])1ir,1 jt+s.
Then we have
log
([O∗F :O∗F ∩N (E)])= rankME/F . (2.2)
Lemma 2.5. Assume that h = h(OF ) is not divisible by . Then
λ1(E) = s + t − 1− log
([O∗F : O∗F ∩N (E)])= s + t − 1− rankME/F .
Remark 2.6. This result is also a direct consequence of [1, Corollaire 2.2.5].
Proof. By Lemma 2.3, we have an exact sequence
1 → Im(i0) → R0(E/F ) → H1
(
G,C(E))→ 1.
Since the three groups in the above sequence are elementary abelian -groups, we have
r
(
H1
(
G,C(E)))= r(R0(E/F ))− r(Im(i0)).
Now the result follows from Lemma 2.2, Lemma 2.4, (2.1) and (2.2). 
Now we want to compute λ2(E), which is equal to r(C(E)G ∩C(E)σ−1 ) (see [22, p. 332]). Assume
that h = h(OF ) is not divisible by . Consider the following exact sequence
R1(E/F )
j0−→ H0(G,C(E)) d0−→ Im(d0) −→ 1. (2.3)
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over pi for 1 i  t. Then R1(E/F ) is generated by |1,P1|, . . . , |1,Pt |.
Proof. See [14, Theorem 3]. The same proof works for  = p. 
Choose v1, . . . , vr ∈O∗F such that {v¯1, . . . , v¯w} and {v¯1, . . . , v¯r} form bases of (O∗F ∩N (E))/N (OE )∗
and O∗F /N (OE )∗ , respectively. Here, v¯ i is the image of vi in O∗F /N (OE )∗ . Since {v¯1, . . . , v¯w} form
bases of (O∗F ∩N (E))/N (OE )∗ , we can choose xi ∈ E∗ such that N (xi) = vi for 1 i  w . Thus by the
Noether–Hilbert theorem (Axiom 3.1 in p. 278 of [13]), we have H1(G, I(E)) = 1 and xiOE = Bσ−1i
for some Bi ∈ I(E). From the deﬁnition of d0, we have d0(cl(Bi)) = cl(vi) for 1  i  w . Since
Im(d0) = Ker(i0) is generated by cl(v1), . . . , cl(vw), from the exact sequence (2.3) and Lemma 2.7, we
have
H0
(
G,C(E))= 〈cl(P1), . . . , cl(Pt), cl(B1), . . . , cl(Bw)〉.
Via the isomorphism φ1 : H0(G,C(E)) → C(E)G in the proof of Lemma 2.2, we have
C(E)G =
〈[
Ph1
]
, . . . ,
[
Pht
]
,
[
Bh1
]
, . . . ,
[
Bhw
]〉
.
For 1 i  t , 1 j  w , let ai , b j be elements in F ∗ such that aiN (Phi ) =OE and b jN (Bhj ) =OE .
Let H be the subgroup of R0(E/F ) generated by
{〈
ai,P
h
i
〉
,
〈
b j,B
h
j
〉
, 〈vk,OE 〉: 1 i  t, 1 j  w, w + 1 k r
}
.
Since Im(i0) ⊂ H , we have an exact sequence
1 −→ Im(i0) −→ H j1−→ j1(H) −→ 1.
From the above exact sequence, we know that j1(H) is generated by
{
cl
(
Ph1
)
, . . . , cl
(
Pht
)
, cl
(
Bh1
)
, . . . , cl
(
Bhw
)}
.
From the proof of Lemma 2.2, we see that j1(H) ∼= C(E)G/C(E)G ∩ C(E)σ−1 . Thus, we have
λ2(E) = r
(
C(E)G
)− r( j1(H))
= r
(
C(E)G
)− r(H) + r(Im(i0))
= r
(
R0(E/F )
)− r(H) = s + t − 1− r(H).
We form a (t + s) × (t + r) matrix RE/F over F by
RE/F := ( A B V ) , (2.4)
where A = ([ai/p j]) 1it
1 jt+s
, B = ([bi/p j]) 1iw
1 jt+s
, V = ([vi/p j]) w+1ir
1 jt+s
.
Lemma 2.8. r(H) = rank RE/F .
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[y/p] = 0 for any prime p of F by the Hasse Norm Theorem. If p is a prime ideal of OF which is inert
in E , then νp(ai) = νp(vk) = 0, νp(b j) ≡ 0 mod , and from the property for the local norm residue
symbol (see [20, p. 141, Proposition 2]), we have [ai/p] = [vk/p] = [b j/p] = 0 for 1 i  t , 1 j  w ,
w + 1  k  r. If p is any (ﬁnite or inﬁnite) prime of F which splits in E , then [a/p] = 0 for any
a ∈ F ∗ . Consider the map ϕ : R0(E/F ) → Ft+s given by ϕ(〈y,A〉) = ([y/p1], . . . , [y/pt+s]). From the
above discussions, we conclude that Ker(ϕ) ∩ H is trivial, so r(H) = r(ϕ(H)) is equal to the rank of
the matrix RE/F . 
Theorem 2.9. Assume that h = h(OF ) is not divisible by . Then we have
λ2(E) = s + t − 1− rank RE/F .
3. Some applications
3.1. Kummer extensions
In this subsection we consider F = k = Fq(T ), A = Fq[T ] and ∞ = (1/T ). Let γ be a generator
of F∗q . Let  be a prime divisor of q − 1. Any geometric Kummer extension E of degree  of k can be
written as E = k( √D ), where D = aPr11 · · · Prtt with a ∈ {1, γ } and 1 ri   − 1. E is said to be real
if ∞ splits in E (⇔  | deg D and a = 1), ramiﬁed imaginary if ∞ ramiﬁes in E (⇔   deg D) and inert
imaginary if ∞ is inert in E (⇔  | deg D and a = γ ). We have that O∗E ∼= F∗q × Z−1 if E is real andO∗E = F∗q otherwise. In this subsection, we use the general results in Section 2 to deﬁne a Rédei-matrix
for Kummer function ﬁelds which is different from the Rédei-matrix given by Wittmann [22].
3.1.1. Hilbert symbol of degree 
We ﬁrst recall the deﬁnition and the properties for the local Hilbert symbol for Kummer extensions
(see Chapter V, §3 of [13]). Let K be a local ﬁeld of characteristic p. Let O be the valuation ring of
K with a unique maximal ideal m. Then the constant ﬁeld of K is Fr , where r = |O/m|. Let  be a
prime divisor of r − 1. The local Hilbert symbol of degree  on K is a pairing ( ,m ) : K ∗ × K ∗ → F
∗ r−1

r
given by
(
x, y
m
)
= (x, K (

√
y )/K )( 
√
y )

√
y
,
where (−, K ( √y )/K ) is the local norm residue symbol. The Hilbert symbol has the following prop-
erties (see Chapter V, §3 of [13]):
(i) ( xx
′,y
m ) = ( x,ym )( x
′,y
m ) and (
x,yy′
m ) = ( x,ym )( x,y
′
m ) for all x, x
′, y, y′ ∈ K ∗ .
(ii) ( x,ym ) = ( y,xm )−1 for all x, y ∈ K ∗ .
(iii) ( x,1−xm ) = 1 for all 1 
= x ∈ K ∗ .
(iv) ( x,y
−1
m ) = ( x,ym )−1 for all x ∈ K ∗ .
(v) ( x,−xm ) = 1 for all x ∈ K ∗ .
Let UK be the unit group of K and U
(1)
K = 1 +m. Since UK = F∗r × U (1)K , every unit u ∈ UK has a
unique decomposition
u = ω(u)〈u〉
with ω(u) ∈ F∗r and 〈u〉 ∈ U (1)K , u ≡ ω(u) mod m.
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(
x, y
m
)
= ω
(
(−1)vK (x)vK (y) y
vK (x)
xvK (y)
)(r−1)/
.
Proof. See Chapter V, Proposition 3.4 of [13]. 
Corollary 3.2.
(i) If u, v ∈ UK , then ( u,vm ) = 1.
(ii) If u ∈ UK and vK (π) = 1, then ( π,um ) = ω(u)(r−1)/ , so ( π,um ) ≡ u(r−1)/ modm.
3.1.2. Rédei-matrix for Kummer extensions
At each prime p of k the local norm residue homomorphism ψp : k∗p → Gp is given by
ψp(x)(

√
D ) =
(
x, D
p
)

√
D,
where ( ,p ) is the local Hilbert symbol of degree  on kp and Gp is the decomposition group at p.
From the Hasse Norm Theorem, we have that, for x ∈ k∗ , x ∈ N (E∗) if and only if ( x,Dp ) = 1 for all
primes p of k. Moreover, we also have the following product formula:
∏
p
(
x, y
p
)
= 1
for any x, y ∈ k∗ .
Let ( ·· ) be the -th power residue symbol of A (for the deﬁnition and properties, see Chapter 3
of [17]). Put η := γ q−1 ∈ F∗q , which is a primitive -th root of unity. We may assume that
σ(

√
D ) = η √D
without loss of generality. Then, for any prime p of k and for any x ∈ k∗ , we have
(
x, D
p
)
= η[x/p]. (3.1)
Let D = aPr11 · · · Prtt be as above and δ(a) ∈ {0,1} be deﬁned by a = γ δ(a) . Let ei j,d,di ∈ F be deﬁned
to satisfy ηei j = ( PiP j ) for 1 i 
= j  t , d ≡ deg(D) mod  and di ≡ deg(Pi) mod . For any polynomial
B ∈ A with gcd(B, D) = 1, let eBi,dB ∈ F be deﬁned to satisfy ηeBi = ( BPi ) for 1  i  t and dB ≡
deg(B) mod .
Lemma 3.3.
(i) [P−1i /P j] = r jei j for i 
= j.
(ii) [P−1i /Pi] = −( q−12 ri + δ(a))di −
∑
j 
=i r je ji .
(iii) [P−1i /∞] = (δ(a) − q−12 d)di .
(iv) [γ /Pi] = −ridi and [γ /∞] = d.
(v) For a monic polynomial B ∈A with gcd(B, D) = 1, [B−1/Pi] = rieBi and [B−1/∞] = (δ(a) − q−12 d)dB .
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lowing Hilbert symbols:
• ( P
−1
i ,D
P j
) = ( PiP j )
r j
 for i 
= j and ( P
−1
i ,D
Pi
) = η−( q−12 ri+δ(a))di ∏ j 
=i( P jPi )−r j ,
• ( P
−1
i ,D∞ ) = η(δ(a)−
q−1
2 d)di , ( γ ,DPi ) = η−ridi and (
γ ,D
∞ ) = ηd ,
• ( B−1,DPi ) = ( BPi )
ri
 and (
B−1,D
∞ ) = η(δ(a)−
q−1
2 d)dB .
Now, the result follows from (3.1). 
Lemma 3.4. F∗q ∩N (E) = F∗q if |deg(Pi) for all 1 i  t and F∗q ∩N (E) = F∗q otherwise.
Proof. Since F∗q ⊂ F∗q ∩N (E) ⊂ F∗q , we have F∗q ∩N (E) = F∗q or F∗q ∩N (E) = F∗q . If   deg(Pi) for
some i, then [γ /Pi] 
= 0, so γ /∈N (E) and F∗q ∩N (E) = F∗q . Assume that  | deg(Pi) for all 1 i  t .
By Lemma 3.3(iv), we have [γ /∞] = 1 and [γ /Pi] = 1 for all 1 i  t . For any monic irreducible P
not dividing D , we have [γ /P ] = 1 by Corollary 3.2(i). Hence, γ ∈N (E) and F∗q ∩N (E) = F∗q . 
By Lemma 2.5 and Lemma 3.4, we have the following.
Corollary 3.5.
λ1(E) =
⎧⎪⎪⎨
⎪⎪⎩
t − 2 if a = 1 and  | deg(D) with   deg(Pi) for some i,
t − 1 if a = 1 and  | deg(Pi) for all i, a = γ and  | deg(D)
with   deg(Pi) for some i, or   deg(D),
t if a = γ and  | deg(Pi) for all i.
Remark 3.6. This result has also been obtained by Peng (see [15, Lemma 5] or [14, Theorem 4]).
Let M = (ei j)1i, jt , where ei j ∈ F is deﬁned by ( PiP j ) = ηei j for i 
= j as above and eii ∈ F will
be deﬁned below. When F∗q ∩ N (E) = F∗q and N (O∗E ) = F∗q , we choose a monic polynomial B ∈ A
such that B = N (B), Bσ−1 = xOE with N (x) ∈ F∗q \ F∗q . We deﬁne a t × t or (t + 1) × t matrix RE
over F in each of the following cases:
(i) Suppose that E is ramiﬁed imaginary. Then RE is deﬁned as the (t + 1)× t matrix obtained from
M by adding (d1 · · ·dt) in the last row, and eii ∈ F is deﬁned to satisfy the relation (δ(a) −
q−1
2 d)di +
∑t
j=1 r jei j = 0.
(ii) Suppose that E is inert imaginary with   deg(Pi) for some i. Then RE is deﬁned as in (i), and
eii ∈ F is deﬁned to satisfy the relation di +∑tj=1 r jei j = 0.
(iii) Suppose that E is inert imaginary with  | deg(Pi) for all i. Then RE is deﬁned as the (t + 1) × t
matrix obtained from M by adding (eB1 · · · eBt) in the last row, and eii ∈ F is deﬁned to satisfy
the relation
∑t
j=1 r jei j = 0.
(iv) Suppose that E is real with   deg(Pi) for some i. Then RE is deﬁned as in (i), and eii ∈ F is
deﬁned to satisfy the relation
∑t
j=1 r jei j = 0.
(v) Suppose that E is real with  | deg(Pi) for all i and γ ∈ N (O∗E). Then RE = M , and eii ∈ F is
deﬁned to satisfy the relation
∑t
j=1 r jei j = 0.
(vi) Suppose that E is real with  | deg(Pi) for all i and γ /∈ N (O∗E ). Then RE is deﬁned as in (iii),
and eii ∈ F is deﬁned to satisfy the relation ∑tj=1 r jei j = 0.
Then we have
Lemma 3.7. rank RE = rank RE/F .
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• pi = Pi and ai = P−1i for 1 i  t ,• s = 1 with pt+1 = ∞ if E is imaginary; s = 0 if E is real,
• r = 0 if N (O∗E ) = F∗q (i.e., γ ∈N (O∗E )); r = 1 otherwise,• when r = 1, w = 1 if F∗q ∩N (E) = F∗q ; w = 0 otherwise,
• when w = 1, b1 = B−1; when w = 0, v1 = γ .
Assume that E is ramiﬁed imaginary. In this case, F∗q ∩N (E) =N (O∗E ) = F∗q , s = 1, r = 1 and w = 0.
So, by Lemma 3.3, the matrix RE/F is given by
RE/F =
⎛
⎜⎜⎜⎝
r1e11 · · · rte1t (δ(a) − q−12 d)d1
...
...
...
r1et1 · · · rtett (δ(a) − q−12 d)dt
−r1d1 · · · −rtdt d
⎞
⎟⎟⎟⎠ ,
where eii ∈ F is determined to satisfy the relation (δ(a) − q−12 d)di +
∑t
j=1 r jei j = 0. Since the sum-
mation of all entries in each row of RE/F is zero, RE/F and RE have the same rank.
Assume that E is inert imaginary and   deg(Pi) for some i. In this case, F∗q ∩ N (E) =
N (O∗E ) = F∗q , s = 1, r = 1 and w = 0. So, by Lemma 3.3, RE/F is given by
RE/F =
⎛
⎜⎜⎜⎝
r1e11 · · · rte1t d1
...
...
...
r1et1 · · · rtett dt
−r1d1 · · · −rtdt 0
⎞
⎟⎟⎟⎠ ,
where eii ∈ F is determined to satisfy the relation di +∑tj=1 r jei j = 0. Since the summation of all
entries in each row of RE/F is zero, RE/F and RE have the same rank.
Assume that E is inert imaginary and  | deg(Pi) for all i. In this case, F∗q ∩ N (E) = F∗q ,
N (O∗E ) = F∗q , s = 1, w = 1 and RE/F is given as
RE/F =
⎛
⎜⎜⎜⎝
r1e11 · · · rte1t 0
...
...
...
r1et1 · · · rtett 0
r1eB1 · · · rteBt dB
⎞
⎟⎟⎟⎠ ,
where eii ∈ F is determined to satisfy the relation ∑tj=1 r jei j = 0. Since the summation of all entries
in each row of RE/F is zero, RE/F and RE have the same rank.
Assume that E is real with   deg(Pi) for some i. In this case, F∗q ∩N (E) =N (O∗E ) = F∗q , s = 0,
r = 1, w = 0 and RE/F is given as
RE/F =
⎛
⎜⎜⎜⎝
r1e11 · · · rte1t
...
...
r1et1 · · · rtett
⎞
⎟⎟⎟⎠ ,−r1d1 · · · −rtdt
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same rank.
Assume that E is real with  | deg(Pi) for all 1 i  t and γ ∈N (O∗E ). In this case, F∗q ∩N (E) =N (O∗E ) = F∗q , s = 0, r = 0 and RE/F is given as
RE/F =
⎛
⎜⎝
r1e11 · · · rte1t
...
...
r1et1 · · · rtett
⎞
⎟⎠ ,
where eii ∈ F is determined to satisfy the relation ∑tj=1 r jei j = 0. Clearly, RE/F and RE have the
same rank.
Assume that E is real with  | deg(Pi) for all 1  i  t and γ /∈ N (O∗E ). In this case, F∗q ∩
N (E) = F∗q , N (O∗E ) = F∗q , s = 0, w = 1 and RE/F is given as
RE/F =
⎛
⎜⎜⎜⎝
r1e11 · · · rte1t
...
...
r1et1 · · · rtett
r1eB1 · · · rteBt
⎞
⎟⎟⎟⎠ ,
where eii ∈ F is determined to satisfy the relation ∑tj=1 r jei j = 0. Clearly, RE/F and RE have the
same rank. 
From Theorem 2.9 and Lemma 3.7, we have
Corollary 3.8. For a Kummer extension E = k( √D ) of k, we have
λ2(E) =
{
t − rank RE if E is imaginary,
t − 1− rank RE if E is real.
In order to demonstrate the algorithm introduced in this section, we shall give an example on the
computation of λ2 for Kummer function ﬁelds, and we also use Wittmann’s algorithm in [22] to do
this.
Example 3.9. Let k = F7(T ), A = F7[T ] and γ = 3. Let P1 = T , P2 = T 2 + 2, P3(T ) = T 2 + 3T + 5,
P4(T ) = T 3 + T + 1, and K = k( 3
√
P21 P2P3P4 ). Put η = γ 2 = 2.
(1) We use the algorithm introduced in this section. In this example, D = P21 P2P3P4 and
deg D = 9, this corresponds to the case (iv) in the deﬁnition of RE and we have (r1, r2, r3, r4) =
(2,1,1,1) and (d1,d2,d3,d4) = (1,2,2,0). Notice that the steps listed below correspond to the steps
for performance of this algorithm on a computer.
Step I: Computing the value for the 3rd power residue symbol.
(
P1
P2
)
3
=
(
P2
P1
)
3
= η2,
(
P1
P3
)
3
=
(
P3
P1
)
3
= η2,
(
P1
P4
)
3
=
(
P4
P1
)
3
= η0,
(
P2
P3
)
3
=
(
P3
P2
)
3
= η,
(
P2
P4
)
3
=
(
P4
P2
)
3
= η,
(
P3
P4
)
3
=
(
P4
P3
)
3
= η2.
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e12 = e21 = 2, e13 = e31 = 2, e14 = e41 = 0,
e23 = e32 = 1, e24 = e42 = 1, e34 = e43 = 2.
Step II: Computing eii (1 i  4). From the relation
∑4
j=1 r jei j = 0 for 1 i  4, we have e11 = 1,
e22 = 0, e33 = 2, e44 = 0. Thus the matrix RE is given by
RE =
⎛
⎜⎜⎜⎜⎝
1 2 2 0
2 0 1 1
2 1 2 2
0 1 2 0
1 2 2 0
⎞
⎟⎟⎟⎟⎠ .
Step III: Computing the rank of RE . In this case, rank RE = 3. Thus from Corollary 3.8, we have
λ2(E) = 0.
(2) We use Wittmann’s algorithm. This corresponding to the case (v) in [22, p. 336], using the
notations in [22], we have s = 3, t = 4. Notice that the steps listed below correspond to the steps for
performance of this algorithm on a computer.
Step I: Computing μ2, μ3, x2, x3. By using the relation (see [22, Theorem 2.5(v)])
deg(P1) + μi deg(Pi) ≡ 0 mod 3,
we have μ2 = μ3 = 1. By using the relation (see [22, p. 336])
xi ≡ ri
μi
mod 3,
we have x2 = x3 = 1.
Step II: Computing the value for the 3rd power residue symbol. This has been done in (1) Step I of
this example.
Step III: Computing mij (2 i  4, 1 j  4, i 
= j).
ηm23 =
(
P1P2
P3
)
3
= η0, ηm32 =
(
P1P3
P2
)
3
= η0, ηm34 =
(
P1P3
P4
)
3
= η2,
ηm24 =
(
P1P2
P4
)
3
= η, ηm42 =
(
P4
P2
)
3
= η, ηm43 =
(
P4
P3
)
3
= η2,
ηm31 =
(
P3
P1
)
3
= η2, ηm41 =
(
P4
P1
)
3
= η0.
Thus m23 =m32 =m41 = 0, m24 =m42 = 1, m34 =m43 =m31 = 2.
Step IV: Computing mii (2  i, j  4). By using the relation (3) in [22, p. 337], we have m22 = 2,
m33 = 1, m44 = 0.
Step V: Computing m21, m31. This is the algorithm presented in [22, Lemma 3.2] by solving a system
of linear equations. Using Wittmann’s notations, we have ηb3 = ( P2 P23P1 )3 = η0 and c = 0. We have the
following system of linear equations
(
1 2
1 1
)(
m21
m
)
=
(
0
0
)
.31
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⎛
⎝0 2 0 10 0 1 2
0 1 2 0
⎞
⎠ .
Step VI: Computing the rank of M . In this case, rank M = 2. By using the formula in [22, p. 338],
we have λ2(E) = 0.
Remark 3.10. From the above example, we see that the algorithm presented in this section is different
and simpler comparing with that of Wittmann’s in [22]. In particular, our algorithm does not need to
solve certain system of linear equations as in [22, Lemma 3.2].
3.2. Biquadratic function ﬁelds
Let q be a power of an odd prime number. Assume that F is a quadratic function ﬁeld with odd
class number and E = F (√D ), where D is a square free polynomial in A = Fq[T ]. In this subsec-
tion, we shall explicitly determine the generalized Rédei-matrix for E by using the general results in
Section 2, and we also follow the arguments in §3.2 of [26].
Recall that γ denotes a generator of F∗q . Since F has odd class number, by Corollary 3.5, F can be
written as F = k(√D0 ), and D0 must be one of the following forms:
(1) D0 = Q or γ Q with deg Q ≡ 1 mod 2,
(2) D0 = Q with deg Q ≡ 0 mod 2,
(3) D0 = Q 1Q 2 with deg Q 1 ≡ deg Q 2 ≡ 1 mod 2,
where Q , Q 1, Q 2 are monic irreducible polynomials in A.
Throughout this subsection, N denotes the norm map from E to F , and NF/k denotes the norm
map from F to k.
Lemma 3.11. Let F = k(√D0 ) and E = F (
√
D ), where D0 , D are monic square free polynomials of even
degrees and D 
= D0 . Then γ ∈N (E) if and only if ( D0P ) = −1 for any monic irreducible polynomial P of odd
degree with P |D and P  D0 .
Proof. By the Hasse Norm Theorem, γ ∈N (E) if and only if the local Hilbert symbols ( γ ,Dp ) = 1 for
all primes p of F . For all ﬁnite primes p of F unramifying in E , we have ( γ ,Dp ) = 1 by Corollary 3.2(i).
For ﬁnite primes p of F ramifying in E , i.e., the valuation vp(D) = 1, ( γ ,Dp ) ≡ γ
Np−1
2 mod p, where
Np= |OF /p|, so ( γ ,Dp ) = 1 if and only if (q−1)| Np−12 . Let P be the monic irreducible polynomial lying
below p and f = f (p|P ) be the residue class degree of p|P . Then Np= q f , so we have (q − 1)| Np−12
if and only if deg P is even, or deg P is odd and f = 2, in the latter case ( D0P ) = −1. 
First we consider the case when F = k(√D0 ) is imaginary. Let E = F (
√
D ), D = εP1 · · · Ps a square
free polynomial with ε ∈ {1, γ }, be a biquadratic function ﬁeld, where P1, . . . , Pr splits in F and
Pr+1, . . . , Ps are inert in F . Then 2r + s is the number of all primes of F that ramify in E . The inﬁnite
prime p∞ of F is inert in E if deg D ≡ 1 mod 2 with sgn(D0) 
= sgn(D) or deg D ≡ 0 mod 2 with
sgn(D) = γ and splits in E otherwise. Since F is imaginary, the unit group O∗F of OF equals to
F∗q = 〈γ 〉. Let pip′i = PiOF for 1  i  r and p j = P jOF for r + 1  j  s, where pi , p′i , p j are prime
ideals of OF . Then P2i = piOE for 1  i  s and P′2j = p′jOE for 1  j  r, where Pi , P′j are prime
ideals of OE . The subgroup 2C(E) = 2C(E)G of C(E) is given as follows: if γ /∈N (E) ∩O∗F , then
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〈[P1]h, [P′1]h, . . . , [Pr]h, [P′r]h, [Pr+1]h, . . . , [Ps]h〉,
and, if γ ∈N (E) ∩O∗F , then
2C(E) =
〈[P1]h, [P′1]h, . . . , [Pr]h, [P′r]h, [Pr+1]h, . . . , [Ps]h, [B]h〉,
where N (x1) = γ , x1 ∈ E and x1OE =Bσ−1.
If γ ∈ N (E) ∩O∗F , then B is chosen as above. We can take b1 ∈ F ∗ such that b1OE = (BQ)σ+1
and
〈
b−11 ,BQ
〉 ∈ R0(E/F ), (3.2)
for some fractional ideal Q of OE with [Q] ∈ C(E)2. For each Pi , 1 i  r, splitting in F = k(√D0 ),
i.e., ( D0Pi ) = 1, an equation Piz2 = x2 − D0y2 has a relatively prime solution (Xi, Yi, Zi) over A by the
Legendre theorem. Let
ai = Xi +
√
D0Yi, a
′
i = Xi −
√
D0Yi .
Then aiOF = pip2Zi , a′iOF = p′ip′Zi
2, where pi,p′i are conjugate ideals of OF over Pi and pZi , p′Zi are
conjugate ideals of OF over Zi . Then we have
〈
a−1i ,PiQi
〉 ∈ R0(E/F ), 〈a′−1i ,P′iQ′i 〉 ∈ R0(E/F ), (3.3)
for some fractional ideals Qi , Q′i of OE with [Qi], [Q′i] ∈ C(E)2. For each P j , r + 1  j  s, inert in
F = k(√D0 ), we take a j = P j , so that
〈
a−1j ,P j
〉 ∈ R0(E/F ). (3.4)
Then H is the subgroup of R0(E/F ) generalized by elements (3.3), (3.4) and
β =
{ 〈γ −1,OE 〉, if γ /∈N (E),
〈b−11 ,BQ〉, if γ ∈O∗F ∩N (E),
(3.5)
where 〈b−11 ,BQ〉 is as element (3.2). Let δE/F = 0 if p∞ splits in E and δE/F = 1 if p∞ is inert in E .
Then we have
r4
(C(E))= r + s − 1+ δE/F − r2(H),
and r2(H) = rank RE/F , where RE/F is the generalized Rédei-matrix of E/F . For any a ∈ F ∗ and a
prime p of F , let [a/p] ∈ F2 be deﬁned by ( a,Dp ) = σ [a/p] , where σ is the generator of G = Gal(E/F ).
Then, the generalized Rédei-matrix RE/F of E/F is given as follows: if δE/F = 0, then
RE/F =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[a1/p1] [a′1/p1] · · · [as/p1] [ξ1/p1]
[a1/p′1] [a′1/p′1] · · · [as/p′1] [ξ1/p′1]
...
...
...
...
[a1/p′r] [a′1/p′r] · · · [as/p′r] [ξ1/p′r]
...
...
...
...
′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.6)[a1/ps] [a1/ps] · · · [as/ps] [ξ1/ps]
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RE/F =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[a1/p1] [a′1/p1] · · · [as/p1] [ξ1/p1]
[a1/p′1] [a′1/p′1] · · · [as/p′1] [ξ1/p′1]
...
...
...
...
[a1/p′r] [a′1/p′r] · · · [as/p′r] [ξ1/p′r]
...
...
...
...
[a1/ps] [a′1/ps] · · · [as/ps] [ξ1/ps]
[a1/p∞] [a′1/p∞] · · · [as/p∞] [ξ1/p∞]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.7)
where ξ1 = γ if γ /∈N (E) and ξ1 = b1 if γ ∈O∗F ∩N (E). Hence from Theorem 2.9 we get
Theorem 3.12. Let F = k(√D0 ) be an imaginary quadratic function ﬁeld with odd class number. Let
E = F (√D ), D = εP1 · · · Ps a square free polynomial with ε ∈ {1, γ }, be a biquadratic function ﬁeld, where
P1, . . . , Pr splits in F and Pr+1, . . . , Ps are inert in F . Let δE/F and RE/F be deﬁned as above. Then we
have
r4
(C(E))= r + s − 1+ δE/F − rank RE/F .
Now we consider the case when F = k(√D0 ) is real. We always assume that the unit group of OF
is O∗F = 〈v1〉× 〈v2〉 with v1 = γ . Let E = F (
√
D ) be a biquadratic function ﬁeld as above. Let p∞,p′∞
be the inﬁnite primes of F . Note that p∞,p′∞ are inert in E if deg D ≡ 0 mod 2 with sgn(D) = γ ,
ramify in E if deg D ≡ 1 mod 2 and split in E otherwise. When vi =N (xi) ∈O∗F ∩N (E) with xi ∈ E∗ ,
as above, we have xiOE = Bσ−1i for some fractional ideal Bi of OE and there is bi ∈ F ∗ such that
biOE = (BiQi)σ+1 and
〈
b−1i ,BiQi
〉 ∈ R0(E/F ), (3.8)
for some fractional ideal Qi of OE with [Qi] ∈ C(E)2. We take ξ1, ξ2 as follows.
If |O∗F /(N (E) ∩O∗F )| = 4, i.e., v1, v2, v1v2 /∈N (E), then ξ1 = v1, ξ2 = v2.
If |O∗F /(N (E) ∩O∗F )| = 2, i.e., v1 ∈N (E), v2 /∈N (E), then ξ1 = b1, ξ2 = v2.
If |O∗F /(N (E) ∩O∗F )| = 1, i.e., v1, v2 ∈N (E), then ξ1 = b1, ξ2 = b2.
For each Pi , 1  i  r, splitting in F = k(√D0 ), as above, taking ai = Xi + √D0Yi and a′i = Xi −√
D0Yi , we have 〈a−1i ,PiQi〉, 〈a′−1i ,P′iQ′i〉 ∈ R0(E/F ) for some fractional ideals Qi,Q′i of OE with
[Qi], [Q′i] ∈ C(E)2, and for each P j , r + 1  j  s, inert in F = k(
√
D0 ), by taking a j = P j , we have
〈a−1j ,P j〉 ∈ R0(E/F ). Let δ′E/F = 2 if deg D ≡ 1 mod 2 or deg D ≡ 0 mod 2 with sgn(D) = γ and
δ′E/F = 0 otherwise. Then, as in imaginary case, we have
r4
(C(E))= r + s − 1+ δ′E/F − rank RE/F ,
where RE/F is the generalized Rédei-matrix of E/F . The generalized Rédei-matrix RE/F of E/F is
given as follows: if δ′E/F = 0, then
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[a1/p1] [a′1/p1] · · · [as/p1] [ξ1/p1] [ξ2/p1]
[a1/p′1] [a′1/p′1] · · · [as/p′1] [ξ1/p′1] [ξ2/p′1]
...
...
...
...
...
[a1/p′r] [a′1/p′r] · · · [as/p′r] [ξ1/p′r] [ξ2/p′r]
...
...
...
...
...
[a1/ps] [a′1/ps] · · · [as/ps] [ξ1/ps] [ξ2/ps]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.9)
and, if δ′E/F = 2, then
RE/F =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[a1/p1] [a′1/p1] · · · [as/p1] [ξ1/p1] [ξ2/p1]
[a1/p′1] [a′1/p′1] · · · [as/p′1] [ξ1/p′1] [ξ2/p′1]
...
...
...
...
...
[a1/p′r] [a′1/p′r] · · · [as/p′r] [ξ1/p′r] [ξ2/p′r]
...
...
...
...
...
[a1/ps] [a′1/ps] · · · [as/ps] [ξ1/ps] [ξ2/ps]
[a1/p∞] [a′1/p∞] · · · [as/p∞] [ξ1/p∞] [ξ2/p∞]
[a1/p′∞] [a′1/p′∞] · · · [as/p′∞] [ξ1/p′∞] [ξ2/p′∞]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.10)
Hence from Theorem 2.9 we get
Theorem 3.13. Let F = k(√D0 ) be a real quadratic function ﬁeld with odd class number. Let E = F (
√
D ),
D = εP1 · · · Ps a square free polynomial with ε ∈ {1, γ }, be a biquadratic function ﬁeld, where P1, . . . , Pr
splits in F and Pr+1, . . . , Ps are inert in F . Let δ′E/F and RE/F be deﬁned as above. Then we have
r4
(C(E))= r + s − 1+ δE/F − rank RE/F .
In order to compute the local Hilbert symbol easily, we give a lemma, whose proof is almost the
same as the one of Lemma 3.3 in [26].
Lemma 3.14. Let a monic irreducible polynomial P be inert in a quadratic function ﬁeld F and p = POF be
the prime ideal of OF . Suppose thatN (a) = N for a ∈OF is relatively prime to P . Then the Legendre symbol
( NP ) = 1 if and only if the local Hilbert symbol ( a,Pp ) = 1 at prime p of F .
In order to demonstrate the algorithm introduced in this section, we shall give two examples on
computation of 4-ranks of the biquadratic function ﬁelds.
Example 3.15. Let q = 3, and F = k(√−T ), which is an imaginary quadratic function ﬁeld with class
number one. Let E = F (√D ), where D = (T + 1)(T 2 + T − 1). Since ∞ splits in k(√D ), the inﬁnite
prime p∞ of F splits in E , thus δE/F = 0. Since ( −TT+1 ) = 1, P1 = T + 1 splits in F with P1OF = p1p′1,
where p1 = (1 +
√−T )OF and p′1 = (1 −
√−T )OF . Since ( −TT 2+T−1 ) = −1, P2 = T 2 + T − 1 is inert
in F with P2OF = p2. Since ( −TT+1 ) = 1, we have γ = −1 /∈ N (E). Thus r = 1, s = 2, a1 = 1 +
√−T ,
a′1 = 1 −
√−T , a2 = T 2 + T − 1, and by Lemma 3.11 ξ1 = γ = −1. By (3.7) and Lemma 3.14, the
generalized Rédei-matrix RE/F is given by
RE/F =
⎛
⎝1 1 1 11 1 1 1
⎞
⎠ .1 1 1 0
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Example 3.16. Let q = 5 and F = k(√T ), which is an imaginary quadratic function ﬁeld with class
number one. Let E = F (√D ), where D = (T 2 + T + 1)(T 2 − T + 1). Since ∞ splits in k(√D ), the
inﬁnite prime p∞ of F splits in E , thus δE/F = 0. Since ( T 2+T+1T ) = ( T
2−T+1
T ) = 1, both P1 = T 2+T +1
and P2 = T 2 − T + 1 split in F with P1OF = p1p′1 and P2OF = p2p′2, where p1 = (T + 1 +
√
T )OF ,
p′1 = (T +1−
√
T )OF and p2 = (T −1+2
√
T )OF , p′2 = (T −1−2
√
T )OF . We also have γ = 2 /∈N (E).
Thus, we have s = r = 2, a1 = T + 1 +
√
T , a′1 = T + 1 −
√
T , a2 = T − 1 + 2
√
T , a′2 = T − 1 − 2
√
T ,
and by Lemma 3.11 ξ1 = γ = 2. By formula (3.7) and Lemma 3.14, the generalized Rédei-matrix RE/F
is given by
RE/F =
⎛
⎜⎜⎝
0 0 1 1 0
0 0 1 1 0
1 1 0 1 0
1 1 0 1 0
⎞
⎟⎟⎠ .
Since rank RE/F = 2, by Theorem 3.12, we have r4(C(E)) = 1.
3.3. Artin–Schreier extensions
In this section we also consider F = k = Fq(T ), A = Fq[T ] and ∞ = (1/T ), where q is a power
of a prime number p. It is well known that every cyclic extension of k of degree p is an Artin–
Schreier extension. For the arithmetic of Artin–Schreier extensions, we refer to [8]. Any geometric
Artin–Schreier extension E of k can be written as E = k(α), where α is a zero of an irreducible
polynomial xp − x − D ∈ k[X]. By developing the genus theory of Artin–Schreier extensions, Hu and
Li [11] gave a Rédei-matrix for Artin–Schreier extensions. In this subsection, we use the general results
in Section 2 to give another Rédei-matrix for Artin–Schreier extensions which is different from the
one given by Hu and Li [11], and does not rely on the decomposition of D .
3.3.1. Hilbert symbol for Artin–Schreier extensions
First we recall the analogue of the Hilbert symbol for Artin–Schreier extensions. This symbol was
ﬁrst introduced by Schmid and Witt in [19,23]. For convenience for the readers, we also refer to
Exercises 3–7 in pp. 340–341 of [13]. Let K be a local ﬁeld of characteristic p with a separable
closure K . Let P be the Artin–Schreier operator on K , that is, P(ξ) = ξ p − ξ for all ξ ∈ K . For any
x ∈ K and a ∈ K ∗ , we deﬁne the Hilbert symbol [x,a) ∈ Fp by
[x,a) := (a, K (ξ)/K )(ξ) − ξ,
where ξ ∈ K is an element such that P(ξ) = x and (−, K (ξ)/K ) is the local norm residue symbol.
The symbol [x,a) has the following properties:
(i) [x+ y,a) = [x,a) + [y,a) and [x,ab) = [x,a) + [x,b).
(ii) [x,a) = 0 if and only if a ∈NK (ξ)/K (K (ξ)∗), where ξ ∈ K is an element such that P(ξ) = x.
(iii) [a,a) = 0 for all a ∈ K ∗ .
(iv) [x,a) = 0 for all a ∈ K ∗ if and only if x ∈P(K ).
Let κ be the residue ﬁeld of K and π be a prime element so that K = κ((π)). Let d : K → Ω1K/κ , f →
df be the canonical map of the differential module of K/κ . For every f ∈ K one has df = f ′π dπ ,
where f ′π is the formal derivative of f in the expansion with respect to the powers of π with co-
eﬃcients in κ . For ω = (∑i>−∞ aiπ i)dπ , the residue Res(ω) := a−1 does not depend on the choice
of the prime element π . We can use the following formula to compute the Hilbert symbol [x,a)
explicitly (see Exercise 7 in [13, p. 341]).
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[x,a) = Trκ/Fp Res
(
x
da
a
)
.
3.3.2. Rédei-matrix for Artin–Schreier extensions
Let E = k(α) be an Artin–Schreier extension of k as above. Let P1, . . . , Pt be the monic irreducible
polynomials in A which are ramiﬁed in E . Hu and Li [11, Theorem 3.4] proved that C(E)G forms an
Fp-vector space with dimension t (resp. t − 1) if E is imaginary (resp. real). Thus, we have λ1(E) = t
or t − 1 according as E is imaginary or real.
Let p be a prime of k which ramiﬁes in E and P be the prime of E lying above p. Let EP and
kp be the completions of E and k with respect to the primes P and p, respectively. We may assume
that σ(α) = α + 1 without loss of generality. We denote the local Hilbert symbol deﬁned above by
[D,a)p. Then we have
(a, EP/kp)(α) = α + [D,a)p = σ [D,a)p(α),
so [a/p] = [D,a)p.
Since F∗q = F∗q ∩N (E) = N (O∗E ) (see [11, (3.1)]), in the deﬁnition (2.4) of the generalized Rédei-
matrix RE/F , we have r = 0; pi = Pi and ai = P−1i for 1  i  t; s = 1 with pt+1 = ∞ or s = 0
according as E is imaginary or real. Since for Artin–Schreier extensions, an ambiguous ideal class
always contains an ambiguous ideal (see the last paragraph of [11, p. 257]), we have w = 0 in the
deﬁnition of (2.4). Hence, the generalized Rédei-matrix RE/F is given as
RE =
⎛
⎜⎝
[D, P−11 )P1 · · · [D, P−11 )Pt [D, P−11 )∞
...
...
...
[D, P−1t )P1 · · · [D, P−1t )Pt [D, P−1t )∞
⎞
⎟⎠ if E is imaginary,
and
RE =
⎛
⎜⎝
[D, P−11 )P1 · · · [D, P−11 )Pt
...
...
[D, P−1t )P1 · · · [D, P−1t )Pt
⎞
⎟⎠ if E is real.
Theorem 3.18.We have
λ2(E) =
{
t − rank RE if E is imaginary,
t − 1− rank RE if E is real.
We use the following example on the computation of the 4-rank of quadratic function ﬁelds in
characteristic 2 to demonstrate the algorithm introduced in this section, and we also use Hu and Li’s
algorithm in [11] to do this.
Example 3.19. Let k = F2m (T ), A = F2m [T ]. Consider the rational function D(T ) = aT−1 + b + cT ,
where a,b, c ∈ F2m . Let E = k(α), where α is a zero of an irreducible polynomial x2 −x− D(T ) ∈ k[X].
This ﬁeld has been used in [5] to perform the Weil descent, which may lead to a possible method
of attack against the ECDLP (the discrete logarithm problem on an elliptic curve), for details, see [10,
Section 6].
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d(T−1)
T−1
= −T−1dT ,
we have
D(T )
d(T−1)
T−1
= (aT−2 + bT−1 + c)dT .
From Proposition 3.17, we conclude that
[
D, T−1
)
T = TrF2m /F2 ResT
(
D(T )
d(T−1)
T−1
)
= TrF2m /F2(b).
Thus [D, T−1)T = 0 if and only if TrF2m /F2 (b) = 0.
Since
d(T−1)
T−1
= Td(T−1),
we have
D(T )
d(T−1)
T−1
= (a + bT + cT 2)d(T−1).
From Proposition 3.17, we conclude that
[
D, T−1
)
T−1 = TrF2m /F2 ResT−1
(
D(T )
d(T−1)
T−1
)
= TrF2m /F2(b).
Thus [D, T−1)T−1 = 0 if and only if TrF2m /F2 (b) = 0.
(i) If a 
= 0, b = 0 and c = 0, then from [11, §2], E is real, and since t = 1, from [11, Theorem 3.4],
we have r2(C(E)) = r4(C(E)) = 0.
(ii) If ab 
= 0, then from [11, §2], E is imaginary, and since t = 1, from [11, Theorem 3.4], we have
r2(C(E)) = 1. If TrF2m /F2 (b) = 0, from the above discussions, we have rank RE = 0, and by Theo-
rem 3.18, r4(C(E)) = 1. If TrF2m /F2 (b) = 1, from the above discussions, we have rank RE = 1, and
by Theorem 3.18, r4(C(E)) = 0.
Now we use the algorithm in [11] to compute r4(C(E)). Since the representation of D(T ) in the
form D(T ) = T−1 + b + cT is already the normalized form as in [11, §2]. Using their notations,
we have D1 = T−1, f (T ) = b + cT , P1 = T . The Rédei-matrix in [11, p. 262] becomes
(
R11, { f /P1}
)= (−TrF2m /F2(b),TrF2m /F2(b)).
Thus, if TrF2m /F2 (b) = 0, we have rank RE = 0, and by [11, Theorem 5.1], r4(C(E)) = 1. If
TrF2m /F2(b) = 1, we have rank RE = 1, and by [11, Theorem 5.1], r4(C(E)) = 0.
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= 0, then from [11, §2], E is imaginary, and since t = 1, from [11, Theorem 3.4],
we have r2(C(E)) = 1. Since TrF2m /F2 (b) = 0, from the above discussions, we have rank RE = 0,
and by Theorem 3.18, r4(C(E)) = 1.
Now we use the algorithm in [11] to compute r4(C(E)). Since the representation of D(T ) in the
form D(T ) = T−1 + cT is already the normalized form as in [11, Section 2]. Using their notations,
we have D1 = T−1, f (T ) = cT , P1 = T . The Rédei-matrix in [11, p. 262] becomes
(
R11, { f /P1}
)= (0,0).
Thus rank RE = 0, and by [11, Theorem 5.1], r4(C(E)) = 1.
(iv) If a = 0 and c 
= 0, then from [11, Section 2], E is imaginary with no ﬁnite ramiﬁed places (i.e.
t = 0), and since s = 1, from [11, Theorem 3.4], we have r2(C(E)) = r4(C(E)) = 0.
(v) If a = 0 and c = 0, E/k is a constant ﬁeld extension, that is, E is a rational function ﬁeld. Thus
r2(C(E)) = r4(C(E)) = 0.
Remark 3.20. From the above examples (see (ii) and (iii)), we see that the algorithm presented in this
section is different from that of Hu and Li’s in [11].
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