Abstract-With the rapid development of the computer and multimedia technology, the video processing technique is applied to the field of sports in order to analyze the sport video. For sports video analysis, how to segment the sports video image has become an important research topic. Nowadays, the algorithms for video image segmentation mainly include neural network, K-means and so on. However, the accuracy and speed of these algorithms for moving objects segmentation are not satisfied, and easily influenced by the irregular movement of the object and illumination, etc. In view of this, this paper proposes an algorithm for object segmentation in sports video image sequence, based on the spectral clustering. This algorithm simultaneously considers the pixel level visual feature and the edge information of the neighboring pixels to make the calculation of similarity is more intuitive and not affected by factors such as image texture. When clustering the image feature, the proposed method: (1) preprocesses video image sequence and extracts the image feature. (2)Using weight function to build and calculate the similar matrix between pixels. (2) Extract feature vector. (3) Perform clustering using spectral clustering algorithm to segment the sports video image. The experimental results indicate that the method proposed in this paper has the advantages, such as lower complexity, high computational effectiveness, low computational amount, and so on. It can get better extraction effects on video image.
INTRODUCTION
With the development of computer technology and multimedia technique, video analysis, as important research topic in the field of computer vision, has been widely used in image retrieval, object detection, image processing, and other fields. On the other hand, sports are usually transferred through video, therefore video processing technique then was applied to the sports. The image segmentation of athletes in the sports video has become the research focus in the digital image processing. At present, a lot of segmentation algorithms for motion objects are difficult to obtain good effects in sports video. The performance and speed of segmentation is not satisfied [1] . Therefore, the research on image segmentation method according to or approaching to the characteristics of sports objects has become the key issue.
The purpose of image segmentation is to divide the input image into some space adjacent, spectral similar homogenous regions and separate the target and background. As an important topic of image processing, the result of image has great influence to understand and analyze the subsequent image, pattern recognition etc. [2] . Among numerous image segmentation algorithms, threshold based segmentation and clustering based segmentation are two most popular algorithms in the field of image segmentation. Threshold based segmentation is to make use of intelligence algorithms as the optimizer and calculate optional value of the objective function under a certain criterion in an iterative way, obtaining the optimal threshold of split image [3] . Clustering based segmentation is the combination of optimization algorithm and image segmentation technique based on clustering, avoiding the local optimum problem as far as possible, and obtaining the optimal clustering as soon as possible. Then is achieves the efficient image segmentation [4] . Specifically, it extracts significant features on demand of the image or regional information. These features include gray value of pixel, object contour, reflection characteristics, vein, color, and such original features, and also include spatial spectrum histogram feature. Finally divide the image into the disjoint and consistent different areas, to make the features of these areas exist differences.
Although a variety of image segmentation methods have been developed, there is still no all-purpose and universal method. The image segmentation methods mainly include watershed algorithm, mean shift filtering algorithm, fuzzy theory, graph theory and active contour model, and so on [5] . The watershed method can achieve good results under certain conditions, but it is sensitive to noise and texture. Further, it does not consider such information as the difference of the area when segmenting the image. For mean sift filtering, it needs to build regional connection diagram, and then segment the image by the method of minimum spanning tree. Because of its simple principle, without pretreatment, less parameters, and many other advantages, it can achieve image adaptive filter and filter out the image noise, in the meantime adaptively reducing the smooth of significant edge information in local structure, It is a kind of edge-preserving filtering method. But this method just considers the gray variance of adjacent region, without fully considering other information.
The fuzzy theory based image segmentation method can express the uncertain degree of fuzziness through some certain collection. The consolidation of this method can express the fuzziness and randomness of human visual better and get a certain application in image processing. However, it is usually inaccurate, changeful knowledge or information. . Graph theory based image segmentation method is to map the image into a weighted graph. Finally, according to the objective function, looking for which has the greater similarity among the image clustering, and the optimal partition with smaller similarity to segment the image. Active contours model based image segmentation method is a kind of dynamic two-dimensional closed curve model [6] . The principle of that is to use the combined action of external forces and content to extract the edge of the target, and achieves the convergence of the edge of the target through active contours, so as to realize the segmentation of the target image [7] . Nevertheless, this method has certain limitations, that is, need to set the closer desired solutions during initialization. For convergence, it is easy to cause the convergence of local solutions. For deep sunk local area, it is difficult to realize the local feature extraction due to the high computational complexity. Eventually it is hard to realize the real segmentation of target image.
Spectral clustering is an algorithm which can divide any-shape based on spectral graph theory. In recent years, it has been successfully applied in the fields of bioinformatics, information retrieval, image segmentation, and so on. Because the spectral clustering is a kind of clustering method based on the similarity, and graph theory, it needs to calculate the similarity between each pair of pixels in the process of image segmentation, which have larger space complexity and computational complexity. The use of spectral clustering for image segmentation can use similar matrix feature vector which reflects the similarity between data detect the internal structure of the data, and solve them with the standard linear algebra method. Compared with the traditional clustering methods such as K-means, it can cluster any sample space in any shape. Its essence is the transformation from the clustering problem into the optimal partitioning problem. Spectral clustering algorithm is to build an undirected graph and then make a multi-channel division. The principle of optimal partition is the largest similarity of in-house sub image and the minimal similarity between sub images. An effective solving method is to convert the original problem to the problem of eigenvalue and feature vector which can solving the Laplace matrix. It adopts the continuous relaxation form. Using these feature vectors construct a simplified data space, which make the data distribution structure more obvious in this space. The mean shift of spectral clustering (MSSC) algorithm [8] has the automaticity and accuracy, but lack rapidity, and has higher complexity. It combines mean shift and spectral clustering algorithm for image segmentation, and focuses on the analysis of the influence of the segmentation results of different kernel functions, without considering improvements of spectral clustering algorithm.
The image space characteristics in the conventional spectral clustering algorithms are not considered, but construct similarity matrix by using the grey value or the wavelet coefficients. Therefore, it is susceptible by oversize similarity matrix and scale parameters in the similarity measure. When image resolution is high, the spectral clustering method will lead to overlarge adjacency matrix which is beyond the scope of computer memory caused by overmuch vertex. To solve this problem, there are mainly three kinds of solution applied to spectral clustering algorithm [9] : (1) make the adjacency matrix turn into the sparse matrix in a certain way, and then calculate it. This method mostly uses the KNN algorithm [10] . (2)Pre-segment the image. That is, dividing the image into lots of small homogenous areas, taking them as new vertexes and using spectral clustering algorithm to get the final results of segmentation. This method usually uses watershed segmentation algorithm or K-means algorithm. (3) Use spectral clustering algorithm based on Nystrom estimates.
In view of the disadvantages of slow speed of existing motion object segmentation and the accuracy of the segmentation is susceptible by irregular motion of the object and the illumination. Given this, this paper proposes a new video sport segmentation method based on spectral clustering to improve the quality of image segmentation and reduce computational complexity. This algorithm also considers its own characteristics of the pixel and the visual feature and edge information of the neighboring pixels at the same time to make the calculation of similarity is intuitive and not affected by factors such as image texture. The proposed method is composed of three steps: (1) preprocess the extraction of video image sequence, that is using weight function build and calculate the similar matrix between pixels. (2) Extract the image features over time sequences. (3) Clustering the feature vector using spectral clustering for image segmentation, and then realize the processing of image difference, to get moving objects.
The experimental results indicate that the method proposed in this paper has the following advantages. (1) Low computational complexity which enables it be applied to large scale problem. (2) High time-validity with which can be applied to real applications. (3) It achieves state-of-the-art performance on the standard evaluation dataset. Further, it can be potentially applied to other tasks of image segmentation and sports analysis.
II. SPECTRAL CLUSTERING FOR SPORTS VIDEO ANALYSIS
Motivated by the limitations of existing approaches and the above discussions, in this section, we will present a substituted approach which is based on spectral clustering. Firstly, we will give the description of the spectral clustering algorithm. Then the overall approach is shown in Figure 1 [11] .
The spectral clustering algorithm [7] first constructs a similarity matrix x . Then, group these data points into k clusters using similarity information. Because several variants of spectral clustering are proposed, we consider the commonly used normalized spectral clustering [8] .
See [9] for the detailed survey of spectral clustering. An example similarity function is the Gaussian: 
As we all known that L has k zero-eigenvalues, which are also the k smallest ones [9] . Their matching eigenvectors, written as a nk R  matrix, are
where , 1,... , DE and E have the same structure, one can easily cluster the n ones into k groups through the simple clustering algorithms such as K-means. Therefore, one has to find the first k eigenvectors of L , that is, the eigenvectors corresponding to the k smallest eigenvalues. Whereas, in fact we obtain the eigenvectors in the form of
where Q is an orthogonal matrix. [8] give a proposition for normalizing V , 2 1 ,
Each row of U has a unit length. Because of the orthogonally of Q , Equation (4) [8] or other simple techniques [10, 11] , we can easily and effectively cluster the n rows of U . The spectral clustering algorithms also can be derived from the point of view of graph cut, apart from analyzing properties of the Laplacian matrix. That is, in accordance with the relationship between points, we can partition the matrix. Normalized Cut, Min-Max Cut, Ratio Cut [12] are representative graph-cut methods. 
III. EXPERIMENTAL RESULTS
This section will empirically assess our proposed spectral clustering based on spectral clustering for sport video analysis. The experiment steps are as follows. First, collect data according to experiment design; second, model the data and extract the feature; third, train the model and evaluate its performance. The experimental procedures are shown in Figure 1 . This section will sequentially summarize the dataset, assessment standard and experimental results [12] .
A. Experimental Dataset
The Vicon Physical Action data used in the experiments were collected from Theo the odorid is of University of Essex. It is used to separate for each physical activity. Seven male and three female subjects of age 25 to 30, who have experienced aggression in scenarios such as physical fighting, took part in the experiment. With area 4x5.5m, the ten subjects expressed normal and aggressive physical activities at random locations. The duration of each action was approximately 10 seconds per subject, which corresponds to a time series of 3000 samples, with sampling frequency of 200Hz. Within this performance time, approximately 15 action trajectories were extracted counting in average 15 normal, and 15 aggressive actions. The dataset includes 3000 samples with 27 attributes, and these attributes describes as Head, Left arm, Right arm, Left leg, Right leg, Marker with a pair of markers is attached at each body segment for 3D data acquisition. Coords with the 3 coordinates define the 3D position of each marker in space. The categories are shown in Table I . 
B. Evaluation Criterion
In order to comprehensively validate the approach proposed in this paper and the related algorithm, in the experiment of sport video analysis. The classification accuracy and classification recall are take advantage of as the verification standard [13] : tp tn Accuracy tp tn fp fn
tp fn   where tpindicatestrue positive which expresses the positive data with true label; tnrepresentstrue negative that expresses the negative example with true label; fprepresentsfalse positive; and fnimpliesfalse negative. Although other standard like recall can also be take advantage of to verify the approach for sport video analysis, accuracy is the most widely used evaluation standard at present. Considering two class identification problems of sport video analysis, the two categories of data are respectively marked as positive instance and negative data. The above equation is defined as the ratio of all true examples on all the test data. For multiple class identification problems of sport video analysis, they can be directly converted to a group of two class identification problems of sport video analysis.
C. Main Results
In the first experiment, we evaluate our proposed spectral clustering algorithm for sport video analysis, over the Vicon physical action dataset. We use two comprehensive standards, accuracy and recall, for experimental assessment. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental procedure is report in the experiment section. The preprocessing procedure and feature extraction step are important to experiment since they carry discriminant information. The proposed method spectral clustering is train using the above approach, and some parameters of spectral clustering are obtain by two strategy: hand-specification strategy and cross-validation strategy. We do the test multiple rounds, where in each round we randomly split the dataset to training set as well as test set [14] .
The test experiment of the proposed spectral clustering method is run for 5 rounds over the randomly divided training sets and test sets. The recognition performance for different configuration is report in Table II . From the experiment results, we could find that, for different experimental setting, for distinct evaluation standard, accuracy and recall, the proposed approach is higher than GMM, where our approach is within the range of 77.08%~84.62% and 74.99%~81.62% respectively. We also find that the average accuracy is 80.58. These results are consistent with the previous paper, which mean that accuracy is a reliable measure for sport video analysis using spectral clustering [15] . The reasons for these results are mainly threefold as follows. (1) The spectral clustering method can be applied to the conditions that data is large scale, high dimension, with a large number of heterogeneous information. (2) The cross-validation method is according to the distribution information of the input data to select the model parameters of the spectral clustering, which makes the spectral clustering having better adaptability. (3) The processing step for data is able to remove noise and keep useful information effectively, and the element steps of our algorithm could cooperate. In the second experiment, we target to verify the advantage of our proposed spectral clustering for sport video analysis, and the superiority of the feature extraction algorithm. The experiments are performed over Vicon physical action dataset. The data were collected from human real action, by Theo Theodoridis of University of Essex. The dataset includes 3000 samples with 27 attributes, which used to separate for each physical activity. The used evaluation standards are accuracy and recall where Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental step is summarized in the above section, where the spectral clustering is train using the standard approach, with the parameters set by authors.
We extensively compare our proposed spectral clustering approach for sport video analysis with three algorithms, K-means, GMM and IGMM. The results are summarized in Table II . These experimental results indicate that: (1) the proposed spectral clustering method outperforms all three compared algorithm significantly, for different experimental configurations, different number of training sample, and distinct evaluation criterions. (2) The proposed algorithm show robustness against the round of experiments, as well as the evaluation criterion, which no wonder suggests that the proposed approach could be used to a lot of tasks. The possible reasons are three folds. (1) The spectral clustering method can be applied to data with large scale, high dimension, and heterogeneous information. (2) The parameter selection approach is according to the distribution information of the input data to choose the model parameters of the spectral clustering, which makes the spectral clustering having better adaptability. (3) The framework of the proposed approach contains a group of comprehensive procedures which sequentially maximizes the identification ability. In the third experiment, we extensively compare our proposed spectral clustering algorithm for sport video analysis with three approaches, K-means, GMM and IGMM. The identification results are present in Table III .
These experimental results show that: (1) the proposed spectral clustering outperforms all three compared algorithm significantly, under varying experimental settings, different number of training example, and varying assessment standards. (2) The proposed algorithm exhibits robustness against the round of experiments, and the evaluation standard, which obviously suggest that the proposed approach could be utilized to a number of tasks. The reasons are three folds.
(1) Comparing with the traditional machine learning methods the spectral clustering can be well applied to the situation of large scale data, high dimension, and a large number of heterogeneous information. (2) The parameter selection approach is based on the distribution information of the input data to select the model parameters of the spectral clustering, which enables the spectral clustering having better adaptability. (3) The framework of the proposed approach is composed of a set of comprehensive procedures which maximizes the recognition ability sequentially. We conduct experiments over Vicon physical action. The data were collected from human real action, by Theo Theodoridis of University of Essex. The dataset includes 3000 samples with 27 attributes, which used to separate for each physical activity. This experiment will verify the advantage of spectral clustering in sport video analysis, as well as optimization. It adopts the approach present in above part to train spectral clustering. The evaluation criterions are respectively accuracy and recall. The test was conduct for 10 rounds on this method, and the overall results of distinct experimental configuration are summarized in figure 3 . As report in figure 3 , the value of accuracy is around 81.69%, which consistently outperforms other compared approaches. Further, in different experimental rounds, the accuracy of the proposed approach also outperforms other compared algorithm. These results are consistent with the previous paper, which suggest that accuracy is a reliable measure for sport video analysis and spectral clustering. The reasons are from the following three aspects. Firstly, the spectral clustering method can be applied to the large scale and uneven distributed data. Secondly, the parameter selection approach is on the basis of data distribution of the input data to determine the model parameters of the spectral clustering, which improves the adaptability of spectral clustering. Thirdly, the experimental procedures of the proposed algorithm could provide informative features and could maximize the discrimination ability. 
