ABSTRACT: Measuring the effect of anthropogenic change on cetacean populations is hampered by our lack of understanding about population status and a lack of power in the available data to detect trends in abundance. Often long-term data from repeated surveys are lacking, and alternative approaches to trend detection must be considered. We utilised an existing database of linetransect survey records to determine whether temporal trends could be detected when survey effort from around the world was combined. We extracted density estimates for 25 species and fitted generalised additive models (GAMs) to investigate whether taxonomic, spatial or methodological differences among systematic line-transect surveys affect estimates of density and whether we can identify temporal trends in the data once these factors are accounted for. The selected GAM consisted of 2 parts: an intercept term that was a complex interaction of taxonomic, spatial and methodological factors and a smooth temporal term with trends varying by family and ocean basin. We discuss the trends found and assess the suitability of published density estimates for detecting temporal trends using retrospective power analysis. In conclusion, increasing sample size through combining survey effort across a global scale does not necessarily result in sufficient power to detect trends because of the extent of variability across surveys, species and oceans. Instead, results from repeated dedicated surveys designed specifically for the species and geographical region of interest should be used to inform conservation and management.
INTRODUCTION
Many anthropogenic activities in the marine environment, for example fisheries, human recreation, marine renewable energy development, mineral extraction, transport, and defence-related activities, are perceived to have a negative impact on marine fauna through direct competition for prey, bycatch, and as a result of both sound and chemical pollution. Many of these activities are likely to expand substantially over the next few decades and, for many species and geographical areas, we are poorly equipped to measure and quantify any consequences of these activities or to suggest marine planning approaches to mitigate potential effects. Demonstrating the existence of an effect or the impact of an activity on a species or population can be extremely complex, and often data are not available at appropriate spatial or temporal resolutions to make an assessment. We first have to determine whether it is possible to detect population level changes or trends, and it is this question that we aim to address in this paper.
A recent review of the conservation status of the world's mammals (Schipper et al. 2008) concluded not only that marine mammals are poorly known (with 38% of species data deficient), but that they face higher threat levels relative to terrestrial mammals: an estimated 36% of marine mammal species were considered threatened. A species' conservation status is assigned based on quantitative criteria relating to its risk of extinction, including the population size and rate of decline as well as the extent of population fragmentation and geographic distribution. As a contributing factor to a species' risk of extinction, the rate of change of a population is of high importance and a primary focus of much research. However trend detection can be complicated by a large range of factors. Many cetacean species are wideranging and not easily observed at sea, making abundance estimation problematic. To deal with these difficulties, researchers have developed a number of different methods for monitoring cetacean populations and analysing data, including, for example, photo-identification studies (e.g. Smith et al. 1999 , Parra et al. 2006 , land-based census methods (Zeh et al. 1991 , Buckland & Breiwick 2002 , linetransect surveys (e.g. SCANS surveys; Hammond et al. 2002 , SCANS-II 2008 and acoustic monitoring (Barlow & Taylor 2005 , Marques et al. 2009 .
Although all of these methods can provide a good means of monitoring populations, in order to detect trends in abundance (or density) we still need to address the problem of how robust and comparable data from multiple surveys are across years. Genuine variability among population estimates could be caused by taxonomic, spatial or temporal factors, whereas methodological factors could lead to biased estimates of density; both of these sources of variability may disguise the existence and directionality of underlying trends. If density estimates from multiple species are grouped together, because of sparse data for example, taxonomic differences will be evident as it is unlikely that all species within the same family are following the same population trend. Spatial differences will occur if survey areas vary among years, covering different parts of a species' range or covering habitat of varying suitability. Temporal differences will occur if surveys of a population are conducted in different seasons or years, particularly if dealing with one of the many highly migratory cetacean species (e.g. Gilles et al. 2009 ). Methodological differences among population estimates may result if several survey or analysis techniques are used (e.g. estimates from Barlow 2003 and Barlow 2006) . Within the same survey methodology, differences in how the data are analysed will result in variability in the resultant population estimates (Gómez de Segura et al. 2007 ). For example, accounting for animals missed from the transect line during line-transect surveys by estimating g(0) (the probability of animals being available for detection on the trackline) will likely result in higher estimates of density than if this bias is not accounted for (e.g. Laake et al. 1997 , Heide-Jørgensen et al. 2008 ). Failing to consider this when looking at temporal trends in density could cause a bias in the trend estimate. For example, if g(0) was not accounted for in early surveys but was during later surveys a spurious increasing trend could result. Furthermore differences in the application of the same methodologies could be present among different research groups responsible for conducting the surveys.
Variability in density estimates from different surveys, as a result of the reasons given above, is not captured by standard measures of uncertainty associated with most abundance estimates, but will reduce the statistical power of the analysis (i.e. the likelihood of detecting a significant trend in the data, Gibbs et al. 1998) . The statistical power of a test can be defined as the probability of correctly rejecting the null hypothesis being tested (Galimberti 2002) and will be influenced by the sample size, sampling variance, size of the effect and the level of statistical significance required (Thomas 1997) . Retrospective power analysis, conducted following data collection and analysis, is controversial and can be mis-used, but is helpful when using the observed variance to estimate the effect size that could be detected by the study (Thomas 1997) . For example, given the frequency and precision of recent cetacean monitoring surveys in the US, a 50% decrease in abundance over a 15 yr period would not be detected in 72% of cases for baleen whales, 90% of cases for beaked whales and 78% of cases for dolphins/porpoises with a typical degree of statistical significance (α = 0.05) (Taylor et al. 2007 ). Increasing survey extent and frequency were two of the recommendations made to increase the likelihood of detecting precipitous population declines (Taylor et al. 2007) .
The aims of this paper are to determine whether we can detect any underlying patterns that would impact our ability to detect abundance trends for dif-ferent species using data collected during different surveys conducted worldwide over the past 30 yr, and to determine whether there are global trends in cetacean abundance across a range of species. Using retrospective power analysis, we also investigate the suitability of available density estimates for detecting temporal trends in cetacean populations at a global scale with reasonable certainty.
METHODS

Survey database
A database of abundance records from dedicated marine mammal surveys conducted for research purposes around the world from the 1980s until 2005 was the source of the cetacean density information used for this analysis (Kaschner et al. unpubl.) . The database focused on, but was not restricted to, 46 marine mammal species that were the focus of the ERMC (Environmental Risk Management Capability) project (Mollett et al. 2009, Kaschner et al. unpubl.) . Information contained in this database was encoded based on an extensive literature search for marine mammal surveys conducted globally, including both peer-reviewed and grey literature sources (e.g. government agency websites, conference proceedings and reports).
The survey database contains regional abundance estimates and associated uncertainty information for 69 marine mammal species. All records in the database come from visual line-transect surveys associated with a clearly defined survey area, allowing estimates of abundance to be converted to densities (see below) and trends in density to be investigated. Due to the original focus of data collection, comprehensiveness of surveys covered in the database varied for different species. Here we concentrated on a subset of 25 cetacean species known to be well covered in the database (Table A1 in Appendix 1). Species were se lec ted if they had a minimum of 10 abundance estimates. Only single-species estimates based on line-transect surveys were included in the analysis. The exception was some higher level taxonomic estimates provided for minke whales Balaenoptera acutorostrata in Antarctica, which likely represent Ant arctic minke whales Balaenoptera bonaerensis, but may also contain a small percentage of dwarf minke whales Balaenoptera acutorostrata subsp. (Branch & Butterworth 2001) . It is possible that multiple density estimates derived from a single survey have been entered into the database, for example when the data have been analysed multiple times for a single species. We avoided duplicate entry wherever possible but cannot guarantee 100% independence because of the complexity of the literature. We do not believe that the small percentage of duplicate records that may remain in the database (<1%) will affect the outcome of this analysis.
Data exploration
Along with abundance estimates, a range of associated information was included in the database. These include information regarding taxonomy, survey location, survey periods, methodology and associated uncertainty estimates. In addition, abundance estimates within the database are directly linked to digitized geo-referenced shapefiles from which survey areas could be computed thus allowing the calculation of densities.
After extensive preliminary data exploration, a set of candidate explanatory covariates were identified that fell into 4 different categories: taxonomic, spatial, temporal, and survey-related (Table 1) . Many of the factor variables had a large number of levels (e.g. species, survey agency) and imbalances in the data precluded the fitting of models for some combinations of covariates; instead parsimonious groupings of covariates were explored. A higher level taxonomic category, 'Family', was included in the list of covariates. The number of species with sufficient data in each family varied substantially from only a single species within a given family, to as many as 14 species (Table A1) . Spatial covariates included large scale ocean basins, i.e. the Pacific, Atlantic, Indian Ocean, Mediterranean, Arctic and Antarctic. In addition, a number of latitudinal attributes of individual survey areas, such as the northern and southern most latitude of each survey and an estimate of mean latitude (derived using GIS tools based on 0.5 degree grid cells covered), were in cluded. Several levels of temporal information were considered as potential covariates, including decade, year, and season. Surveys were attributed to different decades, based on the year of the survey or the mean year of the survey period for surveys spanning multiple years. In subsequent modelling, year was treated both as a factor (non-integer mean-year values were rounded to the nearest integer) and as a continuous covariate. Density estimates were allocated to the following seasonal categories; summer (surveys conducted during the months June to November in the Northern Hemi-sphere and during December to May in the Southern Hemisphere), non-summer (December to May in the Northern Hemisphere and June to November in the Southern Hemisphere), and year-round (any survey covering longer than 6 mo in either hemisphere). The survey platform used was a factor with 3 levels (ship, aerial, or both combined) and density estimates were either corrected for g(0) or not, giving 2 factor levels.
As many research groups only operate in one ocean basin, there was confounding between the research group (referred to as 'survey agency' during the analysis) and ocean basin covariates, so the 2 were combined to form the 'OceanAgency' covariate (Table A2 in Appendix 1).
Generalised additive models
Generalised additive models (GAMs) are an extension of generalised linear models (GLMs) (Hastie & Tibshirani 1990) able to model non-linear relationships among the response and explanatory variables using smooth functions such as regression splines. GAMs were used to investigate whether taxonomic, spatial or methodological differences among systematic cetacean line-transect surveys affected estimates of cetacean density. By accounting for these underlying patterns and potential sources of bias, temporal trends in cetacean density could be tested.
Each data point (representing a density estimate for a single species in a defined area, with associated covariates) was weighted according to the size of the area surveyed and the precision of the density estimate, as follows: (1) As a result of the weighting, precise abundance estimates from surveys of large areas had more influence in the models than imprecise estimates from small surveys. The weights were re-scaled (to have a mean weight of 1) to enable the Akaike's information criterion (AIC) to be used, in addition to the generalised cross-validation (GCV) score, during model selection. Although weightings were employed for good reason (to compensate for differences in coverage and precision among surveys), they do have the effect of reducing the amount of information available for the regression. To quantify this, the effective sample size (ESS) was computed as follows: (2) where n is the number of density estimates and CV(w) is the coefficient of variation of the weights.
The coefficient of variation (CV) of the density estimate was required to calculate the weighting; where other measures of precision (for example 95% confidence intervals or standard error) were reported, they were converted to a CV. Density records lacking any measure of precision (0.5% of the records) were assigned a value corresponding to the upper 90th percentile of the distribution of CVs calculated from those records for which precision was reported.
In the GAMs, the response variable (cetacean density) was assumed to follow a gamma distribution, and a log link function was used. The models were fitted using the 'mgcv' package within the R statisti- . Continuous covariates were fitted as smooth functions, using thin-plate regression splines with the smoothing parameters associated with each smooth term automatically selected by the 'mgcv' package using generalized cross-validation (Wood 2006 (Wood , 2008 . In some cases, the degree of smoothness was restricted relative to the default used by the 'mgcv' package (by setting the basis dimension to 5) to allow model convergence. A su per vised forward selection procedure was adopted: single covariate models were tried first and the GCV score and AIC were calculated. The model with lowest GCV and AIC (they agreed in almost all cases; see 'Results') was then retained and tried in combination with each of the remaining covariates, both as main effect terms and interaction terms. Then the best of the 2-covariate models was selected and tried with each of the remaining covariates, and this process was repeated until introducing another term into the model failed to yield a model with lower GCV or AIC, up to a maximum of a 5 covariate model. In creasing the number of covariates in the models also increased the likelihood of the models failing to converge because some combinations of covariates were not represented in the data: in exploratory and confirmatory analyses, we found that models containing more than 5 covariates often failed to converge.
Covariates from the same group were not fitted together, unless this was biologically reasonable (for example, year and season could potentially be included together, but year and decade could not). We also calculated the percentage of deviance explained as a measure of absolute model fit for selected models. The fit of the final model was visually assessed by plotting the relationship between the observed and fitted values; quantile-quantile plots and histograms were used to examine the distribution of the model residuals.
Power analysis
A retrospective power analysis (Thomas 1997 , Steidl & Thomas 2001 ) was conducted to determine the probability of observing a population trend given the level of variability about the trend estimates. The smooth terms fitted to annual density estimates by GAMs were used as the basis of the trend estimation. The mean smoothed density estimate from recent years (2001−2005) was compared with the mean smoothed density estimate from earlier time periods (1991−1995) to look for quantitative evidence of recent declines (James et al. 1990 ). The following metric of population change (Δ) was used to quantify trend: (3) where 3 D x:y is the mean of the smoothed estimates of density for the years x to y inclusive. A value of 2, for example, indicates a population doubling over that period, while a value of 0.5 indicates a population halving.
Since Δ is the ratio of 2 zero-bounded random variables, we expect its distribution to be approximately log-normal. Hence, a simple test for a trend is a onesample, 2-sided z-test of the null hypothesis that the natural log of Δ is zero (i.e. that Δ is 1). Given an estimate of the variance in log (Δ) and the α-level (here assumed to be 0.05) then it is straightforward to calculate the power of the test for various levels of Δ that are considered biologically relevant (for details see Steidl & Thomas 2001 ; see also Hoenig & Heisey 2001 for some cautions).
To obtain estimates for the variance of log(Δ) that apply to the current study, we estimated the CV of Δ for the lowest taxonomic level possible, using the model deemed to best fit the data (and containing a smooth temporal trend term). Because the quantities 3 D 1991:1995 and 3 D 2001_2005 are not independent, a parametric bootstrap approach was used to estimate the variance (Wood 2006) . For each required variance, 10 000 bootstrap replicate datasets were simulated from the fitted model and Δ was calculated in each dataset. The variance in the 10 000 simulated values of Δ was taken as an estimate of the required variance. Given values of CV(Δ), variance of log(Δ) was calculated using the following equation:
In addition, we calculated 95% confidence intervals on Δ from the bootstrap replicates using the percentile method.
RESULTS
Data exploration: explanatory covariates
The database contained a total of 966 abundance estimates for those species meeting our selection criteria (Table A1 in Appendix 1), taken from 462 unique surveys. The number of density estimates varied widely between species; we had most abun- dance estimates for common minke whale Balaenoptera acutorostrata (n = 112) and fewest for white-beaked dolphin Lageno rhyncus albirostris and rough-toothed dolphin Ste no bredanensis (both n = 10). The proportion of species from within each family for which density estimates were included in the database was also highly variable (Table A1 ). The geographic coverage of dedicated cetacean surveys varied between areas, with survey effort concentrated in the Pacific and Atlantic Northern Hemisphere Oceans, and the majority of surveys were conducted during the summer. Most records in the database resulted from shipboard surveys where animals missed on the trackline, g(0), were not accounted for.
Generalised additive models
The weight measure used (see Eq. 1) resulted in an ESS of 548 (Eq. 2), compared to an un-weighted sample size of 966.
For single covariate models of the global data, models containing taxonomic covariates had the lowest AIC and GCV scores and explained the most deviance, with species performing better than family. Using the stepwise methodology described above, 5 models were selected (Table 2 ). These models all contained the interaction term Species*OceanAgency*MethodG0Corr*Season (* denotes an interaction), suggesting that density varies by species and season, and is affected by a combination of ocean basin and survey agency and whether availability bias is accounted for. That agency type and whether a density estimate was corrected for g(0) are present as part of an interaction term in the final model implies their effects vary by species, ocean, and season. Model 5 also contained Decade in the interaction term, suggesting that density varies between decades; this model had the lowest AIC and explained the most deviance in the data. However, two of the models contained smooth temporal terms containing year as a continuous covariate (Table 2) ; one contained the smooth term Year*Family whereas the other contained the smooth term Year*Ocean. The selection of these 2 models suggested some confounding between family and ocean basin and thus these 2 covariates were combined into a single covariate named FamilyOcean. This combined model, model 2, had an improved AIC and explained more of the variability in the data than the models with either Family or Ocean on their own (Table 2) . Because model 2 allowed the investigation of yearly trends in density, which model 5 containing Decade did not, model 2 was selected for further interpretation. A visual inspection of diagnostic plots for model 2 suggested the model fitted the data well ( Fig. A1 in Appendix 1). A quantile-quantile plot showed the deviance residuals did not deviate greatly from the theoretical quantiles and the assumed distribution was reasonable. Plotting the residuals against the fitted values did not provide strong evidence against the assumption of constant variance. In addition, the histogram of the residuals was approximately normal and a plot of the response against the fitted values showed a positive, linear relationship. Model 2 explained 81.6% of the variability in the data and is the only model discussed hereafter. Inferences from the next best models were very similar.
The smooth term Year*FamilyOcean in model 2 implies that there are different temporal trends between families, and within families in different ocean basins. Model 2 was used to generate predictions of temporal trends in cetacean density for those familyocean combinations with statistically significant smooth terms; those trends are shown in Fig. 1 . The smooth term was highly significant for family Monodontidae in the Pacific and Balaenopteridae in the Atlantic (p ≤ 0.001, Table 2 . Details of the 5 final global models including the measures of goodness of fit -the generalised cross-validation (GCV) and Akaike's Information criterion (AIC) scores -used during model selection. '*' denotes that the covariates were included as interactions in the model, '+' denotes that the covariates were included as main effects, while 's' denotes that the covariates were included in the model as smooth terms Fig. 1a suggests a non-linear decline in density of Monodontidae occurred between 1993 and 2004 in the Pacific, while predicted densities of Bal ae nopteridae (Fig. 1b) and Ziphiidae (p = 0.003, Fig. 1c) in the Atlantic increased over the time frame modelled. There was some evidence from the smoothing to suggest temporal variability in density of Delphinidae in the Pacific (p = 0.020), Monodontidae in Note that the scale of the y-axis differs among plots. For illustration, the most common set of values of the Species*OceanAgency*MethodG0Corr*Season interaction term were used for each family-ocean combination, for example, for Monodontidae in the Pacific all density estimates were from summer aerial surveys of beluga whales where g(0) was corrected for and the majority of surveys were conducted by NOAA, and density was predicted only for the years for which density estimates were available the Atlantic (p = 0.046) and Delphinidae in the Atlantic (p = 0.058) ( Table 3) . A slight increase in density was predicted for Delphinidae in the Atlantic (Fig. 1f) , while a decrease in density of Delphinidae in the Pacific (Fig. 1d) and density of Monodontidae in the Atlantic (Fig. 1e ) was predicted. No evidence was found to suggest temporal trends could be detected for any of the other family-ocean combinations for which we had sufficient data, but this should be considered in light of the power analysis results.
Power analysis
Estimated CVs for the population change index were calculated from the Year*FamilyOcean term in model 2. The CVs varied from 0.14 to 3.09, with a mean of 0.74 (Table 4) , and were used to investigate our power to detect population change. The metric of change used in the power analysis was a comparison of the mean smoothed density estimate from recent years (2001−2005) with mean smoothed density from earlier years (1991− 1995) , so power analysis was only conducted for family-ocean combinations with density estimates from before 1995 and after 2001.
Three of the family-ocean combinations with significant (i.e. p-value < 0.05) smooth trend terms had 95% confidence intervals on Δ that did not encompass 1, providing evidence of temporal trends in density (Table 3 ). The smooth term p-values and confidence intervals test different hypotheses: the p-value tests if the smooth trend terms are significant while the confidence interval on Δ tests the hypothesis that mean smoothed density in the last 5 years is different from mean smoothed density in the first 5 years. The direction of trends suggested by the confidence intervals are the same as those suggested by the smooth terms, with the biggest change being a decrease in the predicted density of Monodontidae in the Pacific to between 0.05 and 0.33 of their initial density. To demonstrate the probability of observing a specific population trend given the level of variability about the trend estimates we plotted isolines of statistical power against a range of rates of population change Δ and CV(Δ). The relationship between population change Δ, CV(Δ) and statistical power is shown in Fig. 2 Fig. 2 CV(Δ) of 0.63 (as for Physeteridae in the Pacific), a population change of approximately 61%, would be detectable with a power of 0.8 (a common benchmark for acceptable level of power) over the duration of the study (calculated here using a 15 yr study period). At the lowest estimated CV(Δ) of 0.14 for Delphinidae in the Pacific, very small population changes of the order of 0.95 or 1.05 (i.e. a 5% increase or decline over the 15 yr study period) would be observable with high power; conversely Delphinidae in the Mediterranean (not shown in Fig. 2 ) had an estimated CV(Δ) of 3.09, and only a 99% increase or decrease in population size over the study period would be detectable with a power of 0.8.
DISCUSSION
We have used survey and abundance data extracted from an existing database (Kaschner et al. unpubl.) to determine whether it is possible to combine wide-ranging datasets and account for their varying attributes to evaluate the presence of trends in species abundance, and to determine whether there is sufficient power in this approach to detect trends. There are numerous examples in the literature of studies that have struggled to demonstrate the existence of an increasing or decreasing trend in abundance for a specific species or population due to a lack of power in the available survey data (e.g. Taylor et al. 2007 , Waring et al. 2009 ), or have shown through power analysis that many years of data collection would be required to detect a trend given specific circumstances, such as small population size (e.g. Taylor & Gerrodette 1993 , Wilson et al. 1999 , Thompson et al. 2000 . The probability of detecting a change in abundance is strongly correlated with the number and precision of samples: when you have a reasonable number of samples, the variability associated with each estimate must be low and the rate of change high to detect trends (Gerrodette 1987). Here, we wanted to determine whether combining survey data and correcting for any underlying patterns would give sufficient power to detect trends or whether the variability among surveys (temporal, geographical, taxonomic, and methodological) would confound any such trends.
One aim of the analysis was to identify and detect generic biases arising from methodological factors that may impact our ability to detect trends in abundance using data collected during different surveys. The models suggest that survey season, ocean basin, research group, and g(0) correction affect density estimates differently for different species. Given the highly migratory nature of many species and the seasonal and geographical variation in habitat suitability, prey availability and impacts of anthropogenic activities, the variation in cetacean density with seasons and ocean basin can be expected. Similarly, accounting for those animals missed on the trackline (i.e. g(0) correction) should result in higher density estimates, and the level of increase was expected to vary among species because the detectability of different species varies substantially due to physiological and ecological differences. Our finding that density estimates are affected by research group, how ever, was less expected, although it is difficult to assess the extent of the research group effort due to possible confounding with spatial, temporal and other factors. For example, the SCANS surveys produced higher density estimates of 2 species of Delphinidae in the Atlantic than other surveys conducted in the Atlantic. However, the difference in estimated density cannot be attributed to the research group alone because the surveys were also conducted in different areas of the Atlantic and in different years. Interaction terms in the models made it difficult to quantify the individual effect of these factors on density and therefore to estimate correction factors for the potential sources of bias (i.e. survey agency and g(0) correction). Our inability to cor- Table 4) rect for these sources of bias means that studies should be conducted at the species level, and data from well-studied (data-rich) species cannot be used to hypothesise about which factors may affect density estimates of data-poor species when estimating global trends. Moreover, we cannot estimate a single correction factor that could be applied across surveys and abundance estimates outside of this dataset. Nevertheless, the inclusion of the interaction term in the model means that we can interpret the current model outputs for the Year*FamilyOcean smooth term knowing that the variability in surveys has been accounted for. Despite this, we could not test whether factors affect trends at the species level because temporal trends were most parsimoniously modelled at the family level. Therefore, family level trends cannot be assumed to apply to species for which we had no data and neither can family level trends be assumed to reflect trends of individual species within the family for which data did exist within the database. For example, model 2 estimated a slight decline in density for those species of Delphinidae in the Pacific that were included in our dataset. There is published evidence of non-recovery of 2 populations of the species included in our dataset, the pantropical spotted dolphin Stenella attenuata attenuata and spinner dolphin Stenella longirostris orientalis, following a decline in abundance as a result of bycatch in the yellowfin tuna fishery in the eastern tropical Pacific Ocean (Gerrodette & Forcada 2005) . Whilst it is encouraging that our model results are in agreement with other studies we must bear in mind that S. attentuata attentuata and S. longirostris orientalis are only 2 of 10 species of Delphinidae in the Pacific Ocean included in our analysis, and therefore we cannot make a direct link between our family level trend and these reported species level trends. In addition, a decline in abundance cannot be assumed to have occurred for those species of Delphinidae for which we did not have data from the Pacific, and without additional evidence the decline in abundance also cannot be assumed to apply to each of those 8 species of Delphinidae for which we did have density data from the Pacific. Unfortunately family level trends are unlikely to be useful in directly informing management decisions because management usually occurs at the stock level. The exception to this, however, is for the families Monodontidae and Physeteridae, as only one species from these families were represented in the analysis. Here, a decline in the abundance of beluga (Delphinapterus leucas, family Monodontidae) was estimated by model 2 which is consistent with what has been described. The non-linear decline in beluga density over time in the Pacific relates to 18 density estimates produced from aerial surveys conducted between 1992 and 2004 in Cook Inlet, Alaska (Hobbs et al. 2000 , Rugh et al. 2005 and was described by Rugh et al. (2010) . This decline, and range contraction, is thought to have resulted from unregulated subsistence hunting (Rugh et al. 2010) . The hunt was suspended in 1999 and has been resumed at regulated low levels since then, but there has been no evidence of an increase in beluga abundance (Rugh et al. 2010) . Estimated density from our model continued to decline following the suspension of hunting in 1999 (Fig. 1a) . That all data for Monodontidae in the Pacific came from the same inlet was likely a contributing factor to the detection of the trend.
On the other hand, we found no evidence of a temporal trend in the density of the Physeteridae family, which contains only one species, the sperm whale Physeter macrocephalus. The sperm whale data had good temporal coverage in both the Atlantic (30 density estimates from 1989 to 2004) and the Pacific (14 density estimates from 1988 to 2002); despite this, no evidence was found to suggest a temporal trend in sperm whale abundance in either ocean. This could represent a genuine lack of trend in sperm whales in both oceans, or that the combined survey estimates gave low statistical power to detect changes in abundance over time, or a combination of the two. Despite the fact that sperm whale populations worldwide were depleted from the early 18th century until 1988 (Whitehead 2002) , direct evidence of populationlevel recovery since whaling ceased has not been found (Taylor et al. 2008) . Ten years since modern whaling ceased, the global population was estimated to be 32% (95% CI: 19 to 62%) of its original, prewhaling level (Whitehead 2002) . While it is possible that there is no trend in abundance for sperm whales in the Atlantic and Pacific, we had poor power to detect a trend should one exist. A population change of approximately 48% over the duration of the study period would be detectable with statistical power 0.8 for Physeteridae in the Atlantic, while a change of 61% would be detectable for Physeteridae in the Pacific. Our power analysis suggests population changes greater than these are unlikely to have occurred during the study period.
Stock structure of a population and spatial scale of surveys are important considerations when looking for temporal trends in abundance; this will vary among species and populations. The same applies to the spatial scale at which we are able to model. Being able to consider a smaller spatial scale than ocean basin may increase the likelihood of detecting trends but would require substantially more data to incorporate a further spatial covariate in this type of global analysis. Combining the Family and Ocean covariates made sense for detecting trends, as families occupying different oceans will experience different physical, biological and anthropogenic conditions and are therefore likely to demonstrate different abundance trends. For example, while North Pacific right whales Eubalaena japonica and North At lantic right whales Eubalaena glacialis are severely threatened (Reilly et al. 2008a , Wade et al. 2009 ), southern right whales Eubalaena australis in the Atlantic are increasing (Reilly et al. 2008b ). However, considering trends at the ocean level means differences in trend within a family in the same ocean would not be detectable and could in fact prevent any trend in abundance being detected. Had data from the Bristol Bay stock of belugas been included in the analysis in addition to data from the Cook Inlet stock, a decline in density may not have been predicted because an increasing trend in abundance has been observed in the Bristol Bay stock (Lowry et al. 2008 , NMFS 2008 .
Modelling temporal data and including explanatory covariates to reduce 'noise' in the data that could obscure trends was one of the approaches to detecting declines in abundance suggested by Taylor et al. (2007) . The current study has shown that increasing sample size through combining survey effort across a global scale does not necessarily result in sufficient power to detect trends. Variability in precision associated with estimates combined with variability in the size of study areas greatly reduced the effective sample size of the database. Further uncertainty was associated with the use of parameter estimates from the final model in the power analysis, the outcome of which was affected by the fit of the model to the data. These factors combined to give poor power to detect trends for most family-ocean combinations.
The use of stepwise regression in ecology has been criticised on the basis that model selection algorithms are used inconsistently, multiple hypothesis testing occurs, attention is often focused on a single final model, and parameter estimates may be biased (Whittingham et al. 2006) . Those who criticise null hypothesis testing during stepwise regression often advocate an information theoretic (IT) approach (Burnham & Anderson 2002) which encourages the a priori selection of competing models following careful consideration of likely hypotheses. All possible models in the model space are fitted to the data and selection criteria (often the AIC) are used to select the best model, or set of models. Weighting each model according to its AIC score and model averaging provides more robust parameter estimates and model predictions by reducing model selection bias and accounting for model selection uncertainty (Johnson & Omland 2004 , Nakagawa & Freckleton 2011 . A full IT approach could not be implemented here because imbalances in the data prevented some models in the model space being fitted. Consequently, the possibility that a different combination of parameters could have a similarly good fit to the data cannot be excluded. Adjusting the fit of the model to the data during the stepwise approach also increased the chance of observing overestimated effect sizes in the final model (Hegyi & Garamszegi 2011) . However, our approach did avoid the use of significance values of null hypothesis tests for model selection by using continuous model selection criteria (e.g. the AIC and GCV score), which provided a relative measure of fit for each of the models. These measures could have been used for model averaging (i.e. to weight a set of the 'best' models) to generate predictions and to form the basis of the power analysis, but the validity of model averaging in the presence of interaction terms 'needs more attention' (Hegyi & Garamszegi 2011) . In summary, the stepwise regression method used here is not without its limitations, but it was deemed most suitable, given the aims of the analysis and the limitations of the available data.
We have demonstrated with this dataset that confounding factors make it difficult to neatly categorise and account for the large amount of variability in abundance estimates derived from line-transect surveys. This conclusion highlights the need for dedicated cetacean surveys to be conducted as robustly as possible to minimise the variability associated with abundance estimates. Repeated dedicated surveys in the eastern tropical Pacific have demonstrated good statistical power to detect trends in abundance (Gerrodette & Forcada 2005) as have co-ordinated international North Atlantic sighting surveys (e.g. Pike et al. 2009a , Pike et al. 2009b , Víkingsson et al. 2009 ). These surveys, and others, are highly valuable and generally answer the questions they were designed to address. Whilst it was worth investigating, combining abundance estimates from multiple different surveys in order to address broader research questions generally resulted in poor statistical power to detect trends. This approach is unlikely to yield sufficiently sound results to reliably inform conservation or management decisions but may be the only option when long-term data from repeated surveys are lacking and should therefore be considered to make best use of the available data. A Bayesian approach to trend detection, similar to that of Moore & Barlow (2011) 
