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ABSTRACT
This thesis introduces a sensor-based planning algorithm that uses less sensing
information than any others within the family of bug algorithms. The robot is
unable to access precise information regarding position coordinates, angular
coordinates, time, or odometry, but is nevertheless able to navigate itself to a
goal among unknown piecewise-analytic obstacles in the plane. The only
sensor providing real values is an intensity sensor, which measures the signal
strength emanating from the goal. The signal intensity function may or may
not be symmetric; the main requirement is that the level sets are concentric
images of simple closed curves, i.e. topological circles. Convergence analysis
and distance bounds are established for the presented approach. The
algorithm is then experimentally verified using a differential drive robot and
an infrared beacon.
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I dedicate this thesis to the many who were affected by the 2010 Haiti
earthquake, with the hope that we will one day have better search and rescue
technology.
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CHAPTER 1
INTRODUCTION
Figure 1.1: On the left we have a simulated robot that starts at the lower-left
green dot and moves towards the upper-right red dot while traversing various
obstacle boundaries. Level sets of equal intensity are represented by the
circular arcs. On the right we have the robot from our experiment in one of
the test environments with obstacles and a tower.
We increasingly use devices that rely on all types of signals. Various
portions of the radio wave spectrum are used, for example, by submarines,
wireless heart monitors, radios, televisions, mobile phones, and bluetooth.
Navigation based on traditional sources such as GPS and lasers may obscure
other information sources. Imagine the possibilities that emerge once we
understand what can be accomplished using non traditional sources. The main
objective of this thesis is to investigate what kind of information we can get
from a signal, and whether a robot could use this information for navigation.
Suppose a woman is walking around a city trying to get to a tower. The
person can navigate around various buildings without knowing if she is in
Kansas or Japan and without knowing her longitude and latitude. To make it
more interesting, suppose she is blindfolded. There is not only uncertainty
about position, but also about the surrounding environment. What
information could she use to get to the tower? Suppose that the tower sends a
signal, which could be a loud sound or a radio broadcast. Does there exist a
strategy that enables her to successfully navigate to the tower? What kinds of
sensing and actuation are needed?
Now consider a woman trapped in a collapsed building. Let us further
suppose that she has some device emitting a signal, such as a cell phone. A
human may not be able to find the woman quickly enough or be able to
traverse through the rubble, but a team of robots could be sent in. Often in
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search and rescue literature, you find that the robot[s] are in GPS denied
environments such as this one. Can we develop strategies for robots in such
situations? Figure 1.1 shows examples of both a simulated robot and an
experimental robot that executes a strategy based on incrementally
maximizing a single intensity while moving among unknown obstacles. The
robot is then able to go to the goal, which we call a tower, without using the
coordinates of its position or of the tower.
These questions are addressed in Chapters 3 and 4, which represent the
main technical contributions of this thesis. Before these are presented, the
related literature is provided in Chapter 2. Following this, Chapter 3
introduces a coordinate-free mathematical model for a robot that navigates
based on the intensity of a signal emanating from the goal, the tower. The
intensity function is introduced, which describes how the intensity of the
signal varies with distance. This model will prove sufficient for the robot to be
guaranteed to reach the goal.
In Chapter 4, Section 4.1 presents a solution for the case of a radially
symmetric intensity function. The resulting plan guarantees that the plan
converges, i.e. that the robot reaches the tower if the tower is reachable, and
an upper bound on the total distance traveled is given. It is then shown that
the robot with just an intensity and contact sensor cannot decide whether the
tower is reachable. Section 4.2 addresses the more general case of an
asymmetric intensity function. In practice a robot will most likely use the
asymmetric plan since there are few real world examples of a perfect
symmetric signal. This generalized plan also has a convergence proof, but the
looser bound is related to the bound for the well known optimization technique
steepest descent with line searching [39]. Chapter 5 presents experimental
verification of the plan from Chapter 4. Finally, Chapter 6 presents a solution
to the decidability problem and other interesting extensions to this thesis.
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CHAPTER 2
RELATED WORK
Our model falls into two areas of literature: 1) Research on using signals or the
gradient of signals for navigation, and 2) robots that are as simple as possible.
There is a growing amount of work that uses gradient information for
navigation. The area of robot odor localization focuses on robots that search
for a source using chemical sensing [26, 27, 52]. These are largely biologically
inspired, as moths [34], lobsters [22], and Escherichia coli bacteria [51] all use
odor localization to locate mates and food. A survey of robot odor localization
can be found in [33]. Leaving the animal kingdom, we found that in [23] the
gradient of Wi-Fi signal is approximated using a technique called wardriving.
A moving vehicle collects received signal strength measurements (RSS), and
then the direction of an Access Point (AP) at a measuring point is estimated
by calculating the gradient at that point. This gradient is given by the
direction of the strongest signal in the neighborhood. The algorithm was
experimentally verified, but it is possible that its success is due in part to the
experiment being conducted outdoors. Wi-Fi signals suffer from problems such
as multi-path fading in indoor environments [24]. Even sound can be used for
localization, which we see in [20, 44, 46, 47]. Robots in [43] use noise maps,
the noise distribution, and build a gradient field from the noise map to
perform tasks such as avoiding a sound source.
The common strategy is to use GPS for localization and navigation. As
noted in [55], however, there are cases when robots are not able use GPS for
localization, such as in underground mines. These GPS-denied environments
include indoor environments [25]. What they found in [1] is that a lack of GPS
is just one constraint; other common constraints are unknown environments
and even payload limits. The goal then is clear: We need robots that can
accomplish tasks with as little sensing as possible. Examples of this in robotics
literature include on-line algorithms [4, 8, 10, 11, 15, 32], gap navigation
trees [45, 57], sensorless manipulation [12, 13, 14, 21], bug algorithms, and
others such as [2, 53, 56, 58]. All of these aim to reduce sensing requirements.
The well-known bug algorithms have two main modes of movement:
Following obstacle boundaries and moving towards the goal. The original bug
algorithms [42, 40] propose a minimalist sensing model and a robot navigating
algorithm to bring the robot to a specified goal in a 2D environment with
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unknown smooth obstacles. The work was later extended to include a range
sensor, which led to improved bounds on the total distance traveled [41]. Since
then there have been several other bug algorithms. In [28, 30], the TangentBug
was proposed, which enhanced the sensing model to improve the bound on the
length of the path to the goal. In [29], TangentBug was extended to three
dimensions. WedgeBug and its relative RoverBug [35, 36, 37] restrict the
TangentBug sensing model so that it can be applied in an actual planetary
rover. A bug algorithm for solving pursuit-evasion was presented in [49]. Bug1
is used as the sub-algorithm for CBug family [17, 18], which modify the
algorithm to give it quadratic competitive performance.
The motivation for our thesis came from carefully studying the models of
previous bug algorithms. Even though these models are aimed at minimizing
sensing and mapping requirements, they appear to require some precise
information that may not be necessary. For example, the original Bug1 and
Bug2 algorithms [40] use: 1) a contact sensor, 2) coordinates of the initial
robot position, 3) coordinates of the current robot position, 4) coordinates of
the target, and 5) odometry to obtain the distance traveled around an obstacle
boundary. This information is evident when studying the particular approach.
Bug1 goes around the entire obstacle, calculates the closest leaving point,
returns to that point, and then goes in a straight line towards the target.
Bug2 calculates an “m-line”, which is a line segment that connects the initial
point to the goal point, and always moves on that line unless it is contacted an
obstacle. While moving along an obstacle, it follows the boundary until it is
once more on the m-line, and then it returns to moving towards the target on
the m-line. Thus, it seems that the robot needs a position sensor, a linear
odometer, and angular odometer to execute both the Bug1 and Bug2
algorithms. Bug2 would also need to calculate whether the obstacle has
intersected the m-line. VisBug’s algorithm[40] is based on the Bug2 algorithm
but uses a range sensor to decrease the Bug2 path bound. TangentBug uses a
360◦ range sensor to avoid following the boundary and instead move a certain
distance away from the boundary unless it is unavoidable. WedgeBug is based
on TangentBug and uses a more limited 30◦ to 45◦ range sensor to minimize
the number of sensor readings.
A common theme among the bug algorithms is that they rely on knowing
the robot’s exact coordinates. Our motivation comes from a simple
observation: The previous bug robots had access to the exact coordinates of
every place they visited, and in some cases to the exact distance they traveled.
If they had had unlimited memory, it would even have been possible to
reconstruct a perfect map of their environments. It seems that it ought to be
possible to navigate through an environment without collecting all of this
information. We therefore want to determine whether the robot can navigate
to a goal without collecting all of this information. Can it reach the goal
without having any coordinates?
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CHAPTER 3
PROBLEM FORMULATION
Suppose that a point robot moves in R2 according to a kinematic differential
drive model, given by the following standard configuration transition equation
x˙ =
r
2
(ul + ur) cos θ
y˙ =
r
2
(ul + ur) sin θ
θ˙ =
r
L
(ur − ul).
Here, u = (ur, ul) specifies the two angular wheel velocities. A differential
drive robot consists of two independently controlled wheels attached to an axle
(see Figure 3.1). By sending equal power to both identical wheel motors, the
robot can move straight or rotate in place, so these are the primitives that are
available to our point robot.
Let O be a set of obstacles, in which each O ∈ O is closed with a connected
piecewise-analytic boundary that is finite in length. Furthermore, the
obstacles in O are pairwise-disjoint. There may be a countably infinite number
of obstacles; however, at most a finite number are contained in any fixed disc
(this property is called locally finite in [40]). The obstacle set O may contain
an outer obstacle Oouter that is unbounded; all other obstacles are bounded.
See Figure 3.2.
Let E be the closure of R2 minus all O ∈ O and be called the environment.
r
L
x
y
Figure 3.1: The model of a generic differential drive robot.
5
Figure 3.2: There may be an outer obstacle Oouter, which has a finite-length
boundary curve but extends infinitely outward in all directions.
Note that the environment is connected and may or may not be bounded.
A point called the tower exists at some location (xt, yt) ∈ R
2. The tower
broadcasts a signal, which is modeled as an intensity function over R2. Let m
denote the signal mapping m : R2 → [0, 1], in which m(p) yields the intensity
at p ∈ E, generated from a tower at (0, 0) ∈ R2. It is assumed that the
maximum intensity, 1, is achieved at the tower: m(xt, yt) = 1. If the robot is
at p, then the intensity is translated accordingly as m(p− (xt, yt)). The actual
tower location is irrelevant to the calculations, since any coordinate can be
translated to the actual location without changing the value of the intensity.
Thus we will assume without loss of generality that the tower location is (0, 0),
which reduces intensity to m(p).
For any i ∈ [0,∞), consider the level sets (or preimages)
m−1(i) = {p ∈ R2 | m(p) = i}. (3.1)
We want to allow intensity functions that are as complicated as those measured
in practice from radio signals or other physical sources. An important
restriction, however, will be that we allow only one local maximum, which is
at the tower. In spite of this, it will be assumed that m could be any locally
Lipschitz, piecewise-analytic function for which m−1(i) is homeomorphic to a
circle, i.e. a topological circle, for every i ∈ (0, 1) and m−1(1) = {(0, 0)} (this
includes, for example, some polyhedral surfaces). Furthermore, the level sets
must be concentric, with (0, 0) at the center. We make a general position
assumption that for the boundary of every O ∈ O and every preimage m−1(i),
they are either disjoint or intersect in a finite number of places. Let M denote
the set of all intensity functions that satisfy these conditions.
Let Ms ⊂M denote the set of all radially symmetric intensity functions. In
this case, the level sets form concentric circles in the classical sense (rather
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than concentric topological circles). As an example,
m(p) =
1
p2x + p
2
y
(3.2)
causes the intensity to decay quadratically with distance, without regard to
direction. This corresponds to radiation patterns of isotropic radiators [50].
More generally, if the level sets are not concentric circles, then m ∈M \Ms is
called asymmetric.
The environment E and even the signal mapping m are unknown to the
robot. Furthermore, the robot does not even know its own position and
orientation. Based on these quantities, a state space X is defined as
X ⊂ SE(2)× E ×M (3.3)
in which SE(2) is the set of all possible robot positions and orientations, E is
the set of all possible environments, and M is the set of all possible intensity
mappings.
Each sensor available to the robot will be defined as a mapping h : X → Y
from the state space X into an observation space Y . Three main sensors will
be considered. First, the contact sensor indicates whether the robot is
touching the environment boundary ∂E:
ht(x) =
{
1 if x ∈ ∂E
0 otherwise.
(3.4)
The other two sensors obtain information regarding the tower. The intensity
sensor indicates the strength of the signal from position p:
hi(x) = h(p, θ, E,m) = m(p). (3.5)
The robot can use the intensity sensor to determine when it is at the tower,
which uniquely occurs when hi(x) = 1. However, if the robot does not know
the maximum possible intensity, then a “tower detection sensor” can be added;
this is avoided for this thesis since the two become mathematically equivalent.
For the third sensor, there are two possibilities. The tower alignment
sensor indicates whether the robot is facing the tower:
ha(x) =
{
1 if θ = atan2(−p)
0 otherwise.
(3.6)
Alternatively, the gradient alignment sensor indicates whether the robot is
facing the direction of steepest ascent of m:
ha(x) =
{
1 if (cos θ, sin θ) ∝ ∇m(p)
0 otherwise.
(3.7)
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At nonsmooth points, the gradient ∇ is assumed to be extended in a standard
way from nonsmooth analysis; see [9] in general, and [7] for the use of this in
the context of sensor-based planning. In this general case, ha(x) = 1 if
(cos θ, sin θ) is proportional to any vector in the generalized gradient [9]:
co
{
lim
i→∞
∇m(pi) : pi → p, m
′(pi) exists
}
, (3.8)
in which the pi correspond to any sequence that converges to p, co denotes the
convex hull, and m′ denotes the derivate of m. Intuitively, this definition
gathers up all possible gradients by taking derivatives along all sequences
converging to p for which derivatives exist.
In Chapter4 Section 4.1, m is radially symmetric, in which case either
alignment sensor can be used because they give the same result. In Chapter4
Section 4.2, the asymmetric case is handled, and only the gradient alignment
sensor is used. The robot has no other sensors, such as global positioning,
odometry, or a compass. Therefore, it is unable to obtain precise position or
angular coordinates.
Now consider possible actions or motion primitives that are given to move
the robot. Each motion primitive must terminate on its own using sensor
information. The robot is allowed only three motion primitives:
ufwd The robot goes straight forward in the direction it is facing, stopping
only if: 1) it contacts the obstacle (ht(x) = 1), 2) hits the tower
(hi(x) = 1), 3) detects a local maximum in intensity along its line of
motion.
uori The robot rotates counterclockwise, stopping only when it is aligned
with the tower (ha(x) = 1).
ufol The robot travels around an obstacle boundary counterclockwise,
maintaining contact to its left at all times, stopping only when it reaches
a local maximum in the intensity.
There are obviously some hidden details regarding how these primitives are
implemented, especially in the cases of ufwd and ufol. Both of these have
termination conditions that depend on detecting a local maximum. This could
be achieved in practice by sampling the intensity at high frequency and
checking the relations ik−1 > ik−2 and ik−1 ≥ ik, of the last three intensity
observations are ik−2, ik−1, and ik. Relaxing the comparison between ik−1 and
ik to include the possibility of equality allows the robot to detect plateaus in
intensity values. This sampling policy could obviously cause the robot to
slightly pass the maximum, which could be deemed to be insignificant due to a
high sampling rate, or the robot could execute a short reversal motion.
Further discussion of the implementation of these primitives can be found in
Chapter 5; however, it is important to point out that some subtle details
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remain regarding the implementation of the primitives in practice. In this
thesis, the primitives are given, and seem reasonable under the sensing model.
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CHAPTER 4
A PLAN FOR THE ROBOT
4.1 RADIALLY SYMMETRIC CASE
The section presents a plan for the robot that guarantees it will reach the
tower after a finite number of primitives have been applied. In this section,
ufwd always terminates when either the tower or boundary is reached; the
possibility of a local maximum in intensity arises only in Section 4.2.
4.1.1 A plan for the I-Bug
Using its motion primitives and enough memory to store two intensity values,
iL and iH , the plan is shown in Figure 4.1. The intensity iH is the intensity
observed when the current obstacle was contacted via completion of a ufwd
motion. The intensity iL is the value obtained just prior to the execution of
ufwd. This is used in Step 4 to compare with the current intensity hi(x) to
determine whether ufwd caused the robot to move. If the robot moved, then a
new value for iH is stored because the robot moved across the interior of E. It
is assumed that the starting position lies in the interior of E, which guarantees
that iH is defined in the first iteration. In each execution of Step 5, the robot
moves to another local maximum, and then it tries to leave the boundary in
Plan for the symmetric case
1. Let iL = hi(x).
2. Apply uori and then ufwd.
3. If hi(x) = 1, then terminate; the tower was reached.
4. If iL 6= hi(x), then let iH = hi(x).
5. Apply ufol.
6. If hi(x) > iH then go to Step 1.
7. Go to Step 5.
Figure 4.1: A successful plan for the case of a radially symmetric intensity
function.
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Step 6 if the maximum is greater than iH . If after uori the robot is facing the
boundary, then it cannot make progress, and iL = iH . This indicates that
another local maximum must be reached before trying to escape again. Note
that our robot cannot follow the Bug1 approach in [40] because the robot is
unable to determine whether it has traveled completely around the obstacle.
4.1.2 Convergence
Does this plan actually succeed? The following lemma represents a crucial step
in establishing convergence to the tower:
Lemma 1 For every obstacle boundary ∂O and every possible tower location
∈ R2 −O, there exists at least one intensity local maximum p ∈ ∂O for which
the disc centered at the tower (0, 0) with radius ‖p‖ is disjoint from the
interior of O.
Proof: Using the general position assumption and (0, 0), there are at most
a finite number of intensity local maxima along ∂O. One or more of these may
be global maxima. Since intensity increases monotonically as distance
decreases, the global maxima are also the points along ∂O that are closest to
(0, 0). Let p denote any one of these and let D((0, 0), p) be the closed disc
centered at (0, 0) with p lying on its boundary. All other global maxima must
lie on the boundary of this disc. By construction, no other points in O are
closer to (0, 0) than p; hence, D and the interior of O are disjoint.
Convergence is established in the following proposition:
Proposition 2 (Convergence) The plan in Figure 4.1 causes the robot to
reach the tower after a finite number of steps, regardless of the particular
environment E, initial robot position in the interior of E, and tower location
in E.
Proof: After executing Step 2 for the first time, either the tower is reached
or the robot contacts the boundary of an obstacle. Assuming the latter, Step 4
stores iH , the intensity at this boundary point. The main idea of the proof is
that the intensity increases monotonically with every subsequent execution of
Step 2. Since distance decreases monotonically as intensity increases, the
robot arrives at (0, 0). Step 6 ensures that ufwd is attempted only at a point
that is closer to (0, 0) than the point at which the robot arrived at the obstacle
boundary (where it recorded iH). It might seem that an infinite loop is
possible by failure to satisfy the condition of Step 6 or by the motion being
blocked by the obstacle boundary. However, Lemma 1 ensures that it is always
possible to leave the obstacle boundary and obtain a higher intensity value. In
the worst case, the robot may repeatedly return to the same obstacle
boundary ∂O, but it cannot become trapped. Each time it arrives at O, iH is
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Figure 4.2: When path segments are linearly rotated, their sum is equivalent
to a single path.
larger, and the number of local maxima is finite. A new departure point along
∂O exists each time due to Lemma 1. Eventually, the robot must leave from a
global intensity maximum, and its direction faces the interior of the disc D
from the proof of Lemma 1. Therefore, the robot is not blocked, it increases
the intensity, and will never contact ∂O again. Since this is assured for every
obstacle, the robot must eventually arrive at (0, 0).
Note that in the proof above, the robot does not necessarily know whether
it is returning to the same obstacle multiple times. It may alternate between
several obstacles unknowingly, but this causes no harm.
4.1.3 Bounding the total distance
How far might the robot travel in the worst case to reach the tower? Let
`(p0, E) denote the distance traveled by the robot after executing the plan in
Figure 4.1 from position p0. This would be the reading obtained by a perfect
odometer, if it had existed. Let N be the total number of obstacles that
intersect a disc of radius ‖p0‖, centered at (0, 0). A local maximum at a point
p ∈ ∂O is called unblocked if the robot can freely move toward the tower from
p, without immediately entering the interior of O. The following proposition
bounds the total distance traveled:
Proposition 3 (Bounding the Path Length) The total distance traveled
by the robot satisfies the bound:
`(p0, E) ≤ ‖p0‖+
N∑
k=1
nkck, (4.1)
in which nk is the number of unblocked local maxima along Ok and ck is its
12
Figure 4.3: The robot is repeatedly sent around the obstacle before finally
reaching the goal.
perimeter.
Proof: The proof proceeds by bounding the total path length due to ufwd
separately from that of ufol. Let `fwd denote the total distance traveled from
all ufwd executions. If ufwd is executed only once before reaching (0, 0), then
clearly `fwd = ‖p0‖. In the more general case, each time ufwd is applied the
path coincides with a line through (0, 0). All path segments can be radially
rotated, as shown in Figure 4.2, so that their sum is clearly no larger than
‖p0‖. This explains the first term in (4.1).
Now let `fol be the total distance traveled due to all ufol motions. For a
single obstacle Ok with perimeter ck, consider the total number amount of
boundary traveling that occurs. The robot never leaves Ok twice from the
same local maximum because the intensity increases monotonically each time
∂Ok is reached by a ufwd primitive. This implies that the robot must leave Ok
via the ufwd primitive no more than nk times. Furthermore, the total distance
traveled by executing a consecutive sequence of ufol primitives is always less
then ck; otherwise, it would surpass the desired departure point. Therefore,
the total distance traveled along Ok is bounded above by nkck. Summing over
all obstacles yields the bound `fol ≤
∑N
k=1 nkck.
Combining the two components yields
`(p0, E) = `fwd + `fol ≤ ‖p0‖+
N∑
k=1
nkck. (4.2)
There are nk unblocked local maxima along each obstacle, each of which could
cause the robot to traverse nearly all of the perimeter of the same obstacle.
Figure 4.3 shows the worst-case behavior for the `fol term.
Note that if all obstacles are convex, then the second term of (4.1) can be
improved to `fol ≤
∑N
k Pk. Paths arbitrarily close to this worst-case behavior
exist, as shown in Figure 4.4.
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Figure 4.4: The robot approaches both terms, `fwd and `fol, in the bound in
the case of convex obstacles.
It is interesting that the bound in Proposition 3 is similar to that of Bug2
[40], even though our robot receives much less information. In that case, the
bound on `fol is 1/2 of what is obtained in (4.2).
4.1.4 Decidability
It has been assumed so far that the tower lies in E. Suppose that the tower
may lie anywhere in R2 and the robot must either move to the tower if it exists
or declare after a finite number of steps that the tower is unreachable. Not
only does the plan in Figure 4.1 fail to achieve this, the following proposition
establishes that the robot cannot generally decide whether (0, 0) ∈ E:
Proposition 4 (Decidability) Using its sensors and motion primitives, it is
impossible for the robot to determine whether the tower is reachable, in other
words whether (0, 0) ∈ E.
Proof: See Figure 4.5. There exists a sequence of rippled disc obstacles for
which each has k intensity maxima. Over the sequence, k ranges from 1 to any
natural number. Since the robot does not know E, it must repeatedly advance
to local maxima in hopes of an opportunity to move to (0, 0). Since there
could be arbitrarily many maxima and the robot cannot determine whether it
has gone completely around the obstacle, it will iterate forever without
learning whether (0, 0) is reachable.
The main impediment with the robot deciding when the tower is reachable
is that it cannot tell when it returns to the same point along ∂O. This is
discussed more in Section 6.1.1.
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Figure 4.5: The environment on the top is one representative from the
sequence of obstacles that cause k local maxima. The robot does not know
how many peaks may exist. Furthermore, it cannot determine whether there is
a solution beyond the next peak, as would occur for the example on the
bottom. Since the environment is unknown, the robot cannot decide whether
the tower is reachable.
4.1.5 Obstacles without Nonsmooth Points
Suppose that we restrict the obstacle boundaries to be analytic, rather than
piecewise-analytic. This implies that every point along ∂O has a well-defined
normal, in the sense from classical calculus. Now remove the tower alignment
sensor and convert ufwd into a new primitive unor that always moves toward
the tower in the direction of the normal at the robot position in ∂O. Suppose
that the plan in 4.1 is modified by executing unor in Step 2, instead of uori
followed by ufwd.
Proposition 5 If the boundary of every obstacle is analytic, then the modified
plan (which avoids the tower alignment sensor) always succeeds and the path
satisfies the bound in Proposition 3.
Proof: The proof follows from the key observation from classical
constrained optimization. Recall that when optimizing an analytic function
f(x) subject to an analytic constraint g(x) = 0, then local extrema occur only
if ∇f(x) = λ∇g(x) for some nonzero scalar constant λ (called a Lagrange
multiplier). In our context, f is replaced by the intensity function m, and g is
replaced by ∂O. Each time that ufol terminates due to an extremum, the
gradient of the intensity function must be normal to the boundary. Due to
radial symmetry, the direction of ∇f(x) is always on a line through (0, 0).
Thus, the robot can move toward the tower by executing unor. This produces
the same motion that would have been executed by the original plan in Figure
4.1. Therefore, the convergence proof in Proposition 2 and length bound in
Proposition 3 still hold.
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Figure 4.6: Robot makes progress towards the target in an environment with
asymmetric intensity.
Plan for the asymmetric case
1. Let iL = ht(x).
2. Apply uori and then ufwd.
3. If hi(x) = 1, then terminate; the tower was reached.
4. If iL 6= hi(x), then let iH = hi(x).
5. If ht(x) = 0, then go to Step 1.
6. Apply ufol.
7. If hi(x) > iH then go to Step 1.
8. Go to Step 6.
Figure 4.7: A successful plan for the case of an asymmetric intensity function.
The difference is that multiple iterations are needed when crossing the interior
of E. This is reflected in Step 5, which did not exist in Figure 4.1.
4.2 GENERAL ASYMMETRIC CASE
This section generalizes some of the ideas from Section 4.1 to the setting of
intensity functions that are asymmetric. In this section, the level sets are
topologically equivalent to circles, but may take any shape. The intensity
function m is piecewise-analytic with a single maximum at (0, 0). The primary
trouble caused by this case is that the gradient of the intensity function no
longer “points” to the tower. In the symmetric case, the tower alignment
sensor (3.6) and gradient alignment sensor (3.7) produce the same orientation.
In this section, the two sensors generally produce different results. It is
assumed here that the gradient alignment sensor is used. Note that a
straight-line motion will no longer take the robot to the tower. Fortunately, the
robot is able to make progress by relying on the main idea from the classical
optimization technique steepest descent with line searching (SDLS) [39].
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The plan from Figure 4.1 is modified in the present setting to obtain the
plan shown in Figure 4.7. The only real difference is given by the insertion of
Step 5. During the execution of ufwd, the robot may fail to reach the obstacle
boundary. Therefore, it must realign itself and move in a new direction.
Figure 4.6 shows a sample path in the asymmetric intensity scenario. This
iteration continues until the tower or boundary is reached. If the boundary is
reached, then ufol is applied as in Section 4.1.
The proof of convergence follows the same general strategy as in Section
4.2. Recall Lemma 1, which was perfect for ensuring that the robot does not
get trapped moving along an obstacle boundary. In the current setting, replace
the disc D((0, 0), p) with a topological disc, B((0, 0), p), which is defined as
B((0, 0), p) = {p′ ∈ E | m(p′) ≥ m(p)}. (4.3)
Informally, the topological disc includes all points with intensity greater than
or equal to the intensity at p. Using this definition, the following lemma can
be stated, which generalizes Lemma 1 to a topological disc:
Lemma 6 For every obstacle boundary ∂O and every possible tower location,
there exists at least one intensity local maximum p ∈ ∂O for which the
topological disc B((0, 0), p) is disjoint from the interior of O.
Proof: The argument is similar to the proof of Lemma 6. Using the
general position assumption, there are at most a finite number of intensity
local maxima along ∂O. One or more of these may be global maxima. Let p
denote any one of these and let B((0, 0), p) be the corresponding topological
disc. All other global maxima must lie on the boundary of B((0, 0), p). By
construction, no other points in O have an intensity greater than the intensity
at p; hence, B((0, 0), p) and the interior of O are disjoint.
Using Lemma 6, it is straightforward to establish the convergence of the
plan in Figure 4.7:
Proposition 7 (Convergence) For any  > 0, the plan in Figure 4.7 causes
the robot to arrive within  distance from the tower after a finite number of
steps, regardless of the particular environment E, initial robot position in the
interior of E, and tower location in E.
Proof: The proof follows in the same manner as the proof of Proposition
2. In each step, the intensity is guaranteed to increase. The only significant
change is that it may take multiple iterations of ufwd to traverse the interior
of E. Since the robot moves along a line in the direction of the gradient in
each step, this is equivalent to SDLS optimization, which is well-known to
converge asymptotically [39]. The asymptotic convergence of SDLS is the
reason why  is used in the proposition; precise convergence to (0, 0) would
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require an infinite number of steps in general.
It is natural to wonder whether a bound can be constructed on the total
path length, as established in Proposition 3. In the current setting, the second
term of
N∑
k=1
nkck remains as an upper bound on the motions due to ufol. The
first term, however, is complicated by the convergence rate of the SDLC
iterations, which depends on the properties of the intensity function m. For
optimization problems, conjugate gradient descent is usually preferred over
SDLC because of its faster convergence rate; however, our robot does not
receive enough information to apply the method.
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CHAPTER 5
EXPERIMENTS
(a) Robot (b) Differential Drive
(c) Side Bumper (d) Front Bumper
Figure 5.1: I-Bug
We implemented the generalized algorithm and evaluated its feasibility for
a Lego NXT robot navigating in an environment with obstacles. In this
chapter we discuss the experiments.
The main implementation concerns were: (1) generating a suitable signal,
and (2) implementing wall following using touch sensors. We addressed both
of these issues during the experiment phase. Many signals such as Wi-Fi and
magnetic fields were considered before we decided to use an infrared beacon.
Wi-Fi proved to be tricky because of the multi-path fading that commonly
occurs in indoor environments [24]. The signal intensity at a point is a
combination of the direct path from the source and indirect paths due to
reflection, refraction and scattering of radio waves, which can lead to multiple
maxima instead of a single maximum at the source. In [54] they found that in
addition to these problems, it is difficult to use the gradient of a Wi-Fi signal
outside a certain range. A magnetic field generated by a charge on a vertical
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wire has the ideal shape but would need an excessively high voltage to
generate a field with a large enough range.
Infrared solves both of these problems. An infrared beacon has a long
range without needing a large power source, and when the IR signal is
modulated it suffers from relatively little electromagnetic interference. More
powerful beacons can have a range of up to 5 miles.
We used the Lego NXT Mindstorms system for the robot and an infrared
beacon for the tower. The base of the robot design is a simple differential
drive robot (see Figure 5.1) equipped with two touch sensors and a HiTechnic
NXT IRSeeker V2 (NSK1042) infrared sensor (see Figure 5.2a). The final
design for the touch bumpers is the result of several iterations of designs. The
IRSeeker actually has five IR detectors, which give us regions 1, 3, 5, 7 and 9
in Figure 5.2b. Regions 2, 4, 6 and 8 are obtained by interpolating between
regions, and region ”0” is the dead zone.
The tower, the HiTechnic IR Beacon (FTCBCN) (Figure 5.3a), sends pulse
modulated IR signals at a frequency of 1200 Hz. The beacon circuit is
essentially a 555 timer and 3 infrared LEDs, and the frequency of the circuit is
determined by the capacitors. It has a range of 6 ft to 8ft. Because the
maximum intensity for an LED is directly above it, we replaced the IR LEDs
with longer stemmed LEDs that we could bend at an angle, which is visible
in 5.3b.
(a) (b)
Figure 5.2: The HiTechnic Infrared Sensor and a schematic of the 10 IR
regions.
The IRSeeker allowed us to implement uori and ufwd. Recall from
Chapter 3 that:
ufwd The robot goes straight forward in the direction it is facing, stopping
only if: 1) it contacts the obstacle (ht(x) = 1), 2) hits the tower
(hi(x) = 1), 3) detects a local maximum in intensity along its line of
motion.
uori The robot rotates counterclockwise, stopping only when it is aligned
with the tower (ha(x) = 1).
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(a) The original beacon (b) (c) The 600 Hz beacon
Figure 5.3: The HiTechnic IR Beacon. Note that the center beacon was used
in the experiments, and the 600 Hz beacon has an extra capacitor in parallel.
In our implementation, we said that the robot is aligned with the tower when
the IRSeeker sensors reports an IR signal in region 5. The regions in the
sensor are cones rather than lines, so moving towards the tower translates to
moving towards the tower plus or minus some error. Observe, however, that
using the general asymmetric plan 4.7 has an important implication: An error
in sensing or actuation during uori or ufol leads to the robot detecting a
maximum and re-orienting itself. The plan is therefore robust to such error.
The other major implementation concern was the wall following primitive,
ufol. Recall that:
ufol The robot travels around an obstacle boundary counterclockwise,
maintaining contact to its left at all times, stopping only when it reaches
a local maximum in the intensity.
For ufol, the robot must be able to move itself along the wall using the contact
sensor. This might be achieved by mounting a horizontal wheel that rolls
along the wall and is force controlled. In our experiments we achieved it with
two touch bumpers (Figures 5.1c and 5.1d). We found that the front and side
bumpers needed slightly different designs. The front bumper has a swinging
design and was made of more flexible material, while the side bumper needed
to allow the robot to glide along a wall. The robot also needs to handle
corners, which it does by essentially turning counterclockwise unless the front
sensor is on, in which case it turns clockwise.
1
Tower
Robot
2 3 4
Figure 5.4: Environment with no obstacles
We tested the general asymmetric algorithm in a laboratory environment.
The boundaries were cloth covered cinder blocks, the obstacles were smaller
horizontal clay bricks, and the beacon was place on a single vertical brick.
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Duck tape and electrical tape was used to cover the contact points on the
bricks to decrease the friction between the robot and the bricks.
Five different environments were designed to test the robot’s tower seeking
and boundary following behaviors. Additionally, the start and end positions
were varied within particular environments. Each scenario was tested at least
five times. The earlier trials, such as the ones depicted in Figures 5.4 and 5.5,
featured either no obstacles or a single rectangular obstacle and were mainly
useful for debugging. Of more interest are the environments in
Figures 5.6- 5.9. Figure 5.6 is an example of trials that used the star-shaped
obstacle, while Figure 5.7 is an example of trials with the u-shaped obstacle.
These environments were designed to test the robot’s wall following
capabilities. While the robot managed the star-shaped obstacle, the u-shaped
obstacle was much more challenging. The series of sharp corners lead to the
robot straying away from the boundary, which is visible in frames 10-12 of
Figure 5.7. The robot was always, however, able to return to the boundary.
Figures 5.8 and 5.9 were examples of trials that featured multiple inner
obstacles, designed to test the robot’s ability to switch back and forth between
tower seeking mode and boundary seeking mode.
The robot succesfully naviaged towards the tower in all of the above
mentioned cases, supporting our theory. There were, however, some
performance issues, related to the IR beacon and wall following. The range
and design of the beacon was a significant limitation when we designed test
environments. This can easily be fixed by using a more powerful and expensive
IR beacon. In more general environments, the need for a clear line of sight to
the beacon could prove to be problematic. Addressing the second issue, wall
following, a range-based sensor would most likely produce better behavior
than a contact sensor does.
An immediate extension to this experiment would be multiple towers. We
have experimentally verified that it is possible to make distinguishable towers.
By modifying the circuit to have two .01µF capacitors in parallel, we halved
the frequency from 1200 Hz to 600 Hz. See Figure 5.3c for a side by side
comparison.
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1Robot
Tower
2 3
4 5 6
7 8 9
Figure 5.5: An environment with just the outer obstacle, i.e. the boundary.
1
Robot
Tower
2 3
4 5 6
7 8 9
Figure 5.6: An environment with a single star shaped obstacle. This
environment tests the robot’s ability to handle corners.
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1Robot
Tower
2 3
4 5 6
7 8 9
10 11 12
13 14 15
16 17 18
Figure 5.7: An environment with a more complicated obstacle. This
environment contains several sharp corners and polygonal curve.
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1Robot Tower
2 3
4 5 6
7 8 9
10 11 12
Figure 5.8: An environment with two rectangular obstacles.
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1Tower Robot
2 3
4 5 6
7 8 9
10 11 12
13 14 15
Figure 5.9: An environment with a rectangular obstacle and a cross shaped
obstacle.
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CHAPTER 6
FUTURE WORK AND CONCLUSIONS
6.1 FUTURE WORK
Many interesting questions remain for future research. It is interesting that
the robot can accomplish the task without being aware of whether it is
returning to the same obstacles. What other tasks can be accomplished in
spite of this confusion? What tasks require distinguishability between
obstacles? What forms of sensing should be added to give the robot enough
information to make such distinctions (e.g., a mathematical pebble)? In
another direction, can the plans given in this thesis be improved by allowing
the robot to alternative between clockwise and counterclockwise directions?
Could a randomized approach lead to good expected-case behavior? We look
at some of these questions in detail.
6.1.1 Pebbles
As mentioned in Section 4.1, the main impediment with the robot deciding
when the tower is reachable is that it cannot tell when it returns to the same
point along ∂O. This is a familiar problem in the searching of unknown mazes
[5], graphs [3, 16], and polygons [19]. The usual solution is to introduce a
pebble that serves as a marker. There are many ways to simulate the effect of a
pebble, but all of them require additional sensor or actuation capabilities.
One method would be to give the robot a physical pebble, a pebble sensor,
and a pebble actuator that allows it to pick up and drop pebbles. This allows
the robot to tell if it has returned to the same point on an obstacle but it
forces the robot to completely circumnavigate the obstacle to retrieve the
pebble, so the plan would need to be amended.
Another solution is to give the robot an unlimited number of pebbles. The
trick here is that we will have to be careful about the distinguishability of the
pebbles. Choosing to use infinite distinguishable pebbles implies that the
sensor can ignore previous pebbles. More significantly, we may have made the
robot much more powerful [48], [6]. Since the current plan allows the robot to
visit the same obstacle multiple times, indistinguishable pebbles may not be
suitable either. Ideally, we would have pebbles that vanish once the robot
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leaves an obstacle and no longer needs it. It remains to be seen if this would
be a reasonable model.
6.1.2 Relation to Information Spaces
Both plans rely on the robot using five pieces of information, iH , iL, ik−1, i,
and ik+1, where k refers to the kth stage. In information space literature [38],
this would be called the derived information space, Ider . See Chapter 11 of [38]
for more details on information spaces. Once we’ve established that the robot
is living in this information space, what more can we do? Is it possible for the
robot to live in a smaller information space? What other problems can it solve
in this space?
6.1.3 Multiple towers
Another natural extension would be to increase the number of towers. As we
saw in Chapter 5, it is possible to have towers with distinguishable signals.
What problem are we looking at if we have two towers? One thing that should
be clear is that with three or more towers, we may not need pebbles for the
robot to decide when it has returned to the same point.
With two towers, we can start to investigate obstacles in intensity land. If
the robot were to trace the boundary of an obstacle, it would get intensity
values from both towers at every point. What do the obstacles look like in this
new transformed coordinate system? Another interesting multiple tower
problem is can the robot calculate or trace the voronoi diagram of the towers
in real time? This is related to the work done in [31].
6.2 CONCLUSION
Within the well-known family of bug algorithms, we have introduced I-Bug,
which uses the weakest sensing information to date among these algorithms.
The robot uses a contact sensor, an intensity sensor, and an alignment sensor
to achieve the task of reaching a goal, which is the signal source. The robot
does not have access to perfect clocks, odometry, or other sensors that would
enable it to infer any coordinates in R2, its orientation in [0, 2pi), or its total
distance traveled. For a radially symmetric intensity function, we presented a
plan for I-Bug that is guaranteed to succeed in a finite number of steps. Also,
a bound is provided on the total distance traveled. If the intensity function is
asymmetric, the plan is slightly modified, but nevertheless converges. This
case seems quite interesting due to its extreme generality. Although the robot
is unable to move directly to the goal, its convergence is assured through an
approach that is mathematically equivalent to the steepest descent line search
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algorithm from optimization. This algorithm was experimentally verified with
a robot of our own design and an infrared beacon as the tower.
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