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Abstract
A matrix is called a lattice matrix if its elements belong to a distributive lattice. For a lattice
matrix A of order n, if there exists an n× n permutation matrix P such that F = PAPT =
(fij ) satisfies fij≮fji for i > j , then F is called a canonical form of A. In this paper, the tran-
sitivity of powers and the transitive closure of a lattice matrix are studied, and the convergence
of powers of transitive lattice matrices is considered. Also, the problem of the canonical form
of a transitive lattice matrix is further discussed.
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1. Introduction
Transitive lattice matrices are an important type of lattice matrices which repre-
sent transitive L-relations [5] (or transitive V-relations [15]). Since the beginning of
the 1980s, several authors have studied this type of matrices for some special cases
of distributive lattices. In 1982, Kim [13] introduced the concept of transitive binary
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Boolean matrices and in 1983, Hashimoto [7] introduced the concept of transitive
fuzzy matrices and considered the convergence of powers of transitive fuzzy matri-
ces. A transitive fuzzy matrix represents a fuzzy transitive relation [3,10,21] and
fuzzy transitive relations play an important role in clustering, information retrieval,
preference, and so on [15,17,18]. In [8], Hashimoto gave the canonical form of a tran-
sitive fuzzy matrix. In [19], Tan considered the convergence of powers of transitive
lattice matrices.
In this paper, we continue to study transitive lattice matrices. In Section 3, we
shall discuss the transitivity of powers and the transitive closure of a lattice matrix. In
Section 4, we shall consider the convergence of powers of transitive lattice matrices.
In Section 5, we shall further discuss the problem of the canonical form of a transitive
lattice matrix.
2. Definitions and preliminary lemmas
Let (P,) be a poset and a, b ∈ P . If a  b or b  a then a and b are called
comparable. Otherwise, a and b are called incomparable, in notation, a‖b. If for any
a, b ∈ P , a and b are comparable, then P is called a chain. An unordered poset is
a poset in which a‖b for all a /= b. A chain C in a poset P is a nonempty subset of
P, which, as a subposet, is a chain. An antichain C in a poset P is nonempty subset
which, as a subposet, is unordered. The width of a poset P, denoted by ω(P ), is
n, where n is a natural number, iff there is an antichain in P of n elements and all
antichains in P have  n elements. A poset (L,) is called a lattice if for all a, b in
L, the greatest lower bound and the least upper bound of a and b exist. It is clear that
any chain is a lattice, which is called a linear lattice.
Let (L,) be a lattice. The least upper bound (or join) and the greatest lower
bound (or meet) of a and b in L will be denoted by a ∨ b and a ∧ b, respectively. It is
clear that if (L,) is a linear lattice (especially, the fuzzy algebra [0,1] or the binary
Boolean algebra B1 = {0, 1}) then a ∨ b = max{a, b} and a ∧ b = min{a, b} for all
a and b in L.
Let (L,,∨,∧) be a lattice and φ /= X ⊆ L. X is call a sublattice of L if for any
a, b ∈ X, a ∨ b and a ∧ b ∈ X. It is clear that if {Xλ| λ ∈ } is a set of sublattices of
L, then Y =⋂λ∈Xλ is sublattice of L whenever Y /= φ. Let X be a nonempty subset
of L. Define the sublattice generated by X to be the intersection of all sublattices of
L which contain X and denote it by L(X). Let (L′,,∨,∧) be a lattice. A map
φ from L to L′ is call a homomorphism if φ(x ∨ y) = φ(x) ∨ φ(y) and φ(x ∧ y) =
φ(x) ∧ φ(y) for all x, y in L. An injective homomorphism is called a monomorphism
or an embedding of L into L′. In this case, we say L may be embedded into L′.
Let (L,,∨,∧) be a lattice and a, b ∈ L. The least element x in L satisfying
b ∨ x  a is called the relative lower pseudocomplement of b in a, and is denoted by
a − b. If for any pair of elements a, b in L, a − b exists, then L is said to be a dually
Brouwerian lattice.
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Remark 2.1. If L is a linear lattice with least element 0 and a, b ∈ L, then a −
b =
{
a if a > b
0 if a  b . In particular, if L is the fuzzy algebra [0,1] then the operation
“−” coincides with the operation “” defined in [7]. If L is a Boolean lattice, then
a − b = a ∧ b′, where b′ is the complement element of b in L.
In this paper, the lattice (L,,∨,∧) is always supposed to be a distributive lattice
with the least and greatest elements 0 and 1, respectively.
The following lemmas will be used in this paper.
Lemma 2.1. The sublattice generated by a finite set of elements of the lattice L is
finite.
Lemma 2.2. Each finite distributive lattice can be embedded into a finite Boolean
lattice.
The proofs of Lemmas 2.1 and 2.2 can be found in [1].
Lemma 2.3 [20, Lemma 2.2]. Let L be a dually Brouwerian lattice. Then for any
a, b, c in L, we have
(1) a − b  a;
(2) a  b ⇒ a − b = 0;
(3) b  c ⇒ a − b  a − c and b − a  c − a;
(4) a − (b ∧ c) = (a − b) ∨ (a − c);
(5) a − (b ∨ c)  (a − b) ∧ (a − c);
(6) (a ∧ b)− c  (a − c) ∧ (b − c);
(7) (a − b) ∨ (b − c) = (a ∨ b)− (b ∧ c).
Lemma 2.4. Let L be a dually Brouwerian lattice such that for any a, b, c in L,
(a ∧ b)− c = (a − c) ∧ (b − c). Then for any a, b, c in L, we have
(1) (a − b) ∧ (b − a) = 0;
(2) (a − b) ∧ (b − c)  (a ∧ b)− c.
Proof. (1) Since
0(a − b) ∧ (b − a)
(a − (a ∧ b)) ∧ (b − (a ∧ b)) (by Lemma 2.3(3))
=(a ∧ b)− (a ∧ b) = 0 (by Lemma 2.3(2)),
we have
(a − b) ∧ (b − a) = 0.
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This proves (1).
(2) Since
((b − a) ∧ (b − c)) ∨ ((a ∧ b)− c)
= ((b − a) ∧ (b − c)) ∨ ((a − c) ∧ (b − c))
= (b − c) ∧ ((b − a) ∨ (a − c))
= (b − c) ∧ ((a ∨ b)− (a ∧ c)) (by Lemma 2.3(7))
= b − c (because (a ∨ b)− (a ∧ c)  b − c),
we have
(a − b) ∧ (b − c)=(a − b) ∧ (((b − a) ∧ (b − c)) ∨ ((a ∧ b)− c))
=((a − b)∧(b − a)∧(b − c)) ∨ ((a − b) ∧ ((a ∧ b)− c))
=(a − b) ∧ ((a ∧ b)−c) (because (a − b) ∧ (b − a)=0)
(a ∧ b)− c.
This proves (2). 
Now let (L,,∨,∧) be a distributive lattice andMn(L) the set of all n× nmatri-
ces over L (lattice matrices). For any A in Mn(L), we shall denote by aij or Aij the
element of L which stands in the (i, j)th entry of A. We denote by Eij the matrix all
of whose entries are zero excepts its (i, j)th entry, which is 1. A matrix P in Mn(L)
is called a permutation matrix if exactly one of the elements of its every row and
every column is 1 and the others are 0.
For any A,B,C in Mn(L) and a in L, we define:
A ∨ B = C iff cij = aij ∨ bij for i, j in N = {1, 2, . . . , n};
A ∧ B = C iff cij = aij ∧ bij for i, j in N;
AT = C iff cij = aji for i, j in N;
A = A ∧ AT;
AB = C iff cij =∨nk=1(aik ∧ bkj ) for i, j in N;
aA = C iff cij = a ∧ aij for i, j in N;
A  B iff aij  bij for i, j in N and A  B iff B  A;
In = (δij ), where δij =
{
1 if i = j
0 if i /= j for i, j in N.
The following properties will be used in this paper.
(a) Mn(L) is a semigroup with the identity element In with respect to the multi-
plication;
(b) (Mn(L),∨, ·) is a semiring and for A,B,C,D in Mn(L) if A  B and C  D
then AC  BD.
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(c) For any A,B,C in Mn(L), A(B ∧ C)  (AB) ∧ (AC) and (B ∧ C)A 
(BA) ∧ (CA).
Properties (a) and (b) can be found in [4]. Since B ∧ C  B and B ∧ C  C
for any B and C in Mn(L), by (b), we have that A(B ∧ C)  AB, A(B ∧ C) 
AC, (B ∧ C)A  BA and (B ∧ C)A  CA, and so A(B ∧ C)  (AB) ∧ (AC) and
(B ∧ C)A  (BA) ∧ (CA). Thus property (c) follows.
For any A in Mn(L), the powers of A are defined as follows:
A◦ = In, Al = Al−1A, l ∈ Z+,
where Z+ denotes the set of all positive integers.
The (i, j)th entry of Al is denoted by a(l)ij .
If L is a dually Brouwerian lattice and A,B,C ∈ Mn(L), then we can define:
A− B = C iff cij = aij − bij for i, j in N;
$A = A− AT.
Lemma 2.5 [4, Corollary 1.1]. For any A in Mn(L), the sequence
A,A2, . . . , Al, . . . (2.1)
is ultimately periodic.
For the sequence (2.1), let k = k(A) and d = d(A) be the least integers k  0 and
d  1 such that Ak = Ak+d . The integers k(A) and d(A) are called the index and
the period of A. Clearly, the sequence (2.1) is of the form
A,A2, . . . , Ak(A)−1|Ak(A), . . . , Ak(A)+d(A)−1|Ak(A), . . . , Ak(A)+d(A)−1| . . .
(2.2)
It is well known from the theory of semigroups (see e.g. [9]) that the set G(A) =
{Ak(A), Ak(A)+1, . . . , Ak(A)+d(A)−1} is a cyclic group with respect to the multipli-
cation. The identity element of G(A) is Ar for some r with k(A)  r  k(A)+
d(A)− 1. More precisely, let β  1 be the uniquely determined integer such that
k(A)  βd(A)  k(A)+ d(A)− 1. Then r = βd(A).
Let A ∈ Mn(L). A is called convergent if d(A) = 1 and in this case k(A) is called
the convergent index of A; A is called nilpotent if there exists some integer k  1 such
that Ak = O(the zero matrix). It is clear that if A is nilpotent then A converges to the
zero matrix and in this case k(A) is called the nilpotent index of A.
Lemma 2.6 [4, Corollary 5.2]. Let A ∈ Mn(L). Then A is nilpotent iff An = O, i.e.,
k(A)  n.
Let A ∈ Mn(L), A is called transitive if A2  A; A is called idempotent if A2 =
A. Denote by r = r(A) the least integer r  1 such that Ar is idempotent and t =
t (A) the least integer t  1 such that At is transitive. Clearly, t (A)  r(A).
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Let B ∈ Mn(L). The matrix B is called the transitive closure of A if B is transitive
and A  B, and for any transitive matrix C in Mn(L) with A  C we have B  C.
The transitive closure of A is denoted by A+.
Lemma 2.7 [2, Lemma 2]. For any A in Mn(L), we always have∨
s>n
As 
n∨
l=1
Al.
Lemma 2.8. For any A in Mn(L), we have A+ =∨nl=1Al.
Proof. Let B =∨nl=1Al . Then A  B and B2 = (∨nl=1Al)2 = (∨nl=1Al) ∨
(
∨2n
s=n+1As). But
∨2n
s=n+1As 
∨
s>nA
s 
∨n
l=1Al (by Lemma 2.7), we haveB2 
(
∨n
l=1Al) ∨ (
∨n
l=1Al) = B, i.e., B is transitive.
Let now C be any transitive matrix in Mn(L) with A  C. Then Cl  C (by
the transitivity of C) and Al  Cl for any positive integer l, and so B =∨nl=1Al ∨n
l=1Cl  C. By the definition of the transitive closure, we have B = A+. This
completes the proof. 
Lemma 2.9. Let L be a dually Brouwerian lattice and A ∈ Mn(L). Then
A = $A ∨A.
Proof. Let S = $A ∨A. Then for all i, j in N,
sij=($A)ij ∨ (A)ij = (aij − aji) ∨ (aij ∧ aji)
aij (because aij − aji  aij and aij ∧ aji  aij ).
On the other hand,
sij = (aij − aji) ∨ (aij ∧ aji)
= ((aij − aji) ∨ aij ) ∧ ((aij − aji) ∨ aji)  aij .
Therefore sij = aij for all i, j in N. i.e., S = A. This completes the proof. 
3. Transitivity of powers of a lattice matrix
In this section, we shall discuss the transitivity of the powers of a lattice matrix A
in Mn(L).
The following propositions can be found in [19].
Proposition 3.1 [19, Propositions 3.2 and 3.4]. If As, s  1, is transitive, then
(1) Ar(A)  As. More generally, Ar(A)  As+ld(A) for any integer l  0;
(2) d(A)|s. In particular, d(A)|t (A).
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Proposition 3.2 [19, Proposition 3.3]. The group G(A) = {Ak(A), Ak(A)+1, . . . ,
Ak(A)+d(A)−1} contains exactly one transitive matrix (namely Ar(A)).
Proposition 3.3. Let A ∈ Mn(L). If As is transitive then
(1) A+ ∧ In = As ∧ In;
(2) If d(A) > 1, then none of the matrices
As+1, As+2, . . . , As+d(A)−1
is transitive. In particular, none of the matrices
At(A)+1, At(A)+2, . . . , At(A)+d(A)−1
is transitive.
Proof. (1) For any integer l > 0, we have Als  As since As is transitive, and so
a
(ls)
ii  a
(s)
ii for all i in N. Since a
(l)
ii  a
(ls)
ii , we have a
(l)
ii  a
(s)
ii , and so
∨n
l=1a
(l)
ii 
a
(s)
ii for all i in N. i.e., A
+ ∧ In  As ∧ In. On the other hand, we have As ∧ In 
A+ ∧ In since As  A+. Therefore A+ ∧ In = As ∧ In. This completes the proof of
(1).
(2) If As+λ (1  λ  d(A)− 1) were transitive, then Proposition 3.1(2) could
imply d(A)|s and d(A)|(s + λ), which is impossible. This proves (2). 
Proposition 3.4. If In  A+, then the sequence (2.1) contains a unique transitive
matrix, namely Ar(A).
Proof. Let As be transitive (s  1). By Proposition 3.3(1) and the hypothesis In 
A+, we have As  In, and so As = AsIn  AsAs = A2s . On the other hand, by
the transitivity of As , we have A2s  As . Hence As = A2s , and since there is a
unique idempotent in the sequence (2.1), we have As = Ar(A). This completes the
proof. 
By Proposition 3.1(2), we have that d(A)|t (A) and d(A)|r(A) and by Proposition
3.3(2), we know that all transitive matrices in the sequence (2.1) are contained in
the set {At(A), At(A)+d(A), . . . , Ar(t)}, but, in general, we cannot state that the all
matrices in this set are transitive.
Proposition 3.5. For any A in Mn(L), the integer d(A) = |G(A)| is the greatest
common divisor of all integers s > 0 such that As is transitive.
Proof. Consider the (formally infinite) sequence
At(A), At(A)+d(A), . . . Ar(A) = At(A)+(l−1)d(A), At(A)+ld(A), . . .
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where r(A) = t (A)+ (l − 1)d(A). Since the greatest common divisor (g.c.d) of the
integers t (A), t (A)+ d(A), t (A)+ 2d(A), . . ., is exactly the number d(A), we have
the proposition. 
In the end of this section, we mention two transitive matrices which are intimately
connected with any matrix A in Mn(L).
Proposition 3.6. Let A ∈ Mn(L), σ (A) =∨d(A)−1l=0 Ak(A)+l and τ(A) =∧d(A)−1
l=0 Ak(A)+l . Then
(1) σ (A) = An−1A+ = (A+)n;
(2) σ (A) and τ(A) are transitive.
Proof. (1) Since
σ(A)A=
d(A)∨
l=1
Ak(A)+l
=
d(A)−1∨
l=0
Ak(A)+l (Note that Ak(A)+d(A) = Ak(A))
=σ(A),
we have that σ(A)Al = σ(A) for any integer l  1.
Therefore
σ(A)A+ = σ(A) · (A ∨ A2 ∨ · · · ∨ An) =
n∨
l=1
σ(A)Al = σ(A). (3.1)
By Lemma 2.8, we have AA+  (A+)2  A+. This implies
A+  AA+  A2A+  · · · (3.2)
In the following we will prove that An−1A+ = AlA+ for every integer l  n− 1.
For any i, j in N, let T be any term of the (i, j)th entry a(n)ij of An. Then T is of the
form aii1 ∧ ai1i2 ∧ · · · ∧ ain−1j , where 1  i1, i2, . . . , in−1  n. Since the number of
the indices i, i1, i2, . . . , in−1, j is n+ 1, there must be two indices iu and iv such that
iu = iv for some u and v(u < v) (taking i0 = i and in = j ). Therefore
T =aii1 ∧ ai1i2 ∧ · · · ∧ ain−1j
=aii1 ∧ · · · ∧ aiu−1iu ∧ (aiuiu+1 ∧ · · · ∧ aiv−1iu ) ∧ aiuiv+1 ∧ · · · ∧ ain−1j
=aii1 ∧ · · · ∧ aiu−1iu ∧ (aiuiu+1 ∧ · · · ∧ aiv−1iu )
∧(aiuiu+1 · · · aiv−1iu ) ∧ aiuiv+1 ∧ · · · ∧ ain−1j
a(n+(v−u))ij 
2n∨
l=n+1
a
(l)
ij ,
Y.-J. Tan / Linear Algebra and its Applications 400 (2005) 169–191 177
and so a(n)ij 
∨2n
l=n+1a
(l)
ij for all i, j in N. i.e., A
n  An+1 ∨ · · · ∨ A2n. Thus
An−1A+ = An ∨An+1 ∨ · · · ∨ A2n−1  An+1 ∨An+2 ∨ · · · ∨ A2n = AnA+.
Since AnA+  An−1A+ (by (3.2)), we have An−1A+ = AnA+, and so
An−1A+ = AlA+ (3.3)
for every integer l  n− 1.
Now
σ(A)=Ak(A) ∨ · · · ∨ Ak(A)+d(A)−1
=Ak(A)+αd(A) ∨ · · · ∨ Ak(A)+αd(A)+d(A)−1
for any integer α  0.
Choose α such that l = k(A)+ αd(A)  n− 1, we then have that
σ(A)=σ(A)A+ (by (3.1))
=(Al ∨ Al+1 ∨ · · · ∨ Al+d(A)−1)A+
=(AlA+) ∨ (Al+1A+) ∨ · · · ∨ (Al+d(A)−1A+)
=(An−1A+) ∨ (An−1A+) ∨ · · · ∨ (An−1A+) (by (3.3))
=An−1A+.
Since
(A+)n=(A ∨ A2 ∨ · · · ∨ An)n−1A+
=(An−1 ∨ An ∨ · · · ∨ An(n−1))A+
=(An−1A+) ∨ (AnA+) ∨ · · · ∨ (An(n−1)A+)
=An−1A+ (by (3.3)),
we have σ(A) = (A+)n. This proves (1).
(2) Since
(σ (A))2 = (A+)2n = ((A+)2)n  (A+)n = σ(A),
we have that σ(A) is transitive.
Since
(τ (A))2 = τ(A)

d(A)−1∧
l=0
Ak(A)+l

  d(A)−1∧
l=0
(τ (A)Ak(A)+l )
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and for any l in {0, 1, . . . , d(A)− 1}
τ(A)Ak(A)+l=

d(A)−1∧
s=0
As+k(A)

Ak(A)+l  d(A)−1∧
s=0
As+l+2k(A)
=
d(A)−1∧
t=0
Ak(A)+t = τ(A),
we have (τ (A))2  τ(A), i.e., τ(A) is transitive. This proves (2). 
Corollary 3.1. If In  A+, then σ(A) = A+.
Proof. Since In  A+, we have A+  (A+)2, and so A+ = (A+)2. Therefore
(A+)n = A+, and so σ(A) = (A+)n (by Proposition 3.6(1))= A+. This completes
the proof. 
4. Convergence of powers of transitive lattice matrices
In this section, we shall discuss the convergence of powers of transitive matrices
in Mn(L).
Theorem 4.1. Let A,C ∈ Mn(L). If A is transitive and A ∧ In  C  A, then
(1) C converges to Ck(C) with k(C)  n.
(2) If A satisfies∨ni=1(aij ∨ aji)  ajj for some j in N, then C converges to Ck(C)
with k(C)  n− 1.
(3) If C satisfies∨ni=1(cij ∨ cji)  cjj for some j in N, then C converges to Ck(C)
with k(C)  n− 1.
Proof. First, we have that aii  cii  aii for all i in N since A ∧ In  C  A, and
so for all i in N
aii = cii (4.1)
(1) We know that any term T of the (i, j)th entry c(n)ij of Cn is of the form cii1 ∧
ci1i2 ∧ · · · ∧ cin−1j . Since the number of indices i, i1, i2, . . . , in−1, j is n+ 1, there
must be two indices iu and iv such that iu = iv for some u and v (u < v) (taking i0 =
i and in = j ). Then T  ciuiu+1 ∧ · · · ∧ civ−1iu and T  cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧
ciuiv+1 ∧ · · · ∧ cin−1j . Since A is transitive, we have A  Ak for all k  1, and so
aij  a(k)ij for all i, j in N and all k  1. Thus
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c
(v−u−1)
iuiu
ciuiu = aiuiu (by (4.1))
a(v−u)iuiu  c
(v−u)
iuiu
(because C  A)
ciuiu+1 ∧ · · · ∧ civ−1iu  T .
Let T1 be any term of c(v−u−1)iuiu . Then T1 is of the form ciut1 ∧ ct1t2 ∧ · · · ∧ ctv−u−2iu
for some t1, t2, . . . , tv−u−2 in N, and so that cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧T1 ∧ ciuiv+1 ∧
· · · ∧ cin−1j is a term of c(n−1)ij . Therefore c(n−1)ij  cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧ T1 ∧
ciuiv+1 ∧ · · · ∧ cin−1j for any term T1 of c(v−u−1)iuiu , and so
c
(n−1)
ij  cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧ c(v−u−1)iuiu ∧ ciuiv+1 ∧ · · · ∧ cin−1j  T .
Since c(n−1)ij  T for every term T of c
(n)
ij , we have c
(n)
ij  c
(n−1)
ij , i.e., C
n  Cn−1.
Certainly Cn+1  Cn.
On the other hand, since
c
(n+1)
ij cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧ ciuiu ∧ ciuiu+1 ∧ · · · ∧ cin−1j
=T ∧ ciuiu = T (because T  ciuiu),
we have c(n+1)ij  c
(n)
ij , i.e., C
n+1  Cn. Since Cn+1  Cn, we have Cn = Cn+1 and
k(C)  n. This proves (1).
(2) By the proof of (1), we have Cn  Cn−1. In the following we shall show that
Cn−1  Cn. It is clear that any term T of the (i, j)th entry c(n−1)ij of Cn−1 is of the
form cii1 ∧ ci1i2 ∧ · · · ∧ cin−2j . Let i0 = i and in−1 = j .
(a) If iu = iv for some u and v (u < v), then
c
(v−u)
iuiu
ciuiu+1 ∧ · · · ∧ civ−1iu
cii1 ∧ · · · ∧ ciu−1iu ∧ ciuiu+1 ∧ · · · ∧ civ−1iu ∧ ciuiv+1 ∧ · · · ∧ cin−2j
=T ,
and so
ciuiu = aiuiu  a(v−u)iuiu  c
(v−u)
iuiu
(because C  A)  T .
Then
c
(n)
ij cii1 ∧ ci1i2 ∧ · · · ∧ ciu−1iu ∧ ciuiu ∧ ciuiu+1 ∧ · · · ∧ cin−2j
=T ∧ ciuiu = T .
(b) Suppose that iu /= iv for all u /= v. By the hypothesis, ∨nl=1(alim ∨ aiml) 
aimim for some m. Then, by (4.1), we have cimim = aimim  T , and so
c
(n)
ij  cii1 ∧ ci1i2 ∧ · · · ∧ cim−1im ∧ cimim ∧ cimim+1 ∧ · · · ∧ cin−2j  T .
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Therefore, c(n)ij  T for every term T of c
(n−1)
ij , and so c
(n−1)
ij  c
(n)
ij , i.e., C
n−1 
Cn. Thus Cn−1 = Cn, i.e., k(C)  n− 1. This proves (2).
(3) The proof of (3) is similar to that of (2). 
As a special case of Theorem 4.1, we obtain the following corollary.
Corollary 4.1. If A ∈ Mn(L) is transitive, then
(1) A converges to Ak(A) with k(A)  n;
(2) If A satisfies ∨ni=1(aij ∨ aji)  ajj for some j in N, then A converges to Ak(A)
with k(A)  n− 1.
Remark 4.1. Corollary 4.1(1) is Theorem 5.1(1) in [19].
Remark 4.2. If L is the fuzzy algebra [0,1], then Theorem 4.1(2) and (3) become
Theorems 2 and 3 in [7], respectively.
In the following, the lattice L will be supposed to be a dually Brouwerian lattice
and satisfy the following conditions:
For any a, b, c in L,
a − (b ∨ c) = (a − b) ∧ (a − c) (CD1)
and
(a ∧ b)− c = (a − c) ∧ (b − c) (CD2)
Such lattices are abundant: for example, every Boolean lattice, a complete linear
lattice, the direct product of a finite number of complete linear lattices, and especially
the fuzzy algebra [0,1] and [0, 1]n are all such kind of lattices.
Lemma 4.1. If A ∈ Mn(L) is transitive, then
(1) $A is transitive and nilpotent;
(2) A is idempotent.
Proof. Since A is transitive, we have that for any i, j in N. a(2)ij  aij , i.e.,
∨n
k=1
(aik ∧ bkj )  aij , and so
aik ∧ akj  aij (4.2)
for all i, j, k in N.
(1) For any i, j, k in N,
($A)ik ∧ ($A)kj
= (aik − aki)∧(akj − ajk)
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 (aik − (akj ∧ aji)) ∧ (akj − (aji ∧ aik)) (by (4.2) and Lemma 2.3(3))
= ((aik − akj ) ∨ (aik − aji)) ∧ ((akj − aji) ∨ (akj − aik))
(by Lemma 2.3(4))
= ((aik − akj ) ∧ (akj − aji)) ∨ ((aik − akj ) ∧ (akj − aik))
∨((aik − aji) ∧ (akj − aji)) ∨ ((akj − aik) ∧ (aik − aji))
 ((aik ∧ akj )− aji) ∨ ((aik ∧ akj )− aji) ∨ ((aik ∧ akj )− aji)
(by Lemma 2.4 and (CD2))
 aij − aji = ($A)ij .
Therefore, ($A)(2)ij =
∨n
k=1(($A)ik ∧ ($A)kj )  ($A)ij . i.e., ($A)2  $A.
In the following we shall show that $A is nilpotent.
Clearly, any term T of the (i, j)th entry ($A)(n)ij of ($A)n is of the form ($A)ii1 ∧
($A)i1i2 ∧ · · · ∧ ($A)in−1j , where 1  i1, i2, . . . , in−1  n. Then there must be two
indices iu and iv such that iu = iv for some u and v (u < v) (taking i0 = i and
in = j ), and so
T ($A)iuiu+1 ∧ · · · ∧ ($A)iv−1iu
($A)(v−u)iuiu  ($A)iuiu (by the transitivity of $A)
=aiuiu − aiuiu = 0.
Therefore ($A)(n)ij = 0 for all i, j in N. i.e., ($A)n = O. This proves (1).
(2) For any i, j in N,
(A)(2)ij =
n∨
k=1
((A)ik ∧ (A)kj ) =
n∨
k=1
(aik ∧ aki ∧ akj ∧ ajk)
=
n∨
k=1
((aik ∧ akj ) ∧ (ajk ∧ aki)) 
n∨
k=1
(aij ∧ aji) = (A)ij .
On the other hand, since
(A)ij=aij ∧ aji  aii (by (4.2))
=aii ∧ aii = (A)ii,
we have
(A)(2)ij =
n∨
k=1
((A)ik ∧ (A)kj )  (A)ii ∧ (A)ij = (A)ij .
Therefore (A)ij = (A)(2)ij , i.e., A = (A)2. This proves (2). 
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Remark 4.3. By Lemmas 2.9 and 4.1, we have that if A ∈ Mn(L) is triansitive
then A can be expressed as a join of a nilpotent matrix and an idempotent matrix in
Mn(L).
Theorem 4.2. If A ∈ Mn(L) is transitive, then A converges to Ak(A) with k(A) 
k($A).
Proof. By Lemma 2.9, A = $A ∨A. Let M = $A and S = A. Since A is
transitive, by Lemma 4.1, we have that M is nilpotent and S is idempotent. Therefore
Ml = O and S2 = S, where l = k(M)  n. Now we consider the matrixAl = (M ∨
S)l . Let T be any term of the expansion for (M ∨ S)l . Then T is of the form T =
Mα1Sβ1 · · ·Mαr Sβr for some nonnegative integers α1, . . . , αr and β1, . . . , βr with
(α1 + · · · + αr)+ (β1 + · · · + βr) = l. If β1 = · · · = βr = 0, then T = Mα1 · · ·
Mαr = Ml = O. If there exist some βt (1  t  r) such that βt > 0, then Sβt+1 =
Sβt since S2 = S. In this case, T = Mα1Sβ1 · · ·Mαt Sβt+1 · · ·Mαr Sβr . But Mα1
Sβ1 · · ·Mαt Sβt+1 · · ·Mαr Sβr is also a term of the expansion for (M ∨ S)l+1 = Al+1,
we have that T  Al+1 for any term T of the expansion for (M ∨ S)l = Al , and
so Al  Al+1. On the other hand, we have Al+1  Al since A is transitive. Thus
Al = Al+1. This completes the proof. .
In [7] Hashimoto obtained the following Theorem.
Theorem 4.3 [7, Theorem 1]. If A is an n× n transitive fuzzy matrix, then
(A− AQ)n = (A− AQ)n+1
for any n× n fuzzy matrix Q.
Remark 4.4. Theorem 4.3 means that if A is an n× n transitive fuzzy matrix then
the matrix A− AQ converges to (A− AQ)k(A−AQ) with k(A− AQ)  n for any
n× n fuzzy matrix Q.
Theorem 4.4. Let L be a complete linear lattice and A ∈ Mn(L) be transitive. Then
(A− AQ)n = (A− AQ)n+1 (4.3)
for any n× n matrix Q over L.
Proof. Similar to that of Theorem 1 in [7]. 
In the following we shall prove that the equality (4.3) hold true for n× n transi-
tive matrices over any distributive and dually Brouwerian lattice with the condition
(CD1).
To do this, we need some notations and lemmas.
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Let Bk be a finite Boolean lattice and σ1, σ2, . . . , σk denote its atoms. It is clear
that |Bk| = 2k . For any a in Bk , the lth constituent of a, a(l), is in B1 = {0, 1}, such
that a(l) = 1 if and only if a  σl . Evidently, a =∨kl=1(σl ∧ a(l)).
It is easy to verify that for a, b in Bk and l ∈ {1, 2, . . . , k}, (a ∨ b)(l) = a(l) ∨ b(l),
(a ∧ b)(l) = a(l) ∧ b(l) and (a − b)(l) = a(l) − b(l).
For any m× n matrix A = (aij ) over Bk , the lth constituent of A,A(l), is an
m× n matrix over B1 whose (i, j)th entry is aij (l). Evidently
A =
k∨
l=1
σlA(l).
Lemma 4.2 [14, Proposition 2.1]. IfA =∨kl=1σlC(l) andC(l) are all (0, 1)matrices,
then C(l) = A(l) for all 1  l  k.
Lemma 4.3. For all m× n matrices A and B over Bk, we have
(A ∨ B)(l) = A(l) ∨ B(l) and
(A− B)(l) = A(l) − B(l) for all 1  l  k.
The proof is trivial. 
Lemma 4.4 [14, Proposition 2.2]. For all m× n matrices A and all n× s matrices
B over Bk, we have (AB)(l) = A(l)B(l) for all 1  l  k.
Lemma 4.5. Let A ∈ Mn(Bk). Then A is transitive if and only if A(l) is transitive
for all 1  l  k.
The proof is trivial. 
Theorem 4.5. Let L be a dually Brouwerian lattice with the condition (CD1), and
A ∈ Mn(L) be transitive.
Then
(A− AQ)n = (A− AQ)n+1 (4.4)
for any Q in Mn(L).
Proof. Let A = (aij ),Q = (dij ) ∈ Mn(L) and A be transitive.
Let S(A,Q) = {aij , dij , aij − ast , aij − dst , 1  i, j, s, t, n} andL(A,Q) de-
note the sublattice of L generated by S(A,Q). By Lemma 2.1, L(A,Q) is a finite
distributive lattice, and so L(A,Q) may be embedded in some finite Boolean lattice
Bk (by Lemma 2.2). Therefore, A and Q may be regarded as matrices over Bk .
Furthermore, since
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(A− AQ)ij=aij − (AQ)ij = aij −
(
n∨
s=1
(ais ∧ dsj )
)
=
n∧
s=1
(aij − (ais ∧ dsj )) (by the condition (CD1))
=
n∧
s=1
((aij − ais) ∨ (aij − dsj )) (by Lemma 2.3(4)),
we have (A− AQ)ij ∈ L(A,Q) ⊆ Bk , and so A− AQ ∈ Mn(Bk). Since A is tran-
sitive, A(l) is transitive for all 1  l  k (by Lemma 4.5). Then
(A− AQ)n=
k∑
l=1
σl((A− AQ)n)(l)
=
k∑
l=1
σl(A(l) − A(l)Q(l))n (by Lemmas 4.3 and 4.4)
=
k∑
l=1
σl(A(l) − A(l)Q(l))n+1
(by Theorem 4.4 and the transitivity of A(l))
=(A− AQ)n+1.
This completes the proof. 
Remark 4.5. The condition (CD1) for the lattice L in Theorem 4.5 is necessary.
Example 4.1. Consider the lattice L = {0, a, b, c, 1} whose diagram is as follows:


✪
✪✪




❜
❜
❜
❜
❜
1
a b
c
0
It is easy to verify that L is a distributive and dually Brouwerian lattice in which
the condition (CD1) is not true.
Let now
A =
[
c a
b c
]
and Q =
[
c c
c c
]
∈ M2(L).
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Then
A2 =
[
c a
b c
]
·
[
c a
b c
]
=
[
c c
c c
]
 A,
which means that A is transitive.
Next, we compute R = A− AQ, we have
A− AQ =
(
c a
b c
)
−
(
c a
b c
)
·
(
c c
c c
)
=
(
0 a
b 0
)
,
(A− AQ)2 =
(
c 0
0 c
)
and (A− AQ)3 =
(
0 c
c 0
)
.
It is clear that (A− AQ)2 /= (A− AQ)3.
5. On canonical form of a transitive matrix
The problem for the canonical form of a lattice matrix was first appeared in the
work [11]. Let A be an n× n lattice matrix. If there exists an n× n permutation
matrix P such that F = PAP T = (fij ) satisfies fij≮fij for i > j then F is called
a canonical form of A. In [11], Kim and Roush posed the canonical problem for an
idempotent fuzzy matrix.
Problem A. For an idempotent fuzzy matrix E does there exists a permutation
matrix P such that F = PEP T satisfies fij  fji for i > j?
Problem A was solved by Kim and Roush in the work [12]. Furthermore, Ha-
shimoto [8] presented the canonical form of a transitive fuzzy matrix and obtained
the following result.
Theorem 5.1 [8, Theorem 2]. For a transitive fuzzy matrix A there exists a permuta-
tion matrix P such that T = (tij ) = PAP T satisfies tij  tj i for i > j.
In 1986, Peng [16] introduced the concept of transitive matrices over a lattice and
posed the following problem.
Problem B. For a transitive matrix A over a lattice does there exists a permutation
matrix P such that F = PAP T satisfies fij≮fji for i > j?
Problem B was solved by Hao in the work [6] by giving an example in the nega-
tive.
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In this section, we will give further discussion for Problem B in the case of dis-
tributive lattices.
Theorem 5.2. Let L be a distributive lattice and n be an integer with n  4. Then
for any n× n transitive matrix A over L there exists an n× n permutation matrix P
such that F = PAP T satisfies fij≮fji for i > j if and only if L is a linear lattice.
Proof. Necessity: Suppose that L is not a linear lattice. Then ω(L)  2, and so that
there must be two elements a and b in L such that a‖b. Therefore a ∧ b < a < a ∨ b
and a ∧ b < b < a ∨ b. Now let
A = aE12 ∨ bE23 ∨ aE34 ∨ bE41 ∨ (a ∧ b)Jn ∈ Mn(L).
Then A2 = (a ∧ b)Jn  A. This means that A is transitive. Let P be any n× n per-
mutation matrix. Then there exists a unique permutation σ of the set {1, 2, . . . , n}
such that P =∨ni=1Eσ(i)i , and so P T =∨ni=1Eiσ(i). Therefore
F = (fij )n×n = PAP T
= aEσ(1)σ (2) ∨ bEσ(2)σ (3) ∨ aEσ(3)σ (4) ∨ bEσ(4)σ (1) ∨ (a ∧ b)Jn.
It is clear that
fσ(1)σ (2) = fσ(3)σ (4) = a, fσ(2)σ (3) = fσ(4)σ (1) = b
and
fσ(2)σ (1) = fσ(4)σ (3) = fσ(3)σ (2) = fσ(1)σ (4) = a ∧ b.
Since σ is a permutation, we have σ(i) /= σ(j)(i /= j). If there exists some n× n
permutation matrix P such that F = PAP T satisfies fij≮fji for i > j . Then the
corresponding permutation σ satisfies the conditions σ(1) > σ(2), σ(2) > σ(3),
σ(3) > σ(4) and σ(4) > σ(1). This implies σ(1) > σ(1), which leads to a con-
tradiction. This proves the necessity.
Sufficiency: If L is a linear lattice. Then by using the proof of Theorem 2 in [8],
we have that for any n× n transitive matrix A over L there exists a permutation P
such that F = PAP T satisfies fij  fji for i > j . That is, fij≮fji for i > j . This
proves the sufficiency. 
Theorem 5.3. Let L be a distributive lattice with w(L) = 2. Then for any 3 × 3
transitive matrix A over L there exists a 3 × 3 permutation matrix P such that F =
PAP T satisfies fij≮fji for i > j.
In order to give the proof of Theorem 5.3, we need a lemma.
Lemma 5.1. Let L be a distributive lattice with ω(L) = 2 and A = (aij ) ∈ M3(L)
be transitive. If a21≮a12, a32≮a23 and a31 < a13, then a12≮a21 or a23≮a32.
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Proof. Since A is transitive, we have that for any i, j ∈ {1, 2, 3}, aij  a(2)ij =∨3
k=1(aik ∧ akj ), and so aij  aik ∧ akj for all i, j, k in {1, 2, 3}.
Assume that the statement a12≮a21 or a23≮a32 is false. Then, we have that a12 <
a21 and a23 < a32.
Since w(L) = 2, there are four cases to consider for the elements a21, a32 and
a13.
Case I: The elements a21, a32 and a13 are in the same chain. In this case, we have:
(1) If a21  a32  a13 or a21  a13  a32, then a21  a13 ∧ a32  a12. This con-
tradicts the assume a12 < a21.
(2) If a32  a21  a13 or a32  a13  a21, then a32  a21 ∧ a13  a23, which
contradicts the assume a23 < a32.
(3) If a13  a21  a32 or a13  a32  a21, then a13  a32 ∧ a21  a31. This con-
tradicts the condition a31 < a13.
Case II: a21‖a32. In this case, we have that a13 and a21 are comparable or a13 and
a32 are comparable.
(1) If a13  a21, then a21 = a21 ∧ a13  a23 < a32, which contradicts the condi-
tion a21‖a32.
(2) If a13  a21, then a21  a13 > a31  a32 ∧ a21  a23 ∧ a21  (a21 ∧ a13) ∧
a21 = a13, and so a13 > a13, which is impossible.
(3) If a13  a32, then a32 = a13 ∧ a32  a12 < a21. This contradicts the condi-
tion a21‖a32.
(4) If a13  a32, then a32  a13 > a31  a32 ∧ a21  a32 ∧ a12  a32 ∧ (a13 ∧
a32) = a13, and so a13 > a13, which is impossible.
Case III: a21‖a13. In this case, we have that a32 and a21 are comparable or a32
and a13 are comparable.
(1) If a32  a21, then a21 = a32 ∧ a21  a31 < a13, which contradicts the condi-
tion a21‖a13.
(2) If a32  a21, then a21  a32 > a23  a21 ∧ a13  a21 ∧ a31  a21 ∧ (a32 ∧
a21) = a32, and so a32 > a32, which leads to a contradiction.
(3) If a32  a13, then a13 = a13 ∧ a32  a12 < a21. This contradicts the condi-
tion a21‖a13.
(4) If a32  a13, then a13  a32 > a23  a21 ∧ a13  a12 ∧ a13  (a13 ∧ a32) ∧
a13 = a32, and so a32 > a32, which is impossible.
Case IV: a13‖a32. In this case, we have that a21 and a13 are comparable or a21
and a32 are comparable.
(1) If a21  a13, then a13 = a21 ∧ a13  a23 < a32, which contradicts the condi-
tion a13‖a32.
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(2) If a21  a13, then a13  a21 > a12  a13 ∧ a32  a13 ∧ a23  a13 ∧ (a21 ∧
a13) = a21, and so a21 > a21. This is a contradiction.
(3) If a21  a32, then a32 = a32 ∧ a21  a31 < a13. This contradicts the condi-
tion a13‖a32.
(4) If a21  a32, then a32  a21 > a12  a13 ∧ a32  a31 ∧ a32  (a32 ∧ a21) ∧
a32 = a21, and so a21 > a21. This is a contradiction.
Therefore, we have that a12≮a21 or a23≮a32. This proves the lemma. 
The proof of Theorem 5.3. Let A =

a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ M3(L) be transitive.
(1) If a21≮a12, a31≮a13 and a32≮a23, then, setting P = I3, we have F =
PAP T = A. It is clear that f21≮f12, f31≮f13 and f32≮f23.
(2) If a21 < a12, a31≮a13 and a32≮a23, then, putting P =

0 1 01 0 0
0 0 1

, we have
F = PAP T =

a22 a21 a23a12 a11 a13
a32 a31 a33

, so that f21 = a12≮a21 = f12, f31 = a32≮a23 =
f13 and f32 = a31≮a13 = f23.
(3) If a21≮a12, a31≮a13 and a32 < a23, then, taking P =

1 0 00 0 1
0 1 0

, we have
F = PAP T =

a11 a13 a12a31 a33 a32
a21 a23 a22


. Hence f21 = a31≮a13 = f12, f31 = a21≮a12 =
f13 and f32 = a23≮a32 = f23.
(4) If a21≮a12, a31 < a13 and a32≮a23, then, by Lemma 5.1, we have that a12≮a21
or a23≮a32. If a12≮a21, then, taking P =

0 1 00 0 1
1 0 0

, we have F = PAP T =

a22 a23 a21a32 a33 a31
a12 a13 a11

, and so f21 = a32≮a23 = f12, f31 = a12≮a21 = f13 and f32 =
a13≮a31 = f23; if a23≮a32, then, setting P =

0 0 11 0 0
0 1 0

, we have F = PAP T =

a33 a31 a32a13 a11 a12
a23 a21 a22

, and so f21 = a13≮a31 = f12, f31 = a23≮a32 = f13 and f32 =
a21≮a12 = f23.
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(5) If a21≮a12, a31 < a13 and a32 < a23, then, taking P =

0 0 11 0 0
0 1 0

, we have
F = PAP T =

a33 a31 a32a13 a11 a12
a23 a21 a22

, and so f21 = a13≮a31 = f12, f31 = a23≮a32 =
f13 and f32 = a21≮a12 = f23.
(6) If a21 < a12, a31≮a13 and a32 < a23, then, putting Q =

0 1 01 0 0
0 0 1

, we
have that B = QAQT =

a22 a21 a23a12 a11 a13
a32 a31 a33

 and B is transitive. Also, b21 =
a12≮a21 = b12, b32 = a31≮a13 = b23 and b31 = a32 < a23 = b13. By Lemma 5.1,
we have that b12≮b21 or b23≮b32. That is, a21≮a12 or a13≮a31. But a21 < a12, we
have a13≮a31. Now put P =

0 0 10 1 0
1 0 0

, then F = PAP T =

a33 a32 a31a23 a22 a21
a13 a12 a11

,
and so f21 = a23≮a32 = f12, f31 = a13≮a31 = f13 and f32 = a12≮a21 = f23.
(7) If a21 < a12, a31 < a13 and a32≮a23, then taking P =

0 1 00 0 1
1 0 0

, we have
F = PAP T =

a22 a23 a21a32 a33 a31
a12 a13 a11

, and so f21 = a32≮a23 = f12, f31 = a12≮a21 =
f13 and f32 = a13≮a31 = f23.
(8) If a21 < a12, a31 < a13 and a32 < a23, then putting P =

0 0 10 1 0
1 0 0

, we
have F = PAP T =

a33 a32 a31a23 a22 a21
a13 a12 a11

, and so f21 = a23≮a32 = f12, f31 =
a13≮a31 = f13 and f32 = a12≮a21 = f23.
This completes the proof. 
Remark 5.1. If the distributive lattice L satisfies ω(L)  3, then the result in The-
orem 5.3 is not true.
Example 5.1. Consider the lattice L = {0, a, b, c, d, e, f, 1} whose diagram is as
follows:
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

✪
✪✪



 

✪
✪✪




❜
❜
❜
❜
❜
❜❜
❜
1
d f
b
e
ca
0
It is easy to verify that L is a distributive lattice with ω(L) = 3.
Let A =

0 0 ab 0 0
0 c 0

 ∈ M3(L).
Then A2 = O  A, which means that A is transitive.
Put now
P1 =

1 0 00 1 0
0 0 1

 , P2 =

0 1 01 0 0
0 0 1

 , P3 =

1 0 00 0 1
0 1 0

 ,
P4 =

0 0 10 1 0
1 0 0

 , P5 =

0 0 11 0 0
0 1 0

 and P6 =

0 1 00 0 1
1 0 0

 .
It is clear that the matrices P1, P2, P3, P4, P5 and P6 are the only permutation
matrices in M3(L). By a short computation, we have
F1 = P1AP T1 = A, F2 = P2AP T2 =

0 b 00 0 a
c 0 0

 ,
F3 = P3AP T3 =

0 a 00 0 c
b 0 0

 , F4 = P4AP T4 =

0 c 00 0 b
a 0 0

 ,
F5 = P5AP T5 =

0 0 ca 0 0
0 b 0

 and F6 = P6AP T6 =

0 0 bc 0 0
0 a 0

 .
It is easy to see that none of the matrices F1, F2, F3, F4, F5 and F6 satisfies the
condition fij≮fji for all i > j .
Acknowledgments
The author is very grateful to the referees for many constructive comments and
valuable suggestions.
Y.-J. Tan / Linear Algebra and its Applications 400 (2005) 169–191 191
References
[1] G. Birkhoff, Lattice Theory, third ed., Amer. Math. Soc., Providence, RI, 1967.
[2] K. Cechlárová, Powers of matrices over distributive lattices—a review, Fuzzy Sets and Systems 138
(2003) 627–641.
[3] D. Dubois, H. Prade, Fuzzy Sets and Systems, Academic Press, New York, 1980.
[4] Y. Give’on, Lattice matrices, Inform. Control 7 (1964) 477–484.
[5] J.A. Goguen, L-fuzzy set, J. Math. Anal. Appl. 18 (1967) 145–174.
[6] C.G. Hao, Canonical form of strongly transitive matrices over lattices, Fuzzy Sets and Systems 45
(1992) 219–222.
[7] H. Hashimoto, Convergence of powers of a fuzzy transitive matrix, Fuzzy Sets and Systems 9 (1983)
153–160.
[8] H. Hashimoto, Canonical form of a transitive fuzzy matrix, Fuzzy Sets and Systems 11 (1983)
157–162.
[9] J.M. Howie, An Introduction to Semigroup Theory, Academic Press Inc. Ltd., London, 1976.
[10] A. Kaufmann, Introduction to the Theory of Fuzzy Subsets, Academic Press, New York, 1975.
[11] K.H. Kim, W. Roush, Generalized fuzzy matrices, Fuzzy Sets and Systems 4 (1980) 293–315.
[12] K.H. Kim, W. Roush, Idempotent fuzzy matrices, Seminar Report, Alabama State University, Mont-
gomery, AL, 1981.
[13] K.H. Kim, Boolean Matrix Theory and Applications, Marcel Dekker Inc., New York, 1982.
[14] S. Kirkland, N.J. Pullman, Boolean spectral theory, Linear Algebra Appl. 175 (1992) 177–190.
[15] S.V. Ovchinnikov, Structure of fuzzy binary relations, Fuzzy Sets and Systems 6 (1981) 169–195.
[16] X.T. Peng, A property of matrices over ordered sets, Fuzzy Sets and Systems 19 (1986) 47–50.
[17] V. Tahani, A fuzzy model of document retrieval systems, Inform. Process. Managem. 12 (1976)
177–187.
[18] S. Tamura, S. Higuchi, K. Tanaka, Pattern classification based on fuzzy relations, IEEE. Trans. Sys-
tems Man Cybernet. 1 (1971) 61–66.
[19] Y.J. Tan, On the powers of matrices over a distributive lattice, Linear Algebra Appl. 336 (2001)
1–14.
[20] Y.J. Tan, On compositions of lattice matrices, Fuzzy Sets and Systems 129 (2002) 19–28.
[21] L.A. Zadeh, Similarity relations and fuzzy orderings, Inform. Sci. 3 (1971) 177–200.
