Abstract. In this paper, we extend results about the average crossing number of equilateral random walks and polygons to the average crossing number of the Gaussian random walks and polygons. We show that the asymptotical behavior of the ACN for the two models are very similar. More precisely, we show that the mean average crossing number ACN of Gaussian random walks and polygons of length n is of the form 1 2π n ln n + O(n).
Introduction
Random walks and random polygons are frequently used to model linear longchain molecules or ring polymers. They are useful in the study of the behavior of polymers at thermodynamic equilibrium. The two most frequently used continuum models are the equilateral random walks and the Gaussian random walks. An equilateral random walk is composed of freely jointed line segments of equal length, whereas a Gaussian random walk is composed of freely jointed line segments whose length follow the Gaussian distribution. Numerous studies are devoted to the topological properties of random polygons. For example, it is investigated what types of knots are formed on polymer chains [1, 11, 14] , and it is theoretically proven that knotting becomes inevitable when the length of a random polygon approaches infinity [2, 5, 12, 15] . Furthermore, for the equilateral and Gaussian random polygons, it has been shown that knots in the global sense do exist with a high probability if the length of the polygon is large [4, 10] . However, while the overall dimensions of equilateral and Gaussian random walks (polygons) are well understood (they scale with the number of segments n as √ n [6, 7, 9] ), the problem is much harder and less is known for random polygons with certain topological constraints (such as a fixed knot type).
A Gaussian random vector X = (x, y, z) is a random point whose coordinates x, y and z are independent standard normal random variables (with mean = 0 and variance = 1). The pdf (probability density function) of X is the joint pdf of x, y and z, which is f (X) = 1 √ 2π e A Gaussian random walk of n steps consists of n + 1 consecutive points X 0 = (0, 0, 0
are independent Gaussian random vectors. It follows that the joint pdf for all the vertices is
In this paper, we are interested in a particular measure of a polymer entanglement, i.e., the average crossing number of a random walk or a random polygon. A Gaussian random polygon is a conditioned random walk such that the last vertex coincides with the starting point, which can be always assumed to be the original point. For a given random walk (or random polygon), the crossing number associated with a particular projection of the random walk is the number of crossings one observes when the walk (or polygon) is projected to a plane under the given projection direction. The average crossing number of the walk (or polygon) is then defined as the average of this crossing number over all possible projection directions (which is equivalent to the unit sphere). In [3] , it is shown that the mean average crossing number ( ACN ) of all equilateral random walks and polygons of length n is of the form 3 16 · n · ln n + O(n). We will study the same problem for the Gaussian random walks and polygons in this paper. Since the end to end distance behavior of two vertices along an equilateral random walk is approximately Gaussian ( [13] ), it is probably not surprising that the mean ACN for the Gaussian random walks and polygons would also follow the n ln n growth rule (although the difficulties one encounter in the two cases are different technically). As in the case of the equilateral random walks and polygons, we are also able to determine the coefficient of the n ln n term for the Gaussian random walks and polygons. More precisely, we will show that the mean ACN's for all the Gaussian random walks and polygons of length n are both of the form
The Gaussian Random Walks and Polygons
As defined in the last section, a Gaussian random vector X = (x, y, z) is a random point whose coordinates x, y and z are independent standard normal random variables (with mean = 0 and variance = 1) and a Gaussian random walk of n steps consists of n + 1 consecutive points
A Gaussian random walk of n steps is denoted by GW n . The line segment that joins X k−1 and X k (which has length |Y k | = |X k − X k−1 |) is called the k-th step of GW n . A Gaussian random polygon GP n is a conditioned GW n of n steps such that the last vertex X n coincides with the starting point X 0 = O. Thus, if we let g n (X n ) be the pdf of X n for a GW n , then the joint pdf of
Let A be a three by three real orthonormal matrix. Under the transformation (x, y, z) −→ (x, y, z)A T = (x , y , z ) (where A T is the transpose of A), the new variables x , y and z are apparently also independent standard normal random variables. So the vector X = (x , y , z ) is also a Gaussian random vector. If we let r = |X| = |X |, θ be the angle between X and the z -axis (0 ≤ θ ≤ π) and φ be the angle between X and the positive x -axis (0 ≤ φ < 2π), then one can show that the random variables r, θ and φ are also independent. Furthermore, the probability density functions of r, θ and φ are given by
respectively.
In the following, we will list several probability density functions that we will be using in the next section. These results are all well known and we will leave the proofs of these formulas to our reader since they are straight forward.
The pdf of the k-th vertex X k (not to be confused with
Furthermore, the pdf of the random vector X j+k − X j (where X j and X j+k are vertices from the same GW n ) is given by
.
On the other hand, if the above vertices are from a GP n , then the pdf of
From this integral one obtains:
. Similarly, the pdf of X j+k − X j in a GP n is:
Finally, the joint pdf of X 1 , X k+1 and X k+2 in a GP n is
The Main Results and their Proofs
The following two theorems are the main results of this paper.
Theorem 3.1. Let χ n be the ACN of a Gaussian random walk of n steps; then
Theorem 3.2. Let χ n be the ACN of a Gaussian random polygon of n steps; then
The following lemma is key to the proofs of the theorems.
Lemma 3.3. Let P , Q, P 1 and Q 1 be four points in R 3 such that P , Q are fixed and P 1 − P , Q 1 − Q are two independent Gaussian random vectors. Let a( 1 , 2 ) be the average crossing number between the two line segments 1 = P P 1 and 2 = QQ 1 , then we have
where r = |P − Q|.
Proof. Without loss of generality, let us assume that P = O and Q is on the positive z-axis (recall from last section that a rotation of the 3 space transforms independent Gaussian random vectors to independent Gaussian random vectors). Let θ 1 be the angle between V 1 = − − → P P 1 and the z-axis and θ 2 be the angle between V 2 = −−→ QQ 1 and the z-axis. Furthermore, let ϕ be the angle between the projections of V 1 and V 2 on the xy-plane. See Figure 1 below.
Notice that ϕ is the angle between two plane vectors and its measure is between 0 and π. We leave it to the reader to show that ϕ is a random variable uniformly In [8] , it is shown that for fixed P 1 and Q 1 , the average crossing number a( 1 , 2 ) between the edges 1 and 2 is given by
where γ 1 and γ 2 are the arclength parameterizations of 1 and 2 respectively, and (γ 1 (t),γ 2 (s), γ 1 (t) − γ 2 (s)) is the triple scalar product ofγ 1 (t),γ 2 (s), and γ 1 (t) − γ 2 (s). We can write
By an elementary calculation, we have
where r = | − − → OQ|, r 1 = |V 1 | and r 2 = |V 2 |. Recall from the last section that θ 1 and θ 2 are independent and their pdf's are 
this we obtain the following:
It follows that
Since a( 1 , 2 ) ≤ 1, and if one assumes that r 1 > √ r one can bound I 2 from above as follows: 
The remaining integral The result now follows.
We will now give a proof for Theorem 3.1.
Let a( i , j ) be the average crossing number between i and j ; then we have for the average crossing number χ n of GW n
and
where j starts at 3 since a( 1 , 2 ) = 0. Letting
for any fixed X j such that r j ≥ 10 by Lemma 3.3. Since r j is a random variable depending only on X j−1 − X 1 , and since X j−1 − X 1 has the same pdf as X j−2 , it follows that
where
Since E(a( 1 , j )|X j−1 − X 1 ) is bounded above by one, it is easy to see that I 2 is bounded above as follows:
On the other hand, using 
Finally, the remaining integral is estimated as:
Combining the above bounds, we get
by (3.6). The result of Theorem 3.1 follows since 3≤j≤n 1 j −ln n and 3≤j≤n 1 j 1.25 both converge to a constant independent of n. This finishes the proof of Theorem 3.1.
Finally, we will prove Theorem 3.2.
Proof. Let χ n be the ACN of a Gaussian random polygon of n ≥ 4 steps. As we did in the proof of Theorem 1, let k be the k-th segment of a GP n , that is, a( i , j ) be the average crossing number between i and j ; then we have
j starts at 3 in the above formula since a( 1 , 2 ) is always 0. Let
We have
is the joint pdf of X 1 , X j−1 and X j (see (2.8) ). In the proof of Theorem 3.1 Lemma 3.3 was used to estimate E(a ( 1 , j ) ). However we cannot apply Lemma 3.3 directly since the random vectors X 1 , X j − X j−1 and X j are not independent Gaussian random vectors in the case of a polygon GP n . In the following, we will show that the pdf h (X 1 , X j−1 , X j ) in (3.7) can be replaced by f (X 1 )f (X j − X j−1 )h j (X j ) (which is the pdf of the three corresponding independent random vectors X 1 , X j − X j−1 and X j ), while keeping the error term small enough so the result of the theorem will still hold.
By (2.6), the pdf of X j is
By the fact that a( 1 , j ) ≤ 1, we get the following inequality:
On the other hand, we have
Thus
as well. Now consider P (|X 1 | ≥ r 1/4 ) where r = |X j |. The joint pdf of X 1 and X j is
Using the facts that j ≤ (n+1)/2,
dX j = 8π 3/2 and that
dX j converges to a constant independent of j, we get
It now follows that (3.10) where
and Ω is the region defined by 10 < |r| < j 5/8 , |X 1 | < r 1/4 and |X j − X j−1 | < r 1/4 . Under the constrain conditions of Ω, we have
This leads to
since e
. Hence in (3.11) the function h (X 1 , X j−1 , X j ) can be written as √ 2πn
Using (3.10), (3.11) , and (3.12) we now have
Now observe that the integral (3.14)
is the mean average crossing number of the two edges 1 , j under the conditions that X 1 , X j , X j−1 − X j are independent Gaussian random vectors such that the variance of X 1 and X j−1 − X j is one and the variance of X j is σ 2 j,n . Therefore, we can apply Lemma 3.3 and the argument used in the proof of Theorem 3.1 to estimate J. More precisely, we have J = 
