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We present a method to reconstruct autocorrelated signals together with their autocorrelation
structure from nonlinear, noisy measurements for arbitrary monotonous nonlinear instrument re-
sponse. In the presented formulation the algorithm provides a significant speedup compared to
prior implementations, allowing for a wider range of application. The nonlinearity can be used to
model instrument characteristics or to enforce properties on the underlying signal, such as positiv-
ity. Uncertainties on any posterior quantities can be provided due to independent samples from an
approximate posterior distribution. We demonstrate the methods applicability via simulated and
real measurements, using different measurement instruments, nonlinearities and dimensionality.
I. INTRODUCTION
The challenge of reconstructing signals from noisy
measurements is omnipresent in science and technol-
ogy. A large variety ranging from general to highly
specific methods are applied to recover the concealed
quantities from the data. When having an excellent
signal-to-noise ratio, it might be sufficient to back
project the data using a description of the instrument
and perform a deconvolution with the instrument ker-
nel. This procedure is called the filtered back projec-
tion and is widely used in modern medical imaging
applications [1]. The better the understanding of the
data in form of prior knowledge about the process
of data generation, the better the signal’s reconstruc-
tion. One noteworthy example of this is the large
topic of compressed sensing [2, 3]. It can fully re-
cover sparse signals, given some further properties,
in only partially sampled data, which is possible due
to the Nyquist-Shannon sampling theorem [4, 5]. In
many situations, however, one does not want to as-
sume sparsity or high signal-to-noise ratio. Instead,
it is necessary to use general models, capturing only
justifiable features of the signal to avoid a biased re-
construction.
One such general property is autocorrelation. Many
signals we observe are generated by processes follow-
ing temporal or spatial correlation. If the correlation
structure is known and exploited, it significantly in-
creases the fidelity of the reconstruction. If it is the
only known property of the signal, in the case of linear
measurement and Gaussian noise, one ends up with
the well-known Wiener filter [6] due to maximum en-
tropy considerations. As it builds the foundation of
our considerations a detailed discussion of the Wiener
Filter can be found in Appendix A, also to introduce
the information field theory (IFT) formalism [7] used
in this paper.
Unfortunately, by far not for all processes the cor-
relation structure is known. In many cases it is even
the quantity of interest itself, as it provides deep
insights into the underlying process generating the
signal. This can, for example, be done via Exact
Bayesian Covariance Estimation and Signal Recon-
struction for Gaussian Random Fields (MAGIC) [8]
which estimates the exact posterior using Gibbs sam-
pling. However, this method requires huge computa-
tional resources, which limits it to only a small se-
lection of problems where such precision is necessary.
An approximate, variational approach is the critical
filter [9], which as well reconstructs the signal and its
correlation structure, using homogeneity and isotropy
arguments. Its concepts and technical details are out-
lined in Appendix B. The fundamental assumption
underlying these approaches is the existence of statis-
tical homogeneous autocorrelation, without specify-
ing it any further. It has been successfully applied in
various forms in the context of astrophysical imaging
[10, 11].
So far the critical filter, due to tremendous com-
putational costs, was limited in its applicability to
relatively small problems, despite being significantly
faster than methods based on Gibbs sampling. In this
paper we will propose a mathematical reformulation
of its internal signal representation to overcome such
limitations and drastically speed up algorithmic con-
vergence, which will be outlined in IV. With this we
hope to open it for a large variety of possible appli-
cations. This is achieved by changing from an indi-
rect reconstruction scheme to direct communication
of the correlation parameters with the data. In addi-
tion we will extend the model to arbitrary nonlinear
measurements. In this situation no analytic solution
to the inference problem is available, which is why we
will rely on variational inference schemes, minimiz-
ing the Kullback-Leibler (KL) divergence [12] between
the true posterior distribution and its approximation.
The KL divergence itself is also not calculable for arbi-
trary nonlinear response functions. Instead, we min-
imize a statistical estimate of it, using samples from
the approximate posterior, from which we can sam-
ple independently. Those samples can also be used to
provide uncertainty estimates to arbitrary posterior
quantities, such as the local reconstruction fidelity.
This turns the entire algorithm into a stochastic
minimization problem. Restricting oneself to only
monotonous response functions, unique solutions can
be obtained. The flexibility of the presented approach
with respect to response functions can be used to
model nonlinear, instrument specific characteristics
or to enforce additional signal characteristics, such as
positivity or strong spatial variability.
After a brief summary of the the required algorith-
mic steps we present its application to two distinct
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2examples. As the model is formulated in the abstract
language of information field theory (IFT) [7], it can
be straightforwardly applied in a large variety of con-
texts, independent of the number of spacial dimen-
sion or measurement instruments. The first example
demonstrates the method’s capability of dealing with
rather extreme nonlinearities, containing jumps and
flat regions. In the second example, a real data appli-
cation, we reconstruct the supernova remnant 3C391
from VLA radio interferometric data, and additionally
perform a noise calibration during inference.
II. NONLINEAR MEASUREMENTS
The situation we want to discuss in this paper is the
nonlinear measurement of an autocorrelated Gaussian
signal s with additive Gaussian noise n. The nonlin-
earity is described by a monotonous, local function
f(s), which modifies each value of s. The nonlinear
function can serve two distinct purposes. On the one
hand we can use it to model nonlinear instrument
characteristics, such as detector saturation. On the
other hand we can use it to express expected non-
Gaussian signal characteristics. We can, for exam-
ple, use it to enforce positivity or allow for exponen-
tial variations between locations using the exponen-
tial function. The latter corresponds to a lognormal
model, which is widely used in astrophysical image
reconstructions. The measurement itself is character-
ized by the linear measurement operatorR, encoding a
detailed description of the measurement process. The
data d is than related to the field s via the measure-
ment equation
d = Rf(s) + n. (1)
Here f is applied ti each field value sx separately, such
that f(s)x = f(sx). R is the linear (part of) the
instrument response, which maps the continuous field
f(s) into a discrete data vector. Assuming the noise
covariance is known, we can marginalize out the noise,
which provides us with a Gaussian likelihood. We
will encode the autocorrelation of the signal field s
in a Gaussian signal prior with correlation structure
S. In order to infer the signal field s given the data,
we combine the likelihood with the prior according to
Bayes theorem. More conveniently we simply add up
the log-likelihood and the log-prior. It reads
H(d, s) =̂ 1
2
(d−Rf(s))†N−1 (d−Rf(s))
+
1
2
s†S−1s. (2)
The first line corresponds to the Gaussian log-
likelihood, the second term to the Gaussian log-prior.
Here the =̂ indicates that signal independent con-
stants are dropped, as they vanish during the nor-
malization. The expression above corresponds to the
un-normalized log-posterior, or in the IFT language
the problem Hamiltonian, as it corresponds to an en-
ergy functional for fields. For a linear function f(s)
this is the Wiener Filter problem, which is analyti-
cally tractable. A detailed derivation, starting with
the linear data equation and containing all relevant
steps can be found in Appendix A.
The more general problem described above this
is the nonlinear Wiener Filter problem. Here the
normalization is not feasible for arbitrary functions.
The usual approach would then be an approximation,
which maximizes the Hamiltonian above to obtain the
Maximum Posterior (MAP) estimate.
III. CRITICAL FILTERING
We want to extend this model to a priori unknown
correlation structures S of s, using the model of the
critical filter [13], which has already been successfully
applied in multiple astrophysical imaging problems
[10, 11]. It assumes a priori homogeneity and isotropy,
which allows the correlation structure to be expressed
as a power spectrum in the harmonic basis, i.e. the
Fourier space. This power spectrum is discretized into
individual bins, of which the coefficients are inferred.
The covariance is expressed in terms of a logarithmic
power spectrum to ensure positive definiteness of the
correlation structure. A prior assumption to the spec-
trum is smoothness on a logarithmic scale in Fourier
space, which is expressed in terms of the L2 norm of
the second derivative. Combining this model with the
nonlinear Wiener filter model from the previous sec-
tion, we obtain the full critical filter Hamiltonian for
nonlinear measurements. It reads:
H(s, τ |d)=̂1
2
(d−Rf(s))†N−1(d−Rf(s))
− 1
2
%†τ +
1
2
s†F†
(
P̂†e−τ
)
Fs
+
1
2σ2
τ †∆†∆τ (3)
The first line originates from the likelihood, the second
line corresponds to the prior of s, now depending on
the logarithmic power spectrum τ . The F operator in-
dicates Fourier transformation and the isotropic pro-
jection P relates the power spectrum to the correlation
structure to the diagonal of S in the harmonic domain.
The -̂ symbol raises the diagonal to a diagonal oper-
ator. The third line implements the smoothness prior
via the second derivative ∆ on a logarithmic scale and
expected deviation σ from it. A detailed derivation
containing various subtleties of practical relevance is
outlined in Appendix B.
In order to achieve convergence, the maximum pos-
terior approach is insufficient, instead one has to per-
form a variational inference, capturing uncertainties
within the posterior signal field s. The inference prob-
lem itself is then solved by iterative optimization with
respect to the signal field s and logarithmic power
spectrum τ . This procedure itself is dreadfully slow
due to the strong interdependence between the corre-
lation structure and the corresponding signal field. In
one step the signal is inferred for the current power
spectrum, in the next step this signal field is used
to update the correlation structure. In each step
only tiny improvements are possible, especially in the
regime of high noise, where the data is inconclusive.
3This problem can be illustrated as high dimensional,
diagonal valleys in the energy landscape, in which we
are looking for the minimum. The alternating proce-
dure leads to a zigzag movement following only slowly
the diagonal valley downhill.
To overcome this problem we will propose a refor-
mulation of the model described above, which strongly
decouples the inference problem of the signal field and
its correlation structure.
IV. THE NEW CRITICAL FILTER
According to our prior distribution the signal s is
drawn from a Gaussian distribution, whose covariance
matrix is diagonal in the harmonic basis. We can draw
a sample from a Gaussian distribution by first draw-
ing a point-wise independent, Gaussian, white exci-
tation field ξ with unit variance 1 in its eigenbasis.
Weighting this excitation field with the square root
of its eigenvalues provides a sample from the initial
Gaussian distribution. The square root of the eigen-
values correspond to the standard deviation of each
individual mode, serving as the amplitude of the ex-
citation. Introducing the amplitude operator A and
the logarithmic amplitude spectrum α will simplify
the notation. They are defined as
A ≡ F†P̂†eα ≡ F†P̂†e 12 τ , and (4)
AA† = S (5)
Therefore, the signal field can be rewritten as
s = Aξ. (6)
This has two important consequences for the formula-
tion of our problem. The first one concerns the signal
field prior, which becomes
1
2
s†S−1s→ 1
2
ξ†A†S−1Aξ =
1
2
ξ†1ξ, (7)
using the identity in Eq. 4. This expression does not
depend on the power spectrum any longer and corre-
sponds to a L2 regularization of the excitation. The
change of variables also removes the prior normaliza-
tion, which also contains the power spectrum due to
the functional determinant.
Replacing the signal field in the likelihood, too, and
using α = 12τ we can rewrite the full problem Hamil-
tonian as
H(ξ, α|d) =1
2
(d−Rf(Aξ))†N−1(d−Rf(Aξ))
+
1
2
ξ†1ξ +
2
σ2
α†∆†∆α. (8)
The old formulation reconstructs in Eq. 3 the signal,
which just is the product of excitation and the square
root of the power spectrum, and uses it to estimate
the power spectrum. This shows the high coupling
between those two quantities. In this new formula-
tion the excitation and amplitudes are two far more
independent quantities, as the excitation is a priori
white noise, and the logarithmic amplitude spectrum
is smooth. Both quantities now also appear in the like-
lihood, which allows them to talk to the data directly
during the inference, compared to previously, where
the power spectrum was only indirectly inferred. Fig.
1 illustrates the parameter dependence in the previous
indirect and the new, direct model.
τ
s
d
αξ
d
=⇒
Figure 1. Causality structure of the classical critical filter
(left) and of its reformulation (right).
The effect of this change on the numerical conver-
gence of the resulting algorithm is drastic and can be
seen in Fig. (2). The same setup and initial conditions
for the linear measurement of a one dimensional signal
with resolution 1024 is used for both cases. For the
inference we will optimize a stochastic estimate of the
Kullback-Leibler divergence between the true poste-
rior distribution and a simpler, approximate posterior
distribution to fit its parameters. A detailed discus-
sion of all quantities involved will follow in the next
section, at this place we only want to give the moti-
vation for the reformulation. Fig. 2 shows that both
methods decay roughly as power laws with two clearly
distinct slopes in the energy decrease per decade of it-
erations. The new method already shows signs of con-
vergence after twenty iterations, whereas the old re-
construction takes significantly longer. Even after one
hundred iterations it is far from convergence. Linear
extrapolation in Fig. 2 roughly hints that the direct
method requires two orders of magnitude less itera-
tions in this specific scenario. It is worth to point out
that the computational effort for one individual step
for both methods is comparable.
After the new method has converged, the stochas-
ticity of the target functional, which estimates the KL,
starts to show up. The further evolution of the algo-
rithm is dominated by random fluctuations due to this
stochasticity. Using more samples to estimate the KL
would reduce this behavior, but it would also increase
the computational cost. The reference energy shown
in Fig 2 corresponds to the KL of the Wiener filter
solution using the correct power spectrum which was
used to generate the data. It is not surprising that our
reformulated method slightly undercuts this energy,
as there might be better fitting correlation structures
given the concrete realization. In the following we will
discuss the derivation of the inference algorithm us-
ing the reformulated critical filter model for nonlinear
measurements as defined in Eq. 8.
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Figure 2. The convergence behavior in terms of the KL-
divergence for the old model and the reformulated version
as a function of iteration for 100 steps. The reference KL
uses the Wiener filter solution for the map and the correct
power spectrum.
V. APPROXIMATING THE POSTERIOR
We are not able to calculate the posterior of our pa-
rameters given the data analytically. Hence, we have
to think about an approximation to the true poste-
rior distribution. As for the classical critical filter
approach, using only the MAP estimate turned out
to be insufficient. Furthermore, we have to take the
uncertainty of the reconstructed excitation field into
account. The simplest way to do this is to approx-
imate the posterior distribution by the product of a
Gaussian distribution for the excitation and a point
estimate for the amplitude spectrum. We can write
this as
P˜(ξ, α|d) = G(ξ − t,Ξ)δ(α− α∗). (9)
The usual approach now would be to minimize the
Kullback-Leibler divergence [12] between this approx-
imative posterior and the true posterior from Eq. 8,
which lets us avoid calculating the posterior normal-
ization as is analytically intractable. It is defined as
DKL
[
P˜(ξ, α|d)||P(ξ, α|d)
]
≡
≡
ˆ
Dξ Dα P˜(ξ, α|d) ln
[
P˜(ξ, α|d)
P(ξ, α|d)
]
. (10)
However, we will not use this to estimate all param-
eters of our approximate posterior as it still contains
numerically problematic objects. We will pursue a hy-
brid approach, estimating the parameters of the Gaus-
sian using the Laplace approximation by maximizing
the Hamiltonian with respect to the excitation. This
maximum is then used as the approximate posterior
excitation mean t. The gradient of the Hamiltonian
with respect to ξ reads
δH(ξ|d)
δξ
=− (d−Rf(Aξ))†N−1Rf ′(Aξ)A
+ 1ξ, (11)
with f ′(s) = δf(s)δs being the derivative of the function
f with respect to the signal field, evaluated at the
current position. This derivative represents a linear
operator. In the Laplace approximation the inverse
curvature at the maximum of the Hamiltonian is used
to approximate the correlation structure. Deriving the
expression above by the excitation for a second time
yields
δ2H(ξ|d)
δξδξ†
=− (d−Rf(Aξ))†N−1Rf ′′(Aξ)AA
+A†f ′(Aξ)†R†N−1Rf ′(Aξ)A
+ 1. (12)
The first term, containing the second derivative f ′′ is
problematic, as it is not necessarily positive definite
and can introduce negative curvature, which is pro-
hibited for a covariance operator. However, we expect
its contribution to be small in the vicinity of the min-
imum. It contains the residual d − Rf(Aξ), which
measures how compatible the current reconstruction
of the signal field Aξ is to the data. This quantity is
minimized during inference under model constraints.
Because of this we drop this term. For functions with
extremely large second derivatives in the relevant pa-
rameter range this might not be justified, but most
reasonable functions should not be affected by this.
Once we obtained t by maximizing the Hamiltonian,
we evaluate the modified curvature at this position as
an estimate of the posterior correlation structure.
Ξ−1 = A†f ′(At)R†N−1Rf ′(At)A+ 1 (13)
So far we have an approximation for the excitation’s
posterior distribution given an amplitude spectrum.
We want to use this to infer the amplitude spectrum
itself, correcting for uncertainties in the excitation.
We can use the KL divergence to infer the most rea-
sonable point estimate α∗. Note that this is not equiv-
alent to a joint MAP estimate of both quantities, al-
though we used MAP to calculate the approximate
mean posterior excitation. The integration over α in
Eq. 10 just inserts α∗ as we have to integrate over
the delta distribution. What remains is the Gaussian
expectation value over the problem Hamiltonian and
the Hamiltonian of the Gaussian itself, which is an
entropy.
DKL = 〈H(ξ, α∗|d)〉G(ξ−t,ξ)
− 〈ln [G(ξ − t,Ξ)]〉G(ξ−t,Ξ) . (14)
The second term, the entropy, does not explicitly de-
pend on the amplitude spectrum and will therefore not
be relevant for the minimization. Hence, we drop it.
What remains is the expectation value of the problem
Hamiltonian over the Laplace approximated excita-
5tion distribution. The relevant KL divergence there-
fore reads
DKL =̂ 〈1
2
(d−Rf(A∗ξ))†N−1(d−Rf(A∗ξ))〉G(ξ−t,Ξ)
+
2
σ2
α†∗∆
†∆α∗. (15)
The smoothness prior has no dependence on ξ and is
therefore not affected by the expectation value. Only
the likelihood depends on the excitation ξ. We have to
evaluate the expectation value, however, for arbitrary
functions f(Aξ) this is not analytically possible. In
the linear case we can calculate this expectation value,
which results in the classical critical filter. For the
exponential case we also have analytic formulas, but
those are not tractable numerically as they involve
operator exponentiation.
An elegant solution to this for arbitrary functions is
to sample the expectation value and its derivative with
respect to the amplitude spectrum. As the Laplace
approximation does have the mathematical structure
of a Wiener filter, we do have access to independent
posterior samples. We will use them to replace the full
distribution with a sampling distribution of the form
G(ξ − t,Ξ) ≈ 1
N
N∑
i=1
δ(ξ − ξ∗i ). (16)
Any expectation value under this distribution just
becomes the mean of this quantity over the set of
samples, transforming highly complex expressions into
simple averages. How to obtain those samples is ex-
plained in Appendix C. For now, we continue to cal-
culate the gradient of the KL with respect to the am-
plitude spectrum, ignoring the Gaussian expectation
value. The gradient reads
δDKL
δα∗
=〈(d−Rf(A∗ξ))†N−1Rf ′(A∗ξ)Â∗ξP†〉G(ξ−t,Ξ)
+
4
σ2
∆†∆α∗. (17)
We can use this gradient to minimize the KL diver-
gence. To apply a Newton scheme in this minimiza-
tion, we also need the curvature of the KL, which
corresponds to the second derivative. Again we drop
problematic terms containing second derivatives.
δ2DKL
δα∗δα
†
∗
=〈PÂ∗ξ
†
f ′(A∗ξ))†R†N−1
Rf ′(A∗ξ)Â∗ξP†〉G(ξ−t,Ξ)
+
4
σ2
∆†∆. (18)
VI. INFERENCE ALGORITHM
We have now obtained all expressions and methods
to set up an iterative scheme to infer the amplitude
spectrum and its excitation of a signal field from a
nonlinear measurement with additive noise. We start
with arbitrary parameter values for the approximate
posterior excitation mean t and amplitude spectrum
α∗.
The next step is to minimize the information Hamil-
tonian
H(ξ, |d, α∗) =̂ 1
2
(d−Rf(Aξ))†N−1(d−Rf(Aξ))
+
1
2
ξ†1ξ (19)
with respect to ξ to obtain an estimate for t using the
gradient from Eq. (11) and curvature (12) within a re-
laxed Newton scheme. In the linear case the minimum
is reached after the first step as this is equivalent to
the Wiener filter. For nonlinear functions one has to
perform several steps, but the Newton scheme leads
to fast convergence.
Once the Hamiltonian is minimized for the given
amplitude spectrum α∗, we construct the Laplace ap-
proximation by using the curvature at the minimum
as approximate posterior covariance. From this dis-
tribution we calculate a set of samples {ξ∗} using the
procedure described in Appendix C.
ξ∗ x G(ξ∗ − t,Ξ) (20)
We use this set of samples to approximate the KL-
divergence by replacing the Gaussian expectation
value with the sampling mean of this set.
DKL =̂ 〈1
2
(d−Rf(A∗ξ))†N−1(d−Rf(A∗ξ))〉{ξ∗}
+
2
σ2
α†∗∆
†∆α∗ (21)
Here we can use its gradient from Eq. (17) and its cur-
vature in Eq. (18) to minimize the divergence again
using a relaxed Newton scheme. Once this minimiza-
tion is converged we can adapt it and continue with
another minimization of the Hamiltonian with respect
to the excitation using this new amplitude spectrum,
which leads to the next excitation estimate. This al-
lows us to draw new samples, which can then be used
to re-estimate the amplitudes. This is repeated until
the desired convergence is reached. Once we have fin-
ished the inference we can use the approximate poste-
rior parameters to calculate any desired quantity with
uncertainties using posterior samples. Examples for
such are the mean posterior signal with applied non-
linearity
〈f(s)〉P˜(s|d) ≈ 〈f(A∗ξ)〉{ξ∗}, (22)
or the uncertainty of the correlated signal estimate
〈(s−m)2〉P˜(s|d) = 〈[A∗(ξ − t)]2〉{ξ∗}. (23)
VII. NUMERICAL EXAMPLES
We demonstrate the capabilities of the derived algo-
rithm on two different examples. The algorithm was
implemented in python using the numerical informa-
tion field theory package NIFTy [14], which provides
the abstract structure to conveniently implement al-
gorithms derived with IFT.
6The first example is based on one dimensional, syn-
thetic data. It includes a rather artificial monotonous
nonlinearity with piecewise changing functions, ex-
hibiting discontinuities and flat regions, illustrated in
Fig. 4. Using mock data, we have access to the true
underlying signal, which allows us to compare it to
the reconstruction.
In the second example we reconstruct a two-
dimensional image of the supernova remnant 3C391
from radio-interferometric data obtained by the VLA
telescope. The nonlinearity in this case is used to
model the signal. For radio sources we do want to en-
force positivity and allow for spatial variations of the
intensities. A typical choice for f(s) to account for
these requirements is the exponential function, which
leads to a log-normal intensity model [10, 11]. Inter-
ferometric data consists of point measurements in the
Fourier plane, whereby large parts of the actual image
are masked. This complex response can be included
straightforwardly, allowing for high quality radio re-
constructions.
In the examples we will reconstruct the amplitude
spectrum and excitation. However, those quantities
are rather counterintuitive. For illustrative purposes
we show power spectra and signal fields. The power
spectrum is just the squared amplitude spectrum and
the signal fields are obtained from the harmonic trans-
formation of the amplitude weighted excitation.
A. One dimensional measurement
The signal field in the first example has a resolu-
tion of 1024 equally spaced points in one dimension.
It is drawn from a Gaussian distribution with power
spectrum
p(k) =
4
(k + 1)2
, (24)
which, as well as its reconstruction, can be seen in
Fig. (5). The noise covariance is N = 5 ∗ 1. The
nonlinearity has the form
f(x) =

x− 1 for x < 0
0 for 0 6 x < 12
x2 − x+ 14 for 12 6 x,
(25)
and is illustrated in Fig. (4). For negative values this
function is linear. At x = 0 this function is discontinu-
ous, jumping from −1 to 0. Between x = 0 and x = 12
it is constantly zero and therefore blind to any varia-
tions of the signal in this range. For larger x it behaves
quadratic. It does not resemble any reasonable mea-
surement function, indeed this form is solely chosen
to demonstrate the capabilities of the algorithm. De-
spite all those problematic properties of the response
function the signal can be reconstructed. For the al-
gorithm we do need the derivative of the function. It
straightforwardly reads
f ′(x) =

1 for x < 0
∞ for x = 0
0 for 0 < x < 12
2x− 1 for 12 6 x,
(26)
The diverging gradient at x = 0 does not affect the
reconstruction as the probability that the field is ex-
actly zero vanishes. The signal and noise were drawn
from the prior distribution and the data was gener-
ated according to the data equation given in Eq. (1).
The data together with the nonlinearity applied to the
signal can be seen in Fig. (3). For a negative signal we
clearly see the linear response. In the positive region
the quadratic behavior produces steep spikes and large
overall values. The jump of the nonlinearity is visible
around zero. There we also see plateaus, originating
from the flat part of the function. We started the re-
construction with random, but almost zero initial ex-
citation and a flat power spectrum of p = 1.8× 10−2.
The reconstructed signal field, together with the true
underlying signal and posterior samples, is shown in
Fig. (7). The samples indicate the correlation and un-
certainties of the posterior field distribution. The used
nonlinearity introduces complex, highly non-Gaussian
uncertainty structures, which can be seen in Fig. (6).
For large, positive field values the uncertainty in the
reconstruction is small due to the quadratic behav-
ior. This reduces the effective noise as the signal is
stretched out, but only linearly affected by noise in the
measurement. In the negative, linear regime the un-
certainty is constant, as we would expect for a Wiener
filter. In the vicinity of zero, the data is not strongly
conclusive, as the response is flat between 0 and 0.5.
This leads to the increase of variance within the recon-
structed signal field. The recovered nonlinear signal
field interpolates smoothly between the discontinuities
as the sample average is calculated. We might overes-
timate the error in the positive direction close to zero,
as the uncertainty of the signal is expressed symmet-
rically in the approximation, but originates from the
behavior close to zero. Overall, both the signal field
and its power spectrum are recovered despite the non-
linearity. The signal variance accurately describes the
reconstruction uncertainty. In Fig. 5 we see that even
on small scales the correct power spectrum is recov-
ered. This is due to the high signal-to-noise ratio in
the quadratic regime, whereby variations are magni-
fied. The algorithm provided excellent results in this
synthetic example. We will continue with a real-world
application.
B. Two dimensional radio-interferometry of SN
3C391
The radio emission from our universe provides us
with deep insights into the nature of multiple phe-
nomena occurring everywhere around us. Measuring
and reconstructing the radio emission renders a dif-
ficult task due to the large wavelengths, terrestrial
and ionospheric disturbance and incomplete coverage
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Figure 3. The data and nonlinear signal for the first ex-
ample.
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Figure 4. The used nonlinearity in the first example,
exhibiting linear, discontinuous, constant and quadratic
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Figure 5. The real underlying power spectrum of the signal
together with its reconstruction.
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Figure 6. The nonlinear response applied to the posterior
samples, together with their mean.
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Figure 7. The correct signal (dashed line), its reconstruc-
tion (solid line) and samples drawn from the posterior
(grey) indicating its uncertainty variance
of the sky. To resolve extended sources radio interfer-
ometers are used. The incoming flux of multiple an-
tennas is pairwise correlated according to a time delay
corresponding to a certain position in the sky. Each
antenna pair probes one position of the Fourier trans-
formed sky brightness. The position is described by a
U and V coordinate in the so called U -V plane, which
depend on the coordinate distance between both an-
tennas in units of the observational wavelength. Close
antenna pairs resolve large scales, while distant ones
probe small image scales. The angular resolution of
the image is therefore defined by the largest inter-
antenna distance. The correlated antenna fluxes are
called visibilities. By far not all positions in the U -V
plane, in fact typically only a small subset due to the
limited amount of antennas, are probed. In our exam-
ple we will look at radio interferometric data obtained
by the VLA telescope of the supernova remnant SN
3C391 [15], which is part of the CASA imaging soft-
ware tutorial [16]. It contains roughly 7 000 000 mea-
sured points in the Fourier plane. The back projec-
tion of the data using the adjoint instrument response,
8also called dirty image, is shown in Fig. 9. A random
subset of all measured positions illustrates the U -V
coverage in Fig. 8. It is problematic to obtain ac-
curate noise estimates for the data, as they depend
on the instrument calibration, which can change due
to environmental effects. To overcome this problem
we extended our model slightly by also reconstructing
the noise level from the data itself. This is done anal-
ogously to the amplitude spectrum. We parametrized
the noise covariance as N = êη to enforce positivity
and allow for exponential variation. η is a vector of
the length of the data. In addition to that we intro-
duce a weak inverse gamma prior to slightly regulate
its magnitude and to ensure numerical stability. The
corresponding KL-divergence and gradient then read:
DKL =̂ 〈1
2
(d−Rf(A∗ξ))†ê−η(d−Rf(A∗ξ))〉G(ξ−t,Ξ)
+
1
2
1†η
+ (β − 1)†η + q†e−η, and (27)
δDKL
δη
=̂ − 〈1
2
(d−Rf(A∗ξ))†ê−η(d−Rf(A∗ξ))〉G(ξ−t,Ξ)
+
1
2
+ (1− β)− qê−η. (28)
To infer the noise covariance, we cannot drop the noise
normalization term 12 ln|N | = 121†η from the Hamilto-
nian, as it is no longer a constant. The prior parame-
ters β and q describe the shape and scale of the inverse
gamma prior on η, respectively. The inference proce-
dure adapts to this by simply adding a minimization
step with respect to the noise covariance in each iter-
ation. The noise is therefore continuously calibrated
to the current reconstruction.
The chosen nonlinearity in this example is the ex-
ponential function, which leads to a log-normal model
for the flux. It allows for exponential brightness vari-
ations across the sky and enforces positivity of the
underlying intensity distribution. This model has al-
ready been successfully applied to radio interferomet-
ric data sets in the classical critical filter formulation,
but always suffered from slow convergence [11].
We initialized this reconstruction with a flat ampli-
tude spectrum and a close to zero, white excitation
and the data variance as initial noise estimate. The
strength of the smoothness prior for the amplitudes
was set to σ = 1, allowing for deviations from smooth
spectra of one per magnitude. β was set to 2.0000002
and q to 2 ∗ 10−5. This leads to a mode of the in-
verse gamma distribution at 10−5, which corresponds
roughly to the data variance, and a mean at 100. The
mean had to be that high to not restrict the noise too
much. Due to the heavy tails of the inverse gamma
distribution the relation between mode and mean is
rather counter-intuitive. The choice of these values
only slightly effects the reconstruction. The main pur-
pose is to avoid numerical instability by divergence of
individual points.
The result of the reconstruction and the recovered
correlation structure can be seen in Fig. 10 and Fig.
11, respectively. We sharply resolve the shock front
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Figure 8. A subset of the measured positions in the U -V
plane.
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Figure 9. The adjoint instrument response applied to the
radio data.
of the supernova and surrounding filamentary struc-
tures, even for low intensities. From posterior samples
we can also give an estimate of the uncertainty of the
resolved structures. The relative uncertainty defined
as
E =
√
〈(es − 〈es〉)2〉
〈es〉 (29)
is shown in Fig 12, using 100 posterior samples. We
clearly see high relative uncertainty in regions with
low intensity and vice versa. Using only a limited
number of samples leads to some remaining sampling
artifacts, but for larger scales the error estimate is
reliable. Overall the reconstruction of the supernova
remnant SN 3C391 using the presented algorithm gave
satisfying results, allowing for highly resolved radio
reconstructions, even without having the instrument’s
noise levels available.
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Figure 10. The reconstruction of the sky radio intensity
of SN 3C391.
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Figure 11. The reconstructed correlation structure of SN
3C391.
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Figure 12. The sampled relative error of Fig (10), quanti-
fying the fidelity of the reconstruction in certain regions.
VIII. CONCLUSION
We presented a method to reconstruct autocor-
related signals from nonlinear, noisy measurements
without knowing the correlation a priori, but rather
reconstructing it simultaneously. Reformulating the
mathematical foundations of the underlying model re-
sults in a drastic speed up compared the previous ap-
proach, enabling whole new fields of application. By
using approximate posterior samples one can consider
complex uncertainty structures, allowing to generalize
the method to arbitrary monotonous nonlinearities.
These can be used to model nonlinear measurement
instruments or impose constraints on the signal of in-
terest. Uncertainty information about arbitrary pos-
terior quantities can be obtained by using the approx-
imate posterior samples. We demonstrated the ap-
plicability of the algorithm in the context of highly
different imaging problems with diverse instruments,
nonlinear characteristics and dimension. This can be
achieved by formulating the model using the abstract
language of information field theory.
As shown in the second example of reconstructing
the supernova remnant, the inference of additional un-
known quantities such as the noise covariance can be
included easily. Adaption to further instruments is
straightforward, given a decent description of the in-
strument response R. The computational effort is still
large compared to simpler methods, but the obtained
results greatly surpass them in quality, especially in
the high noise regime.
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Appendix A: Wiener Filter
We start with a description of the measurement
equation, which establishes a relation between the
physical signal and the data we obtained from the
measurement process. The signal should be a physical
field with infinite resolution, at least in theory. This
allows us to apply the rich toolbox of IFT [7], which
applies information theory to fields. The data itself al-
ways has to be discrete, as we can never store the infi-
nite degrees of freedom of the field, which corresponds
to infinite information. We therefore have to use some
instrument which probes the field in some way, for
example by integrating it in some area and thereby
performing a discretization. Additionally, more com-
plex instrument characteristics can be modeled, as we
will demonstrate in the examples later. Finally, in
this work we consider additive, Gaussian noise on the
data.
Mathematically we can express the result of any
linear measurement as data d being the outcome of
applying the measurement instrument’s response R
to the physical field s, transforming it into a dis-
crete quantity, which is finally corrupted by instru-
ment noise n:
d = Rs+ n (A1)
As mentioned, we will assume Gaussian noise n with
a known covariance structure N :
nx G(n,N), with (A2)
G(n,N) ≡ 1|2piN | 12 e
− 12n†N−1n (A3)
Here n† is the transposed and complex conjugated
noise vector n. The covariance N has the form of a
matrix and the expression is therefore a multivariate
Gaussian distribution.
The model likelihood describes how likely the data
is, given certain quantities. In our case, the likelihood
for the data given the signal and noise realization is
described by a delta distribution, as all degrees of free-
dom are constrained, therefore
P(d|s, n) = δ (d− (Rs+ n)) . (A4)
However, we are not interested in the realization of
the noise and we will remove it from the formalism by
marginalizing it out using our Gaussian noise model.
The marginalization is performed over all possible
noise configurations, denoted by the integral with re-
spect to Dn.
P(d|s) =
ˆ
Dn P(d, n|s) =
ˆ
D P(d|s, n)P(n) (A5)
=
ˆ
D δ[d− (Rs+ n)]G(n,N) (A6)
= G(d−Rs,N) (A7)
We actually want to know the probability of a signal
given the data, viz. What does the data tell us about
the signal?. To invert the above likelihood we apply
Bayes’ theorem:
P(s|d) = P(d|s)P(s)P(d) (A8)
To calculate this expression we have to specify our
prior distribution P(s) over the signal field s. This
is a probability distribution over the space of all pos-
sible fields, which has an infinite number of degrees
of freedom. For now, we assume the signal to vary
around zero and to exhibit some correlation structure
S(x, x′), which is encoded in the correlation operator
S. With only this constraint the least informative [17]
prior distribution is a zero centered Gaussian prior of
the form
P(s) = G(s, S). (A9)
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The structure of this expression is equivalent to Eq.
A3 if we identify the scalar product of two fields a and
b
a†b =
ˆ
Dx a∗(x)b(x) (A10)
and apply operators via
Ab =
ˆ
Dx A(x, x′) b(x). (A11)
In analogy to statistical physics we can now reformu-
late Bayes’ theorem by introducing the information
Hamiltonian H(s, d) and partition function Z(d)
P(s|d) = 1Z(d)e
−H(s,d), with (A12)
H(s, d) ≡− ln (P(s, d)) , and (A13)
Z(d) ≡
ˆ
Ds e−H(s,d) = P(d). (A14)
Compared to the probability distributions, the Hamil-
tonian behaves additive, instead of multiplicative,
which makes calculations easier. For our current sit-
uation we can take the logarithms of the Gaussian
likelihood and prior and add them up to get the full
information Hamiltonian.
H(s, d) =− 1
2
ln|2piN | − 1
2
ln|2piS|
+
1
2
(d−Rs)†N−1(d−Rs) (A15)
+
1
2
s†S−1s (A16)
With a quadratic completion the expression above can
be again expressed as a Gaussian exponent:
H(s, d) =̂ 1
2
(s−m)†D−1 (s−m) , with (A17)
D =
(
R†N−1R+ S−1
)−1
(A18)
j =R†N−1d (A19)
m =Dj (A20)
Here, signal independent constants are dropped (as
indicated by =̂), as the posterior distribution is ob-
tained by normalizing the exponential of the negative
Hamiltonian above over all possible signal configura-
tions. Any signal independent constants do not con-
tribute to the integral and are canceled out. In this
case the Hamiltonian is of quadratic form with re-
spect to the signal and we therefore just have to solve
a Gaussian integral. The normalization turns out to
be |2piD| 12 . The posterior distribution of the signal s
given the data is also a Gaussian of the form
P(s|d,N, S) = G(s−m,D). (A21)
The posterior mean m, as given in Eq. A20, is also
called the Wiener filter solution, j is called the infor-
mation source (Eq. A19) and D is the Wiener covari-
ance (Eq. A18).
Appendix B: Critical Filtering
In many real world applications the prior correla-
tion structure of the signal is unknown but often also
of interest itself. Using the Bayesian framework we
can build a hierarchical prior model which allows us
to infer the correlation structure from the same data
as the signal field itself. To do this we have to discuss
a reasonable description of the correlation structure.
A priori, no location is singled out and this should be
reflected by the prior correlation structure. Initially
all positions are equal, which corresponds to statistical
homogeneity. Data, however, can break this symme-
try, allowing for rich posterior correlations. With this
assumption the prior correlation structure is diagonal
in the harmonic domain of the signal field, accord-
ing to the Wiener-Khintchin theorem [6, 18]. For flat
spaces this corresponds to the Fourier basis. This al-
lows us to directly access the eigenbasis of the correla-
tion structure, in which the operator is diagonal. We
will use this property extensively in the derivation of
the algorithm, as well as in its numerical implementa-
tions. With this, even high dimensional and high res-
olution applications are feasible. In the eigenbasis the
prior correlation structure is completely described by
its diagonal with the dimension of the original field,
compared to the squared dimension of the operator
structure in other functional bases.
We can decrease the dimensionality of the correla-
tion even further by assuming prior isotropy, which
means to consider all directions to be statistically
equal. This makes the correlation only dependent on
the relative distance, not on its direction, collapsing
the correlation structure to a one dimensional power
spectrum function p = p(κ) of the harmonic mode κ.
All positions in the harmonic domain with the same
distance from the center exhibit the same value. The
relation between power spectrum p and the diagonal
correlation operator S in the harmonic bases can be
established using the power projection operator P and
the harmonic transformation F, which for flat spatial
geometries corresponds to the Fourier transformation.
The power projection operator averages all posi-
tions corresponding to one spectral bin. A spectral
bin is a subset of the whole harmonic domain k ⊂ K.
The power projection P integrates a harmonic field
aκ according to each of those bins with κ ∈ k. This
describes a new field b with entries bk at the corre-
sponding position.
bk = Pkκaκ =
1
%k
ˆ
κ∈k
aκ (B1)
Dividing by the bin volume %k averages the field val-
ues over the bin. By choosing rotationally symmetric
bins we enforce isotropy. This allows us to describe
the full correlation structure in terms of a power spec-
trum. We obtain the diagonal of the correlation oper-
ator S in its harmonic domain by applying the adjoint
power projection operator P† to a given power spec-
trum p. We indicate the transformation of a field to a
diagonal operator in the fields domain by the ̂ sym-
bol. The result of this operation is an operator with
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the property that all diagonal entries corresponding to
one bin share the same value, given by the power spec-
trum. Applying harmonic transformations on both
sides transforms the operator back to position space,
as in the Wiener Filter example from the previous sec-
tion.
S = F†
(
P̂†p
)
F (B2)
It is worth pointing out that we obtain a proper pro-
jection operator by combining the power projection
and its adjoint. Applying P†P multiple times has no
further effect, as after one application all values are
averaged according to its binning. All underlying de-
grees of freedom of this projection are defined in the
target of the power projector P. This is the reason
why it is convenient to parameterize the problem in
this intermediate space.
In our application we will not only enforce radial
symmetry but also perform a binning along the radial
direction to reduce the number of spectral bins even
further. The concrete choice depends on the problem.
If a high spectral resolution is required, one does want
to resolve the full spectral range. For other problems
logarithmic binning with only a few bins might be
sufficient. For each bin we will have to find a value pk
which expresses its power. These are the parameters
we characterize the correlation structure with.
A fundamental property of the correlation struc-
ture is its positive definiteness, allowing only for pos-
itive eigenvalues. We will enforce this property by
parametrizing p on a logarithmic scale through a pa-
rameter τ .
p ≡ eτ (B3)
This also shifts the spectrum into the range of nu-
merically convenient values, as physical fields towards
smaller modes tend to decay on a logarithmic scale.
Returning to our Wiener filter problem, these consid-
erations enter the signal prior, which now depends on
the logarithmic power spectrum τ .
H(s|τ) = 1
2
%†τ +
1
2
s†F†
(
P̂†e−τ
)
Fs (B4)
Here, % is the volume of the individual bins in the
harmonic space. The first term originates from the
normalization of the prior ln|2piS|. To apply Bayes’
theorem we have to introduce distributions which cap-
ture our prior knowledge on the correlation structure.
Some of them are already implicitly included in the
model’s construction. One additional assumption we
often want to make is that the power spectrum is
smooth on logarithmic scales. Some of this is also cap-
tured by the choice of binning. Large bins as well pro-
hibit large variations in neighboring modes. A more
elegant way to construct a smoothness prior is to mea-
sure deviations from a smooth spectrum in form of the
second derivative ∆ = ∂
2
∂y2 on the logarithmic scale
y = lnκ by taking its L2 norm and weight it by some
expected or tolerated deviation σ. We can then write
the prior spectral Hamiltonian similar to a Gaussian:
H(τ) = 1
2σ2
τ †∆†∆τ (B5)
The derivative on a logarithmic scale exhibits some
subtleties. The bin corresponding to the zero mode
is now infinitely far away from all other modes, and
therefore does not contribute to the expression above.
On the boundary of the computational domain of the
spectrum the curvature should vanish as well, cor-
responding to free boundary conditions. Therefore,
the smoothness operator ∆†∆, which measures how
smooth its input is, is only positive semidefinite as it
possesses vanishing eigenvalues and therefore cannot
serve as a real covariance of a Gaussian. This makes
the expression above an improper prior as it is not
normalizable.
However, incorporating this prior into the overall
model allows us to obtain valid posterior distributions.
This is done by adding the smoothness Hamiltonian
to the information Hamiltonian from above to get the
full description of linear measurement with unknown
correlation structure. This then reads:
H(s, τ |d) =1
2
(d−Rs)†N−1(d−Rs)
− 1
2
%†τ +
1
2
s†F†
(
P̂†e−τ
)
Fs
+
1
2σ2
τ †∆†∆τ (B6)
By this, the problem became highly nonlinear as we
introduced coupling on all scales between the signal
field and its prior correlation. We cannot calculate
the posterior distribution analytically as it involves
the normalization of the distribution with the Hamil-
tonian above with respect to both, the signal and
its logarithmic power spectrum, which is unfeasible.
Therefore, an approximate approach to this problem
must be taken. The most simple way is to maximize
the Hamiltonian with respect to its parameters, lead-
ing to the joint maximum posterior solution (MAP).
Setting the derivative of the Hamiltonian with respect
to the signal s to zero while keeping the logarithmic
power spectrum τ constant we recover the Wiener fil-
ter which minimizes this functional for a given power
spectrum:
D =
(
R†N−1R+ F†
(
P̂†e−τ
)
F
)−1
(B7)
j = R†N−1d (B8)
m = Dj (B9)
In this case m corresponds to the current MAP so-
lution. When setting the derivative of the Hamil-
tonian with respect to the logarithmic power spec-
trum to zero, the resulting equation cannot be solved
analytically. Hence, one has to use other minimiza-
tion schemes, preferably gradient based or fixed-point
methods. The gradient reads
δH(s, τ |d)
δτ
∣∣∣∣
s=m
= −1
2
m†F†P̂†e−τFm+
1
2σ2
∆†∆τ .
(B10)
Note that the hat in the equation above indicates that
the expression below it is raised to a diagonal oper-
ator. Once the minimum is reached we can use it to
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re-estimate the signal field and iterate this procedure
until global convergence is achieved. The main flaw of
this approach is that it does not pick up modes with
low signal-to-noise ratio and therefore is only valid in
the low noise regime. The Wiener filter suppresses
such modes and consequently the power spectrum is
strongly underestimated. The joint MAP estimate of
signal and its spectrum exhibits a perception thresh-
old [9] at moderate signal to noise ratios.
We can correct for this by informing the approxima-
tion about the uncertain nature of the Wiener filter
reconstruction. There are multiple approaches which
lead to the same correction. One way is to perform a
renormalization calculation considering multiple loop
diagrams in a field theoretical setting [9]. Another
way is to replace the point estimate from the MAP
approach by a Gaussian distribution which parame-
ters are estimated using the Kullback-Leibler diver-
gence [19]. Using these approaches, in the linear case
the formulas for the signal field reconstruction remain
unchanged, however a correction for the logarithmic
power spectrum emerges. The condition becomes
0
!
= −1
2
Tr
[
PF
(
mm† +D
)
F†
]
ê−τ +
1
2σ2
∆†∆τ ,
(B11)
which can be solved for τ by (regularized) iterations.
By then alternatingly solving Eq. B9 and Eq. B11
one obtains accurate estimates for the power spec-
trum even in high noise environments. Here, com-
pared to B10 the posterior Wiener covariance operator
D enters, correcting for uncertainty. This procedure
is called the Critical Filter because it corresponds to
a critical point in a phase diagram of filters of similar
functional form [9].
Appendix C: Posterior sampling
To estimate the power spectrum we have to min-
imize the KL-divergence. We can only access it
stochastically by using posterior samples of the ex-
citation field. Obtaining these samples requires some
effort, but we can exploit the Wiener filter structure
of the approximate excitation posterior to draw inde-
pendent samples. The procedure is analogous to the
one discussed in [20], however, for completeness we
will briefly outline it here as well. The idea is that
we set up a mock observation of a synthetic signal
drawn from the prior, which is then reconstructed us-
ing the Wiener filter. The residual between the mock
reconstruction and the initial signal exhibits the cor-
rect correlation structure and correcting for the true
mean yields a sample from the approximate posterior,
which we can then use to estimate the KL.
We start with a sample ξ′ from the excitation prior,
i.e. a white Gaussian field in the harmonic domain.
ξ′ x G(ξ′,1) (C1)
The next step is to identify the effective instrument re-
sponse to recover the correct Wiener filter covariance
from Eq. (13). This linearized response reads
R∗ = Rf ′(At)A. (C2)
To set up a synthetic measurement we also need a new
synthetic noise contribution n′, which we draw from
the noise prior
n′ x G(n′, N). (C3)
With all those components combined we can imitate a
linear measurement to get mock data. This is exactly
the situation we discussed at the beginning of section
A.
d′ = R∗ξ′ + n′ (C4)
Based on this virtual measurement we know how to
reconstruct the synthetic excitation field. Using the
Wiener filter equations its posterior mean is
t′ = Ξj′ , with (C5)
j′ = R∗†N−1d′. (C6)
Here Ξ corresponds to the curvature of the problem
Hamiltonian with respect to the excitation, as it was
defined in 13. Now we can verify that the residual ξ′−
t′ exhibits the correct internal correlation structure of
the approximate excitation posterior.
〈(ξ′ − t′)(ξ′ − t′)†〉 = Ξ (C7)
For the posterior samples we demand the same corre-
lation structure, therefore we write:
ξ∗ − t =: ξ′ − t′. (C8)
Solving this equation for the sample ξ∗ provides us
with the posterior sample. It corrects the mock resid-
ual by the correct mean.
ξ∗ = ξ′ − t′ + t (C9)
These samples exhibit the desired correlation struc-
ture and mean. Hence, they are samples from the
approximate posterior distribution.
ξ∗ x G(ξ∗ − t,Ξ) (C10)
For the estimation of the power spectrum we might re-
quire multiple samples to reduce sampling noise of the
KL estimate. Those are obtained by repeating the de-
scribed procedure with different prior and noise sam-
ples. However, we might want to reduce the number
of samples as far as possible as each of them requires
solving a Wiener filter problem (Eq. C5), which is
numerically roughly as complex as the excitation es-
timate. We propose to start with a few samples and
then increase their number during the inference for
ultimately high accuracy results.
