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Abstract
A major challenge in robotics and artiﬁcial intelligence
lies in creating robots that are to cooperate with people
in human-populated environments, e.g. for domestic as-
sistance or elderly care. Such robots need skills that al-
low them to interact with the world and the humans liv-
ing and working therein. In this paper we investigate the
question of spatial understanding of human-made envi-
ronments. The functionalities of our system comprise
perception of the world, natural language, learning, and
reasoning. For this purpose we integrate state-of-the-art
components from different disciplines in AI, robotics
and cognitive systems into a mobile robot system. The
work focuses on the description of the principles we
used for the integration, including cross-modal integra-
tion, ontology-based mediation, and multiple levels of
abstraction of perception. Finally, we present experi-
ments with the integrated “CoSy Explorer”
1 system and
list some of the major lessons that were learned from its
design, implementation, and evaluation.
Introduction
Robots are gradually moving out of the factories and into
our homes and ofﬁces, for example as domestic assistants.
Through this development robots will increasingly be used
by people with little or no formal training in robotics. Com-
munication and interaction between robots and humans be-
come key issues for these systems.
A cornerstone for robotic assistants is their understand-
ing of the space they are to be operating in: an environment
built by people for people to live and work in. The research
questions we are interested in concern spatial understand-
ing, and its connection to acting and interacting in indoor-
environments. Comparing the way robots typically perceive
andrepresenttheworldwiththeﬁndingsfromcognitivepsy-
chology about how humans do it, it is evident that there is
a large discrepancy. If robots are to understand humans and
vice versa, robots need to make use of the same concepts to
refer to things and phenomena as a person would do. Bridg-
ing the gap between human and robot spatial representations
is thus of paramount importance. Our approach addresses
Copyright c  2007, Association for the Advancement of Artiﬁcial
Intelligence (www.aaai.org). All rights reserved.
1http://www.cognitivesystems.org
these questions from a viewpoint of cognitive systems, tak-
ing inspiration from AI and cognitive science alike.
We believe that a true progress in the science of cog-
nitive systems for real world scenarios requires a multi-
disciplinary approach. In this paper we present our expe-
riences of integrating a number of state-of-the-art compo-
nents from different disciplines in AI into a mobile robot
system. The functionalities of our system comprise percep-
tion of the world (place and object recognition, people track-
ing, mapping, and self-localization), natural language (situ-
ated, mixed-initiative spoken dialogue), learning, and ﬁnally
reasoning about places and objects.
The paper describes the principles we used for the inte-
gration of the “CoSy Explorer” system: cross-modal inte-
gration, ontology-based mediation, and multiple levels of
abstraction of perception to move between quantitative and
qualitative representations of differing granularity.
Related Work
There are several approaches that integrate different tech-
niques in mobile robots that interact in populated environ-
ments. Rhino (Burgard et al. 2000) and Robox (Siegwart et
al. 2003) are robots that work as tour-guides in museums.
Both robots rely on an accurate metric representation of the
environment and use limited dialogue to communicate with
people. Also (Theobalt et al. 2002) and (Bos, Klein, & Oka
2003) present a mobile robot, Godot, endowed with natural
language dialogue capabilities. They do not only focus on
navigation, but rather propose a natural language interface
for their robot. The main difference to our approach is that
they do not capture the semantic aspects of a spatial entity.
Other works use integration of different modalities to
obtain a more complete representation of the environment
where the robot acts. (Galindo et al. 2005) present a map-
ping approach containing two parallel hierarchies, spatial
and conceptual, connected through anchoring. For acquiring
the map the robot is tele-operated, as opposed to our method
that relies on an extended notion of human-augmented map-
ping. Other commands are given as symbolic task descrip-
tions for the built-in AI planner, whereas in our system the
communication with the robot is entirely based on natural
language dialogue.
Robotic applications using the (Hybrid) Spatial Semantic
Hierarchy (Beeson et al. 2007; MacMahon, Stankiewicz, &To appear, AAAI-07, Integrated Intelligence Track 2
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Figure 1: The information processing in the integrated “CoSy Explorer” system.
Kuipers 2006) also use different modalities for the integra-
tion of multiple representations of spatial knowledge. These
approaches are particularly well-suited to ground linguis-
tic expressions and reasoning about spatial organization in
route descriptions. Compared to our implementation these
approaches do not exhibit an equally high level of integra-
tion of the different perception and (inter-)action modalities.
Finally, the robot Biron is endowed with a system that in-
tegrates spoken dialogue and visual localization capabilities
on a robotic platform similar to ours (Spexard et al. 2006).
This system differs from ours in the individual techniques
chosen and in the degree to which conceptual spatial knowl-
edge and linguistic meaning are grounded in, and contribute
to, the robot’s situation awareness.
System Integration Overview
In this section we give an overview of the different subsys-
tems that our approach integrates. These subsystems will be
explained in more detail in successive sections.
Fig. 1 sketches the connections between the different
modalities implemented in our robot. The robot acquires
information about the environment using different sensors.
This information is used for object recognition, place clas-
siﬁcation, mapping and people tracking. All these percep-
tion components are part of the navigation subsystem, which
uses the sensors for self-localization and motion planning.
The information is then used to create a multi-layered
conceptual and spatial representation of the man-made en-
vironment the robot is acting in. Some of the informa-
tion needed at the conceptual level to complete this rep-
resentation is given by the user through spoken dialogue.
The communication between the user and the robot supports
mixed initiative: either the user explains some concepts to
the robot, or it is the robot that poses questions to the user.
The complete system was implemented and integrated on
an ActivMedia PeopleBot mobile platform. The robot is
equipped with a SICK laser range ﬁnder with a 180o ﬁeld
of view mounted at a height of 30 cm, which is used for
the metric map creation, for people following, and for the
semantic classiﬁcation of places. Additionally, the robot
is equipped with a camera for object detection, which is
mounted on a pan-tilt unit (PTU).
Just like in human-human communication where spoken
language is the main modality, the user can talk to the robot
using a bluetooth headset and the robot replies using a set
of speakers. The on-board computer runs the Player soft-
ware for control and access to the hardware, and the Festival
speech synthesizer. The rest of the system, including the
Nuance speech recognition software, runs on off-board ma-
chines that are interconnected using a wireless network.
Perception
Mapping and Localization To reach a high level of au-
tonomy the robot needs the ability to build a map of the envi-
ronment that can be used to navigate and stay localized. To
this end we use a feature-based Simultaneous Localization
And Mapping (SLAM) technique. The geometric primitives
consist of lines extracted from laser range scans. The math-
ematical framework for integrating feature measurements is
the Extended Kalman Filter. The implementation is based
on (Folkesson, Jensfelt, & Christensen 2005).To appear, AAAI-07, Integrated Intelligence Track 3
Object Recognition A fundamental capability for a cog-
nitive system interacting with humans is the ability to rec-
ognize objects. We use an appearance based method. Each
object is modeled with a set of highly discriminative image
features (SIFT) (Lowe 2004). The recognition is achieved
with a Best-Bin-First (Beis & Lowe 1997) search approach
for fast feature-matching between a new image and the ob-
ject models. The system is limited to recognizing instances
rather than classes of objects.
Place Classiﬁcation As the robot navigates through the
environment, the surroundings are classiﬁed into one of two
semantic labels, namely Room or Corridor. The ap-
proach uses simple geometrical features extracted from laser
range scans to learn a place classiﬁer in a supervised man-
ner (Mart´ ınez Mozos et al. 2006). This place classiﬁcation
relies on having a 360o ﬁeld of view around the robot using
two laser range ﬁnders. As the robot used here has only one
laser scanner at the front covering a restricted 180o ﬁeld of
view, we follow (Mart´ ınez Mozos et al. 2006) and maintain
a local map around the robot, which permits us to simulate
the rear beams. The learning process can be carried out in a
different environment (Mart´ ınez Mozos et al. 2007).
People tracking Keeping track of the people around the
robot is important in an interactive scenario. We use a peo-
ple tracking system that relies on laser range scans similar
to (Schulz et al. 2003). People following is realized by
sending the position of the robot’s guide to the navigation
system. The PTU is used to turn the camera towards the per-
son the robot believes it needs to follow, thus providing a
basic form of gaze feedback.
Language and Dialogue
Dialogue System Our system is endowed with a natural
language dialogue system. It enables the robot to have a sit-
uated, mixed-initiative spoken dialogue with its human user
(Kruijff et al. 2007). On the basis of a string-based represen-
tation that is generated from spoken input through a speaker-
independent speech recognition software, the Combinatory
Categorial Grammar (CCG) parser of OpenCCG (Baldridge
& Kruijff 2003) analyzes the utterance syntactically and de-
rives a semantic representation in the form of a Hybrid Log-
ics Dependency Semantics (HLDS) logical form (Baldridge
& Kruijff 2002). The dialogue system mediates the content
from the speech input to the mapping or navigation subsys-
tem in order to initiate the desired action of the robot or to
collect pieces of information necessary to generate an an-
swer. The answer string is then generated by the OpenCCG
realizer and sent to a text-to-speech engine.
The user can use spoken commands to control the robot,
e.g. fornearnavigation, initiatingorstoppingpeoplefollow-
ing, orsendingtherobottoaspeciﬁclocation. Moreover, the
user can augment the robot’s internal map by naming objects
andplacesintherobot’senvironment, andconductasituated
dialogue about the spatial organization with the robot.
Interactive Map Acquisition The multi-layered repre-
sentation is created using an enhanced method for concur-
rent semi-supervised map acquisition, i.e. the combination
of a user-driven supervised map acquisition process with au-
tonomous exploration by the robot. This process is based on
the notion of Human-Augmented Mapping (Topp & Chris-
tensen 2005). In our implementation, the map acquisition
process is actively supported by the dialogue system.
The map can be acquired during a so-called guided tour
in which the user shows the robot around and continuously
teaches the robot new places and objects. During a guided
tour, the user can command the robot to follow him or in-
struct the robot to perform navigation tasks. Our system
does not require an initial complete guided tour. It is also
possible to incrementally teach the robot new places and ob-
jectsatanytimetheuserwishes. Witheverynewpieceofin-
formation, the robot’s internal representations become more
complete. Still, the robot can always perform actions in, and
conduct meaningful dialogue about, the aspects of its envi-
ronment that are already known to it.
Following the approach in (Kruijff et al. 2006), the robot
can also initiate a clariﬁcation dialogue if it detects an incon-
sistency in its spatial representation, illustrating the mixed-
initiative capabilities of the dialogue system.
Multi-Layered Spatial Representation
Driven by the research question of spatial understanding and
its connection to acting and interacting in indoor environ-
ments we want to generate spatial representations that en-
able a mobile robot to conceptualize human-made environ-
ments similar to the way humans do. Guided by ﬁndings
in cognitive psychology (McNamara 1986), we assume that
topological areas are the basic spatial units suitable for situ-
ated human-robot interaction. We also hypothesize that the
way people refer to a place is determined by the functions
people ascribe to that place and that the linguistic descrip-
tion of a place leads people to anticipate the functional prop-
erties or affordances of that place. In addition to accommo-
dating the high level needs regarding conceptual reasoning
and understanding, the spatial representation must also sup-
port safe navigation and localization of the robot. To this
end we use a multi-layered spatial representation (Zender &
Kruijff 2007) in the tradition of approaches like (Buschka
& Safﬁotti 2004) and (Kuipers 2000). Each layer serves an
important purpose for the overall system (Fig. 2).
Layer 1: Metric Map The ﬁrst layer comes from the
SLAM component and contains a metric representation of
the environment in an absolute frame of reference. The fea-
tures in the map typically correspond to walls and other ﬂat
structures in the environment.
Layer 2: Navigation Map The second layer contains a
navigation map represented by a graph. This representa-
tion establishes a model of free space and its connectivity,
i.e. reachability, and is based on the notion of a roadmap of
virtual free-space markers (Latombe 1991), (Newman et al.
2002). As the robot navigates through the environment, a
marker (navigation node) is dropped whenever the robot has
traveled a certain distance from the closest existing marker.
We distinguish two kinds of navigation nodes: place
nodes and doorway nodes. Doorway nodes are added whenTo appear, AAAI-07, Integrated Intelligence Track 4
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Figure 2: Multi-layered representation
the robot passes through a narrow opening, and indicate the
transition between different places and represent possible
doors. Each place node is labeled as Corridor or Room
by the place classiﬁer. As the robot moves we store the clas-
siﬁcation of the last N poses of the robot in a buffer. When
a new node is added we compute the majority vote from this
buffer to increase robustness in the classiﬁcation.
Layer 3: Topological Map Previous studies (McNamara
1986) show that humans segment space into regions that
roughly correspond to spatial areas. The borders of these
regions may be deﬁned physically, perceptually, or may be
purely subjective to the human. Walls in the robot’s envi-
ronment are the physical boundaries of areas. Doors are
a special case of physical boundaries that permit access to
other areas. Our topological map divides the set of nodes
in the navigation graph into areas based on the existence of
doorway nodes.
Layer 4: Conceptual Map The conceptual map provides
the link between the low-level maps and the communication
system used for situated human-robot interaction by ground-
ing linguistic expressions in representations of spatial enti-
ties, such as instances of rooms or objects. It is also in this
layer that knowledge about the environment stemming from
other modalities, such as vision and dialogue, is anchored to
the metric and topological maps.
Our system uses a commonsense OWL ontology of an in-
door environment that describes taxonomies (is-a relations)
of room types, and typical objects found therein (has-a re-
lations). These conceptual taxonomies are handcrafted, and
only instances of concepts can be added to the ontology dur-
ing run-time. The RACER reasoning system can infer in-
formation about the world that is neither given verbally nor
actively perceived. The reasoner works on acquired (topo-
logical areas, detected objects, area classiﬁcations, etc.) and
asserted (e.g. user says “This is the living room”) knowl-
edge gathered during interactive map acquisition together
with innate conceptual knowledge represented in the ofﬁce
environment ontology. The conceptual map thus enables the
robot to generate and resolve linguistic references to spatial
areas in a way that accommodates the ﬁndings of (Topp et
al. 2006): namely, that this reference varies from situation
to situation and from speaker to speaker.
Experiments
To test the functionalities of our system we ran several ex-
periments in which the robot learns its environment while
interacting with a tutor. The experiments were conducted
with two different PeopleBot mobile platforms at two dif-
ferent locations.
Before running the experiment, the system needs to have
some initial knowledge. For one, the ontology represent-
ing the general knowledge about the environment. Further-
more, the classiﬁcation of places is based on previous gen-
eral knowledge about the geometry of rooms and corridors.
Finally, the robot has to recognize different objects, such as
couches or TV sets, using vision. Because we do instance
recognition rather than categorization, the objects we want
to be recognized must be presented to the robot beforehand.
One of the experiments is explained in more detail in this
section. A video of it is available on the Internet.2 Although
the experiment was conducted non-stop, it can be divided
into different situations which are explained next.
Place Classiﬁcation The experiment starts in the corridor,
where the user asks the robot to follow him through the cor-
ridor, entering a room. Using the method for laser-based
place classiﬁcation the robot correctly classiﬁes the places
along the trajectory (Corridor and Room, respectively)
and updates its conceptual representation.
Clariﬁcation Dialogues Our door detector creates some
false positives in cluttered rooms. Assuming few false nega-
tives in the detection of doors, we get great improvements by
enforcing thatit is notpossible to changeroom without pass-
ing through a door. If this happens, a clariﬁcation dialogue
is initiated. To test this situation we put a bucket close to
a table in the room creating an illusion of a doorway when
using only the laser scanner as a sensor. The robot passes
through this false doorway and comes back to a previously
visited node. It then infers that there is an inconsistency in
2http://www.dfki.de/cosy/www/mediaTo appear, AAAI-07, Integrated Intelligence Track 5
its spatial representation and initializes a clariﬁcation dia-
logue asking if there was a door previously. The user denies
this fact and the corresponding layers in the representation
are updated.
Inferring New Spatial Concepts Using the inference on
our ontology the robot is able to come up with more speciﬁc
concepts than the ones the laser-based place classiﬁcation
yielded. While staying in the room, the robot is asked for
the current place and it answers with the indeﬁnite descrip-
tion “a room”, which is inferred from the place classiﬁca-
tion. Then the robot is asked to look around. This com-
mand activates the vision-based object detection capabilities
of the robot. The robot detects a couch, and then a television
set. After that, the user asks the robot for the name of the
place. Because of the inference over the detected objects and
places, the robot categorizes the place as a Livingroom.
Situation Awareness and Functional Awareness Here
we show how social capabilities can be added to the sys-
tem taking advantage of our spatial representation; e.g., the
robot must behave appropriately when the user is opening
a door. Continuing with the experiment, the user asks the
robot to follow him while he approaches a doorway. The
robot knows from the navigation map where the doorway is
and keeps a long distance to the user when he is near the
door. Keeping a long distance around doors is motivated by
thefactthattheuserneedsmorespacewhenopeningorclos-
ing the door. It then continues following the user by again
decreasing its distance to him when he has passed the door.
Improving the Human-Robot Communication and Un-
derstanding Finally, we show how we can achieve nat-
ural human-robot interaction. As an example, the robot is
asked to go to the television. The robot then navigates to the
node where the television was observed. The TV set is not
a place, but people often indicate only the objects found in a
place and assume that the place is known.
Lessons Learned
We believe that integrating different modalities lead to sig-
niﬁcant synergies in building up a more complete under-
standing of the spatial organization of an environment, par-
ticularly towards a semantic understanding. Moreover, we
think that our work made technological progress on the basis
of identifying and addressing scientiﬁc questions underlying
cognitive systems which understand.
In addition to the synergies that integrating many com-
ponents brings in terms of a more complete knowledge and
more capabilities, integration also increases complexity and
presents problems that arise from the fact that the real world
is unpredictable to some extent.
In a scenario where the robot continuously interacts with
a user and is facing her/him most of the time, the informa-
tion content of the sensor input suffers as the user occupies
a large part of the ﬁeld of view. In our case, the camera
was mounted on a pan-tilt unit and could have been used
to actively look for objects and build a metric map using
visual information while following the user. However, this
conﬂicts with the use of the camera to indicate the focus
of attention on the user. As a result, most of the time the
camera only sees the user and not the environment. There-
fore, we opted for giving the user the possibility to instruct
the robot to “have a look around.” The user’s presence not
only disturbs the camera-based object recognition but also
the performance of the laser-data based place classiﬁcation.
In order to increase the reliability of the resulting classiﬁca-
tions, we took two steps. First, a rear-view laser scanner is
simulated by ray-tracing in the local obstacle map, and the
simulated and the real laser scanner are used together as a
360o laser-range ﬁnder. Second, for determining a robust
classiﬁcation of a navigation node we compute the majority
vote of consecutive classiﬁcations around that node.
In addition to practical issues, like the ones explained pre-
viously, the experiments we run on real environment high-
lighted new necessities for the system. For example, spatial
referencing needs to be improved in both directions of the
communication and using several modalities. This would
allow the user to indicate a speciﬁc object through, e.g., ges-
ture or gaze direction when saying “This is X”. This is also
an issue when the robot asks “Is there a door HERE?”.
Furthermore, experiments highlighted the need for non-
monotonic reasoning, that is, knowledge must not be writ-
ten in stone. Erroneous acquired or asserted knowledge will
otherwise lead to irrecoverable errors in inferred knowledge.
When it comes to the natural language dialogue system,
ﬂexibility is a centerpiece for robotic systems that are to be
operated by non-expert users. Such a free dialogue (as op-
posed to controlled language with a ﬁxed inventory of com-
mand phrases) can be achieved by modeling the grammar of
the domain in as much detail as possible. We are currently
investigating how to exploit the beneﬁt of corpora of exper-
imentally gathered data from human-robot dialogues in the
domestic setting (Maas & Wrede 2006).
Conclusions
In this paper we presented an integrated approach for cre-
ating conceptual representations that supports situated in-
teraction and spatial understanding. The approach is based
on maps at different levels of abstraction that represent spa-
tial and functional properties of typical ofﬁce indoor envi-
ronments. The system includes a linguistic framework that
makes for situated dialogue and interactive map acquisition.
Our work also shows there is a limit to certain engineer-
ing perspectives we took, and that there are further scientiﬁc
questionswewillneedtoaddressifwewanttodevelopmore
advanced cognitive systems. Integration has played an im-
portantroleingettingtothispoint: withoutasystemrunning
in realistic environments, the questions and answers would
mostly have been purely academic.
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