Abstract. Linear advection of a scalar quantity by a specified velocity field arises in a number of different applications. Of particular interest here is the transport of species and energy in low Mach number models for combustion, atmospheric flows, and astrophysics, as well as contaminant transport in Darcy models of saturated subsurface flow. An important characteristic of these problems is that the velocity field is not known analytically. Instead, an auxiliary equation is solved to compute averages of the velocities over faces in a finite volume discretization. In this paper, we present a customized three-dimensional finite volume advection scheme for this class of problems that provides accurate resolution for smooth problems while avoiding undershoot and overshoot for nonsmooth profiles. The method is an extension of an algorithm by Bell, Dawson, and Shubin (BDS), which was developed for a class of scalar conservation laws arising in porous media flows in two dimensions. The original BDS algorithm is a variant of unsplit, higher-order Godunov methods based on construction of a limited bilinear profile within each computational cell. Here we present a three-dimensional extension of the original BDS algorithm that is based on a limited trilinear profile within each cell. We compare this new method to several other unsplit approaches, including piecewise linear methods, piecewise parabolic methods, and wave propagation schemes.
1. Introduction. The literature on numerical methods for hyperbolic partial differential equations focuses on general systems of conservation laws, particularly the compressible Euler equations (see [20] , e.g., for an overview of the literature). However, there are a number of important problems in science and engineering where we need to solve linear advection problems of the form (1.1) s t + (us) x + (vs) y + (ws) z = 0, where s = s(x, y, z, t) is a scalar field and u = (u, v, w) represents a known velocity field. Important examples of this type of problem arise in projection-based algorithms for incompressible and more general low Mach number flows in which there is some constraint on the divergence of u. Applications of these low Mach number projection algorithms include low Mach number terrestrial combustion [14] , nuclear flame simulation [6] , low Mach number stratified atmospheric [32] and astrophysical flows [28] , as well as general variable-density incompressible flow [2] . In these cases the density, species, and other scalar quantities are advected by a velocity field that is calculated before the advection step is performed. Advection problems also arise in contaminant transport in saturated groundwater flow [29] . In several of the above problems, the full evolution equation for s often includes a right-hand side representing reactions, diffusion or other processes. However, discretization approaches typically separate the computation of the advective flux from the treatment of the other terms. In particular, diffusion is typically treated in a form in which explicit hyperbolic fluxes appear as source terms in an implicit discretization of diffusion; reactions are typically included via operator splitting. Consequently, here we will focus on the homogeneous system; the reader is referred to the literature cited above for discussion of how to incorporate other processes. The target application of the algorithm places several constraints on the numerical method. First, in most of these applications the velocity field is determined by solving a constraint equation that explicitly encapsulates a specific discrete form of the divergence of the velocity field with which we want the hyperbolic discretization to be consistent. For low Mach number flows u is constructed using a projection that enforces the divergence constraint; for contaminant transport, u is determined from Darcy's law and incompressibility. Furthermore, we have only a limited characterization of the velocity field, typically integral averages of the normal component on faces of grid cells. Another aspect of the class of problems being considered is that they can be highly sensitive to overshoot and undershoot. For example, many chemical reaction systems are ill-defined when a species has a negative concentration. Similarly, errors associated with overshoot in a species concentration can be significantly enhanced by reaction. Thus, we would like a method that provides an accurate discretization and preserves the shape of advected profiles while avoiding overshoot and undershoot. One final consequence of the type of problems we consider is that the computational cost is dominated by elliptic solvers, reaction networks, and/or calls to the equation of state, so the overall cost of advection is minor in comparison; thus accuracy is of more importance than cost in choosing the advection algorithm.
There is a vast amount of literature on numerical methods for conservation laws, all of which can potentially be adapted to advection by a known velocity field. It is beyond the scope of this paper to survey all of that work; however, we will briefly describe some of the main themes underlying various approaches. We first note that dimensional operator splitting does not work well for advection by a nonconstant divergence-free velocity field. In a dimensionally split approach, the fluid can experience an artificial compression in one sweep combined with an artificial expansion in another sweep, which can lead to significant artifacts. An example showing these types of artifacts is presented in [1] . Thus, we restrict ourselves here to unsplit discretizations.
The first unsplit three-dimensional second-order Godunov method, based on linear reconstruction, was presented by Saltzman [30] , which was a generalization of the two-dimensional scheme developed by Colella [12] . Colella [12] motivated the development of the unsplit Godunov algorithm by introduction of the corner transport upwind (CTU) method. The CTU method is a first-order upwind advection scheme that incorporates diagonal coupling based on a piecewise-constant approximation and the geometry of characteristics for constant coefficient advection. However, the geometric interpretation was abandoned in the extension to general systems of conservation laws. Miller and Colella [26] developed a three-dimensional unsplit scheme based on the piecewise parabolic method (PPM) of Colella and Woodward [11] . This approach uses the same formalism as the piecewise linear algorithms but constructs a parabolic rather than a linear profile in each coordinate direction. Recent work by Colella and collaborators has investigated the use of less-restrictive limiters for PPM. Colella and Sekora [10] developed a new PPM limiter that preserves accuracy at smooth extrema but suffers from sensitivity to roundoff error; more recently McCorquodale and Colella [25] introduced an improvement to that limiter which is less sensitive to roundoff error.
LeVeque [18, 19] and Langseth and LeVeque [17] introduced higher-order advection schemes based on geometric ideas derived from a wave propagation perspective; these are now publicly available in the CLAWPACK package. Billett and Toro [8] present a three-dimensional weighted average flux (WAF) method based on similar geometric ideas. These approaches, as well as the two-dimensional Mot-ICE-P1 scheme of Noelle [27] , share a number of features with the scheme of Bell, Dawson, and Shubin [5] (BDS) that will be our starting point. Lukáčová-Medvid'ová et al. [21, 22, 23] develop finite volume evolution Galerkin methods (FVEG) that use geometric ideas based on bicharacteristics to develop numerical algorithms for nondiagonalizable systems. Smolarkiewicz and collaborators developed multidimensional advection schemes for geophysical flows based on flux-corrected transport ideas; see [32, 33] and the references cited therein. Another class of schemes is the ADER-type schemes developed by Toro and collaborators; see, for example, Toro and Titarev [34] . These schemes are somewhat more algebraic in their construction, using a Cauchy-Kowalewski procedure and Taylor series expansion to evaluate approximations at quadrature nodes on space-time faces of cells. We note that the higher-order ADER schemes are not directly applicable in our context because they require additional information about the velocity field that is not available in our context. Another class of schemes that has become popular for a wide range of problems is WENO-type schemes. The reader is referred to a recent survey article by Shu [31] for a general discussion of these types of methods. Of particular interest for multidimensional advection are unsplit, multidimensional versions of WENO such as the two-dimensional semidiscrete algorithm of Kurganov and Petrova [16] and the generalization to three dimensions by Balbás and Qian [3] . A final category of schemes is discontinuous Galerkin finite element methods. There have been recent special issues of journals focused on discontinuous Galerkin; see Dawson [13] and Cockburn and Shu [9] . Unlike the finite volume schemes discussed above, discontinuous Galerkin methods advance an entire polynomial representation in time. Although all of the above literature is applicable to linear advection, most of these methods are designed for more general conservation laws. One approach to solving (1.1) is simply to adapt a method for general systems to the special case considered here. However, we wish to exploit the special structure of the linear advection problem to design a finite volume method that best meets the targets of accuracy and shape preservation without overshoot or undershoot and fits the existing constraints in terms of specification of the velocity field. In particular, the method presented here is an extension of the two-dimensional Bell, Dawson, and Shubin (BDS) scheme to three dimensions. It exploits the observation that the equation is (trivially) diagonalizable and bases the construction of the fluxes on the detailed geometry of the characteristics. For constant coefficient advection, the BDS scheme is numerically equivalent to fitting a profile within each cell, analytically advecting the reconstructed solution and averaging the solution onto the grid. We note that the method presented in this paper and the original BDS algorithm are fully explicit in time, and do not require a Runge-Kutta procedure. As noted in [5] , the method is easily extendable to scalar conservation laws of the form
In this paper, for ease of exposition, we restrict our developments to linear advection, i.e., f (s) = g(s) = h(s) = s, q(s) = 0. However, the method does not generalize to general systems of conservation laws.
This original BDS algorithm constructs a limited bilinear profile within each cell. There are two issues in the extension of this approach to three dimensions. First, we need to construct a limited trilinear profile within each cell. Second, we need to specify the detailed characteristic domain of dependence of each face to assemble the different contributions to the flux. These contributions are expressed as transverse corrections to the flux normal to the surface, similar to the construction in the unsplit Godunov schemes discussed above.
In section 2, we review the developments from the original two-dimensional BDS algorithm. In section 3, we present the three-dimensional algorithm. In section 4, we present numerical results comparing the three-dimensional BDS method to unsplit PLM and PPM schemes as well as the CLAWPACK wave propagation algorithm. These comparisons examine convergence rates, shape preservation, and overshoot/undershoot of the methods for both spatially constant and spatially variable divergence-free velocities. We also illustrate the behavior of the method on advection of a tracer in an incompressible flow being evolved using a projection method.
Review of two-dimensional scheme.
Here we give a short summary of the original two-dimensional BDS method [5] to provide the reader with a basic understanding of the idea of the BDS scheme and to facilitate the understanding of the extension to three dimensions. An alternative summary of the original BDS method is given in [24] . We use a rectilinear grid with constant grid spacings Δx and Δy and a finite volume representation in which s n ij denotes the average value of s over the cell with index (ij) at time t n . The face between cells with indices (ij) and (i + 1, j) is denoted (i + 1 / 2 , j). Corners are denoted in a similar way, e.g., (i + 1 / 2 , j + 1 / 2 ). At each face, the normal velocity (e.g., u i+ 1 / 2 ,j ) is known and assumed to be constant over the time step. We advance the solution in time using a three-step procedure:
• Step I: Construct a limited piecewise bilinear representation of the solution in each grid cell of the form
where (x i , y j ) are the physical coordinates of cell center (ij) and s x,ij , s y,ij , and s xy,ij are approximations for partial derivatives of s in cell (ij).
•
Step II: Construct edge states, s i+ 1 / 2 ,j , etc., by integrating the piecewise bilinear profiles over the space-time region determined by the characteristic domain of dependence of the face.
Step III: Advance the solution in time using the conservative update equation
To construct the piecewise bilinear representation in Step I, we first compute values of s at each cell corner using high-order (bicubic) polynomial interpolation. These corner values are used to compute the slopes s x,ij , s y,ij , and s xy,ij . In order to guarantee a maximum principle (for constant coefficient linear advection) the corner values may need to be adjusted prior to the calculation of the slopes to prohibit the creation of new extrema. The extension of Step I to three dimensions is straightforward and is explained in full detail in section 3.1.
Step II is the heart of the BDS scheme and, even in two dimensions, is considerably more complicated than Steps I and III. We use characteristic analysis to determine the characteristic domain of dependence of each face. Since the velocity field on edges is known, we can use the piecewise bilinear representation at time t n to determine the "average" value of s that passes through a given face over a time step. Hereby, we represent the edge states s i+1/2,j , etc., in terms of integrals over space of time t n data which are evaluated exactly (for our bilinear profile) using quadrature formulae. Reviewing
Step II of the two-dimensional method in detail is very helpful for the understanding of the three-dimensional description of Step II given in section 3.2. We note that in the derivation of the two-dimensional method, time is used as a third coordinate direction in the included figures to graphically determine the characteristic domain of dependence of a face. This is not possible for the three-dimensional method.
3. Three-dimensional scheme. We use the same notation as in the twodimensional case, with k representing the index for the z-direction. As before, we advance the solution in time using an analogous three-step procedure:
• Step I: Construct a limited piecewise trilinear representation of the solution in each grid cell of the form
This procedure is described in section 3.1.
• Step II: Construct edge states, s i+ 1 / 2 ,j,k , etc., by integrating the limited piecewise trilinear profiles over the space-time region determined by the characteristic domain of dependence of the face. This procedure is described in section 3.2.
3.1. Profile reconstruction. We now describe the construction of a limited piecewise trilinear representation of the solution in each grid cell of the form given in (3.1). Following [5] , for each cell we begin by computing point values at each corner using nearby cell-average values. We limit these values to prevent new extrema and then use difference formulae to compute the required derivatives.
To begin, for each corner, we find the tricubic polynomial whose cell averages coincide with cell averages for the 64 cells (i.e., the 4 3 block of cells) surrounding the corner. The value of the tricubic polynomial at the corner point gives an initial estimate for the value at that corner. The tricubic interpolation is a straightforward extension of the bicubic stencil given in section 3 of [5] , which is equivalent to a multidimensional tensor product of Woodward and Colella's formula [11] . The full stencil has 64 points, so for brevity we list only the coefficients from one octant, noting A. NONAKA, S. MAY, A. S. ALMGREN, AND J. B. BELL that the contribution from the remaining octants is symmetric:
For each cell, we consider the eight associated corner values. We will use a limited version of these corner values to construct our trilinear approximation. We begin by defining eight temporary corner values, e.g.,
Then, we offset each of these temporary values by the same constant, so that the average of the temporary values is equal to the cell average, s ijk . Next, we modify the temporary corner values using a heuristic procedure that is a direct three-dimensional extension of the procedure in [5] . This procedure attempts to satisfy the following two constraints:
The average of the eight temporary corner values equals the cell-average value.
• Constraint 2: Each temporary corner value is not an extremum relative to its neighboring eight cell-average values, e.g.,
We begin our heuristic procedure by enforcing Constraint 2 for each of the eight temporary corner values by setting, e.g.,
Then, we iterate over the following steps in order to modify the temporary values so that we enforce Constraint 1 without violating Constraint 2:
• Step 1: Compute the sum of the differences between the temporary values and the cell-average value
Assume δ > 0 (if δ < 0 the algorithm is analogous, and if δ = 0, we have "converged" and steps 2-4 are unnecessary).
Step 2: Note which temporary corner values are larger than s ijk by more than = 10 −10 . Define an integer n as the number of corner values that meet this criterion.
• Step 3: Looping over each of the temporary corner values that is larger than s ijk by more than = 10 −10 , do the following (using corner s
as an example):
• Step 4: Return to Step 1. After at most six iterations, we compute the final slopes used for our trilinear polynomial using
and analogous formulae for s y , s z , s xz , and s yz . We have now computed the limited trilinear polynomial representation for each cell. It was noted in [5] that the twodimensional analogue of this heuristic procedure led to results comparable to solving the following minimization problem for each cell in every time step: Find the bilinear function that is closest to the bilinear function defined by the original interpolation in L 2 subject to Constraints 1 and 2. We have not observed any break down of this heuristic procedure in our simulations.
Construction of edge states.
We now describe the construction of the edge states that will be used in the conservative update equation (3.2). We restrict our development to the computation of s i+ 1 / 2 ,j,k ; other faces are treated analogously. Here we assume that u i+ 1 / 2 ,j,k > 0, noting that the case where u i+ 1 / 2 ,j,k < 0 is treated analogously. Figure 3 .1 shows cell R with index (ijk) and its eight surrounding neighbors with an offset in the y and/or z-directions. The red cells (T, V, X, and Z) are offset from cell R by ±1 in either the y or z-direction and the green cells (S, U, W , and Y ) are offset from cell R by ±1 in the y-direction and ±1 in the z-direction. Since u i+ 1 / 2 ,j,k > 0, we solve for s i+ 1 / 2 ,j,k using piecewise trilinear representations of s from cells on the upwind side of face (i + 1 / 2 , j, k), i.e., we use some subset of cells
R, S, T, U, V, W, X, Y , and Z.
It is important to note that Figures 1 and 2 in [5] are drawn in three dimensions, with two dimensions representing the x and y spatial coordinates and the third dimension representing time. For the figures in this paper, we must draw all three spatial dimensions and are unable to graphically depict time. Many of the surfaces and volumes described in this paper shrink over the time step, and thus, we choose to only draw surfaces and volumes depicted at t n . The analogous figures from the two-dimensional method would exclude the third axis and only show surfaces in the x-y plane.
We begin by linearizing (1.1) about cell R and expanding the derivative with respect to x to obtain (3.12)
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. (Right) Piecewise trilinear representations of s within cell R, red cells (T, V, X, and Z), and green cells (S, U, W , and Y ) will be used to construct
s i+ 1 /2,j,k .
(A color version of this figure is available online.)
As noted in [5] , we have not expanded derivatives with respect to y or z. These terms need to be upwinded to correctly capture the three-dimensional characteristic domain of dependence. Also, each y and z face will be treated independently since in general the velocity field varies in space.
Referring to the left of Figure 3 .1, the characteristic domain of dependence in x of face ABCD over the time interval t ∈ [t n , t n+1 ] is given by a box with configuration ABCDEF GH at t n that shrinks over the time step. In particular, points E, F, G, and H move in the positive x-direction with speed u i+ 1 / 2 ,j,k such that segments AE, BF , CG, and DH have length |u i+ 1 / 2 ,j,k |Δt at t n and zero length at t n+1 . The intermediate-time lengths can be found by linearly interpolating between the lengths at t n and t n+1 . We denote this space-time region as D x . For the rest of this paper, we will use a special notation in which an overbar for a given point is used as a reminder that the point changes location over time. If the overbar superscript is omitted, we are specifically referring to the location of the point at t n . We form an expression for s i+ 1 / 2 ,j,k by integrating (3.12) over D x :
(3.13)
Integrating by parts, noting that u i+ 1 / 2 ,j,k is constant over the time step and that the integrals on the time varying surfaces vanish because they are characteristic, this simplifies to
ws dx dy dt
The integrals containing vs (and ws) represent transverse fluxes, each of which corresponds to one of two possible cases, depending on the sign of v i,j± 1 / 2 ,k (and w i,j,k± 1 / 2 ). As an example, consider the integral over CDGH. In the first case (if v i,j+ 1 / 2 ,k > 0), this integral eliminates the effects of characteristics that originate from box ABCDEF GH at t n but pass through face CDGH, rather than face ABCD, during the time step. In the second case (if v i,j+ 1 / 2 ,k < 0), this integral accounts for the effects of s that do not originate from box ABCDEF GH at t n but do pass through face ABCD during the time step (such characteristics originate from either box S, T , or U ). In the latter case, these external characteristics originate from red cell T from Figure 3 
where s M is the average value of s over box ABCDEF GH at t n . To compute s M , we evaluate the trilinear function within cell R at the centroid of box ABCDEF GH. Since all bounding faces are aligned with the coordinate axes, this formula is exact for a trilinear polynomial. As in [5] , the spatial part of the integral in the last term on the right-hand side of (3.14) is also evaluated using s M with an explicit Euler treatment of the temporal integration. We now rewrite (3.14) to obtain the normal predictor equation:
Here, Γ y+ and Γ y− (Γ z+ and Γ z− ) are the transverse flux corrections, which represent the average values of the flux vs (ws) over faces CDGH and ABEF (BCGF and ADEH) over t ∈ [t n , t n+1 ]. The factors of Δt/2 in (3.16) come from the fact that we are evaluating the last five integrals on the right-hand side of (3.14) over space-time regions that are shrinking with respect to x in time. Thus, the space-time integral of these characteristic regions is equal to the corresponding area (or volume) at t n multiplied by Δt/2. We compute spatial derivatives of velocity using the known face velocities, e.g., six-point divergence stencil for face-centered velocities (for many applications of this type of discretization methodology, this definition of divergence is implicit in the discretization of the elliptic partial differential equation used to compute the velocity field).
To complete the procedure we must compute Γ y+ /Γ y− (and Γ z+ /Γ z− ) by evaluating the integrals of vs (and ws) over the faces CDGH/ABEF (and BCGF /ADEH) over t ∈ [t n , t n+1 ]. We restrict the development to the integral over CDGH to compute Γ y+ ; the others are computed in an analogous way. The integrand for this term represents the flux in the y-direction. For this reason we estimate an average value of s on face CDGH using linearization from the upwind side of face (i, j + 1 / 2 , k), and then compute the flux.
To compute Γ y+ , we first consider the case where v i,j+ 1 / 2 ,k > 0. We linearize (1.1) about cell R and expand the derivatives with respect to x and y to obtain (3.17)
We have not expanded the derivative with respect to z; as before, these terms need to be upwinded independently at each edge to capture the characteristic domain of dependence accurately. Referring to the left of Figure 3 The integrals containing ws represent corner fluxes, each of which can correspond to one of two possible cases, depending on the sign of w i,j,k± 1 / 2 . In the first case (w i,j,k+ 1 / 2 > 0), the integral eliminates the effects of characteristics that originate from volume CDGHIJ at t n but do not pass through face CDGH during the time step. See the upper right of Figure 3 .2 for a depiction of such a spatial region at t n . In the second case (w i,j,k+ 1 / 2 < 0), the integral accounts for the effects of characteristics that do not originate from volume CDGHIJ at t n but do pass through face CDGH during the time step. See the lower right of Figure 3 .2 for a depiction of such a spatial region at t n . In the latter case, these external characteristics originate from red cell Z (i, j, k + 1) in Figure 3 
where s M3 is the average value of s over volume CGIL. We evaluate s M3 using the five-point Gaussian quadrature rule given in [15] , which is accurate for cubic polynomials over three-dimensional tetrahedra using the trilinear polynomial representation in cell R. The factor of Δt/4 in (3.24) comes from the fact that we are evaluating the last three integrals on the right-hand side of (3.23) over a space-time region that is shrinking with respect to x, y, and z. In other words, the space-time integral of this characteristic region is equal to the volume at t n multiplied by Δt/4. Finally, we set Γ y+,z+ = w i,j,k+ 1 / 2 s CGI . The other case to consider when computing Γ y+,z+ is when w i,j,k+ 1 / 2 < 0. The resulting developments are similar to the case where w i,j,k+ 1 / 2 > 0. In particular, we now linearize (1.1) about red cell Z from Figure 3 .1 rather than cell R to compute s CGI . The resulting volume CGIM , which we integrate over, is shown in the lower- • N O has length |u i+ 1 / 2 ,j,k+1 |Δt, whereas CG has length |u i+ 1 / 2 ,j,k |Δt.
• M N has length |v i,j+ 1 / 2 ,k+1 |Δt, whereas GI has length |v i,j+ 1 / 2 ,k |Δt.
• CO has length |w i,j,k+ 1 / 2 |Δt, which is analogous to IL. Also, G, I, M , N , and O move such that volume CGIM remains geometrically similar to volume CGIM . Using these guidelines, it is possible for point M to lie outside of red cell Z from Figure 3 
Results.
In this section, we perform a series of tests to examine the overshoot, shape tracking, error, and convergence rates for our algorithm. All simulations are performed on a unit cube with x, y, z ∈ [0, 1], periodic boundary conditions, a CFL number of 0.9, and a final time of t = 1. We perform each simulation using a domain with 64 3 , 128 3 , and 256 3 cells. We compare results for our new scheme, denoted as "BDS," to Saltzman's unsplit piecewise-linear method [30] , referred to as "PLM", and to the unsplit PPM method of Miller and Colella [26] . In the PLM method, the piecewise-linear representation is computed using fourth-order limited slopes in each coordinate direction; PPM uses a limited quadratic profile in each coordinate direction. We consider two limiters for PPM: a recent version designed to avoid limiting at smooth extrema, referred to as "PPM2," [10, 25] , and the original PPM limiter (labeled as "PPM1") [11] . We also compare our results to the threedimensional advection algorithm available in the CLAWPACK package [17, 18, 19] , referred to as "CLAW," with the full corner coupling and van Leer limiting [20] options enabled. We also present some results without limiters. For the BDS algorithm, turning off limiters is achieved by using the unlimited corner values as defined in (3.3) and (3.4) to compute slopes for the trilinear polynomial representation using (3.9)-(3.11). For the PLM algorithm, turning off limiters is achieved by using an unlimited fourth-order slope formula. For the PPM algorithm (PPM1 and PPM2 reduce to the same algorithm in the absence of limiters), turning off limiters is achieved by using the one-dimensional quadratic profile in each coordinate direction in each cell with no limiting. For the CLAW algorithm, we simply disable the van Leer limiters. In our tables, we define the L 1 and L 2 error as (4.1)
where N is the number of cells in the domain and s exact is the exact solution. We define the convergence rate between adjacent resolutions as
Constant velocity advection.
Our first test is for constant-velocity, offdiagonal advection using u = (1.0, 0.5, 0.25). We advect a spherical step function with an initial minimum of 0 and maximum of 1:
We also advect a Gaussian profile that has an initial analytical range of s 0 ∈ [0, 1]:
where r is given in (4.3). 
Constant velocity advection:
Step function. In Table 4 .1 we report the minimum and maximum scalar values of the computed solutions for the spherical step function at t = 1. CLAW shows a modest amount of over/undershoot that becomes worse with resolution (with a maximum of 0.4% on a 256 3 grid). The PPM2, PPM1, and PLM algorithms show considerable overshoot that does not appreciably improve with resolution. The PPM2 algorithm is the worst offender, with overshoot/undershoot of 22%/32% in the coarsest simulation and 26%/26% in the finest simulation. The BDS algorithm does a remarkable job of preserving the peak value of the step function without any overshoot. At the coarsest resolution, the peak value is 0.99754 and at the finest resolution, the peak value is 1 − , where = 7.95e-11. The undershoot in the BDS algorithm is O (10 −11 ) and can be directly attributed to roundoff error and the choice of in the slope limiting algorithm in section 3.1.
In Figure 4 .1, we show contours of the BDS, CLAW, and PPM2 solutions at 256 3 resolution. Figures 4.1(a)-4 .1(c) show contours at 0.1, 0.5, and 0.9. We see that the BDS contours are tighter than the CLAW and PPM2 contours, indicating less smearing of the front. We also note some slight shape distortion in the PPM2 method. In Figure 4 .1(d), we have added additional contours to the PPM2 solution indicating regions where the method undershoots (in blue) and overshoots (in red).
In Table 4 .2, we report the L 1 error and convergence rates for the spherical step function for each method. Due to the discontinuous initial data, all of the methods show less than first-order convergence. The BDS solution has the lowest L 1 error of all the methods, such that the error has been reduced by 23% as compared to the CLAW solution in the coarsest simulation and by 25% in the finest simulation. Compared to the PPM2 solution, the BDS method has 35% less error in the coarsest simulation and 48% less error in the finest simulation. Disabling the limiters does lead to a minor increase in error for all the schemes (particularly for CLAW, where the error increases by approximately a factor of two) but does not significantly change the convergence rate of any of the methods. In summary, for this test we conclude • BDS satisfies a maximum principle, whereas CLAW exhibits mild over/undershoot, and the PPM methods exhibit significant over/undershoot.
• BDS has the best shape preservation.
• All methods are less than first-order, with BDS having the lowest error, followed by CLAW and then by the PPM methods.
Gaussian. In Table 4 .3, we report the minimum and maximum scalar values of the computed solutions for the Gaussian profile at t = 1. We note that the exact analytical maximum is 1.0, but due to numerical quadrature the exact numerical maximum is slightly less than 1.0, as indicated in the table. Even for smooth initial data in this test, the PPM2, PPM1, and PLM algorithms do not satisfy a maximum principle. At the coarsest resolution, these methods exhibit approximately 3% undershoot, which tends to zero with increasing resolution. We also note that at the coarsest resolution, the CLAW method undershoots slightly. By contrast, the undershoot in the BDS algorithm is O(10 −10 ) at any resolution, which again is due to roundoff error and the choice of in the slope limiting. We note that the PPM2 algorithm preserves the peak better than the BDS method, and the BDS method preserves the peak better than the CLAW method. It is not unexpected that the PPM2 algorithm retains the peak value best since it is specifically designed to avoid limiting at smooth extrema.
In Figure 4 .2, we show contours of the exact, BDS, CLAW, and PPM2 solutions at 256 3 and 64 3 resolution. For the 256 3 simulations, all methods do a good job at preserving the shape of the Gaussian, with only a slight deformation seen in the CLAW simulation. For the 64 3 simulations, the CLAW and PPM2 contours are clearly more distorted than the BDS contours, and the smearing of the peak is very noticeable in the CLAW method.
In Table 4 .4, we report the L 1 error and convergence rates for the Gaussian profile. Each of the methods is second-order accurate and the BDS algorithm has the lowest error of all of the methods. Specifically, the BDS algorithm reduces the L 1 error by 49% (for the 64 3 case) and 71% (for the 256 3 case) compared to CLAW. Also, the BDS algorithm reduces the L 1 error by 64% (for the 64 3 case) and 74% (for the 256 3 case) compared to PPM2. Although BDS does not do as well as PPM2 in preserving the peak, the reduced distortion of BDS leads to an overall reduction in error. Table 4 .4 also shows that the presence of limiters does little to affect the error or the convergence rates for any of the algorithms (with the exception being the CLAW algorithm, where the error increases by approximately a factor of two). In Table 4 .5, we report the L • BDS satisfies a maximum principle, whereas the other methods show mild undershoot at low resolution.
• The PPM methods preserve the peak value the best, followed by BDS and then CLAW.
• BDS has the best shape preservation, particularly at low resolution.
• All methods are second-order, with BDS having the lowest error, followed by either CLAW or the PPM methods (depending on the choice of norm).
Minimum and maximum values as a function of angle.
Here we examine the overshoot properties of the PPM2, CLAW, and BDS methods for a spherical step function advected at a constant velocity at several different angles. Specifically, we set u = 1 and vary v and w. Here we choose to compare against PPM2 rather than PPM1 or PLM since PPM2 is considered to be more state of the art. Table 4 .6 shows the minimum and maximum scalar values at t = 1 for a domain with 128 3 cells. For any angle, the BDS method does not overshoot, retaining the peak value within 2e-05, while the undershoot is O (10 −12 ). PPM2 violates a maximum principle for every case, and the undershoot is most severe for u = (1, 0.75, 0.50) (27%) and the overshoot is the most severe for u = (1, 0.5, 0.5) (35%). PPM performs reasonably well for the u = (1, 0, 0) case, with an overshoot of only 0.1%, which is expected since this corresponds to a one-dimensional problem. CLAW performs very well in the u = (1, 0, 0) case with no overshoot, but violates a maximum principle for all other cases. The overshoot/undershoot is modest compared to PPM2, with the most severe case occurring for u = (1, 0.25, 0.25) (0.4%).
Variable velocity advection.
We advect the same step function and Gaussian profiles from section 4.1, but now we use a velocity field that varies in space, u = [1, 0.5 + 0.5 sin(2πx), 0.25 + 0.25 cos(2πx)]. Thus, we are no longer guaranteed to satisfy a maximum principle. We use this test to demonstrate that, even for nonconstant velocity fields, the BDS method exhibits significantly less overshoot than the other methods, has reduced error, and is second-order accurate for smooth data.
Variable velocity advection:
Step function. In Table 4 .7 we report the minimum and maximum scalar values of the exact and computed solutions for the spherical step function at t = 1. Similar to the constant velocity case, PPM2, PPM1, and PLM show considerable overshoot that does not improve with resolution. The overshoot for the CLAW method is modest and becomes a bit worse with resolution (up to 0.2% on a 256 3 grid). The overshoot/undershoot for the PPM2 simulation is 19%/22% in the coarsest simulation and 25%/21% in the finest simulation. The undershoot for the BDS simulation is O (10 −11 ) at all resolutions and the overshoot at the finest resolution is O(10 −11 ), which again is due to roundoff error and the choice of in the slope limiting. The BDS algorithm still does a good job at retaining the peak value, with a maximum of 0.99887 at the coarsest resolution.
In Table 4 .8, we report the L 1 error and convergence rates. As in the constant velocity case, the convergence rate for each algorithm is less than first order. The BDS error is 20% less than the CLAW error at the coarsest resolution, and 23% less at the finest resolution. Also, the BDS error is 28% less than PPM2 at the coarsest resolution and 43% less at the finest resolution. Again, disabling the limiters does not significantly affect the error or convergence of the methods (with the exception being CLAW). In summary, this test confirms the conclusions from the constant velocity advection test case in section 4.1.1.
Gaussian. In Table 4 .9 we report the minimum and maximum scalar values of the exact and computed solutions for the Gaussian profile at t = 1. The undershoot in the BDS algorithm is in the range of numerical roundoff. There is only minor undershoot in the CLAW algorithm at the coarsest resolution. The undershoot for the remaining methods is 4% at the coarsest resolution and tends to zero with increasing resolution. As in the constant velocity case, we observe that the PPM2 solution preserves the peak value better than the BDS algorithm, and the BDS algorithm preserves the peak better than the CLAW algorithm. In Table 4 .10, we report the L 1 error and convergence rates. Each algorithm is second order accurate, but the error of the BDS method is lower than the error of the other methods, with a 42% decrease as compared to CLAW at the coarsest resolution, and 61% decrease at the finest resolution. Also, the BDS error is 60% less than PPM2 at the coarsest resolution and 73% less at the finest resolution. Again, disabling the limiters does not significantly affect the error or convergence of the methods (with 
Cylindrical shear layer.
We now test the advection of a spherical step function tracer profile in a three-dimensional flow that varies in space and time to ensure that our algorithm satisfies a maximum principle. We use a constant density of ρ = 1 and let the velocity evolve using the algorithm of Almgren et al. [2] , which is an incompressible Navier-Stokes solver based on the projection method of Bell, Colella, and Glaz [4] . In this approach, velocities are guaranteed to be divergence-free to the tolerance of the linear solvers, so the exact solution should not have significant new maxima or minima relative to the initial data. The initial velocity field is given by a cylindrical shear layer subject to a small transverse perturbation in the form of a wide, flat Gaussian bump as originally used in [7] . We add an additional transverse motion in the form of an initially constant y-velocity, so that the initial velocity is completely specified as u = tanh{[0.15 − (y − 0. As before, we run the simulation to t = 1 using a CFL number of 0.9 at three different resolutions. Here we compare BDS to PPM2 (the CLAWPACK libraries are not directly compatible with our incompressible Navier-Stokes libraries). In Table 4 .11, we report the minimum and maximum scalar values of our computed solutions at t = 1. We do not have an exact solution available, but since the flow is divergencefree, we know that the exact minimum and maximum bounds are 0 and 1 at any later time. The BDS algorithm captures the maximum remarkably well, even for the coarsest resolution where a peak value of 0.99999 is observed. The BDS algorithm undershoots by at most O (10 −9 ) and overshoots by O(10 −7 ) at the finest resolution. The overshoot behavior is slightly worse than we observed our previous test problems, but is reflective of the tolerances in the multigrid solver (additional testing suggests that changes to the solver tolerance lead to commensurate changes in the undershoot and overshoot). By contrast, the PPM2 algorithm has a severe overshoot/undershoot of 12%/11% at the coarsest resolution and 26%/21% at the finest resolution. Figure 4.3 shows contours of the computed PPM2 solutions. We have highlighted the regions where the PPM2 solution violates a maximum principle by using blue and red contours. Note that the overshoot and undershoot occur over large, continuous regions. 
Conclusions.
We have developed an unsplit, three-dimensional Godunovtype method for linear advection based on an extension of an algorithm of Bell, Dawson, and Shubin. The method is based on constructing a limited trilinear approximation of the solution on each grid cell. Fluxes for a conservative update are constructed by integrating this trilinear approximation over the characteristic domain of dependence of each face in three dimensions. The resulting method has the property that for constant coefficient advection it is analytically equivalent to exactly advecting the reconstructed profiles and averaging them onto the grid at the new time. As a consequence of this observation, the method satisfies a discrete maximum principle for constant coefficient advection. Comparison of the new method with standard unsplit approaches for general systems of conservation laws show that the new method has lower errors and better shape-preservation properties than the more general schemes and avoids the significant undershoot and overshoot that can plague those schemes for non-grid-aligned advection.
The extension of the method presented here to a more general scalar conservation law as done in [5] is straightforward. Of more interest would be the inclusion of quadratic terms in the approximation, similar to the PPM methods. Including quadratic terms in the present framework would allow us to improve the accuracy of the scheme, particularly for smooth flows, without introducing issues of distortion and the undershoot/overshoot observed in the more general methods. A first step in that direction has been taken in May et al. [24] , which considers a quadratic version of the BDS scheme in two dimensions. Additional improvements to the scheme could be made by introducing new limiting ideas discussed in the introduction that avoid limiting at smooth extrema. These extensions will be discussed in future work. Finally, we plan to incorporate the three-dimensional BDS scheme into large-scale applications codes for combustion, astrophysics and subsurface flow in which advection by a specified velocity field places a central role.
