Abstract. This paper presents a numerical approach, based on Radial Basis Function Networks (RBFNs), for the approximation of a function and its derivatives (scattered data interpolation). The approach proposed here is called the indirect radial basis function network (IRBFN) approximation which is compared with the usual direct approach. In the direct method (DRBFN) the closed form RBFN approximating function is rst obtained from a set of training points and the derivative functions are then calculated directly by di erentiating such closed form RBFN. In the indirect method (IRBFN) the formulation of the problem starts with the decomposition of the derivative of the function into RBFs.
The derivative expression is then integrated to yield an expression for the original function, which is then solved via the general linear least squares principle, given an appropriate set of discrete data points. The IRBFN method allows the ltering of noise arisen from the interpolation of the original function from a discrete set of data points and produces a greatly improved approximation of its derivatives. In both cases the input data consists of a set of unstructured discrete data points (function values), which eliminates the need for a discretisation of the domain int o a n umber of nite elements (FE) Numerical methods for di erentiation are of signi cant i n terest and importance in the study of numerical solutions of many problems in engineering and science. For example, the approximation of derivatives is needed either to convert the relevant g o verning equations into a discrete form or to numerically estimate various terms from a set of discrete or scattered data. This is commonly achieved by discretising the domain of analysis into a n umber of elements which are de ned by a small number of nodes. The interpolation of a function and its derivatives over such a n e l e m e n t from the nodal values can then be achieved analytically via the chosen shape functions. Examples of elements include nite elements (FE) and boundary elements (BE) associated with the Finite Element Method (FEM) (e.g. 1]) and the Boundary Element Method (BEM) (e.g. 2]). Element-based methods are referred to as conventional methods in this paper. Common shape functions for one, two and three-dimensional elements can be found in most texts on Finite Element Method and Boundary Element Method (e.g. [1] [2] ). However, the element t e c hnique requires mesh generation which is time consuming and therefore accounts for a high proportion of the analysis cost, especially for problems with moving or unknown boundaries.
For practical analysis, automatic discretisation or meshing is a highly desirable feature but rarely available in general. Thus there are great interests in element-free numerical methods in both engineering and scienti c communities. In particular, neural networks have been developed and become one of the main elds of research i n n umerical analysis.
Radial Basis Function Networks (RBFNs) [3] [4] [5] [6] [7] [8] [9] [10] [11] can be used for a wide range of applications primarily because it can approximate any regular function 6,7,10] and its training is faster than that of a multilayer perceptron when the RBFN combines self-organised and supervised learning 11] . The design of an RBFN is considered as a curve-tting (approximation) problem in a high-dimensional space. Correspondingly, the generalization of the approach is equivalent to the use of a multidimensional surface to interpolate the test data 9]. The networks just need an unstructured distribution of collocation points throughout a volume for the approximation and hence the need for discretisation of the volume of the analysis domain is eliminated. In this paper new approximation methods based on RBFNs are reported. The primary aim of the presented methods is the achievement of a more accurate approximation of a target function's derivatives. From the results obtained here it is suggested that the present IRBFN approach could be, in addition to its ability t o a p p r o ximate scattered data, a potential candidate for future development of element-free methods for engineering modelling and analyses. The paper is organized as follows. In section 2, the problem is de ned. A brief review of RBFNs is given in section 3 and then, in sections 4 and 5, a direct RBFN (DRBFN) and an indirect RBFN (IRBFN) method for the approximation of a function and its derivatives are discussed.
The DRBFN method is included to provide the basis for the assessment of the presently proposed IRBFN approach. Both methods are illustrated with the aid of three numerical examples of function of one, two and three variables in section 6. Section 7 concludes the paper.
Description of Problem
The problem considered in this paper is described as follows (superscripts are used to index elements of a set of neurons and subscripts denote scalar components of a p-dimensional
Given a set of data points whose elements consist of paired values of the independent v ariables (a vector x) and the dependent v ariable (a scalar y), denoted by fx (i) y (i) g n i=1 where n is the number of input points and x = x 1 x 2 : : : x p ] T where p is the number of dimensions and the superscript T denotes the transpose operation, nd a closed form approximate function f of the dependent v ariable y and its closed form approximate derivative functions. is usually referred to as the width of the ith basis function and r = kx;c
The inverse multiquadrics (2) and Gaussians function (3) have a local response, i.e. they decrease monotonically with increasing distance from the center (localized function). In contrast, the multiquadrics (1) increases with increasing distance from the center and therefore exhibits a global response (non-localized function). An important p r o p e r t y o f the RBFN is that it is a linearly weighted network in the sense that the output is a linear combination of m radial basis functions written as
With the model f constructed as a linear combination of m xed functions in a given family, the problem is to nd the unknown weights fw (i) g m i=1 . F or this purpose, the general least squares principle is used to minimise the sum squared error
with respect to the weights of f, resulting in a set of m simultaneous linear algebraic equations (normal equations) in the m unknown weights
where G = 2 6 6 6 6 6 6 6 6 6 6 4 g (1) (x (1) ) g (2) (x
3 7 7 7 7 7 7 7 7 7 7 5 w = w (1) w (2) : : : w (m) ] T y = y (1) y (2) : : :
However, in the special case where n = m, the resultant system is just Gw = y:
4 Function derivatives by direct RBFN method 
Similarly, the basis functions for f kj are as follows: 
Once f(x) is determined by solving (6) or (7) for the unknown weights, which is referred to as network training, it is straightforward and economical to compute its derivatives according to (8) . However, this direct method has some drawbacks that are illustrated in the following example. g m i=1 and a set of the corresponding widths fa
Example to illustrate the drawbacks of the DRBFN method
The ideal data points used here are not corrupted by noise. According to Cover's Theorem 9], the more basis functions are used, the better the approximation will be and so all data points will be taken to be the centers of the network (m = n) in this study. T h us fc (i) = x (i) g n i=1 . The width of the ith basis function is determined according to the following relation 11]
where is a factor, > 0, and d (i) is the distance from the ith center to the nearest neighbouring center. As a measure of the accuracy of di erent a p p r o ximate schemes, a norm of the error of the solution, N e , is de ned as
where f (i) and y (i) are the calculated and exact function values at the point i, and nt is the total number of test nodes. Smaller N e s indicate more accurate approximations. Table 1 Table 1 . It is remarkable that multiquadrics RBFs (1) produce greater accuracy than other basis functions. This surprising result was discussed by F ranke 12] and Powell 5] .
However, the norms N e s of the derivative functions estimated using multiquadrics RBFs are still quite high (Table 1 ). To i m p r o ve accuracy, a new indirect method is proposed and presented in the next section.
Function derivatives by indirect RBFN method
It can be seen that the di erentiation process is very sensitive t o e v en a small level of noise as illustrated in the previous section. In contrast it is expected that on average the integration process is much less sensitive to noise. Based on this observation, it is proposed here that the approximation procedure starts with the derivative function using 
where fg (i) (x)g m i=1 is a set of radial basis functions and fw (i) g m i=1 is the set of corresponding weights. With this approximation, the original function can be calculated as
The training to determine the weights in (20) and (21) is equivalent to a minimisation of the following sum squared error
Equation (21) is used in equation (24) 
The improvement factors are 102:6, 85:9 a n d 9 3 :6 corresponding to the original, 1st derivative and 2nd derivative functions respectively when the multiquadric is used and 49:4, 40:6 and 44:7 when the inverse multiquadric is used (Tables 2-4).
IRBFN2 method
As an alternative indirect method for approximating function and its derivatives, the sec- 
As a result, if y(x) is at or closer to a polynomial t, the above structure (31) has the ability for better accuracy. This is in addition to the inherent smoothing of error in the process of integration.
Functions of two o r m o r e v ariables
In this section the indirect methods discussed in section 5:1 are extended to the case of functions of many v ariables. The case of functions of two v ariables is discussed in detail and the procedure for functions of three or more variables can be similarly developed.
IRBFN1 method
Consider the approximation of a function of two v ariables f(x 1 x 2 ). In the IRBFN1 method, the rst order partial derivative o f f(x 1 x 2 ) with respect to x 1 , denoted by f 1 , is rst approximated in terms of radial basis functions
where fg (i) (x 1 x 2 )g m i=1 is a set of radial basis functions and fw (i) g m i=1 is the set of corresponding weights.
The original function can be calculated as The added term on the right hand side of (33) is a function of the variable x 2 only. T h us C 1 (x 2 ) c a n b e i n terpolated using the IRBFN2 method for univariate functions as follows (in the previous section, IRBFN2 is shown to be the better alternative among the methods investigated in this work.) with respect to the variable x 2 (f 2 (x 1 x 2 )). The original function is calculated as
IRBFN2 method
where C 1 (x 2 ) and C 2 (x 2 ) are constants of integration which are interpolated in the same maner as shown by (36)-(38).
For the purpose of illustration, some numerical results are presented in the next section.
Numerical results
In this section, examples of approximation of functions of one, two and three variables are given. As mentioned, the multiquadric function appears to be the better one in terms of accuracy among the basis functions considered and will be used to solve the example problems. The factor that in uences the accuracy of the solution is just chosen to be 2:0 until now. In the following examples, for the purpose of investigation of its e ect, will take v alues over a wide range with an increment o f 0 :2. From the numerical experiments discussed shortly, it appears that there is an upper limit for above which the system of equations (6) or (7) is ill-conditioned, which is also observed by T arwater 14]. In the present w ork, the value of is considered to reach an upper limit when the condition of the system matrix is O(10 Figure 4 shows the plots of the function and its derivative a t = 0 :2 obtained with the IRBFN2
where the \worst" value of is used to demonstrate the superior performance of the IRBFN2.
Example 2
Consider the following bivariate function
where ;3 x 1 3 a n d ;3 x 2 3. This is a non-trivial example which has a complicated root structure 17]. The data consist of 441 points, uniformly spaced along both axes x 1 and x 2 for training and 1764 points for testing. The results obtained from both DRBFN and IRBFN methods are compared with the accuracies achieved by the conventional method using linear shape function over triangular elements. Figure 5 shows the quality of the approximation of the function f(x 1 x 2 ) and its rst derivatives while Figure 6 shows the quality of the approximation of second order derivatives using the DRBFN, IRBFN1 and IRBFN2 with in the range 0:2 7:0. Again, the results are more accurate with IRBFN2 as shown in Figures 5-6 . Thus it can be seen that the IRBFN2 yields better performance than the IRBFN1 which in turn performs better than the DRBFN.
Example 3
Consider testing. Figure 7 shows the quality of the approximation of the original function. Figure   8 shows the plots of norm N e as function of (0: derivative. In a subsequent study, the application of the DRBFN and IRBFN methods in solving di erential equations will be reported. Table 1 : N e of the approximate function and its derivatives for = 2 :0 with the direct RBFN (DRBFN) approach. The quality of approximation deteriorates with higher derivatives.
Gaussians multiquadrics Inverse multiquadrics
Original function 7:002e ; 01 9:570e ; 02 7:459e ; 01 1st derivative 3:035e + 0 1 4:053e + 0 0 3:086e + 0 1 2nd derivative 1:214e + 0 3 1:564e + 0 2 1:141e + 0 3 Table 6 : Comparison of N e s b e t ween the two indirect methods using inverse multiquadrics for = 2 :0. Here the improvement factor is de ned as the improvement of IRBFN2 relative to IRBFN1. 
