The efficient task scheduling in cloud environment has become the main research topic recently, the execution time, execution cost and load balancing for optimization in a cloud environment is significant. The scheduling of execution time and cost is a NP-hard multi-objective optimization problem, however, the current task scheduling under the cloud environment is generally the execution time or cost of single objective optimization with constraint conditions, incompletely meeting the complex cloud systems with load balancing. Given above motivations, in this paper, we propose a Memetic algorithm (MA, Memetic Algorithm) aiming at cloud task scheduling. Standardizing the objective function, the algorithm introduces the selection scheme based on the roulette, and Hill Climbing algorithm as local search. At last, we demonstrate the feasibility and efficiency of the proposed approach on the CloudSim simulator.
Introduction
Cloud computing is a computing model, in this model, users can access a lot of computing and storage resources, and don't need to care about where they are and how they are configured [1] .
Recently, many studies have been designed to meet users' various constraint conditions [2] [3] [4] [5] . However, most of cloud task scheduling algorithms generally concern a single service quality (QoS, Quality of Service) constraint, for example, a genetic algorithm of the task scheduling was proposed by Li [6] , only considering the completion time. Wang [7] put forward a cloud task scheduling method based on parallel genetic algorithm, which reduces the overall execution time of scheduling tasks. Pandey proposed a particle swarm optimization algorithm, minimizing the execution cost [8] . A task scheduling was proposed based on the load balancing, but the needs of users' QoS in these papers are not fully considered.
Through in-depth study and analysis of the existing methods, it's easy to find that the traditional cloud task scheduling algorithm mainly focused on studying the task execution time or cost, not taking into account the multi-objective optimization. 
Cloud Task Scheduling Model
The cloud task scheduling model is shown below in Fig. 1 . The mathematical description of the parameters is shown below. Tasks' lists: T= {t 1, t 2, t 3,… t n }, The amount of data in each task is Numi . Virtual machines' lists: VM= {m 1, m 2, m 3,… m n }, the processing capacity in each virtual machine is MIPs, the price of each virtual machine is Price v .
The execution time,cost and the load balancing are relatively equation (1), (3), and (4), with execution time in each virtual machine is equation (3) .
We describe n as the amount of tasks and m as the number of virtual machines. In this paper, we adopts the standard deviation of virtual machines' load balancing, the smaller the value, the more balanceable the load balancing.
The Task scheduling based on Memetic Algorithm
Multi-objective Memetic Algorithm 1: initialize parameters configuration, the entire population G and t←0 2: calculate F(i) to G (t) 7: execute Hill Climbing() 3: if(t>n||load>l max ), output results 8: return: G'(t) 4: else:
9: end else 5:execute the population crossover operation 10: end if 6: return: G (t) 11: perform mutation operation 12:carry out roulette wheel selection operation to G'(t) and save results to G (t) 13:return step 3 
Encoding and Decoding.
The algorithm adopts the resources-task indirect encoding. If there are 8 tasks and 4 virtual machines in the cloud environment, then the chromosome is x={1, 1, 2, 2, 3, 3, 4, 4}. It means that the first two tasks are in the first virtual machine, the 3rd and 4th tasks are in the second virtual machine..., and so on.
When decoding, Num1={1,2}; Num2={3,4}; Num3={5,6}; Num4={7,8}. It's easy to obtain the relevant task information of each virtual machine.
Design of Fitness Function.
A fitness function is the objective optimization function in this paper.
Because the execution time and cost are not in the same level, this paper adopts the approach in the literature [9] to normalize the two objective functions, and then uses the weight calculation to design the fitness function.
The execution time and cost functions are relatively equation (5) and (6). 
Normalizing, each objective function value is [0, 1]. The fitness function is below.
It's noted that ∈ [0, 1] and  represents the users' dependence to time.
Genetic Operations
3.4.1 Selection Operator Roulette method, in fact, is the proportion selection. Its main idea is that the individual selected probability is proportional to the size of the fitness functions. Due to the standardized processing to the objective function, the adaptive value in the group doesn't vary too much, as a result, this algorithm will not fall into a local optimum earlier and it's not difficult to find that the probability that the individual i inherit to next generation is as follows.
Crossover and Mutation Operator
In this paper, crossover operator uses the single point crossover restructuring, while mutation operator employs the multipoint mutation. For the gene location that the individual needs to crossover and mutate is determined randomly. Only through the selection can the next generation come into being.
Simulation Experiment
This section mainly verify the efficiency and which place that the algorithm is suitable to by applying the Memetic algorithm to different cloud simulation scenes.
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In the scene 1, the curve is steep, and with the increasing of weight, the execution time and cost without increasing or decreasing obviously, which represents that two goals' optimization results are not very obvious; while the curve is smoother in the scene 2, which fully explains that optimization results in the scene 2 are relatively obvious.
As is shown above, the algorithm is more suitable for task scheduling based on multi-objective optimization under the complex cloud system. According to users' reliance on different goals, choose the appropriate weight to meet users' demands.
Summary
In this paper, we propose us a Memetic algorithm aiming at complex cloud task scheduling and verify the feasibility and efficiency of the proposed approach by simulating experiments. However, there are still some difference between simulation platform and the reality. With further improvements we hope to come up with more flexible scheduling method in the future to compare with the proposed approach in the paper and apply them to the real cloud environment.
