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• 
-INTRODUÇAO 
A teoria dos espaços de Hardy H 1' tem sua origem no estudo 
dos valores fronteira de funções analíticas no ínterior do disco unitário 
D = {z E q; : lzi < 1}. Pode-se afirmar que o primeiro resultado nesse 
sentido é devido a Fatou, que em 1906 demonstrou que funções analíticas 
e limitadas em D (isto é, funções de H 00 } possuem limite em quase todo 
ponto da fronteira de D. 
Os espaços HP, p > O, apareceram como espaços de funções analíticas 
em D, cujas restrições a circunferências de raio r possuem normas Lr limi-
tadas para todo r (OS r< 1): 
sup j if(re")i'd8 < oc. 
D:Sr<l 
\a segunda década deste século G.Hardy E' 05 irmão::; F.Ríesz e M.Riesz 
demonstraram que um resultado análogo ao d~, Fatou para H 00 é válido 
para funções dE- H~. e o:;, mesmos irmãos Riesz estenderam o resultado para 
todo p > O. As. técnicas utilizadas neste estágio inicial do desenvolvimento 
da teoria eram fundamentalmente de variável complexa. o quf' impedia a 
extensão da teoria para espaços de dimensões maiores. 
O primeiro passo no sentido de tornar a teoria dos espaços HP in-
dependente da teoria das funções analítíca8 é obtido com a utilização das 
chamadas térnícas reais e com o estudo do espaço Re H r (parte real de HP). 
h.to possibilitou uma caracterização do espaço Rl H' em t€rmos da função 
conjugada. qm· {; um do;., operadores importantes da anális(' de Fourier. 
:\1"~" o passo fundamental nesse sentido foi dado por Burkholder. Gundy e 
Sih·erstein 11 .. que caracterizam m espaços R e H' em termos de funções 
maximais. 
Para1elamer.te à teoria dos espaços nr definidos sobrt> o disco 
unitário D. existe a teoria dos espaços H'~' definidos sobre o semi-plano 
11!; {(x,y) E E' : x E 11 e y > 0}. A relação entre os espaços H' sobre 
De os esp~os H" sobre B! é dada pela transformação conforme que aplica 
D no semi-plano R!. 
A teoria dos espaços HP apresenta aspectos distintos nos casos em que 
O < p < 1, p = 1 e 1 < p < oo. No último caso são isomorfos a L!; no 
primeiro caso apesar de serem apenas espaços quase-normados os duais não 
se reduzem a {O} e são interessantes. O caso p ::= 1 é distinto dos demais 
pois é um espaço normado mas não isomorfo a L1 • 
Em muitas situações que ocorrem em análise de Fourier o espaço H 1 
é considerado um bom substituto do espaço L1• De fato, é bem conhecido 
(ver A.Zygmund J63j e R.R.Coifman e G.Weiss j20J) que existem muitos 
resultados em análise de Fourier que são válidos para V, 1 < p < oo, mas 
que não permanecem válidos para L 1 • Noentanto, a substituição de L 1 por 
H 1 recupera a validade desses resultados. 
Um passo importante no desenvolvimento da teoria dos espaços de 
Hardy foi dado por C.Fefferman \24}, que caracterizou o dual de H1 c.omo 
o espaço BMO de funções de oscilação média limitada (Bounded Mean 
Osdllation). Este espaço, que contém estritamente o espaço LO<:. foi intro-
duzido por John e !'irernberg (39-. Essa caractHização leva a uma nova 
interpretação dos espaços de Hardy, pois conduz de maneíra direta ao que 
se conhece como ~decomposição atômica'" das funções de H 1 • 
Posteriormente, R.R.Coifrnan 19- fornece uma caracterização do;:; 
espaços H 1 • O < p :S 1, em termos dE> funções chamadas átomos, cons-
truindo os átomos atran~.s da função maximal de Fefferman-Stein ;26~. llma 
das vantagens da cara(terização atômica € qui? facilita a estimativa de mui-
tos operadores {em particular. ope;adores de convoluçâo) sobre os espaços 
Hr. pois permite que tal estimativa seja realizada apenas sobre átomos. 
que são funções relativamente simples. 
O grande desenvolvimento da teoria do~ espaços de Hardy H" nas 
últimas três décadas tem propiciado ·variadas extens-ões destes espaços. As-
sim. tem sido estudados espaços H 1 sobre domínios do plano complexo 
22 , espaços H 1 sobre o polidisco i48-, espaços H 1 de vária!' variáveis 126-, 
' ' ' 
espaços H 1 com pesos ;133j, espaços Hr· sobre espaços de tipo homogêneo 
[20;. espaços Hr· de tipo parabólico (!J21,!J3~L espaços Hr sobre produto 
li 
de semi-planos, entre outras extensões. 
A teor)a dos espaços de Hardy H• sobre produto de semi-planos tem 
sido estudada por diversos autores como R.F.Gundy ]35], R.F.Gundy e 
E.M.Stein ]36], S.Y.A.Chang ]15], S.Y.A.Chang e R.Fefferman (]16], ]17], 
]18]), R.Fefferman (]27], ]28], ]29]), K.Merryfield ]43], H.Sato (149], ]50]), 
S.Sa\o ]51], N.V.P.Bertolo ]6], B.Bordin ]8], B.Bordin e D.L.Fernandez ]9], 
entre outros. 
Neste trabalho estamos tratando particularmente de alguns aspectos 
da teoria do espaço de Hardy H 1 sobre produto de semi-planos. Num dos 
trabalhos fundamentais da teoria dos espaços HP sobre produto de semi-
plaoos, R.F.Gundy e E.M.Stein ]36] demonstram ·que o espaço H 1 sobre 
produto de semi-planos pode ser caracterizado via transformadas dupla e 
parciais de Hilbert, através de integrais de área e por funções maximais, 
com normas equivalentes. Posteriormente, S.Y.A.Chang e R.Fefferman !16] 
obtiveram uma decomposição atômica para o espaço H 1 sobre produto de 
semi-planos. Mais precisamente, eles mostraram que todo elemento f per-
tencente a H 1 admite uma decomposição atômica f= Í:t Àkak, onde a1 são 
funções chamadas átomos e >.k são escalares satisfazendo Et l.\tl ~ clifi!Hl· 
Os mesmos autores em outro trabalho \17J demonstram que a recíproca 
desse resultado também ~ verdadeira. ou seja, que o espaço definido através 
das decomposições atômicas acima citadas caracteriza o espaço H 1 , 
O espaço H 1 sobre produto de semi-planos (a"Sim como suas diver-
sa." caracterizações) também costuma ser denominado de espaço H 1 nã.o-
isotrÓJ'ico. Est€ espaço é uma generalização do espaço de Hardy H 1 defi-
nido sobre o semi-plano JR:_, que também costuma receber a denominação 
de espaço H 1 isotrópko, 
Em j32j D.L.Fernandez obtem um teorema que fornece condições para 
que certo.:- operadores íntegrals singulares vetoriais sejam limitados sobre 
os espaços LP :;;o L'''"-(V· 1 ) de normas mistas de Benedek-Panzone i3;. Este 
teorema, por sua vez, generaliza urna versão de um teorema de A.Benedek. 
A.P.Calderón e R.Panzone. obtida por J.L.Rubio de Francia. F.Ruiz e 
J.L.Torrea em C46-. i47J Esta versão de Rubio de Francia~Ruiz~Torrea 
refere~se não somente a operadores integrais ~ingular~ do tipo com:oluçâo 
mas também a operadores integrais singulares com núcleo~ variáYeis e- ga-
rante a límitaçâo desses operadores sobre L~' para 1 < p < oc. f' o::: casos 
limites p = 1 e p = oc a limitação não se verifica. o que pode ser visto 
lll 
tomando a transformada de Hilbert, que é o exemplo clássico dos operado-
res considerados por Rubio de Francia~Ruiz-Torrea. Por outro lado, estes 
mesmos autores demontram em ([46], [47]) que tais operadores integrais 
singulares são do tipo forte (H1,L1) e do tipo forte (L00 ,BMO), isto é, 
são limitados de H 1 em L1 e de V:,tJ em BMO (no caso ísotrópico). Isto 
fornece mais um exemplo da utilidade do espaço H 1 como um bom substi-
tuto do espaço L1 e também mostra a importância do espaço BMO como 
substituto do espaço L 00 • 
Ainda em [47], Rubío de Francia-Ruiz-Torrea utilizam as limitações 
(H 1 ,L1) e (L 00 ,BMO}, da classe de operadores integrais singulares vetori-
ais por eles considerada, para demonstrar que o espaço H 1 isotrópico pode 
ser caracterizado como o espaço H~·2 • Este espaço é um caso particular dos 
espaços H;·' que foram estudados por J.Peetre ]45] e H.Triebel [59] e são 
definidos utilizando-se sistemas especiais de funções testes cujas transfor-
madas de Fourier decompõem a identidaQe. 
Por outro lado, em [32] Fernandez não trata das limitações dos opera-
dores integrais singulares vetoriais nos casos (H1, L1) e (L00 , BMO) (onde 
H 1 e BMO são espaços nâo-isotrópícoS), nem obtem a caracterização 
H 1 ~ H5'2 no caso não--isotrópico. 
São dois os objetivos principais deste- trabalho. O primeiro é obter 
versões para os espaços H 1 e BAfO não-isotrópicos dos resultados de Rublo 
de Francla.Ruiz~ Torrea sobre operadores integrais singulares. Essas versões 
são análoga:-- as que Fernandez obteve para espaço~ LP de normas mistas. 
O segundo é obter uma caracterização do tipo H 1 :o::: Hi,'~ para o caso 
nâo.-isotrópíco. 
Passemos a uma descrição suscinta dos capítulos que compõem este 
trabalho. 
1\o Capítulo l. inicíalmentf- relembramos diversos conceitos e resul~ 
tados que serão utilizados no trabalho. A seguir_ definimos os espaços de 
Hardy nâo-isotrópicos H1t, {H 1 Hilbert) e H~1 (H 1 atômico) de funções 
vetoriais. que gE"neralizam, respectivamente. os espaços nâo·isotrópicos 
Hh 1 e H~1 de funções escalares. Alguma.<:- propriedades desse." espaços 
são demonstradas e entre elas destacamos uma que fornece um subespaço 
denso do espaço Hm de funçf>es vetoriais. Também definimos um espaço 
BA10 (Bounded Mean Oscillation) de funçôes vetoriais. que generaliza uma 
V€Tsâo do espaço BMO de funções escalares introduzido por S.Y.A.Chang 
IV 
e R.Fefferman em !I6J. São dois os resultados principais obtidos nesse 
capitulo. O primeiro é uma extensão para o caso vetorial do resultado de 
dualidade que afirma que o dual topológico do espaço não-isotrópico Hjlb 
é o espaço BMO não-isotrópico. No caso escalar este resultado é devido a 
C.Fefferman e E.M.Stein \26] quando os espaços envolvidos são isotrópicos, 
e a H.llato (\49, \50]) no caso não-isotrópico. Este resultado de dualidade 
te-rá importância na demonstração da caracterização do espaço H 1 que-é re--
alizada no Capítulo 4. O segundo resultado é uma caracterização do espaço 
BMO de funções vetoriais em termos de certas medidas denominadas me--
didas de Carleson. Esta caracterização, por sua vez, será fundamental no 
Capítulo 2 para demonstrar que certa classe de operadores integrais singu-
lares ali considerada é limitada de L': em BMO. 
O objetivo do Capítulo 2, que é um dos capítulos principais deste 
trabalho, é estudar a ação de operadores integrais singulares vetoriais com 
núcleo produto sobre os espaços H 1 e BMO não-isotrópicos. Os núcleos dos 
operadores que estudamos são do tipo K(x,u,y,v) = k2(y,v) ·k1(x,u) (o 
produto aqui indicando na verdade a composição de aplicações); onde cada 
k;~ i = 1, 2, é uma aplicação tomando Valores num conveniente espaço de 
aplicações lineares L(E,F) (E, F espa<;os de Banach). Os operadores que 
consideramos são análogos aos que D.L.Fernandez j32j demonstrou serem li-
mitados sobre os espaços LP de normas mistas de Benedek~Panzone. !\osso 
objetivo aqui é obt.er versões para os espaços H 1 e BAfO não--isotrópicos 
do resultado de Fernandez. Estas versões desempenham um papel impor-
tante na demonstração da caracterízaçâo do espaço H 1 qu~: é realizada no 
Capítulo 4. A primeira versão fornece condiçOes para que operadores in-
tegrais singulares vetoriais análogos aos considerados por Fernandez sejam 
limitados de L~ em BAfO e a segunda versão dá condições para que esses 
mesmos operadores sejam limitados de H1 em V. 
:-;o Capí1ulo 3. apresentamos alguns aspt'ctos dos espaços H~'.Q nâo-
isotrópicos. Estes espaços constituem generalizações dos espaços n::-·11 que 
formam estudados por J.Peetre e H.Triebel e referidos anteriormente. O 
principal resultado deste capitulo f: o que afirma que os espaços nr(,_) in-
dependem do::- particulares sistema.." de funções testes que são utilizados 
para defini-los. Isto será essencial no Capítulo 4 para demonstrar que um 
caso particular dos espaços H:·Q (caso em que S = (0.0). P = (1, 1) e 
Q::;::; (2.2)) caracteriza o espaço de Hardy H1 não-isotrópico. 
Finalmente, no último capítulo obtemos uma caracterização do espaço 
de Hardy Jl1 nã.o-isotrópico como o espaço nâo-isotrópico H~·\ que é um 
caso particular dos espaços n:·q definidos no Capitulo 3. Caracterização 
deste tipo para o espaço H 1 isotrópico foi demonstrada por J.Peetre ([44], 
\45]}, H.Triebel \59] e J.L.Rubio de Francia-F.J.Ruiz-J.L.Torrea \47). Sali-
entamos, no entanto, que as demonstrações que esses diversos autores aprt>-
sentam, ou contém passagens onde é difícil perceber os argumentos envolvi-
dos ou apenas são dadas algumas indicações. Portanto, antes de iniciarmos 
a demonstração da caracterização de H 1 no caso não-isotrópico, tivemos 
que desenvolver detalhadamente a demonstração do caso ísotrópico, a fim 
de tornar clara as idéias envolvidas nesse caso. Mas ao tentarmos adaptar 
a demonstração para o caso nã.o.-isotrópico, surgiram várias dificuldades 
que não aparecem no caso isotrópico. Isto exigiu que idéias novas fossem 
empregadas na demonstração do caso nã.trisotrópico. Esta demonstração, 
por sua vez, utiliza como ingredientes essenciais o teorema de dualidade 
do espaço H 1 nâo-isotrópico a valores vetoriais apresentado no Capítulo 
1, os teoremas sobre operadores integrais singulares vetoriais obtidos no 
Capítulo 2 e o resultado contido no Capítulo 3 que afirma que duas normas 
quaisquer do espaço Hi'2 ~definidas por sistemas de funções testes distintos, 
são equivalentes. Acreditamos que no contexto da teoria dos espaços H'' 
nã.o-isotrópicos a caracterização do espaço H 1 que obtemos é nova {pelo 
menos não temos referências~). 
~este trabalho a letra C denotará sempre uma constante que poderá 
assumir mais de um valor numa mesma seqüência de desigualdades. 
Finalmente obser\'amos que. por urna questão de simplicidade de 
notação. os espaços de Hardy H 1 não-isotrópicos de funções à valores num 
espaço de Banach E estão sendo denotados por H 1(lf(".E). ao invés da 
notação mais sugesth·a H 1 (JR )<E, E). lsto também vah: para os outros 
espaços nâo-isotrópicos considerados nest-f' trabalho. 
• 
CAPÍTULO 1 
ESPAÇOS DE HARDY H 1 NÃO-ISOTRÓPICOS DE 
FUNÇÕES VETORIAIS. 
Como já dissemos na introdução, uni dos objetivos desta dissertação é 
obter uma caracterização do espaço de Hardy náo-isotrópico H 1 de funções 
escalares como um elemento da escala de espaços n:·Q, a saber o espaço 
Hc~'"i. Isto será feito no Capítulo 4 com o auxílio de resultados que envolvem 
generalizações dos espaços de Hardy H 1 nã.o-isotrópicos. 
O objetivo do presente capítulo é apresentar essas generalizações e ob~ 
te-r alguns desses resultados. 
O parágrafo 1.1 consiste de um resumo do.5 principaís conceitos e rt>-
sultado~ quf- serão usados neste e nos demais capítulos do trabalho. !\âo 
f aremo~ nenhuma demonstraçâo 1 pois podem ser encontradas na.<; respt'cti-
vas refuências . 
.:'\o parágrafo 1.2 definimos os espaços de Hardy não-isotrópicos H}n 
(H 1 Hilbert) e H~1 (H 1 atômico) de funções "'t?toríaís, que general\zam, res-
pectivament-e. os espaços nâo-isotrópicos HJt~ e H~, de funções escalares. 
Algumas propriedades desses espaços são demonstradas e entre elas de5'-
tacamos o Teorema 1.2.5 qUE' fornece um subespaço denso de Hhr. (JR1 • r:) 
(e-spaço 1!1 Hilbert de funções a valore5 em {2 ). Estt resultado será utilí-
zado na demonstração do Teorema de dualidad€- para o espaço HhrUR~ .(~) 
que sná feita no parágrafo seguinte. 
?\o parágrafo 1.3 introduzimos o espaço BA!O(JR~. f'1) (Bounded Mean 
Oscilation) de funções vetoriais e demonstramos que este espaço é o dual 
1 
topológico do espaço HJ.lh(JR\ fl). Este resultado de dualidade terá im-
portância fp:ndamental na demonstração da caracterização do espaço H 1 
que é obtida no Capítulo 4. 
Outro resultado importante é o Teorema 1.3.17 que fornece uma ca-
racterização do espaço BMO(B"l ,l2) em termos de certas medidas denomi-
nadas medidas de Carleson. Esta caracterização será essencial no Capítulo 
2 para demonstrar um teorema que afirma que certos operadores integrais 
singulares vetoriais são limitados de L:O(R', E) em BMO(R' ,i'); onde E 
é um espaço de Banach. 
1.1 RESULTADOS PRELIMINARES. 
Este parágrafo consta de uma série de definições, teoremas e propri-
edades que usaremos neste e nos demais capítulos. Não faremos nenhuma 
demonstração, pois podem ser encontradas nas respe<:tivas referências. 
1.1.1 NOTAÇÕES. Indicaremos por JRn o espaço Euclideano n-
dimensional e se x = (xt, . .. , xn) é um ponto de IRn, 
I 
.. 
IX> 
1=-1 
denotar& a norma Euclideana. 
Dado um conjunto mensurável A ::: IR'". ,A denotará a medida de 
Lebesgue de A, .\A representará a função característica de A e a notação 
L f(x) dx 
indicará integração no sentido de Lebesgue. Quando A = JRr· e não houver 
possibilidade de confusão escreveremos simplesmente J f(:.r}d:r. 
Representaremos por íZ o conjunto de todos os núm('ros inteiros. por 
JS o ((mjunto dos inteiros nâo-negati'vo~ e por a o corpo dos núrnno,. com-
plexos. 
Se :r= (xJ .... ,x.,) E JRn e o:= (at, ... ,n,.,) E l!Vn. designaremos os 
2 
produtos xf 1 .z;~ ... X~" e o:1!o:2! ... o:11!, respectivamente, por :rr> e n!. 
Dadotn :::::: (al! ... , an) E Nn, chamaremos de norma de a: ao número 
natural I ai = O:t + ... + O:n, e denotaremos por va o operador de diferen-
ciação 
Sejam U um subconjunto aberto do 1R11 e f uma função definida em 
U à valores em (f. Indicaremos por supp f o suporte de f~ isto é, o menor 
conjunto fechado {re1ativamente a U) que contém o conjunto {x E U : 
f( :c);' 0}. 
Por um intervalo diát:Nco entenderemos um intervalo da forma especial 
onde i,j são números inteiros. Um retângulo diádico é um retângulo R da 
forma R~ 1 x J, onde 1 e J são intervalos diádícos. 
1.1.2 ESPAÇOS LP(E) COM NORMAS MISTAS. 
Sejam E um espaço de Banach. em relação à norma denotada por 
'F· e P = (p1 •..•• pn) com O< p, :S oc. De-notaremos por LP(JR",E) o 
espaço de toda!' as funções f definida..<:; sobre lRn à valores em E tais que 
'f(.r) r f:. Lebesgue mensurável e 
com a:=: modificações usuais quando algum (ou alguns) dos p, ê igual a oc. 
\otemos que se p, ::::- p, para t. :::: 1.2 ..... rt, então LP (IR", E) :::: V'{B?."'- .E). 
Quando não houver motivo para confusão, escreveremos [P (E) e 
1·.1 Lr(E• ao invés de LP(JR11 ,E) e ll·liLFí.l?'·.E)· e quando E= (f, o corpo 
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dos números complexos, colocaremos simplesmente LP e 11-liLr. 
Os espaços LP(E) são espaços quase-Banach (espaços de Banach se 
min(PJ:, ... ,pn) ~ 1), isto é, são espaços completos em relação às quase-
normas II·IILr(E)· Lembremos que 11·11 é uma quase-norma num espaço veto-
rial F quando todas as propriedades que definem uma norma são satisfeitas 
para 11·1!, com exceção da desigualdade triangular que é substituida peJa de-
sigualdade 
llu +vil :0 C· (llull + Jjvji) , u,v E F 
onde C é uma constante positiva. 
Analogamente, dado um espaço de Bana<:h E e Q ~ (q~o ... ,q.) com 
O < q, :O oo, indicaremos por (Q (~",E) ({Q (E) quando não houver motivo 
para confusão) o espaço de todas as (multi-)sequêncías (cN)NEZ" em E tal 
que 
com as modificações usuais quando algum (ou alguns!) dos q1 é ígual a oc. 
Os E-spaços 6 1(E) são espaços quase~ Banach {Banach se m1'n(q1 ..... q,.,) ?: 
1). Se E =(f. escreveremos simplesmente (Q e ',·i'l'·'· 
:\otemos que se ()1 = q para i=· 1,2 .... ,n, então o espaço ft;;'{E) se 
reduz ao espaço fq(E). 
Em todo este trabalho. a menos de menção explícita ern contrário, f'! 
indicará o espaço P(LZ~, .IR). 
Se E é um espaço de Banach. a transformada de Fouqu de uma função 
f E L'(IR". E) é definida por 
T/(r) = Í(r) = /1'1. ,.,..,, f(y) dy 
ondf' :r· y"" :r 1.y1 ~ •.• + x,.,.yr,· A transformada ínversa {ou conjugada) de 
Fourier de f é definida por 
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' r• f(x) = f(x) =/IR" e'"'' f(y) dy 
1.1.3 A CLASSE S(li",E). (Ver Treves[58]) 
Seja E um espaço de Banach em relação à norma 11.[[. Designaremos 
por S (ll"', E) a classe de todas as funções tp, indefinidamente deriváveis, 
definidas sobre I?." à valores em E tais que 
para todo multi-índice o E R" e todo N E R. S (li", E) é equipado 
r.om a topologia natural definida pelas seminormas (PN,.:.). Quando não 
houver motivo para confusão~ colocaremos simplesmente S (E} para denotar 
S(li",E). Se E é o conjunto dos números complexos então S(li",E) se 
reduz à classe das funções de decrescimento rápido (no infinito) S(JR"). 
Uma sequênda (IP;)j converge para 'P em S(ll", E) se para cada a E 
JNn e N E EV temos 
1.1.4 A CLASSE S'(JR". E). (\'er TreYes 58) 
St>ja E um espaço de Banach. Designaremos por $ 1 (1R"~, E} a dasse de 
todas a.s aplicaçües lineares T definidas sobre S(Jl?'-'} à Yalores em E que sâo 
contínuas (isto é. tais que se 9i- v: em S(JW'), então T(.,;: 1 ) ~ T(.,.;.) 
em E). SeTE S'(JR",E) e <p E S(JR") então denotaremo> por T(cp) ou 
,_], <;;' a ação deTem y. !\o caso particular que E =(f temos simplesmente 
o espaf,;o S'(lfr•) das distríbuiçôes ternperad~-
Em '5f( Treves demonstra que se P é o dual fortf- de um espaço de 
Fréchet F. então temos o isomorfismo 
S'(JR".F')" S(JRC'.F)' 
Se T é um elemento de Sl!R" ~E). a transformada de Fourier de T. 
designada por f ou JT, é definida por 
5 
' 
para toda 'P E S(R"). 
Semelhantemente, a transformada inversa de Fourier de T, designada por 
T ou 1-1T, é definida por 
(T,v>) = (T,fp) 
para toda 'P E S(R"). 
Observemos que Testá bem definida como elemento de S'(lR11 ,E), 
pois 'Í' é uma aplicação linear de S(lR~"~) em E e se 
em S(J?"), então 
em S {.1?11 ), o que implica que 
em E. O falo que T também está bem definida corno elemento de S'( lR", E) 
pode ser vi~to de maneira análoga. 
Finalmente, notemos que se T é um elemento de S1(1Rn, E). então 
ternos 
Isto segue da fórmula de inversão de S(JW'). pois 
= (T.Ç 
(T,<P 
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para toda <p E 5(./R"), implica que J- 1JT ~ T. A segunda identidade 
segue de maneira análoga. 
No caso particular em que E = l 2 ( .Z2 ) temos o seguinte resultado; Se 
T = (1;1 ),, pertence a S'(JR', l') então temos 
(l) 
Um resultado análogo a este vale para a transformada inversa de Fourier, 
isto é, se T = (Tfi)lJ pertence a S'(JR2 ,t~) então temos 
(2) 
A seguir introduziremos algumas notações com o objetivo de enunciar os 
teoremas de Paley· Wiener-Schwartz. Seja T pertencente a S'(lR11 ). De-· 
notaremos por supp To suporte de T, isto é, o complementar do maior 
subconjunto aberto do lR11 onde T se anula. Uma função ana1ítica f de 
n variáveis complexas será indicada por /(z), onde z = x + iy. x E IR" e 
y E JRn. Se urna função /(x) definida em .l{n admite uma extensão a urna 
função analítica de n variáveis complexas então esta extensão também será 
denotada por f(z). Entâo 1 os teoremas de Paley-\Viener-Schwartz. cujas 
demonstrações podem ser encontrada: em :37]. !53: ou '62- são: 
1.1.5 TEORE~1A. As seguintes condições são equi-..alentes: 
(I) ,; E S(JR") e supp 9 C {y é lR'': y 5 b) 
(2) p(z) é uma função analítica inteira de fl variáYeis complexas e para 
todo À> O e t-odo f> O existe uma constante posith·a C-\.! tal que 
para todo::::::: :r- ty ("Om :r:=: Dr e y.::: JRn. 
1.1.6 TEOREMA. As seguintes condições são equiYalentes: 
(1) f E S'(JR") e supp j C {y E JR": y 5 b) 
(2) f(z) f uma função analítica inteira de n variáveis complexas e para urn 
número real apropriado .\ e todo t > O, existe uma constante positiva 
ct tal que 
1/(z)l :S C,(J + (xl)'.el•+<ll•l 
para todo z = x-+ iy com x E /R"' e y E Jlr'. 
1.1.7 EXEMPLO. Seja f pertencente a LP(IR",E), l :S p :S oo. Então, a 
aplicação linear T = r, definida por 
TJ(\0) =f 10(x) f(x) dx 
para toda 10 E S(JR"), pertence a S'(IR",E). De fato, se f E LP(JR",E) 
então pela desigualdade de Hõlder, temos 
liTJ(I")i! < f (10(x)i lif(x)(iE dx 
< iifivfEi ( { (1- •x'')'r' :;(x)'11 (l ~ )R, 
'· i(fi L>IE!p_,,0(,c) (.f (l-J E." 
< C· L!, L>iE)Ps,o(?) 
se ~\'p1 > n 2. o que mostra que r, ê contínua. 
1.1.8 OPERADORES MAXIMAIS DE HARDY-LITTLEWOOD. 
Se f é urna função pertencente a LL,.(JR") (isto é se f é uma função 
!ocalmentf' integrável em IR") então a função manmal dt Hardy·Litthu·ood 
AJ f é definida por 
(l) M f(x) = sup IB -J {, !f(y)l dy 
-F 
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onde o supremo é tornado sobre todas a.s bolas B centradas no ponto x. É 
sabido (ver [25),[55),[571) que se I < p::; oc, então existe constante C > O 
tal que 
(Z) IlM fllv S C ·llfllv , 
para toda f pertencente a V'(.Rn). Esta desigualdade é conhecida como 
desigualdade maximal de Hardy-Littlewood. O operador M : f ~ M f é 
chamado de operador maximal (de Hardy-Littlewood). 
Formularemos a seguír um teorema que fornece uma extensão da de-
sigualdade 1.1.8(2), que foi obtida por R. J. Bagby )2]. Antes, porém, 
introduziremos algumas notações. Sejam l-Li com j :::= 1, ... , m medidas de 
Borel o~ finitas sobrt' JR e 11 = flj, 1 p,1 a correspondente medida produto 
sobre lRm. Sejam v a medida de Lebesgue sobre lR e Jl.V (respectivamnete 
V.Ji) a medida produto sobre mm y 1R (respectivamente 1R X JRffl). Consi-
deremos f(x,y) com x = (xh ... 1 x,.) E lRm e y E 1R uma função definida 
sobre /Rm x JR à valores complexos que é ,localmente integráve! (em relação 
à medida IJ.V) em JRm x IR. Denotemos por Mc,If a função maximal de 
f(x,.), isto é, 
ondt a intPgração acima é no sentido d(' Lebesgue. 
Analogamente. se f(x. y) com :r E IR e y = {y1 , ..• 1 Yrr.) E .R.,.,.· é uma função 
lo-calmente integrável (em relação a medida V.fJ- em 1R x IR.,.,., então Af1üf é 
definida por 
1.1.9 TEOREMA. Sejam 1 < p ', x e Q ~ (q1 •• , •• q"J com 1 < q_, S oc 
se J ::;:'. 1 ..... m. Então existe uma constante positi,·a C tal qut 
(1) r. !iMod(x,y)i'~,, dy S C ·J. !J(x,y)i)~~ dy .R ,, R " 
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para toda funçâ<> f(x,y) pertencente a L'(lR,L~(JRm)). 
A desigualdade análoga a 1.1.9(1) para a funçâ<> M 10f é dada por: 
!. IIMJOf(x,y)ll~o dx ~C· J. llf(x,y)ll~, dx B ,. B " 
para toda função f(x,y) pertencente a lJ'(JR,L~(lRm)). 
Um caso especial interessante do teorema anterior é quando pé a me~ 
dida da contagem, isto é, quando L~ = p_Q. 
1.1.10 OPERADOR MAXIMAL FORTE. Sejam z = (z, ... ,z,.) e 
a= (at.···,an) pertencentes a mn tais que ai> o para i= l, ... ,n. 
Denotaremos por R(z,a) o retângulo definido por R= R(z,a) = {y E Rn; 
)y1 - zi! ~ ai para 1 = 1,2, ... ,n}. Se f pertence a L],ll?"}, então o 
operador maximal fortr. M, é definido por 
M,(f)(x) = supl~i JR lf(y)l dy 
onde o supremo é tomado sobre todos os retângulos R= R(z,a) tais que 
X E R. 
Relembrarernos a seguir alguma." notações com o objetivo de enunci-
armos o teorema maximal forte. Indicaremos por Jog- a função definida 
sobre o conjunto dos números reais positivos por log- x = logx se x? 1 e 
log- :r= O se O",. :r< 1. Denotaremm' por L(l -- {log"" L)"- 1 ) o espaço de 
todas as funções f definidas sobre JW· a valores em a; tais que 
f f(x);(J ~ (log- J(r) r-l )dx < oc. 
Então. o teorema maximal forte é estabelecido como segue {ver :21 t ~38;), 
1.1.11 TEOREMA. O operador 114, é limitado do espaço de Orlirz 
L(l- (log"' L)"'- 1 ) no V fra<'o. isto é. existe uma constante C., (que dE'-
P('ndP a pena~ da dímensâo n) tal que 
lO 
onde ;A! denota a medida de Lebesgue do conjunto mensurável A. 
' 
1.2 OS ESPAÇOS DE HARDY H1, E H~, NÃO-
ISOTRÓPICOS DE FUNÇÕES VETORIAIS. 
No que segue usaremos a seguinte notação: 
o~ {(0,0), (1,0), (O, I), (1,1)}. 
1.2.1 DEFINIÇÃO. Seja f pertencente a L'(JR' ,l'). Suas transformadas 
de Hilbert Hkf, k E O, são os elementos pertencentes a S'(JR2 , l 2 ) definidos 
por: 
(1) 1(HIOf) ~-i sgx Í(x,y), 
(2) 1(Hod) =-i sgy f(x,y), 
(3) 1(Hnfl ~(-i sgx)(-i sgy)j(x,y). 
(4.) HocJ ~f. 
1.2.2 OBSERVAÇ..\.0. Se f~(!,,),, pertence a L'(JR'.f') então li, f= 
(HtJ;)•.:· k.;: =.onde Hkf,; denota a transformada de Hilbert da função 
e'-'<calar f,:·· De fato. se por exemplo k = (J.O). temm 
J(H,cf) ~ -i Sgi j(x.y\ 
= (-i sgi j,,(I.y)),, 
- (.7(HJC,J,,)I,, . 
dondt< a identidade segue por 1.1.4(2). 
DE'finimo::: a seguir o espaço de Hardy 11 1 de Hilbert nào-isolrópico de 
funçôe.'S a \"alores vetoríais. 
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1.2.3 DEFINIÇÃO. H)n(DI',f') ~ H],.(f') é o espaço vetorial das 
funções f pertencentes a V(ltt,{l) tais que suas transformadas de Hil-
bert, H.J, k E O- {(0,0)}, estão em L1(DI',t'). 
Munimos o espaço H11>(1R2 ,l2) com a seguinte norma: 
11/IIH~,Il'l = L IIH.JIIL')t') 
kED 
onde Hoof = f. • 
Observemos que se f E H.lJ 6 (1R 2,l2), então os momentos na direção x 
e na direção y são nulos, isto é, 
I f(x,y)dx =O, I f(x,y)dy =O. 
Com efeito, se f=(!;;);; E H],,(DI',t'), então/;; E H),,(Dl'), para todo 
1<,j~ e portanto, 
I f;;(x,y)dx =O. I [,;(x.y)dy ~O , 
para todo i,j. Como f é integrán:l o resultado segue. Result.a desta ob-
serYaçâo qllf' o e:,;paço S(.D?~.e-) não es1<Í. contído em H]n(IR'.P). 
~osso próximo passo será exibir um subespaço denso de H}n-(1R 2 • [2). 
\ecessitarerno:;; do seguinte resultado. ruja demonstração encontra~se em 
H.Sat.o :49 .. 
l. 2.4 TEORE!\1A. Seja C o espaço das funções f pertencentes a S (ff{::) 
a Yalores reais tais que 
(1) i penence a c,x(Dl'). 
(2) supp Í r (DI , {O})~ ({O}> IR) ~ 0. 
Emà(J. C' é um subespaço denso dt' HhtliR~}. ondf' HJ11 (IR") denota o 
espaço df' Hardy de funções à \'alores reais. 
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1.2.5 TEOREMA. Seja HJ(JR', f') d espaço das funções f ~ (!,1 ),1 E 
H1,(.112 ,l~) tais que J,, E O, para todo 4j. Então, HJ(.II',l') é um su-
bespaço denso de Hj,.(.ll' ,f2). 
Demonstração. Sejam f= (!,,),,E HÍJ,(lR',l') e e> O. Então, 
/i; E H1t.{R2}, para todo i,j. Como O é denso em H]n(1R2 ), para cada 
fii• existe um elemento h11 E O tal que 
lfH,(f ~ h)iJL'I'"·''l - j /(f .f IH,(!,,~ h,1 )1')'1'dxdy 
1=-oo l=-oo 
< f f jjtH,(f,,-h,,)idxdy 
:r::-oos=-oo 
= 00 
< L L 11/., ~ h,;IIHJ,,II?') 
j=-ooi=-oc 
para çada k E =. entâo ternos 
L !;H,(f ~h) L'(IF.t'; 
~ oc 
< 4 L L i' f,:-· h,;· HJ-;
1
(Jn 
o que completo a demonstração. 
A próxima definição será utí!lzada no-Lema 2.3.1 do próximo capÍ1 ulo. 
que é um resultado preliminar no sentido de obter um teorema que garante 
a limitação df' certos operadore:.- integrais singulares vetoriais do espaço de 
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Hardy nào-isotr6pico H 1 no espaço L1 • 
• 
1.2.6 DEFINIÇÃO. Seja E um espaço de Banach. Uma função a definida 
sobre 112, a valores no espaço E) é um E-átomo retangular se verifica as 
seguintes condições: 
(1) Existem intervalos limitados J,J C IR tal que supp a c I x J; 
(2) II•IIL'(I1',E) :5 li X Jl-'1' ; 
(3) f a(x,y)dx =O, q.t.p. y E IR e f a(x,y)dy =O, q.t.p. x E /R. 
1.2.7 LEMA. Sejam (ak)::;,0 uma sequência de E-átomos retangulares e 
(.\k}~0 uma sequêncía de escalares tal que 
ro 
(1) L IA, I < oo. 
J:=O 
Então, L::o Àkak converge em L1 (.1(2 ~ E) para uma função f pertencente 
a L 1(JR',E). 
Demonstração. Vejamos inicialmente que se a é um E-átomo retangular. 
então 
(2) 
De fato. pela desigualdade de Cauchy-Schwarz f' 1.!:'.6(1) E' 1.:?.6{2) temos 
Agora. seja f,.,;;:::- :S~=O ),kak. Então. por (1) e {2} segui? QU<-'. dado qualquer 
E > O. existe n(. E 1!\' tal que para todo rn > n > nc. temos 
m 
L 1i>.tatiJL'{I1'.E) < 
k:=n-1 
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Logo, para os mesmos n 0 , n e m temos 
m 
11/m- fniiL•(I1',E) :S L ii>.takliL•(I<',E) < < 
k=n+l 
o que mostra que a sequência das somas parciais fn é de Cauchy, e portanto 
convergente no espaço completo L1(B 2 , E). 
O lema anterior sugere a seguinte definição: 
1.2.8 DEFINIÇÃO. Seja E um espaço de Banach. H!,,(JR', E) é o espaço 
de todas as funções f pertencentes a L1(R2 , E) que possuem representação 
na forma f= L:k:o Ãkab onde (a,~.;)k:o é uma sequência de E-átomos retan-
gulares e (>.,~.;)r=o é uma sequência de escalares ta1 que '2:;~0 lAti < oo. A 
norma de um elemento f pertencente a J:l ;r:.t ( JR 2, E} é definida por 
00 oc 
11/lin;.,lll',El = inf{L l>.,j : f= L >.,a,} 
k~o t=o 
1'\otarnos que se a é um E-átomo retangular então !,a: H;_,!IFE) -s; L 
Observamos que os espaços H;fi(Jl{') e Hkt(IE(} de funções a va-
lorf's reais. não são isomorfos~ pois R. Fefferman )27; demonstrou. utili-
zando argument,os de dualidade. qu"' H!li(JR':) está contido estritamente 
em H~~(IR2 ). O espaço definido por átomos que é isomorfo a H1i(JR2 ) é o 
espaço H!1CIR2 ) dE>fínido por Chang-Fefferman 116;, ) i: e :29. 
A seguir vamos definir um tipo de átomo à valores num espaço de 
Banach E\ que generaliza os átomos de Chang-Fefferrnan a valores reais. 
com o objetivo de introduzir o espaço de Hardy atômico de funções a valo-
res num espaço de Banach E. Chamaremos esses átomos de E-átomos dt> 
Chang-Fefferman. 
1.2.9 DEFINIÇÃO. Seja E um espaço de Banach. C ma função a definida 
sobre JR': a valores no espaço E, é um E-átomo dt: Chang- Fefferman se 
existe um conjunto aberto de medida finita O C JR 2, tal que: 
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(1) llaiiL'(IF,E) :0: IOI-'1'; 
(Z) a = I:~e.MIOI an, 
onde .cada função aR, chamada partícula elementar, verifica; 
(i) supp aR C R~ com R retângulo diádico e R o quádruplo de R; 
(ii) f an(x,y)dx =O, q.t.p. y E JR e f an(x,y)dy =O, q.t.p. x E R; 
Para os E-átomos de Chang-Fefferman também vale um resultado 
análogo ao do Lema 1.2.7: 
1.2.10 LEMA. Sejam (at)OEZ uma sequência de E-átomos de Chang-
Fefferman e (..\k)kEZ uma sequência de escalares tal que L:f,_ 00 !.\ti < oo. 
Então, L:~-oo À~:ak converge em V ( JR2 1 E). 
Demonstração. Análoga à do Lema J.2.i. 
Agora podemo~ definir o espa~o H~1 (1R~. E): 
1.2.11 DEFINIÇ.'.O. Seja E um espaço de Banach. H;,(IR'.E) é o 
espaço de todas as funções f pertencentes a L 1 (Df2,E) qu€' admitem rE>-
presentação na forma f= Lb-o: Àta~:. onde {akhEZ é uma família de 
E-átomos de Chang-Fefferman e P•thEE é urna família d€ escalares tal 
que 2:'~~-oc .),,_. < oc. 
Munimos o e~paço H~1 (.1R~,E) com a norma: 
l!jt,H' (1?1 E'= In f{),.\,} ' I o• • i 1-J 
onde o infimo i: tomado sobre todas as repres('ntações df' f da forma 
f "~ ' = t-k=-oc AkUJ.. 
J\'otamos que em \16'. !17] Chang~Fefferman demonstraram que os 
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espaços H1h(R2 ) e H~l1R2 ), de funções à valores reais, são isomorfos, com 
normas equivalentes. 
1.3 O ESPAÇO BMO NÃO-ISOTRÓPICO DE -FUNÇOES VETORIAIS. 
Ul.l PROLONGAMENTO BI-HARMÔNICO. Indicaremos por 
R~ x IR! os elementos da forma (x,.'.i; y,t) onde x, y, s, t pertencem a 
JR com s, t positivos. O núcleo de Poisson no semi-plano 
JR! = {(x,s) : x,s E lR e s >O} 
é definido por 
c. s 
P,(x) = 
2 2 
, 
.s +·x 
onde a constante positiva c é esco1hida de modo que P~ tenha massa total 
igual a 1, e o núcleo de Poisson conjugado é dado por 
C· X 
Q.(x) = • ,. 
s~ ..,.. x· 
t ma função u definida sobre IR.: >-. m: é dita bi-harmônica se u ( 
harmônica em {x,s) pertencente a .IR; e (y.t) pertencente a JR: separada-
mente, isto é, 
iJy' 
li 
Seja agora uma função f definida sobre R 2 e integrável em relação à 
medida P1(x)P,(y)dxdy. Então f admite um prolongamento a uma função 
bi-harmônica j sobre .R! x R! através da integral de Poisson definida por 
Í(x,s;y,t) - P,P. • f(x,y) 
f f P,(x- x') P,(y- y') f(x',y') dx'dy' · 
Dizemos. neste caso, que j é o prolongamento bi~harmónico sobre E~ x JR! 
de f. Isto justifica a seguinte definição: 
1.3.2 DEFINIÇÃO. Dizemos que uma função f definida sobre R' é pro-
longável se é integrável em relação à medida P1(z)P1 (y)dxdy. 
1.3.3 ESPAÇOS V(1r). Denotemos por" a medida P1(x)P1(y)dxdy so-
bre JJ(l e por L1(.1R\1f):;:;:: L1(n) o espaço das funções prolongáveis. Como 
a medida 1f é limitada, o espaço L1(7r) contém uma sequêncía decrescente 
de sub-espaços {V(1r); I S p S oo }. 
\'amos precisar também de versões não-isotrópicas dos espaços BMO 
de John~!\irenberg 139;. 
1.3.4 DEFINIÇÃO. rma função f definida sobre 1R2 a valores reais 
pertent·e a B_\10r~1 (JR1 ) = BMOrtt se .-erifica as segutnt.es condições: 
(1) f pertence a LL(JR'); 
(2) sup'J x J ·l ffhJ !f- h- h~ fu·'dxdy < cc. 
onde I. J são intervalos fechados e 
h(y) = 11':_, JJ(x,y)dx, 
!J(x) = IJI-1 h f(x,y)dy, 
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!IJ = IJ x Jl-'/ f f(x,y)dxdy, 
JJxJ 
BMO,.l!1 é um espaço vetorial e 
( )
l/2 
1!/llnMo.,, = sup li x Jl-'/ f lf- h- !J + !JJI'dxdy 
l,J JlxJ 
é uma serninormaem BMO.-d· Não é difícil verificar que 11/iiBMo..-~ =O se, e 
só se, f pertence a LjJIR)+Lf.,(ll), isto é, f(x,y) = g(x)+h(y) onde g, h E 
Ll.,JIR). Para tornar o espaço BMO..-tt um espaço normado procedemos 
como segue. Dízemos que uma função f em BMO..-d é normalizada se 
h,, = O e /;" = O, onde ]0 e J0 são interva~os unitários centrados na origem. 
Vemos facilmente que, para toda função f em BMO,.et, a função 
f - h. - !J .. + h .. ; .. 
é o único elemento de BMOu:t normalizado e congruente a f módulo 
Lior(JR)-.- Lloc(lR). Então. BAJ0.--:1 assim normalizado é um espaço nor-
mado por !, · IIBMO,,· 
1.3.5 DEFIN1Ç~4.0. Seja f uma função pertencente à Loc(JR2 ) à valores 
rea1s. Suas transformadas de Hilbert "'aproximada- e modificada. H;~~ 
k E C. são definidas por: 
lf~;f(x.y) = Jj(P,(x-x')-P1(-x')) (P,(y-y')-P1 (-y')) f(x',y') dx'dy', 
B;i,/(x,y) = 1/(Q .. (x-x')-Q,(-x')) (P,(y-y')-P1 (-y')) f(x',y') dx'dy', 
H~;f(x,y) = ff(P,(x-x')-P1(-x')) (Q1(y-y')-Q1(-y')) f(x',y') dx'dy', 
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li~;:f(x, y)'= f f (Q,(x-x')-Q, (-x'))(Qt(y-y')-Q, ( -y'))f(x', y')dx'dy' , 
O próximo teorema mostra que as transformadas R;·t, k E O, perten~ 
cem ao espaço BM0.,1(R'). 
1.3.6 TEOREMA. Existe uma constante positiva C tal que, par·a todo s 
e t positivos, temos 
li H:·· !IIBMO, .. ::: c. llfliL~ ' k E o' 
para toda f pertencente à Loe'(.IR2 ) à valores reais. 
Demonstração. Ver H. Sato 149]. 
Os três resultados que enunciamos a seguir fornecem outras proprie-
- '' dades das transformadas H~;' f. 
1.3.7 TEOREMA. Seja 6 > O. Então existe uma constante positiva C 
que independe de 6 tal que, para todo.~ e t no intervalo (0, 6) e todo k E O, 
ternos 
'H. "'!' . C . f' r ., t;L' 1 "- ·I' •'L"' · . k ,, {1f - ' ,. 
Demonstração. Ver H. Sato i49i. 
1.3.8 TEOREMA. Para toda f pertencente a L~ (R'). todo k E C e 
todo s. t/. t ~ t' P<?sitivos, temos 
Demonstração. Ver H.Sato (49_'. 
1.3.9 TEOREMA. Seja f pertencente a Lx(R') à valore; reais. Então. 
para cada k E :J. existe uma única função H ~c! pertencente a L2 (JR~; 1r) à 
valores reais, tal que 
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,.!.l llif.!IIL'(•I s; C ·11/IIL~. 
(2) lliidl(sMo .. , s; C ·llfiiL~, 
(3) fi:·' f= P,P, • fid, 
para todo s e- t positivos. 
Demonstração. Ver H. Sato 149]. 
As funções llkj, k E O, cuja existência é garantida pelo teorema 
anterior, são chamadas as transformadas de Hilbert modificadas de f. Se 
g = (g;;);; pertence a L 00 (1R2 ,l2 ), onde l 2 = l 2(.íZ2,.1R), então as transfor-
madas de Hilbert modificadas de 9, igualmente denotadas por likg 1 k E O, 
são definidas por 
onde cada flt.9íJ é a transformadas de Hilbert modificada de g,J pertencente 
a L 00 (R2 ). 
Agora estamos em condições de definir o espaço BMO(Jl{1 .f2 ), que 
generaliza o espaço B.A10(1R1 ) de funções à valores reais, com dois objeti-
vos principais. O primeiro é mostrar que esse espaço é o dual topológico 
do espaço de Hardy H1t(JF(1 , E') definido no parágrafo anterior. O segundo 
objetiYo é fornecer uma caracterização do espaço B.\10(JRZ.t_Z) em termos 
de certas medidas denominadas medidas de Carleson. 
1.3.10 DEFINIÇÃO. Uma função g definida em IR~ 1 à valores em l 1 ::.. 
f':(z(t,JR), pertence a BA10(1R2 ,(2) se pode ser repres€ntada como 
(1) g = L>Eo H,g., 
com 
Hoog(lo:::::: YL•G e L J!g~:c!'L"'{Ii'~.r-) < oc. 
tcJ 
:Munimos o espaço BMO(lR 2 1 l 2) com a seguinte norma: 
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• 
IIYIIBMO(I<',l') ~ inf{ L IIY>IIL-(II',l')}, 
>EO 
onde o ínfimo é tomado sobre todas as representações possíveis de g da 
forma (1). 
Nosso pr6xímo objetivo é mostrar que o espaço BM O( JR2 , l 2 ).-é o dual 
do espaço H]n.JIR2,l2). Para isto~ porém1 necessitaremos do seguinte resul-
tado, cuja demonstração encontra-se em H.Sato [49]: 
Lembramos que o espaço O que aparece no enunciado foi definido em 
1.2.4' 
1.3.11 TEOREMA. Se f E O e g E L00 (JJ/2) então temos 
f f H,f(x,y)g(x,y)dxdy = (-1)1'11 f f(x,y)H,g(x,y)dxdy, 
onde k ~ (k1.k2) E o. 
No que segue a notac;ão (,) indicará o produto interno usual em l 2 = 
l2(~ 2 1 1R)~ isto €, se o_= (a,1 );i e {3 = (/3.:1 );;' são elementos de €'2 , então 
~ oc 
"'· s = L L a,,r1,,. 
1.3.12 TEOREMA. O dual de H},.(ll/ 2 ,{2 ) é o espaço BMO(JR'.l2), no 
seguinte sentido: 
(i) Seja g E BMO(JR2 ,t2 ). O funcíonallinear que a cada f E H/,(IR'.f') 
associa o nUmero real 
L, (f)=/ f (J(x.y),g(x,y)'dxdy 
se prolonga, por continuidade a um func-ional linear contínuo L9 sobre 
H1JIR~.1~). Além disso. a aplicação g --· Ls é injetiva. 
(ii) Para todo L E (H},,(IR2,t'))·, existe uma função g E BMO(R2,l2) 
tal que L ::;:;: L 9 . e 
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(1) ' 
Demonstração (i) Seja g E BMO(R', l'). Basta mostrarmos que 
(2) \L,(!) I :5 IIYIIBMO(J<'.t') II!IIH1,(J<',PJ ' 
para toda f= Un)n no subespaço de HJ(JR2,l2) formado pelas sequências 
quase·nulas, pois tal subespaço é denso em HJ(IR\t2 ). De fato, corno 
g = L:tEo Ê~cg~r,, com 9k E L00 (JR2 ,l2). k E O, então pelo teorema 1.3.11, 
podemos escrever 
f fU(x,y),g(x,y)) dxdy = f f (f(x,y), L H,g,(x,y)) dxdy 
. kED 
- L f f (f(x,y),H,g,(x,y)) dxdy 
kED 
= L (-1)1'1 f f (Hd(x,y),g,(x,y)) dxdy, 
kEO 
onde k = (k1 , k2). 
Logo utilizando a desigualdade de llõlder. obtemos 
;L,(f) = tffU(x,y),g(x,y)'dxdy 
= 1 L(-1)" f f(H,f(x,y).g,(x,y) dxdy 
kt c; 
< (L hgk,,L=(E~Pli fi'Hhi(EF,F)• 
tE= 
dond(' segu(;' 1.3.12(2). e mais. L9 admite uma extensão contínua. tamhém 
denotada por L0 , pertencente a (H1~(1R
2 ,-f2))· com 
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(3) 
' 
A injetividade da aplicação g ~--~- L9 segue do fato que no caso escalar 
esta aplicação é injetiva (ver H.Sato [49]). Mostremos, agora, (ii). Seja 
A o espaço de Banach, que consiste da soma direta de quatro cópias de 
L1(1R 2 ,t2), isto é, 
A= {(!oo,fio,/OJ,/n) : /.E L'(JR2 ,f2), k E C}. 
Definimos uma norma sobre A colocando 
IIUoo,ho,Jo,,fn)IIA = L llf>liL'I'"·''I · 
kED 
Seja S o subespaço de A definido por 
S = {(!oo,J,o,/OJ,/n) E A : /; = H,foo ,k E D}. 
Observemos que a aplicação linear G que a cada /oo E H]H(JR2 ,l2), associa 
é uma isometria de H 11. (JR:, {2 ) sobre S" Então. a c a da L ~ (H1f.( .IR2 , P) )'. 
po-de-mos associar um elemento 11·:;: s· {basta tomarmos K::::: L t> G- 1 ) tal 
que 
( 4) ; L IH' 111' 1')1' ;;::: ; ]\", "' · ' HI- ' · ' " 
Pelo teorema de Hahn-Banach, existe um elemento K E A· tal que Ris::::: K 
(5) I'K'i LV• ! ;S· ::::; I' I\ iiA• · 
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Mas A • = B, onde B é o espaço constituido peJa soma direta de quatro 
cópias de .,t.00 (B2 ,l2), munido da norma: 
ll(goo,gi0,9o!.9u)lls = L: IIY•IIL~(Jl',t') · 
kED 
Portanto, levando em conta isto, 1.3.12(4) e 1.3.12(5), temos que existe um 
elemento (Uoo 1 9lo~Uot,gu) E B tal que 
(6) 
e 
IILIItHk,,(Jl',L'))• = L: IIY>IIL~(Jl',L') 
>ED 
L(f) = K(f,HlOf,Hod,Huf) = L: f f (H,j(x,y),g,(x,y))dxdy, 
>ED 
para todo elemento f E Hj,,(ll'.l'), onde f= Hoof· Mas se f=(/;;);; é 
sequênda quase-nula em HJ(.R2 ,l2 ), temos pelo Teorema 1.3.11 que 
L(f) = L:(-1)1'1f fiJ(x,y),fl,g,(x,y)) dxdy 
kE:: 
= f jJ(x,y), ,t:(-1) 1'fl,g,(x,y)) dxdy 
= f f(f(x,y),g(x,y)) dxdy, 
onde g = L•e:c(-1)" fl,g,, e lk' = k 1 - k2• k = (k 1 ,k,) ~ =. 
Decorre então que L= L9 . Além disso, de 1.3.12(6) e 1.3.12(3} resulta 
que 
o que completa a demonstração de (ii). 
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1.3.13 REGIÕES DE CARLESON. Dado um conjunto aberto O con-
tido em E:, a região de Carleson produto S(fl) é definida pelos elemen-
tos (x,s;y,t) pertencentes a E! x R! tais que o produto de intervalos 
(x- s,X + s) X (y- t,y + t) está contido em 0. 
1.3.14 DEFINIÇÃO. Uma medida de Borel positiva i' definida sobre 
Jt~ x R! é uma medida de Carleson se existe uma constante po~ítiva C 
tal que 
(I) 1-'(5(0)) ~ f f di' s c. lO I ' 
ls(n) 
para todo aberto O c JR2 de medida finita. 
O infimo do conjunto das constantes que verificam 1.3.14(1) será de-
notado por 111-'11· 
Os lemas seguintes serão utilizados na demonstração do próximo te-
orema, que afirma que uma função localmente integrável g pertence a 
BMO(JR' ,t') se, e somente se ' 
é uma medida de Carleson sobre 1?.?. x IR?_. onde t,J,(x)::::: s- 1 t.:~~{s- 1 z} e 
(·!(Y}:.::. r 1 t.-·(t- 1y). para uma conveniente t,'· E S(JR). 
1.3.15 LEMA. Seja d> E L~(JR) tal que supp ó C ,-r, r' e f <P(s)ds =O, 
Então existe constante C > O tal que 
Demonstração. Como f 9(s)d$ = O, temos 
14>(t)[ i/_)-""'- 1]</>(x)dx. 
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< L 1<- 2""'- lll<f>(x)ldx 
< itlll<i>IIL- { lxldx 
< r'II<PIIL-It I 
e portanto, 
1
00 dt 
l~(±t)!'-
D t 
< r'!' r'll<i>lli.-t'dt + r l~(±t)!'dt Jo t J1jr t 
< C, r2 II<Piii- +r /_: l~(t)l2 dt 
C, r2 II<PI:i":' +r L l<f>(x)l2dx 
< c r' II<PIIi.-
1.1!.16 LEMA. Seja <f> E S(JR) tal que l<f>(x)i S A (1 + ixiJ-' e f11 t/>(t)dt = 
O, Então, existe uma sequência {tP;}b-0 de funções ccc tais que 
(1) 
(2) 
(3) 
( 4) 
(5) 
supp t:PJ C (-21 - 1 .2'- 1 }: 
j 9,(t)dt = o 
1:11!1/;L"' :; C· A T
2
; ; 
l oc - , dt , 2 '4>.(=1) ·- < C·A· 2- ': (J ' • t -
X 
o= I: o,: 
;=(> 
onde C é urna constante universal. 
Demonstração. Seja { ry 3 }jo=o a partição da unidade constlt ui da d€' funções 
~i E C 00 (Jll) tais que 
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(6) 
(7) 
(8) 
(9) 
• os r}:J s 1 , 
supp~o C (-2,2) e 
supp ~~ c {x : zi-l :S lxl :S 2i+'}, j? 1 
~;(x) : 1 se zi :S lxl :S zi+l- 1 
00 
L ~;(x) = 1 , x E JR. 
,i=O 
Sejam 11-, = f .P(x)~,(x)dx e o, = ~;.(f ~i(x)dx)- 1 • Por 1.3.16(9) e como 
f .P(t)dt =O temos 
(10) f 11-, = j ,P(x) f ~;(x)dx = O, 
;=o ;=o 
e então, somando por partes obtemos a identidade 
(X; 00 ; 
(11) L I"; o, = L(L ~"•H"'+'- o,J. 
;~:::(i F=O o:=(J 
Portanto. utilizando 1.3.16(9). 1.3.16(10) e 1.3.16(11) podemos escrever 
:X o:; e<: 
o= "L~,=L(or~;-~~,o,)-LP,a, 
~ ~ ) 
- L(CJ~, -- 11-,a,)- L(L /1-,)(<>;-J- o;) 
:X: o; X 
= L(or,,- 11 1<>,) +L( L p,)(a,.,- o,) 
,~o ,=1 -J 
oc oc 
= or1,,- /1-J'+- L'oPry,- 11-,o,- (L 11-,)(o, - o, .. 1 ) 
oc 
:;::: tPo~ L<?, 
J=l 
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Claramente as tPi assim definidas satisfazem 1.3.16(1 ), 1.3.16(2) e 1.3.16(5). 
A desigual<jade 1.3.16(3) segue das seguintes estimativas: 
l<l>(x)~J(x)- JL;<>;(x)l < l<i>(x)~J(x)l + 
+ I f <t>(t)~,(t)dt(f ~,(t)dW'I 
< 2 sup l<l>(x) I 
2J-1SI:.:IS21 +J 
< 2 A z-2J ; 
00 f: I f <t>(t)~,(t)dtl 12>·1 < 
i= i l"'1 
00 
< 2 A l,;T' 
i.= i 
< 4 A z-1 ; 
onde a úhíma desigualdade segue do fato de 
Fínalmente. a desigualdade 1.3.16{4) segue do Le-ma L3.15 e de 1.3.16(3). 
1.3.17 TEORE~1A. Seja t:· E S (lR} uma função par tal quf' .5-upp v C 
· --1.1 . O~ supp i· e f:J""" ~-'{t) 2 ~ :::o: L l"rna função localmente integrável 
g pertence a B.\10(1R~,C:) se. e somente se. existe uma constante Cu> O 
tal que 
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(1) • //, 
ds dt 111/>, ,P, * g(x,y)lli>dxdy-- S C, 101 
5(0) s t 
para todo aberto O c JR:J. de medida finita. Além disso, 
{1//, )I' dsdt 11z I sup IOI 111/>, 1/>, ' g(x,y lpdxdy--1 } - lgllnMO(Jl',t'), fl S(O) .S . 
onde o supremo é tomado sobre todos os conjuntos abertos de medida finita 
e a """ b significa que existem constantes positivas C1 e C 2 tais que 
a c,<-< c, - b-
Demonstração. Mostremos inicialmente que a desigualdade 1.3.17(1) vale 
para toda função g = (g,i),, pertencente a L 00 (Dl2 ,t2 ). Para ísso, notemos 
que pelo lema 1.3.16 existe uma sequência { .pn}~=o de funções coo tais que 
(2) 
(3) 
( 4) 
(SJ 
Então. pondo 
obtemos 
"··"( ) ··1 -l m( -l ) "(t'' ) t·_..~ x.y=t- t t:" & :rt.:· y. 
L.(x)c,(y: - ~·'r',·(···'x),·(1' 1 y) 
.-•c• [f,.v·mV'x)J [f,'V(r'y)J 
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00 00 
- _L _L ,-'t-'1/r(s-1 x),P"(r'y) 
• m=On=O 
00 00 
2: .Lt~>:':i"(x,y) 
m=On=O 
donde segue que 
,P,w, 'g,,(x,y) f f ,P,(x'),p,(y')g,,(x- x',y- y')dx'dy' 
= f f [i:,?~;, ti>:':;"(x',y')] g,,(x- x',y- y')dx'dy' 
f f f J t!>:':t(x',y')g;;(x- x',y- y')dx'dy' 
m=On=O 
oc oc 
2: 2: (ti>:';"* 9<!) (x, y) 
m=On=O 
para cada g;j· Logo, para cada (x, s; y. t) pertencente a 5{0), a desigualdade 
de ~1inkowskj fornece 
((c~',", g,,) (x.ui),, c 
e portanto 
31 
(6) 
Encontremos agora uma estimativa para cada integral 
f f I(.;,~·"* 9ii) (x,y)['dxdy dsdt ls(n) ' s t 
onde (t",j) E X 2• Para isso, dado um retângulo R contido em JR2 , seja 
R"'·n o retângulo concêntrico a R obtido através da expansão do retângulo 
R de zn.~l vezes na direção x e zm+l vezes na direção y. Seja 
0 m,n = U Rm.n . 
R::::n 
is1o é. om.n f: a reunião d~ todos os retângulos Rm_n expandidos d{' 
retbngulo:, R contidos em O. Então 1 temos 
(7) nm.n c 1 {(x,y) E Jf/2 : Ms(xn)(Ly) > S z·lm-nl) 
De fato. se (x.y) pertence a O"'·" então exi~te um retângulo R"'·"' tal que 
{r.y) pí:Tlence a R 11-...' e R es1á contido em Rm-~.- fL donàe segue que 
Ms(xn)(x,y) 
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> 
\Rm,n nOI 
IRm·"l • 
> IRI zm+tzn+liRI 
> ..!_2-{m+n) 8 ' 
o que mostra !.3.17(7). A desigualdade 1.3.17(8) decorre de 1.3.17(7) e do 
teorema maximal forte (Teorema 1.1.11). 
Notemo~ ainda que se (x,s; y,t) pertence a S(O), então temos 
(9) 
Com efeito, seja (x,s; y, t) em S(O), isto~' (x, s; y,t) satisfazendo 
R,,,(x,y) ~ (x- s,x + s) X (y- t,y + t) c n. 
Logo, por 1.3.17(3) temos que 
f' como 
X-. 
supp?!·m(--) c íx- s2., .... 1 ,x~ szm+l:' 
s 
' ' 
( m• \1) ff·•t-l'rn(x-x)"(y-y) (' ')d'd' t',: • g,J,J·Y ""' -" 't' ~ t' -1-.g,~ :r.y I y 
então se (:r', y') não pertence a fpn.n temos que {:r', y') não pertence a 
donde segue que 
isto é. 
( f.m" ) ( ) - O v~,~ "'9iJ x,y - . 
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Isto mostra 1.3.17(9). Portanto, pelo teorema de Plancherel ternos 
• 
f f I (ti>:";" • 9;;) (x,y)l'dxdydsdt ls(n) · s t 
< JJ. I (ti>';';"* 9iiX0"•·") (x,y)l'dxdy ds dl 
~~~ xJl2 ' 8 t • + 
~ f. f. 11.P:"i"(E,~ll'l1(g,,xn···(€,~)1'd€d~dsdt 
B~R2' st 
- /. 11(g;1 Xo·• .. ({,~)i' (/. 11.P';';"(C~)\'dsdt) dÇd~. 
11~ B~ · 'st 
+ 
Mas utílizando 1.3.17(5), obtemos 
Consequentemente, 
Yoltando agora em 1.3.1i(6) e utilizando 1.3.11(8} obtemo:; 
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[ 
d dt]' 12 f f II~~> • .P, • u(x,yJII~dxdy_:;­Js(n1 s t 
< fof;, L~oo,J=oo c 2->(m+nJ /,, lu•;xn- .. (x,y)l'dxdyr· 
00 00 1/2 
< L L [c 2->(m+n)llulll-(ll'.t')IOm·"l] 
m=On::::;O 
00 00 1/2 
< L L [c z->(m+nlllulli-(ll',l')2'1' 1m+n)IOI] 
m=O n=ü 
< c· IOI'1'11u!IL-III'.I'I, 
o que mostra !.3.17(1) para g pertencente a L00 (1R 2,l2 ). 
Agora se g pertence a BMO(JR' ,l'), então 
com JJ oo9oo = 9or. e 
Logo. 
(10) 
L IIY<IIL-(R'.f') < oc. 
kE= 
Ma!: se denotarmos por H a transformada de Hílbert em uma 
vaTíá,.-e] e convencionarmos que Hv: = fP e H1 ~? = Hy, então para cada 
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k = (k, k2 ) E O, temo' 
• 
(\Õ,,P, * H,g,)(x,y) ((,p,,p, * H,g;i)(x,y)),i 
- ((H,(M,) • g~)(x,y)),, 
]H,, (,P,)H,,(,p,) 'g,] (x,y) 
- (tt>:•tt>:' 'g,) (x,y)' 
onde V/ =- Htt!>' se C = O~ I. Além disso, como tP pertence a 5 (.IR) com 
O í supp J, então H~' também pertence a S(JR) com O if. supp 1(H<p), pois 
1(Ht,b)(x) =-i sg x ;),(x). Portanto, utilizando um argumento semelhante 
ao que foi feito para obtermos a desigualdade 1.3.17(1} quando g pertence 
a L 00(1R',l') (com g e 1/J,,P, substituídos por g, e tt>!•.P:', k = (k1 ,k2), 
respectivamente), segue de 1.3.17(10) que 
[JJ . dsdt]'i' li(,P,,P, 'g)(x, vllli,dxdy--S(D) S t 
:S C· ]fl I/' 2::: \ig;]!L-(11'.1'), 
kEC 
para toda g :.=: B.\10(/R~ J~)- donde re':'-ulta que 
[r! "(v•,,,,. g)(x.y) ;.dxdydsdt •• 5(flj .s 1 ll ' 
<. C ·n 1n 
::; · H :-9 BMO(I?;.f;) • 
para toda g em B.\fO(IR~ ,(). lsto completa a demonstração da desigual~ 
dade 1.3.17(l). 
A. demonstração acima apresentada é uma gE'neralízaçâo para o caso 
Yetoría) d(' uma versão símpliflcada da demon::..traçâo original de Chang-
Fefierman 16. obtida por .L Aguirre {no caso esndar) 1 . A demonsuaçào 
da recíproca é bastante longa. porém é obtida por modificação rotineira na 
demonstração original de Chang-Fefferman. 
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' 
CAPÍTULO 2 
OPERADORES INTEGRAIS SINGULARES VETO-
RIAIS SOBRE OS ESPAÇOS H 1 E BMO NÃO-
ISOTRÓPICOS. 
Dedicamos este capítulo ao estudo de operadores integrais singulares 
vetoriais com núcleo produto sobre os espaços H 1 e BA-10 não-isotrópicos. 
Os núcleos dos operadores que estudamos são do tipo K(x,u,y,v) = 
k2 (y.v) · k 1(x,u) {o produto aqui indicando na verdade a composição de 
funções); onde cada k,. i= 1,2, é um& aplicação {também denominada 
núcleo) definida em 1R >. IR e tomando valores num con'>eniente espaço de 
aplicações lineares L(E.F) (E, F espaço.::- de B«nMh). 
0:-: operadores que consideramos são análogos aos estudados por D.L. 
Fernandez em ,32. ::'\este trabalho Fernandez obtem um resultado onde 
são fornecidas- condíções sobre os núcleos k1 e kz para que tais opc:>rado-
res sejam limitado~ sobre os espaços [P =· U': (v·;) de norma.~ mistas de 
Benedek~Panzone '3-. T'\osso interesse aqui e obter versões do resultado 
de Fernandez para os espaços H 1 e B.\10 nâo-isotrópicos. Esta!': versões 
de~empenharn um papel importante na dE-monstração da caracterização do 
espaço H 1 que é realizada no Capítulo 4. O primeiro resultado neste sentido 
i; o Teorema 2.2.i que dá condiçõe~ para que operadore-!:' integraís singulare-"' 
vetorial::- análogos ao5 comideradm por fernandez SE'jam limitados de L': 
em R.\10. l"ma ferramenta essencial na dernonstraçi:o deste resultado f o 
lema g(·ométrico que J.L.Journé obteve em 41_ para demonstrar que uwa 
CE'rla das::.e de operadores integrais singulares é limilada de Lr;' em BMO. 
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Chamamos a atenção que o resultado quf' obtemos se refere a operadores 
integrais singulares vetoriais enquanto o de Journé trata apenas de ope-
radores integrais singulares escalares. Além disso, mesmo no caso escalar, 
a demonstração que apresentamos simplifica os argumentos utilizados por 
Journé. Isto é realizado através de uma modificação para o nosso caso de 
uma idéia que F.Sóría utiliza em 154] para demonstrar que um determinado 
operador do tipo Littlewood·Paley é limitado sobre L'P. 
O outro resultado que obtemos é o Teorema 2.3.3 que dá condições 
para que operadores semelhantes aos de Fernandez sejam limitados de H 1 
em L1• Aqui também o lema de Journé é indispensável na demonstração. 
Esta, por sua vez, é baseada em argumentos que R.Fefferman utiliza em 
[29] para mostrar que operadores da classe de Journé são limitados de HP 
em V', para p próximo de 1. Observamos novamente que no resultado 
de R.Fefferman os operadores considerados são escalares enquanto o que 
obtemos é para operadores vetoriais. 
2.1 OPERADORES INTEGRAIS SINGULARES VE-
TORIAIS. 
2.1.1 NOTAÇÃO. Sejam E, F espaços de Banach e f1 ~ {(x,y) E JW' x 
IR"' : :r= y}. Denotemos por L(E.F) o conjunto das aplicações lineares 
contínua!" de E em F e por L{(,,(U. E) o conjunto da." aplicações definidas 
no aberto U c IIr x JRn a \'alores em E que são mt'nsuráveis e localmente 
in1f'gráveis ('HJ :.,:, Denotemos por v;·{lR"'.E) o subespaço df LX(JR".E) 
das funções com suporte compacto e por .\J(JRr>. E) o espaço das funções 
mensuráveis f: lfr' ....... E. 
Seja k pertencente a Li",(lR'"' ;.. 1Ft··~· ~.L(E.F)J. Diremos que k 
verifica a condição (n) se 
} . ! k(x. y) - k(x, y') LiEFdi S C . x-v' >2iv-v' 
Diremos que k vnifica a condição (3) se 
{ lik(x,y)- k(x'.y)l L(E.Fidy S C . 
• :z'-v >2,z-x' 
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2.1.2. Seja T um operador linear de L'{'(IR",E) em Lioc(IR".F) tal que 
(i) T estende-se a um operador linear limitado de L"(Jft', E) em L"(JRn, F), 
para algum r, com 1 < r < oo; 
(ii) existe um núcleo k pertencente a LLJIRn x lR11 - .ó., L(E, F)) tal que 
Tf(x) ~ j k(x,y) f(y) dy 
para toda f pertencente a Lr;'(lR",E) ex f/:_ supp f, 
t:m operador T como o definido acima é usualmente chamado de ope-
rador integral smgular (de núcleo variável). Em particular se k pertence a 
L),(IR"- (O).L(E.F)) e k(x,y) ~ k(z- y), o operador integral singular 
será do tipo convolução. 
O prindpal resultado sobre e!lses operadores~ o spguinte (ver \46],\47]). 
2.1.3 TEOREMA. Seja T um operador linear de L'{'(IR",E) em 
L/,(IR", F) definido como em 2.1.2. 
(a) Se k verifica(<>) e (B) então T <!um operador limitado de L'(IR",E) 
em LP(JR'\ F), para todo p com 1 < p < oc: 
(b) Se k Yerifica (a) então T é um operador limitado de H 1 (1Rn,E) em 
L' (IR" . F) : 
(c) Sfo k w-rifíra {3) então T é um operador limitado dp L~(lR~'.E) em 
B.\1 Oi I!-?"'. F). 
Os espaços H 1 (JRr·. E) e B,\fO(JRn.. F) que aparecem em 2.1.3 são os 
espaços rorJsiderado:,. por exemplo, por Fefferman~Stein em 2G. 
2.2 OPERADORES 1:\'TEGRAIS SI:\'GULARES VE-
TORIAIS C0:\1 :\'ÚCLEO PRODUTO SOBRE O 
ESPAÇO B.\JO(IR'J2 ) :'\ÃO-ISOTRÓPICO. 
Em 32 Fernandez apresenta um<:> gcnnalízaçâo parcial do Teorema 
2.1.3 para núclec' produto e espaços v· com normas mista~ d(• Benedek-
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Panzone [3]. O objetivo deste parágrafo f. obter urna generalização dt' 
2.1.3(c) para o espaço BMO(JR', l') introduzido no Capítulo I. A de-
monstração que apresentamos é baseada numa idéia de F. Sória {ver \54]) e 
utiliza como ingrediente de fundamental importâncía um lema geométrico 
devido a J. L. Journé !41], que tem tido muitas aplicações na teoria de 
domínios produto. 
2.1.1 NOTAÇÃO. Seja fl C IR' um conjunto aberto de medida finita. 
Denotaremos por M = M(fl) a coleção de todos os retángulos diádicos 
maximais ('Ontidos em fl. Indicaremos por M1 = M1(fl) a coleção de todos 
os retângulos diádicos R = 1 x J contidos em n que são maximais na 
direção X. isto é~ se s = 1' X J c n é um retângulo diádico contendo R 
então 1'::::: J. De maneira análoga definimos M2 = Mz{fl). Relembramos 
quE' o.s intervalos e retângulos diádicos foram definidos no parágrafo Ll.l 
do Capítulo L Denotaremos por fl" o conjunto onde a função maximal 
forte Ms(xn) é maior que i• isto é, 
fl* ~ {(x,y) E JR' 
I 
Ms(xo)(x,y) > 2J 
Estamos agora em condições de enunciar o próximo lema que com-
bina o lema geométrico de J.L.Journé :41; com urna ob~ervaçào devida a 
R.Fefferman 29. Com a finalidade dP farilitar a leitura faremos a demnns-
tração do lt>ma: dernonstraçào es.::a r:ujaé' idéia~ se dt>vem essenciã.lrnent€· a 
f Sorla 2>4 . 
2.2.2 LE:!\1A.Seja O um conjunto aberto de IR~. Então. para cada R 0 =-
]0 >" J'-' pertencente a).{ ::::: M(O) existe um retângulo R~ ;;;::: J~ ~ J~ contendo 
R;:; tal que 
(I) U R; < C· fl 
R_.>:.~'. 
c p<:;;a todo f "·' O. 
L R, c,. n . 
ILO:::.~! 
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onde C, é uma constante que depende apPna.o; de E. 
' 
Demonstração. Mostremos inicialmente 2.2.2(1). Dado 
R.= I. X J. E .M = .M(O) ' 
seja R~:= /~ x J(>., onde I~ é o maior intervalo diádico contendo I c. tal que 
1 
R! c n'"= {(x,y) E IR' : Ms(xn)(x,y) > 2}. 
Observemos que R; E J.h(O"). Seja agora (Rl,)z"" I~ f J~ 1 onde J~ é o 
maior int.ervalo diádíco contendo Jc. tal que 
(R!)' c 
1 
(O) = {(x,y) E IR' : Ms(Xn·)(x,y) > ;;t} 
Notemos que (R!)' E .M2 ((fl•j·). Coloquemos 
Agora, observemos que se (x,y) E UR.,E.M R~, então (x 1 y) E R~ C fi. para 
algum u. e 
s~fl R' - i'l J 
V<(\,. l(r. Yl u J ·., = sup ---- --·· o s ~ R~ 2 .. s 
onde o SUJ-tremo é tomado sobH' lodos os retángulo::: ~c qu(' cont€•n1 lx.y). 
Logo. 
: {(r.y) é IR' : Als(\?,l\:.y) 
e pelo teorema maximal fone (Teorema 1.1.111 temo,_, 
I U R~) • {(x.y)" IR' : AJ.-1\' )!x.y) 
cn-·c.n c. n . 
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J . ) 
2 
l. 
:~l 
o que completa a demonstração df' 2.2.2(1). Mostremos agora 2.2.2(2). 
Obsezyernos de inicio que 
( IJ.I)' ( ) (IJ.I)' I: IR. I -IJ' I :SI: DR.I -IJ' I 
R,E.M{O} o! R}. R!, t~c 
onde Í:Rl IRa: denota o somatório sobre todos os retâgulos Ra ·E .M.(D) 
distintos que dão origem a R!. Mas para todo Ra E .M.(O), temos que 
R! E M1(fr) <se R, E .M(O) é tal que R! ~ Rl então R, ~ R~ ou 
Ra i': R,., -::o: 0. Logo, para cada R! 1 temos 
DR.I ~ IUR.I :S IR! I 
R,~ R}, 
e portanto, 
R.,EN(fl) 
(X)' < "'R': L-.' Q' 
R 
(3) •, 
Agora. para cada retãngulo R<' pertencentE' a .M (í!') coloquemo~ 
e para (ada inteiro k 2: O. 
J 
J. = -2>1 
Então. J; ;;;::: J/ E:' ]fi.-.-:::.- 1.-- para todo 8 .:= L. e 2.2.2(3) podf' ser escrito \orno 
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Como 
então 
' 
L L'IR~l ( IJ•i)' ~ iJ'I . ~ R~EM{O")~H, 
c. (iJ'I)' 
IJ~ \ 
"IR•('J"I)'<C· '< R L., o, J' I _ L.,. j ~' 
R.,E.M(D) i a' R.,O!(O•) 
Portanto. tudo se reduz a mostrar que 
e 
L: 
R.,U·'dfl') 
( 
J . ' 
R, J: ) : c. ·n. 
a . 
( IJ,i)' 'J'i I ti 
~f'cessitarno~ rnosnar apena~ 2.2.2(4). pois por simetri<:>. e pE>lo tf'orema 
maximal forte (Teorema l.L11). temos 
Mostremos 2.2.2(4). Dado n, definamos 
' 
r.= {/3 : Re E .M(n), IIe\ > 11:1J 
e 
D, =R, - U Re. 
ti E- r,. 
Afirmamos que 
(6) 
I 
(D,f > ;z!R,(. 
Para mostrar isto~ observemos inicialmente que se /3 pertence a r a e Ra n 
Rt~ =f 0, então pl~ c I e e J8 c J"' onde pl: (chamado "pai" de 1:) denota 
o intervalo diádico contendo 1: de medida igual a duas vezes a medida de 
r:. Com efeito. Ra n Rt~ # 0 implica que lo n le # 0 e Jo n J13 ;i 0. Mas de 
la nJ, ::/:- 0 e lle( > il~' segue que 1: está contido estritamente em I e, donde 
I!' ::J pJ~. Por outro lado, Ja n Jft =f 0 acarreta Ja c Jr ou Jf! C Jr.· Mas 
a possibilidade Ja C J 13 não ocorre, pois se ocorresse teríamos Ro. contido 
estritamente em Rr ('>isto que ]0 C ]~ e I~ contido estritamente em Jfl)· o 
que contrariaria o fato de R<> pertencer a .tv. (O). Portanto Jf' C .la . Agora. 
para mostrarmo~ 2.2.2\6). suponhamof por absurdo quf' 
ou seja. 
(7) 
I 
<'-R ....: 2 o 
Ro ~ I U R,J > 
fiEL. 
]~.para todo 3 ~:r.). (f'ffi05' 
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• 
~ f/0 X J.' r1 /(UJ~) X (u.J~)) 
\1. n (u/8)] x \.1. n (uJ8)l 
~ I. x \.lo n (uJ~)]. 
Além disso, a inclusão pl~ C lfl, para todo /3 E f"'' acarreta que 
pl~ ' (U J,J - U(pi~ ' J~l 
~ B 
c uu, > Jp) c fi . 
B 
Consequentemente, 2.2.2(7) se transforma em 
ísto é, 
1 ' > - 'pl ;. Jl> 2 , 
ou aiTJda. 
Da Uit ima desigualdade resulta quf' 
P~la df'finição de R! ::::: J~ ~: ) 0 segue que 
' p/~ X Ja, C ]~ X l0c , 
isto é, que pl~ C 1~, o que é uma contradição. lsto completa a demonstração 
de 2.2.2{6). 
Seja agora 
A= {k E ;z : )I.'= 2', onde I, é to/ que R,= I. X J. E .M(!l)}. 
Então, por 2.2.2(6) temos 
" 'R I(~)'-
L.. í "' [I~l 
R.EN(fl} 
L ( 2' ) ' L [R,[ -,, 
kEA {o-fl..!=2*} jJa, 
< L L IRa' c: ,r 
kEZ? {n ILi=2l} : "'' 
( 
2' ) ' 
< 2 //,~{o t:,,J\D.(x.y) ."I~ dxdy. 
fixE> (.r.y):: n f' consid('H' entre todo:: o~ rE-tângulos R E: .V.(O) contendo 
(:r. y), aquele com maior projeção sobre o eixo x (denotemos este retângulo 
por R
1 
= I, Y J 1 ). Seja T(x,y) o comprimento desta projeção (isto é. 
T(x,y) =)I,). Então. se :1,1 = 2' e (x.y) é D. =R.- U&cr.. R, temo> 
2k ~ T(:r.y) ~ 1: .. Defato.como(x.y) ~R"'= lo, 10 ~ J..qrn então pela 
definição de T(.:cy) tnnos 21 =)a :::: T(x.y}. Por outro lad0. se {:r,y): 
D"' então (.:r.y) E Ue"=L Rp. isto é. (:r.yl ~H::. qlialquer qut> seja 3 ::=_r,. 
Corno {x.y)-_ Rr: = J.1 -- J,, então í f f 0 • donde T(I.y) = il"l ,:::: 1~. 
Aw.':-". ((,;lJO o:. Du são disjunto!' €- -Do =- n entâ(l 
L ;>,n..(z,y) ~ >..v.(x.y) :'_ \n(z.y). 
{r:t :).. "'21} 
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Logo, 
• 
L IR I (11.1)' < 
R,Ot(O) 
0 
IJ~I -
( 
2' )' 
< 2 f f ,,J1,.,) xo(x,y) T(x,y) dx dy 
< 2 f f xo(x,y) 2:2'' dxdy 
kSO 
c 1111' 
o que completa a demonstração do lema. 
Na demonstração do ressultado príncipal deste parágrafo necessitare-
mos do próximo lema. Antes, porém, introduziremos algumas notações. 
2.2.3 NOTAÇÕES. Dado um intervalo I C IR, colocaremos 
SJ(J) =I> (O. I!') 
e se R :::- I , J, então 
E',(R) = S,(J) • S,(J) :IR' ' IR: . 
Se- c > O ~ um número reaL denotaremo~ por cl o intervalo concêntrico a 
]. obtido atra\'Ú do inten·alo 1 pela dilatação de c veze.s seu comprimento; 
e se R::::- 1 ;" .1~ cR indicará o retángulo c]> cJ. 
Seja t.: E (~ex (JH) uma função par tal que supp t.: · L 1 . 
f:"ocw(s)d,, =O e 
I lI 
Para t O. colocaremo5- t·t(.~J :::- r 1 t:(f- 1 s). Então indirando por f" o 
espaço e(&:~). ternos o seguintf' resultado: 
2.2~4 LEMA. Sejam E um espaço de Banach, F um espaço de Hilbert e 
k1 e k, núcleos em L/"(JR',L(E,F)) e L/"(JR',L(F,t')), respectivamente, 
que satisfazem 
(1) f llk;(x,y)- k;(x',y)IIL,dy S C· ,-• 
Jlx'-lll>"'lz-z'l 
j = 1,2 
para todo 1 :> 2 e algum h > O, onde L1 = L(E, F) e L, = L(F, t'). 
Sejam T1 e T, operadores lineares limitados de L2(JR, E) em L'(JR, F) e de 
L 2 (R, F) em L 2(1Rli2), respectivamente, e que satisfaçam 
(2) T,J(x) = j kt(x,u) f(u) du 
para toda f E L';'(JR,E), e 
(3) T,f(y) = j k2 (y, v) f(v) dv 
para toda f E L';'(JR, F). Suponhamos que T seja um operador linear de 
L';'(JR'.E) em M(JR2,f') satisfazendo 
(4) Tf(x.y)= jf k,(y.t·)ki(x.u)f(u,t•)dudt· 
para toda f E L~ (IR'. E) e (x.y) ~ supp f. Sejam R= I' J e R= I' J 
retângulo~ em IR~ tais que R = 6 R. Entào. exí~tem constantes C > O e 
f: > O taiz;: que 
( 5) 
para toda f E L~ (IR'. E) tal que supp f P 6 R= O. 
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Demonstração. Sejam 
• 
A, - {(z,w)EJR' z E 61 w </6 ]) 
A, { (z, U') E JR' z<f6l ' w E 6 J) 
A, = A4 u A5 
ond€ 
e 
Observemos quE' A1 • A 2 e A~ são mutuamE>ntf' disjunt-os e supp f C A1 ~ 
Az --A~.= (6 R r. pois por hipótesf t€'mo::; qu€' $upp f - (6 i{)::: 0. Assim. 
se colocarmo~ f:::.~ f\A,· 1:::: ].2.~1. rntii.o f;::;;: !1 ~h- f:., e lE'H'rnos 
((i) r 1 , ds di , L', V,, Tf(x.y) ;, di dy --- < • Sj[R) S t 
f t, Tf,(x.y) d.~ dt . 't'tt'r • dxdy- - -- r: I s 
f fw, ' ds dt ,,·,t·,, Tf:(x.y) f: d:r dy ~ I s 
r L,1R c·_. c·,, Tfs[I. y) " ds 
dt ,, di dy-. . .• 
Estimemos cada uma da.<; inH'grals que i::parH C'm no .segundo membro dt> 
2.2.4(6). Para estimarmos a pnmera. obsenemos inicialmente que se 
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(x,s;y,t) E SI{R) e (u,t•) E IR' é tal que Ir- ui S se Jy- v < t 
então (u 1 v) E 3R C 6'keportanto (u,v) f/_ suppfi. Logo, se colocarmos 
f,.(,) = f, ( ,, w) e lembrarmos que f t/J(s )d,, = O, teremos 
.p,.p, 'T!J(x,y) = 
- f f !;0,(x- u) tj;1(y- u) Tf1(u,v) du dv 
- f f 1/,,(x- u)tj;,(y- v) (/f k,(v, w).k,(u, z),f1 (z, w) dz dw) du dv 
= i, h (/ tj;,(y- v)k,(v, w)dv) i f t;0,,(x- u)(f k1 (u, z)j,,(z)dz)du)du· 
- J Q,T,(y,w) (~;, 'Ttf1,)(x)dw , - ({'.])· 
onde 
Q, T,(y, w) = f t?,(y- v) (k2(v, w)- k,(y. u·)) dt·. 
Então pela desigualdade de Minkowsky temo5 
(<I f L,,R , ds dt t ,. • Tft (x y] ' dxdy---.o ! • • I· 8 f 
< j ,j [J, liQ,T,(y.u·)[:wn'(t·. • T,J,,)(x)F du]- dxd'dy~1 ·: 
SdJ 1 SJ(J) (6Jr B f 
< r. . [f, !'Q,T,(y.u·) L!Ff'' (r (v,· TJ/tc)(r) idxd'')''' du·1' dyd1_ 
• SJ(J1 .1(6J!' ··';{li ,~ J f 
!\1as. apJiçando o teorema dt Plancherf'l. a rondição 2.2.3(1) e a límitaçáo 
do operador TJ de L~(!R.E) em U(IR.F). obtemos 
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' 
< focjoc· l~.(()l'i!Y(T,J,~)(Oii} di; d' 
lo -oo s 
< C· f: IITtf.w(x)ll} dx 
< C· f llft~(x)llk dx },1 
< c. 11/lli~III',E) IJi. 
Portanto, de 2.2.4(7) segue que 
f/, ' d$ dt 111/•,,P, • Tft(x,y)!,;, dx dy-- :S S,(R) s i 
:S C 1 1 /ll.-I•~'EIIJI f' f {. iJQ,T,(y,w)!IL!Ft'idw dy_l: •Jj [ )' d ' lo }; 1(6JJ·- ' t 
Agora, se fi é centro do intervalo J e como y E J, (y - t' i ::; 1 e J ::: 6 J, 
então para todo w E (6 iy, temos 
iY - li' > iy - U' -· y - y > 
J J 
1 
J 0 2 ·- " -é " 2 
:.1 .I 
t - y - ,. 
t 
onde ~~ > 2, pois Zt < 2 J < J ,· Logo. aplícando a condição 2.2.4 (l) com 
j = 2. temoó' 
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Consequentemente. 
(8) 
o que completa a estimativa da primeira integral. Façamos agora a esti-
mativa da segunda integral à direita da desigualdade 2.2.4(6). Para isto 
coloquemos f;(.) = j,(z, .). Então. utilizando o fato que f u•(x) dx = O, 
temos 
t',,1.', • Tf,(x.y) = 
f/ v,(x- t )v,(y- 1·) (j f k2(r. u·)k,( u. z)h\ :. u )dzdu·) dudr 
= {fj, (.fk,(r.u·)t,.(x- u)k 1 (u.z)ff(w)) d::dudr 
~ (61)' 
= J,h / ti,(y- 1·1 (J k2(1'.u·) (/ t',(I- u)k,(u.z)du) J;iu)du) drdz 
= J,~, J ,,(y- 1) (/ k2(t·.u·) (j t·,(x ·· ul(k,(u.z)- k,(x.z))du) ff(u·)du·) dtd: 
o I '}• .r t,(y- ri.T,(Q. TJ(x.zJ./!ih )át·d: . ' 
ond€' 
• 
Q, T1(x,z) = j ,P,(x- u)(k1 (u,z)- k1(x,z))du 
Aplicando a desigualdade de Minkowsky obtf'mos 
(9{[ /]1/>,•Pt' Tf,(x,y)/;;, dxdydsdt S 
11sJ(R) ;; t 
< f f (f_ /;/\"1 , T,(Q, T,(x,z)).J;)J(y)/ii'dz)' dy dt dx ds 
lsJ(J) ls;{J) }(61)· t s 
< f [r_ (f /Ji,P,•T,(Q.T1(x,z)).J;)í(y),;,dydt)'l'dz]'dxds 
Js!(J) ltt Jj· lsJ(J) t s 
Mas. pelo teorema de Plancherel, por 2.2.3(1) e pela limitação de T2 de 
L'(JR,F) em L'(JR.t'), temos 
< f .C Z·,(~)' T T2(Q, T1 (x. z)).,r;) W ;, d;~ 
< C· r T,(Q. T,ix. z)).Jf)(y) i. dy 
.•" :" 
< c -f~ i (Q. T1 (u)).f!)(u·) Í du 
-x 
< c. Q .. T,(x.z)' Lu, r' [5iu·) i du· . '· ~ 
< C· Q., TJ{I.z) Lr.r' f i"'IF:.E\J 
Porl anto. disto e de 2.2.4 (9J segue qur 
C 11! .1' .J. i't' 1 (i ' T ( )' d )' d" :S · I L~ I"' E) i i - IJQ, 1 x,z IILIE.F) z dx~. 
# ' O I (6 1)' S 
Agora, se X é o centro do intervalo 1 e como x E J, lx-ui :S se j ~ 61, 
então para todo z E (6 i)' temos 
' ' iX- Zi > )i- z - !X- X 
> 5/2 li+ 3 ili -
> 
onde ~ > 2, pois 2s < 2:1 i :S (h Logo aplicando o TeorE-ma de Fubinl e a 
condição 2.2.4(1) com j = 1, resulta que 
1. liQ,T,(x,z)iiL(E.F)dz :S (6 J)· 
< ~;r- z:> !I 1:1:-u: fx-u·<,o i'tf· .• (x - U) ; ki( U, Z) - kl{x. Z)] L{E.F)dudz . -
- /,_,,, v,(x- u) (!,., .• ~ ,., k,(u.z)- Ux.z) L rndz) du 
·•, c (-~) i 
Consequentemente. 
( 11) 
d.~ dt 
;. di dy ~ -
5 t 
Para estimarmos a última integral que aparect> no Hegundo membro d€• 
2.2.4(6), observemos de início que do fato de f lb(x) dx ~O segue que 
~p,,P, * TJ,(x,y) = 
J f '\b,(x- u),P,(y- v) (f L,uA, kz(v,w)k1(u,z)fs(z,w)dzdw) dudv 
- j LuA, (f .Pt(Y- v)k,(v. w)dv) (f ,P,(x- u)k1(u,z)du) fs(z, w)dzdw 
= jj Q, T,(y.w).Q .. T1(x,z).J,(z,u·)dzdu·. 
A,<..~A~ 
Logo, 
(12) 
, I f . ; ;- ] \-
-C· J 
X if-
{Ui 
:\1as. se y i> o centro do íntf'rvalo J e como y.;:: J. u· 7 (t! J)" e y ~- r :::_ t. 
então temo:-
y -- u· Y ~ u· y . y -
1 J 3 J -
> 
2'/' 
> T jy-v! 
• 
onde '!JfJ > 2, pois t E (0, IJI)- Logo aplicando a condição 2.2.4(1) com 
j :::::- 2, temos 
f IIQ, T,(y, w)liLIFJ')dw <: 
J(úJ)" 
< j j i~•,(Y ~ v);:;k,(r.u·) ~ k,(y,u·)i:L[F.t')dvdw 
(6J)" 
< r ( ( '•-'• llk,(v.w) ~ k,(y,w)liL[F/')d1L') [é>,(y- v)idv 
· Jill~u·i> -, 111-v, 
(
2:J:)-· < C· _._, 
t 
~ C·c:r-
De rnaneíra análoga, obtemos 
Consequenterneme. df' 2.2.4(12) ':em que 
, ds dt 
'· did"- - < ! - ,'! ,, t 
o que completa a f'Stirnativa da última int-egral qut> aparect> no segundo 
membro d• 2.2.4(6). Finalmente, fazendo < = 2h, de 2.2.4(6), 2.2.4(8), 
2.2.4(11) e 2.2.4(13), ternos 
11 ( , ds dt 11\b,~'' 'Tf x,y)ll;, dxdy-- :S SJ(R) $ f 
,, ··2 ' ! ,' ! [(11)' ('J')'] :S C. iJtL~IIF.E)IR. ]JI + ,], 
o que completa a demonstração do Lema. 
2.2.5 OBSERVAÇÃO. Se ao invés da condição 2.2.4(1) os núcleos k1 , 
;' = 11 2, satisfazem a condição 
I ' 
li ( ) k ( 
, ) , C 1X - X ! 
k, x,y - J x ,y iiLl::; . ,ix ~ y!2 
para todo "i :2: 2 tal que i:r- y' > ') x- x' , então eles também satisfazem 
a condição 2.2.4{1). De fato. se- denotarmos 1 < ab- 1 < 2 por o_._ b. temo.:: 
( Ux.y]-k,lx'.y)rdy~ 
•; )I"""";J-7 1 
1 k,(x.y)- k,(x'.y) r,dy 
' ~ 'd ;r-;r,}:r-y y 
dy 
X 
:::::- ~2-·2'~,-~ ;r- :r' -L2;.-z/ I"- :r! 
~) I 
2.2 .6 TEOREMA. Sejam k1, k2 núdeo:; f' Tt, Tl. e T operadüres lineares 
como no L1ma 2.2.4. Suponhamos que T admita uma extensão limitada de 
L2 (JR2 ,E) em L2(JR2 ,(2). Então T é um operador limitado de L~(.IR 2 ,E) 
em BMO(.R2,l2), isto é, existe uma constante C> O tal que 
(I) 
para toda f E L';'(JR',E). 
Demonstração. S~?ja f E L';"(D? 2.E). Pelo Teorema L3.17 bac;ta mos~ 
trarrnos que existe uma constante C > O tal que 
(2) /1 ,1 . ·Tf( )'' dsdt 'f'' , 1it/',V1t"' x,y l:t: dxdy~~ :S: C· li LL={IF E);fl[ S(O) B t ' 
para todo aberto n c JR2 de medida finita. Ctilizando a notação do Lema 
2.2.2, seja fi= UR,EM 180R~ e explicitemos f= fo ""T !1· onde !o= fxn E' 
f 1 = fxrw Então. pelo Trorema de Plancherel, pela limitação do operador 
T de L'(JR',E) em L'(JR',t') e por 2.2.2(1), temos 
(3) 
< 1":1". ;;AO' ;;.,(~)'.'(Tfc,)(;.ry) 
< C·i!üii•!R:E, 
< c f ' o l"'.íR~.E; 
< c. f 
. 
L"' 1R:·.r: n 
( 4 J S(OJ :: U SJ(5R"") 
' 
• "·' dt (: dxdv~·-
~ $ t 
Defato,se(z,s;y,t) E S(!l)então(x-s,r~s)Y(y-l,y+l) C !1. Portanto 
existem int.,ervalos diádícos P e J' tais que 
(5) I' c (x- s,x+s) c 51' 
e 
(6) J' c (y- t,y + t) c 5 J' . 
Seja agora R ~ I x J E .M(!l) tal que I' x J' c R. Então, 2.2.6(5) e 
2.2.6(6) implicam que s < 2s :S 5il! e i< 21 :S 5!Ji e portanto (x.s;y,t) E 
51 (5!) x S1(5J) ~ S1 (5R), o que mostra 2.2.6(4). 
Portanto. aplicando o Lema 2.2.4 com R = 5R0 e R = 30R~ e o Lema 
2.2.2. temos 
(7) 
l"tilizando agora 2.2.6(3) t? 2.2.6(7) obtemo5 2.2.6(2). o que completa a de-
monstração do teorema. 
2.2.7 OBSERYAÇAO. Seguf' da demonstração do Teorema 2.2.6 e do 
Lema 2.2.4 que a wnstante C em 2.2.6(1) dependtc apenas da constante 
que aparec~ na condição 2.2.4(1} e da limitação do:: operadores T. T1 e T2 . 
Estf." fato será u;.llizaõo na demonstração do Teorema 4.1.4 do Capítulo 4. 
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2.3 OPERADORES INTEGRAIS SINGULARES VE-
TORIA,IS COM NÚCLEO PRODUTO SOBRE ES-
~AÇOS DE HARDY H 1(JR2,E) NÃO-ISOTRÓPICOS. 
Neste parágrafo obtemos uma generalização de 2.1.3(b) para os espaços 
de Hardy H~1 (1R2 , E) introduzidos no capítulo 1. Como no parágr~fo ante-
rior, a demonstração que apresentamos também utiliza como elemento de 
fundamental importãncia o Lema 2.2.2. 
O seguinte lema também será fundamental nessa demonstração. O 
enunciado do lema envolve a noção de átomo retangular que foi introdu-
zida na Definição 1.2.6. 
2.3.1 LEMA. Sejam E, F, e G espaços de Bancu:h e k1 e k2 núcleos em 
LJ
0
,(112,L(E,F)) e Lf"(II',L{F,G)), respectivamente, que satisfazem 
(1) f llk;(x,y)- k;(x,y')IIL, dx S C·,-' ,j = !.2, 
Jj:r~y'l>111t~il'i 
para todo 'Y ;> 2 e algum 6 > O, onde L 1 = L(E, F) e L, = L(F. G). 
Sejam T1 e Tt- operadores lineares limitados de L2(1R.E) em L
2(1R.F) e de 
L2 (D?.F) em L2 (JR,G). respectivamentf'. e que- ~atisfazem 
lo _, Td(x) =I kJ(x.u) f(u) du 
para toda f i' L;(R.E). e 
(3) T,f(y) =I k,(y.l') f(t) dt 
para toda f .;:: L:(JR. F). Suponha qut· T ~fja um operador línear d(' 
L;(IR',E) em M(II',G) satisfazendo 
(4) Tf(x,y) =I I k,(y.t) kJ(x.uJ f(u.r) du dt 
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para toda f E L~(IR'.E) e (x,y) 'f supp f. 
Entâq.. para todo E-átomo retangular, com suporte contido num 
retângulo R ;::::_ 1 x J, temos 
(5) j L. \ITa(x,y)ilc dx dy ~C·,~~ 
' 
para todo -y ? 2 e algum 6 >O, onde R, ~ z,R. 
Df'-monstração. Seja a um E-átomo retangular com supp a c R= 1 x J. 
Para í 2: 2. sejam 
A, {(x,y) E IR2 X E 41 l Y r; 2,J) 
A, {(x,y) E IR2 : I '/c 2')] , y E 4J} 
A, = {x,y) E IR' : X 127! y r; 4J} ' 
A, - {(x,y) E IR' X 1. 4] , YIÍ 2-,J} 
f IR' !To(xly)!lcd:r dy ~ vl 4- \7:!- Vs +v. 
' 
ond<: 
F,= f f ITa(x.y) "di dy . '= 1.2.3.4. 
~ • A, 
Eqimono.s fado uma destas integrais\·, separadamente Seja i' o centro do 
in1ETYfl.]o J. Se (x.y),;:: A 1 então {I.y) f_ $Upp a E' portanto por 2.3.1(4). 
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1.2.6(3) e 2.3.1{2) lemos 
' 
Ta(x, y) i h k,(y, v) k1(x, u} a(u, v} du dv 
- i h {k,(y, v) - k,(y, v)) k,(x, u) a(u, v) du dv 
i (k,(y,v)- k,(y, ií)) (h k,(x, u) a.o(u) du) dv 
~ h(k,(y,v)- k,(y,f•)) T1a,(x) dv , 
onde a,(·)~ a(·, v). 
Portanto, 
V, :5 f /. r ilk,(y,v)- k,(y,v)fiLIF,G)\\T,a,(x)lir dv dx dy 
J('l"lJ)• 41 # J 
~ j (1 llk,(y, v)- k,(y,ií)\iw,G) dy) (J. liT,a,(x)hF dx) dv . 
J (21J)· 4} 
0sando isto. 2.3.1 (1) com i ::o: 2 e aplicando a desigualdade de Cauchy-
Scbwarz em relação à variável x. obtemos. 
LI C i dy). (I 
•. 4! 
T1 a,(x) F dx) dt· 
< c.,·' lu f ((iT1a,(x)}dxJ 1 ., d1 
• J • ' 
"l"tilizando agora o fato que o operador T1 é limítado df' L2(Jf( E) em 
L 1 {JR. F). a desigualdade de Cauchy-Schwarz em relaçâo à ·variáYel t' e 
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].2.6(2) temos 
' 
V, < C· '"!_, 111'1' L(/ lla"(u)lli du) 112 dt• 
< C· ,-• 111'1' IJI'1' (L~ lla(u, v)ll~ du dv) 
112 
< c. ,-f 
Para avaliarmos l':h seja U o centro do intervalo I, Então, se (x, y) E A 2 
então (x,y) ~ supp a e portanto por 2.3.1(4) e 1.2.6(3) podemos escrever 
(6) Ta(r,y) ~ 
~ f f k,(y,v).k1(x,u).a(u,v) du dv 
= r r k,(y,v).lk,(x,u)- k,(x,u)l a"(v) du dv 11 ); . ' 
onde a"(·)= a(u,·}. Agora, para cada x. u. definamos 9z,u IR- F por 
A função g.,. pertence a L'1(JR. F). pois 
Além disso. o fato dE' que ,~upp o" C J implica que .supp 9::" - J. Logo. 
por 2.3.1 (3) e 2.3.1 (6) podemos escren'r 
Ta(x.y) = ~ T, g,"(y) du. 
Log(.~. pda df'5igualdadf de Cauchy~Sch\',·arz (na variáYel y-). pelo fato de T2 
sn unj opno.dor limitado de L2{ffi.F) em Lz(.JR.O) e por 2.3.1(1). temos 
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v, < !. r r IIT, g,,.(Y)i/c: du dx dy 
4J /(211)· li 
< r r 2IJI'1' (f IIT, g,,u(Y)II~ dy) 112 du dx 
1(2'"11)' lJ 
< c' IJI'1' r r (f IIY,,u(v)ll} dv) 112 du dx 
J{'hJ)• lJ 
< c' 1Ji'12 r (r llk,(x, u) - k, (x, ü) IIL(E,F) dx) (f lla"(v) li~ dv) 112 du lJ J(h/)•' 
Mas se x (/_ 2') 1 e u E I então temos 
Assim, aplicando 2.3.1(1) com j ::::: 1, a desigualdade de Cauchy~Schwarz 
(na variável u) e 1.2.6(2) obtemos 
Passemos. agor<:t .. a estimar \ ":,. Para isto. obsen·ernos de início que se 
(x,y) E A 3 então tx.y) E supp o e assim por 2.3.1(4} e 1.:!.6(3) podemos 
escrever 
Ta(x.y) = //(k0(y.1·)- k1 (y.i·))(kJix.u)- k,(x.u)).o(u.r) dv dr 
Logo. 
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v, < f J.., f t [ik,(y,v)- k,(y,v)liL(F.G)) x 
• 
x IJk,(x, u) - k, (x, ü)IILIE.F)ila(u, v)IIE du dv dx dy 
~ f/, (r llkz(y,v)- k,(y,v)IILIF.GI dy) X 
R hv)· 
x (/, IJk,(x,u)- k,(x,ü)IIL(E,F) dx) lla(u,v)!IE du dv 
(h/)·· 
Mas se y rf. 4J e v E J. temos 
IY- vi ?: 4 l~l > 2 lv-vi , 
e já vimos na estimativa de V2 que se x ~ 211 e u E /, então lx - Ui > 
'"I lu - uJ. 
Portanto, de 2.3.1(1), da desigualdade de Cauchy-Schwarz e de 1.2.6(2), 
temos 
A estimativa de \ ·4 f: análoga à de \ ·::~ e assim. 
\
. .. (' _, 
' "~ ' . 'i - - . 
(-' i~ lo compkt.a a demonstração do lema. 
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2.3.2 OBSERVAÇÃO. Se os núcleos k;, j :::::- 11 2, satisfazem a condição 
• 
• IY- y'i 
llk,(x,y)- k,(x,y JIIL, s c· I I' , x-y 
para todo 1?: 2 tal que lx- y'l > JIY- y'j, então eles também satisfazem 
a condição 2.3.1 (1 ). A demonstração é análoga à da observação 2.2.5. 
2.3.3 TEOREMA. Sejam E, F e G espaços de Banach. Sejam k" k, 
núcleos e Th T2 e T operadores lineares como no Lema 2.3.L Suponhamos 
ainda que T possui uma extensão limitada de L'l(JR2 , E) em L'TIR2, G). 
Então, T admite uma extensão límitada de HJll?2 , E) em V {R2 , G), isto 
é, existe uma constante C > O tal que 
(l) IIT/IIL'I11',G) s c ·IIJIIH~,(I1'.E) 
para toda f E H~,(JR',E). 
Demonstração. Como o subespaço H~{lf{2 , E), formado por todas as 
sornas finitas da forma 
' 
f-· L a, a., • 
ond.: o:c o, são E-átomo:: df Chang-Fefferman (' o, escalare::. é denso em 
Il~ 1 {1R':2, E), basta mostrarmos que T é um operador limitado de Ht {IR~. E) 
em L 3 (JR~.G). Para isto pro\·ernos inicialmente que existe constante C> O 
tal que 
(2) 
para 10do E-átomo de Chang,-Fefferman a. Com estE' objetiYo. lembremos 
QUf' por 1.2.9(2). 1E'HJO~ 
( 3 J a~. 2:: GR • 
REJ.1(f!) 
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onde ~«upp aR C 4R. Utilizando a notação do Lema 2.2.2~ seJa Ó 
UROI 48 R'. Então, podemos escrever 
IITaiiL•(I1'.Ci =f k I!Ta(x,y)]IG dxdy +f /r;,IITa(x,y)]IG dxdy 
Estimemos cada uma destas integrais separadamente. Para estimarmos a 
primeira observemos que pela desigualdade de Cauchy.Schwarz, pelo fato 
de T ser um operador limitado de L2(Jf/2 ,E) em L'(JR2,G) e por 2.2.2(1) 
e 1.2.9(1), temos 
f l, I!Ta(x,y)]iG dxdy :S IÕI*I!Ta!!L'iii',GJ 
:S C ·jÔj'/'jjafiL'!Il',E) 
:S c ·IOI'i'lo:-'1' =c . 
Para estimarmos a outra integral notemos de início que para cada R E .M, 
a função ãR definida por 
é un1 E-átomo rHangular com sv.pp âli' ::: 4R = R. Então utilizando 
2.3.3(3). obtemo::. 
< C· L iaR 
R:::Y 
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Então, "f 2 2 e temos 2tk C 48R\ donde segue quf' (4BR1)c r~ (2·)'Ry :::-- R~. 
Portanto, ap1ícando o Lema 2.3.1 e a desigualdade de Cauchy~Schwarz, 
resulta que 
Finalmente, utilizando 2.2.2(2) e 1.2.9(2)(iii), obtemos 
f f \;Ta(x.y)k dxdy S }r,. 
o qu12 finaliza a demonstração de 2.3.3(2). 
Para complf'tar a demonstração do Teorema. s12ja 
n 
f= I:a,a,c:H,~(JR'.E) 
Então. por 2.3.3(2) l€'mo~ 
n 
TJ L· 1P.: c. <. L lo., Ta, L·,,R: (; 
, 
< L la, 
donde 
' 
IITfiiL•(II',G) :s c' 11/IIH~,(Il',E) . 
2.3.4 OBSERVAÇÃO. Decorre da demonstração do Teorema 2.3.3 e do 
Lema 2.3.1 que a constante C em 2.3.3(1) depende apenas da constante 
que aparece na condição 2.3.1(1) e da limitação dos operadores T.; T1 e T2 • 
Este fato será utilizado na demonstração do teorema 4.1.2. 
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CAPÍTULO 3 
OS ESPAÇOS H{Q(JR 2) NÃO-ISOTRÓPICOS. 
Neste capítulo apresentaremos alguns aspectos dos espaços H:·Q (ll(t) 
nâo..isotrópicos. A finalidade é1 no próximo capítulo, demonstrarmos que 
particularizando os parâmetros P, Q, S o espaço correspondente coincide 
com o espaço de Hardy não-isotrópico H 1 (JR2 ). Os espaços Hf·Q{JR2 ) são 
definidos utilizando-se sistemas especiais de funções testes cujas transfor~ 
madas de Fourier decompõem a identidade. Isto será de capital importância 
na demonstração do resultado central do Capítulo 4. Desen-voh.·eremos o 
capitulo como segue. 
:Ko parágrafo 3.] definimo.<=. m E'Spaço~ L~{IR:;) mi~to:: de funções 
annlítíca~ inteira5 (o subespaço da.<- funções _7.;:: LF .~ S' tais que s.upp J: 
],-)f enunciamos alguns re~uhado~ qut serão utilizado.5 em .sE:'gtJiàa. 
!\o parâgrafo 3.2 definimos 05 espaço5-' L~ (IR::. fQ:) mistos de sequéncias 
de funções analíticas inteiras. O resultado principal aqui é um teorema df' 
multiplicador de Fou:;ier. -válido para todo P"" (PJ·P~i com O< pJ < OC' • 
.i~ l. 2 {ao corJtrá_rio dos teoremas- habituais sobre multiplicadore.> de F ou~ 
rier Yálidos somente para 1 < P; < oc). 
Finalmente. no parágrafo 3.a introduzimos o~ espaços H; 4 (IR~) nâo-
isotrópicos e demonstramos que ele:- independt'ITl dos sistema;:- de funçõe.>. 
lt-~H.'~ que sb.o utiiízo.do~ para defini-lo~. 
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3.1 OS ESPAÇOS LP(JR2) MISTOS DE FUNÇÕES 
ANALÍTICAS INTEIRAS. 
Neste parágrafo definimos os espaços Lk(1R2) mistos de funções 
analíticas inteiras e enunciamos alguns resultados que serão utilizados no 
próximo parágrafo. Não faremos nenhuma demonstração, pois podem ser 
encontradas nas referências citadas. 
3.1.1 DEFINIÇÃO. Seja P = (p,pz) com O< p, :5 oo, i= !, 2. Seja K 
um subconjunto compacto de ][{2• Definimos o espaço L~= L~(1R2 ) por 
(1) L~= {f E S'(JR') / supp 1! c K e f E LP(JR')} 
onde LP(JR2 ) é o espaço LP com norma mista de BenE>dek-Panzone j3] 
Munimos o espaço L~(JR1 ) com a quase-norma mista (norma se 
min (p,,p,) 2 1) 
ObserYamos que pelo teorema de Paley- Wiener-Schwartz {Teorema 
1 1.61 o.s elementos d€' L~ sà0 funçôes analítica.s intf"Íra.s do tipo exponencial 
f portanto 3.1.1(1) tem sentido. 
O próximo re;.oultado fornere uma desigualdade do tipo :\ikoJ.c:"kij. Para 
enunciá-lo. coloquemos 
(2) 
ondf' bl > O e b~ > O. 
3.1.2 TEORE\!A. Sejam P = (p1 ,p:) r Q ~ (q 1 .q,) rom O< p, ~ q, é 
x. 1 '~ J. '2. Seja a:::::: (o 1 .o~) um multi-indicE• f 1-: como em 3.1.1{2). 
E ..nciw t::-:istt· uma constante positiYa C. quE· ind('pt'nd{· de b1 e b:. tal que 
;j 
para toda f E Li;(JR') . 
• 
Demonstração. Ver Schmeisser-Triebel \52\ 
Se K é um subconjunto compado de JR 2 , colocamos 
Sx(IR') ~{lo E S(IR') / supp 1[ C K). 
Equipamos Sx(IR2) com a topologia induzida pela topologia usual de 
S(JR2). Então \'ale o seguinte resultado. 
3.1.3 TEOREMA. Sejam K um subconjunto compacto de JR2 e P :::::: 
(p11 pz) com O< p, ~ oo, i= 1, 2. Então, L~(J1{2 } é um espaço quase~ 
Banach (Banach se min (p1 ,p2) ~ 1). Além disso, as imersões 
(I) SK (IR') C L~(JR') C S'(JR'). 
são contínuas. 
Dí'tnonstra~ão. Ver Schrneisser~ Triebel !sz: 
O próximo teorema fornece uma desigualdade maximal para O:" espaço:; 
Lf.(U{'J. qu~e será fundamental no parágrafo seguinte para obtermos uma 
qua~c-normo \-'quivaknte param espaço<. L~·{fQ) misto"- Relnnbramo::; quC' 
},1,11 e .\11c denotam ~ funções maximais 
€ 
(.llvfl(r,. r:)= (.\1 f( .. r,))(r:) 
3.1.4 TEORE~1A. Sejam H um subçonjunto compacto de IR~ e P ::: 
(p1,p1 ) comO< p1 _::: xeO< P::: < oc. S€' o= (o 1 .o~) éummultl-indin'e 
r 1 e r2 são tais que O < r; < oo, i=- 1, 2 . então existem constantes positivas 
C1 e C2 ta\,s que 
ID" f(x- z)l < lf(x- z)l 
C1· sup ~ ~ 
-''."' (I+ lz•'·•)(l + lz2 i'') 
•-l·J··~) 
' 
< c, ·lMOJ(MJOI/1'')'7(x)r · 
para toda f E Lj; (JR2) e todo x = (xh x,) E IR'. 
Demonstração. Ver Schmeisser-Triebel]52] e Bertolo--Fernandez li. 
O próximo resultado dá uma quase-norma equivalente à quase-norma 
do espaço Lk (IR'). 
3.1.5 TEOREMA. Sejam K um subconjunto comparto de JR 2 e P 
(Pl·P2) com O< p1 :S 00 e O < P:.! < oc. Se O < r1 < Pl e O < r:z < 
mín (p1 .p:z). então existe constante positiva C tal que 
f L' < ('. f L' 
para toda f é Lj;(IR2). 
Demonstração. \'er Srhmeisser~ Triebel 52 e Bertolo~Fernandt~z 7. 
3.1.6 DEFINIÇÃO. Sejam K uw suhconjuntc1 compacto d12 IR~ e P :::: 
(PJ·P~) com O< p, ~: x. 1 :::::- 1.2. Sejam:::- SllR 1 ) tal que ::- 1m.; 
L 1 (1R~.l- Dizemos quem é um multiplicador de Fourier para L~(JR~) st' 
exi:-H· con'-'tonte positiva C tal quf 
para toda f E L~ (111'). 
Obsetvamos que 1-1m* f tem sentido. De fato, se f E L~ (1R 2) então 
pelo Teorema 3.1.2 temos que f E v~:~(lt(l) e portanto 1-1m ct f está bem 
definida pois :r-1m E L1 (IR'). 
O resultado que enunciaremos a seguir é um teorema de multiplicador 
de Fourier para os espaços Lk(.D?2). 
3.1. 7 TEOREMA. Sejam K e U subconjuntos compactos de 1{2 . Sejam 
P ~ (p,.p2 ) com O< p, S oc, i~ 1,2 e Q ~ (q,.q2 ) com q1 = min (l,p1 ) e 
q:~ = mín (l, p1 , p2 ). Então existe urna constante positiva C ta] que 
para toda f E L~(/R2 ) e :r- 1m E L~(JR'). 
Demonstração. Ver Schmeisser- Triebel \52;. 
A seguir definimos os espaços de Lizorkin-Niko!'skij Hf(JF{t) e enun-
ciaremos um resultado envolvendo estes espaços. lsto será utilizado no 
próximo parágrafo para demonstrar um teorema dt> multíplicadores de Fou-
rier para L{(_l"'). 
3.1.8 DEFI::\'IÇÂO. Seja R'"'- (rl.r::l çon1 r,-:. JR. 1::::: 1.2. Dt>finirno~ o 
espaço d€' Lizorkin<'\ikol'skij Hf::::: Hf(JR~) por 
O espaço H{'(JR'::) f. rompleto em relação a norma 
(2) 
~c- R-- (r 1 .rz) com r,.;: IS. 1 =- 1.2. então Hf(JH~)::::: Wf(JJ(). ond{' 
lrt =--- H"!'(JJ() {o e~paço de Sobo]eY com deriYadas mista~ domina11te:; 
definido por 
(3) ' Wf'(IR
2
) ={f E L2 (1R2 ) li/liwt < oo) 
onde 
( 4) 
É fádl ver que 
Hf'(JR') r H{O,O) '- 2 ;:::: L'(JR') 
se O S TJ < 00 e O ::.; r2 < oo. 
3.1.9 TEOREMA. Sejam D = (d"d,) e P = (p1 ,p2 ) com O< d, < oc e 
O< p, S 2, í = 1,2. Seja R= (r"r2 ) com 
Então, existe constante positiva C tal que 
., '!..1 ., ~-
(1- x;\' (1- x;)' .f f L' :é C· f H' 
Demonstração. \'er Schmeisser~Triebel '52 ou Benolo·Fernandez 17·. 
3.2 OS ESPAÇOS LP((Q) DE FU:KÇÕES A::'\ALÍ-
TICAS I::'\TEIRAS A VALORES VETORIAIS. 
:'\C'~H' parb.grafo apres€'ntarno:: a ver;;iio Yetoricd mi::.ta dos e;:po{,O:--
l~·tff('j. ísto é. O!- e':--paços L~~(fq) de ~equf·ncia>:- d(' funçóe:; analíll\as in-
teira"- definida~· ew IFF e a valores em f'-1 .:::: {~;_'{L.?: ,t, O resultado princípal 
f um teorema dt> multiplicador de Fourier que se-rá utilizado no próximo 
IV 
parágrafo para mostrar que os espaços n;,Q independem das particulares 
famílias de. funções testes utilizadas para defini-lo!.. 
3.2.1 DEFINIÇÃO. Sejam P ~ (p1,p2) e Q = (q1,q2 ) com O< p,. :S oo e 
O< 9n::; oo, n =L 2. Seja K = {KN}NEZ2 uma família de subconjuntos 
compactos de IR'. Definimos L~(lQ) = L~(IR',lQ(.íZ')) por 
(l)L~(IQ) = 
{f= (/N)NEJE' € [P(f") : !N E S'(JR') e supp TJ,. C KN, I! !I' E JZ'}. 
Equipamos o espaço LP(fQ) coom a quase-norma (norma se min (p1 ,p2) 2 
I e min (q1,q2 ) ~I) 
d ,. I .. ~· on f'_ = l.J) -7 a.·. 
:\o;(~mos que pelo teorema de Paley- \\"iener-.Schwartz (Teorema 1.1 .6) 
(1 c~pctÇI> Li{fç'i comis1e de sequêncla~ de funçõeo: analiliça.s lnteir~ do 
tipo e;.;ponencial sobre JR~. 
3.2.2 TEORE:.\1A. SotJ as hipóteses da definição acima. o espaço L~ (f'') 
é um e:cpaço qua;;;t:--Banach em relação a quase-norma 3.2.1(1). 
Demonstração. Yu SchmeissH- Triebel 52·. 
3.2.3 DEFI:"IÇÃO. Sejam P = (p,.p,) e Q = (q,.q,) com O· p,_ ~-ex e 
o. q,_ :::X. n =L 2. Seja n· = {J\s}.\'-::27: uma família de ;;..ukonjun10" 
(OJYl}Jacto:: d<' IR~. Seja M = (m_..,·).~~;;z- uma família de elPmrnlo~ d(· 
S1(lR::J tal quE> .r- 1m.-..: E V(JR~). para todo-"·~ ~~. Dizemos queM 
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é urn multiplicador de Fourier para Lk{fQ) st> existe urna constante C tal 
que • 
ll(r'mN • !N )NeZ' IILrlt'•'l ~C ·li (IN )Nez'I!LriN) 
para t.oda f= (/N lNez' E L~(RQ). 
Nosso objetivo é estender o teorema de multiplicador 3.1.7 de L~ (JR2 ) 
para L~ ( fQ). Com este propósito vamos demonstrar de início um Tesu ltado 
que fornece uma quase~ norma equivalente para os espaços L~((Q). 
3.2.4 TEOREMA. Sejam P = (p,p2 ) e Q = (q, q,) com O< p. < oc 
e O< 9n::::; oo. n = 1, 2. Seja K = {KN}NEZ~ a família de subconjuntos 
cornpactoo d{' 11{2 dada por 
(1) 
onde a1 > O e bi > O. Se O < r 1 < min (p1 • q1 , q:;!) e O < r 2 < 
min (p1 ,p2 ,q~,q2 ), então existe uma constante posith·a C tal que 
paratodafamí!iaf ~ (f\·L...-E.:F~ .::_ LP(lç1 ).ondepar<tcadaS ~ {l',.i) ~?L-::. 
!,..., ~ dlldo por 
(2) [; (x) = sup 
='I. 
'" ,. ' 
D - A • , d • ld d 3 f) I')' " 'b .·' <>rnonstraçao. ."\, pnrneua es1gua a e em .-.4 1-1 e o \lii. po1s 
I_.,.,;(:r) S f:•,;(:r}. para todo :r :: IR~. Para demOl15trB.mo!' a segunda 
de~lg<Ja!dade ern ~:L2.4(2) observemos inlclalmnnl<:- que fazendo ao: tran~-
f - -1 ' b- l I = -1 J b- 1 ' I' d orml::lÇOt>s .:- 1 :c_ o; .:: 1 • =~ ~ * ;;~ . :r1 o_, :r 1 , I:·= " :r 1 . ap 1can o o 
Tcorcma ::l.l.-4 e utilízando o fato quf' 
" 
ternol:> 
• 
fi<(x) -
I!N(x- z)] 
~'€1:2 
~'""! ~\ .<~) 
., 'M (I;# ;f ( -l b-1 )''•)"( ' ')1-'-< C·( Dl "'JDi N a, ., ) . ! '' X 1 ,x2 J'' 
r ' lf" )"''( -] I -} ')]J. :;::;; C·!MoJ{Mwi/N! 1 'J ai x 11 b, x2 ·~ 
" ' = C ·]Mo,(Mw]!N!'')~ (x)]'i 
onde C independe de x = (x,x,) E IR', N = (i,j) E % 2 e fN- Notemos 
agora que se r > O e g ::::: (gN )NELríN) temos 
(3) 
onde f= (l:.l. L.) e g:;::;; (2.1. q;.). Ctilizando e.<:.tes fatos e aplicando 1.L9(1). 
,.. r · r r r ~ 
obtemo':< 
- c 
c c 
c 
(' 
'. 
(.lfu (.\!", !A ''):; ls 
" \(ME- f,,,, I o; )A 
, (.\f, h ., ).• 
u , 
L,:; !I;>~' 
_1 ,. 
Aplicando agora 1.1.9(2) e utilizando 3.2.4(4) resulta 
' 
o que completa a dernoonstraçâo do teorema. 
O próximo resultado é um teorema de multiplicador de Fourier para 
os espaços L~{eCJ). Este teorema será fundamental no próximo parágrafo 
para demonstrar que as quase-normas dos espaços H;,Q (JR2 ) independem 
dos particulares sistemas de funções testes que são utilizados para defini-
las. 
3.2.5 TEOREMA. Sejam P = (p,p,) e Q = (q,q,) com O< p. < oo 
e O< q. :5 ex:, n = 1, 2. Seja K = {KNhez' a sequéncia 3.2.4(1) de 
subconjuntos compactos de .1(1 e R= (r1 , r2 ) com 
( 1 ) 
1 1 
e rz > ~-- - ·· 
m1·11 {PhP2:9l·9:.') 2 
Entil.<1 exi:::te uma con.::.tante posiiiYa C tal quf' 
(2) (mJv,. f..:)_s L"(f'-') S C· sup P'mJda,·.bJ·), HT · '(f_\'),..·i;Lr((-,'1 
r,·"' (' .J i • 
para toda famflla -Us)s.:; Lk(t4 ) {'toda família ( . ..-m_,-)s~ll: contida em 
H f (IR'). 
DC'lTJOnstração. Consideremo:: famílias {fs )_., em LP (t<-1 J e (! n1:dt.- em 
li{tlf('}. Yr._jarno::. df• inírio que m•.; ~f:.,; tf-m :-entido paro cada.\··_ íf?. 
Paro i~h> notnno.3 que por um lado. o TE>off·ma 3.1.9 afirma qu(' rn_,.,· :~ 
1. 1 i!H'). poi> (.~m,)s é H[(IR'). Por outro lado. como f., é L~JIR') 
en1ào do Teorema 3.1.2 seguE:' que h·: f Le>:-(JR 2 ). Logo. ml\· ~ fl,; e"'Ú bem 
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definida. Passemo~ à demonstração de (2). Para cada N ::;;- (t",j) E 7L 2 e 
x = (x" x,j E JR' coloquemos 
onde s1 e s2 são constantes po..c;itivas que serão escolhidas oportunamente. 
Então. utilizando a desigualdade 
' ' ' I+ ,'d(u- v)-; S C· (I+ .d(u- v- w)i') (1 + ldwF) 
onde 11, t'. tu. r e d pertencem a IR com r e d positivos, temos 
i(mN '!N )(x- z)l S j j [mN(x- z- y); if>-(y)l dy 
< fJ..:(x) j j [mN(x- z- y)i (I+ [a,(x,- y,) :'o) (I+ (b,(x2 - y2);;';) dy 
' ' < Cfj,.(x)(l + [a,z1)!'>) (1 + lb1z2)''0) ; 
'j.f m.,(x- z- y) (I- •a,(x1 - y1 - z,J.">) (I- b1 (x 2 - y,- z2),f•) dy 
' ' 
~ Cf,(r)ll- a,z1 ) '>) (l- l•,z2 1 'I 
· (/a·'b- 1 ( 7 'g,)I!J'.!J')(J- y,;";)(J-Iy,:':)dy . . : . - o. li, ' 
onde ms = _t"- 1g_,,: com 9!'·:.;:: Ht(lf(!j. 
Lembrando agora que 
·h-l(~-1 )ly, y,)- ~--1 ' b ))( ) a, u
1 
: gs - . -b - .• g" a, . 1 · y,. y, a., j 
X f ft1- 1gN(a,.,b,.))(y)(J + yi)i> (1 + Yi)'!'dy 
• 
< CJ;.,(x)(l + [a,z,)l''>)(l + [b,z,)l!;) IIYN(a,.,b,.)ll»f 
~ C/;.,(x)(l + [a,z,)l'';)(l + [b,z,)[!;) l11mN(a,.,b,.)IIHf 
se 
(3) 
I I I I 
r1 > ~ + ~ e r., > - + -- . 
.s 1 2 ~ Sz 2 -
isto é. 
se 3.2.5(3) vale. Sejam .s1 e Sz satisfazendo 3.2.5{3) tais que O < .s1 < 
min (pJ,QJ,qz) e O< Sz < min (PhP2,9h92)· Então~ aplicando o Teorema 
3.2.4 ternos 
i (ms' f,),., L'll·'l S · ((ms • f,· l'l,viil')t''l 
<- c. sup :·Ims(o,·.b_;·) Hf u_,-)s L'(f'•'l 
f\' o= (l.j \ 
(!,), L')t') 
o que finaliza a demon~tração. 
3.3 OS ESPAÇOS HtQ(IR') J'\ÃO-ISOTRÓPICOS. •. - -
O oh.íni\·o dE':: te parágrafo é introduzír o:-. espaços H:·q(JR~) definidoo-
a: rct\ (:·:-de norma<:: mista;;: e mosuar qut- este.<- espaços independem dos par-
ticulb.r<'s· 5Í:o1ernas de funções teste,:; qtw sào utílizados para defini-los. 
~] 
3.3.1 LEMA. Existe '{) ( S(JR) tal que 
(1) 
(2) 
(3) 
' 
supp l<p ~{I E lR : z·> S (tiS 2) 
(l<p(t)l >O se 2·> < lti < 2 ; 
~ 
I.; 1 <p(2-'t) ~ 1 se t #O 
í=-oc-
Demonstração. Ver Bergh - Lõf strõn I( 
3.3.2 SISTEMA DE FUNÇÕES TESTES. Sejam 'P como no Lema 
3.3.1 e para cada i E 7L a função rp1 dada por 'Pt(t) = 2;1;?(2't}. Chamaremos 
a família (~-,},tz de um sistema de funções testes sobre JR. Observemos 
que do fato de J<p,(t) ~ l'P(T't), para cada i E :E, e de 3.3.1(1), 3.3.1(2) 
e de 3.3.1 (3) seguem as condições 
(1) 
(2) 
(3) 
supp 1 'Pi = {tE IR : 2i-l ~ !ti :Ç zi-+ 1} i E 7L 
il'P;(t)i >O se 2'· 1 < ;t < 2•-r 
~ 
L .1<p,(t) = 1 se to!' O . 
;,_- oc 
3.3.3 DI:Fl:"!ÇÀO. Sejam S = (.; 3.,,). P ., (p3.p,) e Q = (q,.q,) tai; 
qup ·"• D-/. O"· Pr. < x e O/ q~ . .:::· x. n ""' l. 2. Sejam (;, ),,- Z' e {t; L,: .ã' 
sístema~ dE> funçôeÕ' testes como em 3.3.2. H.~.Q (IF() = Hry (IR~. ;;.t·) é 
o espaço vetorial das funções f pertencentes a LP{JR2 ),... S'tJF(2 }. a \'alare::. 
reais. que satisfazem (2·'''""'·';J<;.:,li';" fJ.:, -=: LP(f"l 
Equipamo!' o espaço H~'q(JR:) com a seguinte qua_c..e-norma (norma .5(' 
ml11 (p,.p,.q,.q,)? 1): 
(l) 
Quaudo não houw·r motiYo para confusão dE'notarE"mos 
pksmente por ,-f; H~,,. 
f " H 
Observemos que se S ~ (s.s). P = (p.p) e Q = (q.q) então 
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' 
e portanto podemos escrever n;·Q (JR2 ) na notação mais simplificada 
Hi·'(JR'). 
O próximo resultado mostra que a quase-norma 3.3.3(1) ir~ depende 
dos sistemas de funções testes (p,),E-z e (t,V1);EZ· 
3.3.4 TEOREMA. Sejam (n,),,.,, (il,)J<E· (l"tl>EE e (~•L)IEZ sistemas 
de funções testes corno em 3.3.2. Sejam S, P e Q como na Definição 3.3.3. 
Então as quase-normas lí-ll~·~·'·' e 11-!l;·~·-·..~ são equivalentes, isto é, existem 
constantes positivas C1 e Cz 'íais que ~ 
(1) 
Demonstração. Basta mostrarmos a primeira desigualdade em 3.3.4(1), 
pois a segunda é obtida da primeira invertendo as posições de o.. 8 e v;, t!·. 
Observemos inicialmente que de 3.3.2(1) e 3.3.2(3) podemos escrever 
l 
Ju,(t,)~Jo,(IJI L J;c,.~(t,) 
"' "- - l 
para rada t 1. 1~ pertenc€'n1f;:, a IR e cada i. J pertencentes a LZ. Então. se 
f E H;-·-Y(JJ{~). temo~ 
j :1 i 
l J 
,~, .. .,,.,>f 
,:__ ,;__ "'''"'; -,..1-m'-;-r. · 
"'"-I m::o -1 
Portanto, utilizando 3.3.4(2) e a desigualdade triangular obtemo8 
' 
l l 
< C· L L: T~~m-~2 nllo:1.BJ * (2~J(l+m)"+~:J:(1+n)fPI+m'l,bj+n "- f))tjliLr(t''-') 
n::;-J m=-1 
l l 
< C· L L lia,;>,' f,+mj+n)<;IILr(N), 
n:o-1 m=-1 
onde 
f . _ z~di+m)Hz{j+n},n. ..1.. *f •-:-m,J+n- Y•+mlf"')+n · 
Tomemos agora R = ( r1 , r2 ) E JN 2 satisfazendo 
r, > 
I I 
+-
min (p1 , q" q,) 2 
I 
+-
2 
Entâo por 3.1.8 H.f(JR-;;) ~ H':f(JR 2) e aplicando o Teorema 3.2.5- com f~~,·. 
rn,.;. a., e b) substi1uido~ porf,-rn.J-"'' a,3;. 21- 2 e 21 - 2 • respectivamente. 
obremo~ 
n:::-lm=-1 I,J 
t,J 
Para comj.1\etar a demonstração basta mostrarmos qu12 existem constante.<:-
C1 e c~ 1ai"' que 
(3) 
(4) • 
para todo i e J pertencentes a 7t. De fato, como ]" ai(2i* 2t) ::::: 
7 a (22t), então para todo inteiro positivo h temos que D' [ 7 a,](z•Ht) = 
Z"D'(J"a)(2 2t). onde D' denota a derivada de ordem h. Como a E S(R) 
satisfaz 3.3.1(1) segue que 
f: { [D'(J" a,)(2'"t)1' dt 
h,; O • 
f: 2" j iD'(J"a)(z't)[' dt 
h=O ., r 
< t;,z"-'llul$2 [D'(J"a)(u)[' du 
< cl , 
o que mostra 3.3.4(3}. Analogamente obtemos 3.3.4{4). Isto completa a 
demonstração. 
3.3.5 Ob!'ervação. SeguE> da demon~traçâo do Teorema 3.3.4 que não 1: 
Jlf:'('cssárlo utilizarmos a condição 3.3.2(3) dos sist~?mas (ot)< €' (31) 1 • isto ê. 
"' -"-L !u,(t) = L .7;3,(1) =I . t ~o 
para obtermos desigualdades do tipo 
f "·' . c· H:·, ~ .. 
lsto pt'rmitirá {'Xigir do:3 sistemas {a.,)* e {31 }1 outro tipo de ccmdiçao como. 
por exemplo. 
' X L .i'at(t) '= L ·'•W)'= I . I o; O 
k:::--x /:;:;;-:X 
o que será feito no próximo capítulo. 
' 
8(, 
' 
' CAPITULO 4 
A CARACTERIZAÇÃO H 1(IR') == H6·'(JR'). 
É neste capítulo que abordamos o tema central deste trabalho, que é 
obter uma caracterização do espaço de Hardy nâo-isotrópico H 1 {.lR:) como 
o espaço não-isotrópico H~'2{R1"). Este espaço é um caso particular dos 
espaços H:·Q(IR') definidos no Capítulo 3 quando S = (0.0). P = (Ll) e 
Q = (2, 2) (ver observação feita após a definição 3.3.3 para o uso da notaçã.o 
Hk'(IR')). 
;\o caso isotrópiw. caracterização do espaço H 1 do tipo que apresen-
tamos neste capítulo foi obtida inlcialrn€-nt€' por J.PN'tre 44, i45·. Pot--
teriormente. H.TrieOel H'alízou em 59 outra demons1ração 11tilizando ou-
tros argumentos. ~1aís recentr;>mentL uma noYa dE>monstraçâo foi feíta por 
J.LRubio de Frant;ã. F .J.Rui:z e J.L.Torrf'él 47. Ob::-Nvamo:::. entretantu. 
que as demonstraçõe~ que esses d\-..-usos autores apresentam. ou contém 
passagens onde é difidl perceber o:: argumentos envolvido~ ou apena..s são 
dadas algurna..c; indicaçõe:.- do:.- rnesmo.o:. Em vista disso. foi necessário iníd-
alment€ desenvolver d<,:a!hada.mente é demonstração da caracterização no 
caso isotrópico. par<J. que toda~ a: idéia~ envohid~ se wrnassem clara::. 
Feito isso. procuramo.:. adaptar a dernom:tração para o caso nâo-isotrópico. 
Entretanto aparereram vária_.:. dificuldade~- as quais não ocorrem no caso 
isotrópico. Idéia:- nova~ liveram que ser !?mpregada~ na d~:'monstraçâo do 
ca:;o nào-ison6picu Eq~ d0mon'<.lraçâo. por sua ve7. i: ro?c.lizada com o 
auxílío de resultados que foram obtido:- nO.' capítulo::. anterior€'". como se-
gue. 
No parágrafo 4.1 utilizamos os resultados sohr<' operadores integrai~ 
singulares ~que foram obtidos no Capítulo 2 (Teoremas 2.2.6 e 2.3.3) 
para demonstrar que certos operadores definidos através de funções te::--
tes convenientes são limitados de H1(JR') em L1(JR',t') e de L:;"(JR') em 
BMO(l?2 ,{") (Teoremas 4.1.2 e 4.1 .4). Como consequéncia direta desses 
operadores serem limitados de H 1(JR 2 ) em L1(1R 21 C2) segue que o espar;o 
H 1 (Df2 ) está imerso continuamente no espaço H~'2 (JR2 ). 
A finalidade do parágrafo 4.2 é obter um subespaço denso de Hl·2{1R2 ). 
A idéia da construção dest.e subespaço é devida a E.M.Stein [55] e foi 
também utilizada por H.Sato [49~. Estf' subespaço auxiliará na demons~ 
tração da imersão H~·2 (D? 2 ) C H 1(JR2), quE> será feita no parágrafo se-
guinte. Outras ferramentas que também desempenham papel fundamental 
na demonstração dessa imersão são o Teorema de dualidade do espaço de 
Hardy Hk~;(Jl{~ 1 l 2 ) nâo-isotrópico que foi obtido no Capítulo 1 (Teorema 
1.3.12), o teorema que afirma que os operadores considerados no parágrafo 
4.1.1 são limitados de Lro(JR') em BMO(JR' ,f') (Teorema 4.1.4) e o resul-
tado do Capítulo 3 que diz que duas normas quaisquer do espaço H{~·2 (/lí'2 ). 
definidas através de famílias de funções testes distintas. são equiYalentes 
(Teorema 3.3.4). 
4.1 RESULTADOS PRELIMI.'\ARES. 
:'\P,.'H parágrafo obtemo~ algun.~ resullado.<- que aux.iliarâo na d('mOJ,:-" 
tração da caracterização H 1 (.1R~) :::- Hl~ :{JR;). que será feha no parágrafo 
4.3. O lema seguinte- Rerá necessário na demonstração de alguns desse::. rf'~ 
sultados. 
4.1.1 LEMA. Seja,: c S(JR) tal que ,'(0) ~O e ,'(I) 
Fazendo y 1 (x) = 2-'.,;·(2"x). J E 7L. temos 
( 1 ) ) ' (t) ' < c : ..._. r-·' ~ 
(2) z::,,: 1 (x) 1 :óC·x_, 
'"" 
f • . ') 
(3) (" I ( ) ( ) ')J < C' )y' ./..... I{)J :r - y -· ;;:,1 x : z _ · -
1 12 
, se 
~ jEZl X, 
Demonstração. Ver Torrea !Si; ou Fernandez [31]. 
4.1.2 TEOREMA. Sejam ({J e 1/J como no lema anterior. Então 
(1) 
para toda f E H;,(JR'). 
Demonstração. Consideremos o operador linear definido em L;(JR2 ) por 
TJ ~ (IOitP1 ' !)., E M(JR',t'(tz')). 
O operador T está bem definido, pois se f E L;(.Ht2} então pelo Teorema 
de Plancherel e por 4.l.l(l) temos 
(2) I I 2: L ,::,c·, • f(x.y) 'dxdy c. 
Jf E tEZ' 
~ L L f { ;,c • J(x.yJ 'dxdy 
J<:2l,-'7Z • . 
L L f f ,',(s)>··,(t)j(s.t) 2dsdt 
;E?l•r:Z' . 
{ fcr:_ ~.!.<\ 'Hl_ "-',it) 'J Í(s.tl 'dsdt 
.. •.:.li :tf'll 
C· IJ ÍV t) 'dsdt = C· f L•,r. 
L L ;,c, • f(x.y)' · ex 
1EZ•~lZ 
para quase todo (x,y), isto é, Tf(x,y) E f 1 (LZ 2 ). Para mm;trar quf' TJ ~ 
uma função* mensurável é suficiente verificar que a aplicação 
(x,y) ~ Tf(x,y).a 
é mensurável para todo a E t2(E2), uma vez que 12 (2! 1 ) é separável. Mas 
se a = ( 0:1j ) 11 temos 
Tf(x,y).o I: I: (IV.~·,* f(x,y))o,, 
jEZltE7l 
L 2: o,jyt·'lf.\ * f(x, y) 
iE7tiEll 
que é obviamente mensurável. A desigualdade 4.1.2(2) mostra que T é um 
operador limitado de L'(JR') em L'(JR',t'(LZ'). 
Para cada n E 1!\' t consideremos os operadores yn, T1"' e r; definidos 
da seguínte maneira: 
T" definido em L;(JR') por 
T"f ~ (ç,v, • f; -n S t.J c; nl c .\f(JR2 .12 (LZ 2)): 
T{' ddinidoem U(JR) por 
Tn ~ (", • f: -n S' :C n) c M(JIU2 (LZ)): 
:\o:;.:-o próximo pas:-.o ser<! mostrar que esse:-- opnodore:-- :-.atisfazem a:-
hipótf'si'~ do Teorema :?:.3.3. Para is',o ob::nn'HJO~ df· inicio que por um 
racíodnio análogo ao que fizemos com o operador T. é facíl vermos qur 
paro cada n -: f";. T" está bem definido e T" f é funçâo mf'nsurável. Além 
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disso, de 4.1 .2(2) segut:' qut' os opt>radoref' rn são todos limi1-ados dt> L1 (1R1 ) 
em L2(1R 2 .,f2(.Z2)), com IITnli limitada por uma constante que independc 
de n. 
Os operadores T!' são limitados de L'(IR) em L'(IR,t'(~)) com ,!Trl! 
limitada por uma constante que independe de n 1 pois peJo Teorema de 
Plancherel e 4.1.1 (1) temos 
f t (p, • f(x)!'dx ~ t f 1\Ô;(s)I'IÍ(s)l'ds 
,::::-r. t= -n 
< C· f IÍ(,<);'ds = C· l!fliu1111· 
Afirmamos, agora, que para cada n E IN, o núdeo k~ definido por 
k~(x): >.E (J: ~ k~(x).>. = (p,(x)>.; -n :Si :S n) E t'(~) 
está bem definido. pertence a Li,.(IR. L((l', t'(~))). verifica a condição 
2.3.1(1) com L1 = L((l',l'(~)) e para todo f~ L?(IR) temos 
(3) T; f(x) ~ ( k;'(x- y)f(y)dy. 
Di' fato. k~· f'Stá bem definido. pois dt> ; .:~ S(JR). temo~ 
( 4) ó: C(n) À 
'"' --:r. 
para todo), --: (["'todo :.r -:· IH Poi outro lado. corno Lf(f,(:(,!Z')) é 
isométrico a C"(Ej. f' a aplicação 
' 
:r C:: IR -- L n,;,{x) 
é memuráveL para todo o :::- (a,), -:; (lã'). segue que k;· é memur~YeL 
Agora. se A C IR é um compacto. então por 4.1.2(4) temos 
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i ilk~(x)l\i,dx S C(n)\A\ < oo, 
onde L1 ~ L(lf,f2(X)), o que mostra que k~ pertence a L1"(JR,L1). Para 
mostrar 4.1.2{3) observemos que do fato da aplicação 
u E lR ~ (\Oi(u)f(u); -n Si S n) E f 2(X) 
ser integrável temos 
rr f(x) (10, 'f(x); -n si s n) 
<f \Oi(I- u)f(u)du; -n Si S n) 
fkdx- u)f(u); -n Si S n)du 
= f k~(x- u)f(u)du. 
Finalmente. se :r-- t1 1 > '1.Y- u';. com')? 2. entâo por 4.1.1(3). obtemos 
" 
= (L 'iC,(I- u) · ,;,(x- u') 1 )! 
" (L ,;,(x · u' • (u- u'))- 9,(x- u') ')i 
< C· 
u -- u' 
onde C é uma constante que independe de n. Portanto. pela o1)-
servaçâo 2.3.2 seguE'" que o núdeo k~· verifica a condição 2.:-l.l(l) com 
Ll :=: L(ti. e(~)i {' constant(< c independPntf' de n. A limitação dos OP('-
rador<'S T{' de L'(JRJ'(X)) em L'(JR.I2 (ZO')). com T;' limit;,da por 
uma constante que índepende de n, segue df' 4.1.1(1) por um raciocínio 
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análogo ao que fizemos para Tr'. Vejamos agora que, para cada 11 E J!V, 
existe um qúcleo k;' pertencente a Lf"(JR,L(E'(Z),l'(Z'))), satisfazendo 
2.3.1(1) com L,~ L(f2 (2),l2(22)), tal que 
(5) T;'g(y) ~ j k;'(y- v)g(v)dv, 
para toda g E L;(JR,l2(2)). Para isto seja k;' definido por 
k;'(y): a~ (a,), E f 2(2) ~ k;'(y).a ~ (.P,(y).n;; -n Si,) S n) E e'(22). 
Esta função está bem definida, pois do fato de 1/J E S(Ht) segue que 
n n 
(6) 1\k;'(y).aii,,(.Z'I - (L L (tb,(y)a;I'Jl 
n 
< (L lv•,(YJI'Jl(L la,I'Jl 
j::;-n 
para todo o= (a,), f l 2(2Z) e todo y E IR. A mensurabilldade de k;1 segue 
do fato de quf' k? = =;.F_" kLr onde cada k2',; definida por 
k,,,(y).o ~ ( ...... O,,•,(y)u,.O ...... ) 
é mensurável. pois cada tj·3 o é. O fato de que .
1k;'{y) i,. é localmente 
integráveL onde L:~ L(l'(2).1'(2')). segue de 4.1.2(6).· A verif:caçâo 
de 4.1.2(5) f' análoga à de 4.L2{3). Também como no caso do nucleo k;'. 
segue df' 4.1.1{3) que 
onde C f: uma constante que índepf'nde de 11. donde resulta qut k.:· satisfa2 
2.3.1{1) com constante independente de n. Para completar a vHificaçâo d(' 
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que os operadores T 11 ' Tlrl e rr satisfazem as hipóteseB do Teorema 2.3.3, 
notemos qQe do fato da aplicação 
(u, v) E JR' ~ (<P.(u)l/!,(v)f(u, v); -n <;; i,j <;; n) E f'(E') 
ser integr-ável quando f E L~(J{l), temos 
T"f(x,y) ~f f k~(y- v)k~(x- u)f(u,v)dudv 
para toda f E L;(JR'). 
Portanto, pelo Teorema 2.3.2, obtemos 
(7) IIT" flíL'II<',t'IZ')) :"C· 11/lln;,l•"l 
para todo n e toda f E H!lH? 2), com C sendo uma constante que inde-
pende de n (ver observação 2.3.4). Finalmente. aplicando o teorema da 
convergi-ncia monótona em 4.1.2(7) obtemos 4.1.2(1), corno desejávamos. 
Como consequéncia do Teorema 4.L2 temos o seguinte resultado que 
já fornece uma parte da caracterização H 1 (JR 2 ).::: Ht:· 2 (JR~). 
4.1.3 COROL.Á.RIO. O espaço H;1 (1R
2
) está imerso continuamente em 
H,1 :'tU('J. í-.ro {. r·xí<;te com1ante positiva C tal que 
!'f H':-~.'1 S C. l-j' H' [IF; ,. (•·· ~' ' 
Demonstração. Basta observarmos que a::-- funçôe:-- lt?sle~ qu(· são utili~ 
zadas- para definir o espaço HJ·z(JR2 ) satisfazem ~ hípótese~ do Teorema 
4.1.2. 
O próximo teorema terá importância fundamental na demonstração 
da imf'r::;ào contrária à que se refere o Corolário 4.1.3. ou seja. que o espaço 
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' 
4.1.4 TEOREMA. Sejam <p e 1/J como no Lema 4.1.1. Então 
para toda f E L';'(JR2). 
Demonstração. Análoga à demonstração do Teorema 4.L2, utilizando 
neste caso o Teorema 2.2.6. 
4.2 UM SUBESPAÇO DENSO DE H6 2(JR2) 
O objetivo deste parágrafo é obter um subespaço denso de H~·2 (JR 2 ) 
que será utilizado na demonstração da caracterização H 1 (JR2) = Hc~'2 (J1{2 ). 
A idéia da construção desse subespaço é devida à E. M. Ste-in !55] e 
fol também utilizada por H. Sato [49> 
4.2.1 LEMA. Existe:;; 0 S(R) a valores reais tal quf' 
11 I 
( 2) 
,c(O) ~ 1: 
suppJ;;:::: {s-: IR 
Df'monstração. Seja 6 E S(JR) tal que o(s) > O se .s 
$ ;:: 1 e I o(,~)ds ·= 1. Consideremos t: dada por 
1 --
v(s) = ·(o(s)- o(-s)) 
2 
t- coloquemo::;;; .:::: _+··li. .. É fácil de verificar que'{ satisfaz a;: condiçõe:: 
4.2.1(1} e 4.2.1(2). Para vermos que,:; é a valores reais basta mostrarmos 
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que a parte imaginária de I{) é igual a zero, isto é, 1 mi.p ::o: O. Para isto, 
" ~ -;,;-
coloquemo& ,P(s) = .P( -s). Entao, observando que .p- .P = O, temos 
2i ]m<p "'- 'P = r'.P- "Fi.P 
- r'"'- 1-'(~) 
1-'I.P - ;j;J = o 
donde segue que Jmp =-O. 
4.2.2 TEOREMA. Seja O o espaço das funções f E S(JR') a valores reais 
tais que 
(1) 
(2) 
j E C;"(JR'); 
suppfni(JR x {O})u({O} x JR)l = 0. 
Então O é um subespaço denso de H~·2 (1R1 ). 
Demonstração. Observemos inicialmente que pelo Teorema ] .2.4. pela 
observação feita após 1.2.1 1 e pelo Teor~ ma 4.1 .3 segue quf' O ::: H C, .'1 (JR2 ). 
S{_•jam f-: H,L'1(JR 2 ) e (~,e,),. (i·;); sistemas de funçôe::; te~tes a valores rt>aÍ!:i 
como em 3.3.2. com r,3, e \c·J não-negativa~ para todo i. j. Para rada .\·E JS. 
fO!lsid(•fOJ10" a função r ... -dada por 
.li,· "' 
fs(r.y) = L L ,:,c·1 ' f(x,y). 
;o;;o-_,._-,,_-,..,-
.... - .'>' 
f.v--_L'lR:) <. L L ;-,t~, ~.r L'il?:, 
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Por outro lado, aplicando a desigualdade triangular e utilizando o fato de 
que 0 e #• pertencem a S(JR), obtemos 
N N 
11/NIIn,!'lll'l S L L II'P•t/1, '/lln,:'IE'I 
j=-N i=-N 
N N oc oc 
L L f f( L L i'P•tfi, • <p,t/1, • f(x,y)i'Jldxdy. 
i'='-N 1:=:-N l=-·oo k=-oo 
N N oc oc 
= L. Lj f( L L lr'i;?• i<d, .,\,i • f(x,y)i')ldxdy 
J"'--/1< 1::::-l\ 1=-o::. k=-oo 
< c) f( f f Í'PktPl•f(x,y)/')ldxdy 
1=-o.::.k:=-oc 
= C ·iiflin,;·~(IP)" 
Mostremos agora que f,.· ---1 f em Hci•2(.lf1) se N _, oo. Observemos de 
início que do fato dos sistemas (Yl)l e(~';); satisfazerem 3.3.2(3). ternos 
O( oc }>." -' 
L L (,s, i, iH~- 'll- L L(,?,,~, Í)(~.r;) 
para todo ( Ç. TJ) -:: li{". dondf' segue que 
,,,.,,(f- h i(x.y) .. r'.;,,:,, .I (f- fs) (x.y) 
- r' L L (.;, ,· .. ;:, ,;., íl (x,yJ. 
L-ogo. !W1alldo que 
L L ,s, ,;, ,s, ç, 1 = o 
iJ'?l•'-1 ,;·2-!1."-+J 
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para todo k e l menor do que N, obtemos 
' 
li!- !NIIn.~'l11'l =f f ( f: f: I<P>tPI *(f- !N)I')ldxdy 
lc=-oo k=-oc.-
f f(f: f: Jr 1 [ L L (\Õ• ,P, ,p, >b, f)]!')ldxdy 
I=N lt=N lii?N+l ]i]?N+l 
oooc 11 
< f f(L L 1r1 i L L(?, ,j,, í:J,.., ;;,,+- flli')ldxdy 
I=N lt=N ~=-1 r=-1 
< t t f f (f: f: I<P•~·tPH> * <P>tPL * fi')ldxdy 
.•=-lr=-l 1=-Nk=N 
Tomemos agora um número natural N suficientemente grande {de modo a 
satisfazer a condição 3.2.5(1) com r1 = rz = u, Pt = pz = 1 e Qt = 92 = 2). 
Então~ aplicando o Teorema 3.2.5 com m,.,.~ fN~ a,· e b; substituídos por 
'Pk+rt/JI+t• IPttl>l ~· !. zt+l e 2/.+ 1, respectiva'mente. obtemos 
1 1 
( " ' ; . (2'·') ' . ("'~1 )'' ) L L- sup ,,'4 11-.', . -J.r.~ sup: ;:'k-r - . l!K".~ > 
f=c-1r:o:o-l l k 
(J.{<5_ f ,:,1, >f 'i'didy) 
j"" ]\. k=- ,, 
Mas, fazendo urna estimativa sernelhan1e à de 3.3.4(3). obtemos 
e 
para todo k.l pertencentes a Z: e r.~ tomando os valores -L O. 1. Conse-
quentemente. 
Pelo teorema da convergência dominada segue que ft,: .............., f em H6'2(IR1 ) 
se N- oo. 
r\ osso próximo passo é mostrar que podemos aproximar cada f N em 
Ht11'
2 (JR7 ) por um elemento de O. Para isto 1 sejam a e P funções como no 
Lema 4.2.1 E:\ para cada n E J/\', coloquemos 
X y 
!N .(x,y) ~ n(-)!l(- )fN(x,y). 
' n n 
Então ternos 
J]fN,o] ~ n'Ja(n.)J!l(n.)' lfN 
e portanto 1\fN,n] pertence a C::'(1R2L para cada n. Além disso, como o e 
!l satisfazem 4.2.1(2). temos 
supp J fs . .' - supp :n'Jo(n.)JB(n.)- supp !fs 
1 1 
- {(x.y)ox <···!Y ~-}-
1l 1'1 
-{(x.y):z-·"'·· 1 < :r< 2·""''-l.T_,·- 1 ·y ::;z-'1:-l} 
donde supp JJ," ' (IR' {O})~' ({O} x IR) ~ 0 para n suficientemente 
grande. Portanto fi.,-_., ?;: O para n suficientementE' grande. Afirmamo:-
' " " agora que f_-,..·r, _______,. h.- em Hc,-~(JR·) se n ~~ x. Com efeito, corno 
supp .;..-L··.- e ,wupp j f"- ~ fs.r. são disjuntos para 1- ?: _\"- 3 e j 2· S- 3. 
então temos 
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Como fN.n ----4 fN pontualmente se n __... oc, então pelo teorema da con-
vergência dpminada temos que llfN- !N,n!\Ll(JF) __...O se n-- oo, o que 
prova a afirmação. 
Finalmente. se e: >O, temos que existe IN E H6•2(Jffl) e fN,n E O tal 
que 
e 
Consequcntemente1 
o que demonstra o teorema. 
4.3 A CARACTERIZAÇÃO H 1(JR2) = Hci'(JR2 ) 
A finalidade deste parágrafç final é demonstrar que- o espaço de Hardy 
H 1 (lfF) nâo-isotrópko coincide com o espaço H/ 2 (IR~). quE> é um caso par-
ticular dos e5paço:, Hr"(IR 2 ) que foram introduzido~ no Capítulo 3. Mai~ 
precisamente. demonstraremm o seguinte resultado. 
4.3.1. TEOREMA. Uma função f em L'(JR') pertence a H'(lfi'J se. e 
somente se. f pertenc€' a H/.:(JR:). Além dis50. existe constante C >O tal 
que 
(1) 
D('monstração. Basta mostrarmos a primeira desígua1dadE' em 4.3.1(1). 
poi" a ~f:·gunda já foi demonstrada no Corolário 4.1 .3. Para isto. Sfjam 
f·~ C e g ~- L;."ilR:;) tal que g L"'lli';)::.:: l. S(jam tambi-m n::::: (o,Lca? e 
3 = (d;};t;z: sistemas de funçÕe!:' testes como em 3.3.2. ma::: com a condição 
3.3.2(3) substituida por 
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' 00 L: [â,(s)J'; l, si O 
00 
L: l~;(t)]'; 1, ti o 
(ver obseHaçâo 3.3.5). Então, utilizando a fórmula de polarização e o 
teorema dE> Plancherel, temos 
(2) f f f(x,y)g(x,y)dxdy; 
= ~I f f lf + gj'dxdy- f f [f- g;'dxdy: 
= ~i f f f: Jci,(s)]' f: [6;(1)] 2 !1(! + g)j 2dsdt-
•=-<;>:_·. )00-0C-
-f f f: ·lids)' f JB,(t)'' 1(!- ul'',IBdt 
t=-cc ;=-o:: 
= ~ f: f: J/ 1(a,3, • (f- g)) 2àsdt-
)" -:..: '"''- ::>._ 
-i: i fi T(a,J,•(f-g))'dsdt 
J=--xto=-o:: 
r r~ f:: f:: ( a,B, • (f- g)'- a,3, ·(f- g) ') dxdy 
.. 4 
J:O:-t;X_ 1"'-:X 
= fi i: i: (<>,3, • f)(a,B, • g)diày. 
;::c-<.:>::- to::-;:..: 
\otnno'" agora que pelo Teorema 4.1.4 temo" 
(3) 
JOJ 
para toda g E L:"'(JR'), o que mostra que (a,B, • g),, E BMO(JR', R2(.íZ 2)). 
Por outro lado 1 se denotarmos por H a transformada de Hilbert em uma 
variável e convenc.ionamos que H0tp =- p e H1p ;;:: Ht,p, então para cada 
k ~ (l,m) E O, temos 
(4) 
Mostraremos isto apenas para k = (1,0), pois os outros casos são análogos. 
De fato 1 pela Definição 1.2.1: temos 
JiHw(n,i31 * f)j(s,t) -i sgs J(a,!l, • f)(s,t) 
-i sgs ã,(s)~,(t)Í(s,t) 
- J(H<>,)(s) ~,(t) Í(s,t) 
JiHa,.!l, • f](s,t) 
donde segue 4.3.1(4) para k = (1,0). 
Além disso, as sequências (H a,)íEZ e (H B; );E 2l são sist.emas de funções 
testes satisfazendo 3.3.2{1) e 3.3.2(2). poif'. :r;Ha,)(.s) ::::: -i sg~ â,(s) e 
J HB;'(t)::::: -i sgt â;{t). Assim. leYando em conta a Observação 3.3.5. 
podemo~ apllniT o Teorema 3.3A pará obtuiTJ05-
(l.rr .. l~ :-
o qlH mostra que (o,3; , f},; .;:-_ H1,(1J-(".r:{.?Z 2 )). ·rtilizando agora 
4.:3.1(:21. -L3.1{3) E' 4.3.1(51 e le-mbrando que. pelo T(>orerna 1.3.12. 
H.\10(/H'.I'IZ')I é o dual dt H1,(JR'.I'(.íZ')J. obterr1o' 
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I f f f.gdxdy < C ·li(t:t,/l, • f),, liHI,,.IIl'.t'l ll(n,/3, 'g),, IIBMO(Il'.f'l 
• C 11 /1' < . li !y,~-~(ll~)-
Tornando o supremo sobre todas as funções g pertencentes a L 00 (JR2) tais 
que liY!IL""íiF} ~ 1, resulta que 
(6) l!fi:r•(ll'l <:C ·11/lln,:'lll'J 
para toda f E O. Observemos agora que se f pertence a O então Hkf 
também pertence, para cada k ~ (l,m) E O. Portanto, 4.3.1(6) e o Teo-
rema 3.3.4 implicam 
(7) L IIHdlir•(ll'l 
>ED 
< c. L IIH;/I.H,:'(II') 
kE:= 
:o: c. L ii{:Y'.V';. H;;!),) i--L'{IF.F) 
;;::::-
= C· L :(H,;, Hmi·,' f),jl'L"ll'l') 
{ J. .... )-: =-
< C-:-(,:;,t.·,~f),J LJ:F~f;\ 
para toda f E O. Finalmente. mostremos que a df'~igualdade 4.3.1 ('i} vale 
para toda f ~ H,1, -~ (JR":!). Para isso. seja f 0. H1~ .-:c [ JI( J. Como. pelo TeoremG 
4.2.2. O é denso em H(~-~CJR:), existe uma sequéncia (!,.,)"de elementos d~· 
O tal que fr. -~f na norma de H,~· 2 {JR~). donde segue que (f,}" i: urnGs 
5equ(";ncia de Cauchy em H._u(JR:). D(" 4.3.1\i) segue que (ffl)r, f: uma 
~f'qutmi<:l dr Cauchy em H1 1 (1R~). dond(· resulta que exi:o:te um elemento 
g ~ H1 1 (Jf() tal qm' f.,-- g na norma de Hhr{JR~). poi~ Hh 1 (IR~) é um 
espaço comple1o. Como Hh 1.(1R:') e H~1 \]R:') são isomorfo~ e pelo Corolário 
4.1 .3 temo~ que H~1 (JR'2) e:::tá imnso continuamente em H/·2 (JR2}. então 
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f,..----+ g na norma clt> H(~' 2 (.1R2 ) e portanto g = f. Assim, para todo E >O, 
existe n E IN tal que 
e 
Consequcntemente. por 4.3.1 (7) resulta que 
lífliHkdiF} < 1\f- fnliH);~-(IF) + llfn! Hk 1 {R~) 
< <~C ·llfn- fiiH,!'IR'J +C ·llfiiH,!'IR'I 
< (C+ 1)< +C ·ilfliH,:'IR'I 
para todo E >O e f E Hci- 2(JR 2), donde segue que 4.3.1(7) vale para toda 
f E Rt·~(JR2 ). Isto completa a demon::o-tração. 
]()j 
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