Given an undirected defining graph for the k-Cardinality Tree Problem (KCTP), an associated directed graph involving two additional vertices is introduced in this paper and gives rise to two compact reformulations of the problem. For the first one, connectivity of feasible solutions is enforced through multicommodity flows while, for the other, lifted Miller-Tucker-Zemlin constraints are used. Comparing the two reformulations, much stronger Linear Programming relaxation bounds are obtained from the first one, albeit at much higher CPU times. However, a Branch-and-Bound algorithm based on the second reformulation proved much more effective and managed to obtain, for the first time, optimality certificates for a large number of KCTP instances from the literature. Additionally, for some instances where optimality could not be proven within the given pre-specified CPU time limit, new best upper bounds were generated. Finally, a Lagrangian heuristic based on the first reformulation was also implemented and proved capable of generating feasible KCTP solutions comparable in quality with the best overall results obtained by metaheuristic based heuristics found in the literature. For our test cases, Lagrangian upper bounds are no more than 3.8% away from the best upper bounds known. Additionally, several new best upper bounds and optimality certificates were obtained by the heuristic. Corresponding Lagrangian heuristic CPU times, however, are typically higher than those associated with their competitors.
Introduction
Let G = (V , E) be a connected undirected graph with a set of vertices V (n = |V |) and a set of edges E (m = |E|). Assume that costs {c e : e ∈ E} as well as weights {d v : v ∈ V } are respectively assigned to the edges and vertices of G. The cost of a tree T = (V T , E T ) in G is given by the sum of its edges' costs c(E T ) := e∈E T c e plus the sum of the weights of its spanned vertices d(V T ) := v∈V T d v . In the k-Cardinality Tree Problem (KCTP), one looks for a minimal cost tree of G with exactly k edges.
The KCTP is an optimization problem that generalizes the well-known Minimum Spanning Tree Problem (MST) [1] . Although the latter can be solved in polynomial time by several known algorithms [2, 3] , the KCTP was proved to be NPhard by Fischetti et al. [4] . Particular cases when the KCTP can be solved efficiently occur, for example, when k ∈ {1, n − 1} or when the input graph G is itself a tree [1] .
The roots of the problem can be tracked to the seminal paper of Fischetti et al. [4] . The authors addressed complexity issues, presented an Integer Programming (IP) formulation based on the Generalized Subtour Elimination Constraints (GSEC) [5] [6] [7] and conducted a polyhedral study of the associated polyhedra.
The problem rapidly gained considerable attention in the literature since it models various relevant applications in several domains such as oil field leasing [8] , open pit mining [9] , matrix decomposition [10] , facility layout problems [11] , among others. In its generality, the KCTP may involve costs and weights respectively associated to the edges and vertices of G. Two particular cases of the problem, sometimes more suited to model particular applications, are the node-weighted variant (NWKCTP) [12] , where c e = 0, ∀e ∈ E, and the edge-weighted variant (EWKCTP) [13] , where d i = 0, ∀i ∈ V .
The KCTP has been mostly addressed in the literature by heuristics [14, 1] , by approximate algorithms [15] [16] [17] and by metaheuristics [18, 19, 12, 13] . Many heuristics [14] rely on greedy and dual greedy principles to iteratively build a tree with k edges. A distinguished exception is the Dynamic Tree procedure of Blum [1] , which is based on the polynomial solvability of the KCTP when G is a tree. Dynamic Tree works in two steps: in the first one, a spanning tree of G is generated. Then, one applies a Dynamic Programming (DP) algorithm to extract a tree with k edges from it. Compared to high quality metaheuristics in the literature, Dynamic Tree attained solutions of comparable cost with significant savings in computational time.
Among the most successful known metaheuristics for solving the KCTP are the Variable Neighborhood Search (VNS) introduced in [13] , the Local Searches in [19] , the Tabu Search and the Ant Colony Optimization in [12] . In Brimberg et al. [13] , extensive computational testings were conducted comparing the proposed VNS procedure to the Local Searches and the Genetic Algorithm in [19] for the NWKCTP. According to their findings, VNS was inherently superior to random multi-start local searches, in terms of solution quality.
Blum and Blesa [12] recently presented a computational study involving various metaheuristics they implemented for the EWKCTP. Their results suggest that the graph type and the tree cardinality k are the key parameters for determining the merits of each solution approach. In summary, their experience indicates that their Ant Colony Optimization approach is best suited for problems with lower cardinalities, whereas their Tabu Search performed better for higher cardinality ones.
Other contributions on related problems are credited to the formulations proposed by Coimbra [20] and the bounding procedures discussed in [21] . Both works dealt with the rooted version of the KCTP, where a prescribed vertex must be in any k-tree.
Although the KCTP has been extensively studied, very little information exists in the literature on exact algorithms [13] . To the best of our knowledge, the only work concerned with exact solution methods is the Branch-and-cut algorithm in [22] , which is based on the GSEC formulation introduced in [4] . To our knowledge, no computational results with this method are readily available in the literature.
In this study, we extended our previous results, presented in a conference version of this paper [23] . Given an undirected defining graph for the KCTP, an associated directed graph involving two additional vertices is introduced and gives rise to two compact reformulations of the problem. In the first, connectivity of feasible solutions is enforced through multicommodity flows [24] while, for the other, lifted Miller-Tucher-Zemlin subtour elimination constraints [25] are used. We empirically found that the former provided stronger Linear Programming (LP) bounds at the expense of higher computing times. Therefore, we developed a Lagrangian Relaxation algorithm based on the multicommodity flow reformulation. A Lagrangian heuristic, embedded in the relaxation framework, was also proposed. Our computational experiments, conducted on hard KCTP instances, indicated that our method performs well. On the one hand, our Lagrangian dual bounds nearly matched their LP counterparts with much less computing effort. Indeed, on the average our Lagrangian dual bounds attained 98.2% of the corresponding LP bounds. On the other hand, our Lagrangian upper bounds seem to be competitive with the best in the literature, in terms of solution quality. For the instances tested here, our upper bounds are only 3.8% away from the best known values. New best upper bounds and optimality certificates are presented for several instances in the literature.
The rest of this paper is organized as follows. In Section 2, we present the reformulations proposed for the KCTP and a computational study that allowed us to empirically compare them, in terms of the strength of their Linear Programming bounds. In Section 3, we describe in detail our Lagrangian Relaxation method and our computational experience with this new algorithm. We conclude the paper in Section 4, indicating directions for future works.
Reformulations for the KCTP
Before proceeding, we now introduce the main notation used in the paper. Given a undirected graph G = (V , E), an edge e of E connecting i and j is denoted by [i, j] . For each vertex set S, let E(S) := {[i, j] ∈ E : i ∈ S, j ∈ S} be the set of edges of E with both endpoints in S. Given a digraph D = (V , A), we denote an arc a of A that starts in i and ends in j by (i, j). Similarly, given a vertex set S, let A(S) := {(i, j) ∈ A : i ∈ S, j ∈ S}, be the set of arcs with both endpoints in S. We define δ + (S) := {(i, j) ∈ A : i ∈ S, j ∈ S} and δ − (S) := {(i, j) ∈ A : i ∈ S, j ∈ S} respectively as the sets of arcs leaving and entering S. In case S has a single vertex, say S = {i}, δ + ({i}) and δ − ({i}) are respectively replaced by δ + (i) and δ − (i). As previously stated, a k-tree of G will be denoted by the acyclic and connected subgraph of G it induces, i.e., T = (V T , E T ).
Fischetti et al. [4] formulated the KCTP as an integer program in a canonical way by introducing binary variables z e and y i , for each edge e ∈ E and vertex i ∈ V , respectively. Variables z e indicate whether edge e belongs (z e = 1) or not (z e = 0) to E T . In a similar way, y i indicates whether vertex i is spanned (y i = 1) or not (y i = 0) by the tree. The formulation presented in [4] is given by: 
where polyhedron P GSEC is given by:
Constraints (2) and (3) impose that |E T | = k and |V T | = k + 1. Generalized Subtour Elimination constraints (GSECs) (4) [5] [6] [7] guarantee that feasible solutions to the KCTP must be cycle free. Note that if y i = 1, ∀i ∈ S ⊂ V , GSECs (4) reduce to the Subtour Elimination constraints introduced by Dantzig et al. [26] . In order to reformulate the KCTP, we will now consider a digraph D = (V , A) constructed from G. In doing so, a feasible solution of the KCTP will be seen as a constrained arborescence of D.
Digraph D is obtained from the vertices and edges of G as follows. First, let us introduce in V two new vertices, n + 1 and n + 2, resulting into V := V ∪ {n + 1, n + 2}. Now let A be given by the union of:
• the set of arcs leaving artificial vertex n + 1: {(n + 1, i) : i ∈ V } and {(n + 1, n + 2)}, with costs {c (n+1,i) = 0 : i ∈ V } and {c (n+1,n+2) = 0}, • the set of arcs leaving artificial vertex n + 2: {(n + 2, i) : i ∈ V }, with costs {c (n+2,i) = d i : i ∈ V } and, finally, • the set of pairs of arcs obtained by duplicating each edge of E,
Observe that we can map each feasible tree T = (V T , E T ) in G into an arborescence R = (V , A R ) in D, rooted at n + 1, satisfying additional constraints. To illustrate how, let us consider the example depicted in Fig. 1 . First note that the only arc leaving n + 2 is (n + 2, r) for some r ∈ V T . If (n + 2, r) is removed from R, two weakly connected components appear. The first one contains vertices n + 1, n + 2 and all those vertices in V \ V T , indicated by dashed circles in the Figure. The second component is an arborescence rooted at r that, regardless of arc orientations, induces a k-tree of G. The cost of R is given by
. Therefore, the cost of R and T are the same. Digraph D allows us to reformulate the KCTP in several different ways. On the one hand, the constraints imposing that either i ∈ V connects to n + 1 by arc (n + 1, i) or, else, it can be directly connected to other vertices of V , can be modeled in a straightforward way by using binary variables associated to the arcs of A. On the other hand, connectivity requirements can be enforced, for example, by the use of directed cut inequalities (see, for instance, Chopra, Gorres and Rao [27] , Koch and Martin [28] ), by flow balance constraints [24] , as well as by the Miller-Tucker-Zemlin subtour elimination constraints [25] .
In this paper, we focus on two compact reformulations for the KCTP defined over D. The first is based on multicommodity flows, very much in the vein of the reformulation proposed for the Steiner Problem in Graphs in [24] . The second is based on a lifting of the Miller-Tucker-Zemlin constraints [29] . These two reformulations are discussed next.
A multicommodity flow reformulation for the KCTP
The main idea of the multicommodity flow reformulation (MCFR) is the following. To each vertex i ∈ V := V ∪ {n + 2}, we associate one unity of a commodity i, available at root n + 1, that must be delivered to its corresponding destination vertex through a path in D. The union of all paths required to satisfy the unitary demand of commodity i at vertex i must imply an arborescence R, feasible to the KCTP, in the sense of the previous explanation.
In this model, we use binary decision variables {x a : a ∈ A} assuming value 1 if arc a is used in any path (0, otherwise) and nonnegative real valued variables f q a representing the quantity of commodity q ∈ V that flows through arc a ∈ A. We do not assign flow variables f
where polytope P MCFR is given by:
a∈δ
a∈δ + (n+2)
a∈δ + (n+1)
Note that constraints (8) are not used. When these variables were excluded from the model, it became impossible to satisfy the demand of commodity q through a path that involves arc (n + 1, i). Constraint (14) ensures that exactly n − k arcs must leave root n + 1. Due to (11) and (15) and constraint (10) when q = n + 2, one of these arcs must be (n + 1, n + 2). The other n − k − 1 arcs connect n + 1 to those vertices not in V T . Finally, constraint (12) indicates us that any feasible arborescence must include k arcs of A E . Together, constraints (8)-(10), (12) and (15) impose the solutions we are seeking for are cycle free.
A reformulation based on the Miller-Tucker-Zemlin constraints
In addition to binary decision variables x a , our second reformulation uses level variables u i ∈ R + , i ∈ V indicating the number of arcs in the path between n + 1 and i in any feasible arborescence. The Miller-Tucker-Zemlin reformulation (MTZR) is then:
where polyhedron P MTZR is given by the intersection of (12)- (14) and Constraints (18) impose that in any feasible solution either i ∈ V is directly connected to n + 1 or else it may be connected to other vertices in V T . Without the term (k + 1)x (j,i) , inequalities (19) are the well-known Miller-Tucker-Zemlin (MTZ)
constraints [25] that guarantee the solution we are seeking for is cycle free. When the coefficient of the variable x (j,i) is uplifted (from 0 to k + 1), the resulting valid inequalities (19) are stronger than those originally proposed in [25] (see [29] for further details). MTZ constraints have been used to model several other combinatorial optimization problems (see Gouveia [30] for another example).
Computational experiments with the proposed reformulations
In this section, we empirically investigate reformulations MCFR and MTZR by the strength of their Linear Programming (LP) Relaxations as well as by the overall performance of their LP based Branch-and-bound algorithms.
Our test bed involves 3 sets of instances. The first set, denoted g, was proposed by Blesa and Xhafa [31] and contains instances corresponding to 4-regular graphs with n ranging from 25 to 400. For all instances in this set, the same cardinality k = 20 was imposed.
The second test set, named d, was proposed by Blum and Blesa [32] . Instances in this set are organized in groups, according to the types of graphs they were generated from. The first group of instances in set d corresponds to grid graphs with n = 225 and k ∈ {20, 40, 60, 80}. The second group consists of some instances in set g, where k assumes values other than k = 20. The third group comes from the set of benchmark instances for the Steiner Problem in Graphs [33] and have n ∈ {500, 1000} and various values of k. The last group of instances in this set are Leighton graphs [32, 33] , having n = 450 and k ∈ {45, 135, 225, 405}.
The third and last set of instances in our study, named NWG, consists of node-weighted grid graphs generated as suggested in [13] . We considered instances with sizes varying from 10 × 10 to 20 × 20 with integer node weights, uniformly chosen at random from the interval [10, 1000] . For instances in this set, we have fixed k ≈ n
Computational results
All our computational testings were performed with a Pentium XEON machine running at 3.0 GHz and with 2 GBytes of RAM memory, under Linux operating system. We used the state of the art CPLEX package, version 10.2.0, under default settings as the MIP solver to empirically evaluate the two proposed reformulations.
In this section, only condensed aggregate results, which indicate more general trends, are presented in Table 1 . For convenience, detailed computational results for all instances tested in this section (as well as for all those tested in Section 3.6) are available at www.dcc.ufmg.br/ ∼ acunha/KTREE/detailedresults.pdf.
In Table 1 , we present average results for each set of instances. From the second to the fourth columns, we present the main Linear Programming Results associated to the two reformulations. They are: the number of instances (# inst) we were able to evaluate the LP bound LP MCFR given by the multicommodity flow reformulation, the ratio between the LP bounds of the multicommodity and the Miller-Tucker-Zemlin reformulation, i.e.,
LP MCFR LP MTZR
, and the time taken (in seconds) to evaluate LP MCFR . In the next five columns, we present results for the MTZR based Branch-and-bound algorithm. They respectively indicate the number of instances tested (# inst), the number of optimality certificates given by the BB algorithm (OPT), the number of instances for which CPLEX ran out of memory before completion (OFM), the number of instances for which the upper bound found during the search improves on the best known upper bound in the literature (IMP), and finally, the average time taken (in seconds) by CPLEX to either solve the problem or else to stop the execution due to memory limitations.
As one may note, LP MCFR values are typically much stronger than LP MTZR counterparts. Considering only those instances that we were able to compute LP MCFR , average ratios between LP MCFR and LP MTZR were 1.70, 2.54 and 1.04, respectively for instances g, d and NWG. We also found that LP MCFR values are very expensive to calculate. The detailed computational results indicate that, as n grows, in many cases the average time taken to run the MTZR BB algorithm becomes smaller than the time taken to compute LP MCFR . As it can be appreciated from Table 1 , 64 new optimality certificates were given for instances in sets g and d. In particular, 16 new best known upper bounds were presented for instances in set d.
A Lagrangian Relaxation approach for the KCTP
Motivated by the stronger lower bounds given by the LP relaxation of (7), we propose a Lagrangian Relaxation algorithm based on the multicommodity flow reformulation for the KCTP. Actually, our procedure is a Lagrangian heuristic, a method that combines a Lagrangian Relaxation as subproblem, a dual search algorithm for solving the Lagrangian Dual and a primal heuristic to find primal feasible solutions. The procedure proposed here is closely related to the one introduced by Bahiense et al. [34] for the Steiner Problem in Graphs. While in [34] the Lagrangian Dual was solved by the Volume Algorithm [35] , in our approach, the Subgradient Method [36] was used.
In the particular case we are dealing with here, our main goal is to try to approximate the lower bound LP MCFR by Subgradient Optimization, without explicitly solving linear programs. Computing times involved should be much smaller than those required to compute LP MCFR . Along the way, we use dual information (costs modified by Lagrangian multipliers) to guide a constructive heuristic for the KCTP, in the hope of finding k-trees of improving cost.
Relaxation
To perform a Lagrangian Relaxation, a suitable constraint set is chosen to be relaxed. Considering the MCFR reformulation (7) , the two main alternatives are to relax constraints (11)- (15) or else, (8)- (11) . On the one hand, to keep a network structure in the relaxed problem, one may prefer the first scheme. On the other hand, as we shall see next, the second relaxation scheme leads to a subproblem that can be easily solved by a greedy approach. Theoretically, both schemes provide the same bound LP MCFR , since Integrality Property holds in both cases (see [37] ).
Similar Lagrangian Relaxations for Multicommodity Capacitated Network Design Problems were studied, from a computational point of view, by Gendron and Crainic [38] . The authors found that, in practice, the second scheme provides a faster but weaker procedure: the subproblems are solved much faster, but the resulting Lagrangian bounds are weaker. In other studies [39, 40] , the second scheme was chosen, since the cheaper Lagrangian Problem allows many subgradient iterations to be performed. Moreover, as pointed out in [39] , the second scheme does not provide bounds weaker than those obtained by the first method, if the corresponding Lagrangian Dual is solved to optimality. Therefore, in our Lagrangian heuristic, we follow the directions in [39, 40] to derive a Lagrangian Relaxation for the KCTP.
To that aim, assume that real valued Lagrangian multipliers {α q ∈ R : q ∈ V }, {β qi ∈ R : i, q ∈ V , i = q}, {γ q ∈ R : q ∈ V } and {λ ∈ R} are respectively associated to constraints (8)- (11) . If these constraints are then relaxed and dualized in a Lagrangian fashion, the Lagrangian Relaxation Problem becomes
where polyhedron region P LAGR is given by the intersection of constraints (12)- (15) , const(α, β, γ , λ) = q∈V γ q − α q − (k + 2)λ is a constant term and the Lagrangian modified costs are given by:
Before describing how to solve LRP, let us first note that if a given arc (i, j) belongs to an optimal solution to (23) 
We proceed by sorting arcs in a non-decreasing order of their s a values. Then all we need to do is to pick up the necessary arcs required to satisfy cardinality constraints (12)- (14) . This is carried out by selecting:
• (step 0) arc (n + 1, n + 2), • It is not difficult to see that LRP has the Integrality Property and, hence, the bound given by the Lagrangian Dual
is precisely LP MCFR .
Reinforcing network structure in Lagrangian solutions
Since flow conservation constraints (8)-(10) were relaxed, solutions to LRP may involve more than one arc incident to the same vertex i ∈ V .
In order to go around this undesired feature of the Lagrangian solutions, without loosing the separability property found in (23), we add the following set of valid inequalities to the constraint set of LRP:
Although being redundant to (7) , constraints (27) reinforce the desired network structure in solutions to (23) . This approach is particularly helpful when Lagrangian dual information is used to drive a constructive heuristic to find feasible solutions to the KCTP, as explained in Section 3.4.
To solve LRP with constraint set enlarged by (27) , we modify (step 1) in Section 3.1. Instead of selecting the k arcs with the smallest values of s a in A E , we only choose an arc (j, i) ∈ A E if no other arc in A E ∩ δ − (i) was previously included in the solution being constructed.
Subgradient optimization
To solve the Lagrangian Dual Problem (26), we used a version of the widely known Subgradient Method (SM) of Held, Wolfe and Crowder [36] .
The main modification in the SM variant we used here concerns the choice of the search direction. For the sake of simplicity, assume that π p = (α p , β p , γ p , λ p ) ∈ R l is the vector of Lagrangian multipliers (of adequate dimension l) at the start of the p-th iteration of SM. Assume as well that w p ∈ R l is a subgradient of the dual function, evaluated at the optimal solution to LRP.
In traditional Subgradient Optimization, multipliers are updated according to
where the search direction d p ∈ R l is the subgradient w p and the step size t p ∈ R + is evaluated according to
where ε p is a real valued parameter in (0, 2] and z, z p are, respectively, an upper bound on the optimal objective function and the value of LRP formulated and solved at iteration p.
As an attempt to avoid the erratic behavior of SM and to provide better practical convergence properties to the method, we do not use the pure subgradient search direction in our implementation. Instead of that, we follow the suggestions in [41] , by defining a search direction that also takes into account the subgradients of the dual functions in the previous iterations. With the exception of the very first SM iteration, for which d 1 = w 1 , d p is computed according to:
After some computational testings, we set η = 0.7. Other important parameter settings in SM are the choice of ε p and the stopping criteria used in the algorithm. We initially set ε 1 = 2 and then update ε p+1 to 0.9ε p , whenever the best Lagrangian lower bound does not improve after 300 consecutive iterations. The Subgradient Optimization is conducted as long as an optimality certificate for z d is not obtained (by matching the best upper bound z and z d ) and a maximum number of 5000 iterations is not reached.
Upper bounds
Before the very first SM iteration, we use the Dynamic Tree algorithm of Blum [1] to compute an upper bound for the KCTP. As pointed out previously, Dynamic Tree has two phases: in the first, one finds a spanning tree of G. Later, a k-tree of minimal cost is extracted from it by a DP algorithm, in time proportional to O(nk 2 ). In [1] , two widely known algorithms were adapted to handle node weights when computing a spanning tree of G: Kruskal Tree and Prim Tree. According to the findings in [1] , the solutions obtained after the application of DP were typically superior when Kruskal Tree was used. Therefore, Kruskal Tree was the approach of our choice. In this algorithm, edge costs actually used in the algorithm are {ĉ [i,j] := d i + d j + c [i,j] : [i, j] ∈ E}. Note that for the EWKCTP,ĉ [i,j] := c [i,j] and that for the NWKCTP,ĉ [i,j] := d i + d j . These modified costs {ĉ [i,j] }, however, play no role in the second phase of Dynamic Tree, since the DP recursion deals with edge and node weights naturally.
Our upper bounding strategy also attempts to use Lagrangian dual information in a multi-start heuristic to generate feasible integral solutions to the KCTP. The basic motivation behind such a strategy is the intuitive idea (validated by primal-dual algorithms) that (Lagrangian) dual solutions must carry relevant information for generating good quality primal solutions.
More precisely, at each iteration p of SM, we run Kruskal's algorithm [2] under complementary edge costs {min{(1 − x p (i,j) )ĉ [i,j] , (1 − x p (j,i) )ĉ [i,j] ,ĉ [i,j] } : [i, j] ∈ E} as input data (here, vector x p denotes the x space solution for the LRP formulated and solved at the p-th iteration of SM). In doing so, we give more priority to include in a spanning tree of G those edges [i, j] that had one of its associated arcs in D ((i, j) or (j, i)) appearing in the current Lagrangian solution. Once this spanning tree is calculated, we resort back to original data (node weights and edge costs) and apply DP.
Pricing out of suboptimal variables
As indicated previously, feasible solutions to LRP are given by the union of arcs in the following classes of arcs:
• (class 0) arc (n + 1, n + 2),
Note that each class of arcs defined here is associated to one step in the resolution of LRP (see Section 3.1). In each of these steps, a set of arcs in the corresponding class must be chosen, according to their s a values.
For the type of solution structure implied by the relaxation we are using, LP reduced costs are quite straightforward to compute. Indeed, this task can be accomplished by performing some simple, conveniently defined, arc exchanges in each class of arcs, as follows.
Without loss of generality, let us describe the procedure for arcs in class 1. The same principle applies for arcs in class 2 and in class 3. Assume that after executing (step 1) at the p-th iteration of SM, arc (i, j) was left out of the optimal solution to LRP, i.e., (i, j) ∈ (A E \ A(α, β, γ , λ)). Assume as well that s max was the largest s a value of an arc in A(α, β, γ , λ) that belongs to the same arc class of (i, j). The reduced cost of (i, j) is therefore:
It should be clear that, whenever rc (i,j) + z(α, β, γ , λ) > z, (i, j) is guaranteed not to appear in any optimal arborescence in D. As such, that arc (respectively, decision variable x (i,j) ) could be eliminated from D (respectively, from the model). In case (i, j), (j, i) ∈ A E are priced out, edge [i, j] can be eliminated from G and, therefore, [i, j] is no longer considered in our upper bounding procedures. These variable fixing tests are called whenever an improvement on the best known lower or upper bound was observed. Thanks to these tests, it may happen that, in a given iteration of SM, the edges of E not yet priced out induce connected components with k or less vertices. Once detected, vertices in these components, as well as all its incident arcs (and decision variables) are removed from D (from the model).
Computational results
In this section, we describe our computational experiments with the Lagrangian Relaxation algorithm. The same set of instances, d,g and NWG of Section 2.3.1 were used. Each one was enlarged with the largest instances in each set, including now all those instances that could not be tackled by MCFR based BB algorithms, since the time and/or the memory requirements to evaluate LP MCFR were prohibitive.
Detailed results obtained by the Lagrangian Relaxation procedure are made available at www.dcc.ufmg.br/ ∼ acunha/ KTREE/detailedresults.pdf. A summary of them is presented in Table 2 . In each row of Table 2 , we present average results for each set of instances, identified in the first column of the table. In the next three columns, we respectively present the number of instances in the set, the number of optimality certificates (OPT) attained in that set (by matching the best Lagrangian upper and lower bounds) and the number of cases where our Lagrangian upper bounds were at least as good as the best in the literature (IMP). In the last three columns of the table, we report average duality gaps (between the best Lagrangian upper and lower bounds), average ratios between the Lagrangian lower bound z d and LP MCFR and, finally, the average computing times (in seconds) taken by the procedure.
Our computational results indicated that the Lagrangian dual bounds were, on the average, 98.2% of the best theoretically attainable bounds, given by LP MCFR . These dual bounds were achieved in computing times one or two orders of magnitude smaller than those required to evaluate LP MCFR . On the other hand, in 71 out of 128 cases, our upper bounds were at least as good as the best in the literature. Analyzing our detailed computational results, one can see that our upper bounds were never 3.8% worse than the best known bounds. Duality gaps were, on the average, around 4%.
As mentioned previously, very little information on lower bounding procedures are available for the KCTP. For that reason, we only compare our algorithm with others in the literature, in terms of the quality of feasible solutions. Comparing our results for set g and those reported by Blum and Blesa [32] for the same set of instances (see Table 2 in that reference), we can observe that all metaheuristics tested in [32] required substantially less computing times than our Lagrangian Relaxation algorithm to attain upper bounds of comparable quality. For example, for g400 instances (with k = 20), our Lagrangian heuristic took around 280 s, on the average, while all procedures in [32] required no more than an imposed time limit of 20 s (of an AMD Athlon 1100 MHz CPU). Similar conclusions could be drawn if one compares our results and those reported in [13] for NWG instances of comparable sizes. However, the major part of our computing times (more than 95%) is spent in updating Lagrangian multipliers and subgradients. A diminute fraction of them is spent with upper bounding approaches, specially for instances with small k n ratios (recall that the running time of Kruskal Dynamic Tree is bounded from above by O(nk 2 )).
Based on the previous arguments, we claim that the Lagrangian Relaxation method proposed here delivered what one should expect from an algorithm in this class. In practice, it was able to find sharp approximations for the LP bound given by the multicommodity flow reformulation. Additionally, the embedded Lagrangian heuristic was capable of providing integral feasible solutions that, if were not found very quickly, were at least competitive with the best in the literature [32, 13] in terms of solution quality.
Conclusions
In this paper, an expanded directed graph was introduced in connection with the undirected defining graph associated with KCTP. For this expanded graph, two reformulations of the problem were proposed. One, in particular, based on lifted Miller-Tucker-Zemlin inequalities, allowed optimality certificates to be obtained, for the first time, for a large number of test instances from the literature. Additionally, some new best upper bounds were also obtained for test instances that could not be solved to proven optimality, due to the excessive memory requirements to complete the search.
For the KCTP reformulation where connectivity of feasible solutions is imposed through multicommodity flows, Linear Programming relaxation bounds turned out much stronger than those obtained by the other reformulation. However, CPU time demands to generate these bounds proved excessive for an associated Branch-and-Bound algorithm. Thus, in order to take advantage of the reformulation strength, we implemented a heuristic where Lagrangian dual information is used to drive the constructive phase of the procedure. The heuristic proved capable of generating upper bounds with a quality comparable to the overall best returned by metaheuristics based heuristics found in the literature. However, corresponding CPU times lagged behind those quoted for the metaheuristics based counterparts.
Finally, the expanded graph introduced here also allows KCTP to be reformulated through the use of exponentially many directed cut-set inequalities [27] . Such a reformulation may be tackled through decomposition algorithms where subproblems are defined in terms of arborescences of the expanded graph or else through a Branch-and-cut algorithm, where directed cut-set inequalities are separated on-the-fly, as cutting planes. We plan to investigate these approaches in the near future.
