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ABSTRACT 
“Urban Development and Effects to Transportation System of Lexington,  
Fayette County, Kentucky” 
By Wannaporn Jarupath 
 
 
 Urban growth and its relationship to the transportation system of Lexington, 
Kentucky were investigated using temporal images of Landsat Thematic Mapper and 
multi-date line data.  Land cover of the area was extracted using Remote Sensing and 
Geographic Information Systems Technologies.  Change detection techniques were 
employed to identify areas of transformation between 1988 and 2000.  Several digital 
image processes such as geometric registration, radiometric normalization, unsupervised 
classification, and accuracy assessment were applied to analyze the results.    Vector 
analysis was utilized as well along with raster analysis to examine the effect of urban 
growth to the transportation system.  Two datasets of line data were examined.  
Integration of both vector and raster analyses were implemented to interpret the urban 
growth.  The final outcome shows that accelerated urban development had taken place in 
the study area and, as a result, the transportation system had developed to support the 
increased volume of the municipal area.    
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CHAPTER I 
Introduction 
Overview 
 The Lexington area covers most of the area in Fayette County, Kentucky.  In 
1990 the county population was 225,366 with a land area of 284.52 square miles, and an 
average of 793.5 people per square mile (United States Census Bureau, 1990).   In 2000 
the county population was 260,512 and an average of 915.6 people per square mile 
(United States Census Bureau, 2000).  Statistically, the population had grown more than 
15 percent during the decade.  The growth of Lexington was a major growth in the 
Bluegrass Region, one of the five regions of Kentucky State.  The State of Kentucky’s 
Environment Report (2001) stated urban land in this region grew by 60 percent between 
1982 and 1997.  The area increased from 418,200 acres in 1982 to 670,200 acres in 1997.  
On the other hand, pasture and cropland decreased by 27 percent.    According to USA 
Today (2003), the population growth of Lexington was above the average of the national 
population growth rate, which had changed by 13 percent.    As a result, it affected 
directly the growth of housing characteristics.  Within a decade from 1990 to 2000, 
housing structure units increased by over 20 percent.  Most of them were condominiums 
(United States Census Bureau, 2003).  In summary, the urban area of Lexington has 
developed dramatically.   
Likewise, the transportation systems of the area were significantly developed.  
During the same time, the number of vehicles in Lexington was considerably increased.  
Most of households owned one car or more.  More than 91 percent of them used their 
vehicles to go to work instead of using public transportation. Trucks used the same 
transportation system.  Both the urban development and the transportation systems 
factors correlate strongly.  Considering the rapid growth of the city, the transportation 
system could soon be one of the serious problems in the future.         
Like other cities, Lexington has a major ring road that goes around the city called 
the New Circle.  This road is the main stream of the traffic system in Lexington and the 
surrounding areas.  According to the Kentucky Transportation Cabinet (2003), existing 
traffic volume on this portion ranges from approximately 40,000 to 50,000 vehicles per 
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day.  Mostly, the traffic congestion relates strongly to intersections and traffic lights.  The 
average commuting time to work in the Lexington area is about 20 minutes while the 
national statistics is about 26 minutes.   Of these 20 minutes, approximately 75% of the 
time will be spent stopped at an intersection. The heavy traffic volume and numerous 
access points cause a high accident rate along the corridor.  Within the past three years, 
there have been over 1,800 reported accidents on this section of New Circle Road. That is 
an average of approximately 1.5 accidents per day (Kentucky Transportation Cabinet, 
2003). These occurrences create an unpleasant environment. With redevelopment along 
the New Circle Road corridor, traffic volume along the New Circle Road corridor will 
continue to increase steadily in the future. Based on future land cover projections, traffic 
volume in 20 years will range from 60,000 to 75,000 vehicles per day along the New 
Circle Road.   
Besides the New Circle Road, there is another sort of ring road called Man O 
War.  This road is not yet a complete loop because the New Circle can still support the 
volume of the current traffic.  However, Man O War has been developed for almost a 
decade along with the growth of the city.  According to the Kentucky Transportation 
Cabinet six year highway plan (2004), both federal and state projects have a number of 
plans to widen roads between New Circle and Man O War.  They also indicated that the 
traffic volume in Lexington has increased.   
This research would investigate the relationship between urban development and 
the transportation system using remote sensing, digital image processing, and geographic 
information systems to analyze the matter. 
 
Spatial Analysis 
Spatial analysis has been rapidly and dramatically developed for the last decade.  
It could be implied that this is a revitalization of its era.  Sophisticated hardware and 
software technologies and the availability of high resolution spatial data have enhanced 
the immense role of modeling techniques for analyzing the change of cities and urban 
areas (Dietzel & Clarke, 2004).   
Spatial analysis is the process of modeling, examining, and interpreting model 
results that would be useful for evaluating suitability and capability, for estimating and 
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predicting, and for understanding.  Four traditional types of spatial analysis include 
topological overlay and contiguity analysis, surface analysis, linear analysis, and raster 
analysis.  Spatial analysis extracts and analyzes data using spatial statistics, spatial 
interaction models, and spatial dependence (Goodchild, 2001).   
Multivariate Data Analysis is a spatial statistical method that is commonly used to 
perform spatial analysis.  Exploratory Multivariate Data Analysis such as Principal 
Component Analysis (PCA), Multivariate Regression Analysis such as Multiple 
Regression (MR), and Automatic Classification (Cluster Analysis) such as Euclidean 
distance and Correlation Coefficients are the example techniques of Multivariate Data 
Analysis (Singh, Malik, Mohan, & Sinha, 2004).  These techniques are useful for 
manipulating data since information on the earth comprises not only one variable.  
Sometimes extracting data needed for a study seems too difficult because the data are too 
noisy or too scattered.  Multivariate Data Analysis could diminish these problems and 
manage data to be more meaningful.         
Spatial analysis could be applied to various fields of interest whether soil science, 
biology, geology, or etc.  For example, Bragato (2004) studied soil survey and mapping 
in the lower Piave plain in Italy using fuzzy continuous classification and spatial 
interpolation, one of the spatial statistical methods, to predict suitable soil areas for 
agriculture.  On the other hand, Griffith (2004) used a geographic weights matrix to 
capture spatial dependency of a pathogen that causes disease in pepper plants (Griffith, 
2004).  Another model, called morphometric analysis, was created to study drainage 
morphometry and its influence on landform characteristics in Central India.  This model 
applied several statistical techniques such as drainage density slicing, stream frequency, 
and texture ratio to identify that drainage morphometry affected significantly in 
understanding landform processes (Reddy, Maji, & Gajbhiye, 2004).  Principal 
component analysis (PCA) was employed to study characteristics and distribution of 
polycyclic aromatic hydrocarbon contaminations in Gao-ping River, Taiwan (Doong & 
Lin, 2004).     
When doing an urban study, spatial analysis is widely applied in a number of 
researches in diverse perspectives.  Longley & Tobon (2004) explored patterns of 
hardship and poverty in urban areas by specifying spatial dependency and spatial 
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heterogeneity from population income using geographically weighted regression and a 
spatially autoregressive model.  Pamuk (2004) employed spatial clustering technique to 
investigate the pattern of immigrant clusters and distributions in San Francisco.  Green, 
Hoppa, Young, & Blandchard (2003) identified the geographic variability of diabetes 
prevalence in the City of Winnipeg, Manitoba in Canada using spatial regression 
analysis.   
Additionally, a variety of urban studies using remote sensing have demonstrated 
different spatial techniques to achieve analysis purposes.  Chavez and Kwarteng (1998) 
used high pass spatial filters to enhance frequency information in desert and urban areas.  
Adaptive Resonance Theory (ART) and a fuzzy clustering were employed to classify the 
metropolitan area of Santa Monica, California (Gamba & Houshmand, 2001).  Then, 
neuro-fuzzy classifier was developed using the outcome of the preceding research 
(Gamba & Dell’Acqua, 2003).  Another research, using the artificial neural network 
technique, was the study of area change in Barnegat Bay region, New Jersey (Liu & 
Lathrop Jr, 2002).    Normalized Difference Built-up Index (NDBI) technique was 
utilized to map urban areas in China (Zha, Gao, & Ni, 2003).  Jun (2004) applied 
statistical analyses utilizing regression models to investigate the urban development 
patterns and commuting in Portland, Maine.     
 
Change Detection 
Besides spatial and spectral effects that relate directly to remote sensing, temporal 
effect is another significant issue.  The process of change detection can be used to 
corroborate this statement.  Change detection involves two or more datasets obtained 
from the same site at a different time.  Ideally, factors like spatial resolution, spectral 
bands, sensor, viewing geometry, and time of day should be identical (Lillesand & 
Kiefer, 1994).  Data from anniversary date are frequently employed to diminish the 
differences of sun angle and seasonal changes.  Practically, it seems to be difficult to 
control all the factors mentioned.  In the research of Atlanta, Georgia by Yang and Lo 
(2002), the authors used Landsat Multispectral Scanner (MSS) and Landsat Thematic 
Mapper (TM) as the input data.  Since the sensors of both systems were different, the 
image products have diverse characteristics.  To normalize the disparity, digital image 
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processing is involved.  Image processing procedures could include geometric correction, 
radiometric correction, selection of change detection methods, image classification, and 
spatial reclassification.  In the science of change detection, classification is considered 
one of the most imperative processes.    
There are three different approaches to process the change detection, which are 
map algebra, direct multi-date classification, and post-classification comparison (Zhang, 
Wang, Peng, Gong, & Shi, 2002).  Map algebra compares images using mathematical and 
numerical processes such as image differencing or image rationing.  Analyzing 
histograms, scatter grams, or density slicing are examples of the method.  Image 
differencing is considered the most widely used method because of its accuracy (Sohl, 
1999).  Direct multi-date classification is the straightforward image comparison 
technique that evaluates a number of images of the same region into binary images.  Each 
binary image is classified into two classes, which could be data or null, 1 or 0, and true or 
false, to separate the differences and to distinguish the change.  This comparison method 
combined with the Principle Component Analysis (PCA) algorithm was employed to 
monitor urban expansion in the Pearl River Delta, China by Li and Yeh (1998).  The 
post-classification is the comparison method that processes further.  It classified a 
number of satellite images into classes using an identical classification system.  Then, the 
images are compared to detect change (Zhang et al., 2002).  Yang and Lo (2002) applied 
the post-classification comparison method using unsupervised classification and Iterative 
Self-Organizing Data Analysis algorithm (ISODATA) in the study of land cover changes 
in the Atlanta, Georgia metropolitan area.          
Images used for remotely sensed data analysis could be used to perform change 
detection.  A change detection image is an image acquired at the same location at a 
different time from the original one.  They are digitally prepared before they are 
compared to each other (Sabins, 1996).  Change detection and monitoring involve sets of 
data to assess dissimilarities in land cover (Singh, 1989).  Image-to-image comparison 
and image-to-map comparison are known as the efficient procedures to analyze the 
change information of an area.  Meaningful land cover change information can be 
extracted from satellite data using one or all of these procedures (Green, Kempka, & 
Lackey, 1994).  Subtracting two images provides a result of the comparison, but it cannot 
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provide details of how land cover categories change.  Further procedures are needed.  The 
two images from different dates have to be classified into the same numbers for land 
cover, and then the results can be subtracted using the map-to-map comparison (Yang & 
Lo, 2002).  Satellite data combined with remote sensing and geographic information 
systems are widely used to monitor area changes because it is cost-effective and it 
provides reliable outcomes.  Ji (2001) monitored several urban areas of China using 
remote sensing techniques and Landsat Thematic Mapper images.  Chavez and Kwarteng 
(1998) analyzed the environment of Kuwait city using multi-temporal Landsat Thematic 
Mapper data.  Yang and Lo (2002) studied the changes of Atlanta, Georgia using Landsat 
Multi-spectral Scanner and Landsat Thematic Mapper images.   
 
Remote Sensing and Geographic Information Systems Technologies 
 Remote Sensing is the methodology of obtaining information through the spatial 
analysis acquired by an instrument that is not in contact with the subject (Lillesand & 
Kiefer, 1994).  On the other hand, it can be categorized into three vital matters: acquiring, 
processing, and interpreting (Sabins, 1996).  Remote Sensing involves utilizing 
electromagnetic energy.  It is strongly related to Image Processing.  Remote Sensing 
usually requires secondary data to achieve the analysis and the accuracy of outcomes as 
the information production technology.  Therefore, Geographic Information Systems 
(GIS) are needed to integrate these data.  GIS provides the capability of assimilating data 
from several resources such as laboratory, World Wide Web, and fieldwork with 
remotely sensed data (Star & Estes, 1990).  Currently, the definition of GIS still varies.  
Longley, Goodchild, Maquire, and Rhind (2001) define “A GIS is a container of 
maps in digital form.  GIS is also a computerized tool for solving geographic problems”. 
 Deuker (1979) defines a GIS as “A special case of information systems where the 
database consists of observations on spatially distributed features, activities or events, 
which are definable in space as points, lines, or areas.  A geographic information system 
manipulates data about these points, lines, and areas to retrieve data for ad hoc queries 
and analyses”.  
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 Burrough (1986) describes it, as “A powerful set of tools for storing and 
retrieving at will, transforming and displaying spatial data from the real world for a 
particular set of purposes”.  
In this study, GIS was employed as a tool to integrate and analyze data to solve 
the problem.  Land covers of Lexington, Kentucky would be identified.  Transportation 
system would be integrated to the land cover image to analyze the city growth and its 
effects. 
Besides spatial analysis and change detection, which were the major methods in 
this research, other factors that would be of concern included map scale and map 
projection.  Map scale represents a ratio between distance on a map and distance on the 
earth’s surface. It is a vital factor that would relate to any research.  Generally, small 
scale map represents large area or has lower spatial resolution while large scale map 
represents small area, has higher spatial resolution, or displays more details compared to 
the small scale map.  Hupy et al. (2004) identified that map scale had a significant impact 
on soil pattern study in thirteen counties in the northern United States.  The large scale 
map provided much more additional information than the smaller scale map.  Since 
advanced technologies can improve data capture, higher spatial resolution data are 
available.  Data fusion could be performed to enhanced spatial information.  The 
Mediterranean Basin, Peru was observed at a regional scale of one square kilometer per 
pixel before it was monitored at one hectare spatial resolution using a data fusion 
technique (Lobo, Legendre, Rebollar, Carreras, & Ninot, 2004).   
The other concern that could affect spatial analysis is map projection and data 
reprojection.  Any projection creates distortion in one or more properties either shape, 
area, distance, or direction.  A specific projection chosen for a map would depend on 
what is the objective of the map (Kellaway, 1970).  Often, it is almost inevitable that data 
integration has to be involved with data transformation and reprojection processes 
(Chang Seong, 2003).  At a small scale, the distortion could be of greater significance 
than a larger scale.  The distortion inherent in projection change could affect the accuracy 
of data.  Mulcahy (2000) concluded that pixel loss and pixel duplication increased when 
latitude was far away from the equator.  Realizing that the factor exists would remind 
researchers to be more careful during the analyzing process.   
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Urban area is considered heterogeneous in nature.  Several surface types such as 
vegetation, concrete, asphalt, wetland, and water are the composites of an urban area.  
Each land cover type has specific radiometric characteristic therefore it is complicated to 
define an urban area as a spectral homogeneous area (Zhang et al., 2002).  As a result, 
selecting data for urban application must be considered cautiously. 
This research could not be accomplished without remotely sensed data.  
Currently, remotely sensed data are being widely employed in various applications 
because they are cost-effective and efficient compared to the data acquired by other 
methods.  Enormously improved techniques to acquire data using remote sensing 
instruments have been developed.  One of the most useful resources to study the earth is 
from satellite images.  Large quantities of information could be collected within a 
photograph.  A variety of characteristics such as spatial, spectral, and temporal data from 
satellite images are available depending on the purpose of a study.   
Recently, several resources have presented results of advanced technology to 
capture images with better resolution.  In 2001, DigitalGlobe launched a satellite system 
named QuickBird built by Ball Aerospace & Technologies Corporation, Kodak, and 
Fokker Space.  It has become the satellite system that has the highest spatial resolutions 
with 61 centimeter panchromatic ground resolution and 2.44 meter multi-band resolution.  
The revisit frequency of the orbit is 1 to 3.5 days depending on latitude at 70 centimeter 
resolution (www.digitalglobe.com, 2004).  On the other hand, Landsat satellite systems 
are the older ones.  Their spatial resolutions are much lower but their spectral and 
temporal characteristics are considerably useful, especially in the sense of urban change 
detection.  Because the systems have been utilized for decades, since 1972, they have 
collected a colossal amount of information over time.  These data can provide meaningful 
results of earth study.  In this research, multi-date images of Landsat satellite systems 
were utilized to identify change of an urban area.  
Satellite images could also be called raster data.  A raster is a matrix of pixels 
where each pixel cell contains information stored in the form of digital numbers.  A raster 
does not represent a particular feature instead it represents the overall information of an 
area in an extent of coordinate location covered by a cell (Kabot, Brenneman, Murad-al-
Shaikh, Childs, & Pierce, 2002).  The area covered could vary for each raster depending 
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on the size of a pixel or ground resolution.  Another type of spatial information is called 
vector.  Vector data, on the other hand, represent geographic features with coordinate 
locations in the forms of points, lines, and polygons.  Each feature could be stored 
separately in different layers.  Both raster and vector data could be analyzed in different 
ways depending on the objectives of each project.  For example, raster data are needed 
for surface analysis while vector data are needed for linear referencing.  Frequently, 
raster and vector data are dependent on each other.      
For image processing, a number of tools are available in the market.  Some of 
them emphasize raster analysis such as ER Mapper provided by Earth Resource Mapping 
and ERDAS provided by Leica Geosystems GIS & Mapping.  Some emphasize vector 
analysis like ArcGIS provided by Environmental Systems Research Institute and 
GeoMedia provided by Intergraph.  Others are capable of raster and vector processing 
such as Idrisi provided by Clark Labs.  Which software is needed is decided by the 
objective of the research and the resource available.  ER Mapper and ArcGIS were 
selected for this project.  Both have user-friendly interfaces and powerful tools to process 
the data. 
 
Objective 
In this research, the purpose was to present the change of land cover of Lexington 
over time using satellite images.  Detection of urban expansion was evaluated.  Urban 
change was studied to comprehend the impact to the transportation systems.  Remote 
sensing principles were applied to model geographic information associated with 
demographic data.  The concepts of temporal, spatial, and spectral analyses were utilized.    
 
 
 
 
 
 
 
 
 
 
 
  10   
CHAPTER II 
 
Methods and Techniques 
 
Study Area 
  
The study area is a part of Fayette County, Kentucky including a part of the 
Lexington urban area.  The total of the study area was approximately 45,000 hectares or 
123,000 acres.  The algorithm of the extent is in Table 1.  Figure 1 demonstrates the 
overview of the study area. 
 
 Top Left Bottom Right 
Latitude 38:7:51.81N 37:55:45.81N 
Longitude 84:37:32.41W 84:22:16.17W 
Easting 708102.55E 731046.39E 
Northing 4223019.76N 4201240.24N 
 
Table 1: The extent of the study area 
 
 
 
Figure 1: Overview map of the study area, Lexington 
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Data Acquisition 
 
Satellite Images 
  
Preferably, two datasets of the scene in different time periods should be compared 
to detect change.  However, there is a limitation of resources.  In this research, two 
datasets of Landsat Thematic Mapper images of Lexington were obtained from United 
States Geological Survey (USGS).  The first set of images was taken by Landsat 5 
systems on June 6, 1988.  The second set of images was taken by Landsat 7 systems on 
September 19, 2000.  Both datasets were geo-referenced to Universal Traverse Mercator 
(UTM) projection and World Geodetic Survey 1984 (WGS 84) datum.  They were also 
terrain corrected using a digital elevation model (DEM) to compare and rectify parallax 
error due to local topographic relief.  Nevertheless, these datasets had some different 
characteristics as shown in Table 2.  Therefore, some adjustments were needed using 
digital image processing.   
 
Date Type of images 
Landsat 
number 
Spatial 
resolution (m) 
Sun 
elevation 
(degree) 
Sun 
azimuth 
(degree) 
Cloud 
cover (%) 
06/06/1988 TM 5 28.5 62 114 0 
09/19/2000 TM 7 28.5, 14.25 48.70 146.44 0 
 
Table 2: Characteristics of the imagery 
 
 
Reference data   
  
 Reference data were needed in this research to assess the results of the 
procedures.  These data included the natural aerial photographs, which had the ground 
resolution of one foot, the grayscale aerial photographs at the nominal scale of 1: 12,000 
also called Digital Orthophoto Quarter Quadrangles with a ground resolution of 1 meter, 
the National Land Cover Data (NLCD) map, the Digital Line Graphs (DLG) containing 
road data of the year 1994, and the road feature vector file.  All four raster data were 
provided by United States Geological Survey (USGS). The road vector data of the year 
2000 were obtained from Topologically Integrated Geographic Encoding and 
Referencing (TIGER) database of the United States Census Bureau.  
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Data collected 
 Intersection vector data were collected as point features using a Global 
Positioning System (GPS), which was a Trimble GeoXT handheld unit.  The unit was 
then integrated with TerraSync and GPS Pathfinder application and was imported into 
shapefile format for use in ArcGIS application. These data were for the transportation 
system analysis.   
 
Digital Image Processing 
Principal Component Analysis 
 Principal Component Analysis (PCA) is a technique, which can be used for data 
clustering and pattern recognition.  Since the Landsat data have seven bands of 
electromagnetic spectra, their capabilities to capture information are different.  Each band 
responds to electromagnetic energy distinctively depending on the range of wavelength it 
contains.  In addition, a scene containing several bands of data could be a huge file size.  
This technique, PCA, could be used to identify and highlight the patterns of the data 
(Smith, 2002).  At the same time, it could reduce the effect of light scattering without 
much loss of information and compress the data into a smaller file size compared to the 
original ones.  It is a statistical form of data compression that selects only the most 
important elements of the overall information content of several image bands into a few 
principal component images. 
 In this research, data from six bands of each Landsat TM image dataset were 
analyzed using the Principal Component Analysis technique into three principal 
components or three layers.  The six bands had the range from blue spectrum to reflected 
infrared spectrum, which were bands 1 to 5 and band 7.  Band six was excluded because 
it was the thermal infrared which this research did not need for the surface analysis.  
These bands captured a variety of information.    The three principal components 
expressed the majority of the scene information or thematic information.  To utilize this 
tool, the images had to be calculated statistically (see the Appendix).  Then, a specific 
formula was applied to the ER Mapper application as follow:  
 
 SIGMA(I1..I6 | I? * PC_COV(I1..I6 | , R1, I?, 1)) or 
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 SIGMA(B1:Band 1, B2:Band 2, B3:Band 3, B4:Band 4, B5:Band 5, B6:Band 7 | 
? * PC_COV(Band 1, B2:Band 2, B3:Band 3, B4:Band 4, B5:Band 5, B6:Band 7 |, All,?, 
1)) 
 
 The formula above was for the first principal component.  It informed the 
application to generate principal component 1 from six Landsat TM bands using 
summation construct and covariance principal component value. To identify subtle 
information, the second and the third components are necessary.  The implementation 
utilized the same formula but the order of the component was changed. 
 
 
 A color composite image for each dataset was then generated using the Principle 
Component formula.  The principle components were assigned into layers (RGB): PC 1 
in blue, PC 2 in green, and PC 3 in red.  
 
Geometric Registration 
 Although both Landsat TM images were geo-referenced, they were still needed to 
be geometrically registered to each other in order to compare the datasets.  The dataset 
from Landsat 7 was utilized as the reference scene.  Its registration was accurately done 
by USGS.  The verification of the accuracy was evaluated by matching the data with the 
line feature acquired from United States Census Bureau.  As a result, they corresponded 
to each other quite well.  The dataset from Landsat 5 was then registered to the reference 
image using the polynomial transformation.  The method created a new geocoded image 
that would be compatible with the reference data.  The linear polynomial order was 
chosen to create the simple fit of the rectification.  Twenty-five ground control points 
were selected to resample the data (Figure 2).  Ground control points should be evenly 
distributed so that measurement calculations between points would not be biased. The 
upper-right window was the 1988 dataset, which would be registered to the lower-right 
window or the 2000 dataset.  The upper-left window and the lower-left window zoomed 
in to the present ground control point.  In Figure 2, the twenty-fifth ground control point 
was selected.   
SIGMA(I1..I6 | I? * PC_COV(I1..I6 | , R1, I?, 1)) 
Change to iterate to the order of principal components 2 and 3 
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Figure 2: Display of image registration and ground control points 
 
 After the two images were rectified to each other, they were overlaid using red 
and green bands to evaluate the accuracy.  As seen in Figure 3, the bright yellow area 
displayed the pixels unchanged or matched to each other while the red and green areas 
displayed the pixels unmatched or changed. 
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Figure 3: The overlay of two images registered to each other 
 
 
 
 
 
 
 
 
 
  16   
Radiometric Normalization 
 Landsat 5 and Landsat 7 had different characteristics as shown in Table 2.  The 
sensor variations and differences in sensor-target-illumination geometry initiated the 
differences in radiometry.  To efficiently achieve the change detection based on these two 
datasets, a common radiometric quality should be adjusted (Yang & Lo, 2002).  Since 
each dataset was collected in different times and conditions, the brightness values were 
different.  Histogram matching technique was selected to normalize these two datasets.  
The algorithm adjusted contrast and brightness of each band in each dataset to have 
similar characteristics.   It transformed the output histogram of one layer to match the 
output histogram of the other so that the image from Landsat 5 and the image from 
Landsat 7 had comparable characteristics.  To implement the task, two datasets were 
brought on the computer screen in an algorithm window.  The algorithm consisted of six 
layers, which were red, green, and blue bands of the Landsat 5 dataset and the other red, 
green, and blue bands of the Landsat 7.  The next step was editing the transformation of 
histograms to match one to the other band-by-band using the histogram match option ER 
Mapper provided.  As a result, two datasets had the spectral similarities as shown in 
Figure 4.  The Appendix demonstrates the statistics of these datasets. For example, band 
1 of the image of 1988 before performing the radiometric normalization has a value of 
102.7 as the mean, while band 1 of the image of 2000 has a value of 87.7 as the mean.  
After performing histogram matching for the 1988 image, the mean value of band 1 is 
changed to 87.3, which is close to the number of mean in the 2000 image.    
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Figure 4: Display of histogram match between two datasets  
 
 
 
 
 
A: The shapes of histograms of Lexington, 2000 
C: The gray lines displayed histogram match of 1988 dataset to 2000 dataset.  
B: The shapes of histograms of Lexington, 1988 
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Image Classification  
 The objective of this procedure is to automatically categorize all pixels of an 
image into land cover classes or themes (Lillesand & Kiefer, 1994).  Each particular 
feature reflects and emits light distinctively.  As a result, Digital Numbers (DNs) are also 
dissimilar depending on each feature’s inherent spectral reflectance and emitting 
properties.  Land cover classification based on statistical pattern recognition is one of the 
most common techniques of information extraction (Jensen, 2005).  In this research, 
unsupervised classification was employed because the characteristics of land cover types 
to be specified as classes within a scene were not well defined. 
 
Image Clustering  
Unsupervised classification is the computer-assisted technique for grouping pixels 
that have similar spectral characteristics into information classes.  There are several 
methods within the unsupervised classification.  Iterative Self-Organizing Data Analysis 
Technique (ISODATA) was the technique this research employed.  After the number of 
classes was specified, numerical operations were performed to find natural groupings of 
similar spectral features based on the classes determined.  Spectral clusters were 
identified after certain times of iteration (Yang & Lo, 2002).  Because this technique 
relied on natural clusters, it was important to carefully specify the number of classes.  If 
the number was too small, broad clusters would be generated.  If the number was too 
large, a speckle image would be created.  Neither of them would provide enough accurate 
information.      Therefore, several numbers of classes were experimented with, which 
were four, seven, nine, fifteen, and twenty.  Consequently, fifteen classes expressed the 
satisfying results of two datasets.  Besides the number of classes, the application required 
additional input information such as the maximum iterations, the maximum number of 
classes, and the minimum members in a class.  The inputs for this research were 99 
iterations, 15 classes, and 0.1 percent for the minimum members in a class.  The other 
options in the application were left as the default value (Figure 5).   
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Figure 5: Display input of Unsupervised Classification specification 
 
 
Cluster Labeling 
 After the application executed the ISODATA classification into 15 classes, the 
outcome was displayed as a grayscale contrast image.  To better identify the classes, 
distinctive colors were assigned.  Figure 6A illustrates labeling classes and unique colors 
assigned to those classes.  The natural color image with the ground resolution of one foot 
and the grayscale image with the ground resolution of one meter were used as the 
reference data to compare side by side with the classified images.  The classified images 
were then labeled into meaningful thematic information according to the reference 
images.  Figure 6B and 6C demonstrate classified images after labeling and assigning 
distinctive color to each class.   Within the classified images, there were several types of 
vegetation and intensity.  Some of them were ambiguous because of the spectral 
similarities of features.   
 Spectral confusion could happen during the classification process since several 
land cover types had similar spectral response.  The resolution of the images, as well, was 
a factor affecting the spectral confusion.  In an urban area, spectral confusion is more 
conspicuous than in a rural area since an urban area has a heterogeneous character.  In 
this research, pairs of features could have similar spectral signatures. Therefore, a class 
could represent two or more types of land cover.  For example, some pixels of an open 
water feature could be in the same class as a high intensity feature.  The use of image 
spatial and contextual properties could aid to identify the area of spectral confusion.  
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Natural color aerial photographs were employed to assist in defining land cover types 
using a visual interpretation method.  Several functions of the ER Mapper application 
such as zooming tool, identifying tool, and geolinking tool were applied to perform the 
manual operation and to help in the decision making process. 
 
 
A: Display of fifteen classes resulted from unsupervised classification process 
 
 
Figure 6: The output of two datasets after image classification process 
B: The year of 2000  C: The year of 1988 
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Map Reclassification 
Since this research emphasized urban growth and transportation, some land cover 
types were not essential to be categorized into several classes.  In addition, the two 
datasets acquired were taken in different seasons.  The 1988 dataset was captured in June, 
which was summer while the 2000 dataset was captured in late September, which would 
be the fall season.  Hence, the information about plant vigor seemed to be relatively 
meaningless. In the previous process, vegetation was categorized into several subtypes 
such as fallowed land, pasture, crop, forest, grassland, and man made grassland to 
observe the overall texture and context of the study area.  However, the main objective of 
the research was to detect urban change.  In this process, classes like vegetation types 
were reclassified into a vegetation class.  ER Mapper did not provide the option to 
process the reclassification technique so that the classification results were exported in 
the TIFF file format to further process in ArcGIS application.  Spatial Analyst extension 
was utilized to reclassify the outcome images from 15 classes into 5 major classes (Table 
3).  Figure 7 demonstrated images after reclassification process.  Open water is displayed 
in blue.  Low intensity/residential area is displayed in magenta.  Medium and high 
intensity are displayed in red and dark brown respectively.  Vegetation is displayed in 
light green.     
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No. Classes Descriptions 
1 Open Water/Bare land All areas of open water including streams, rivers, 
lakes, and reservoirs, generally with less than 25 
% cover of vegetation or soil.  Also, includes 
some exposed area, cultivated land, and concrete 
2 Low Intensity/Residential Area Includes areas with a mixture of constructed 
materials and vegetation.  Impervious surfaces 
account for 20 to 49 percent of total cover.  These 
areas most commonly include single-family 
housing units. 
3  Medium Intensity Includes areas with a mixture of constructed 
materials and vegetation.  Impervious surfaces 
account for 50 to79 percent of total cover.  These 
areas most commonly include commercial or 
industrial zones. 
4 High Intensity Includes highly developed areas where people 
reside or work in high numbers.  Examples 
include apartment complexes and dense 
commercial/industrial areas.  Impervious surfaces 
account for 80 to 100 percent of the total cover.  
5 Vegetation Areas covered by trees, grasses, pastures, and 
crops.  Examples include coniferous forest, 
deciduous forest, mixed forest, scrub, 
grassland/herbaceous, pasture/hay, and cultivated 
crops. 
Table 3: Land cover class definitions 
 
Figure 7: Display reclassifications of land cover between 2000 and 1988 
A: The year of 2000 B: The year of 1988 
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Accuracy Assessment 
The reclassified images generated from TM datasets were compared to land cover 
maps produced by the USGS. Confusion matrices were employed to indicate the 
accuracy of classifications.  In this research, user’s accuracy, producer’s accuracy, and 
overall accuracy were performed.  User’s accuracy indicated the percentage of sample 
points in a particular class that the reference data verified to be correct.  Producer’s 
accuracy indicated the percentage of sample points in a particular class in the reference 
data that were corrected in the classified image.  Overall accuracy was calculated by the 
total number of the sum of all the diagonal cells in the matrix divided by the total number 
of sample points.   
Random sampling method was employed to perform the accuracy assessment.  
Each dataset had randomly selected 488,597 samples to evaluate the accuracy.  Figure 8A 
and 8B are the comparison between the year 2001 national land cover map and the year 
2000 classified image.  Figure 8C and 8D are another comparison between 1988 to 1994 
national land cover map and the year 1988 classified image.  Notice that the map and the 
image of each set of comparison do not have the exact same information since the 
reference maps were produced in different years from the classified images.    
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Figure 8: Input datasets for accuracy assessment 
 
 
Map Comparison 
This procedure performed a logical operator called DIFF.  The function generally 
determined which values from the first input are logically different from the values of the 
second input on a cell-by-cell basis within the analysis window.  In other words, the 
dataset of the year 2000 was subtracted by the dataset of the year 1988.  Since these two 
datasets were already reclassified to the same numbers and characteristics of classes, the 
outcome from the subtraction identified the difference between 2000 and 1988 
information.  With the DIFF function, the zero value was returned when the values of the 
two inputs were identical.  In contrast, the value of the first input returned the value of the 
output when the values on the two inputs were different.  Raster calculator option in 
Spatial Analyst was employed using the following formula: 
 landdiff = [reclass0028] diff [reclass8828] 
C: NLCD 1988 - 1994 D: Classified image 1988 
A: NLCD 2001 B: Classified image 2000 
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The formula instructed the application to create a new file named landdiff.  The 
file was the result of expressing the differences between the dataset of 2000 and the 
dataset of 1988.  The differences remained the values of classes defined as illustrated in 
Table 3.  Figure 9 displays changes of Lexington over time.  Low intensity/residential 
area could be clearly noticed in orange color.  Medium intensity appeared in magenta, 
while high intensity appeared in dark gray.  Open water and vegetation appeared in bright 
green and lichen green respectively.  However, these two classes would not be mainly 
discussed because the vegetation class and open water class were not the interest in this 
research.  
  
Land Cover
By Class
Unchanged Area
Open Water
Residential Area
Medium Intensity
High Intensity
Vegetation
¯ 0 1 2 Miles
Land Cover Differences between 1988 and 2000 of Lexington
Fayette County, Kentucky
 
 
Figure 9: The differences of change in Lexington 
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Map Generalization 
Although the outcome of the urban change was produced in the previous 
procedure, the resulting image was too speckled to examine.  In a fairly large study area 
like an urban area, areas consisting of a small number of pixels might not be necessary 
for the analyzing process since these pixels could be errors that occurred during image 
processing.  For example, error in image to image alignment could account for the 
resulting error.  Another error, called boundary error, could occur at class boundaries due 
to the occurrence of spectral mixing within a pixel (Booth & Oldfield 1989).  There were 
a small number of pixels representing noise within a class as well.  These pixels should 
be replaced with the surrounding class values.   Generalizing map could create a more 
meaningful image and could be remarkably useful for the interpretation.  The generalized 
function such as MajorityFilter, Nibble, RegionGroup, and BoundaryClean were applied 
to make the final result more practical and ZonalArea function was used to calculate 
areas.   
First, the MajorityFilter function was applied to replace cells based upon the 
majority of contiguous neighboring cells.  This process removed speckle from the image.  
The following formula instructed the application to create a file named land1 and to 
replace cell values by the neighboring cell values using the kernel of eight. 
 land1 = majorityfilter([landdiff], eight, majority)  
Secondly, the RegionGroup function was applied to cluster connected cells to a 
region or unique identity using this formula: 
 region = regiongroup([land1]) 
 Setnull was the next function applied for the regions that are too speckled due to 
possible errors during image processing.  In this research, regions that had less than 10 
pixels were considered too small.  The formula gave the zero value to the regions that had 
less than 10 pixels otherwise it gave the value of 1. 
 smallarea = setnull([region].count  le 10, 1) 
 Then, Nibble function was used to replace the zero value of the previous process 
to the values of the nearest neighborhoods. 
 landdiff2 = nibble([land1], [smallarea]) 
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 ZonalArea function was applied to calculate pixels of each class into area such as 
square meters, square kilometers, hectares, and acres. 
 landmeter = zonalarea([landdiff2]) 
 landhec = zonalarea([landdiff2]) * 0.0001 
 landkm = zonalarea([landdiff2]) * 0.000001 
 landacre = zonalarea([landdiff2]) * 0.0002471 
 
 The result after implementing these processes seemed to be more clarified as 
shown in Figure 10.  The image displayed significant unambiguous change but the 
smoothing and cleaning up processes might have thrown away pixels that were parts of 
the change as well. 
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Figure 10: The generalized map of change detection 
 
  28   
Vector Analysis 
Radiometric Correction 
For the data collected in the field, Trimble GeoXT, a GPS handheld unit, was 
used.  It collected data to position traffic lights on New Circle Road, Man O War Road, a 
part of Nicholasville Road, Richmond Road, and Harrodsburg Road.  The equipment 
utilized at least four satellites to calculate the positions therefore the positions were 
relatively accurate.  However, position errors could not be ignored.  Ionosphere, 
troposphere, atmosphere, and receiver noise could be the factors causing errors.  
Differential GPS was a method to correct these various inaccuracies.  The concept was to 
compare the travel time of nearest reference ground station data to data collected and 
adjusting errors according to reference data.  The software called GPS Pathfinder 
provided this method.  Another software used in this process was TerraSync.  It was the 
tool linking the GPS unit to GPS Pathfinder software.  It aided transmitting data from the 
GPS unit to a computer.  The position error correction was implemented in GPS 
Pathfinder using the differential GPS command.   
 
File Conversion 
From the previous procedure, the data corrected were exported to shapefiles to be 
compatible with the ArcGIS application. 
For the transportation system comparison, road network data were needed.  
Several file formats were available publicly on World Wide Web.  TIGER line data file 
containing road data of the year 2000 of Fayette County, Kentucky produced by United 
States Census Bureau was downloaded.  This file was in a shapefile format, which was 
compatible to the ArcGIS application, therefore it was ready to use.  On the other hand, 
the road dataset of the year 1994 which would be compared to the other dataset was in 
the SDTS format.  This file needed to be converted to the compatible format of the 
application.  The Digital Line Graphs had the nominal scale of 1:100,000 containing 
twelve line data layers.  In this research, only four layers containing road data would be 
converted.  The Spatial Data Transfer Standard (SDTS) created by the National Institute 
of Standards and Technology (NIST) is a file format designed specifically for the 
exchange of spatial data between different computing platforms.  A number of federal 
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agencies such as USGS, Army Corps of Engineers, and U.S. Census Bureau often 
distribute spatial data in this format. 
SDTS could be converted to coverage, a file type of ESRI application products, 
by using the ArcToolbox via the SDTS point to coverage option.  There were several 
layers in a SDTS file such as pipeline, railroad, and road.  Only the road layers were 
imported to the coverage file.   
 
Spatial Referencing 
The TIGER line file used the North American Datum 1927 (NAD27) but had no 
projection, while the DLG file had the Universal Traverse Mercator (UTM) projection 
with the NAD27 datum.  To compare the data, the files were assigned a new datum and 
projection to be consistent to the raster data, which was the North American Datum 1983 
and UTM projection using the ArcToolbox via the define projection option and project 
wizard option.  The collected data were already set to this projection so that they do not 
need to be modified. 
 
Data Comparison 
The road data of the year 1994, the year 2000, and traffic lights of major roads 
were then retrieved and put into layers in the ArcGIS application.  These layers were 
overlaid to compare the density of the road network from 1994 to 2000.  Figure 11 
demonstrates each separate layer that was overlaid.  From visual interpretation, it was 
evident that the road network was rapidly developed within 6 years especially in the 
southwest and southeast area of Lexington. 
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A. The year of 2000       B. The year of 1994 
 
   
C. New Circle and Man O War traffic lights D. Harrodsburg, Nicholasville, and   
Richmond traffic lights  
 
Figure 11: Comparison between road network in 2000 and 1994 
 
 
Map Digitization 
To make the difference of the road networks more noticeable, a new polyline 
shapefile was created with the same datum and projection.  It was overlaid with four 
transportation related layers.  Then, the difference between 1994 and 2000 road networks 
was manually digitized using the editor toolbar and was added as polyline in the new file.   
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CHAPTER III 
Results and Discussion 
Procedure Analysis 
In the process of geometric registration, the root mean square errors (RMS) were 
between 0.01 to 0.06 pixels as shown in Figure 12.  The result was considered quite 
accurate.  Both TM datasets were nicely superimposed.  The datasets were 30 by 30 
meter, which is around 0.222 acres.  With twenty-five ground control points and the root 
mean square errors less than 0.06 pixels, the offset would be less than 55 square meters or 
around 0.014 acres.  The number was considered high-quality result compared to the 
overall area of study, which is about 123,000 acres or 498,000,000 square meters.   
 
 
    
Figure 12: Display of ground control points and their RMS values in registration 
process     
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The spectral similarities of datasets were restored using radiometric 
normalization.  This process made the classifications more meaningful since the 
reflection and emitting ratio of both datasets were almost identical.  Otherwise, the 
classifications of both datasets could be significantly different.  As a result, the 
comparison might not be effective. 
In this research, three options of classification methods, which were direct multi-
date classification, supervised classification and unsupervised classification, were 
experimented with.  The purpose was to examine results and to make decisions about 
which process should be selected.  Direct multi-date classification was simply 
straightforward.  The differences were identified by subtracting two datasets.  The result 
was a Boolean image.  The changed areas were assigned the value of 1 while the 
unchanged areas were assigned the value of 0.  However, it was not suitable for further 
analysis because it only provided Boolean values.  Analyzing particular areas of interest 
would be difficult.  Alternatively, post classification method was more appropriate.  
Although it might present compound errors from two image classifications, it offered 
more options to do advanced analyses.    
Post classification process was categorized into two techniques.  Supervised 
classification was experimented with first.  Several sets of classes such as five, seven, and 
nine classes were tested. Training sites were assigned.  Statistics for pixels in each 
training region were calculated and then classifications were performed.  The results were 
not satisfactory since there seemed to be too much spectral confusion.  In addition, 
defining training sites by human skill could not divide classes effectively.  For example, 
road features that had two lanes, especially the ones that were not created by concrete or 
asphalt, were difficult to identify in TM datasets because of the resolution (30 by 30 m). 
Unsupervised classification process was then experimented with using six bands 
and three bands combinations.  The outcomes demonstrated that the image comprised of 
a six-band combination generally presented better overall result.  Principal Component 
Analysis aided the investigation for being slightly more efficient in this research.  It 
compressed information of all six bands of TM satellite data into three bands of principal 
components.  It also helped to identify and highlight the patterns of the data, which 
benefited the classification process.  Compared to a general three-band combination, this 
  33   
structural method produced better results for the ISODATA unsupervised classification.  
The statement was verified by classifying various band combinations with the same 
specification as classifying three bands of principal components.  The outcome 
demonstrated that the classification image of principal components could unify and 
distinguish features better than the classification image of three-band combination.  The 
three-band combination, on the other hand, seemed to provide good results of 
classifications details.  However, they seemed to have more spectral confusion when 
compared to principal components image.  For example, the 7,4,2 band combination 
presented a spectral confusion between exposed or fallowed land and medium intensity 
area while the principal components image did not have this confusion. 
For the accuracy assessment, several factors were considered along with the 
process.  The result demonstrates that the overall accuracy of 1988 was 74 percent while 
the overall accuracy of 2000 was 58 percent.  Statistics of the accuracy assessment are 
shown in Table 4.    The resulting numbers seemed to be low due to various factors.  First 
of all, the reference data compared to the classification data were from different years.  
For the 2000 classified image, the reference map was the year 2001.  Additionally, 
Lexington had a growth rate more than ten percent each year during these few years.  In 
Figure 13, images A and B displays the differences between reference image and 
classified image.  Polygon shapes demonstrate the land cover dissimilarities. For the 1988 
classified image, the reference map was generated during 1988 to 1994 and had been 
updated several times during the decade.  In Figure 13, images C and D display another 
set of differences between reference image and classified image.  Rectangular boxes 
demonstrate the land cover disparities. The differences of time between reference data 
and classified data could result in the change of the Lexington area and could affect the 
result of the accuracy assessment.  Another matter was the errors that could occur during 
digital image processing.  The errors could come from geometric registration process, 
radiometric normalization process, and classification process.  These factors were 
proportionally involved more or less in the accuracy assessment phase.   
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A: NLCD 2001     B: Classified image 2000 
    
C: NLCD 1988-1994    D: Classified image 1988 
 
Figure 13: Differences between reference data and classified data 
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A: User’s accuracy for classified image of the year 2000 
Reference File (NLCD 2001) Classified File 
(2000) 1. Open Water / Bare land 
2. Low Intensity / 
Residential Area 
3. Medium 
Intensity 
4. High 
Intensity 5. Vegetation 
1. Open Water /  
Bare land 42.363 % 22.206 % 17.388 % 1.999 % 16.044 % 
2. Low Intensity / 
Residential Area 0.209 % 62.258 % 17.913 % 2.508 % 17.111 % 
3. Medium Intensity 0.216 % 18.733 % 47.887 % 31.979 % 1.185 % 
4. High Intensity 0.006 % 10.718 % 30.182 % 56.942 % 2.152 % 
5. Vegetation 0.065 % 19.581 % 1.746 % 0.437 % 78.172 % 
 
B: Producer’s accuracy for classified image of the year 2000 
Reference File (NLCD 2001) Classified File 
(2000) 1. Open Water / Bare land 
2. Low Intensity / 
Residential Area 
3. Medium 
Intensity 
4. High 
Intensity 5. Vegetation 
1. Open Water /  
Bare land 83.253 % 0.886 % 2.489 % 0.645 % 0.361 % 
2. Low Intensity / 
Residential Area 9.275 % 56.027% 57.825 % 18.243 % 8.689 % 
3. Medium Intensity 0.902 % 1.592 % 14.595 % 21.959% 0.057 % 
4. High Intensity 0.032 % 1.208 % 12.207 % 51.887 % 0.137 % 
5. Vegetation 6.538 % 40.287 % 12.885 % 7.267 % 90.756 % 
 
C: User’s accuracy for classified image of the year 1988 
Reference File (NLCD 1988-1994) Classified File 
(1988) 1. Open Water / Bare land 
2. Low Intensity / 
Residential Area 
3. Medium 
Intensity 
4. High 
Intensity 5. Vegetation 
1. Open Water /  
Bare land 40.632 % 11.035 % 13.043 % 15.422 % 19.867 % 
2. Low Intensity / 
Residential Area 0.306 % 42.192 % 11.573 % 5.238 % 40.692 % 
3. Medium Intensity 1.176 % 17.375 % 35.050 % 30.302 % 16.097 % 
4. High Intensity 0.256 % 21.045 % 21.794 % 31.028 % 25.878 % 
5. Vegetation 0.493 % 7.157 % 1.595 % 2.085 % 88.669 % 
 
D: Producer’s accuracy for classified image of the year 1988 
Reference File (NLCD 1988-1994) Classified File 
(1988) 1. Open Water / Bare land 
2. Low Intensity / 
Residential Area 
3. Medium 
Intensity 
4. High 
Intensity 5. Vegetation 
1. Open Water /  
Bare land 48.420 % 0.726 % 2.352 % 3.196 % 0.289 % 
2. Low Intensity / 
Residential Area 7.760 % 59.094 % 44.440 % 23.116 % 12.587 % 
3. Medium Intensity 3.741 % 3.051 % 16.871 % 16.764 % 0.624 % 
4. High Intensity 1.348 % 6.125 % 17.391 % 28.458 % 1.663 % 
5. Vegetation 38.731 % 31.004 % 18.945 % 28.466 % 84.837% 
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E: Overall accuracy for classified images 
Overall accuracy  
1988 74 % 
2000 58 % 
Table 4: Accuracy Assessment of classified images 
 
 
Change Detection Analysis 
Urban Change 
 Spatial pattern of major land cover change between 1988 and 2000 could be 
identified in this research.  Even though five major categories of land cover were 
specified during image processing, only three major categories would be mainly 
deliberated.  Low intensity/residential area, medium intensity, and high intensity would 
be the areas of interest.  The spatial distribution had changed as in Table 5. 
 
Area Changed 
 Land cover categories 
sq. m. hectare sq. km. acres 
% of total 
change 
Open Water /  
Bare land 621000.00 62.10 0.62 153.45 1 
Residential Area /  
Low Intensity 33801300.00 3380.13 33.80 8352.30 65 
Medium Intensity 2663100.00 266.31 2.66 658.05 5 
High Intensity 6824700.00 682.47 6.82 1686.38 13 
Vegetation 8227800.00 822.78 8.23 2033.09 16 
Total  52137900.00 5213.79 52.14 12883.27 100.00 
Table 5: Summary of area change between 1988 and 2000 
   
A: Residential/low intensity B: Medium intensity  C: High intensity 
Figure 14: Displays overall urban areas changed 
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 Residential/low intensity area had changed 65 percent of the total area changed.  
It undoubtedly revealed that residential/low intensity area had remarkably developed 
during the decade especially the southeast and the southwest area of Lexington (Figure 
14A).  Real estate had been extremely built up.  Figure 15 A was the example of real 
estate development in the area near Man O War Boulevard and Nicholasville Road.  
From the grayscale aerial photograph, the area was vegetation.  But, it became the 
residential area as appeared in the natural color aerial photograph taken in 2000.  High 
intensity area had changed 13 percent while the medium intensity had changed 5 percent.  
Most of high intensity and medium intensity were expanded along highway corridors 
(Figure 14B and Figure 14C).  From visual interpretation and comparison with aerial 
photographs, high intensity area was the transition from medium intensity area or it could 
be developed from vegetation area.  Medium intensity area, on the other hand, was 
developed from either low intensity or vegetation area.   Figure 15 B presented an area of 
medium intensity altered from low intensity.  It was located between Richmond Road and 
Todds Road.  Figure 15 C presented an area on Nicholasville Road, which is the high 
intensity area transformed from medium intensity.  Figure 15 D presented an area near 
Interstate 75 and Man O War Boulevard, which was altered from vegetation to high 
intensity.     
 
  
   
 
A: Residential/low intensity compared to aerial photographs of 2000 and 1994 
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B: Medium intensity compared to aerial photographs of 2000 and 1994 
 
   
 
C: High intensity transformed from medium intensity compared to aerial photographs of 
2000 and 1994 
 
   
 
D: High intensity transformed from vegetation compared to aerial photographs of 2000 
and 1994 
 
Figure 15: Examples of urban changes in hierarchical levels 
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Transportation Change 
 It was certainly evident that urban development had a strong relationship to 
transportation.  The more urban areas had grown, the more complex transportation 
system had built up.  The statement was verified by comparing two line datasets of 1994 
and 2000 in the ArcGIS application.  The software generated tabular data which 
contained a distance value of each section of each road.  The data were statistically 
calculated.  Consequently, there were approximately 5100 new roads constructed or 
expanded (Figure 16).  The length was totally around 764711 meters or 475 miles.  Thin 
blue lines demonstrated new roads constructed after 1994.  Dark red lines were New 
Circle and Man O War, green dots were traffic lights of these two roads, and yellow dots 
were traffic lights of major traffic volume roads.   Most of them were in the southeast and 
southwest areas of Lexington where they were located near New Circle Road and Man O 
War Boulevard.  Those areas are the recently developed residential areas.  The results of 
digital processing revealed that the road surface of Man O War Boulevard has expanded 
and several sections of it were constructed to support the rapid growth of housing 
facilities.   
 
 
Figure 16: Change of road network from 1994 to 2000 
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Another intense transportation system was developed along highway corridors 
where commercial and industrial areas were developed.  There were five specific areas to 
focus on, which were New Circle Road, Man O War Boulevard, Harrodsburg Road, 
Nicholasville Road, and Richmond Road. New Circle Road has the overall length around 
19 miles.  Its classifications according to TIGER data definition are secondary road/U.S. 
highway or connecting road/county road while its role performs as a mainstream traffic 
of Lexington.  New Circle is the belt-looped road of Lexington.  Normally, a belt-looped 
corridor is not supposed to have traffic lights.  The objective is to allow through traffic 
without congestion such as loops like I-275 in Cincinnati and I-270 in Columbus, Ohio.  
However, New Circle does have traffic lights along the northeast section of the corridor 
as shown in Figure 16 as green dots.  As a result, New Circle cannot serve the purpose of 
the ring road effectively.  According to Lexington Herald-Leader (2001), the Kentucky 
Transportation Cabinet realized the issue and formed a focus group to study the 
possibility of eliminating traffic lights in the northeast section of New Circle Road as 
seen as green dots in Figure 16 and to upgrade the road to a freeway to alleviate traffic 
congestion.  On the other hand, Man O War Boulevard is the recently developed road that 
aids in reducing the traffic volume from New Circle.  It is currently half of a loop 
developed for supporting traffic volume in the southern portion of Lexington.  Man O 
War road classification is city street therefore it has traffic lights along the corridor.  
Nicholasville, Harrodsburg, and Richmond are the other highways that would be 
considered.  Within a decade, commercial and industrial areas had been dramatically 
developed along these corridors especially the area in between New Circle and Man O 
War.  To analyze the effect of urban change to transportation, it was inevitable not to 
mention these corridors.  Traffic volume was increased significantly over time in the 
commercial and industrial areas along the corridors.  Combined with residential areas in 
the southern portion, traffic congestion in rush hour was anticipated.       
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CHAPTER IV 
Summary and Conclusion 
Remote sensing and geographic information systems were the cost-effective tools 
to explore, identify, implement, and verify information.  The usefulness of satellite 
images was demonstrated by digital image processing.  Principal component analysis 
compressed and highlighted major features of the images.  Geometric correction 
registered two datasets to each other so that they could be spatially compared.  
Radiometric normalization adjusted brightness values and contrast of two datasets to be 
spectrally comparable.  Prolific information was extracted and classified into land cover 
categories using unsupervised classification.  Images were reclassified to be suitable only 
for the area of interest.  Confusion matrices were evaluated for the accuracy.     Logical 
and relational operators were employed to define changes.  Mathematical functions, local 
statistics, zonal statistics, and generalized methods were applied to minimize boundary 
errors caused by spectral confusion and to generalize study area to be more meaningful.   
Data comparison was analyzed by overlaying layers.  Digitizing tools aided in 
highlighting change.  
The procedures in this research generated quite excellent results.  The procedures 
could be considered as common processes to detect change therefore the author 
personally assumes they could be applied for other urban area investigations.  However, 
different change detection models have different advantages and disadvantages.  No exact 
model is optimal and appropriate to all cases (Lu, Mausel, Brondizio, & Moran, 2004).   
In each process, there are varieties of techniques to process change detection.  Alternative 
techniques might be employed within each process presented in this research.  For 
example, radiometric normalization could be implemented in several different ways such 
as image regression (IR), pseudoinvariation feature (PIF), radiometric control set (RCS), 
no change (NC), and histogram matching (HM), depending on which one has been 
chosen or performed best in each particular project.  Additionally, the results would be 
more effective if there are more resources available.  Information such as field data might 
help verify and strengthen the results to be more reliable.   
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From raster and vector analyses, the relationship between urban development and 
transportation system was disclosed.  Within twelve years, the results demonstrate that 
Lexington metropolitan area had considerably expanded.  Sixty-five percent of the urban 
growth is the residential area.  The southern portion is the most crowded segment of the 
development.  Commercial and industrial areas are highly developed along highway 
corridors.  Consequently, urban expansion affects to transportation systems directly.  
Increased traffic volume and accidents on New Circle road have been reported.  Sections 
of Man O War Boulevard have been gradually constructed to connect to each other as 
one corridor.  Other major highways like Harrodsburg, Nicholasville, and Richmond 
roads have been expanded to support the increased housing facilities in the southern part 
of the Lexington urban area. 
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Appendix 
 
Statistics for Landsat 7 dataset of the year 2000 
 
 
 Band1 Band2 Band3 Band4 Band5 Band6
Non-Null Cells 614256 614256 614256 614256 614256 614256
Area In Hectares 49859.69 49859.69 49859.69 49859.69 49859.69 49859.69
Area In Acres 123206 123206 123206 123206 123206 123206
       
Minimum 45 33 17 3 1 1
Maximum 255 255 255 157 255 255
Mean 72.871 60.334 55.122 77.467 93.048 53.573
Median 69.609 57.281 50.469 77.594 93.273 50.609
Std. Dev. 12.02 12.57 18.756 16.129 22.298 18.432
Std. Dev. (n-1) 12.02 12.57 18.756 16.129 22.298 18.432
Corr. Eigenval. 3.921 1.506 0.465 0.05 0.04 0.018
Cov. Eigenval. 1134.88 466.053 120.869 16.074 10.299 3.23
       
       
Correlation Matrix Band1 Band2 Band3 Band4 Band5 Band6
       
Band1 1 0.95 0.924 -0.234 0.303 0.675
Band2 0.95 1 0.96 -0.071 0.473 0.77
Band3 0.924 0.96 1 -0.199 0.48 0.828
Band4 -0.234 -0.071 -0.199 1 0.485 0.009
Band5 0.303 0.473 0.48 0.485 1 0.8
Band6 0.675 0.77 0.828 0.009 0.8 1
Determinant 0      
       
Corr. Eigenvectors PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.455 -0.258 -0.371 0.608 -0.357 -0.302
Band2 0.484 -0.102 -0.34 -0.096 0.24 0.757
Band3 0.489 -0.153 -0.065 -0.506 0.409 -0.556
Band4 -0.025 0.741 -0.598 -0.203 -0.196 -0.116
Band5 0.328 0.569 0.395 0.476 0.431 -0.031
Band6 0.461 0.162 0.479 -0.312 -0.651 0.109
       
Inv. of Corr. Ev. PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.455 0.484 0.489 -0.025 0.328 0.461
Band2 -0.258 -0.102 -0.153 0.741 0.569 0.162
Band3 -0.371 -0.34 -0.065 -0.598 0.395 0.479
Band4 0.608 -0.096 -0.506 -0.203 0.476 -0.312
Band5 -0.357 0.24 0.409 -0.196 0.431 -0.651
Band6 -0.302 0.757 -0.556 -0.116 -0.031 0.109
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Covariance Matrix Band1 Band2 Band3 Band4 Band5 Band6
       
Band1 144.486 143.593 208.382 -45.288 81.103 149.52
Band2 143.593 158.01 226.444 -14.312 132.48 178.419
Band3 208.382 226.444 351.79 -60.101 200.8 286.15
Band4 -45.288 -14.312 -60.101 260.151 174.322 2.802
Band5 81.103 132.48 200.8 174.322 497.211 328.636
Band6 149.52 178.419 286.15 2.802 328.636 339.757
Determinant 3.42E+10      
       
Cov. Eigenvectors PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.272 0.293 0.34 0.238 -0.685 -0.446
Band2 0.324 0.209 0.364 0.133 -0.096 0.832
Band3 0.494 0.367 0.243 0.009 0.681 -0.313
Band4 0.057 -0.655 0.675 -0.32 0.031 -0.098
Band5 0.544 -0.554 -0.331 0.536 0.009 -0.012
Band6 0.527 0.019 -0.357 -0.733 -0.238 0.036
       
Inv. of Cov. Ev. PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.272 0.324 0.494 0.057 0.544 0.527
Band2 0.293 0.209 0.367 -0.655 -0.554 0.019
Band3 0.34 0.364 0.243 0.675 -0.331 -0.357
Band4 0.238 0.133 0.009 -0.32 0.536 -0.733
Band5 -0.685 -0.096 0.681 0.031 0.009 -0.238
Band6 -0.446 0.832 -0.313 -0.098 -0.012 0.036
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Statistics for Landsat 5 dataset of the year 1988 
 
 Band1 Band2 Band3 Band4 Band5 Band6
Non-Null Cells 614256 614256 614256 614256 614256 614256
Area In Hectares 49859.69 49859.69 49859.69 49859.69 49859.69 49859.69
Area In Acres 123206 123206 123206 123206 123206 123206
       
Minimum 75 25 20 7 3 1
Maximum 254 223 254 239 254 254
Mean 104.224 47.576 55.96 106.102 128.18 54.204
Median 99.473 45.883 52.906 106.688 128.5 51.402
Std. Dev. 16.562 10.27 18.098 17.126 28.188 19.385
Std. Dev. (n-1) 16.562 10.27 18.098 17.126 28.188 19.385
Corr. Eigenval. 4.153 1.238 0.5 0.063 0.034 0.012
Cov. Eigenval. 1506.938 461.873 162.941 27.559 9.868 1.766
       
       
Correlation Matrix Band1 Band2 Band3 Band4 Band5 Band6
       
Band1 1 0.957 0.91 -0.276 0.415 0.706
Band2 0.957 1 0.969 -0.17 0.571 0.815
Band3 0.91 0.969 1 -0.22 0.666 0.892
Band4 -0.276 -0.17 -0.22 1 0.219 -0.08
Band5 0.415 0.571 0.666 0.219 1 0.853
Band6 0.706 0.815 0.892 -0.08 0.853 1
Determinant 0      
       
Corr. Eigenvectors PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.441 -0.244 -0.448 0.289 -0.641 -0.227
Band2 0.471 -0.096 -0.332 0.047 0.356 0.728
Band3 0.484 -0.071 -0.069 -0.105 0.585 -0.634
Band4 -0.084 0.811 -0.558 -0.134 -0.008 -0.08
Band5 0.364 0.491 0.509 0.605 -0.032 0.037
Band6 0.458 0.168 0.339 -0.721 -0.345 0.095
       
Inv. of Corr. Ev. PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.441 0.471 0.484 -0.084 0.364 0.458
Band2 -0.244 -0.096 -0.071 0.811 0.491 0.168
Band3 -0.448 -0.332 -0.069 -0.558 0.509 0.339
Band4 0.289 0.047 -0.105 -0.134 0.605 -0.721
Band5 -0.641 0.356 0.585 -0.008 -0.032 -0.345
Band6 -0.227 0.728 -0.634 -0.08 0.037 0.095
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Covariance Matrix Band1 Band2 Band3 Band4 Band5 Band6
       
Band1 274.294 162.765 272.834 -78.15 193.821 226.54
Band2 162.765 105.481 180.205 -29.838 165.29 162.206
Band3 272.834 180.205 327.549 -68.207 339.516 312.777
Band4 -78.15 -29.838 -68.207 293.287 105.529 -26.501
Band5 193.821 165.29 339.516 105.529 794.553 466.035
Band6 226.54 162.206 312.777 -26.501 466.035 375.781
Determinant 5.45E+10      
       
Cov. Eigenvectors PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.317 0.42 0.462 0.363 -0.577 -0.214
Band2 0.225 0.189 0.254 0.08 0.182 0.9
Band3 0.426 0.298 0.217 -0.045 0.735 -0.375
Band4 -0.003 -0.669 0.727 -0.145 0.022 -0.055
Band5 0.658 -0.499 -0.37 0.424 -0.036 0.014
Band6 0.485 0.049 -0.103 -0.812 -0.304 0.031
       
Inv. of Cov. Ev. PC1 PC2 PC3 PC4 PC5 PC6
       
Band1 0.317 0.225 0.426 -0.003 0.658 0.485
Band2 0.42 0.189 0.298 -0.669 -0.499 0.049
Band3 0.462 0.254 0.217 0.727 -0.37 -0.103
Band4 0.363 0.08 -0.045 -0.145 0.424 -0.812
Band5 -0.577 0.182 0.735 0.022 -0.036 -0.304
Band6 -0.214 0.9 -0.375 -0.055 0.014 0.031
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Statistics for the year of 2000 Principal Components 
 
 Band1 Band2 Band3
    
    
Non-Null Cells 2450912 2450912 2450912
Area In Hectares 49766.688 49766.688 49766.688
Area In Acres 122976.172 122976.172 122976.172
    
Minimum 0 0 0
Maximum 255 255 255
Mean 87.722 94.716 122.576
Median 83 82 125
Std. Dev. 41.354 53.099 39.477
Std. Dev. (n-1) 41.354 53.099 39.477
Corr. Eigenval. 1.109 0.998 0.893
Cov. Eigenval 2822.373 1819.839 1445.88
    
    
Correlation Matrix Band1 Band2 Band3
    
Band1 1 0.003 -0.105
Band2 0.003 1 -0.028
Band3 -0.105 -0.028 1
Determinant 0.988   
    
Corr. Eigenvectors PC1 PC2 PC3
    
Band1 -0.682 0.254 0.686
Band2 -0.199 -0.967 0.161
Band3 0.704 -0.027 0.71
    
Inv. Of Corr. Ev. PC1 PC2 PC3
    
Band1 -0.682 -0.199 0.704
Band2 0.254 -0.967 -0.027
Band3 0.686 0.161 0.71
    
    
Covariance Matrix Band1 Band2 Band3
    
Band1 1710.156 7.338 -170.878
Band2 7.338 2819.518 -57.81
Band3 -170.878 -57.81 1558.418
Determinant 7426423931   
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Cov. Eigenvectors PC1 PC2 PC3
    
Band1 0.014 -0.84 0.542
Band2 0.999 0.037 0.032
Band3 -0.048 0.541 0.84
    
Inv. Of Cov. Ev. PC1 PC2 PC3
    
Band1 0.014 0.999 -0.048
Band2 -0.84 0.037 0.541
Band3 0.542 0.032 0.84
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Statistics for the year of 1988 Principal Components 
 
 Band1 Band2 Band3
    
    
Non-Null Cells 617472 617472 617472
Area In Hectares 50120.74 50120.74 50120.74
Area In Acres 123851.055 123851.055 123851.055
    
Minimum 0 0 0
Maximum 255 255 255
Mean 102.729 79.407 98.376
Median 99 65 93
Std. Dev. 49.804 50.525 46.34
Std. Dev. (n-1) 49.804 50.525 46.34
Corr. Eigenval. 1.15 1.001 0.85
Cov. Eigenval 2698.891 2551.678 1930.08
    
    
Correlation Matrix Band1 Band2 Band3
    
Band1 1 0.011 -0.149
Band2 0.011 1 0.005
Band3 -0.149 0.005 1
Determinant 0.978   
    
Corr. Eigenvectors PC1 PC2 PC3
    
Band1 -0.708 0.032 0.706
Band2 -0.029 0.997 -0.074
Band3 0.706 0.073 0.704
    
Inv. Of Corr. Ev. PC1 PC2 PC3
    
Band1 -0.708 -0.029 0.706
Band2 0.032 0.997 0.073
Band3 0.706 -0.074 0.704
    
    
Covariance Matrix Band1 Band2 Band3
    
Band1 2480.434 27.558 -344.796
Band2 27.558 2552.81 11.265
Band3 -344.796 11.265 2147.404
Determinant 13291881003   
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Cov. Eigenvectors PC1 PC2 PC3
    
Band1 -0.843 -0.08 0.532
Band2 -0.119 0.992 -0.039
Band3 0.525 0.096 0.846
    
Inv. Of Cov. Ev. PC1 PC2 PC3
    
Band1 -0.843 -0.119 0.525
Band2 -0.08 0.992 0.096
Band3 0.532 -0.039 0.846
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Statistics for the year of 1988 Principal Components after performing Radiometric 
Normalization 
 
 Band1 Band2 Band3
    
    
Non-Null Cells 614256 614256 614256
Area In Hectares 49859.694 49859.694 49859.694
Area In Acres 123205.997 123205.997 123205.997
    
Minimum 0 0 0
Maximum 255 255 255
Mean 87.291 92.299 121.064
Median 83 81 121
Std. Dev. 43.408 50.996 41.13
Std. Dev. (n-1) 43.408 50.996 41.13
Corr. Eigenval. 1.105 0.961 0.933
Cov. Eigenval 2627.443 1916.278 1632.805
    
    
Correlation Matrix Band1 Band2 Band3
    
Band1 1 0.042 -0.066
Band2 0.042 1 -0.049
Band3 -0.066 -0.049 1
Determinant 0.992   
    
Corr. 
Eigenvectors PC1 PC2 PC3
    
Band1 -0.591 0.482 0.646
Band2 -0.523 -0.84 0.148
Band3 0.614 -0.25 0.748
    
Inv. Of Corr. Ev. PC1 PC2 PC3
    
Band1 -0.591 -0.523 0.614
Band2 0.482 -0.84 -0.25
Band3 0.646 0.148 0.748
    
    
Covariance Matrix Band1 Band2 Band3
    
Band1 1884.255 92.753 -117.555
Band2 92.753 2600.628 -103.554
Band3 -117.555 -103.554 1691.643
Determinant 8221027387   
    
  57   
Cov. Eigenvectors PC1 PC2 PC3
    
Band1 -0.143 -0.903 -0.405
Band2 -0.982 0.181 -0.059
Band3 0.127 0.389 -0.912
    
Inv. Of Cov. Ev. PC1 PC2 PC3
    
Band1 -0.143 -0.982 0.127
Band2 -0.903 0.181 0.389
Band3 -0.405 -0.059 -0.912
 
 
