

















assessment にある（Levy & Mislevy, 2016）。この 2 つの目的は必ずしも
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多重対応分析の因子分析的使用
　　正規直交主成分分析とそのプロ野球の観客調査データへの適用1　　















































線 状 を 呈 す る こ と で あ り、 こ れ は し ば し ば 馬 蹄 現 象（horse-shoe 
phenomenon）と呼ばれている（Gifi, 1990; Murakami, 2012）。この現象が

















































数を p とし、n×p のデータ行列を X と書く。X の各列の平均値のベクト
ルを 、すべての要素が 1 であるような n 次元ベクトルを 1n 、X の各列の
標準偏差のベクトルを s として とすると、この Z
は、Z′1n=0，dgZ′Z = nIp という条件を満たすように標準化される。
　続いて、主成分を定義する。W を p×r（r<p）の正規直交な重み行列、
すなわち、W′W = I をみたすものとする。主成分得点は、標準化された変
数の 1 次合成変量（linear composites）として次のように定義される。





多重対応分析の因子分析的使用（村上） 99 （ 99 ）
　この解は、相関行列の固有値分解、 、すなわち Λ を R の固有
値を降順に並べた対角行列、K を対応する正規直交な固有ベクトルの行列
（KK′ = I = K′K）としたとき、
  W = KrT  ⑶
である。ただし、Kr は K の r 番目までの列からなる正規直交行列、T は










T による直交回転により重み行列の直交性は（WT）' WT = T' W' WT = T' T












である。変数 の値の値の種類（最大値）を とすると、 は の
行列で、 であり  次元ベクトル、 は各カテゴリー
への反応数を要素とする。また、
    ⑸
は n×cの行列である。ここで、 、Dk = diag dk とする。
また、D は を要素とする対角行列とする。 ここで、











と 定 義 す る。 こ の 行 列 B は 基 準 化 Burt 行 列 と 呼 ば れ る（Gower & 
Hand，1996）。
　ここで、c 次元ベクトル を定義する。
により、 は単位長さのベクトル、すなわち、 である。これを B
の右からかけると、
多重対応分析の因子分析的使用（村上） 101 （101）
 すなわち、 であるから は B の（基準化された）固有ベクトル
であり、対応する固有値は p である。この p は、B の最大固有値であるこ
とが証明できる（Gower & Hand，1996）。そこで、 と定義
し、その固有値分解を、 とする。C の固有値は B の最大固有値
である p を除き、B の固有値と一致する。このとき、数量化行列は、
    ⑻









で与えられる。ただし、 は C の最大 r 番目までの（B の 2 番目から
r+1 番目までの）固有値を要素とする対角行列である。































と、正規直交な の重み行列 W を用いて、2.2.1 の ⑴ 式によって

























　まず、数量化行列 にベクトル を付け加えた の（正方）行列、
を 考 え よ う。 の 中 心 化 と 標 準 化 に 関 す る 条 件
により、行列 は直交行列、すな
わち、 である。そこで、 を対角ブロックにもつ行列




る。また、  は B と同じ大きさの直交行列で、 であ
る。さらに、このとき もまた直交行列であり、加えて B のすべての固
有値は相異なると仮定したから、この分解は一意的であり、 は
のすべての固有ベクトルである。
　次に、行列 の部分行列 の第 ck 列、すなわち の形を
とる列を行列の最右端に入れ替える。この入れ替えによって、 は次の
形になる。





と定義する。行列 は、すべての要素が 1 であるような 次の正方行
列で、その最大固有値は 、対応する固有ベクトルは であり、残りの
固有値はすべて 0、固有ベクトルは と直交する限り任意となる。

















を とする。 の階数は と想定できるから、その各列は 1 次独
立である。まず、中心化のためのベクトルを と定義する。その
上で、
  ′   ⑿







　最終的にこれらを並べた を ⑾ 式のブロッ
ク対角行列の形に並べたものが となる。
　以上の過程を、2 値変数を除くすべての変数について繰り返し、 ⑾ 式
によって配列した上で、 、 、 によって主成分
分析の手続きを進めることになる。

























での回転であり planar rotation と呼ばれる）と、変量 j の主成分 への重
みを 、回転後の対応する要素を として、
108 （108）
であるが、 、 、 と定義す
れば、 、 と書けるが、このとき Orthomax 基準とは、
    ⒂
である。ここで、 とすると Varimax 回転、 とした場合が
Quartimax 回転である。基準を考えるにあたっては、対象となる行列（こ
こでは重み行列 ）の要素の符号の影響を回避するために、要素はすべ





行列の場合、 であるから、行列の各列の要素の 2 乗の平均値は、
直交回転の下では常に 1 となる。また、行方向の 2 乗和も回転によって変
化しない。なぜなら、 だからである。すなわち、
⒂ 式の右辺第 2 項は一定であり、Varimax 基準と Quartimax 基準に違い
は生じない。そこで、ここでは Quartimax 回転、すなわち、 ⒂ 式の右辺
































































実例については、村上（2016）、あるいは、本論文 2.2 の図 1 で、年齢段



















　この要素である は変数（項目） と の間のクロス集計表である。
Burt 行列はこのようにクロス集計表を配列したものである。この左右から
を掛けて得られるのが基準化 Burt 行列であり、これから を引
いた行列 C の同じブロックの形は、
となるが、この要素は、
と書ける。ただし、i は変数 k の、j は変数 k′ のそれぞれ 1 つのカテゴリー
とし、 はクロス集計表の i 行 j 列の要素（項目 k においてカテゴリー i、
項目 k′ においてカテゴリー j を選択した個体の数）、 と は対応する
行、列の周辺度数である。ここで、
は、イナーシア（inertia）と呼ばれ、2 つの項目間の連関度の 1 つの指標
となる。なお、イナーシアの n 倍が当該のクロス集計表のカイ 2 乗統計量
にあたる。
　このとき、任意の中心化、正規直交化された重み によって数量化さ




































1 ）データ行列 X を ⑷ 式により、ダミー変数行列 G に変換する。
2 ）変数（項目）を順序のないカテゴリカル項目（タイプ 1）、順序のあ
るカテゴリカル項目（タイプ 2）、2 値項目に分類する（タイプ 1 とタ
イプ 2 の分類には任意性がある）。
3 ）タイプ 1 の項目のカテゴリーには任意の乱数、タイプ 2 の変数には 
1〜（ck－1）次の多項式の数量を与える。さらに、⑿、⒀ 式によって
中心化、正規直交化し UK を定める。2 値次項目については、⒁ 式に
よってベクトル uk を定める。
4 ）⑼ 式によって各変数を正規直交化した変量を計算し、それをならべ
てできる標準得点の行列 Z を用いて、⑽ 式によって正規直交変量間
相関行列を求める。
5 ）固有値分解により、固有値の対角行列 Λ と固有ベクトルを要素とす
る行列 K を得る。スクリープロット等を参照しながら、暫定的な主
多重対応分析の因子分析的使用（村上） 115 （115）
成分数 r を定める。最大 r 番目までの固有値に対応する固有ベクトル
からなる行列 Kr を重み行列 W とする。
6 ）W を Quartimax 基準により回転する。タイプ 1 の項目については、
左からの回転も行う。右からの回転と左からの回転を交互に収束する
まで反復する。





9 ）主成分得点 F を算出、外部変数との関連等を検討する。













　実施にあたっては、中京大学現代社会学部の学生が 2 名 1 組で、調査参
加者（回答者）となることを応諾してくれた観客に調査を実施する。手続
きとしては、A4 版 3 ページ、26 項目からなる調査表を筆記用具とともに
116 （116）
参加者に手渡し、参加者自身に回答を記入してもらう。調査は開場から試
合開始 30 分前までの 1 時間半にわたって行われた。学生の担当箇所は、







































の有効回答者数は 874 名であったが、分析対象とした変数のうち 1 つでも
欠損値があった回答者は分析から除外したので、分析に用いられた回答者
数は 825 であった。以下の反応％の数値の分母は 825 の方を用いている。
以下、個々の変数について説明する。
2.2.2　性別（２値変数）　
　2 値変数であり、男性を 1、女性を 2 とコーディングした。したがって、
この変数が正に負荷する主成分は一般に女性の得点が高いことになる。男
性の割合が、66.2% で、全体の約 3 分の 2 を占めている。2 値変数では、
平均値が 0、標準偏差が 1 という制約条件により、カテゴリーに与えられ
る数量は反応率だけにもとづいて ⒁ 式により一意に定まる。したがって、
男性には -0.72、女性には 1.40 という数値が与えられる。
118 （118）
2.2.3　年齢段階（タイプ２）
　「10 代」から「70 代以上」の 7 段階で回答を求めているが、「60 代」と「70
代以上」は合併して「60 代〜」として扱った。6 つの段階の回答者の割合
は、それぞれ、11.2%、22.2%、13.8%、19.9%、17.9%、15.0% であった（回
答者の 3 分の 1 は 30 歳未満である）。これらに、1 次から 5 次までの直交













1．学生・生徒 2．公務員 3．会社員 4．パート・アルバイト
5．専門職（教員・勤務医など） 6．会社経営・会社役員 7．自営業
8．専業主婦・主夫 9．無職・家事手伝い 10．その他（　　　）






ኚ㔞 Ꮫ⏕ බົဨ ఍♫ဨ 䝟䞊䝖 ➼ ⮬Ⴀ➼ ᑓᴗ୺፬ 䛭䛾௚
ゎ㔘
㻝 -2.04 -0.16 -0.04 0.17 0.38 1.00 2.47 Ꮫ⏕(-) vs ↓⫋(+)
㻞 -1.72 0.64 0.59 0.45 0.36 -0.46 -2.46
᭷⫋
㻟 0.10 -0.50 -0.43 2.01 -0.28 2.39 -1.29
䝟䞊䝖䞉୺፬
㻠 -0.01 3.73 -0.43 -0.82 0.56 0.64 -0.21
බົဨ
㻡 0.05 -1.16 0.23 -2.69 0.60 1.86 -0.82
㻢 0.12 -0.77 -0.34 0.40 3.53 -0.57 -0.23














味ある解釈を生み出す。「公務員」は全体の 6% 弱（47 人）なので、変量






は無記入の場合に 2、「はい」（ドラゴンズファン）の場合に 3 とコード化
した。これを順序のあるカテゴリーと考えて、正規直交多項式により表 2
のような数量が付与された。
　ナゴヤドームでの試合であり、ドラゴンズファンが全体の 4 分の 3 に達
しているため、ドラゴンズファンに付される数量は小さく（0.54）、2 次変




ኚ㔞 䝗 䝷䝂䞁䝈 䛹䛱䜙䛷䜒䛺䛔 䝇䝽䝻䞊䝈
䠍 ḟ 0.54 -0.88 -2.30
䠎 ḟ 0.20 -2.56 1.18












ኚ㔞 ẖ᪥ぢ䛶䛔䜛 䜘䛟 ぢ䛶䛔䜛 䛒䜎䜚ぢ䛺䛔 䜋䛸䜣䛹ぢ䛺䛔
䠍 ḟ 1.10 0.18 -0.73 -1.65
䠎 ḟ 0.82 -1.07 -0.93 1.22
䠏 ḟ 0.32 -1.03 1.81 -0.59













ኚ㔞 ௒᪥ึ䜑䛶 䠍 䡚䠎 ᅇ 䠏 䡚䠑 ᅇ 䠒 䡚㻝㻜ᅇ 㻝㻝ᅇ௨ୖ
䠍 ḟ -2.23 -1.47 -0.71 0.05 0.80
䠎 ḟ 2.08 -0.31 -1.37 -1.10 0.50
䠏 ḟ -1.17 2.15 0.49 -1.65 0.24
䠐 ḟ 0.52 -2.19 1.61 -1.04 0.08











ኚ㔞 ୍ே䛷 ᐙ᪘䛸 ཭ே䛸 䛭䛾௚ ゎ㔘
㻝 -1.73 -0.47 1.28 -0.07 ཭ே
㻞 -1.89 0.56 -0.61 1.80 ཭ே㻔㻙㻕㼢㼟ᐙ᪘㻔㻗 㻕
㻟 -0.92 0.82 -0.07 -2.47 ᐙ᪘















様、平均値が 0、標準偏差が 1 という制約の下では、カテゴリーへの数量
は反応率にもとづいて ⒁ 式により一意的に定まる。それらをまとめて表
6 に示した。
㡯㻌┠ ཯ᛂ⋡ 㑅ᢥ 㠀㑅ᢥ
䝥䝺䞊䛭䛾䜒䛾䜢㛫㏆䛷ぢ䛯䛔 50.9% 0.98 -1.02
ᛂ᥼䛧䛶䛔䜛䝏䞊䝮䛾຾฼䜢ぢ䛯䛔 61.3% 0.79 -1.26
Ẽ䛻䛺䛳䛶䛔䜛㑅ᡭ䜢㛫㏆䛷ぢ䛯䛔 28.7% 1.58 -0.63
຾ᩋ䛻㛵ಀ䛺䛟 䛔䛔ヨྜ䜢ぢ䛯䛔 23.2% 1.82 -0.55
఍ヰ䜢ᴦ䛧䜏䛺䛜䜙ほᡓ䛧䛯䛔 18.9% 2.07 -0.48
㣧㣗䜢ᴦ䛧䜏䛺䛜䜙ほᡓ䛧䛯䛔 19.9% 2.01 -0.50
⌫ሙ䛾㞺ᅖẼ䞉 䝽䜽䝽䜽ឤ䜢࿡䜟䛔䛯䛔 47.0% 1.06 -0.94















　以上、分析の対象となる項目数は 16 であり、総カテゴリー数は 51
（=2+6+7+3+4+5+4+2×8+4）である。主成分分析の対象となるのは、各
項目のカテゴリー数から 1 を引いたものの総和、すなわち、35（ = 51－16）
個の変数ということになる。
ኚ㔞 ‶㊊ 䜋䜌‶㊊ 䛹䛱䜙䛷䜒䛺䛔 䠄 䜔䜔䠅 ୙‶
䠍 ḟ 1.45 0.33 -0.79 -1.91
䠎 ḟ 1.54 -0.65 -0.65 1.54
䠏 ḟ 0.68 -0.69 1.68 -0.90









　この図からは、主成分の数として 6 または 9 が示唆されるであろう。で
きるだけ多面的な個人差を表現するために 9 主成分解が検討されたが、9
























2 乗 R2 とともに示した。パターン行列の要素である負荷量については、3









ኚ㔞 㡯┠ I  II  III  IV  V  VI  VII  VIII  R 2
㻝 㻝 ᛶ㻌ู ዪᛶ 0.02 0.01 0.02 0.80 0.05 0.01 -0.11 0.05 0.655
㻞 㻞 ᖺ㻌㱋 䠍 ḟ 0.85 0.01 0.00 0.02 -0.07 0.03 0.14 0.05 0.767
㻟 䠎 ḟ -0.01 -0.84 0.01 -0.02 0.03 -0.04 -0.01 -0.01 0.704
㻠 䠏 ḟ 0.34 -0.06 0.06 -0.14 0.19 -0.09 -0.63 -0.15 0.562
㻡 䚷 䠐 ḟ 0.06 -0.24 -0.04 0.04 0.02 0.11 0.02 0.10 0.091
㻢 䠑 ḟ 0.00 -0.05 0.11 -0.09 0.08 -0.02 0.09 -0.43 0.217
㻣 㻟 ⫋㻌ᴗ Ꮫ⏕㻔㻙㻕㼢㼟↓⫋㻔㻗 㻕 0.87 0.01 0.02 -0.03 0.07 -0.05 -0.19 -0.01 0.776
㻤 ᭷⫋ 0.01 0.82 -0.06 -0.04 0.05 0.01 0.00 -0.02 0.689
㻥 䝟䞊䝖 䞉 ୺፬ -0.03 -0.04 0.01 0.80 -0.01 0.00 0.14 -0.06 0.664
㻝㻜 බົဨ -0.01 0.00 0.06 0.00 0.17 0.36 -0.02 -0.11 0.159
㻝㻝 0.00 0.00 0.01 0.00 -0.02 -0.02 -0.04 0.22 0.047
㻝㻞 0.00 0.00 -0.01 0.00 -0.03 0.00 0.07 0.00 0.006
㻝㻟 㻠 䝗 䝷䝂䞁䝈䝣䜯䞁䛛 䠍 ḟ 0.20 -0.04 -0.08 -0.12 0.06 -0.12 0.57 -0.17 0.411
㻝㻠 䠎 ḟ 0.05 -0.08 0.71 0.05 -0.14 0.13 -0.08 0.05 0.526
㻝㻡 㻡 䜲䞁䝍䞊䝛䝑 䝖 䠍 ḟ -0.38 0.29 0.40 -0.10 0.07 -0.17 -0.07 0.12 0.459
㻝㻢 䠎 ḟ 0.05 -0.20 -0.13 -0.01 0.08 -0.52 -0.04 -0.15 0.340
㻝㻣 䠏 ḟ -0.05 -0.06 -0.05 -0.14 0.18 0.24 0.14 -0.16 0.144
㻝㻤 㻢 ほᡓᅇᩘ 䠍 ḟ 0.14 0.02 0.39 -0.11 0.10 -0.33 0.31 -0.11 0.477
㻝㻥 䠎 ḟ 0.04 0.23 -0.08 0.18 -0.03 -0.46 -0.13 0.04 0.309
㻞㻜 䠏 ḟ -0.09 0.02 -0.05 0.01 0.13 -0.05 0.20 -0.19 0.094
㻞㻝 䠐 ḟ -0.04 -0.10 0.11 0.05 -0.05 0.02 -0.13 0.16 0.063
㻞㻞 㻣 ㄡ䛸᮶䛯䛛 ཭ே -0.37 -0.13 -0.08 -0.08 0.50 0.03 -0.12 -0.13 0.441
㻞㻟 ᐙ᪘㻔㻗 㻕㼢㼟཭ே㻔㻙㻕 0.04 0.12 -0.10 0.31 0.02 0.43 -0.01 -0.14 0.357
㻞㻠 ᐙ᪘ 0.02 -0.18 0.12 0.24 -0.06 -0.04 0.39 0.06 0.300
㻞㻡 㻤 䝥䝺䞊䜢㛫㏆䛷 䠎 ್ 0.02 0.02 -0.10 -0.22 0.04 0.14 0.19 0.62 0.492
㻞㻢 㻥 䝏䞊䝮䛾຾฼ 䠎 ್ 0.02 -0.03 0.73 0.05 0.11 -0.05 0.06 -0.04 0.585
㻞㻣 㻝㻜 Ẽ䛻䛺䛳䛶䛔䜛㑅ᡭ 䠎 ್ 0.02 -0.05 0.10 0.11 0.06 -0.12 -0.07 0.64 0.470
㻞㻤 㻝㻝 䛔䛔ヨྜ 䠎 ್ 0.10 0.00 -0.47 0.12 0.22 -0.26 0.14 0.14 0.359
㻞㻥 㻝㻞 ఍ヰ䜢ᴦ䛧䜏䛺䛜䜙 䠎 ್ 0.05 0.01 -0.05 0.01 0.66 -0.06 -0.07 0.10 0.483
㻟㻜 㻝㻟 㣧㣗䜢ᴦ䛧䜏䛺䛜䜙 䠎 ್ 0.14 0.09 -0.01 -0.02 0.48 0.27 -0.06 0.08 0.338
㻟㻝 㻝㻠 㞺ᅖẼ䞉 䜟䛟 䜟䛟 ឤ 䠎 ್ -0.04 0.10 0.02 0.21 0.51 0.00 0.15 -0.06 0.344
㻟㻞 㻝㻡 ୍యឤ 䠎 ್ 0.04 -0.07 0.32 0.05 0.41 -0.20 -0.01 0.10 0.361
㻟㻟 㻝㻢 ‶㊊ᗘ 䠍 ḟ -0.08 -0.31 -0.11 -0.05 0.07 0.26 -0.09 0.13 0.220
㻟㻠 䠎 ḟ -0.22 -0.08 -0.12 -0.08 0.03 -0.32 0.07 0.11 0.210
㻟㻡 䠏 ḟ -0.16 -0.08 -0.11 0.15 -0.17 -0.22 -0.42 -0.16 0.340
୺ᡂศᐤ୚ 2.08 1.85 1.84 1.71 1.63 1.49 1.46 1.40 13.460
ᐤ୚䛾ศゎ
䠍 ḟኚ㔞 0.97 0.21 1.21 0.80 1.19 0.44 0.56 0.92 6.306
䠎 ḟኚ㔞 0.05 0.81 0.55 0.04 0.03 0.60 0.03 0.04 2.150
䠏 ḟኚ㔞 0.15 0.01 0.02 0.06 0.11 0.12 0.62 0.11 1.214
䠐 ḟኚ㔞 0.00 0.07 0.01 0.00 0.00 0.01 0.02 0.04 0.157
䠑 ḟኚ㔞 0.00 0.00 0.01 0.01 0.01 0.00 0.01 0.18 0.223
㡰ᗎ䛺䛧 0.89 0.74 0.04 0.80 0.29 0.32 0.23 0.10 3.410
୺ᡂศ㛫┦㛵ಀᩘ I II III IV V VI VII VIII
I 1.00
II 0.05 1.00
III 0.05 0.01 1.00
IV 0.12 0.01 0.04 1.00
V 0.01 0.03 0.02 0.06 1.00
VI 0.05 0.00 -0.10 0.07 -0.06 1.00
VII 0.06 -0.10 0.16 0.04 -0.02 0.02 1.00
VIII -0.03 -0.07 -0.02 0.01 0.09 0.00 0.02 1.00















整えた。以下、表 8 と図 4 にもとづき、順番に主成分の解釈について述べ
る。
2.3.3　主成分Ⅰ：年齢段階
　表 8 の I の列から有意な値を拾ってみると、「年齢」の 1 次変量への負













୺ᡂศ㻵㻌㻌㻌ᖺ㱋 䚷 䚷 䚷 ୺ᡂศ㻵㻵䚷 ᭷⫋
䚷 䚷 䚷 ୺ᡂศ㻵㻵㻵䚷 䝃䝫䞊䝍䞊 䚷 䚷 䚷 䚷 ୺ᡂศ㻵㼂䚷 ዪᛶᐈ
䚷 䚷 ୺ᡂศ㼂䚷 ᒃሙᡤᕼồ 䚷 䚷 ୺ᡂศ㼂㻵䚷 ୰ᗤ཯ᛂ















　第 II の主成分で目立つのは、年齢段階の 2 次変量への負の負荷と職業



















　ところで、第 I 主成分とこの第 II 主成分の主成分得点の間の散布図は




















ともに 0.7 を上回っている。表 2 で見たように、前者の 2 次変量は対戦し
ている 2 チームのどちらかのファンであれば正の値をとる。また後者はひ
いきのチームがこれから対戦するとすれば、当然の期待であろう。それ以






























































































てほぼ直線的に増加している。ただし、先にも指摘したように 30 〜 50 代
のところが平坦な踊り場状を呈しており、そのために 3 次変量も低く負荷
している。3 次変量によって年齢による変化がより忠実にあらわされてい
るわけである。第Ⅱ主成分は、図 1 の 2 次変量をちょうど上下に反転した
形であるが、20 〜 50 代の間のほぼ平坦な状態を作るために 4 次変量がい
くらか寄与している。
図9　年齢段階と主成分得点の平均値
　問題の第 VII 主成分であるが、これも平均値の曲線が図 1 の 3 次変量を
上下反転した形とほぼ一致することが見てとれるであろう。具体的には












































　表 8 の下方に示された主成分間相関であるが、大部分の数値は 0 に近く、
解全体が直交解に近いことを示している。かすかながら、一応解釈に値す
るかと思われるのは主成分 I（年齢）と主成分 IV の 0.12、並びに主成分 III





























































　 2 ．1 〜 2 回（23.3）
　 3 ．3 〜 5 回（16.5）
　 4 ．6 〜 10 回（10.0）







　 1 ．30 分未満（4.5）
　 2 ．30 〜 59 分（23.3）
　 3 ．60 分（29.6）
　 4 ．61 〜 119 分（19.4）
　 5 ．120 〜 179 分（12.6）
　 6 ．180 分〜（10.6）
・観覧席（調査員の担当箇所から判断、次の 7 箇所に整理）
　 1 ．ネット裏（6.2）
　 2 ．内野 1 塁側（24.7）
　 3 ．内野 3 塁側（25.7）
　 4 ．外野ライト側（10.8）
　 5 ．外野レフト側（12.1）
　 6 ．パノラマ 1 塁側（8.7）




















ᖹᆒ್ẚ㍑䛷┠❧䛳䛯ኚᩘ p್ η 2 ᕪ䛾ෆᐜ䞉 ᪉ྥ
୺ᡂศ I 䠄 ᖺ㱋䠅
䚷 ึ䜑䛶䛾ほᡓ᫬ᮇ p <0.001 0.145 పᚓⅬ⪅䠄 ⱝ䛔ᒙ䠅 䜋䛹᪩䛔
䚷 ほぴᖍ p =0.002 0.025 㧗ᚓⅬ⪅䛿䝛䝑 䝖 ⿬䚸 పᚓⅬ⪅䛿እ㔝䝺䝣䝖 ഃ䛻䜔䜔ከ䛔
୺ᡂศ II 䠄 ᭷⫋䠅
䚷 ௚⌫ሙ䛷䛾ほᡓ p <0.001 0.047 㧗ᚓⅬ⪅䜋䛹௚⌫ሙ䛷䛾ほᡓᅇᩘ䛜ከ䛔
୺ᡂศ III 䠄 䝃䝫䞊䝍䞊䠅
䚷 㔝⌫௨እ䛾䝣䜯䞁䝃䞊䝡䝇 p <0.001 0.013 㧗ᚓⅬ⪅䛜ᴦ䛧䜏䛻䛧䛶䛔䜛
䚷 㔝⌫䜈䛾㛵ᚰᗘ p <0.001 0.067 పᚓⅬ⪅䛿㛵ᚰ䛜ప䛔
䚷 䝣䜯䞁䜽䝷䝤 p <0.001 0.171 㧗ᚓⅬ⪅䛜ຍධ䚸 పᚓⅬ⪅䛿ຍධ䛩䜛Ẽ䛜䛺䛔
䚷 ほぴᖍ p <0.001 0.046 㧗ᚓⅬ⪅䛿እ㔝ᛂ᥼ᖍ䛻䛔䜛
୺ᡂศ IV 䠄 ዪᛶ䠅
䚷 ௚⌫ሙ䛷䛾ほᡓ p <0.001 0.035 㧗ᚓⅬ⪅䛿௚⌫ሙ䛾ほᡓ⤒㦂䛜ᑡ䛺䛔
䚷 ึほᡓ䛾᫬ᮇ  p <0.001 0.178 㧗ᚓⅬ⪅䛿᫬ᮇ䛜㐜䛔
୺ᡂศ V䠄  ᒃሙᡤᕼồ䠅
䚷 㔝⌫௨እ䛾䝣䜯䞁䝃䞊䝡䝇 p <0.001 0.044 㧗ᚓⅬ⪅䛜ᴦ䛧䜏䛻䛧䛶䛔䜛
୺ᡂศ VI 䠄 ୰ᗤ཯ᛂ䠅
䚷 ௚⌫ሙ䛷䛾ほᡓ p <0.001 0.046 㧗ᚓⅬ⪅䛿䠍 䡚䠎 ᅇ䚸 పᚓⅬ⪅䛿㻝㻝ᅇ௨ୖ
䚷 䝇䝖 䝺䝇ゎᾘ p =0.002 0.011 పᚓⅬ⪅䛜⫯ᐃ
䚷 㔝⌫䜈䛾㛵ᚰᗘ p <0.001 0.036 㧗ᚓⅬ⪅䛿䠐 ẁ㝵䛾䠎 䛸 䠏 䛻ከ䛟 ཯ᛂ
䚷 䝣䜯䞁䜽䝷䝤 p <0.001 0.035 ୖ䛸ྠ䛨ഴྥ
䚷 ึほᡓ䛾᫬ᮇ p <0.001 0.029 㧗ᚓⅬ⪅䛿㐜䛔ഴྥ
䚷 ほぴᖍ p <0.001 0.035 㧗ᚓⅬ⪅䛿እ㔝䝷䜲䝖 ഃ䛻䛔䛺䛔
୺ᡂศ VII䠄  䝗 䝷䝂䞁䝈䝣䜯䞁䠅
䚷 ௚⌫ሙ䛷䛾ほᡓ p <0.001 0.028 పᚓⅬ⪅䜋䛹ከ䛔䠄 ┦ᡭ䝏䞊䝮䛾䝣䜯䞁䛰䛛䜙䠅
䚷 䝣䜯 䞁䜽䝷䝤 p =0.013 0.013 㧗ᚓⅬ⪅䛻䛂 䜔䜑䛯䛃 䛜ከ䛔
䚷 ⌫ሙ䜎䛷䛾ᡤせ᫬㛫 p <0.001 0.045 㧗ᚓⅬ⪅䜋䛹▷䛔䚷 ᆅඖ䛻䝣䜯䞁䛜ከ䛔
䚷 ほぴᖍ p <0.001 0.104 㧗ᚓⅬ⪅䛿䝺䝣䝖 ഃ䛻䛿䛔䛺䛔
୺ᡂศ VIII 䠄 䜅䜜䛒䛔ᮇᚅ䠅
䚷 ዲ䛝䛺㑅ᡭ䛜䛔䛯 p <0.001 0.016 㧗ᚓⅬ⪅䛜⫯ᐃ
䚷 ⌫ሙ䜎䛷䛾ᡤせ᫬㛫 p <0.001 0.035 㧗ᚓⅬ⪅䜋䛹㛗䛔䚷 ௚⌫ሙ䛷䛾⤒㦂䛛䜙ᮇᚅ䛜㧗䛔䠛























































































れぞれ第 1 四分位数と第 3 四分位数であり、ボックス内の水平線分は中央
値である。さらに第 3 四分位数と第 1 四分位数の差（つまり box の高さ）
の 1.5 倍の長さの線分が box の上下に引かれ、その範囲を超える値は外れ
値として + で表示されている。固有値の分布はほぼ左右対称であるが外
れ値とみなされる値が上下に数個ずつ見られる。線分の上限と下限の間に
値が落ちる確率は、正規分布ではほぼ 0.993 であり、大きさ 2,000 の標本
では上下に 7 個程度の外れ値が現れることになる。第 1 固有値では上方に

































分析の結果に移ろう。図 15 は、各 bootstrap 標本の回転後の重み行列
を第 k ブロックとする（c－p）×r の重み行列の全データによる同
じ行列との一致性係数の box plot である。図 14 の固有ベクトルと比べれ
ば、全体に一致性が高く、中央値はほとんど 0.9 を超えている。これが回
転（と bootstrap 法適用にあたっての Procrustes 回転）の効果である。
それでも、デモグラフィックな変数が高く負荷する第 I、第 II、第 IV 主
成分の一致性は高く、第 VII、第 VIII 主成分の一致性は低い。
3.2.4　主成分負荷量の標準誤差とバイアス
　解釈上は最も重要なパターン（主成分負荷）行列と主成分間相関行列の
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































すべての負荷量の真の値が 0 であったとしても、その 5% である 14 個程
度は帰無仮説が棄却されることになるであろう。一つの考え方としては、
Bonferroni の基準、すなわち両側 5% 水準の確率 0.025 を検定の数 280 で
割った 0.00008926 に対応する標準正規分布の値の絶対値、3.7475 を臨界
値とすることがある。そうした極端な分布の端の値を用いることについて
の懸念もあるが、これに基づいて有意と判断される数値を太字で示した。










　バイアスについては、全データによる結果（表 8）と bootstrap 平均値
との差を求めた。有意になるような目立つ負荷については、より 0 に近い
方向に偏りが出ているものの、主成分 I 〜 VI に関してはおおよそ 0.05 以


































平面は、本研究の主成分 I と II をそれぞれ縦軸と横軸にもち、主成分 III



















れている 2 値データにおける馬蹄現象（たとえば、Guttman，1954；村上 , 
2011; Murakami, 2012）をはじめ、なお多くの解明されるべき問題が残さ
れている。
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