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El objetivo principal del proyecto es estudiar el consumo de armónicos de cargas 
industriales, en distintas condiciones de carga y distintas condiciones de la red 
que las alimenta. 
En general, el uso de la electrónica de potencia ha ocasionado que las cargas 
tengan un fuerte comportamiento no lineal, se trata pues de cargas no lineales 
(CNL), que consumen corrientes no senoidales y que perturban el funcionamiento 
de otras instalaciones vecinas. 
El objetivo final es la predicción del comportamiento de la red cuando se 
introducen filtros para corregir las perturbaciones causadas en la propia 
instalación de un abonado o en las instalaciones vecinas. 
Para predecir el comportamiento de dichas cargas, se han intentado diferentes 
métodos de modelado y después de un corto estudio inicial se decidió emplear 
redes neuronales (RN), que permitan la predicción de la corriente absorbida por 
estas cargas, basándonos en la observación de la distorsión de tensión producida 
por dichas CNL. Se han utilizado diversas topologías de redes y diversos métodos 
de modelado, que se describen más adelante.  
El estudio se ha centrado en dos soluciones posibles: 
1. Redes basadas en datos en el dominio temporal: La predicción se 
realiza en base a datos temporales. Para ello, se obtendrán datos 
experimentales y los entrenamientos estarán basados en topologías 
recurrentes. 
 
2. Redes basadas en datos en el dominio frecuencial: La predicción se 
realiza en base a los armónicos obtenidos para cada condición de 
simulación. Una vez determinados los armónicos, los entrenamientos se 
basarán en topologías más simplistas y sin grados de recurrencia. Se 
crearán dos redes utilizando la información extraída de amplitud y fase de 
estos armónicos. Se diferenciarán dos metodologías: 
 
a. Redes de entrenamiento conjunta: Existen dos redes, una para 
la predicción de amplitud armónica y otra para la predicción de fase 
armónica. Para cada una de estas RN el entrenamiento se realiza 
con todo el conjunto de armónicos. 
 
b. Redes de entrenamiento individuales: En este caso, y de forma 
análoga al caso anterior, se separan la amplitud y la fase armónica. 
La diferencia radica en que el entrenamiento se realiza para cada 
uno de los armónicos y no de forma conjunta. 
 
 
Los modelos han sido desarrollados mediante la herramienta de software 
matemático y cálculo técnico MATLAB®.   






Este proyecto se ha enfocado a la obtención de un modelo de la red ante 
diferentes situaciones de cargas no lineales. Se considerarán cumplidos los 
objetivos del proyecto si el modelo es capaz de predecir el comportamiento de red 
+ cargas + filtros con una aproximación del 10%. Téngase en cuenta que la 
tolerancia en la tensión de alimentación es de este orden de magnitud y que los 
datos reales recogidos en las instalaciones tienen una precisión del 2,5% y una 
incertidumbre del orden del 5%. 
Para cumplir con este objetivo se ha recurrido a la programación y simulación de 
la red mediante RN. Por lo tanto, dentro del alcance del proyecto se incluye: 
 Creación de un modelo de red trifásica, con convertidores y sus 
correspondientes cargas. Este modelo se utilizará para simular la 
evolución de la corriente que absorbe una CNL a modelar, cuando se 
varían los parámetros de ésta y otros factores externos, que pueden 
favorecer la distorsión y el consumo de la carga que se pretende modelar. 
 
 Obtención y tratamiento de datos de simulación necesarios para el 
desarrollo del proyecto. Los datos se obtienen del modelo anteriormente 
descrito, y una vez tratados de forma correcta, serán utilizados para los 
diferentes entrenamientos en la RN. 
 
 Creación, desarrollo, entrenamiento y posterior validación de la RN. 
 
 Prueba con datos reales. (Se ha reproducido con la red el comportamiento 
de un caso con medidas de campo)  
Por otro lado, quedan excluidos de este proyecto los siguientes puntos: 
 Obtención de datos reales propios. No se han podido extraer datos reales 
propios ya que no se ha podido manipular las instalaciones de un usuario 
real para hacer pruebas exhaustivas. 
 
 Estudio de otros tipos de redes o tipologías. Existen multitud de redes, 
topologías y métodos de entrenamiento. La gran cantidad de opciones de 
modelado que da este método no permite analizar todas sus 
características. 
 
 Se ha descartado modificar las estructuras nativas de las RN. No se han 
modificado las conexiones que vienen establecidas por defecto. 
 
 Implementación hardware basado en RN. Dado que son sistemas 












La inteligencia artificial se ha convertido en uno de los temas con más implicación 
en la electrónica de potencia actual. Las publicaciones acerca del control y el 
modelado de sistemas electrónicos a través de este tipo de inteligencia son cada 
vez más numerosas. 
Existen multitud de referencias sobre trabajos y estudios acerca de las RN. El 
rango de referencias es extremadamente amplio, ya que la utilización de estos 
sistemas de modelado ha ido creciendo con el paso del tiempo y se han convertido 
en soluciones matemáticas para todo tipo de aplicaciones. 
En concreto para este proyecto, existían diversas publicaciones en congresos 
acerca del modelado de CNL. El objetivo de estos estudios era intentar modelar 
una carga en concreto para unas condiciones fijas. Una vez determinado que era 
posible realizar este tipo de modelo para una única carga y en un único estado, se 
determinó como objetivo estudiar la posibilidad de realizar un modelo superior y 
con gran capacidad de aprendizaje, capaz de envolver más casos, condiciones 
variantes y en entornos variables. 
Este proyecto se inicia a partir de una idea, sin apenas conocimientos en el tema 
de las RN, con el respaldo de un artículo [1], pero sin fiabilidad ni garantías de que 















Actualmente existe un sinfín de CNL en los sistemas eléctricos trifásicos, y desde 
hace unos años, aumenta considerablemente, incluso de forma exponencial. Las 
CNL producen armónicos a pesar de ser alimentadas con una tensión senoidal. 
Estos armónicos provocan la aparición de formas de onda de tensión e intensidad 
distorsionadas, no senoidales, y en muchos otros casos, desequilibrada. Las 
corrientes absorbidas por las cargas contienen una serie armónica que depende 
de la configuración interna, y que básicamente provocan dos grandes problemas: 
por un lado, la deformación de la onda de tensión de suministro eléctrico, y esto 
conlleva que la calidad de la energía electrica sufra un empeoramiento notable. 
Por otro lado, surgen diversos problemas de índole variado, tales como 
calentamientos excesivos de motores, transformadores y conductores, 
vibraciones y ruidos acústicos, funcionamiento intempestivo de dispositivos y 
diversos problemas que tienen todos su origen en la presencia armónica de la red.  
Para eliminar los armónicos generados por las CNL en el suministro eléctrico se 
utilizan diferentes tipos de FI [2], tales como los filtros que utilizan tecnologías 
pasivas, llamados FP [3], y los que utilizan tecnologías activas, llamados FA [4-5], 
siendo estos últimos los más utilizados en la actualidad y en los que nos 
centraremos en este proyecto. Pero la aplicación de estos FA presenta ciertos 
problemas derivados del desconocimiento de determinados parámetros de la red 
eléctrica, así como de las no idealidades en el comportamiento de dicha red, de la 
carga y del propio filtro. 
El dimensionado de los FA se basa en la idea de que las CNL se comportan como 
fuente de corriente, por lo que se refiere a los armónicos. A grosso modo, si se 
imagina como fuente de corriente, para cancelar los armónicos se debería inyectar 
a la red una corriente armónica exactamente igual a la generada por la carga, pero 
en contrafase. Pero ocurre que, cuando el FA inyecta esa corriente para cancelar 
los armónicos, las CNL incrementan la generación de éstos, dando como 
resultado una realimentación positiva. Dicho de otro modo, cuanto más se desea 
cancelar el armónico, mayor es el que se genera. Este fenómeno se denomina 
“Fenómeno de ampliación de armónicos” [6], y es el punto de partida de este 
proyecto. 
Si se conoce como se comportan estas CNL, se puede predecir que corriente 
absorberán, y por lo tanto, se puede establecer unas bases para poder 
dimensionar un FA. Para resolver la problemática del comportamiento de estas 
cargas se han intentado realizado modelos simplistas sin éxito aparente [7], 
atendiendo a alguna de sus posibles características como pueden ser la potencia 
o la corriente consumida. Es por este motivo que se introduce el modelado 
mediante las RN. 
Pero si se razona la causa de porqué utilizar un modelo [8], la respuesta se puede 
basar, principalmente, en dos motivos. El primero de ellos consiste en la 
imposibilidad habitual de experimentar con el sistema real, no sólo por la 
complejidad que esto supondría o por la zona geográfica dónde se encuentre el 
sistema, sino también por los efectos perjudiciales que pudieran derivarse de esta 
experimentación. Por otro lado, el proceso de construcción de modelos ayuda a 




profundizar en el estudio del sistema real, permitiendo un mayor conocimiento del 
sistema u objeto de análisis. 
Es por ello que se pretende estudiar cómo modelar este tipo de sistemas, creando 
un modelo capaz de, dados unos datos de tensión de campo abierto, sea capaz 
de predecir el consumo de corriente de las cargas posteriores al punto de medición 









5. Estado del arte  
 
Como se ha comentado anteriormente, el objetivo final de este proyecto es la 
predicción del comportamiento de la red cuando se introducen filtros para corregir 
las perturbaciones causadas en la propia instalación de un abonado o en las 
instalaciones vecinas 
Existen diversos estudios y publicaciones acerca de intentos de describir los 
distintos fenómenos que experimentan las cargas industriales, en cuanto al 
consumo de armónicos en distintas condiciones de carga y distintas condiciones 
de la red que las alimenta cuando se coloca un FA. 
Uno de los estudios más importantes sobre este tema se puede ver reflejado en 
la publicación descrita en la referencia [6]. En este artículo se refleja la 
problemática tratada en este proyecto. Por un lado se comenta las causas del 
llamado “efecto de amplificación armónica”, una explicación detallada de cómo se 
forma y cómo se puede cuantificar. 
Dada la no linealidad de estos sistemas, es difícil predecir cómo se comportan 
este tipo de cargas. Es por ello que, modelar un sistema de este tipo, es una tarea 
complicada y costosa. 
Por otro lado, se han realizado diversos intentos sin éxito de modelar el 
comportamiento de las cargas cuando se introduce el FA utilizando metodologías 
basadas en dos alternativas. En la primera, la carga global era formada por un 
número finito de cargas similares conectadas en paralelo, pudiendo estar 
encendidas o no, dictaminando así el FC. Respecto a la segunda alternativa, 
existía un número reducido de rectificadores donde la variación del FC se producía 
al variar el consumo del circuito en el lado de continua. En ambos casos, se 
mantenía como hipótesis que existía un decremento de la distorsión armónica de 
la corriente por unidad de potencia a medida que se incrementaba la potencia 
consumida por las CNL. 
Tomando cada armónico por separado se pretendía representar la amplitud de 
estos en función del FC, previendo que la amplitud de cada uno de ellos se iría 
incrementando, pero con un incremento menor a medida que se incrementaba la 
potencia de las cargas no lineales de forma previsible tendiendo a un máximo 
asintótico. De esta forma se pretendía modelar conociendo unos cuantos puntos 
de esta curva para cada armónico concreto. 
Sin embargo, las representaciones obtenidas para los distintos armónicos 
presentaban zonas donde disminuían al aumentar la carga. Estos decrementos se 
interpretaron como efectos de resonancias en el sistema línea cargas no lineales. 
Mediante esta conclusión se demostraba la imposibilidad de realizar un modelo 
simplista que relacionase la amplitud de los armónicos de corriente en función del 
número de cargas conectas o FC. Es por ello, que el siguiente estudio se realiza 
pensando en las RN. 
Para predecir cómo se van a comportar las CNL se decide emplear RN, que 
permitan la predicción de la corriente absorbida por estas cargas, basadas en la 




observación de la distorsión de tensión producida por dichas CNL. Las RN forman 
parte de un conjunto de sistemas basados en inteligencia artificial.  
Desde hace décadas, la inteligencia artificial siempre ha supuesto un reto para los 
investigadores. Dotar de ciertas habilidades y características a un sistema, con la 
finalidad de crear y diseñar entidades capaces de razonar por sí mismas, 
utilizando como paradigma la inteligencia humana ha sido un objetivo a cumplir. 
Es en el artículo Computing machinery and intelligence, publicado en 1950, 
cuando Alan Turing propone una prueba (llamada test de Turing) para determinar 
la existencia de inteligencia en un determinado sistema [9]. 
Esta persecución por crear sistemas inteligentes y con características semejantes 
al funcionamiento del cerebro humano fue la inspiración para crear las RN, dado 
que con el tiempo, se adquirían altos conocimientos en neurociencia. 
El modelo matemático más sencillo que describe el funcionamiento de las 
neuronas fue creado por McCulloch y Pitts (1943). Este modelo describía como 
una neurona disparaba un potencial de acción cuando la combinación lineal de 
sus entradas superaba un umbral. Ésta es la primera seña de identidad que marca 
el inicio de la revolución en este tipo de sistemas.  
Es en 1949, cuando Donald O. Hebb observó que la conexión entre dos neuronas 
se reforzaba sí la neurona de entrada y la de salida se mantenían activas. Esto, 
aplicado a las RN, dio como resultado la metodología conocida como 
entrenamiento. 
A medida que transcurría el tiempo, los investigadores concentraban sus 
esfuerzos en encontrar cómo estructurar conjuntos de neuronas para crear 
núcleos inteligentes que maximizaran las características de una sola neurona, 
pero con un potencial mucho superior. En el año 1958, Frank Rosenblatt inventó 
el perceptrón, que consistía en una red de una sola capa con un número limitado 
de neuronas. 
En 1960, Widrow y Hoff diseñaron el algoritmo least-mean squares (LMS), 
aplicado al aprendizaje de las RN y que daba pautas de cuando considerar que 
una RN estaba entrenada correctamente. 
En los años 1980 aparecen los sistemas expertos que resuelven problemas a 
escala industrial, y la inteligencia artificial se convierte en una industria. Este auge 
provoca una implicación más fuerte en el tema neuronal, y se impulsa con el 
descubrimiento del algoritmo BP en el año 1986. 
A medida que crecen los algoritmos neuronales, las redes van cogiendo 
importancia y ganan terreno frente a otros sistemas inteligentes. En 1990, este 
tipo de sistemas se vuelven de gran importancia en multitud de estudios. 
Desde el año 2000 hasta la actualidad, las RN se han extendido por la mayoría de 
las ramas referidas a la ciencia y la tecnología, y su aplicación se ha disparado, 
utilizándolas en multitud de aplicaciones. Esto es debido al gran estudio entorno a 
nuevos tipos de redes y a los nuevos métodos de entrenamiento.  
Finalmente, en la tabla 1 se muestran los acontecimientos más importantes, 
anteriormente descritos. 







1943 Primer modelo neuronal “McCulloch & Pitts”. 
 
1949 Hebb realiza la publicación del libre “La organización del 
comportamiento”, en el cual propone la regla de aprendizaje Hebbiana. 
 
1958 Rosenblatt introduce las redes de una sola capa, llamadas comúnmente 
como “Perceptrones”. 
 
1960 Widrow y Hoff diseñan el algoritmo LMS (regla delta) para filtros 
adaptativos y RN. 
 
1986 El algoritmo de aprendizaje para perceptrones multicapa “Back-
propagation” es descubierto. 
 
1990 La potencia de los conjuntos neuronales se vuelve notable y de gran 
importancia.  
 
2000 Estudios en base a nuevos tipos de RN y metodologías de entrenamiento
   






Como se ha comentado con anterioridad, las CNL afectan de forma negativa sobre 
la calidad de la energía eléctrica. Se puede decir que la energía eléctrica es la 
materia prima básica más utilizada en las actividades industriales. Cierto es, que 
no es posible controlar la calidad antes de estar disponible para los usuarios. Por 
otro lado, debe garantizarse un servicio continuo de suministro y deben 
controlarse las tolerancias o límites de variación para no crear repercusiones en 
los usuarios. 
Como todos sabemos, la energía eléctrica se crea lejos de los puntos de consumo, 
se mezcla en la red de transporte y distribución y llega a esos puntos una vez ha 
pasado por transformadores. Ya de por sí, la calidad de la energía eléctrica puede 
empobrecerse, pero si las cargas conectadas a estas redes eléctricas son de tipo 
no lineal pueden disminuir aún más esa calidad. Controlarla no es una tarea 
sencilla, ya que no existe un procedimiento para “extraer” del sistema esta energía 
que no cumpla las especificaciones o que ésta pueda ser devuelta por el usuario 
al proveedor. 
Por otro lado, los proveedores de energía eléctrica replican que deberían ser los 
propios usuarios con necesidades críticas los que asumieran los sobrecostes 
necesarios para evitar un posible empobrecimiento de la calidad del suministro, 
en lugar de pretender que sean los propios suministradores los que proporcionen 
esa calidad.  
Los defectos de la calidad de la energía se pueden clasificar en: distorsión 
armónica, cortes del suministro, oscilaciones, caídas y picos de tensión y 
fenómenos transitorios. Para este proyecto se toma como defecto principal del 
sistema la distorsión armónica. Este problema se genera en la propia instalación 
del usuario y puede propagarse, o no, a la red de distribución y afectar a otros 
usuarios. Cierto es que existen ciertas normativas que establecen los límites de 
variación de tensión permitidas y las tasas de distorsión armónica, por debajo de 
los cuales la calidad eléctrica para todos los usuarios no debería verse afectada. 
La distorsión armónica, que es introducida por las CNL en un sistema de 
alimentación de energía eléctrica, provoca corrientes que son de una magnitud 
superior a la esperada, ya que contiene componentes de frecuencias armónicas. 
Debido a este aumento de la magnitud de las corrientes, los aparatos de medida 
de bajo coste no son capaces de medirlas adecuadamente. Estos instrumentos 
dan lecturas con subestimaciones en los valores de las corrientes medidas, en 
ocasiones, de hasta un 40 % de error. Los errores provocados en los sistemas de 
medidas pueden hacer que los circuitos se realicen con conductores de secciones 
erróneas. Incluso, aun cuando la corriente esté dentro de los márgenes del 
dispositivo de protección contra sobreintensidades instalado, los conductores 
trabajarán a temperaturas más elevadas de lo normal, disipando mayor cantidad 
de energía. Estas pérdidas pueden rondar entorno al 2% y el 3% de la carga. Ya 
que las medidas de la corriente no se ajustan a la realidad, el valor del punto de 
disparo de la protección contra sobreintensidades puede estar próximo a la 
corriente real de carga, y puede tener tendencia a desconectarse a causa de los 
denominados “disparos intempestivos” de los elementos de protección. 




Existen más problemas derivados de la distorsión armónica, aparte de los 
descritos anteriormente. Los componentes de frecuencias armónicas provocan un 
gran aumento en las pérdidas por corrientes parásitas en transformadores, ya que 
estas pérdidas son proporcionales al cuadrado de la frecuencia. Por lo tanto, la 
temperatura de estos transformadores es más altas de lo normal por lo que su 
vida útil se acaba reduciendo. 
Estos problemas de distorsión armónica se pueden resolver, como se ha 
comentado en puntos anteriores, mediante la colocación de un FI. En este caso, 
y dado que los FA son más utilizados hoy en día y se han utilizado para este 
proyecto, se reduciría mediante la colocación de uno de estos sistemas, con la 










Una vez se ha determinado que existe un problema a la hora de eliminar los 
armónicos generados por las CNL cuando se coloca un FA, en este punto se 
pretende describir cómo es este problema y las soluciones posibles que se han 
aplicado a este proyecto. 
A continuación, se refleja el denominado “Fenómeno de ampliación de armónicos” 
y porqué sucede este problema. 
 
 
7.1.  Fenómeno de amplificación armónica 
 
Para explicar el fenómeno de la amplificación armónica se debe, inicialmente, 
partir de un esquema simplificado de red, donde existen las impedancias propias 
de distintos tramos de la misma. En la figura 1 se muestran los elementos 
anteriormente comentados, dónde podemos observar las impedancias de la 




La figura anterior (figura 1) muestra el esquema más simplificado del punto de 
conexión del filtro activo. Como se puede ver, la impedancia ZL hace referencia a 
la impedancia hasta el punto de conexión de los distintos usuarios. ZR es la 
impedancia situada entre el PCC y el punto de conexión del FA (PCF). Finalmente 
ZNL es la impedancia entre el punto de conexión del FA (PCF) y la CNL. 
Normalmente, se puede considerar que el contenido armónico de la CNL depende 
propiamente de ésta. Pero existen, por otro lado, muchas CNL que modifican la 
generación de armónicos dependiendo de los elementos y los parámetros de la 
línea donde estén conectadas. 
El conjunto de impedancias que se encuentran por encima del filtro (ZL y ZR) y la 
inmediatamente inferior (ZNL), y suponiendo que VL sea senoidal, tienen un efecto 
muy importante en el comportamiento del sistema formado por el FA y la CNL. 




Este FA en paralelo a la carga se debería encargar de eliminar los armónicos que 
producen la distorsión armónica en la red. Pero ocurre que la incorporación de 
este FA, en lugar de neutralizar los armónicos de la carga, incrementa 
considerablemente el consumo de ciertos amónicos por parte de ésta. 
Los modelos de CNL se basan, habitualmente, en interpretar estas cargas como 
fuentes de corriente constante (7.1.1) 
),...,K(I m21h KKf  (7.1.1) 
O por el contrario, como fuentes dependientes de la componente fundamental de 
la tensión (7.1.2) 
),...,K,(I m21h KKVf PCC1  (7.1.2) 
Como se puede observar, en el primer caso, la amplitud de los armónicos de 
corriente Ih únicamente depende de un factor Ki para cada tipo de CNL. En cambio, 
en el segundo caso, la amplitud Ih dependerá del factor Ki y Ppcc1, que es la tensión 
fundamental en el PCF. Pero existe un error al intentar estimar la amplitud de la 
corriente, ya que no se tiene en cuenta los armónicos de tensión presentes en el 
PCF. Si se quiere tener una visión más realista de cómo se comporta este tipo de 
cargas, se debería ajustar de la siguiente forma (7.1.3): 
),...,K,,...,(I m21h KKVVVf nPCCPCCPCC 121 (7.1.3) 
Cómo se puede ver, la expresión anterior (7.1.3) recoge que la amplitud de los 
armónicos Ih no solo depende del factor Ki y Ppcc1, sino de los demás armónicos 
de la tensión presentes en el PCF. Dado que no se tienen en cuenta estas 
consideraciones en las equaciones anteriores (7.1.1 y 7.1.2), las corrientes 
armónicas de la CNL quedan sobreestimadas. La interacción entre estos 
armónicos de tensión y corriente [10] provoca la distorsión de la tensión en el PCF 
y es debida a la impedancia de red que comparten el FA y las CNL (ZNL). Si fuese 
despreciable la impedancia de la red, la tensión en el PCF sería igual a VL, 
pudiéndola considerar senoidal. La consecuencia más importante de esta 
interacción es el llamado “fenómeno de amplificación”. 
A consecuencia de este fenómeno, el FA reduce la distorsión de corriente en el 
PCF mientras que las corrientes generadas por cada CNL se incrementan.  Este 
incremento es relativo a las corrientes armónicas generadas cuando no está 
conectado el filtro. 
A continuación, en la figura 2, se puede ver el conexionado de un FA a N cargas 
iguales que comparten ZL. 





















La consecuencia inmediata de la cancelación de los armónicos de corriente es la 
reducción de la distorsión de tensión en el PCF y por tanto, debido a la interacción 
entre la tensión y la corriente armónica, aparece un aumento de la corriente 
armónica inyectada por las cargas no lineales. Como la señal de control del FA se 
obtiene de la corriente de las cargas no lineales medida en el PCF, un incremento 
en esta corriente implica un incremento en la corriente inyectada por el filtro; 
provocando una realimentación positiva cuyo límite debería ser la cancelación 
total de los armónicos de tensión en el PCF. Aunque pueda parecer que esta 
última situación sea deseable, una cancelación total de los armónicos de tensión 
en el PCF no es aconsejable porque provoca un gran aumento de los armónicos 
de corriente inyectados por las cargas no lineales y puede generar una situación 
de sobrecarga, que cause daños a otras cargas sensibles. 
Esta problemática no se refleja en ningún tipo de documento, libro o normativa, y 
sería muy importante constatar este hecho para realizar los cálculos del 
dimensionado del FA. 
Resumiendo, y en concepto general, la problemática reside en que las CNL 
consumen más armónicos una vez se conecta el FA que pretendía reducirlas. Eso 
es debido a que el filtro no está bien dimensionado, dado que se desconoce el 
comportamiento de las CNL. 
 
 
7.2.  Soluciones propuestas 
 
Analizado el problema, se plantea realizar un modelo que sea capaz de precedir 
como se va a comportar la CNL en estudio. Cierto es, que existen gran variedad 
de CNL conectadas a la red, pero se pueden clasificar en dos grupos si se atiende 
a la condición de modelado: 
 Cargas con comportamiento cercano a las fuentes de corriente ideales, 
aquellas que tienen gran componente inductiva  





 Cargas con comportamiento cercano a fuentes de tensión. 
 
El problema de dimensionado del FA y el fenómeno de amplificación de 
armónicos, anteriormente comentado, se presentan en las cargas del primer tipo, 
por lo que el modelado se ha enfocado a este tipo de cargas. 
Como herramienta de modelado se deciden utilizar las RN. Las RN se inspiran en 
el concepto referido al cerebro humano y es una herramienta que trata de crear 
un modelo que solucione problemas dificiles de resolver mediante técnicas 
algorítmicas convencionales. 
Inicialmente se desarrollará un circuito en Simulink, de donde se extraerán datos 
para el posterior entrenamiento de la RN. La solución no es única, ya que existen 
multitud de redes, algoritmos de entrenamiento, parámetros internos y cualidades 
que hacen de las redes unos sistemas de modelado matemáticos complejos. 
En este proyecto se estudian principalmente dos soluciones para el modelade de 
CNL 
 Redes basadas en datos en el dominio temporal.  Este tipo de red basa 
el entrenamiento en datos provinientes de una simulación temporal. Como 
entrada, se creará un vector de tensiones medidas en un punto 
característico del modelo en un instante t. Por otro lado, como salidas se 
obtendrá la corriente absobida un instante t+1 por la CNL. 
 
 Redes basadas en datos en el dominio frecuencial. Dentro de este 
grupo se puede diversificar en dos tipos: 
 
o Redes con datos de entrenamiento conjuntos: En este tipo de red, 
las entradas están formadas por un conjunto de armónicos de 
tensión y el FC. Como salidas, se dispone de un conjunto de 
armónicos de corriente. Dado que estos armónicos, tanto de 
tension como de corriente, están formados por amplitud y fase, se 
realizan dos redes, una para entrenar cada una de ellas.  
 
La esencia de esta red se basa en entrenar todo el bloque de 
amplitud por un lado y fase por otro, es decir, si se extraen n 
armónicos de m casos, la red que entrena amplitud tendrá como 
entrada mxn datos de amplitud de tensión más el FC y como salida 
mxn datos de amplitud de corriente. En cambio, la red que entrena 
fase, tendrá como entrada mxn datos de fase de tensión más el FC 
y como salida mxn datos de fase de corriente. 
 
o Redes con datos de entrenamiento individuales: Esta red se forma 
siguiendo la línea de la red anterior. Por un lado, se crean dos 
grupos, uno para amplitud y otro para fase. 
La esencia de esta red se basa en entrenar todo el bloque de 
amplitud por un lado y fase por otro, pero con la diferencia en que 
dentro de cada uno de estos grupos existe una red para cada 
armónico. Es decir, si se extraen n armónicos de m casos, el grupo 




de redes que entrena amplitud tendrá, cada una de las n redes, 
como entrada mxn datos de amplitud de tensión más el FC y como 
salida mx1 datos de amplitud de corriente. En cambio, el grupo de 
redes que entrena fase tendrá, para cada una de las n redes, como 
entrada mxn datos de fase de tensión más el FC y como salida mx1 
datos de fase de corriente. 
Ambas soluciones de modelado se detallarán en puntos más adelante 
  




8.     Redes neuronales  
 
Las redes neuronales artificiales (RNA) [11-13] son modelos matemáticos que 
intentan reproducir el funcionamiento de un sistema determinado. El principal 
objetivo de estos modelos es la construcción de sistemas capaces de presentar 
un cierto comportamiento inteligente. En esta sección se verán al detalle distintos 
puntos acerca de las redes neuronales, como son las semejanzas y diferencias 
entre una neurona biológica y una neurona artificial, así como las ventajas e 




8.1. La neurona biológica 
 
La neurona biológica fue descubierta en 1836 por Camillo Golgi y Santiago Ramón 
y Cajal, y es la célula constituyente del cerebro. Existen aproximadamente diez 
mil millones de neuronas (10ଵ଴ células nerviosas) en el cerebro humano. Esta 
neurona se estructura en varias entradas y una salida. Cada neurona tiene un 
cuerpo celular (soma), que contiene un núcleo celular. A partir del cuerpo de la 
neurona se ramifican una cantidad de fibras llamadas dendritas y una única forma 
alargada llamada axón. Las dendritas y los axones permiten transmitir un flujo de 
información y señales entre neuronas. Por un lado, las dendritas permiten la 
recepción de estas señales, mientras que los axones posibilitan el envío de 




Una neurona se conecta con un número variable de neuronas (entre 10 y 100000), 
formando un conjunto de conexiones sinápticas, que regula la transmisión del 




impulso eléctrico mediante unos elementos bioquímicos llamados neuro-
transmisores. Se estima que hay unas 10ଵସ sinapsis en el cerebro de un adulto. 
Los neurotransmisores es una biomolécula que transmite información de una 
neurona a otra consecutiva. El neurotransmisor se libera por las vesículas en la 
extremidad de la neurona presináptica durante la propagación del impulso 
nervioso, a través el espacio sináptico y actúa cambiado el potencial de acción de 
la neurona siguiente (neurona postsináptica). Este potencial, también llamado 
impulso eléctrico, es una onda de descarga eléctrica que modifica la distribución 
de carga eléctrica. Los potenciales de acción se utilizan para llevar información 
entre tejidos. Simplificando, se puede decir que la información en el cerebro se 
transmite mediante impulsos, que viajan por las neuronas biológicas y por señales 
químicas que comunican las neuronas con otras en sus bordes usando unas 
estructuras llamadas sinapsis. 
 El cerebro posee las siguientes capacidades y características: 
 El rendimiento tiene a degradarse lentamente bajo daño parcial. Dado que 
es frágil, si una parte se daña es muy probable que el resto del sistema 
deje de funcionar. 
 Capacidad de aprender a partir de la experiencia. 
 Tolerancia a fallos. Esta capacidad se da si existen unidades sanas que 
reemplazan a las unidades dañadas, asumiendo las funciones de éstas. 
 Ejecución de una gran cantidad de cálculos de forma extremadamente 
eficiente. 
 Sustenta a la conciencia y a la inteligencia. 
 
 
8.2. Modelo de neurona artificial 
 
Una neurona artificial es el elemento de procesamiento más simple de una red 
neuronal [14]. Esta neurona produce una única salida a partir de un vector de 
entradas. En general, encontramos tres tipos de neuronas artificiales: 
 Neuronas de entrada: Reciben información del exterior 
 Neuronas ocultas: Reciben información desde otras neuronas. 
 Neuronas de salida: Reciben información procesada y las devuelven al 
exterior. 
La neurona artificial se puede describir de la siguiente manera: 
Inicialmente, recibe una serie de valores de entrada (pueden ser valores originales 
o provinientes de otras neuronas). Cada entrada llega a través de una conexión 
que tiene un cierto peso. Seguidamente, existe la regla de propagación que, como 
norma general, realiza una suma ponderada del producto escalar entre el vector 
de entradas y el vector de pesos, creando así el potencial post-sináptico. 
Finalmente, este potencial pasa a través de una función de activación o de 
transferencia, para producir la salida de la neurona. Esta función limita el rango de 
valores que puede tomar la salida de la neurona. 





Una neurona artificial se compone de los elementos que se pueden observar en 








 Entradas y salidas : Estas pueden ser provenientes del exterior o de otras 
neuronas artificiales. Pueden clasificarse en dos grandes grupos, binarios 
o continúas. Las neuronas binarias (digitales) sólo admiten dos valores 
posibles {0,1} o {-1,1}. Respecto a las neuronas continuas (analógicas) 
admiten valores dentro de un determinado rango. 
 
 Pesos sinápticos: Representado por wij, definen el grado de 
comunicación entre la neurona artificial j y la neurona artificial i. El peso 
sináptico define la fuerza de una conexión entre dos neuronas. Los pesos 
pueden tomar tanto valores positivos, como negativos o cero. En caso de 
que el peso sea cero, no existe comunicación entre el par de neuronas. 
Mediante el ajuste de los pesos sinápticos en el entrenamiento, la red es 
capaz de adaptarse a cualquier entorno y realizar una determinada tarea. 
 Regla de propagación: Muestra el procedimiento a seguir para combinar 
los valores de entrada a una unidad con los pesos de las conexiones. Esta 
regla calcula el valor de base o entrada total a la unidad, generalmente con 
una simple suma ponderada del producto escalar entre todas las entradas 
recibidas y los pesos asociados a esas conexiones, definida en la equación 
(8.2.1). 
 
ܪ௝ሺݐሻ ൌ 	∑ ݔ௝ ൉ ݓ௝ே௝ୀଵ          (8.2.1) 
  
 Función de activación o de transferencia: Existen distintas funciones de 

















Función Fórmula Forma Rango 





+1  si x ≥ 0 
          y = 








+1 si x ≥ 0 
          y = 
-1 si x < 0 
[-1,1] 
Lineal a tramos 
      x si -1 ≤ x ≤ 1 
          y =      +1 si x > 1 





























La función de activación es la característica que mejor define el 
comportamiento de una neurona. Esta función se encarga de calcular el 
nivel o estado de activación de la neurona en función de la entrada total. 
 













8.3. Características de las RN 
 
Las características más importantes de una RNA son: 
 Aprender: Las redes neuronales adquieren el conocimiento por medio del 
entrenamiento y la experiencia, son capaces de modificar su 
comportamiento en respuesta al medio. Se les muestra un conjunto de 
entradas y ellas mismas se ajustan para producir unas salidas 
consistentes. 
 
 Generalizar: Hasta cierto grado, las RNA son insensibles a mínimas 
variaciones en sus entradas. Es decir, las redes pueden ofrecer, dentro de 
un margen, respuestas correctas a entradas que presentan pequeñas 
variaciones debido a los efectos del ruido o distorsión. Cuando se evalúa 
una red neuronal no sólo es importante evaluar si la red ha sido capaz de 
aprender los patrones de entrenamiento. Es imprescindible evaluar 
también el comportamiento de la red frente a patrones nunca visto. Esta 
característica se la conoce como generalización y se adquiere durante la 
fase de entrenamiento. La causa más común de la perdida de esta 
capacidad es el sobreaprendizaje. Esto sucede cuando el número de ciclos 
de entrenamiento es muy elevado. Se determina que una red ha 
sobreaprendido cuando la respuesta a los patrones de entrenamiento son 
excelentes, mientras que la respuesta a nuevos patrones tiene a ser muy 
pobre. Al aumentar el número de ciclos, la red tiene a sobreajustar la 
respuesta a los patrones para los que ha sido entrenada, mientras que 
pierde la capacidad de generalización. En la figura 5 se muestra lo 
anteriormente descrito de una forma idealizada.  
 
Figura 5: Situación ideal del sobreaprendizaje en entrenamientos. 
Como se puede observar, en un punto determinado la red comienza a 
perder la capacidad de generalizar, ya que el error de test, definido como 
el índice de calidad de la respuesta de la red a patrones nunca vistos, 
aumenta como consecuencia del sobreaprendizaje de los patrones de 
entrenamiento. En cambio, en la figura 6, se muestra una situación más 
real del mismo caso. 






Como se puede ver, a medida que transcurre el proceso de aprendizaje se 
van obteniendo varios mínimos sobre el conjunto de evaluación. Existen 
varias técnicas para evitar este caso, como el early stopping, pero en la 
mayoria de casos se deja que el proceso de aprendizaje avance hasta 
alcanzar un error razonable. 
Otro punto importante, y motivo de perdida de generalización, es el uso 
excesivo de neuronas en la capa oculta de la red neuronal. Esto hace que 
la red tienda a ajustarse con mucha exactitud a los patrones de 
entrenamiento, evitando que extraiga las características de todo el 
conjunto. 
 Abstraer: las redes son capaces de captar la esencia básica de 
información de una serie de entradas. Son capaces de aislar o considerar 
por separado las cualidades de un conjunto de datos, abstraiendo 
cualidades de un conjunto de entradas que aparentemente no presentan 
aspectos comunes. 
Por otro lado, existen ciertos atributos que hacen que las redes neuronales tengan 
un éxito cada vez más notables en el modelado de procesos desconocidos: 
 Potencia: Este tipo de sistemas son capaces de modelar funciones 
extremadamente complejas. Antiguamente, la modelización lineal era 
la técnica más utilizada, presentado muchos problemas y, 
normalmente, incapaces de modelar sistemas no lineales.  
 
 Comportamiento no lineal: Las redes poseen un comportamiento 
altamente no-lineal, lo que les permite procesar información 
procedente de sistemas complejos no lineales. 
 
 Dimensionalidad: Las RN son capaces de dar solución al problema 
de la dimensionalidad, que frustra los intentos de modelizar funciones 
no lineales con una gran cantidad de variables. 
 
 Facilidad de uso: Las RN son capaces de aprender a base de 
ejemplos. Son las propias redes las que recogen y extraen información 
y luego utilizar algoritmos de entrenamiento para “aprender” la 
estructura de los datos. Es cierto que el usuario debe tener 




conocimientos heurísticos de cómo seleccionar y preparar los datos, 
de qué tipo de red seleccionar y que parámetros elegir, pero por otro 
lado el conocimiento requerido para aplicar existosamente las redes 
neuronales es menor del necesario para aplicar otros métodos de 
modelado no lineal. 
 
 Facilidad de implementación software: La complejidad de estos 
sistemas las convierten en estructuras extremadamente rápidas para 
la realización de tareas. Existen cientos de programas y simuladores 
que permiten crear este tipo de estructuras, pudiendo modificar todos 
los parámetros de las redes y entrenarlas sin ningún tipo de problema. 
Para este proyecto, y como se ha comentado anteriormente, las redes 
neuronales utilizadas han sido desarrolladas mediante MATLAB®, 
herramienta de software matemático y cálculo técnico. 
 
Como se ha podido describir anteriormente, las redes neuronales presentan 
muchas características y atributos frente a otros métodos de modelado más 
tradicionales. Finalmente, estas redes presentan los siguientes beneficios: 
 Aprendizaje adaptativo: Poseen la capacidad de aprender a realizar 
sus tareas en base a los datos disponibles para entrenamiento. 
 
 Auto-organización: Pueden crear su propia organización o 
representación de la información que recibe durante el tiempo de 
aprendizaje. 
 
 Operación en tiempo real: Las operaciones de una red neuronal 
pueden ser realizadas en paralelo. 
 
 Tolerancia a fallos vía codificación de la información redundante: 
Algunas de las capacidades de una red pueden ser retenidas a pesar 
de tener daños importantes en su estructura. Como contrapunto, la 




8.4. Modelos de RN (taxonomía) 
 
Actualmente existe una gran variedad de modelos de redes neuronales lo que nos 
permite realizar ciertas clasificaciones o taxonomías. De esta forma, los modelos 
neuronales se pueden clasificar desde una triple óptica: en función de la forma del 
aprendizaje (“learning paradigm”), en función de la arquitectura (“network 
architecture”) y la tercera, que está situada en la área de las aplicaciones. 






Como se puede observar en la figura 7, en primer lugar se determina la 
clasificación según el aprendizaje. En este punto podemos discernir entre dos 
ramas. La primera, sujeta a la estrategia de aprendizaje, y la segunda sujeta a la 
tipología de aprendizaje. 
Desde el punto de vista de la estrategia de aprendizaje se puede clasificar en 
aprendizaje supervisado, no supervisado o reforzado. La definición de estos 
conceptos se describen a continuación: 
• Aprendizaje supervisado. Se presenta a la red un conjunto de patrones de 
entrada junto con la salida esperada. Los pesos se van modificando de 
manera proporcional al error que se produce entre la salida real de la red 
y la salida esperada. Como se observa en la figura 8, el output no coincidirá 
generalmente con el deseado, de forma que se generará un error de salida 
(e) o residuo del modelo.  






Este tipo de entrenamiento es el más popular y utilizado. Para este tipo de 
entrenamiento se puede determinar que existe un “profesor” que “enseña” 
a la red, y le proporciona toda la información que necesita  para emular la 
función deseada. Se presenta a la red un conjunto de muestras de 
entradas, y se compara seguidamente la respuesta a la salida de la red 
con la respuesta que proporciona el “profesor”. Estas respuestas del 
“profesor” son las salidas que se desean, dadas a la red junto a las 
entradas al inicio del aprendizaje. 
• Aprendizaje no supervisado. Se presenta a la red un conjunto de patrones 
de entrada. No hay información disponible sobre la salida esperada. El 
proceso de entrenamiento en este caso deberá ajustar sus pesos en base 
a la correlación existente entre los datos de entrada. Este tipo de 





Este tipo de redes también reciben el nombre de redes auto-organizativas. 
Como se ha comentado, y haciendo referencia al caso supervisado, este 
tipo de aprendizaje no cuentan con la guía de un “profesor”. El clustering o 
agrupamiento son las técnicas en las que se basa su funcionamiento. Esta 
función es la de agrupar 
 
• Aprendizaje por refuerzo. Este tipo de aprendizaje se ubica entre medio de 
los dos anteriores. Se le presenta a la red un conjunto de patrones de 
entrada y se le indica a la red si la salida obtenida es o no correcta. Sin 
embargo, no se le proporciona el valor de la salida esperada. Este tipo de 
apredizaje se muestra de forma gráfica en la figura 10.  
 






Asociada a las anteriores tipologías de aprendizaje están las diferentes estrategias 
para poder conseguirlas, así la figura 11 las recoge de forma esquemática.  
 
Figura 11: Esquema de las estrategias de aprendizaje. 
En primer lugar, para el caso supervisado diferenciamos entre un aprendizaje por 
corrección de error y uno de carácter estocástico. En segundo lugar, para el caso 
no supervisado, tenemos el aprendizaje hebbiano y competitivo. En último lugar 
están las estrategias reforzadas, donde encontramos un aprendizaje por refuerzo. 
Para describir cada una de ellos se desarrollarán ordenadamente. Para el caso de 
estrategias de tipo supervisado, encontramos en primer lugar la correlación por 
error, que  consiste en ajustar los pesos de las conexiones de la red neuronal en 
función del error cometido, es decir, en función de la diferencia entre los valores 
deseados y los obtenidos en la salida de la red.  
Una regla o algoritmo simple podría ser el siguiente: 
߂ݓ௝௜ ൌ ߙݕ௜ሺ ௝݀ െ ݕ௝ሻ 
Siendo:  
߂ݓ௝௜ : Variación del peso de la conexión entre las neuronas i y j  
ݕ௜ : Valor de la salida de la neurona i. 




௝݀ : Valor de la salida deseado para la neurona j. 
ݕ௝ : Valor de la salida de la neurona j. 
ߙ : Factor de aprendizaje que regula la velocidad del aprendizaje. (0˂ߙ ൑1). 
Dentro de este tipo de aprendizaje existen tres algoritmos: 
 Regla de aprendizaje del Perceptron: propuesta en 1958 por Rosenblatt, 
utilizada en el aprendizaje de redes Perceptron. 
 Regla delta o regla del error cuadrático medio (“Least-Mean-squared Error 
(LMS)): propuesta en 1960 por Windrow, utilizada en modelos Adaline y 
Madaline (mejora la Perceptron, incorporan la defición de error global y 
tiene mecanismos para reducirlo de forma más rápida). 
 Regla delta generalizada o retropropagación del error:  
El  segundo tipo de aprendizaje es el estocástico, que consiste en realizar cambios 
de forma aleatoria en los valores de los pesos de las conexiones de la red y evaluar 
el efecto a partir del objetivo deseado mediante distribuciones de probabilidad. 
Respecto a las estrategias de carácter no supervisado, encontramos en primer 
lugar el aprendizaje hebbiano, propuesto por Hebb en 1949, que consiste en el 
ajuste de los pesos de las conexiones de acuerdo con la correlación de los valores 
de las dos neuronas conectadas. El aprendizaje competitivo y cooperativo, donde 
las neuronas compiten (y cooperan) entre ellas con el fin de llevar a cabo un 
objetivo, es decir, las neuronas “luchan” para activarse quedando una por grupo 
ganador (winner-take-all unit). El objetivo de este aprendizaje es formar clusters 
de los datos que se introducen en la red, pero con el matiz de que el número de 
categorías es decidido por la propia red. 
Finalmente, respecto a las estrategias de carácter reforzado, encontramos en el 
aprendizaje por refuerzo, que consiste en aprender de la experiencia y no de un 
conjunto de ejemplos. Este tipo de aprendizaje está dirigido por objetivos. Este 
objetivo se expresa por una recompensa que devuelve el entorno al realizar una 
acción sobre él. No se conoce cual es la salida adecuada para el sistema. Tan 
solo que el efecto que debe producir esta salida sobre el entorno sea tal que se 
maximice la recompensa recibida a largo plazo. 
La figura 12 muestra otra posible clasificación en función del tipo de arquitectura.  
 
Figura 12: Tipos de arquitecturas de las RN. 




Como se observa existen tres tipos de clasificación dentro del tipo de arquitectura. 
Por un lado, las redes feedforward (o redes unidireccionales o de propagación 
hacia adelante) que consisten en un tipo de arquitectura en las que ninguna salida 
neuronal es entrada de unidades de la misma capa o de capas precedentes. La 
información circula en un único sentido, desde las neuronas de entrada hacia las 
neuronas de salida de la red. Por otro lado, las redes feedback, permiten que las 
salidas de las neuronas puedan servir de entradas a unidades del mismo nivel 
(conexiones laterales) o de niveles previos. Finalmente, las redes recurrentes o 
realimentadas, las conexiones están permitidas tanto hacia atrás, como adelante, 
como la realimentación 
.  
Figura 13: Tipos de arquitecturas. 
En este mismo apartado cabe señalar otro tipo de clasificación según su estructura 
en capas, tal y como se muestra en la figura 13. Las singer layer (o monocapas), 
compuestas por una única capa de neuronas, entre las que se establecen 
conexiones lateriales y, en ocasiones, autorrecuentes. En un segundo ámbito, las 
de tipo multilayer [15] (o muticapa), cuyas neuronas se organizan en varias capas 
(de entrada, oculta(s) y de salida). La capa a la que pertenece la neurona puede 
distinguirse mediante la observación del origen de las señales que recibe y el 
destino de la señal que genera. 
Finalmente, en la figura 14, se muestra la última clasificación de los modelos de 
redes neuronales. Esta clasificación se bifurca según el tipo de aplicación. 






Las redes neuronales se utilizan en una infinidad de aplicaciones. En primer lugar, 
la memoria asociativa, consistente en reconstruir una determinada información de 
entrada que se presenta incompleta o distorsionada, asociando la información de 
entrada con el ejemplar más parecido de los amacenados conocidos por la red. 
En segundo lugar, la optimización, que pretende solucionar problemas de 
optimización combinatoria. En tercer lugar, el reconocimiento de patrones, 
consistente, desde una óptica general, en la detección de formas simples. En 
cuarto lugar, el mapeo de características, simulando la capacidad del cerebro 
humano de crear mapas topológicos de las informaciones recibidas del exterior. 









9. Redes basadas en datos temporales 
 
Este proyecto se inicia con la intención de crear un modelo mediante una RN 
basada en datos temporales. Cabe hacer incapié en que este tipo de redes no 
existen como tal en referencias ni bibliografia, si no que se trata de estructuras y 
metodologias creadas para el estudio de este proyecto. 
Este proceso consistirá en obtener unos datos experimentales extraidos de un 
modelo, medidos en la entrada y salida del sistema, y utilizados posteriormente 
para el entrenamiento de la RN. Una vez finalizado el entrenamiento, la red 
permitirá simular el comporamiento del sistema original. 
En este primer intento de modelado, se pretenderá desarrollar una RN que simule 
el comportamiento de esta carga cuando se produzcan variaciones en el FC. Para 
este caso en concreto, es del tipo que se conoce como RN dinámica y su objetivo 
es el reconocimiento de patrones espaciales y/o temporales [16]. En este caso se 
ha utilizado para el reconocimiento de patrones temporales, para que una vez 
entrenada, sea capaz de comportarse como una impedancia no lineal en 
simulaciones de tipo temporal. En la figura 15 se puede observar un pequeño 






























En este caso se ha utilizado como entrada de la red la tensión aplicada a la CNL 
y como salida la corriente consumida por dicha carga. El tipo de red que se 
presenta es concretamente una red recurrente [17] Elman (RNN). Esta estructura 








































A continuación, se detalla qué pasos sigue esta red, qué tipo de datos se han 
introducido para su entrenamiento y como los gestiona.  
En primer lugar, en el instante “t”, la entrada de la red está formada por un vector 
cuyas componentes son, por un lado, la tensión vt, y por otro, las tensiones de las 
tres muestras anteriores (vt-1, vt-2, y vt-3) y el FC. En el instante t+1 a la salida de 
la red se obtiene it+1.  
 
 
9.1. Modelo experimental y obtención de datos 
 
Como se muestra a continuación, en la figura 17, el modelo existente cuenta con 
varios elementos, que se describen a continuación: 
En primer lugar, y visualmente más resaltable, se puede ver la existencia de una 
única carga. Esto es debido a que, inicialmente, se buscaba un modelo simplista 
para la carga en estudio y, una vez verificado el comportamiento de la RN, 
aumentar las cargas “vecinas” para obtener una red más real y robusta. Dado que 




no se obtuvieron resultados óptimos se descartó el incluir estas cargas “vecinas”, 
como es de suponer. 
 
Figura 17: Modelo inicial para extraer datos de entrenamiento temporales. 
Por otro lado, y como se puede observar, existen varios diálogos utilizados para 
el traspaso de datos al workspace de MATLAB®. Estos datos son la tensión en el 
PCF y la corriente consumida por la carga, para este mismo punto.  
Para conseguir la totalidad de los casos de simulación se utilizó la variación de los 
parámetros de la carga de estudio, y mediante estos cambios, variar el FC. Por 
cada cambio de FC, se ha realizado una simulación completa. 








Tal y como se puede ver en la figura superior, se encuentra, en la parte superior 
de la misma, la tensión registrada en el PFC. Seguidamente, en la parte central, 
se puede observar la corriente consumida por la carga para unas condiciones 
determinadas. Finalmente, en la parte interior, se muestra la tensión 




Extraídos los datos del modelo anterior (figura 17), se dispone a tratarlos, con la 
intención de crear las entradas y salidas necesarias para realizar el entrenamiento. 
Como se ha comentado en el punto anterior, se extraían datos de tensión y 
corriente por cada variación del FC. Es por ello que, una vez extraídos, se 
concatenaban unos a otros para realizar un único vector. 
Tal y como se muestra en la figura 19, que en este caso hace referencia a la 
entrada de la red, los datos son concatenados a bloques. Es decir, dado que se 
simulan diferentes condiciones variando el FC, los casos extraídos de la 
simulación se unen uno tras otro, creando un único vector con las diferentes 
situaciones o estados de carga. 
 
Figura 19: Ejemplo del tratamiento de datos de entrada para realizar un entrenamiento. 
Este mismo procedimiento se realiza con los datos de salida, como se puede ver 
en la figura 20. 
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Una vez han sido tratados correctamente, el conjunto de datos de entrenamiento 
debe ser normalizado, tal y como se explica a continuación. 
Cabe señalar, y fue uno de los motivos por el cual se acabó descartando este 
método, que el orden de los datos influía enormemente en los resultados 
obtenidos. Sí después de realizar varios entrenamientos los resultados eran poco 
similares, con un cambio en el orden de colocación de los datos, la red retornaba 
unos resultados completamente diferentes y, en diversas ocasiones, podía llegar 





Inicialmente, la normalización en este tipo de redes se realiza en el momento 
anterior al entrenamiento. Pese a que, a medida que se desarrolla el proyecto, la 
normalización tiene cada vez un peso más importante, en este primer intento de 
modelado no se consideró como un tema primordial. 
Sí es cierto que se tomaron medidas para concretar que se realizaba algún tipo 
de normalización de los datos de entrenamiento, pero es MATLAB® quién se 
encarga de hacerlo si no se le indica de otra forma. 
 
net.inputs{1}.processFcns = {'removeconstantrows','mapminmax'}; 
net.inputs{2}.processFcns = {'removeconstantrows','mapminmax'}; 
 
 
Como se puede ver en el código mostrado en la parte superior, existen dos 
funciones predefinidas por MATLAB® que permiten realizar una normalización.  





























Inicialmente, se encuentra la función removeconstantrows, y permite eliminar filas 
que sean de valor constante, ya que no aportan información al entrenamiento de 
la red. Seguidamente, la función mapminmax realiza una recta de regresión tal y 
como se muestra en la figura 21. Esta función realiza una normalización por filas, 
es decir, si se desea normalizar un conjunto de datos m por n, definido como m 
datos de longitud de entrenamiento y n columnas que reflejan, para este caso, las 
tensiones vt, vt-1, vt-2, y vt-3 y el FC, esta función se encarga de buscar el máximo 
y mínimo por fila y normalizar los datos mediante los valores de normalización 
definidos como [-1,1]. Estos valores se establecen como mínimo y máximo de los 
valores de normalización y, una vez establecidos, sitúa el resto de valores de esa 





















Para realizar la normalización, se aplica la siguiente ecuación. 
ݔ ൌ 	ݔ௠௔௫ െ ݔ௠௜௡ ൉ ቀ ௬ି௬೘೔೙௬೘ೌೣି௬೘೔೙ቁ ൅ ݔ௠௜௡        (9.2.1.1) 
Se deben normalizar tanto el conjunto de entrada como el de salida antes de iniciar 
el entrenamiento. Finalmente, en la validación de resultados se debe 
desnormalizar los valores obtenidos realizando el paso inverso, tomando como 
dato el valor normalizado y convirtiéndolo en un dato dentro del rango de valores 
utilizados para entrenar, utilizando la siguiente expresión. 










En el entrenamiento de esta red se ha utilizado secuencias de tensiones y el valor 
del FC como entrada y corrientes como salida, obtenidas del modelo 
anteriormente expuesto (figura 17). Como se ha comentado con anterioridad, este 
tipo de red es realimentada y, por otro lado, se ha aplicado el entrenamiento tipo 
BP.  
El BP es un algoritmo de descenso que ajusta los pesos iterativamente hasta llegar 
a un mínimo error de la función, es decir, cuando se minimice la diferencia entre 
los valores deseados y los valores obtenidos a la salida de la red. Este tipo de 
algoritmo presenta determinadas ventajas e inconvenientes que se comentan a 
continuación. 
La principal ventaja del BP es la capacidad genérica de mapeo de patrones. Con 
este algoritmo, la red es capaz de aprender una gran variedad de relaciones. Por 
otro lado, no requiere gran conocimiento matemático de la función que relaciona 
los patrones de entrada y salida. Finalmente, aumenta la flexibilidad de la red, ya 
que otorga la posibilidad de variar sus parámetros internos sin la necesidad de 
realizar un cambio en el algoritmo. 
Sin embargo, existen ciertas desventajas referentes al algoritmo BP. Una de estas 
desventajas es la posible detención en un mínimo local. La superficie que define 
la función de error en base a los parámetros de la RN es compleja y puede 
contener valles y colinas. Debido a la utilización del gradiente para encontrar el 
mínimo de dicha función de error, se corre el riesgo de que el entrenamiento se 
vea atrapado en un mínimo local. Cabe la posibilidad que la localización de este 
mínimo local quede lejos del mínimo global, lo que supondría un error en el 
entrenamiento y posterior validación. 
La dependencia de los parámetros del algoritmo (tales como la tasa de 
aprendizaje), las condiciones iniciales o el tiempo de entrenamiento son otros de 
los inconvenientes que presenta este tipo de algoritmo. 
Para realizar el entrenamiento de esta red se ha utilizado la herramienta que 
incorpora MATLAB® de RN. Se trata de una Toolbox llamada Neural Network 
Tool/Data Manager (nntool). Mediante esta herramienta, se pueden especificar 
todas las características, tanto de las RN como de los parámetros necesarios para 
realizar el entrenamiento. Esta toolbox se puede ver en la figura 22. 






Mediante el botón New se puede crear la RN completa, especificando los 
parámetros tales como el tipo de red (Elman Backpropagation en este caso), el 
número de capas y neuronas por capa, las funciones de transferencia de éstas, 
las diferentes funciones de entrenamiento, entre otros parámetros. 
Una vez seleccionados estos parámetros se dispone a entrenar la red, utilizando 
como datos los especificados en Input Data y Target Data en la ventana de control 
vista en la figura anterior (figura 22). Tras el entrenamiento, esta red se puede 
exportar al Workspace y trabajar con ella.  
Tras las simulaciones realizadas para validar el modelo, se obtuvieron resultados 
dispares. En la figura 23 se puede apreciar uno de los resultados de validación 
para un caso propio de entrenamiento. 
 
Figura 23: Resultado de validación con dato conocido para la RN de datos temporales 
Como se puede observar en la gráfica anterior, la red predice el comportamiento 
en las primeras 10-15 muestras. Por el contrario, una vez se aumenta el nivel de 
muestras a predecir, la red proporciona unos resultados nada realistas.  




Tras intentar validar varios casos más y obtener este tipo de resultados, se decidió 
variar alguno de los parámetros internos de la red sin obtener mejoras. Llegados 
a este punto, se optó por cambiar la metodología de trabajo, simplificar la RN y 
buscar otro tipo de datos con la finalidad de dar solución al problema planteado. 
Es entonces cuando se crean las redes basadas en datos frecuenciales, descritas 
en el siguiente punto de este proyecto. 
Tal y como se ha comentado, y pese a no obtener los resultados esperados, si es 
oportuno comenta brevemente cuál hubiese sido el siguiente paso tras haber 
desarrollado esta metodología y haber obtenido resultados óptimos. 
La siguiente descripción se basa en la evolución de algoritmo de entrenamiento 
BP, indicado en la referencia [1]. En primer lugar, y tratándose de una red 
realimentada, el proceso de entrenamiento está basado en desplegar la 
realimentación. Es decir,  se obtiene una red tipo FF clásica, y para tener en cuenta 










El llamado entrenamiento BTT consiste en eliminar las realimentaciones y retardos 
de la RN tipo Elman, anteriormente comentada y simplificada en la figura 24, 
transformándola en una red tipo FF. Una vez eliminadas, las señales que entraban 
por la capa W2 ahora proceden de una capa adicional W1 con entradas de tensión 
en el instante anterior, repitiéndose este proceso en un número finito de pasos. 



















Para determinar el número de veces que se debe desplegar la red, como se 
muestra en la figura 26, así como el número de muestras (vt-n) a emplear, se puede 
aplicar diferentes criterios estadísticos, como por ejemplo el cálculo de la entropía 



















Lamentablemente, y como se ha descrito anteriormente, el tipo de red utilizada en 






Una vez construida la red y vistos los resultados obtenidos una vez entrenada, se 
han extraído unas conclusiones. Pese a que este tipo de red venía condicionada 
por el éxito visto en el artículo de referencia [1], una vez construida la red que se 
ha detallado desde el inicio de este punto y aplicada al problema descrito, se han 
presentado los siguientes inconvenientes: 
 Entrenamiento largo y complejo. Dado que se ha trabajado con redes 
realimentadas, los entrenamientos de éstas son largos y complejos, pese 
a utilizar las herramientas dedicadas de MATLAB®. 
 




 Gran tamaño de datos. Los datos utilizados en los entrenamientos de esta 
red han sido extraídos de una simulación temporal, y esto supone una gran 
cantidad de datos introducidos a la red. 
 
 Poca capacidad de predicción a largo plazo. Este tipo de redes se 
utilizan habitualmente para predecir el comportamiento futuro de series 
temporales a partir de datos anteriores. El objetivo, normalmente, es 
prolongar varios puntos una serie temporal de datos conocida (como por 
ejemplo, una variación bursátil o un consumo eléctrico, prediciendo el 
comportamiento en pocos instantes después). Como se puede entender, 
esta red queda casi desestimada para utilizarla en este proyecto, ya que 
no será capaz de predecir un periodo o varios de corriente. 
 
 Gran dependencia. Como se ha comentado con anterioridad, este tipo de 
redes incluyen una realimentación. Esto provoca que el resultado del 
entrenamiento sea muy dependiente del tipo de realimentación, de los 
datos que la red dispone y de otros parámetros internos, como pueden ser 
el número de neuronas. A consecuencia de esto, se necesita una gran 
cantidad de procesos de prueba y verificación de la red para ajustar su 
convergencia, con resultados dispares. 
 
 Obtención de datos. Para este caso, los datos se obtienen de una 
simulación. Pero, por otro lado, si esta red fuese entrenado con datos 
reales extraídos de una instalación real, se podría encontrar la 
problemática de no tener aparatos de medida capaces de registrar las 
ondas de tensión y corriente necesarias. 
 
 Orden de los datos. Finalmente, y siendo uno de los inconvenientes de 
más peso, el resultado es muy dependiente del orden en que se presentan 
los datos para realizar el entrenamiento. Como se ha mostrado 
anteriormente, los datos se deben juntar en una única secuencia temporal 
con los distintos periodos previstos para el entrenamiento, dependiendo 
del factor de carga. Se ha comprobado que, variando el orden de los 
periodos, un mismo caso de prueba genera redes con distintos resultados. 
Por otro lado, se ha intentado repetir secuencias temporales, añadiendo 
más de un periodo para un mismo factor de carga tanto en la entrada como 
en las salidas de la red para el entrenamiento, obteniendo unos resultados 
sin presentar ninguna tendencia clara. 
Después de evaluar los inconvenientes presentados por este tipo de red se ha 
decidido desestimar la utilización de este tipo de redes realimentadas. 
Llegados a este punto, se analiza otra posible solución, con el objetivo de 
simplificar la RN y qué tipo de información es la que puede aportar un gran 








10. Redes basadas en datos frecuenciales 
 
Determinado que el modelo temporal no resulta satisfactorio, se extraen unas 
conclusiones deterministas, que implican los siguientes conceptos. En primer 
lugar, no es necesario un modelo temporal, ya que el modelo no se utilizará en 
simulaciones de esta índole. En segundo lugar, no es necesario disponer de un 
modelo frecuencial continuo, ya que los armónicos que se pretende analizar son 
siempre múltiplos enteros de la fundamental. Finalmente, respecto a los datos, un 
análisis armónico permitira reducir la cantidad de datos a entrenar. Normalmente, 
el número de armónicos extraídos en una simulación del consumo de la carga 
oscila entre 10 y 20, ya que habitualmente no se obtienen armónicos pares (como 
pueden aparecer con rectificadores de media onda), múltiplos de 3 (en sistemas 
trifásicos sin neutro) o sencillamente el FA no está preparado para compensar 
armónicos por encima del 20. 
Esta metodología se basa en una red estática, teniendo como entradas las 
amplitudes y/o fases de los armónicos de tensión (incluido el fundamental) y el FC 
y como salida la amplitud y/o fase de los armónicos de corriente. Esta topología 
se puede ver reflejada en la figura 27. 
 
Figura 27: RN estática para modelar CNL en régimen frecuencial. 
Determinada la metodologíaa, se realizaron diversas pruebas para comprobar la 
respuesta de esta red. Inicialmente, y de forma teórica, esta red poseía todo lo 
necesario para obtener unos resultados óptimos, ya que disponia de toda la 
información posible (amplitudes y fases de tensión, junto con el FC a la entrada, y 
amplitudes y fases de corriente a la salida). Sin embargo, tras entrenar y validar 
la red se observó que, mientras mejoraba en amplitud, las fases se veían 
fuertemente empobrecidas, y en sentido inverso. Por lo tanto, el siguiente paso 
fue utilizar dos redes independientes: una para amplitud y una para fases. 
Analizando los distintos resultados, se pudo deducir que el problema de construir 
una única red residía en el escalado. Dado que las amplitudes y las fases tienen 
un rango distinto (para las amplitudes únicamente existen valores positivos, 
mientras que para las fases existen valores de ambos signos [-180.180]), el 
escalado que realizaba la red antes del entrenamiento no era acertado. Por otro 
lado, el tipo de neuronas empleado es muy sensible a la forma en que se 
normalizan los datos. Separar estos datos y construir dos redes mejora 




ostensiblemente las predicciones una vez han sido entrenadas. Como se puede 
ver en la figura 28, se presentan las dos RN descritas anteriormente. Por un lado, 
la red encargada de la predicción de amplitud armónica cuenta, en sus entradas, 
con un vector formado por todas las componentes de amplitud armónicas de 
tensión y el FC, y como salida, un vector formador por las componentes de 
amplitud armónica de corriente. Por otro lado, la RN encargada de la predicción 
de fase armónica cuenta, en sus entradas, con un vector formado por todas las 
componentes de fase armónicas de tensión y el FC, y como salida, un vector 
formador por las componentes de fase armónica de corriente. No hay que olvidar 
que cuando se habla de una red y entrenamientos, las entradas se consideran 


































La estructura interna de la RN descrita correspondiente a las amplitudes se 
muestra en la figura 29. En este caso en particular, incluye únicamente una capa 
oculta, pero en caso que se disponga de gran cantidad de datos esta configuración 
podría variar, añadiendo una segunda capa oculta si fuese necesario. Por otro 





































Una vez llegados a este punto, determinando la necesidad de utilizar dos RN 
independientes, se planteó la posibilidad de utilizar varias redes más simples, una 
para cada armónico de corriente, tal y como se muestra la figura 30. 
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De esta forma, cada una de ellas tan solo tendría una salida (la amplitud o la fase 
de un armónico de corriente) mientras que las entradas seguirían siendo la 
totalidad de las amplitudes o de las fases de los armónicos de tensión. 
En este punto nacen las dos metodologías más importantes y con las que se 
obtendrán resultados. Por un lado, y para aclarar la terminología, al primer método 
se le hará referencia como redes conjuntas, ya que utilizan todo el conjunto de 
armónicos de tensión y FC en su entrada y todo el conjunto de armónicos de 
corriente en su salida, separados en dos redes de amplitud y fase. En cambio, al 
segundo método se le hará referencia como redes individuales, ya que utilizan las 
mismas entradas que las anteriores pero únicamente tienen 1 salida (ya sea 
amplitud o fase de un armónico de corriente) 
Aclarado este punto, y dado que ambos métodos parecen válidos para modelar el 
comportamiento de la CNL, se realizarán validaciones tanto con una metodología 
como con la otra, con el fin de determinar si existen diferencias entre ellas, si son 
capaces de predecir la corriente consumida por la carga de forma óptima o si uno 
de los dos métodos presenta mejores características frente al otro.  
 
 
10.1. Modelo experimental y obtención de datos 
 
En este apartado se muestra el modelo de la red trifásica y las cargas, utilizado 
para realizar el proyecto. Mediante la obtención de datos de esta simulación se ha 
comprobado el funcionamiento de las RN, se han realizado los entrenamientos y, 
finalmente, se han validado. En la siguiente figura 31 se puede observar con 
detenimiento el esquema. 







Estas simulaciones de CNL se han realizado con la librería “SimPower System 
Toolbox” de MATLAB®. En un primer momento se decidió componer este modelo 
de un generador ideal, las impedancias ZL, ZR y ZNL y una única CNL (figura 32). 
 
Figura 32: Modelo de red trifásica con una única CNL. 
Pero se decidió que se debían incluir otras CNL para garantizar que la tensión en 
el PCF variase, no solo a consecuencia de la propia CNL de estudio, sino también 
a variaciones externas. Es por ello que se incluyeron diversas cargas, también del 
tipo no lineal, llamadas “cargas vecinas”, siendo básicamente rectificadores no 
controlados (Figura 33).  







Como resultado de incluir estas cargas, obtenemos un modelo más similar a la 
realidad. Otra posibilidad de variar el PCF sin utilizar las llamadas “cargas vecinas” 
sería variando el generador VL. Los datos serían más controlados, pero el 
procedimiento no es tan real, ya que en la mayoría de los casos no se tiene control 
sobre la tensión de la línea.  
La obtención de datos se realiza a través de los bloques específicos de MATLAB®. 
Estos bloques vienen predefinidos y se han utilizado de varios tipos: 
 Transformadas de Fourier: Los bloques de transformada de Fourier 
permiten extraer los armónicos de corriente y tensión. Estos bloques se 
ejecutan de forma ‘temporal’ y extrae los armónicos en base a ventanas 
limitadas de la señal a transformar, tal y como muestra la figura 34. Por 
otro lado, la configuración interna permite determinar la frecuencia 
fundamental y los armónicos que se quieren extraer. Las salidas de este 





























 Bloques de salida: Estos bloques se utilizan para extraer la información 
obtenida de las salidas anteriores y enviarlas al workspace. 
Tal y como se ha comentado, es necesario adaptar los datos extraídos de los 
bloques de salida. Es por ello que se ha realizado un pequeño código mostrado a 
continuación 
  
 MagEntrada(m,:)   = MagInput.signals.values(end,:)'; 
 MagSalida(m,:)    = MagTarget.signals.values(end,:)'; 
 PhaseEntrada(m,:) = PhaseInput.signals.values(end,:)'; 
 PhaseSalida(m,:)  = PhaseTarget.signals.values(end,:)'; 
 RMS(m,:)          = rms.signals.values(end,:); 
 
 
Este código permite recopilar los armónicos extraídos de la última ventana de 
simulación. Una vez extraídos han de ser tratados y normalizados para poder 





Obtenidos los datos de simulación se dispone a tratarlos correctamente y 
prepararlos para el posterior entrenamiento. En este apartado se hará una 
diferencia en el tratamiento de datos para la red conjunta y para las redes 
individuales. 
Por lo que respecta a la red conjunta, una vez extraídos los casos del modelo, se 
debe realizar una concatenación de todos los datos. Se han seguido los pasos 
siguientes: 
1. Creación de una matriz de entrada con los datos de magnitud armónica de 
tensión y FC (input de la red). 
2. Cada caso con el valor del FC es almacenado en una variable. 
3. Se concatenan todas las variables anteriormente almacenadas. 
4. Creación de una matriz de salida con los datos de magnitud armónica de 
corriente (target de la red). 
5. Cada caso es almacenado en una variable. 
6. Se concatenan todas las variables anteriormente almacenadas. 
7. La fase armónica de tensión es dividida entre el número de armónico para 
reducir su escala. 
8. Creación de una matriz de entrada con los datos de fase armónica de 
tensión reducidos y FC (input de la red). 
9. Cada caso con el valor del FC es almacenado en una variable. 
10. Se concatenan todas las variables anteriormente almacenadas. 
11. La fase armónica de corriente es dividida entre el número de armónico para 
reducir su escala. 
 




12. Creación de una matriz de salida con los datos de magnitud armónica de 
corriente reducida (target de la red). 
13. Cada caso con el valor del FC es almacenado en una variable. 
14. Se concatenan todas las variables anteriormente almacenadas 
 
La concatenación se realiza mediante la función catelements, que permite 
convertir un conjunto de elementos en uno solo. Esta función viene definida de la 
siguiente forma: 
vector_concatenado = catelements(elemento1,elemento2..) 
 
Donde los elementos de concatenación hacen referencia a las variables que 
almacenan cada caso con datos de magnitud y/o fase armónica de tensión y el FC 
para las entradas, o únicamente datos de magnitud y/o armónica de corriente para 
las salidas. 
Por lo que respecta a la red individual funciona de una forma muy similar a la red 
anteriormente comentada. 
1. Creación de una matriz de entrada con los datos de magnitud armónica de 
tensión y FC (input de la red). 
2. Cada caso con el valor del FC es almacenado en una variable. 
3. Se concatenan todas las variables anteriormente almacenadas. 
4. Creación de un bucle, donde creará tantas matrices de salida de magnitud 
armónica de corriente (target de la red) como armónicos se quieran 
predecir. 
I. A cada paso por el bucle, el conjunto de casos con el valor de salida 
de magnitud armónica de corriente es almacenado en una variable. 
II. Se concatenan todas las variables anteriormente almacenadas y 
se torna al bucle. 
5. Creación de una matriz de entrada con los datos de fase armónica de 
tensión y FC (input de la red). 
6. Cada caso con el valor del FC es almacenado en una variable. 
7. Se concatenan todas las variables anteriormente almacenadas. 
8. Creación de un bucle, donde creará tantas matrices de salida de fase 
armónica de corriente (target de la red) como armónicos se quieran 
predecir. 
I. A cada paso por el bucle, el conjunto de casos con el valor de salida 
de magnitud armónica de corriente es almacenado en una variable. 
II. Se concatenan todas las variables anteriormente almacenadas y 
se torna al bucle. 
Como se ha podido comprobar, el tratamiento de los datos es muy similar en 
ambos casos, diferenciándolos únicamente en la concatenación de las salidas, 
tanto de amplitud y de fase en ambos metodologías. 
 
 






La normalización de los datos consiste en escalar todas las entradas y salidas de 
la RN de forma que todos los valores estén dentro de un rango determinado, para 
este caso [-1,1]. Este tipo de normalización es necesaria debido al tipo de 
neuronas que se utiliza en este proyecto (tansig), cuya función de salida 
solamente puede tomar valores entre [-1,1]. Tal y como se ha comentado en la 
normalización de las redes temporales, este proceso se produce de forma 
automática en la “Toolbox” de “Neural Networks” de MATLAB®. Pero sucede que, 
pese a parecer un proceso sencillo y que, inicialmente, parece una ayuda, genera 
realmente una falta de control sobre cómo se normalizan los datos de 
entrenamiento. 
Este escalado provoca grandes diferencias en la magnitud de algunas de las 
variables.  Como se ha comentado anteriormente, el escalado producido por la 
función ‘mapminmax´ realiza un escalado entre [-1,1] respecto a las filas. Si se 
considera que se extraen m casos de entrenamiento y n armónicos en cada uno 
de estos casos, la función realizará una normalización de estos n datos entre los 
valores máximo y mínimo anteriormente declarados. Con un ejemplo se puede ver 
lo explicado anteriormente. Supongamos una matriz de datos ficticia y que no 
representa en ningún caso valores aproximados de simulación, compuesta tal y 
como muestra la tabla 2. 
Tabla 2: Tabla de datos fictícia a normalizar. 
           Arm
Caso  1  3  5  n 
1  320 25 76 8 
2  319 29 73 16
3  317 23 74 6 
m  312 27 78 4 
  
Como se puede ver, para cada caso de estos datos la ordenación es la misma, 
con pequeñas variaciones. La primera columna representa la fundamental, y 
siempre será el valor más grande para cada caso. Por lo que se ha comentado, 
una vez actúa la función mapminmax se obtiene lo mostrado en la tabla 3. 
Tabla 3: Tabla de datos fictícia normalizada por mapminmax 
           Arm
Caso  1 3  5  n 
1  1 ‐0.891  ‐0.56  ‐1
2  1 ‐0.914  ‐0.623  ‐1
3  1 ‐0.89  ‐0.562  ‐1
m  1 ‐0.85  ‐0.519  ‐1
 
La conversión de estos datos se realiza mediante una recta de regresión, tal y 
como se mostró en el anterior apartado de la normalización. Cierto es que si 




introducimos estos datos en la red, al ser casos sumamente parecidos, no será 
capaz de aprender. Por otro lado, si el valor máximo es muy elevado el resto de 
variables serán escaladas con este factor. Esto trae como consecuencia que otras 
variables con un rango muy inferior presenten un rango dinámico muy pequeño y 
el proceso de entrenamiento las tenga menos en cuenta. 
Para evitar este problema, se ha modificado el proceso de normalización en el que 
el escalado es independiente de las filas. En el nuevo proceso, la normalización 
se realiza en base a las columnas. De esta forma, cuando estos datos entran en 
el entrenamiento, ninguno de los m casos son iguales, tal y como se muestra la 




Caso  1  3  5  n 
1  1  ‐0.33 0.2  ‐0.33
2  0.75 1  ‐1  1 
3  0.25 ‐1  ‐0.4 ‐0.66
m  ‐1  0.33  1  ‐1 
 
No solo por este motivo se modifica el proceso de normalización. Como se ha 
comentado en los objetivos del proyecto, este modelo ha de ser capaz de 
comportarse como una CNL. Tal y como se ha descrito en los apartados iniciales, 
al conectar un FA, esta carga experimenta el llamado “fenómeno de amplificación 
de armónicos”, es decir, aumenta el consumo. La normalización expone los 
valores máximos y mínimos que puede extraer la salida la RN. Por lo tanto, si los 
datos de salida utilizados en el entrenamiento se ajustan a [-1,1], la red no será 
capaz de dar valores superiores al máximo de esta matriz de datos, y como tal, si 
experimenta la amplificación armónica, el modelo no será capaz de aumentar la 
corriente, y la característica de extrapolación se perderá. Es por ello, que se ha 
adaptado la función de normalización para poder exigirle que normalice por debajo 
del máximo y por encima del mínimo permitidos por este tipo de neuronas (tansig). 
En este proyecto se ha utilizado los valores de normalización [-0.7,0.7], con la 
intención de dar un margen de ±0.3 y permitir la extrapolación. 
A continuación, se muestra el código creado para realizar la normalización. Tal y 
como se puede observar, inicialmente busca el máximo y mínimo. Seguidamente 
se utiliza la ecuación del cálculo de puntos sobre una recta de regresión. 
Finalmente, se devuelve la tabla ya normalizada y los parámetros de 
normalización. 
function [y,ReturnInfo] = Normalizar(conjunto_datos,min,max) 
[m,n]=size(conjunto_datos) 
for i=1:1:n 
    máximo_matriz=Busca_maximo(conjunto_datos(:,i)); 
    maximo(i)=máximo_matriz; 
end 
for i=1:1:n 
    minimo_matriz=Busca_minimo(conjunto_datos(:,i)); 
    minimo(i)=minimo_matriz





for k = 1 : 1 : m 
    for  j = 1 : 1 : n 
     y(k,j) = (max-min)*(conjunto_datos(k,j)-  
minimo(j))/(maximo(j)-minimo(j))+ min;    
         





ReturnInfo.ymax = max; 





Es importante guardar estos parámetros, ya que una vez la RN determine el 
resultado, se deben desnormalizar, utilizando la ecuación para hallar un punto 
sobre la recta, pero siendo la incógnita el valor real en vez del valor de 
normalización como sucede en el caso anterior. 
function [x] = Desnormalizar(conjunto_datos, ReturnInfo) 
 
maximo = ReturnInfo.maximos; 
minimo = ReturnInfo.minimos; 
max = ReturnInfo.ymax; 
min = ReturnInfo.ymin; 
  
[m,n] = size (conjunto_datos); 
  
for k = 1 : 1 : m 
    for  j = 1 : 1 : n     
     x(k,j) = (maximo(j)-minimo(j))*(conjunto_datos(k,j)-     
min)/(max-min)+ minimo(j);      






Cabe señalar finalmente, que tanto para los datos intermedios como los de 
extrapolación evaluados en el siguiente punto, se normalizan importando los 
parámetros de normalización (ya que contienen los máximos y mínimos del 
conjunto de entrenamiento) y seguidamente se realiza la ecuación de regresión. 
Una vez modificado el proceso de normalización se comprobó que la red neuronal 
convergía más rápidamente y que las discrepancias entre el modelo y los datos 
experimentales se repartían de una forma más uniforme entre todas las variables 
de salida. 
Por lo que respecta a los dos métodos con los que se ha trabajado en este 
apartado, el proceso de normalización es muy similar en los dos casos. La única 




diferencia radica en la cantidad de datos ha procesar. La normalización en el caso 
de las redes conjuntas se realiza cuatro veces, dos en la normalización de 
entradas y salidas para la red de amplitud y dos para la normalización de entradas 
y salidas para la red de fase. Sin embargo, para el conjunto de redes individuales, 
el proceso de normalización se realiza 4n veces, el cuádruple de tantos armónicos 
como se quieran predecir. 
 
 
10.2. Red y Entrenamiento 
 
Una vez se tratan y normalizan los datos necesarios para el entrenamiento, se 
crea la red. Tanto en las RN conjuntas como colectivas, los parámetros que 
definen la red son iguales, variando el número de redes que forman el grupo para 
cada caso. 
net= newff(inputs,targets,[15 20],{'tansig','tansig'}, 
'trainbr'); 
 
Como se puede ver, se crea una RN FF [15], con dos capas (sin considerar la de 
salida) de 15 y 20 neuronas respectivamente, con funciones de activación de las 
neuronas tipo tansig y el algoritmo de entrenamiento llamado trainbr [18-19]. 
Respecto al número de capas y neuronas, no existe una regla fija para determinar 
la cantidad exacta que resuelva el problema de forma óptima. Sin embargo se han 
adoptado una serie de premisas para acotar este número en cada caso: 
 El número de neuronas y de capas ha de ser el mínimo necesario para 
"resolver" el problema. Si se añaden mas neuronas se mejora la predicción 
de los vectores de entrenamiento pero empeora el de los vectores de fuera 
del entrenamiento (vectores intermedios o de extrapolación).  
Respecto al número de neuronas, la elección del número acertado en las 
capas es uno de los temas más peligrosos en lo que se refiere al diseño 
de RN. Existen ciertas reglas que dan una idea del número aproximado de 
neuronas que se deben elegir, pero es cierto que no son reglas que marcan 
un número exacto, sino más bien estipulan unos rangos en los que la red 
funcionará correctamente. Un claro ejemplo de regla donde determina un 
rango es la siguiente: De acuerdo con Hecht-Neilson basado en el teorema 
de Kolmogorov, “El número de neuronas en la capa oculta no requieren ser 
más grandes que dos veces el número de entradas”. En este proyecto, y 
como se ha comentado anteriormente, se utilizan 70 casos de 
entrenamiento, por lo que siguiendo la regla determina que el número de 
neuronas en la capa oculta debe ser: 
 
ܰ ൏ 2 ൉ ܧ 
ܰ ൏ 2 ൉ 70 
 




Por lo que esta regla determina que el número de neuronas debe estar 
entre 1 < N < 140. Siempre se debe ser cauto en la elección, ya que muy 
pocas neuronas en las capas ocultas pueden provocar un error alto de 
entrenamiento y, por otro lado, un error de generalización debido al 
underfitting. Este fenómeno es provocado por el intento de ajustar los datos 
mediante polinomios demasiado sencillos, por lo que el ajuste de la función 





En cambio, si se tienen muchas neuronas en la capa oculta se podría 
obtener un bajo error de entrenamiento pero todavía se podría tener un 
alto error de generalización debido al overfitting. Este fenómeno ocurre al 
revés que el caso anterior, cuando se intenta realizar un ajuste demasiado 





Un ajuste óptimo se consigue mediante la adaptación del grado adecuado 
del polinomio, el cual se ajuste correctamente a los datos.  
 
Dado que todos los casos de entrenamiento tienen cierta similitud, para 
realizar una estimación se ha utilizado un ejemplo al azar (caso 16). En 
este ejemplo, basado en la amplitud, se ha variado el número de neuronas 
con el fin de estipular el error a la salida (dado por la diferencia entre la 
salida obtenida por la RN y el valor real) y observar si existe alguna 
tendencia. Estos resultados se muestran en las figuras 37 y 38. 
 
 










Como se puede apreciar, para un número pequeño en la capa oculta (capa 
2), es indiferente un aumento de neuronas en la capa de entrada (capa 1). 
A medida que aumenta el número de neuronas en la capa oculta se puede 
ver un claro descenso del error. En la figura 38 se puede ver reflejado una 
estimación del número de neuronas óptimo, las menos posibles para 
desempeñar correctamente el objetivo de la red. 
 
 El número de vectores de entrenamiento ha de ser superior al número de 
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prueba respecto al número de neuronas totales de la  mejor será el 
resultado. 
 
 El número de neuronas de la capa de salida ha de ser igual al de variables 
que se desean obtener. 
 
Finalmente, bajo estos criterios, queda definida la estructura básica de la RN. La 
definición del resto de parámetros, como son los internos, se basa en la técnica 
de prueba-error. Es decir, se reajustan en base a experimentos teniendo en cuanta 
el compromiso entre estabilidad y aproximación de resultados. 
Respecto al entrenamiento, se realiza con una función de MATLAB® disponible 
en la Toolbox de RN llamada train. Esta función se define a continuación: 
[netEntrenada,tr] = train(net,inputs,targets); 
 
Como parámetros, esta función necesita tanto los datos de entrada (inputs) como 
los datos de salida (targets). Finalmente devuelve la red una vez entrenada. 
El algoritmo de entrenamiento utilizado es el trainbr. Este algoritmo se encarga de 
actualizar los pesos de acuerdo con la optimización de LM, algoritmo utilizado en 
el entrenamiento de las redes basadas en datos temporales. En este caso, se 
minimiza una combinación de errores y pesos al cuadrado y, a continuación, 
determina la combinación correcta a fin de producir una red que generalice 
correctamente. Algunas de las características de este algoritmo es que previene 
el sobre-entrenamiento, genera mejores resultados y otorga a la red mejores 





Una vez han sido entrenadas ambas metodologías, se pueden extraer unas 
conclusiones que, con apoyo en el siguiente apartado de resultados, se verificarán 
por completo. 
 Entrenamientos rápidos y simples. Debido a que se trata de redes FF 
básicas, sin realimentaciones, y con datos de entrenamientos reducidos y 
sencillos, las redes construidas basadas en ambas metodologías tienen 
entrenamientos rápidos y simples. 
 
 Reducción del tamaño de los datos. Ya no es necesario basarse en una 
serie, si no que el tamaño de los datos depende exclusivamente del 
número de casos deseados para llevar a cabo el entrenamiento y de los 
armónicos que se quieran predecir. 
 




 Efecto memoria. En este caso ya no es necesario tener ningún tipo de 
dato anterior, ya que la predicción se basa en los casos actuales mostrados 
en el entrenamiento y ambas redes son capaces de generalizar y extraer 
la esencia del conjunto de datos. 
 
 Convergencia. Se han realizado diversos entrenamientos y validaciones 
con los mismos casos y cabe señalar que los resultados obtenidos apenas 
varían entre ellos. 
 
 Independencia del orden de los casos. A diferencia del caso de las redes 
basadas en datos temporales, el orden en que se presentan los datos de 
entrenamiento es indiferente. Se ha comprobado que variando el orden de 
los datos el resultado era el mismo. 
 
 Datos reales. Actualmente, los equipos de medida utilizados en 
instalaciones eléctricas están programados para obtener datos de 
magnitud y fase de los armónicos, tanto de tensión como de corriente. 
Estos datos son precisamente los necesarios para el entrenamiento de 
este tipo de redes. 
 
Todas estas características han afianzado la confianza en que esta metodología 
es la correcta, pero no se determinará que es plenamente acertada, robusta y 
viable hasta que se visualicen los resultados de las validaciones. 
 
   






En este apartado se muestran los resultados obtenidos en la simulación de las 
redes anteriormente comentadas (RN basadas en datos frecuenciales). Estos 
resultados vienen presentados tanto en modo gráfico (amplitud y fase armónica) 
como numérico (THD real y simulado, desviación estándar y error máximo de 
amplitud en porcentaje respecto a la fundamental). 
A continuación, en la tabla 5, se muestran los casos de entrenamiento y, en un 
color más oscuro, los que se han elegido para realizar las validaciones con datos 
ya conocidos por la red. Finalmente, se muestran y analizan los resultados 
obtenidos con las diferentes redes utilizadas en este proyecto. 
Tabla 5: Casos de entrenamiento y casos de validación. 
(CM / CV ) (A) 
6 \ 12 6 \ 20 6 \ 28 6 \ 36 6 \ 44 6 \ 52 6 \ 60 
12 \ 12 12 \ 20 12 \ 28 12 \ 36 12 \ 44 12 \ 52 12 \ 60 
18 \ 12 18 \ 20 18 \ 28 18 \ 36 18 \ 44 18 \ 52 18 \ 60 
24 \ 12 24 \ 20 24 \ 28 24 \ 36 24 \ 44 24 \ 52 24 \ 60 
30 \ 12 30 \ 20 30 \ 28 30 \ 36 30 \ 44 30 \ 52 30 \ 60 
36 \ 12 36 \ 20 36 \ 28 36 \ 36 36 \ 44 36 \ 52 36 \ 60 
42 \ 12 42 \ 20 42 \ 28 42 \ 36 42 \ 44 42 \ 52 42 \ 60 
48 \ 12 48 \ 20 48 \ 28 48 \ 36 48 \ 44 48 \ 52 48 \ 60 
54 \ 12 54\ 20 54 \ 28 54 \ 36 54 \ 44 54 \ 52 54 \ 60 
60 \ 12 60\ 20 60 \ 28 60 \ 36 60 \ 44 60 \ 52 60 \ 60 
 
Como se puede observar, la tabla se divide en 70 casos de entrenamiento, los 
cuales, para facilitar la comprensión, se numerarán del 1º al 70º, siendo el 1º caso 
los valores de corriente (en valor eficaz) más pequeños, pasando al 70, dónde los 
valores de corriente serán máximos. Cada uno de los casos indica el valor eficaz 
de la corriente que consume las dos cargas implicadas (CM y CV). Dada la gran 
cantidad de elementos (o casos) que se han utilizado para entrenar, en la 
validación de las redes anteriormente propuestas se han utilizado únicamente tres 
casos, seleccionados al azar.  
Es interesante señalar que la validación de las RN no se han hecho únicamente 
con los casos de entrenamiento. En otras palabras, a parte de utilizar los datos 
propios del entrenamiento como entradas en las redes y realizar las validaciones, 
se han utilizado tanto casos intermedios como casos externos al conjunto de 
entrenamiento. 
Una RN debe tener un alto grado de adaptabilidad, no solo a los datos con los que 
se ha entrenado, sino que ha de ser capaz de realizar simulaciones óptimas con 
datos no utilizados anteriormente. Con esto se consigue comprobar el nivel de 
aprendizaje de la RN.  




Por otro lado, y en caso exclusivo de este proyecto, la red ha de ser capaz de 
extrapolar datos fuera de los casos de entrenamiento. La razón por la que debe 
poder extrapolar es, como se ha comentado al incio del proyecto, el efecto de 
amplificación armónica. Si se ha creado un modelo basado en las CNL, al colocar 
el FA en una simulación, puede aparecer este fenómeno. Por lo tanto, es 
importaten dotar a la red de esta característica. 
Una vez comentado, se definen los casos seleccionados. Por un lado, en la 
validación de la red con casos propios de entrenamiento, se han seleccionado los 
casos 16º (18/20) A, 38º (36/28) A y 55º (48/52) A. Por otro lado, para los casos 
intermedios, no se pueden definir respecto al número de caso como 
anteriormente. Por esto, se refiere a casos intermedios únicamente a través del 
valor eficaz de la corriente consumida por la CM y CV. Se han seleccionado los 
valores (16/56) A y (34/40) A. Finalmente, en el caso de la extrapolación se ha 
seleccionado de la misma forma que los casos anteriores, a través del valor eficaz 
de la corriente consumida por las cargas. El valor elegido es (65/65) A, superior al 
máximo de entrenamiento (caso 70º con 60/60 A). 
Inicialmente se comentarán y detallarán los resultados extraidos de las RN 
basadas en datos frecuenciales y entrenadas de forma conjunta. Seguidamente, 
se analizarán los resultados obtenidos de las RN basadas en datos frecuenciales, 
pero entrenadas de forma individual. 
 
 
11.1. Resultados con RN frecuenciales conjuntas 
 
Se inicia el análisis de los resultados obtenidos con la RN basada en datos 
frecuenciales entrenada con todos los datos conjuntos. Antes de iniciar los 
siguientes puntos cabe intentar deducir que se espera de esta red.  
Como se ha comentado anteriormente, las RN son capaces de, frente a unos 
datos en el entrenamiento, generalizar y extraer la información que poseen estos. 
En este caso, la amplitud y la fase se separan en dos redes debido, sobretodo, a 
los problemas acarreados con la normalización, tal y como se ha comentado en 
puntos anteriores. 
La descripción de los resultados se realizará ordenadamente, desarrollando 
inicialmente los resultados obtenidos utilizando como entradas a la red los datos 
propios de entrenamiento. Se analizarán los 3 casos particulares y se comentarán 
las gráficas, así como los resultados numéricos extraidos. Seguidamente se 
comentarán los resultados obtenidos utilizando como entradas datos intermedios, 
es decir, datos que la red nunca ha visualizado con anterioridad pero que se 
encuentran en el rango de los datos de entrenamiento. Finalmente, se analizarán 









11.1.1. Resultados con datos de entrenamiento 
 
En este apartado se muestra los resultados obtenidos mediante la validación de 
la RN con datos utilizados durante el entrenamiento. De forma teórica, los 
resultados dados por la red con datos que ya ha visto durante el entrenamiento 
deben ser muy satisfactorios. Tal y como se ha comentado en el apartado anterior, 
se presentarán los 3 casos. 
 
11.1.1.1 Primer resultado: Caso 16 (18/20 A) 
 
Como en el resto de casos que se presentarán a continuación, en primer lugar se 
muestra la gráfica compartida de amplitud y fase armónica. Como se puede ver, 
en la parte superior de la figura, se detallan las amplitudes resultantes entre la 
amplitud real (extraída directamente de la tabla anterior) y la amplitud obtenida de 
la RN con el fin de compararlas numéricamente. Análogamente, en la parte 
inferior, se detallan las fases resultantes entre la fase real y la fase obtenida de la 
red. 
A continuación, en la figura 39, se muestran los resultados obtenidos en amplitud 
y fase, y la comparación con los datos reales extraidos del modelo para el caso 
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Tal y como se aprecia en la figura anterior, los datos obtenidos de la red neuronal 
son practicamente iguales a los datos reales, para este caso de entrenamiento en 
particular. Con esto se pretende demostrar como la red neuronal ha sido capaz de 
aprender en base al conjunto de datos presentados con las especificaciones 
marcadas en el entrenamiento, pero esto únicamente se podrá cerciorar si la red 
responde correctamente para todos los demás casos. 
En segundo lugar, en la figura 40, se presenta una gráfica comparativa que 
muestra la reconstrucción de la señal en base a las amplitudes y fases de los 
armónicos anteriormente expuestos. 
 
Figura 40: Reconstrucción datos de entrenamiento, RN conjunta. Caso 16. 
En este caso se puede ver como la señal simulada se ajusta correctamente a la 
forma descrita por la señal real.  
Finalmente se presenta una pequeña tabla (tabla 6) con el THD, tanto el real como 
el resultante de la simulación, así como la desviación estándar y el error máximo 
de amplitud respecto a la fundamental como parámetro de comparación y 
decisión. 
Tabla 6: THD, desviación y error para el caso 16 de RN conjunta. 







16 0.4735 0.4732 0.0003 0.0152 0.08 
 
Tal y como describe la tabla, la diferencia del THD entre el caso real y el caso 
simulado es mínima. Este indicativo nos refleja la relación entre el valor eficaz del 
residuo armónico de la corriente y el valor de la componente fundamental, 
especificado en la siguiente ecuación: 





















ܶܪܦሺܫሻ ൌ 	ට∑ ሺ୍೓೙ሻ
೙సಮ೙సమ
మ
ூ೓భ   (11.1.1.1.1) 
y cuantifica la disturbancia armónica que puede existir en la red de suministro. Por 
otro lado, la desviación estándar es una medida del grado de dispersión de los 
datos con respecto a un valor determinado. Es decir, la desviación representa la 
variación de cada punto de la señal con respecto a la señal original. Esto se define 
según la siguiente equación: 
 
ߪ ൌ ට	 ଵேିଵ∑ ሺݔ௜ െ ݔሻଶே௜ୀଵ    (11.1.1.1.2) 
Finalmente, el máximo error de amplitud respecto a la fundamental se describe 
mediante la siguiente equación: 
 
ܧ௛ ൌ 	 ห஺೓_ೝ೐ೌ೗ି஺೓_ೞ೔೘ೠ೗ೌ೏೚ห஺೑ೠ೙೏ೌ೘೐೙೟ೌ೗ 														(11.1.1.1.3) 
Se analiza el error realizando la diferencia armónico a armónico, entre la amplitud 
real y la obtenida por la RN, y dividiendo entre la componente fundamental. Una 
vez determinados los errores de amplitud de cada armónico, el valor seleccionado 
es el peor caso, es decir, el valor más grande. 
Por lo tanto, según lo expuesto anteriormente, se puede determinar que los 
resultados obtenidos por la RN para este caso son muy satisfactorios.  
 
 
11.1.1.2 Segundo resultado: Caso 38 (36/28 A) 
 
A continuación se presenta otro caso con las mismas condiciones de 
entrenamiento que el caso anterior. Este caso se diferencia del anterior y del 
siguiente en las condiciones de carga del circuito donde se extraen los datos para 
el posterior entrenamiento. 
Como se ha expuesto anteriormente, se encuentra en primer lugar un gráfico que 
responde a los resultados obtenidos de la RN. En éste, dividido en dos regiones, 
se presenta, en la zona superior, la gráfica comparativa entre los valores de 
amplitud armónica real y los obtenidos mediante la simulación de la RN. Por otro 
lado, en la zona inferior, se muestra la gráfica comparativa entre los valores de 
fase armónica real y los obtenidos mediante la simulación de red. 
En la figura 41 se representan los valores armónicos en amplitud y fase 
correspondientes al caso actual. 






Como se puede ver en la gráfica, y de forma análoga al caso anterior, tanto las 
amplitudes como las fases armónicas simuladas son prácticamente exactas a las 
reales. Esto nos indica que la red ha sido capaz de aprender y extraer la esencia 
de los datos de entrenamiento.  
En la siguiente gráfica, expuesta a continuación, se puede observar la 
reconstrucción de ambas señales en base a los resultados armónicos reales como 
a los obtenidos de la red neuronal (tanto amplitud como fase). 
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Para este caso, se puede observar como la señal simulada por la red neuronal se 
adapta perfectamente a la señal original.  
Como datos más precisos, se analiza a continuación el THD, así como la 
desviación y el error máximo de amplitud respecto a la fundamental en porcentaje. 
Tabla 7: THD, desviación y error para el caso 38 de RN conjunta. 







38 0.3446 0.3454 0.0008 0.0321 0.2 
 
En la tabla 7 se pueden ver los datos del THD, la diferencia, la desviación estándar 
y el peor caso de error máximo respecto a la fundamental. Tal y como se ha 
definido anteriormente, la diferencia de THD resulta casi despreciable. Por otro 
lado, la desviación indica que ambas señales son prácticamente iguales y 
finalmente, el error máximo respecto a la fundamental indica que toda las 
amplitudes armónicas son prácticamente iguales. 
 
 
11.1.1.3 Tercer resultado: Caso 55 (48/52 A) 
 
Para finalizar, se analiza un tercer y último caso en la figura 43. La ordenación de 
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Como en los casos anteriores, los armónicos, tanto amplitud como fase se 
corresponden y son muy semejantes a los datos reales. A continuación, se realiza 
la reconstrucción, mostrada en la figura 44. 
 
Figura 44: Reconstrucción datos de entrenamiento, RN conjunta. Caso 55. 
Como se puede ver en la figura anterior, existe una gran afinidad entre ambas 
reconstrucciones. Tal y como se ha descrito anteriormente, no existe apenas 
diferencia entre ambas señales, por lo que se puede concluir que la RN ha sido 
capaz de aprender, como mínimo, la esencia y las características del conjunto de 
datos de entrenamiento. 
Finalmente, en la tabla 8, se obtiene el THD correspondiente a este caso, así como 
los datos de desviación y error de amplitud respecto a la fundamental del peor 
caso. 
Tabla 8:  THD, desviación y error para el caso 55 de RN conjunta 







55 0.3076 0.3080 0.0004 0.0141 0.062 
 
Respecto a este caso, y de forma idéntica a los anteriores, queda demostrada la 
eficacia de la RN desarrollada hasta el momento validada con datos de 
entrenamiento. 
Una vez se han descrito los 3 casos utilizados para la simulación con una red 
conjunta, se procede a describir y analizar tanto los casos con datos intermedios 
así como los como los casos con datos fuera del rango de entrenamiento. 
 
 





















11.1.2. Resultados con datos intermedios 
 
En este apartado se muestra los resultados obtenidos mediante la validación de 
la RN con datos intermedios, es decir, con datos que no se han presentado 
durante el entrenamiento y que, por tanto, la red desconoce y nunca han sido 
vistos. De forma teórica, los resultados dados por la red con datos que nunca ha 
visto durante el entrenamiento deben ser aceptables, ya que la RN ha debido ser 
capaz de extraer la información del conjunto general de datos. Tal y como se ha 
comentado en en el apartado principal, se presentarán los 2 casos de simulación. 
 
 
11.1.2.1 Primer resultado: Caso 16/56 A  
 
Se inicia el análisi de los datos intermedios con el caso 16/56 A (valores eficaces 
de corriente para CM y CV, respectivamente). En primer lugar, en la figura 45 se 
muestra el resultado obtenido de la RN respecto a los armónicos y fases. 
 
Figura 45: Resultados datos intermedios, RN conjunta. Caso 16/56 A 
Respecto a la amplitud armónica, se puede ver como corresponde de forma 
análoga a los casos validados con datos procedentes del entrenamiento. Por otro 
lado, es interesante comentar los resultados obtenidos en el apartado de las fases. 
Como se puede ver, existen determinados errores, no solo porque el valor no 
corresponde con el real, sino porque existen cambios de signo en la fase. Los 
errores en el valor se pueden deber a que son datos desconocidos por la red, y es 
por ello que los aproxima pero no es capaz de predecirlos con una alta exactitud. 
En cambio, los errores de signo pueden deberse a varios motivos. Uno de éstos 
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puede ser que se deba a un punto de incertidumbre, es decir, la red es incapaz de 
extraer la esencia de este armónico o simplemente que la función que rige esta 
red es incapaz de encontrar una aproximación de la función que determine un 
resultado óptimo. Otro motivo puede ser un error de entrenamiento; se puede 
deducir que la red, debido a ciertos motivos, no ha sido capaz de aprender la 
información de este armónico para este caso. 
En la figura 46 se muestra la reconstrucción de la red con los armónicos obtenidos 
en la figura superior. 
 
Figura 46: Reconstrucción datos de intermedios, RN conjunta. Caso 16/56 A 
Como se ha comentado anteriormente, se puede ver como la señal reconstruida 
a través de los armónicos obtenidos en simulación no se ajusta perfectamente a 
la señal reconstruida con datos reales. Existen determinados puntos en que la 
señal reconstruida simulada se aleja considerablemente de la señal real. 
En la siguiente tabla (tabla 9) se pueden ver el THD, la diferencia de THD entre 
real y simulada, la desviación y el error máximo de amplitud respecto al valor del 
armónico fundamental. 
Tabla 9: THD, desviación y error para el caso 16/56 de RN conjunta. 







(16/56) 0.3629 0.3617 0.0012 5.074 0.138 
 
Debido a que el THD se calcula en base a la amplitud armónica, pese a que las 
señales reconstruidas no son tan precisas como los casos anteriores, la diferencia 
del THD es mínima. Por otro lado, el resultado de las reconstrucciones se hace 
patente en la desviación. En este caso, se puede ver como la desviación existente 
entre la señal reconstruida a partir de valores de la RN respecto a la real es 
elevado.  
 





















11.1.2.2 Segundo resultado: Caso 34/40 A  
 
En este apartado se presenta el segundo y último caso de simulación con datos 
intermedios. De forma idéntica a los casos anteriores, inicialmente se presenta la 
gráfica con amplitud y fase armónica en la figura 47. 
 
Figura 47: Resultados datos intermedios, RN conjunta. Caso 34/40 A. 
Como se puede observar, respecto a la amplitud armónica, existe un cierto error 
en el armónico fundamental. Por otro lado, sucede el mismo fenómeno que en el 
caso anterior respecto a las fases, pero más pronunciado. Existen ciertos errores 
de valor en los primeros tres armónicos, pero los siguientes presentan un cambio 
de signo, a parte del propio error de valor.  
Cabe comentar que la influencia en la reconstrucción presenta más importancia la 
amplitud armónica que la fase. Por otro lado, cabe señalar y como se puede ver 
en la figura anterior, que la influencia de los armónicos en la reconstrucción influye 
de una forma menos significativa a medida que el número de armónico aumenta. 
A continuación, en la figura 48 se muestra la reconstrucción de las señales. 
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En este caso, se puede ver como la distorsión entre las dos señales es mayor. Por 
otro lado, se puede denotar como el seguimiento no es tan preciso. Existen puntos 
en que el error es elevado y notable. 
Tabla 10: THD, desviación y error para el caso 34/40 de RN conjunta. 







(34/40) 0.5158 0.5446 0.0288 6.026 8.56 
 
Tal y como se refleja en la tabla 10, la diferencia entre el TDH real y simulación es 
el más elevado de todos los casos expuestos hasta ahora. Sucede de la misma 
forma en la desviación y el error máximo, donde se encuentran los mayores 
valores obtenidos hasta el momento.  
Una vez valorados los resultados obtenidos mediante la validación de la red con 
datos intermedios, se dispone a analizar el último caso, introduciendo valores a la 
red fuera del rango de entrenamiento. 
 
 
11.1.3. Resultados con datos de extrapolación 
 
En este apartado se muestra los resultados obtenidos mediante la validación de 
la RN con datos de extrapolación, es decir, con datos que no se han presentado 
durante el entrenamiento y que están fuera del rango de los mismos. De forma 
teórica, los resultados dados por la red con datos que nunca ha visto durante el 
entrenamiento y fuera del rango deben ser alejados de la realidad. Tal y como se 





















ha comentado en en el apartado principal, se presentará un único caso de 
simulación. 
A continuación, en la figura 49, se muestran los resultados obtenidos de la RN 
validando con datos fuera del rango del entrenamiento. 
 
Figura 49: Resultados datos de extrapolación, RN conjunta. Caso 65/65 A. 
Tal y como se comentó anteriormente, la red ha de ser capaz de ofrecer resultados 
por encima del máximo de entrenamiento. Una vez obtenidos, se verifica que la 
red creada en este proyecto es capaz de ofrecer esta característica. 
Respecto a la amplitud armónica, se puede ver cómo responde correctamente. 
Seguidamente, si se comprueban las fases, se puede ver como existen valores 
que no son precisos, es decir, no es capaz de aproximarlos con exactitud. Por otro 
lado, y a diferencia de los casos intermedios, hay pocos armónicos en los que la 
RN interpreta como signo contrario.  
En la figura 50 se muestra la reconstrucción de ambas señales con los resultados 
anteriormente descritos. 
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Como se puede ver, la señal reconstruida a partir de los datos obtenidos en la 
simulación de la RN se asemeja con la señal real. 
Tabla 11: THD, desviación y error para el caso 65/65 de RN conjunta. 







(65/65) 0.2794 0.2792 0.0002 3.2603 0.86 
 
Tal y como muestra la tabla 11, se puede ver una diferencia despreciable en el 
THD respecto a la real. La desviación marca como existe una pequeña tendencia 
a perder el seguimiento en determinadas zonas. Finalmente, el error es 




11.2. Resultados con RN frecuenciales individuales 
 
Se continua el análisis de los resultados obtenidos con la RN basada en datos 
frecuenciales pero con metodología de entrenamiento individual. Antes de iniciar 
los siguientes puntos cabe recordar como se distribuyen los datos para realizar el 
entrenamiento. 
Esta topología se divide en dos grupos; el primer grupo se compone de redes 
encargadas de predecir la amplitud armónica. En cambio, el segundo grupo se 
compone de redes que predicen la fase armónica. Cada uno de estos grupos está 
formado por tantas redes como armónicos quieran predecirse, es decir, si se 





















pretende predecir n armónicos, existirán en el primer grupo n redes que 
describirán los valores de amplitud y n redes en el segundo grupo, que describirán 
los valores de fase. 
La descripción de los resultados se realizará ordenadamente, de la misma forma 
que las RN frecuenciales conjuntas, desarrollando inicialmente los resultados 
obtenidos utilizando como entradas a la red los datos propios de entrenamiento. 
Se analizarán los mismos 3 casos particulares descritos anteriormente y se 
comentarán las gráficas, así como los resultados numéricos extraidos.  
Seguidamente se comentarán los resultados obtenidos utilizando como entradas 
datos intermedios y, finalmente, se analizarán los datos obtenidos utilizando como 
entradas a la red datos de extrapolación. 
 
 
11.2.1. Resultados con datos de entrenamiento 
 
En este apartado se muestra los resultados obtenidos mediante la validación de 
la RN con datos utilizados durante el entrenamiento. En este tipo de topología, las 
entradas son las mismas para cada red, diferenciando éstas en que cada una de 
ellas determina un solo dato. Tal y como se ha comentado en el apartado anterior, 
se presentarán los 3 casos de simulación con datos de entrenamiento. 
 
11.2.1.1 Primer resultado: Caso 16 (18/20 A) 
 
De forma análoga a los apartados anteriores, se vuelven a simular los casos de 
entrenamiento especificados al inicio del punto de resultados. Como se puede 
comprobar en el gráfico que se muestra a continuación (figura 51), no se aprecia 
ningún error a primera vista. 
 






Si analizamos al detalle la simulación se puede observar como todos los valores, 
tanto de amplitud como de fase armónica, corresponden con los datos reales 
extraidos de la simulación. Es interesante ver la evolución del entrenamiento en 
los dos siguientes casos para verificar que la RN ha sido entrenada correctamente. 
Respecto a la reconstrucción, en la figura 52, se puede ver como la onda simulada 
sigue con mucha precisión la forma de la onda real.  
 
Figura 52: Reconstrucción datos de entrenamiento, RN individual. Caso 16. 
















0.180.18 1.931.93 0.850.87 0.110.11 0.840.84 0.420.43 0.080.08
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Finalmente , en la tabla 12, se muestra el THD, tanto el real como el simulado, la 
diferencia de éste, la desviación estándar así como el error máximo de amplitud 
respecto a la fundamental para este caso. 
Tabla 12: THD, desviación y error para el caso 16 de RN individual. 







16 0.4735 0.4731 0.0004 0.0773 0.28 
 
Como se puede ver, la diferencia de THD es casi despreciable, dado que el 
resultado de simulación respecto a la amplitud armónica es excelente. Por otro 
lado, los siguientes datos en la tabla muestran como la reconstrucción de la señal 
es satisfactoria, hasta tal punto de ser prácticamente imposible diferenciar entre 
la señal real de la simulada. Por el momento, pese a que tan solo con un caso es 
poco fiable extraer conclusiones, la red se ha entrenado correctamente y se 




11.2.1.2 Segundo resultado: Caso 38 (36/28 A) 
 
En este caso se analizará directamente lo expuesto anteriormente. En la figura 53 



















3.583.58 0.120.12 3.213.21 1.461.44 0.10.1 1.241.25 0.850.85 0.110.11
Real
NNIndividual






















Como se puede ver, ocurre el mismo efecto que en el caso anterior. Tanto la 
amplitud como la fase armónica obtenidas por la red son prácticamente iguales a 
la real, extraida del modelo.  
A continuación, en la figura 54, se presenta la reconstrucción de la señal. 
 
Figura 54: Reconstrucción datos de entrenamiento, RN individual. Caso 38. 
En este caso, la señal reconstruida con los armónicos obtenidos de la red sigue a 
la señal real de una forma idéntica al caso anterior.  
Finalmente, en la tabla 13, se muestra el THD, tanto real como de simulación, la 
diferencia de éstos, la desviación estándar, así como el error máximo entre 
simulación y datos reales, respecto a la fundamental. 
Tabla 13: THD, desviación y error para el caso 38 de RN individual. 







38 0.3446 0.3446 0 0.0229 0.04 
 
En este caso se puede ver como no existe diferencia en el THD, debido a lo que 
los armónicos de corriente extraídos de la RN son exactamente iguales a los 
reales. Por otro lado, se puede ver como la desviación indica que las dos señales 



























11.2.1.3 Tercer resultado: Caso 55 (48/52 A) 
 




Tal y como se podía preveer, los resultados obtenidos de la RN continuan siendo 
muy precisos. Dado que la reconstrucción se realiza con los armónicos vistos en 
la gráfica superior, se puede dictarminar y afirmar que la red ha sido capaz de 
aprender, como mínimo, la información contenida en el grupo de datos de 
entrenamiento. 
A continuación, en la figura 56, se puede ver la reconstrucción de la señal. 















4.164.16 0.290.29 3.53.5 1.881.9 0.120.12 1.111.15 0.910.94 0.060.06
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NNIndividual
























Finalmente, en la tabla 14, se muestra todos los datos extraidos de la simulación 
para este caso, con el fin de realizar una comparación con los datos reales. 
Tabla 14: THD, desviación y error para el caso 55 de RN individual. 







55 0.3076 0.3076 0 0.1003 0.124 
 
Tal y como se vaticinaba, y según los resultados obtenidos, la red creada ha sido 
capaz de aprender toda la información referida al grupo de datos utilizados para 
su entrenamiento. Seguidamente, se analizarán los casos con datos intermedio y, 
finalmente, los casos validados con datos fuera del rango de entrenamiento. 
 
 
11.2.2. Resultados con datos intermedios 
 
En este apartado se muestra los resultados obtenidos mediante la validación de 
la RN con datos intermedios, es decir, con datos que no se han presentado 
durante el entrenamiento. Tal y como se puede esperar, y únicamente de forma 
teórica, los resultados dados por la red con datos que nunca ha visto durante el 
entrenamiento deben ser aceptables, gracias a la capacidad de extracción de 
información que poseen las RN. Tal y como se ha comentado en en el apartado 
principal, se presentarán los 2 casos de simulación. 
 
 




















11.2.2.1. Primer resultado: Caso 16/56 A  
 
Se inicia el análisi de los datos intermedios con el caso 16/56 A (valores eficaces 
de corriente para CM y CV, respectivamente). En primer lugar, en la figura 57 se 
muestra el resultado obtenido de la RN respecto a los armónicos y fases. 
 
Figura 57: Resultados datos intermedios, RN individual. Caso 16/56 A. 
Como se puede observar en la figura anterior, existen pequeños errores en 
determinados armónicos. Respecto a la amplitud, estos errores son perfectamente 
despreciables. En cambio, en la fase, si que se puede destacar alguno de ellos 
que, pese a que son muy pequeños, se pueden observar a simple vista. Estos 
errores se producen en mayor medida en el armónico 7. Es interesante observar 
si en la siguiente simulación se vuelve a repetir el mismo error. 
A continuación, en la figura 58, se presenta la reconstrucción de la señal. 















3.583.58 0.190.22 2.92.92 1.241.24 0.110.13 1.141.15 0.710.7 0.060.04
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NNIndividual



























Si se observa detenidamente la reconstrucción, se puede ver como existen 
pequeños errores en la señal reconstruida con los datos obtenidos mediante la 
RN. Estos errores pueden ser fruto de lo comentado anteriormente. Los errores 
en los armónicos más pequeños (referido al número de armónico) tienen una 
influencia mayor que si se trata de armónicos mayores. 
Finalmente, en la tabla 15, se muestran los datos comparativos obtenidos en esta 
simulación. 
Tabla 15: THD, desviación y error para el caso 16/56 de RN individual. 







16/56 0.3629 0.3624 0.0005 3.4216 0.068 
 
Tal y como muestra la tabla, y dado que las amplitudes armónicas son semejantes, 
el THD, tanto real como simulado, es muy parecido, con un error despreciable. 
 
 
11.2.2.2. Segundo resultado: Caso 34/40 A  
 
En este apartado se presenta el segundo y último caso de simulación con datos 
intermedios. De forma idéntica a los casos anteriores, inicialmente se presenta la 
gráfica con amplitud y fase armónica en la figura 59. 























Puede resultar un caso bastante peculiar a simple vista, dado que la predicción 
que realiza la RN es realmente satisfactoria. Como se ha comentado con 
anterioridad, estos datos nunca han sido vistos por la red, y cabe esperar que sean 
aceptables. En cambio, y contra algún pronóstico, el resultado es más que 
satisfactorio. Respecto al armónico 7 comentado en el caso anterior, la red es 
capaz de aproximarlo con bastante exactitud para este caso. 
Si se analizan los resultados extraídos y presentados en la figura anterior, se 
puede concluir que la reconstrucción debe ser prácticamente perfecta respecto a 
la real. Nuevamente, en la figura 60, se reconstruye la señal en base a los 
armónicos presentados en la figura anterior. 
 
Figura 60: Reconstrucción datos intermedios, RN individual. Caso 34/40 A. 
















0.050.08 1.691.78 0.740.79 0.030.04 0.750.81 0.350.33 0.010.04
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NNIndividual










































Como se puede observar y se deducía anteriormente, el resultado de la 
reconstrucción es excelente.  
Finalmente, en la tabla 16, se muestra todos los datos extraidos de la simulación 
para este caso, con el fin de realizar una comparación con los datos reales. 
Tabla 16: THD, desviación y error para el caso 34/40 de RN individual. 







34/40 0.5158 0.5147 0.0011 0.1545 0.418 
 
Nuevamente se pueden ver los efectos de una buena predicción, ya que el error 
entre el THD real y de simulación es prácticamente despreciable, el máximo error 
respecto a la fundamental es muy pequeño y por lo que respecta a la desviación 
es poco visible. 
 
 
11.2.3. Resultados con datos de extrapolación 
 
Tal y como se ha comentado en en el apartado principal, se presentará un único 
caso de simulación. 
A continuación, en la figura 61, se muestran los resultados obtenidos de la RN 
validando con datos fuera del rango del entrenamiento 
 
Figura 61: Resultados datos de extrapolación, RN individual. Caso 65/655 















5.295.33 0.210.27 3.853.64 2.392.38 0.220.15 1.11.13 0.890.88 0.120.09
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NNIndividual
























Respecto a la amplitud armónica, se puede ver cómo responde correctamente con 
los valores reales. Seguidamente, si se comprueban las fases, se puede ver como 
existen valores que no son precisos, es decir, no es capaz de aproximarlos con 
exactitud. Por otro lado, y a diferencia del caso de las RN conjuntas, esta red no 
muestra una tendencia a cambiar el signo de las fases de determinados 
armónicos.  




Como se puede ver, la señal reconstruida a partir de los datos obtenidos en la 
simulación de la RN se asemeja con la señal real. 
Tabla 17: THD, desviación y error para el caso 65/65 de RN individual. 







65/65 0.2794 0.2732 0.0004 3.995 0.25 
 
Tal y como muestra la tabla 17, se puede ver una diferencia despreciable en el 
THD respecto a la real. La desviación marca como existe una pequeña tendencia 
a perder el seguimiento en determinadas zonas. Finalmente, el peor caso de los 
errores de amplitud entre real y simulada respecto a la fundamental es 
insignificante. 
Una vez finalizados los casos de validación se realiza una comparativa entre 
ambas redes presentadas en este apartado. 
 
 





















11.3. Comparativa de resultados 
 
A modo comparativo se presentan los datos de THD real, THD simulado, 
desviación estándar y error máximo de amplitud respecto a la fundamental de 
todos los casos anteriormente expuestos, con el fin de tener los datos ordenados 
y de forma conjunta para, posteriormente, analizar los resultados y decidir qué tipo 
de red y que método de entrenamiento serían los más óptimos, si es posible.  
Tabla 18: Tabla comparativa de THD, desviación y error máximo respecto a la fundamental. 









       
Casos con datos de entrenamiento
 
Conjunta 16 0.4735 0.4732 0.0003 0.0152 0.08 
Individual 16 0.4735 0.4731 0.0004 0.0773 0.28 
 
Conjunta 38 0.3446 0.3454 0.0008 0.0321 0.2 
Individual 38 0.3446 0.3446 0 0.0229 0.04 
 
Conjunta 55 0.3076 0.3080 0.0004 0.0141 0.062 
Individual 55 0.3076 0.3076 0 0.1003 0.124 
 
       
Casos con datos intermedios 
 
Conjunta 16/56 0.3629 0.3617 0.0012 5.074 0.138 
Individual 16/56 0.3629 0.3624 0.0005 3.4216 0.068 
 
Conjunta 34/40 0.5158 0.5446 0.0288 6.026 8.56 
Individual 34/40 0.5158 0.5147 0.0011 0.1545 0.418 
 
       
Casos con datos de extrapolación 
 
Conjunta 65/65 0.2794 0.2792 0.0002 3.2603 0.86 
Individual 65/65 0.2794 0.2732 0.0062 3.995 0.25 
 
Tal y como se puede ver en la tabla de comparación 18, existe un reparto de 
resultados entre ambas redes. Cabe señalar que el criterio de decisión sobre qué 
red es más óptima para cada caso requiere un cierto grado de compromiso entre 
adaptabilidad, resolución, precisión y un grado de aceptación visual. Es decir, 
cierto es que los resultados que se observan a simple vista son excelentes para 
ambas redes, pero tal vez se necesiten criterios más estadísticos para poder 
decidir con más certeza que red se comporta mejor.  
La desviación indica que grado de dispersión tiene la reconstrucción de la señal 
simulada frente a la reconstrucción de la señal real y el error expresa que 
diferencia máxima existe entre la amplitud de armónicos de simulación frente a los 
reales, respecto a la fundamental y para instantes concretos.  
Analizando los casos de validación con datos de entrenamiento se puede destacar 
que ambas redes predicen los armónicos de la carga casi de forma perfecta 
haciendo referencia a la amplitud, ya que es la más importante, y se puede ver 
como los errores son casi despreciables (menores al 1%, excepto un caso que se 
cifra en un 8.5%). Para el primer caso de entrenamiento y valorando ambas redes, 




el error máximo entre amplitud armónica puede establecerse alrededor de un 0.3 
% respecto al valor de amplitud fundamental. En el segundo, el error máximo de 
amplitud establecido respecto a la fundamental, y en el peor caso, se establece 
en un 0.2%. Finalmente, para el tercer y último caso de validación con datos de 
entrenamiento, y para el peor caso, se establece el error máximo respecto a la 
fundamental de corriente entorno a un 0.12 %. Como se puede comprobar, y para 
los peores situación de los casos, los errores son prácticamente despreciables. 
Por lo tanto, se puede afirmar que ambas redes han sido capaces de generalizar 
correctamente los casos de entrenamiento. 
En la figura 63 se muestra el conjunto de errores de amplitud respecto a la 
fundamental de ambas redes, diferenciados para cada caso de entrenamiento. 
Llegados a este punto, cabe remarcar que si los errores son inferiores pero existen 
muchos, la dispersión logrará marcar este hecho. Por lo tanto, es importante tener 
un equilibrio entre el error máximo de amplitud cometido respecto a la fundamental 
y la dispersión marcada por la desviación. 
  
Figura 63: Errores de amplitud respecto a la fundamental para casos de entrenamiento 
Para los casos de entrenamiento es dificil dictaminar que red se comporta mejor y 
ofrece mejores resultados. Estos resultados corresponden con la teoría básica. 
Las RN se comportan de una forma excelente frente a casos utilizados en el 
entrenamiento. Por lo tanto, para este tipo de casos, cualquiera de las dos 
metodologías utilizadas sería correcta y proporcionaría unos datos óptimos. 
Analizando los casos intermedios se da una situación interesante. Tal y como se 
puede ver en la tabla anterior, para ambos casos, la red que se comporta mejor 
es la red individual. Para el primer caso, las diferencias del error máximo respecto 
a la fundamental oscilan entre un 0.13 % para la red conjunta, y 0.006 % para la 
red individual. No solo se reduce el error, sino que la dispersión de la señal 
obtenida mediante la red individual es mucho mejor. Para el segundo caso, el 
resultado es más contundente. En el error máximo, los resultados varian entorno 



























figura 64 se pueden observar estos errores máximos respecto a la amplitud 
fundamental para cada caso. 
Respecto a la dispersión de la reconstrucción queda realmente claro, donde se 
puede observar que, para los casos en los que se ha utilizado la red individual, es 
mucho menor que para los casos en los que se ha utilizado la red conjunta.  
  
Figura 64: Errores de amplitud respecto a la fundamental para casos intermedios 
Tal y como se puede comprobar, para el primer caso, ambas redes pueden 
funcionar perfectamente, debido a que el error es practicamente despreciable. 
Pero es en la dispersión, donde se puede ver en la tabla como el valor es casi el 
doble para las redes conjuntas, motivo por el que se descarta esta red para este 
caso. Sin embargo, para el segundo caso, los resultados son tajantes. El error 
máximo entre armónicos de amplitud para el peor caso en las redes conjuntas es 
20 veces mayor que para las redes individuales. Respecto a la dispersión, se 
puede ver que para redes individuales ésta es mínima. 
En el caso de datos intermedios, la valoración final es que las redes individuales 
presentan un mejor comportamiento frente a las redes conjuntas. 
Finalmente, para el caso en que los datos de validación utilizados están fuera del 
rango de entrenamiento, la decisión sobre qué red otorga resultados óptimos no 
es tan evidente. Para ambos casos se produce un cierto error máximo de amplitud 
respecto a la fundamental en alguno de los armónicos. Este error de ambas redes 




























Finalmente, tal y como se puede ver en la tabla 18, la desviación para este caso 
es muy parecida, por lo que se deduce que ambas redes son igual de aptas para 
realizar extrapolaciones con las condiciones y limitaciones que presenta, pese a 
la diferencia de error, que cabe recordar que ninguna de las dos supera el 1%. 
Como conclusión de estos resultados, se puede dictaminar que ambas 
metodologías de trabajo son satisfactorias, ya que cumplen con el objetivo de 
realizar predicciones de corriente consumida de una CNL con un error de 
estimación inferior al 10%. 
Cabe señalar que estas metodologías presentan características propias que 




11.4. Caso real 
 
Una vez determinados los resultados, se pretende afianzar la metodología 
utilizada anteriormente aplicándola a un caso real.  
Dado que ambos métodos frecuenciales funcionan correctamente, y simplemente 
se busca demostrar que son extrapolables a casos reales, se ha utilizado uno al 
azar (redes conjuntas). 
Si se analiza el resultado de la aplicación de estas metodologías sobre un caso 
real, se puede llegar a la conclusión de que, si para simulación este tipo de redes 


























que lo importante es el tratamiento y normalización de los datos, y el posterior 
entrenamiento, no el rango ni el valor de datos en sí. 
Es por ello que se presenta el resultado que se incluye en la publicación. 
 
Figura 66: Demostración de la metodología con un caso real. 
No se pretende hacer un estudio exhaustivo y analítico de un caso real, 
simplemente se quiere dejar constancia de que la metodología es plénamente 
válida para cualquier tipo de caso. 
   


































Una vez comentados los resultados de este proyecto, se extraen las siguientes 
conclusiones: 
Se ha estudiado y analizado el fenómeno de la amplificación armónica, presente 
en la mayoría de instalaciones y desconocido por muchos. 
Se han realizado con éxito un conjunto de modelos experimentales en Simulink, 
donde se han extraído los datos necesarios para realizar los diferentes 
entrenamientos y validaciones necesarios para este proyecto. 
Por otro lado, se ha realizado un estudio sobre los diferentes métodos de 
modelado existentes, focalizando los esfuerzos en conocer cómo funcionan los 
sistemas neuronales. Se ha estudiado cómo funcionan las RN, las capacidades 
que ofrecen estos sistemas y sus principales características. 
Se ha podido determinar que una de las tipologías principales en las que se quería 
basar el modelado de la CNL (RN basadas en datos temporales) no ha resultado 
tal y como se esperaba, hasta tal punto de descartarlo como método para este 
proyecto. 
Sin embargo, se han determinado dos metodologías de modelado basados en RN, 
utilizando la otra tipología descrita (RN basadas en datos frecuenciales), capaces 
de responder correctamente ante situaciones tanto conocidas como 
desconocidas, así como fuera del rango de datos para las que han sido 
entrenadas. 
Se ha desarrollado un conjunto de RN y métodos completos, funcionales y con 
altas expectativas, capaces de predecir la corriente consumida de una CNL en 
diferentes estados de carga. 
Se han conseguido resolver todos los problemas que han ido surgiendo a medida 
que avanzaba este proyecto y se marcaban nuevos límites. Procesos como el 
tratamiento y normalización de los datos son, en ocasiones, poco valorados por 
los diseñadores de RN.  
Se han creado, desarrollado, entrenado y validado todas las redes descritas en 
este proyecto. 
Otro punto importante es que se ha podido afianzar la credibilidad de la 
metodología anteriormente descrita utilizando un caso real. 
Finalmente se ha conseguido alcanzar el objetivo del proyecto, estudiar el 
comportamiento de las CNL, así como conseguir un modelo que sea capaz de 
predecir el comportamiento de éstas, cumpliendo con las especificaciones de no 
superar un 10% el error de simulación. 
Por otro lado, como autor, con la realización de este proyecto puedo extraer las 
siguientes conclusiones a nivel personal: 




Trabajar junto a un grupo de investigación otorga una capacidad de aprender, 
sintetizar información, y seguir unas metodologías de trabajo muy útiles para el 
desarrollo profesional. 
Estar en contacto directo con un grupo, permite aprender y absorber 
conocimientos de otros miembros, muy útiles tanto para este proyecto como para 
el posterior mundo laboral. 
Este proyecto ha sido tremendamente costoso, dado que, durante la formación 
académica, no existen asignaturas específicas de teoría de estos sistemas. El 
trabajo investigativo que existe detrás de este proyecto, y que sería imposible 
reflejarlo en este documento, ha sido laborioso, difícil y muy amplio, ya no solo por 
lo que respecta a las RN, si no por el conjunto de pautas que se ha debido seguir 
hasta llegar a extraer estas conclusiones. 
La programación de este tipo de sistemas permite acrecentar capacidades y/o 
habilidades referentes a la programación. En el desarrollo de estos sistemas de 
modelado resalta la importancia de saber trabajar de forma estructurada y 
ordenada, para facilitar la depuración y la búsqueda de fallos. 
Ha sido de gran interés trabajar con este sistema de modelado. Actualmente, son 
sistemas inteligentes que poco a poco se van introduciendo en la ingeniería, pese 
a que se sigue investigando como aumentar las capacidades y variar sus 
principales características. 
Como última conclusión personal destacaría el nivel de motivación que ha 
supuesto poder realizar un artículo con el trabajo obtenido de este proyecto. Este 
artículo fue presentado y aceptado en un congreso en Turquía y, actualmente, se 
puede encontrar en el IEEE. Ha supuesto un gran reconocimiento al trabajo, 
esfuerzo y constancia con el que se ha llevado a cabo este proyecto durante los 2 











En base a este proyecto, se ha realizado una publicación científica con la siguiente 
descripción. 
 M Lamich, J. Balcells, M. Corbalan, L. Sainz, C. Fernández, “Modeling 
Harmonics of Networks Supplying Nonlinear Loads”, Electronic 
Engineering Department, 2014. 
Esta publicación se puede encontrar en el IEEE (Institute of Electrical and 
Electronics Engineers).    




14. Trabajos futuros 
 
Una vez finalizado este proyecto, se dejan abiertas nuevas metas y propósitos 
como trabajos futuros. Éstos se describen a continuación: 
 Análisis estadístico: En primer lugar, sería interesante realizar un análisis 
exhaustivo de los datos de entrenamiento. Es posible que extrayendo más 
información de los datos se puedan llegar a dar entrenamientos más 
rápidos y con resultados más óptimos. El estudio de la entropía, así como 
la correlación entre datos de entrada y salida, entre otras fórmulas 
estadísticas pueden mejorar la calidad de los datos y la información acerca 
de cómo se comportan, pudiendo estimar de alguna forma qué tipo de red 
sería la más adecuada o poder intuir qué comportamiento se debería 
esperar de la red antes de entrenarla. 
  
 Cambio de parámetros en la RN: Existen una infinidad de parámetros 
internos en las RN. Tales como el cambio del número de neuronas, así 
como la variación del método de optimización de los pesos, entre otros, 
pueden influir sobre la red, llevándola a extraer resultados diferentes a los 
mostrados en este proyecto. Pese a que las conclusiones mostradas 
indican que los resultados para este proyecto son excelentes, sí que sería 
de interés ver qué efecto provoca un cambio radical de parámetros o 
especificaciones. 
 
Por otro lado, la heurística juega un papel fundamental en el 
comportamiento de las redes. Tal y como se ha descrito en diversos 
apartados a lo largo de este proyecto, existen diversos puntos que pueden 
llegar a ser críticos (tales como la inicialización de los pesos que pueden 
dar lugar a detenciones de entrenamiento por la existencia de mínimos 
locales). Un estudio más profundo sobre cómo afecta la heurística a las 
RN y métodos de cómo afianzar patrones de inicio de los pesos podría dar 
como conclusión una mejora en el rendimiento de entrenamiento de las 
RN. 
 
 Variación de casos de entrenamiento: Sería interesante estudiar qué 
efecto produce la variación del número de casos de entrenamiento. En este 
caso en particular se decidieron al azar, pero puede llegar a existir un 
compromiso entre aprendizaje y casos a entrenar. Dado es de entender 
que a mayor número de casos, mejor aprenderá la RN, ya que el número 
de datos dónde extraer la información es más elevado. Pero existen 
factores que limitan la inclusión de más casos de entrenamiento como es 
el número capas y neuronas. A mayor número de datos, más neuronas son 
necesarias para desempeñar el entrenamiento y esto exige una limitación 
real, ya sea por tiempos de cómputo como por la existencia de una gran 
cantidad de datos a analizar, así como otros factores que indiquen un 
grado de baja viabilidad. 
 
 Algoritmia: Existen multitud de algoritmo aplicables a las RN. En este 
proyecto no se ha hecho hincapié, dado que se ha utilizado los algoritmo 
propios de MATLAB®. Un estudio más profundo sobre este tema podría 




proporcionar herramientas suficientes como para mejorar, por un lado, el 
tiempo de entrenamiento y, por otro, los resultados obtenidos. 
 
 Simulación de otros tipos de redes: Dada la gran cantidad de redes 
disponibles, así como variaciones de las mismas, es prácticamente 
imposible realizar un estudio utilizando todas y cada una de ellas. Cada 
tipo de RN ofrece unas cualidades, características y ventajas frente a otras, 
y es por ello que se debería investigar para este caso en concreto si existe 
otro tipo de red que se adapte de una forma más óptima.  
 
 Colocación de un filtro: Una vez se ha constatado que la RN funciona 
correctamente, el siguiente paso es la colocación de un FA en la 
simulación, con el objetivo de certificar si existe el efecto de amplificación 
armónica y si es posible dimensionar correctamente el filtro hasta que este 
efecto quede mermado. 
 
 Realizar pruebas en hardware: Dado que las redes tienen la posibilidad 
de implementarlas en soportes hardware, cabría la posibilidad de traspasar 
este sistema de modelado a una DSP o FPGA. Una vez se realizase este 
traspaso, se debería estudiar si es posible realizar algún tipo de 
experimento real, es decir, pasar del mundo de la simulación al mundo real. 
 
 Nuevos métodos de modelado: Existen otra metodología de modelado 
distintas a las RN como pueden ser las MSV. Un estudio sobre otras 
metodologías como la nombrada pueden aportar una rama más de 
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