The time-domain equaliser (TEQ) is a commonly used device to shorten the channel impulse response in a discrete multitone (DMT) receiver. Many methods have been proposed to design the TEQ with a capacity maximisation criterion. An implicit assumption used by existing methods is that circular convolution can be conducted for the noise signal and the TEQ. This assumption is not valid because the noise vector, observed in a DMT symbol, does not have a cyclic prefix. A similar assumption is also made for the residual intersymbol interference (ISI) signal. Because of these invalid assumptions, the TEQ-filtered noise and residual ISI powers in each subcarrier were not properly evaluated. As a result, optimum solutions derived are not actually optimal. This paper attempts to resolve this problem. We first analyse the statistical properties of the TEQ-filtered noise signal and the residual ISI signal in detail, and derive precise formulae for the calculation of the TEQ-filtered noise and residual ISI powers. Then, we re-formulate the capacity maximisation criterion to design the true optimum TEQ. Simulations show that the proposed method outperforms the existing ones, and its performance closely approaches the theoretical upper bound.
Introduction
Digital subscriber line (DSL) is an advanced technology providing high-speed data transmission via the twisted pair wire for broadband internet delivery. The discrete multitone (DMT), a multicarrier modulation technique [1, 2] , has become the standard for transmission line code for various DSL systems, such as asymmetric DSL (ADSL) [3] [4] [5] and very high speed DSL (VDSL) [6] . The DMT divides the available signal band into many subchannels and generates a subcarrier for data transmission in each subchannel. The data rate for each subcarrier is maximised with a bit loading algorithm such that the bandwidth can be used in an efficient way.
The DSL channel is known to have a low-pass characteristic. As a result, the impulse response is usually quite long. The inter-symbol interference (ISI) is then a major impairment in a DMT system. To solve the problem, the idea of cyclic prefix (CP) is introduced. However, the CP will reduce the data rate and a large-size CP is not desirable. A compromising approach is to use a time-domain equaliser (TEQ) in the receiver side such that the channel response can be shortened and a smaller CP is applicable. The design of the TEQ is a critical problem in DMT systems.
Many methods have been proposed to solve the TEQ design problem [7 -22] . A conventional method uses the minimum mean squared error (MMSE) algorithm [7, 8] , which minimises the mean squared error between two responses, one with the TEQ shortened impulse response, and the other a desired impulse response. Treating the TEQ design as a pure channel shortening problem, the work in [9] proposes a criterion to maximise the shortening signal-to-noise (SNR) ratio (SSNR), defined as the ratio of the energy of the TEQ shortened response inside and outside the CP range. This method was referred to as the maximised SSNR (MSSNR) method. Another shortening method, minimising the channel delay spread, has also been proposed [14 -16] . Note that all these methods do
1186
IET Commun., 2009, Vol. 3, Iss. 7, pp. 1186 -1200
not consider the impact of the TEQ on channel capacity, and they are not optimal in general.
The work in [10] first considered capacity maximisation in the TEQ design. With a geometric SNR maximisation, a constrained non-linear optimisation problem was obtained. As a closed-form solution did not exist, some numerical method was used in [10] . One drawback to this work is that the residual ISI effect was not considered. A method referred to as maximum bit rate (MBR) [12] was then proposed, taking both residual ISI and channel noise into account. To reduce the computational complexity, a suboptimum method called minimum ISI (min-ISI), which performed similarly to the MBR method, was also developed. Another MBR related method was suggested in [19] . It is known that when the maximum excess delay exceeds the CP range, inter-carrier interference (ICI) will occur in DMT systems. Thus, the residual ISI will induce ICI, and this problem was examined in [11] . It was found that the aforementioned methods shared a common mathematical framework based on the maximisation of a product of generalised Rayleigh quotients [17] .
The methods mentioned above conducted the TEQ design entirely in the time domain. Another approach, treating the problem in the frequency domain, was proposed in [18] . This method, referred to as per-tone equalisation (PTEQ), allows an equaliser designed for the signal in each tone. By taking the computational advantage of fast Fourier transform (FFT), TEQ filtering operations can be effectively implemented in the discrete Fourier transform (DFT) domain. It was shown that the PTEQ scheme can outperform conventional TEQ schemes. However, the PTEQ requires a large quantity of memory for storage and potentially greater computational complexity [17] . Another method, called subsymbol equalisation [20] , also designed the TEQ in the frequency domain. It used the conventional zero-forcing frequency domain equaliser to obtain the equalised time-domain signal. The drawback of this approach is that it is only applicable to a certain type of channels.
The MBR design method [12] has proved to be an effective TEQ design method. Unfortunately, we have found that in the derivation of the MBR method, the TEQ-filtered noise and the ISI power were not properly evaluated. As a result, the MBR method, claimed to be optimal, is not truly optimal. This is because of the assumption made in [12] (also in [10] ) that the DFT of the TEQ-filtered noise is equal to the DFT of the TEQ response multiplied by that of the noise sequence (in a DMT symbol). This is equivalent to saying that the TEQ-filtered noise is obtained with a circular convolution of the TEQ response and the noise sequence. However, the noise sequence does not have a CP, and the TEQ-filtered noise corresponds to a linear convolution of the TEQ response and the noise sequence, instead of a circular convolution. This problem was first discovered by us [21, 22] , and it was also briefly mentioned in a recently published work [20] (no detailed discussions and derivations were reported). A similar assumption was also made for the residual ISI [12] . Note that the residual ISI is the ISI response outside the CP range. As a result, the residual ISI cannot be obtained with a circular convolution of the input signal and the residual ISI response. This paper attempts to resolve the problems not considered previously. We present a detailed analysis of the TEQ-filtered noise and residual ISI in a DMT system, and derive correct formulae for the calculation of the noise and residual ISI powers. It turns out that these powers are larger than those previously calculated [10, 12] . With the analytic results, we further re-formulate the capacity function, and then propose a new method for TEQ design.
The paper is organised as follows. In Section 2, we build the signal model and briefly review the TEQ design method in [12] . In Section 3, we analyse the impact of the noise and residual ISI to the TEQ design, and derive correct formulae for the calculation of noise and residual ISI powers. In Section 4, we re-formulate the conventionally used cost function and propose a new TEQ design method. Section 5 gives simulation results, and finally conclusions are drawn in Section 6.
Background
First we define variables and symbols used frequently throughout this work. Let M be the DFT size, L the CP length, K ¼ M þ L the DMT symbol length, I the channel length, and N the TEQ length. In addition, let n be the signal index, i the DMT symbol index, both in the time domain, and k the subchannel index in the DFT domain, where 0 k (M=2) À 1. Moreover, let Ã be the linear convolution operation, † the element-by-element vector multiplication, and W Ã the M-point circular convolution operation. Furthermore 
Signal model
A common model of a DMT system with the TEQ design is shown in Fig. 1 . At the DMT transmitter side, we denote the ith transmitted data symbol as 
where
Subsequently, appending the CP and conducting the parallel-to-serial conversion, we obtain the transmitted signal x(n). Here, n ¼ iK þ l , and
The signal x(n) is then transmitted over a finite impulse response (FIR) channel and corrupted by additive white Gaussian noise (AWGN).
Let the channel response be represented as
and the AWGN as h(n). Denote the noise-free channel output signal as z(n). Then
At the receiver side, both z(n) and h(n) are first filtered by an N-tap TEQ. Let the TEQ coefficients be denoted as
Also, let the corresponding TEQ-filtered output of z(n) and that of the channel noise be y(n) and v(n), respectively. Thus,
Moreover, let the optimum delay be D. Performing the serial-to-parallel conversion and removing the CP, we can obtain the ith received signal-only DMT symbol as
With the M-DFT operation, we havẽ
th element ofỹ i . Let the corresponding ith noise vector at the TEQ input and output be
respectively.
From Fig. 1 , we can see that the transmitted signal x(n) passes the channel h(n) and the TEQ filter w(n). Let g(n) be the equivalent channel response where
and the length of g(n) be J where shows the effective channel of a DMT system. We can then decompose g into two parts
corresponds to the desired shortened channel response (in the CP range). Thus
Then, we have
The second part
is the equivalent channel response outside the CP region.
We can express g S and g I in terms of the channel matrix H and the TEQ vector w as g S ¼ D S Hw and g I ¼ D I Hw, respectively, where 
:
Define an M Â J matrix T G such that when g I and g S are multiplied by T G , they will be shifted with the optimal delay D, and then padded with zeros to have a size of M. That is,
Additionally, letg S ,g I be the DFT of g S , and g I , respectively. Thus, we havẽ
Hw are the (k þ 1)th elements ofg S , andg I , respectively. We can express g S and g I as
T and
respectively, where g S (l ), g I (l ) are the (l þ 1)th elements of g S , and g I , respectively. Let y S (n) and y I (n) be the desired and residual ISI components of y(n), respectively. Thus we have
Consequently, we can also decompose y i as 
T be the M-DFT of y S,i , and y I,i , respectively. Then, y S,i ¼ Fy S,i ,ỹ I,i ¼ Fy I,i , andỹ i can be rewritten as y i ¼ỹ S,i þỹ I,i . Fig. 2b shows the decomposition of y(n) þ h(n) in Fig. 2a into y S (n), y I (n), and h(n), respectively.
Conventional TEQ design
Let s d (k) be the signal power in the (k þ 1)th subchannel and
where E{Á} is the expectation operation. Also, let s h (k) be the corresponding noise power, and
It is generally assumed that the transmit data are white, and hence the power is identical for each subchannel; that is 
is the M-DFT of w, and T W is an M Â N matrix padding zeros in w to a size of M, i.e.
The subchannel signal-to-interference plus noise ratio (SINR) at the DFT output is then
After some mathematical manipulations, the subchannel SINR can be rewritten as
Using the result above, we can express the capacity for a DMT system as
where V is the set of total usable subchannels, namely,
and G the SNR gap [12] . Thus, we can obtain the optimum TEQ vector w with the maximisation of (4). This method is called MBR [12] . Note that (4) is a non-linear function of w; it can only be solved by some non-linear optimisation methods, such as the quasi-Newton or simplex algorithms.
As the non-linear optimisation method often requires extensive computations, a suboptimal method, min-ISI, was then developed [12] . It was shown that the performance of min-ISI can effectively approach the performance of MBR.
Conventional SINR calculation
As discussed in the previous section, interference in a subchannel consists of noise and residual ISI. Let be the ith data symbol at the DMT transmitter output. As x i contains a CP, the desired signal component in (1) can be expressed as
Here, we extend the circular convolution operation to vectors for notational simplicity. With the M-DFT operatioñ y S,i ¼x i †g
Note that noise does not contain CPs; thus, v i = h i W Ã w, and v i =h i †w. As a result
Also, the residual ISI response is the ISI response outside the CP region. The corresponding residual ISI cannot be obtained from the circular convolution of the input signal and g I . Thus
From these facts, we conclude that SINR calculated with (2) is not correct. In other words
Although the properties analysed above are simple, they were not discovered until recently [21] . It was also independently observed in [20] . As the SINR is erroneously calculated, the optimum solution obtained with (4) is no longer optimal. In the following section, we will analyse the effect of the noncyclic noise and residual ISI, and derive correct formulae for their power calculations.
3 Analysis of noise/residual ISI effect
Analysis of noise effect
Let
Recall g D defined in Section 2.1, and define G D as an M Â M circular channel matrix
We first consider a scenario in which g does not have residual ISI. The DFT output of the received symbolỹ i ¼ỹ S,i can be written asỹ
Define the vector consisting of the subchannel received signal powers as s y . Then
where r(l) is the (l þ 1)th column of G D . Theñ
From (6), we find that each r (k) in s y contains a circular shift of the equivalent channel vector g D . Thus 
Without loss of generality, we let the length of the TEQ, N, be smaller than the CP length, L. Furthermore, let
T which is the noise sequence in the CP region of the ith symbol. Thus, the noise vector in the ith DMT symbol can be defined as
Then, we can denoted the TEQ-filtered noise vector as
where W is an M Â K matrix composing of TEQ coefficients as 
Note that the first (L À N ) column vectors of W are zero vectors, 0 M . The DFT of the TEQ-filtered noise vector in the i symbol, denoted asṽ i , is theñ
whereW ¼ FW is the DFT of W . Note that W is not a circular matrix like G D , and W can be expressed in another
Let s v denote the vector containing the power of TEQ-filtered noise in subchannels. Thus
whereũ(p) ¼ Fu(p) is the DFT of u(p), and
For simplicity, we let W 1 be the matrix formed by u(p)
From (9), note that column vectors in W 2 contain the complete TEQ vector w, which implies that
Each column vector in W 1 and W 3 , however, contains only partial w. As a result, s v can be expressed as
Equation (12) gives the exact calculation of the noise power after TEQ. From (8) (2), uses (13) . However, the channel noise is not cyclic; (13) is incorrect.
From (12), we can clearly see that two more terms are induced because of the non-cyclic noise problem. Now, we use some experimental results to show the differences between (12) and (13) . The experiment settings are the standard ADSL environments [5] , and will be described later in detail in Section 5. These experiments are all obtained with the standard test loop CSA #5, and the vector of the TEQ coefficients w is obtained with the min-ISI method [12] . As we can see from (13) , s v , representing the TEQ-filtered noise spectrum, is equal to the multiplication of s h and kwl 2 . Thus, if the TEQ induces a null in its spectrum, it will also do that in s v . However, it is not the case in (12) . Fig. 3 shows the contribution of W 1 , W 2 , and W 3 , to s v , respectively. Only W 2 shows the same spectrum characteristic as that of w. As mentioned previously, column vectors of both W 1 and W 3 contain only partial w, and their spectrum characteristics are different from those of w. As we can see from the figure, spectrum nulls introduced by the TEQ disappeared in spectrums yielded by W 1 and W 3 . Fig. 4 shows the TEQfiltered noise spectrums calculated with (12) and (13), and Fig. 5 shows the zoomed spectrum around nulls. The simulated noise power is also shown in the figures, which are obtained with 500 DMT symbols. It is apparent that the magnitudes at TEQ-induced nulls increase in the spectrum calculated with (12) , and it is accurate. We then conclude that noise power tends to be higher in the spectrum with (12) . This will have a great impact on the signal-to-noise ratio (SNR) at spectrum nulls induced by the TEQ.
Analysis of residual ISI
In general, a TEQ cannot be designed to shorten the channel into the CP range completely. The resultant channel response outside the CP range consists of the residual ISI. Let the transmit signal in the CP range of the ith DMT symbol be
We then have the complete ith DMT symbol
which is a K Â 1 column vector. Because of the delay D, the ith received DMT symbol x i receives interference from x iÀ1 and x iþ1 . Define an extended symbol as and the response of g I can be ignored when it exceeds M; that is
T which can be expressed in another form as
Thus, the power of
Using vector representation, we can express the residual ISI y I,i in (1) as
is the matrix with residual ISI coefficients. We have the following decomposition
be the DFT of C I , wherẽ
At the DFT output, we have the residual ISI component of the received signal
Denote s I as the vector containing residual ISI power in subchannels. Then
where the last two terms in (15) are the interference power induced from the off-diagonal terms of E{b x 3,i e 2 }. Observe that only C 2 has the complete residual ISI vector g I . Thus
Column vectors in C 1 and C 3 contain only partial g I . If g I is in the CP range, then the circular convolution property can be applied. Then
This is the result used in (2) . However, the residual ISI is the ISI outside the CP range, and (16) is not valid in practice.
Here, we also use some experimental results to show the difference between (15) and (16) . The experiment settings are the same as those in Section 3.1. Fig. 6 shows the spectrums yielded by C 1 , C 2 , and C 3 in (14), respectively. We can see that spectrums yielded by C 1 and C 3 are larger than that by C 2 , which is directly related to g I . This phenomenon is more apparent in regions with spectrum nulls. Fig. 7 shows the spectrums obtained with (15) and (16), and Fig. 8 is a zoomed spectrum. The simulated ISI power is also shown in the figures, which are obtained with 500 DMT symbols. As revealed with the figures, the magnitudes at the nulls are significantly raised in the spectrum calculated with (15) . Also, the spectrum agrees with that simulation very well. Similar to the case in Section 3.1, the SINR is reduced at spectrum nulls.
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Combining the results in Section 3.1 and Section 3.2, we conclude that the SINR calculation in (3) is not correct. To have better loading performance, noise and residual ISI power should be revised to those in (12) and (15) . In Section 4, we will use the corrected formula to propose a new TEQ scheme.
Proposed algorithm
The formulations in (12) and (15) is meant to demonstrate the effect of the non-cyclic property of noise and the residual ISI. To derive the optimum TEQ , we have to use another formulation. Rewrite the TEQ-filtered noise vector v i as v i ¼ N i w, where N i is a matrix with noise samples, i.e.
The DFT of the ith TEQ-filtered noise symbol at the (k þ 1)th subchannel is
and the corresponding power is
Similarly, we can rewrite the residual ISI, y I,i , in (1) as
The DFT of the residual ISI at the (k þ 1)th subchannel is
and the corresponding power is The optimal TEQ solution to (21) is known to be (25) where p min is the Eigen vector corresponding to the minimum eigenvalue of a composite matrix A
À1 [9] . We refer to the EMBR solved with the suboptimum method as simplified EMBR (SEMBR). The SEMBR method avoids the complicated non-linear optimisation problem. Simulations show that the TEQ designed with the SEMBR method is close to the optimum.
Simulations
In this section, we report some simulation results to demonstrate the effectiveness of the proposed TEQ method. We use the 12 standard test loops defined in the ITU ADSL specification [23] , including three revised resistance design (RRD) loops, eight carrier serving area (CSA) loops and one Mid-CSA loop. Fig. 9 shows the configuration of these test loops. In this figure, the numbers specified for a link represent the wire length and the wire gauge of the link. The performance of the proposed SEMBR method and that of the original min-ISI method [12] is compared. The channel noise was , and near-end-cross-talk (NEXT) noise from five integrated services digital network (ISDN) disturbers [24] . The transmit signal power was set to 23 dBm. The DFT/IDFT size, as defined in the ITU ADSL standard, is 512, and the CP size is 32 [25] . In addition, the sampling rate was set to 2.208 MHz, and the overall SNR gap G is 11.6 dB [26] . Fig. 10 shows the subchannel SINRs with TEQs obtained by the min-ISI and the SEMBR methods for mid-CSA loop #6. Both SINR plots are evaluated with 500 DMT symbols. As we can see, these two SINR distributions are very close. However, some nulls appear in the SINR plot associated with the min-ISI method. Bit loading in these subchannels are then seriously affected. Fig. 11 shows the throughput comparison for the DMT systems with TEQs designed by the min-ISI and SEMBR methods. All 12 test loops mentioned above were evaluated and the size of the TEQ used here was set to 16. Note that the loop index in Fig. 11 is defined in Table 1 and the table also shows the detailed throughput in Fig. 11 . The matched filter bound (MFB) in Fig. 11 , calculated without the ISI effect, serves as the theoretical upper bound. From the figure, we can observe that the throughput of the DMT system with the TEQ designed by the SEMBR method is consistently higher than that generated by the min-ISI method. Fig. 12 shows the frequency responses of TEQs designed with the min-ISI and SEMBR methods for CSA loop #6 and T1.601 loop #9. From the figure, we can clearly tell the difference between these two methods. The TEQ responses yielded by the proposed SEMBR method do not have the spectrum nulls as those observed from the min-ISI method. The appearance of the nulls is because of the underestimate of the noise and residual ISI powers.
Conclusions
The TEQ is a device used in DMT systems to combat the ISI problem. Many methods have been proposed to obtain optimum TEQs. However, we have found that these optimum TEQs are actually not optimal. This is because the noise signal, observed in a DMT symbol, does not have a CP, and the circular convolution for the noise signal and the TEQ cannot be conducted. Conventional methods ignored these phenomena, and erroneously calculate the noise and residual ISI powers of subcarriers. In this paper, we derived the correct formula for the calculation of noise and residual ISI power. It turns out that these powers are larger than those calculated by the conventional methods. Using the capacity maximisation criterion, we then propose a new 
