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CLASSIFICATION OF SIMPLE MODULES OVER
DEGENERATE DOUBLE AFFINE HECKE ALGEBRAS
OF TYPE A
TAKESHI SUZUKI
Abstract. We study a class of representations over the degen-
erate double affine Hecke algebra of gln by an algebraic method.
As fundamental objects in this class, we introduce certain induced
modules and study some of their properties. In particular, it is
shown that these induced modules have unique simple quotient
modules under certain conditions. Moreover, we show that any
simple module in this class is obtained as such a simple quotient,
and give a classification of all the simple modules.
Introduction
Double affine Hecke algebras and their degenerate (or graded) version
are introduced by Cherednik [Ch1], and successfully applied to the
theory of symmetric polynomials [Ch2, Ch3].
The purpose of this paper is to give an algebraic approach to the
study of the representation theory of the degenerate double affine Hecke
algebra of type A. In particular, we give a classification of simple
modules of a certain class, which is studied in [BEG] for double affine
Hecke algebras from the geometric viewpoint.
Let H¨n denote the degenerate affine Hecke algebra of gln. The al-
gebra H¨n has a commutative subalgebra S(h˙). Here S(h˙) denotes the
symmetric algebra of the vector space h˙ =
⊕n
i=1Cǫ
∨
i ⊕Cc with c central
in H¨n. Note that a locally S(h˙)-finite H¨n-module admits generalized
weight space decomposition with respect to the action of h˙. We study
the category O(H¨n) consisting of finitely generated, locally S(h˙)-finite
H¨n-modules whose (generalized) weights are integral.
Since c is a center, it follows that the category is decomposed into
a direct sum of subcategories Oκ(H¨n) (κ ∈ Z), where Oκ(H¨n) denotes
the full subcategory consisting of modules on which c acts as a scalar
multiple by κ.
We will give a classification of all simple modules in Oκ(H¨n) with
κ 6= 0. (We do not treat the case κ = 0, which is rather special.) Let
us sketch our approach.
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We introduce a certain set of parameters S. For each parameter
(λ, µ) ∈ S, we introduce an H¨n-module M¨(λ, µ), which is induced
from a certain one-dimensional module of a parabolic subalgebra of
H¨n, and investigate their properties (§ 6).
The first main result in this paper is Theorem 7.2, which gives a
sufficient condition on (λ, µ) ensuring that M¨(λ, µ) has a unique simple
quotient module, denoted by L¨(λ, µ). Define S+ as the subset of S
consisting of all parameters satisfying the conditions in Theorem 7.2.
Then, we can get a correspondence from S+ to the set of isomorphism
classes of simple objects in Oκ(H¨n).
We prove that any simple module in Oκ(H¨n) can be obtained as a
simple quotient L¨(λ, µ) for some (λ, µ) ∈ S+ (Theorem 8.1), that is, the
correspondence above is surjective. Furthermore, we write down when
two parameters in S+ give isomorphic simple modules (Theorem 8.2).
This completes the classification of simple objects in Oκ(H¨n). It turns
out that the set of isomorphism classes of simple objects in Oκ(H¨n) is
indexed by isomorphism classes of n-dimensional nilpotent representa-
tions of the (cyclic) quiver of type A(1)κ .
We give detailed proofs for all the statements above by an algebraic
and rather direct method with the help of some fundamental results
on the representation theory of the (degenerate) affine Hecke algebra.
We treat the degenerate double affine Hecke algebra in this paper,
but it is easy to modify the arguments to obtain the same results for the
double affine Hecke algebra of gln provided that a certain parameter
(often denoted by q) is not a root of one. Note that the classification
of simple modules over the affine Hecke algebra can be deduced to
the same problem for the degenerate affine Hecke algebra and vise
versa [Lu1], but the corresponding rigorous statement has not been
established (as far as the author knows).
A similar class of representations over (non-degenerate) double affine
Hecke algebras of general type is studied by a geometric method in
the preprint [Va], where the classification of simple modules and cer-
tain Jordan-Holder multiplicity formulas are obtained by means of the
theory of perverse sheaves and equivariant K-theory. In particular,
Vasserot’s result gives a geometric proof of our classification for the
double affine Hecke algebra. It should be also mentioned that Chered-
nik announces the classification of simple modules over the double affine
Hecke algebra of type A by an alternative algebraic approach in the
preprint [Ch4].
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1. Affine root system
Through this paper, we use the notation
[i, j] = {i, i+ 1, . . . , j}
for i, j ∈ Z with i < j.
Fix n ∈ Z>0. Let h˜ be an (n + 2)-dimensional vector space over C
with the basis {ǫ∨1 , ǫ
∨
2 , . . . , ǫ
∨
n , c, d}: h˜ =
⊕n
i=1Cǫ
∨
i ⊕Cc⊕Cd.
Introduce the non-degenerate symmetric bilinear form ( | ) on h˜ by
(ǫ∨i |ǫ
∨
j ) = δij, (ǫ
∨
i |c) = (ǫ
∨
i |d) = 0,
(c|d) = 1, (c|c) = (d|d) = 0.
Put h =
⊕n
i=1Cǫ
∨
i and h˙ = h⊕Cc.
Let h˜∗ =
⊕n
i=1 ǫi⊕Cc
∗⊕Cδ be the dual space of h˜, where ǫi, c
∗ and
δ are the dual vectors of ǫ∨i , c and d respectively.
We identify the dual space h˙∗ (resp. h∗) of h˙ (resp. h) as a sub-
space of h˜∗ via the identification h˙∗ = h˜∗/Cδ ∼= h∗ ⊕ Cc∗ (resp. h∗ =
h˜∗/(Cc∗⊕Cδ) ∼=
⊕n
i=1Cǫi).
The natural pairing is denoted by 〈 | 〉 : h˜∗× h˜→ C. There exists an
isomorphism between h˜∗ and h˜ such that ǫi 7→ ǫ
∨
i , δ 7→ c and c
∗ 7→ d.
We denote by ζ∨ ∈ h˜ the image of ζ ∈ h˜∗ under this isomorphism.
Put αij = ǫi − ǫj (1 ≤ i 6= j ≤ n) and αi = αii+1 (1 ≤ i ≤ n − 1).
Then
R = {αij | 1 ≤ i 6= j ≤ n} , R
+ = {αij | 1 ≤ i < j ≤ n} ,
Π = {α1, . . . , αn−1}
give the system of roots, positive roots and simple roots of type An−1
respectively.
Put α0 = −α1n+ δ, and define the system R˙ of roots, R˙
+ of positive
roots and Π˙ of simple roots of type A
(1)
n−1 by
R˙ = {α + kδ |α ∈ R, k ∈ Z} ,
R˙+ = {α + kδ | α ∈ R+, k ∈ Z≥0} ⊔ {−α + kδ | α ∈ R
+, k ∈ Z>0} ,
Π˙ = {α0, α1, . . . , αn−1} .
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2. Affine Weyl group
Let Q denote the root lattice
⊕n−1
i=1 Zαi and let P denote the weight
lattice
⊕n
i=1 Zǫi of gln. Let Wn denote the Weyl group of gln, which is
isomorphic to the symmetric group Sn.
The extended affine Weyl group W˙n (resp. the affine Weyl group
W˙ ◦n) of ĝln is defined as the semidirect product of Wn and P (resp. Q)
with the relation w · tη · w
−1 = tw(η), where w and tη are the elements
in W˙ corresponding to w ∈ W and η ∈ P (resp. Q). In the following,
we simply denote W˙ = W˙n, W˙
◦ = W˙ ◦n and W =Wn.
Let sα ∈ W denote the reflection corresponding to α ∈ R. For an
affine root β = α + kδ ∈ R˙ (α ∈ R, k ∈ Z), define the corresponding
affine reflection by sβ = t−kα · sα.
Put si = sαi for i ∈ [0, n − 1] and put π = tǫ1 · s1 · · · sn−1. The
following fact is well-known.
Proposition 2.1. (i) The group W˙ is isomorphic to the group defined
by the following generators and relations:
generators : si (i ∈ [0, n− 1] ∼= Z/nZ), π
±1.
relations : s2i = 1,
sisi+1 si = si+1sisi+1 (i ∈ Z/nZ),
sisj = sjsi (i− j 6≡ ±1 mod n),
πsi = si+1π (i ∈ Z/nZ),
ππ−1 = π−1π = 1.
(ii) The subgroup W˙ ◦ is generated by the simple reflections s0, s1, . . . , sn−1.
The action of W˙ on h˜ is given by the following formulas:
sα (h) = h− 〈α|h〉α
∨ (α ∈ R˙, h ∈ h˜),
π(ǫ∨i ) = ǫ
∨
i+1 (i ∈ [1, n− 1]), π(ǫ
∨
n) = ǫ
∨
1 − c,
π(c) = c, π(d) = d.
(2.1)
It follows that the action of tη (η ∈ P ) is given by
tη(h) = h+ 〈δ|h〉η
∨ −
(
〈η|h〉+
1
2
(η|η)〈δ|h〉
)
c.
The dual action on h˜∗ is given by
sα(ζ) = ζ − (α|ζ)α (α ∈ R˙, ζ ∈ h˜
∗),
tη(ζ) = ζ + (δ|ζ)η −
(
(η|ζ) + 1
2
(η|η)(δ|ζ)
)
δ (η ∈ P, ζ ∈ h˜∗),
π(ǫi) = ǫi+1 (i ∈ [1, n− 1]), π(ǫn) = ǫ
∨
1 − δ,
π(c∗) = c∗, π(δ) = δ.
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With respect to these actions, the inner products on h˜ and h˜∗ are W˙ -
invariant.
Note that the subspace h˙ = h⊕Cc is preserved by W˙ , and that the
dual action of W˙ on h˙∗ (called the affine action) is given by
sα (ζ) = ζ − (α|ζ)α,
tη(ζ) = ζ + (δ|ζ)η
(2.2)
for ζ ∈ h˙∗, α ∈ R˙ and η ∈ P .
For w ∈ W˙ , set
R(w) = R˙+ ∩ w−1R˙−,
where R˙− = R˙ \ R˙+. The length l(w) of w ∈ W˙ is defined as the
number ♯R(w) of the elements in R(w). For w ∈ W˙ , an expression
w = πk · sj1 · · · sjm is called a reduced expression if m = l(w). It can
be seen that
R(w) = {sjm · · · sj2(αj1), sjm · · · sj3(αj2), . . . , αjm} (2.3)
if w = πk · sj1 · · · sjm is a reduced expression.
The partial ordering  is defined in the Coxeter group W˙ ◦ as follows:
w  w′⇔ w can be obtained as a subexpression of a reduced expression
of w′. Extend this ordering  to the partial ordering in W˙ by πkw 
πk
′
w′ ⇔ k = k′ and w  w′ (k, k′ ∈ Z, w, w′ ∈ W˙ ◦).
Let I be a subset of [0, n− 1]. Put
Π˙I = {αi | i ∈ I} ⊆ Π˙,
W˙I = 〈si ; i ∈ I〉 ⊆ W˙ ,
R˙I = {α ∈ R˙ | sα ∈ W˙I}.
Note that W˙I is the parabolic subgroup corresponding to Π˙I . Define
W˙ I =
{
w ∈ W˙ | R(w) ⊂ R˙+ \ (R˙+ ∩ R˙I)
}
.
The following fact is well-known.
Proposition 2.2. For any w ∈ W˙ , there exist a unique w1 ∈ W˙
I
and a unique u ∈ W˙I , such that w = w1 · u. Their length satisfy
l(w) = l(w1) + l(u). In particular, the set W˙
I gives a complete set of
representatives in the coset W˙/W˙I .
In the case I ⊆ [1, n − 1], we can define WI(= W˙I) and W
I ⊆ W
analogously, and similar statements as Proposition 2.2 hold for them.
Put P− = {ξ ∈ P | (ξ | α) ≤ 0 for any α ∈ R+}.
Lemma 2.3. Let η ∈ P . Let y be a shortest element of W such that
y(η) ∈ P−. Then R(y) = {α ∈ R+ | (η | α) > 0}.
6 TAKESHI SUZUKI
Proof. Let α ∈ R(y) = R+ ∩ y−1R−. Then (η | α) = (y(η) | y(α)) ≥ 0.
If (η | α) = 0 then sα(η) = η. Hence we have ysα(η) ∈ P
− and
l(ysα) < l(y). This contradicts to the choice of y. Therefore we have
(η | α) > 0 and hence R(y) ⊆ {α ∈ R+ | (η | α) > 0}. It is easier to
show the opposite inclusion. 
We denote by yη the (unique) shortest element of W such that
yη(η) ∈ P
−.
The following proposition follows from Proposition 2.2 and Lemma 2.3.
We omit the detailed proof.
Lemma 2.4. ([AST]) (i) We have W˙ [1,n−1] =
{
tη · y
−1
η | η ∈ P
}
.
(ii) For a subset I ⊂ [1, n− 1], we have
W˙ I = W˙ [1,n−1] ·W I .
Moreover, l(w) = l(tη · y
−1
η )+ l(u) for w = tη · y
−1
η ·u (η ∈ P , u ∈ W
I).
3. Degenerate double affine Hecke algebra
Let C[W˙ ] denote the group algebra of W˙ and let S(h˙) denote the
symmetric algebra of h˙ = h⊕Cc.
The degenerate double affine Hecke algebra was introduced by Chered-
nik [Ch1].
Definition 3.1. The degenerate double affine Hecke algebra H˙n of gln
is the unital associative C-algebra defined by the following properties:
(i) As a C-vector space,
H¨n = C[W˙ ]⊗ S(h˙).
(ii) The natural inclusions C[W˙ ] →֒ H¨n and S(h˙) →֒ H¨n are algebra
homomorphisms (the images of w ∈ W˙ and h ∈ h˙ will be simply
denoted by w and h).
(iii) The following relations hold in H¨n:
sαh− sα(h)sα = −〈α|h〉 (α ∈ R˙, h ∈ h˙), (3.1)
πh = π(h)π (h ∈ h˙). (3.2)
By definition, the element c ∈ H¨n belongs to the center Z(H¨n) of
H¨n. For κ ∈ C
∗, we set H¨n(κ) = H¨n/〈c− κ〉.
Definition 3.2. Define the degenerate affine Hecke algebra H˙n as the
subalgebra of H¨n generated by the elements in W and the elements in
h:
H˙n = C[W ]⊗ S(h) ⊂ H¨n.
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Proposition 3.3. For w ∈ W˙ and h ∈ h˙, we have
hw = w

w−1(h) + ∑
α∈R(w)
〈w(α)|h〉sα

 .
In particular, hw = w · w−1(h) +
∑
w′≺w cw′w
′ for some cw′ ∈ C.
Proof. The statement is shown by by the induction on l(w) using the
fact that R(siw) = R(w) ⊔ {w
−1(αi)} if l(siw) = l(w) + 1. 
It is easy to verify the following proposition directly (see e.g. [AST,
Lu1]).
Proposition 3.4. (i) The center of H¨n is given by Z(H¨n) = C[c].
(ii) The center of H˙n is given by
Z(H˙n) = {ξ ∈ S(h) | w(ξ) = ξ for all w ∈ W}.
For i ∈ Z, we introduce the following notations:
ǫi = ǫi − kδ ∈ h˜
∗, ǫ∨i = ǫ
∨
i − kc ∈ h˜, (3.3)
where i = i+ kn with i ∈ [1, n] and k ∈ Z.
Put αij = ǫi − ǫj (and α
∨
ij = ǫ
∨
i − ǫ
∨
j ) for any i, j ∈ Z. Note that
αij ∈ R˙ ⇔ i 6≡ j mod n,
αij ∈ R˙
+ ⇔ i 6≡ j mod n and i < j.
Let J = {j1, j2, . . . , jm} be a subset of Z such that αjajb = ǫja − ǫjb ∈
R˙ for a 6= b. Then, in particular, we have m ≤ n.
Define H˙J to be the subalgebra of H¨n generated by
ǫ∨j1 , ǫ
∨
j2
, . . . , ǫ∨jm , sαj1j2 , sαj2j3 , . . . , sαjm−1jm .
The following lemma will be used later.
Lemma 3.5. Let J = {j1, j2, . . . , jm} be a subset of Z such that ja 6≡ jb
mod n for a 6= b. Suppose that j1 < j2 < · · · < jm. Then, the algebra
H˙J is isomorphic to the degenerate affine Hecke algebra H˙m of glm.
Proof. Note that αjaja+1 ∈ R˙
+ for all a ∈ [1, m − 1]. Using Proposi-
tion 3.3, it is verified that there exists an algebra homomorphism H˙m →
H˙J such that ǫ
∨
i 7→ ǫ
∨
ji
(i ∈ [1, m]) and si 7→ sαjiji+1 (i ∈ [1, m − 1]).
This gives an isomorphism. 
Example 3.6. We have H˙[1,n] = H˙n by definition. More generally, we
have H˙[j,j′] ∼= H˙j′−j+1 for any j, j
′ ∈ Z such that j′ − j ∈ [1, n− 1].
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4. Set of parameters and affine Weyl group
We introduce some sets of parameters, which will index representa-
tions of H¨n.
Fix p ∈ Z>0. Put Cp(n) = {(r1, . . . , rp) ∈ (Z≥0)
p |
∑p
i=1 ri = n}, and
set
Ip = {(λ, µ) ∈ Z
p × Zp | λ− µ ∈ Cp(n)}, (4.1)
I∗p = {(λ, µ) ∈ Ip | λi − µi > 0 for all i ∈ [1, p]}. (4.2)
We denote the extended affine Weyl group of glp by S˙p instead of W˙p
in order to avoid confusion. The elements of S˙p corresponding to si, π
and tǫi are denoted by σi, ̟p and tei respectively. ({ei}i∈[1,p] is the
generators of the weight lattice Pp of glp: Pp = ⊕
p
i=1Zei.) We put
S˙1 = 〈̟1〉 for convenience. The subgroups corresponding to W˙
◦
p and
Wp are denoted by S˙
◦
p and Sp respectively:
S˙◦p = 〈σ0, σ1, . . . , σp−1〉, Sp = 〈σ1, . . . , σp−1〉.
For κ ∈ C, there exists an action of S˙p on the set C
p which is given by
σi ◦ λ = (λ1, . . . , λi+1 − 1, λi + 1, . . . , λp) (i ∈ [1, p− 1]),
σ0 ◦ λ = (λp + κ− p+ 1, λ2, . . . , λp−1, λ1 − κ+ p− 1),
̟p ◦ λ = (λp + κ− p+ 1, λ1 + 1, . . . , λp−1 + 1)
for λ = (λ1, λ2, . . . , λp) ∈ C
p. It follows that the action of tei is given
by
tei ◦ λ = (λ1, . . . , λi + κ, . . . , λp) (i ∈ [1, p]).
If κ ∈ Z, then this action preserves Zp and induces an action of S˙p on
Ip and I
∗
p via
w ◦ (λ, µ) = (w ◦ λ, w ◦ µ). (4.3)
In the following, we always assume κ ∈ Z.
For λ ∈ Cp, put
[λ]0 = κ− p+ 1− λ1 + λp,
[λ]i = λi − λi+1 + 1 (i ∈ [1, p− 1]).
Remark 4.1. It is natural to describe the action ◦ and the numbers [λ]i
in terms of the root system of type A
(1)
p−1: Put h˙
∗
p =
⊕p
i=1Cei⊕Cc
∗,
where notations are analogous to the A
(1)
n−1 case, and regard λ ∈ C
p as
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an element of h˙∗p by λ =
∑
λiei + (κ− p)c
∗. Then we have
w ◦ λ = w(λ+ ρ)− ρ (w ∈ S˙p),
[λ]i = 〈λ+ ρ | α
∨
i 〉 (i ∈ [0, p− 1]),
where ρ =
∑p
i=1(−i+ 1)ei + pc
∗.
Set
Dp = {λ ∈ Z
p | [λ]i ≥ 0 for all i ∈ [1, p− 1]},
D˙p,κ = {λ ∈ Z
p | [λ]i ≥ 0 for all i ∈ [0, p− 1]}.
The following fact is well-known:
Lemma 4.2. Let κ ∈ Z>0.
(i) Dp is a fundamental domain for the action of Sp on Z
p.
(ii) D˙p,κ is a fundamental domain for the action of S˙
◦
p on Z
p.
The proof of the following lemma is similar to the proof of Lemma 2.3.
Lemma 4.3. Let κ ∈ Z>0 and λ ∈ Z
p. Let w be the shortest element
in S˙◦p such that w ◦λ ∈ D˙p,κ. Then, we have [σik+1σik+2 · · ·σil ◦λ]ik < 0
for each k = [1, l], where w = σi1σi2 · · ·σil is a reduced expression of w.
For µ ∈ Zp, set
Dµp = {λ ∈ Z
p | [λ]i ≥ 0 for any i ∈ [1, p− 1] such that [µ]i = 0},
D˙µp,κ = {λ ∈ Z
p | [λ]i ≥ 0 for any i ∈ [0, p− 1] such that [µ]i = 0}.
Put
I+p = {(λ, µ) ∈ Ip | µ ∈ Dp, λ ∈ D
µ
p}, (4.4)
I˙+p,κ = {(λ, µ) ∈ Ip | µ ∈ D˙p,κ, λ ∈ D˙
µ
p,κ}, (4.5)
I∗+p = I
∗
p ∩ I
+
p , I˙
∗+
p,κ = I
∗
p ∩ I˙
+
p,κ. (4.6)
It is easy to show the following lemma:
Proposition 4.4. Let κ ∈ Z>0.
(i) I+p (resp. I
∗+
p ) is a fundamental domain for the action (4.3) of Sp
on Ip (resp. I
∗
p ).
(ii) I˙+p,κ (resp. I˙
∗+
p,κ) is a fundamental domain for the action (4.3) of
S˙◦p on Ip (resp. I
∗
p ).
(iii) ̟p preserves the sets I˙
+
p,κ and I˙
∗+
p,κ respectively.
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5. Representations of degenerate affine Hecke algebras
We review some facts on the representation theory of the degenerate
affine Hecke algebra H˙n for later use.
For an H˙n-module N and ζ ∈ h
∗, define the weight space Nζ and the
generalized weight space Ngenζ of weight ζ by
Nζ = {v ∈ N | hv = 〈ζ |h〉v for any h ∈ h} ,
Ngenζ =
{
v ∈ N | (h− 〈ζ |h〉)kv = 0 for any h ∈ h, for some k ∈ Z>0
}
.
Denote by P (N) the set of all weights of N :
P (N) = {ζ ∈ h∗ | Nζ 6= {0}} = {ζ ∈ h
∗ | Ngenζ 6= {0}}.
Define O(H˙n) to be the category consisting of all finite-dimensional
H˙n-modules N such that N =
⊕
ζ∈P N
gen
ζ , i.e. P (N) ⊆ P .
Let (λ, µ) ∈ Ip. Put
n0 = 0, ni =
i∑
j=1
(λj − µj) (i = [1, p]). (5.1)
Set Iλ,µ = [1, n − 1] \ {n1, n2, . . . , np−1}. Then WIλ,µ = Wλ1−µ1 ×
Wλ2−µ2 × · · · ×Wλp−µp . We denote Wλ−µ = WIλ,µ and W
λ−µ = W Iλ,µ.
Define H˙λ−µ as the subalgebra of H¨n generated by the elements inWλ−µ
and the elements in S(h):
H˙λ−µ = C[Wλ−µ]⊗ S(h)
= H˙[n0+1,n1] ⊗ H˙[n1+1,n2] ⊗ · · · ⊗ H˙[np−1+1,np] ⊆ H˙n,
where H˙[i,j] is as in Lemma 3.5.
Define ζλ,µ to be the element of h
∗ such that
〈ζλ,µ|ǫ
∨
j 〉 = µi − i+ j − ni−1 for j ∈ [ni−1 + 1, ni]. (5.2)
Note, in particular, that we have
〈ζλ,µ|ǫ
∨
ni−1+1
〉 = µi − i+ 1,
〈ζλ,µ|ǫ
∨
ni
〉 = λi − i
(5.3)
if ni−1 < ni. There exists a one-dimensional representation C1λ,µ of
H˙λ−µ such that
w1λ,µ = 1λ,µ for all w ∈ Wλ−µ,
h1λ,µ = 〈ζλ,µ|h〉1λ,µ for all h ∈ h.
(5.4)
Define the induced representation M˙(λ, µ) of H˙n associated with (λ, µ)
by
M˙(λ, µ) = H˙n ⊗H˙λ−µ C1λ,µ.
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Clearly, M˙(λ, µ) ∼= C[W/Wλ−µ] as a W -module.
The induced module M˙(λ, µ) is not irreducible in general. We will
use the following criterion for the irreducibility in the case p = 2. See
e.g. [Ze1] or [Su1, Su2] for the proof.
Lemma 5.1. Let (λ, µ) ∈ I∗2 with λ = (λ1, λ2), µ = (µ1, µ2).
(i) M˙(λ, µ) is reducible if and only if one of the following conditions
hold:
(a) µ2 ≤ µ1 ≤ λ2 + 1 and λ2 ≤ λ1.
(b) µ1 ≤ µ2 ≤ λ1 + 1 and λ1 ≤ λ2.
In each case, there exist the following exact sequences:
(a) 0→ L˙(σ ◦ λ, µ)→ M˙(λ, µ)→ L˙(λ, µ)→ 0.
(b) 0→ L˙(σ ◦ λ, σ ◦ µ)→ M˙(λ, µ)→ L˙(λ, σ ◦ µ)→ 0.
Here σ = σ1 ∈ S2.
(ii) If M˙(λ, µ) is irreducible, then M˙(λ, µ) ∼= M˙(σ ◦ λ, σ ◦ µ).
The following lemma follows from Proposition 3.3.
Lemma 5.2. We have
P (M˙(λ, µ)) =W λ−µζλ,µ :=
{
w(ζλ,µ) | w ∈ W
λ−µ
}
,
dimM˙(λ, µ)genξ = ♯
{
w ∈ W λ−µ | w(ζλ,µ) = ξ
}
for ξ ∈ h∗.
In particular, we have dimM˙(λ, µ)genζλ,µ = ♯
(
W λ−µ ∩W [ζλ,µ]
)
, where
W [ξ] = {w ∈ W | w(ξ) = ξ} for ξ ∈ h∗.
Let (λ, µ) ∈ Ip. Take integers a1 < a2 < · · · < ak such that
{a1, a2, . . . , ak} = {a ∈ [1, p] | [λ]a 6= 0 or [µ]a 6= 0}.
Put Xλ,µ = [1, n] \ {na1 , na2 , . . . , nak}, where ni is as in (5.1).
Lemma 5.3. Let (λ, µ) ∈ I+p . Then W
λ−µ ∩W [ζλ,µ] ⊆WXλ,µ.
Proof. Take integers b1 < b2 < · · · < bl such that
{b1, b2, . . . , bl} = {a ∈ [1, p] | [µ]a 6= 0},
and put Yµ = [1, n] \ {nb1 , nb2, . . . , nbl}. Then Wλ−µ ⊆WXλ,µ ⊆WYµ .
Let w ∈ W λ−µ ∩W [ζλ,µ]. First, we prove w ∈ WYµ.
It is enough to show w([1, nbi]) = [1, nbi] for all i ∈ [1, l]. Suppose
w([1, nbi]) 6= [1, nbi ]. Let m be the smallest number such that m ∈
[1, nbi] and w
−1(m) /∈ [1, nbi ]. Then it follows from w ∈ W
λ−µ that
w−1(m) = nb−1 + 1 for some b > bi. Since w ∈ W [ζλ,µ], we have
µb − b+ 1 = 〈ζλ,µ | w
−1(ǫ∨m)〉 = 〈ζλ,µ | ǫ
∨
m〉 ≥ µbi − bi + 1.
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This implies [µ]bi = 0 as (λ, µ) ∈ I
+
p , and this is a contradiction.
Therefore we have w ∈ WYµ .
Next, let us see w ∈ WXλ,µ. Suppose that w([1, nai]) 6= [1, nai] for
some i ∈ [1, k]. Letm′ be the largest number such thatm′ ∈ [1, nai ] and
w(m′) /∈ [1, nai]. Then we have m
′ = na for some a > ai. By similar
arguments as above, we have [λ]ai = 0, and this is a contradiction.
Hence we have w ∈ WXλ,µ . 
In [Su2], Lemma 5.3 is used to reduce the proof of the following propo-
sition to the special case
λ = (m,m+ 1, . . . , m+ p− 1), µ = (0, 1, . . . , p− 1)
with mp = n:
Proposition 5.4. (Lemma 5.2 in [Su2]) Let (λ, µ) ∈ I+p . Then we
have M˙(λ, µ)ζλ,µ = C1λ,µ.
As a direct consequence of Proposition 5.4, we have the following.
Theorem 5.5. ([Ro, Su2]) Let (λ, µ) ∈ I+p . Then M˙(λ, µ) has a
unique simple quotient, which we denote by L˙(λ, µ).
Let Irr(O(H˙n)) denote the set of isomorphism classes of irreducible
modules in O(H˙n). Then, by Theorem 5.5, we have correspondences
I∗+p → Irr(O(H˙n)) (p ∈ [1, n]) given by (λ, µ) 7→ L˙(λ, µ).
The classification of simple modules described below is originally
obtained by Zelevinsky [Ze1] (see also [Ro]) for the affine Hecke algebra.
An alternative algebraic proof of the classification using Theorem 5.5
is given in [Su2].
Theorem 5.6. (See [Su2]-§6.) The correspondence
n⊔
p=1
I∗+p → Irr(O(H˙n))
which maps (λ, µ) ∈ I∗+p (p ∈ [1, n]) to L˙(λ, µ) is a bijection.
Recall that Sp acts on I
∗
p and that I
∗+
p is a fundamental domain
for this action (Proposition 4.4): I∗+p
∼= I∗p/Sp. Hence Theorem 5.6
asserts that there exists a one to one correspondence
n⊔
p=1
I∗p/Sp ↔ Irr(O(H˙n)).
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6. Induced representations of H¨n
Let κ ∈ Z. We consider representations of H¨n(κ), namely, repre-
sentations of H¨n on which c ∈ Z(H¨n) acts as a constant integer κ.
For an H¨n-module N and a weight ζ ∈ h˙
∗, we use the same notations
as those for H˙n-modules to denote the weight space, the generalized
weight space and the set of all weights of N :
Nζ =
{
v ∈ N | hv = 〈ζ |h〉v for any h ∈ h˙
}
,
Ngenζ =
{
v ∈ N | (h− 〈ζ |h〉)kv = 0 for any h ∈ h˙, for some k ∈ Z>0
}
,
P (N) = {ζ ∈ h˙∗ | Nζ 6= {0}}.
If N is an H¨n(κ)-module, then any weight of N is of the form ζ + κc
∗
for some ζ ∈ h∗. Put Pκ = P + κc
∗ ⊆ h˙∗. Note that Pκ is preserved
under the action (2.2) of W˙ .
Definition 6.1. Define Oκ(H¨n) to be the full subcategory of the cat-
egory of finitely generated H¨n(κ)-modules consisting of those H¨n(κ)-
modules N such that
(i) N is locally S(h)-finite,
(ii) P (N) ⊆ Pκ.
(Note the the condition (i) ensures the generalized weight space de-
composition N =
⊕
ζ∈h˙∗ N
gen
ζ .)
Remark 6.2. A similar category for the (non-degenerate) double affine
Hecke algebra of general type is studied from a geometric viewpoint in
[BEG], where Deligne-Langlands-Lusztig type conjecture concerning
the classification of simple modules is proposed.
Remark 6.3. There exists an algebra automorphism on H¨n such that
si 7→ −si, (i ∈ [0, n− 1]), π 7→ π, ǫ
∨
i 7→ −ǫ
∨
i (i ∈ [1, n]), c 7→ −c.
This gives a categorical equivalence Oκ(H¨n) ∼= O−κ(H¨n).
In the rest of this paper, we mostly consider the case κ ∈ Z>0.
For (λ, µ) ∈ Ip, put ζ
κ
λ,µ = ζλ,µ + κc
∗ ∈ Pκ, where ζλ,µ is given in
(5.2). We regard the one-dimensional H˙λ−µ-module C1λ,µ (defined by
(5.4)) as an (H˙λ−µ⊗C[c])-module by letting c act as a constant integer
κ; we have
w1λ,µ = 1λ,µ for all w ∈ Wλ−µ,
h1λ,µ = 〈ζ
κ
λ,µ|h〉1λ,µ for all h ∈ h˙.
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Define an H¨n-module M¨(λ, µ) by
M¨(λ, µ) = H¨n ⊗H˙λ−µ⊗C[c] C1λ,µ.
Clearly,
M¨(λ, µ) ∼= H¨n(κ)⊗H˙n M˙(λ, µ) as an H¨n(κ)-module,
∼= C[P ]⊗ M˙(λ, µ) as an H˙n-module,
∼= C[W˙/Wλ−µ] as a W˙ -module.
By Proposition 3.3, we have the following:
Proposition 6.4. We have
(i) P (M¨(λ, µ)) = W˙ λ−µζκλ,µ :=
{
w(ζκλ,µ) | w ∈ W˙
λ−µ
}
.
(ii) dimM¨(λ, µ)genξ = ♯
{
w ∈ W˙ λ−µ | w(ζκλ,µ) = ξ
}
for all ξ ∈ h˙∗, and it
is finite if κ 6= 0. In particular dimM¨(λ, µ)genζκ
λ,µ
= ♯
(
W˙ λ−µ ∩ W˙ [ζκλ,µ]
)
,
where W˙ [ξ] = {w ∈ W˙ | w(ξ) = ξ} for ξ ∈ h˙∗.
From Proposition 6.4, it follows that M¨(λ, µ) is an object of Oκ(H¨n)
if κ ∈ Z.
Proposition 6.5. Let (λ, µ) ∈ Ip. Then M¨(λ, µ) ∼= M¨(̟p ◦ (λ, µ)).
Proof. Put λ′ = ̟p ◦ λ = (λp + κ − p + 1, λ1 + 1, . . . , λp−1 + 1) and
µ′ = ̟p ◦ µ = (µp + κ− p+ 1, µ1 + 1, . . . , µp−1 + 1). Put m = λp − µp.
If m = 0, then M¨(λ′, µ′) ∼= M¨(λ, µ) because ζκλ′µ′ = ζ
κ
λ,µ and Wλ′−µ′ =
Wλ−µ.
Suppose m 6= 0. Set v = πm1λ,µ ∈ M¨(λ, µ) (note that π 6= ̟p).
It can be checked that the weight of v is πm(ζκλ,µ) = ζ
κ
λ′,µ′, and
that wv = v for w ∈ Wλ′−µ′ . Hence, there exists a unique H¨n-
homomorphism ψ : M¨(λ′, µ′) → M¨(λ, µ) such that ψ(1λ′,µ′) = v =
πm1λ,µ. Similarly, there exists a unique homomorphism ψ
′ : M¨(λ, µ)→
M¨(λ′, µ′) such that ψ′(1λ,µ) = π
−m1λ′,µ′ . Now, it is easy to see that ψ
is an isomorphism with the inverse ψ′. 
Proposition 6.6. Let (λ, µ) ∈ Ip and w ∈ S˙
◦
p. Suppose w ◦ µ = µ.
Then M¨(λ, µ) ∼= M¨(w ◦ λ, µ).
Proof. It is enough to prove the statement when w is a simple reflection.
Let us prove the statement in the case w = σ1 first. Define (λ, µ) ∈ I2
and (λ, µ) ∈ Ip−2 by
λ = (λ1, λ2), µ = (µ1, µ2),
λ = (λ3, . . . , λp), µ = (µ3, . . . , µp).
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Putting n′ = λ1 − µ1 + λ2 − µ2, we have
M¨(λ, µ) ∼= H¨n(κ)⊗H˙n′⊗H˙n−n′
(
M˙(λ, µ)⊗ M˙(λ, µ)
)
.
Since µ1 − µ2 + 1 = 0, it follows from Lemma 5.1 that M˙(λ, µ) is
simple and M˙(λ, µ) ∼= M˙(σ1 ◦λ, σ1◦µ). Hence M¨(λ, µ) ∼= M¨(σ1 ◦λ, µ).
Next, suppose σj◦µ = µ (j ∈ [0, p−1]). Then, we have σ1̟p
1−j◦µ =
̟p
1−jσj ◦ µ = ̟p
1−j ◦ µ. Using Proposition 6.5, we have
M¨(λ, µ) ∼= M¨(̟p
1−j ◦ λ,̟p
1−j ◦ µ)
∼= M¨(σ1̟p
1−j ◦ λ,̟p
1−j ◦ µ)
∼= M¨(̟p
j−1σ1̟p
1−j ◦ λ, µ) = M¨(σj ◦ λ, µ). 
7. Uniqueness of simple quotient
We give a sufficient condition for an induced module M¨(λ, µ) to have
a unique simple quotient module.
Fix κ ∈ Z>0. Let Ip and I˙
+
p,κ be as in (4.1) and (4.5) respectively.
Proposition 7.1. (cf. Proposition 2.5.3. in [AST]) Let κ ∈ Z>0 and
(λ, µ) ∈ I˙+p,κ. Then M¨(λ, µ)ζκλ,µ = C1λ,µ.
Proof. We denote ζκλ,µ simply by ζ till the end of the proof.
It is enough to prove the statement in the case (λ, µ) ∈ I˙∗+p,κ.
First, suppose [µ]0 = κ−p+1−(µ1−µp) > 0. Take u ∈ W˙
λ−µ∩W˙ [ζ ],
where W˙ [ζ ] = {w ∈ W˙ | w(ζ) = ζ}.
By Lemma 2.4, we can write u = tη · y
−1
η · w = y
−1
η · tyη(η) · w (η ∈
P, w ∈ W λ−µ).
Suppose η 6= 0. Setting ǫ∨ =
∑n
i=1 ǫ
∨
i , we have
〈ζ |ǫ∨〉 = 〈u(ζ)|ǫ∨〉 = 〈tyη(η)w(ζ)|ǫ
∨〉 = 〈ζ |ǫ∨〉+ κ〈yη(η)|ǫ
∨〉,
and thus 〈yη(η)|ǫ
∨〉 = 0. This implies that r := −〈yη(η)|ǫ
∨
1 〉 is a positive
integer as yη(η) ∈ P
−. Since tyη(η)w(ζ) = yη(ζ), we have
0 = 〈tyη(η)w(ζ)− yη(ζ)|ǫ
∨
1 〉
= 〈w(ζ) | ǫ∨1 〉+ 〈yη(η) | ǫ
∨
1 〉κ− 〈yη(ζ) | ǫ
∨
1 〉
= 〈yη(η)|ǫ
∨
1 〉κ + 〈ζ |ǫ
∨
w−1(1) − ǫ
∨
y−1η (1)
〉.
(7.1)
Put n0 = 0 and ni =
∑i
j=1(λj−µj) (i ∈ [1, p]) as before. Then w
−1(1) =
na−1+1 for some a = [1, p] since w ∈ W
λ−µ. Let b be the number such
that nb−1 < y
−1
η (1) ≤ nb. From the definition (5.2) of ζ , it follows that
〈ζ | ǫ∨w−1(1)〉 = µa − a + 1 and 〈ζ | ǫ
∨
y−1η (1)
〉 = µb − b + y
−1
η (1) − nb−1.
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Now, (7.1) leads
0 = rκ− (µa + 1− a) + µb − b+ y
−1
η (1)− nb−1
≥ κ− (µa − a) + (µb − b)
≥ κ− (µ1 − 1) + (µp − p) > 0.
This is a contradiction. Hence η = 0 and thus u ∈ W . Therefore
W˙ I ∩ W˙ [ζκλ,µ] =W
I ∩W [ζλ,µ]. (7.2)
This implies M¨(λ, µ)genζκ
λ,µ
= M˙(λ, µ)genζλ,µ and thus
M¨(λ, µ)ζκ
λ,µ
= M˙(λ, µ)ζλ,µ = C1λ,µ
by Proposition 5.4.
Next, suppose that [µ0] = 0. Then there exists j such that [µj] =
µj − µj+1 + 1 > 0. Put
λ′ = ̟p
p−j ◦ λ, µ′ = ̟p
p−j ◦ µ.
It is easy to check that (λ′, µ′) ∈ I˙∗+p,κ and [µ
′]0 = [µ]j > 0. Moreover
we have ζκλ′,µ′ = π
n−nj(ζκλ,µ). The linear automorphism v 7→ π
n−njv on
M¨(λ, µ) gives an isomorphism M¨(λ, µ)ζκ
λ′,µ′
∼=M¨(λ, µ)ζκ
λ,µ
. On the other
hand, we have an H¨n-isomorphism M¨(λ, µ) ∼= M¨(λ
′, µ′) by Proposi-
tion 6.5, and thus we have M¨(λ, µ)ζκ
λ′,µ′
∼= M¨(λ′, µ′)ζκ
λ′,µ′
. Therefore,
dim M¨(λ, µ)ζκ
λ,µ
= dim M¨(λ′, µ′)ζκ
λ′,µ′
= 1. 
Theorem 7.2. Let κ ∈ Z>0 and (λ, µ) ∈ I˙
+
p,κ. Then M¨(λ, µ) has a
unique simple quotient module, which we denote by L¨(λ, µ).
Proof. Let N be a proper submodule of M¨(λ, µ). By Proposition 7.1,
we have M¨(λ, µ)ζκ
λ,µ
= C1λ,µ. This implies Nζκ
λ,µ
= {0} since 1λ,µ is a
cyclic vector of M¨(λ, µ). Hence ζκλ,µ /∈ P (N). Therefore the sum of the
all proper submodules of M¨(λ, µ) is the maximal proper submodule of
M¨(λ, µ). 
The condition (λ, µ) ∈ I˙+p,κ in Theorem 7.2 can be relaxed by means of
Proposition 6.6.
Corollary 7.3. Let κ ∈ Z>0. Let (λ, µ) ∈ Ip and µ ∈ D˙p,κ. Then
M¨(λ, µ) has a unique simple quotient module.
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8. Classification of simple modules
Let κ ∈ Z>0. Let Irr(Oκ(H¨n)) be the set of isomorphism classes of all
simple modules in Oκ(H¨n). Through Theorem 7.2, we can construct a
correspondence
Φ˜ :
n⊔
p=1
I˙∗+p,κ → Irr(Oκ(H¨n)) (8.1)
by (λ, µ) 7→ L¨(λ, µ). The proofs of the following two theorems are
given later.
Theorem 8.1. Let κ ∈ Z>0. Let K be a simple module in Oκ(H¨n).
Then there exists p ∈ [1, n] and (λ, µ) ∈ I˙∗+p,κ such that K
∼= L¨(λ, µ).
In other words, the correspondence Φ˜ is surjective.
Theorem 8.2. Let κ ∈ Z>0. Let (λ, µ) ∈ I˙
∗+
p,κ and (β, γ) ∈ I
∗+
q,κ. Then,
the following are equivalent:
(a) M¨(λ, µ) ∼= M¨(β, γ).
(b) L¨(λ, µ) ∼= L¨(β, γ).
(c) p = q and (β, γ) = ̟p
r ◦ (λ, µ) for some r ∈ Z.
By Theorem 8.2 (or Proposition 6.5), the correspondence Φ˜ factors⊔n
p=1 I˙
∗+
p,κ/〈̟p〉, and we get the following.
Corollary 8.3. The correspondence Φ˜ :
⊔n
p=1 I˙
∗+
p,κ → Irr(Oκ(H¨n)) above
induces a bijection
Φ :
n⊔
p=1
I˙∗+p,κ/〈̟p〉 → Irr(Oκ(H¨n)).
Recall that I˙∗+p,κ
∼= I∗p/S˙
◦
p (Proposition 4.4) and I˙
∗+
p,κ/〈̟p〉
∼= I∗p/S˙p.
Hence, we have a natural one to one correspondence
n⊔
p=1
I∗p/S˙p ↔ Irr(Oκ(H¨n)). (8.2)
Remark 8.4. We treat the degenerate double affine Hecke algebra in this
paper, but it is easy to modify the arguments to obtain the same results
for the double affine Hecke algebra provided that a certain parameter
(often denoted by q) of the algebra is not a root of one. In particular,
the classification of simple modules over the double affine Hecke algebra
of gln follows.
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Remark 8.5. (i) For (non-degenerate) double affine Hecke algebras of
general type, a geometric proof of the classification of simple modules
has been given by Vasserot in the preprint [Va].
Our parameterization by (λ, µ) is related to Vasserot’s parameteri-
zation by σ = (σa,b) in [Va]–§8 through
σa,b = ♯{i ∈ [1, p] | a = µi − i+ 1, b = λi − i} (a, b ∈ Z, a ≤ b).
(cf. Remark 8.7.)
(ii) In the preprint [Ch4], Cherednik announces a similar classification
for the double affine Hecke algebra of type A by an alternative algebraic
approach.
Remark 8.6. In [AST, Ch4], another class of representations have been
studied, that is, S(h˙)-semisimple modules. They form a subcategory
of Oκ(H¨n), and the classification of simple modules in this category is
given in [Ch4].
The method and results developed in our present paper are also
effective for the study of S(h˙)-semisimple modules. We have obtained
an alternative proof of the classification of simple modules and some
concrete results on the structure of simple modules of this class. These
results will be presented in the forthcoming paper.
Remark 8.7. It is known that the set
⊔n
p=1 I
∗
p/Sp
∼= IrrO(H˙n) (Theo-
rem 5.6) is naturally indexed by isomorphism classes of nilpotent rep-
resentations of the quiver of type A [Ze2].
It can be seen that the the set
⊔n
p=1 I
∗
p/S˙p above is indexed by iso-
morphism classes of nilpotent representations of the cyclic quiver:
Let Qκ be the quiver of type A
(1)
κ with the cyclic orientation, i.e. the
set of vertices is Z/κZ and the set of morphisms consists of the arrows
i → i + 1 (i ∈ Z/κZ). Let Sn be the set of isomorphism classes of
n-dimensional nilpotent representations of Qκ.
Let Z be the set of all pairs (a, b) of integers such that a ≤ b and
(a, b) is defined up to simultaneous translation by a multiple of κ:
(a, b) ∼ (a + mκ, b + mκ), m ∈ Z. It is known that isomorphism
classes of indecomposable finite-dimensional representations of Qκ are
indexed by elements of Z, and any finite-dimensional nilpotent repre-
sentation of Qκ is decomposed into a sum of indecomposable represen-
tations (see [Lu2] for details). Let V (a, b) denote the indecomposable
representation corresponding to (a, b) ∈ Z.
Then, the correspondences I∗p → Sn (p ∈ [1, n]) defined by
(λ, µ) 7→
∑
i∈[1,p]
V (µi − i+ 1, λi − i)
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give rise to a bijection
⊔n
p=1 I
∗
p/S˙p → Sn.
9. Proof of Theorem 8.1
In this section, we will give a proof of Theorem 8.1, which asserts the
surjectivity of the correspondence Φ in Corollary 8.3. For this purpose,
we need to introduce some notations.
Fix κ ∈ Z>0. For an H¨n-module N and (λ, µ) ∈ Ip, set
N[λ,µ] = {v ∈ Nζκ
λ,µ
| wv = v for w ∈ Wλ−µ}.
Set
Bp(N) = {µ ∈ Z
p | ∃λ ∈ Zp such that (λ, µ) ∈ I∗p and N[λ,µ] 6= 0}.
Example 9.1. If p = n then I∗n = {(λ, µ) ∈ Z
n × Zn | λ = (µ1 + 1, µ2 +
1, . . . , µn + 1)}. Hence, for (λ, µ) ∈ I
∗
n, we have ζ
κ
λ,µ =
∑n
i=1(µi − i +
1)ǫi+κc
∗ and N[λ,µ] is nothing but the weight space Nζκ
λ,µ
. In particular
♯Bn(N) = ♯P (N) > 0.
For µ ∈ Zp, we put
[µ]0 = κ− p+ 1− (µ1 − µp), [µ]i = µi − µi+1 + 1 (i ∈ [1, p− 1])
as before.
Lemma 9.2. Let K be a simple module in Oκ(H¨n) and let p be the
minimum integer such that Bp(K) 6= ∅. Suppose that [µ]i < 0 for
µ ∈ Bp(K) and i ∈ [0, p− 1]. Then σi ◦ µ ∈ Bp(K).
Proof. Let µ ∈ Bp(K). Let λ be such that (λ, µ) ∈ I
∗
p and K[λ,µ] 6= 0.
Put n0 = 0, nj =
∑j
k=1(λk − µk) (j ∈ [1, p]).
First, let us prove the statement when i ∈ [1, p− 1]. Suppose [µ]i =
µi− µi+1 + 1 < 0. Put λ(i) = (λi, λi+1) ∈ Z
2 and µ(i) = (µi, µi+1) ∈ Z
2.
Consider the subalgebra A := H˙[ni−1+1,ni+1] of H¨n, which we identify
with H˙ni+1−ni−1 through Lemma 3.5 and Example 3.6.
Take v ∈ K[λ,µ] \ {0} and consider the A-module N := Av. Then N
is a surjective image of M˙(λ(i), µ(i)).
If M˙(λ(i), µ(i)) is irreducible, then it follows from Lemma 5.1 that
N ∼= M˙(λ(i), µ(i)) ∼= M˙(λ
′
(i), µ
′
(i)), where λ
′
(i) = (λi+1 − 1, λi + 1) and
µ′(i) = (µi+1−1, µi+1). Hence there exists a ∈ A ⊂ H¨n such that av ∈
N[λ′
(i)
,µ′
(i)
] \ {0}. Clearly, av ∈ K[σi◦λ,σi◦µ] \ {0}. Hence σi ◦ µ ∈ Bp(K).
Suppose that M˙(λ(i), µ(i)) is reducible. Then, by Lemma 5.1, there
exists an exact sequence
0→ L˙(λ′(i), µ
′
(i))→ M˙(λ(i), µ(i))→ L˙(λ(i), µ
′
(i))→ 0.
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Since N is a surjective image of M˙(λ(i), µ(i)), it is isomorphic to ei-
ther M˙(λ(i), µ(i)) or L˙(λ(i), µ
′
(i)). If N
∼= L˙(λ(i), µ
′
(i)), then we have
K[λ,σi◦µ] 6= 0. (Note that (λ, σi ◦ µ) ∈ I
∗
p by the assumption of p.)
If N ∼= M˙(λ(i), µ(i)), then N contains a submodule L˙(λ
′
(i), µ
′
(i)) and
thus K[σi◦λ,σi◦µ] 6= 0. In both cases, we have σi ◦ µ ∈ Bp(K).
Next, let us prove the statement for i = 0. Suppose [µ]0 = κ + p −
1− µ1 + µp < 0.
Consider the subalgebra A′ := H˙[np−1+1,n+n1] of H¨n, which is identi-
fied with H˙n+n1−np−1 through Lemma 3.5.
Put λ(0) = (λp+κ−p+1, λ1 +1) and µ(0) = (µp+κ−p+1, µ1 +1).
Take v ∈ K[λ,µ]\{0} and consider the A
′-module N ′ := A′v. Then N ′ is
a surjective image of the H˙n+n1−np−1-module M˙(λ(0), µ(0)). By similar
arguments as in the case i ∈ [1, p], we have either K[σ0◦λ,σ0◦µ] 6= 0 or
K[λ,σ0◦µ] 6= 0. Therefore σ0 ◦ µ ∈ Bp(K). 
Lemma 9.3. Let κ ∈ Z>0. Let K be a simple module in Oκ(H¨n). If
Bp(K)∩D˙p,κ 6= ∅, then there exists (λ, µ) ∈ I˙
∗+
p,κ such that K
∼= L¨(λ, µ).
Proof. By the assumption, there exists (λ′, µ) ∈ I∗p such that µ ∈ D˙p,κ
and K[λ′,µ] 6= 0. Take v ∈ K[λ′,µ]\{0}. Since K = H¨nv, it is a surjective
image of M¨(λ′, µ) and thus K ∼= L¨(λ′, µ) by Theorem 7.2. Noting that
µ ∈ D˙p,κ, we can find w ∈ S˙p such that w◦µ = µ and (w◦λ
′, µ) ∈ I˙∗+p,κ.
Put λ = w ◦ λ′. Now, Proposition 6.6 implies L¨(λ, µ) ∼= L¨(λ′, µ) ∼= K.

Proof of Theorem 8.1.
Let K be a simple module in Oκ(H¨n). Take the smallest integer p
such that Bp(K) 6= ∅.
By Lemma 9.3, it is enough to prove that Bp(K) ∩ D˙p,κ 6= ∅. Take
µ ∈ Bp(K), and let µ
+ denote the unique element in {w◦µ}w∈S˙◦p∩D˙p,κ.
Take the shortest w ∈ S˙◦p such that w◦µ = µ
+. Let w = σi1σi2 · · ·σil be
a reduced expression. Then by Lemma 4.3, we have [σik+1σik+2 · · ·σil ◦
µ]ik < 0 for k ∈ [1, l]. Now, Lemma 9.2 implies µ
+ ∈ Bp(K) ∩ D˙p,κ. 
10. Proof of Theorem 8.2
We will give a proof of Theorem 8.2, which asserts the injectivity of
the correspondence Φ in Corollary 8.3.
Fix κ ∈ Z>0. We start with some preparations.
Lemma 10.1. Let (λ, µ) ∈ I˙∗+p,κ and si ∈ Wλ−µ. Then si(ζ
κ
λ,µ) /∈
P (M¨(λ, µ)).
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Proof. We will give a proof only for the case [µ]0 > 0. Other cases can
be shown similarly, using the same argument using Proposition 6.5 as
in the proof of Theorem 7.2.
Assume that there exists si ∈ Wλ−µ such that si(ζ
κ
λ,µ) ∈ P (M¨(λ, µ)) =
W˙ λ−µζκλ,µ (Proposition 6.4). Then si(ζλ,µ) = x(ζλ,µ) for some x ∈
W˙ λ−µ. Putting w = six, we have w ∈ W˙
λ−µ ∩ W˙ [ζκλ,µ] because
R(six) = R(x) ⊔ {x
−1(αi)} or R(six) = R(x) \ {−x
−1(αi)}.
Recall that we have proved W˙ λ−µ ∩ W˙ [ζκλ,µ] = W
λ−µ ∩W [ζλ,µ] when
[µ]0 > 0 in the proof of Theorem 7.2 (see (7.2)). Hence w ∈ W
λ−µ ∩
W [ζλ,µ].
First, we consider the case where
λ = (m,m+ 1, . . . , m+ p− 1), µ = (0, 1, . . . , p− 1) with mp = n.
Set Ij = {k ∈ [1, n] | 〈ζλ,µ | ǫ
∨
k 〉 = 〈ζλ,µ | ǫ
∨
j 〉} for j ∈ [1, n]. Then,
in particular, we have Ii+1 = {k + 1 | k ∈ Ii}. By induction on k, we
have w(k + 1) = w(k) + 1 for all k ∈ Ii. Taking k = w
−1(i) ∈ Ii, we
have siw(k) = i+1 and siw(k+1) = i. This implies x = siw /∈ W˙
λ−µ.
This is a contradiction. The same contradiction is deduced for general
(λ, µ) through Lemma 5.3. 
Let ξ ∈ Pκ. Then, there exists a unique element (ξ
L, ξR) ∈
⊔n
p=1 I
∗
p
for which the following two conditions hold:
si ∈ WξR−ξL ⇔ 〈ξ | α
∨
i 〉 = −1 (i ∈ [1, n− 1]). (10.1)
ζκξL,ξR = ξ. (10.2)
We denote h(ξ) = p if (ξL, ξR) ∈ I∗p .
In §6, we defined ζκλ,µ ∈ Pκ for each (λ, µ) ∈ Ip. The correspondence
ξ 7→ (ξL, ξR) is a left inverse of (λ, µ) 7→ ζκλ,µ in the following sense:
Lemma 10.2. If (λ, µ) ∈ I˙∗+p,κ then ((ζ
κ
λ,µ)
L, (ζκλ,µ)
R) = (λ, µ) and
h(ζκλ,µ) = p.
Proof. The statement follows easily from the definition of (ξL, ξR). 
Definition 10.3. For a subset S of Pκ. Define C(S) to be the subset
of S consisting of all elements ξ ∈ S satisfying the following conditions:
(C1) If 〈ξ | α∨i 〉 < 0 for i ∈ [0, n− 1] then si(ξ) /∈ S.
(C2) (ξL, ξR) ∈
⊔n
p=1 I˙
∗+
p,κ.
For (λ, µ) ∈ I˙∗+p,κ, put Cλ,µ = C(P (L¨(λ, µ))).
Lemma 10.4. Let (λ, µ) ∈ I˙∗+p,κ. Then ζ
κ
λ,µ ∈ Cλ,µ.
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Proof. It is obvious that ζκλ,µ satisfies (C2) by Lemma 10.2. By (λ, µ) ∈
I˙∗+p,κ, we have
〈ζκλ,µ | α
∨
i 〉 < 0⇔ 〈ζ
κ
λ,µ | α
∨
i 〉 = −1⇔ si ∈ Wλ−µ.
Now, it follows from Lemma 10.1 that ζκλ,µ satisfies (C1). 
We fix (λ, µ) ∈ I˙∗+p,κ for a while. Let ξ ∈ Cλ,µ. Put q = h(ξ) and put
n0 = 0, ni =
i∑
j=1
(λj − µj) (i ∈ [1, p]), (10.3)
m0 = 0, mi =
i∑
j=1
(ξLj − ξ
R
j ) (i ∈ [1, q]). (10.4)
Noting that Cλ,µ ⊆ P (L¨(λ, µ)) ⊆ P (M¨(λ, µ)) = W˙
λ−µζκλ,µ, take
w ∈ W˙ λ−µ such that ξ = w(ζκλ,µ).
Lemma 10.5. If αi ∈ Rλ−µ (i ∈ [1, n− 1]) then w(αi) = αl for some
l ∈ [0, n− 1].
Proof. Let αi ∈ Rλ−µ. We have w(ǫi) = ǫj′ + k
′δ and w(ǫi+1) = ǫj + kδ
for some j, j′ ∈ [1, n] and k, k′ ∈ Z. We have w(αi) = ǫj′−ǫj+(k
′−k)δ ∈
R˙ and
− 1 = 〈ζκλ,µ | α
∨
i 〉 = 〈ξ | ǫ
∨
j′ − ǫ
∨
j 〉+ (k
′ − k)κ. (10.5)
Since αi ∈ Rλ−µ and w ∈ W˙
λ−µ, we have w(αi) ∈ R˙
+. Note that
w(αi) ∈ Π˙ if and only if j
′ − j + (k′ − k)n = −1. We assume that
j′ − j + (k′ − k)n 6= −1 and will deduce a contradiction.
First, suppose 〈ξ | α∨j−1〉 = −1. Let A be the subalgebra of H¨n
generated by {ǫ∨j′ + k
′c, ǫ∨j−1 + kc, ǫ
∨
j + kc, sα′ , sαj−1}, where α
′ = ǫj′ −
ǫj−1 + (k
′ − k)δ ∈ R˙+. Then, it follows from Lemma 3.5 that A is
isomorphic to the degenerate affine Hecke algebra H˙3 of gl3.
Let v ∈ L¨(λ, µ)ξ. Then we have
α∨v = 0, α∨j−1v = −v, sαj−1v = v.
The subspace Av ⊂ L¨(λ, µ) is regarded as an A-module, and it a
surjective image of the induced module M˙(λ, µ) over H˙3 with λ = (z+
1, z + 3), µ = (z, z + 1), where z = 〈ξ | ǫ∨j−1〉. By Lemma 5.1, M˙(λ, µ)
is simple and thus Av ∼= M˙(λ, µ). It follows from Lemma 5.2 that
sαj−1(ξ) is a weight of Av, and hence sαj−1(ξ) = sj−1(ξ) ∈ P (L¨(λ, µ)).
Combined with the assumption 〈ξ | α∨j−1〉 = −1, this contradicts to the
condition (C1).
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Therefore we must have 〈ξ | α∨j−1〉 6= −1. In this case, we have
sj−1 /∈ WξL−ξR. This implies ǫj = ǫma−1+1 for some a ∈ [1, q]. Let
b ∈ [1, q] be the number such that j′ ∈ [mb−1 + 1, mb]. Then, using
(10.5), we have
ξRb − b+ 1 = 〈ξ | ǫ
∨
mb−1+1
〉 ≤ 〈ξ | ǫ∨j′〉
= 〈ξ | ǫ∨ma−1+1〉 − (k
′ − k)κ− 1
= ξRa − a + 1− (k
′ − k)κ− 1.
Note that k′ − k ≥ 0 as w(αi) ∈ R˙
+. If b ≤ a, then the inequality
ξRb − b + 1 < ξ
R
a − a + 1 contradicts to the condition (ξ
L, ξR) ∈ I∗+q,κ.
If b > a, then we have k′ − k > 0 and (ξRa − a + 1) − (ξ
R
b − b + 1) ≥
1 + (k′ − k)κ > κ. This is a contradiction too. Therefore we have
j′ − j + (k′ − k)n = −1, and hence w(αi) = αj−1 ∈ Π˙. 
Lemma 10.6. (i) For each i ∈ [1, q], we have
w−1(ǫ∨mi−1+1) = ǫ
∨
nai−1+1
+ kic, (10.6)
w−1(ǫ∨mi) = ǫ
∨
nbi
+ lic (10.7)
for some ai, bi ∈ [1, p] and ki, li ∈ Z. In particular, we have
ξRi − i = µai − ai + kiκ, ξ
L
i − i = λbi − bi + liκ (i ∈ [1, q]).
(ii) If q = p then ai = bi and ki = li in (10.6)(10.7) for all i ∈ [1, p].
(iii) The correspondences [1, q]→ [1, p] given by i 7→ ai and i 7→ bi are
injective. In particular q ≤ p.
Proof. (i)There exist r ∈ [1, n] and k ∈ Z such that w−1(ǫ∨mi−1+1) =
ǫ∨r + kc. Suppose na−1 + 1 < r ≤ na (a ∈ [1, p]). Then αr−1 ∈ Rλ−µ
and 〈ξ | α∨mi−1〉 = 〈ζ
κ
λ,µ | α
∨
r−1〉 = −1. This contradicts to the condition
(10.1) and we have (10.6). Similarly, (10.7) follows.
(ii) The statement follows easily from Lemma 10.5.
(iii) Suppose that there exist i, j ∈ [1, q] such that
w−1(ǫ∨mi−1+1) = ǫ
∨
na−1+1
+ kic, w
−1(ǫ∨mj−1+1) = ǫ
∨
na−1+1
+ kjc
for some a ∈ [1, p]. Then, we have w−1(α) = 0 for a root α = ǫmi−1+1−
ǫmj−1+1−(ki−kj)δ. This is a contradiction and thus the correspondence
i 7→ ai is injective. 
Now, we show the key lemma to the proof of Theorem 8.2.
Lemma 10.7. Let (λ, µ) ∈ I˙∗+p,κ. Let ξ ∈ Cλ,µ and suppose that h(ξ) =
max{h(ζ) | ζ ∈ Cλ,µ}. Then h(ξ) = p and (ξ
L, ξR) = ̟p
r ◦ (λ, µ) for
some r ∈ Z.
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Proof. We have h(ξ) = max{h(ζ) | ζ ∈ Cλ,µ} = p by Lemma 10.4 and
Lemma 10.6-(iii).
Take w ∈ W˙ λ−µ such that ξ = w(ζκλ,µ). By Lemma 10.6-(i)(ii), there
exist ai ∈ [1, p] and ki ∈ Z such that
w−1(ǫ∨mi−1+1) = ǫ
∨
nai−1+1
+ kic, w
−1(ǫ∨mi) = ǫ
∨
nai
+ kic
for each i ∈ [1, p].
Let y be the element of Sp such that y(i) = ai (i ∈ [1, p]), and
put ν =
∑p
i=1 kiei (ν is an element of the weight lattice of glp). Put
x = tνy ∈ S˙p. Then, we have (ξ
L, ξR) = x ◦ (λ, µ). Since I˙∗+p,κ is a
fundamental domain for the action of S˙◦p on I
∗
p , the condition (ξ
L, ξR) ∈
I˙∗+p,κ implies (ξ
L, ξR) = ̟p
r ◦ (λ, µ) for some r ∈ Z. 
Proof of Theorem 8.2.
The implication (a)⇒(b) is clear, and (c)⇒(a) follows from Proposi-
tion 6.5. Let us prove (b)⇒(c), which completes the proof of Theo-
rem 8.2.
Suppose L¨(λ, µ) ∼= L¨(β, γ). Then we have P (L¨(λ, µ)) = P (L¨(β, γ))
and Cλ,µ = Cβ,γ. By Lemma 10.4, we have ζ
κ
β,γ ∈ Cβ,γ = Cλ,µ. By
Lemma 10.2, we have ((ζκβ,γ)
L, (ζκβ,γ)
R) = (β, γ) as (β, γ) ∈ I∗+q,κ. On
the other hand, Lemma 10.7 implies q = p and ((ζκβ,γ)
L, (ζκβ,γ)
R)) =
̟p
r ◦ (λ, µ) for some r ∈ Z. Therefore we have (β, γ) = ̟p
r ◦ (λ, µ). 
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