ABSTRACT The volume of adult content on the world wide web is increasing rapidly. This makes an automatic detection of adult content a more challenging task, when eliminating access to ill-suited websites. Most pornographic webpage-filtering systems are based on n-gram, naïve Bayes, K-nearest neighbor, and keyword-matching mechanisms, which do not provide perfect extraction of useful data from unstructured web content. These systems have no reasoning capability to intelligently filter web content to classify medical webpages from adult content webpages. In addition, it is easy for children to access pornographic webpages due to the freely available adult content on the Internet. It creates a problem for parents wishing to protect their children from such unsuitable content. To solve these problems, this paper presents a support vector machine (SVM) and fuzzy ontology-based semantic knowledge system to systematically filter web content and to identify and block access to pornography. The proposed system classifies URLs into adult URLs and medical URLs by using a blacklist of censored webpages to provide accuracy and speed. The proposed fuzzy ontology then extracts web content to find website type (adult content, normal, and medical) and block pornographic content. In order to examine the efficiency of the proposed system, fuzzy ontology, and intelligent tools are developed using Protégé 5.1 and Java, respectively. Experimental analysis shows that the performance of the proposed system is efficient for automatically detecting and blocking adult content.
I. INTRODUCTION
Currently, the amount of adult (pornographic) content on the Internet is increasing rapidly. It is evident that the existing adult content filtering systems cannot efficiently classify the context of webpages to block ill-suited content. A huge number of adult webpages on the Internet are freely available to all users, which can damage the mental and physical health of teenagers [1] . It also creates problems for parents wishing to keep children away from these webpages [2] . In addition, some webpages contain a huge amount of combined data related to healthcare (information on diseases, mental health, and physical fitness) and sexual knowledge (medicine for sexual health, birth control, treatment during pregnancy, etc.). Keyword-based searching is a renowned form of search engine query to easily retrieve the data of these webpages [3] . It retrieves the data by comparing the query keywords with web content words. However, the existing adult content filtering systems are inefficient at detecting whether the webpage is about pornography or medicine.
At present, the detection of adult content is based on uniform resource locator (URL) filtering, image filtering, and dynamic filtering mechanisms. URL filtering methods use URL blacklists and do not evaluate the content of a webpage, which increases the possibility of a wrong decision. Image filtering techniques might identify medical-related images as adult images, and they have a low performance capability. A dynamic filtering system analyzes the content of a webpage using various algorithms [4] . However, the extraction of meaningful keywords to classify the content of a webpage is a challenging task for these systems. The identification of webpage type without access to internal keywords is a research question in itself, as well as necessary for other analyses. The existing systems employ common features to block access to material they determine to be immoral. In addition, the present systems acknowledge only broad categories of adult content (sedition, obscenity, etc.). Nevertheless, meaningful keywords are kept secret and can be altered without notice, and may differ from common features. Most of the existing systems use naïve Bayes, the bag-of-words model, or a classical ontology to retrieve and classify objectionable material [5] - [7] . These systems are unable to find valuable content and remove irrelevant content. Furthermore, Platform for Internet Content Selection (PICS) has been used to classify webpages into a whitelist and a blacklist [2] , and uses a general format for data labels and vocabulary. However, the PICS-based approach is inadequate at effectively classifying medical webpages because of its semantic limitations. Two main strategies are used to address this issue. The first strategy is to categorize the URL to provide accuracy and speed. The second strategy is classification of data labels, which are descriptions of the resources. In addition, most information retrieval and extraction is based on a classical ontology [5] , [7] , [8] . A classical ontology-based system is insufficient, and can extract useful data from the Internet only to a limited extent. Therefore, an ontology with fuzzy logic is considered an efficient technology for adult content filtering systems in order to retrieve meaningful data from the merged web content.
To solve these problems, this paper proposes a support vector machine (SVM) and fuzzy ontology-based adult content detection system. The proposed fuzzy ontology provides semantic knowledge for ill-suited content detection, and the SVM removes irrelevant content. In this paper, we analyze the context of webpages without image filtering to prevent a low performance capability in image scanning. The overall process of the proposed system is divided into three parts: adult content (features) extraction, fuzzy ontologybased knowledge representation, and identification of webpage type. The main contributions of this research are the following.
• In the adult content-filtering phase, the proposed system adds URLs to a blacklist or a whitelist by making comparisons with an ontology URL list and a URL blacklist available online. Speed and accuracy are key advantages of this phase. Then, the web contents are intelligently analyzed to detect adult webpages by extracting informal data from the webpage content. If the amount of informal data exceeds a predefined threshold value, then access to the webpage will be restricted systematically. Sometimes, this technique over-blocks webpages due to a lack of semantic understanding. For example, a system may block a webpage as having unsuitable data because it contains medical terms. However, the proposed system overcomes this problem because it describes the concepts of adult content using a fuzzy ontology. It identifies pornographic webpages accurately and reduces misunderstanding from misrecognizing medical content as adult content.
• An unsupervised linear technique is employed to extract meaningful keywords from adult webpages and to filter out irrelevant words.
• The fuzzy ontology contains all visited URLs, supporting words, medical terms, pornographic terms, and normal words. It provides a semantic web rule language (SWRL) rule-based knowledge platform for specific data extraction and intelligent classification to automatically identify the webpage type (adult website, medical website, or normal website).
• The proposed fuzzy inference layer and semantic knowledge are employed to detect and block adult content. The rest of this paper is structured as follows. Section 2 summarizes the existing research. The basic concepts of a fuzzy ontology are defined in Section 3, whereas Section 4 briefly explains the overall scenario and internal process of the proposed system. In Section 5, the experimental work and results are discussed. Finally, Section 6 concludes this paper.
II. RELATED WORK
Information extraction and pornographic content filtering are hot topics in the field of information engineering research [1] , [4] , [9] - [14] . The increase in adult websites on the Internet has made web filtering a more challenging task. Most pornographic website filtering systems are unable to filter data efficiently to prevent teenagers from accessing them. As a solution, comprehensive technological work is required to extract and filter web data intelligently and deny access to ill-suited webpages systematically. One possible method of webpage filtering is to record the URLs of ill-suited websites. The main advantage is speed. However, a URLbased filtering system does not work perfectly every time, since many URLs do not present the actual information. To handle this limitation, web content-based filtering and blocking techniques are required to filter webpages competently. Different links and Hypertext Markup Language (HTML) tags in webpages contain a lot of information that can be used for filtering. Similarly, images and video-based filtering and blocking techniques are also used to stop access to unsuitable webpages. These techniques use various neural network algorithms to detect and block objectionable images in webpages [15] - [17] .
A machine learning algorithm-based system was presented to classify webpage URLs [16] . This system uses the Open Directory Project (ODP), which contains all blacklisted URLs. During execution, every URL is compared with the ODP blacklist to filter webpages. Two techniques, called token and n-gram, are used in the system for URL classification into pornographic features or non-pornographic features. However, there are limitations. Sometimes, a URL phrase does not reflect the webpage's real data. Immoral data are hidden in the content of the webpages. A URLbased filtering system is unable to block inappropriate webpages. A naïve Bayes technique was used for supervised learning and classification of weblogs by splitting the URL into tokens [15] . This system solved different problems in the spam blog (splog) system. Most of the URL phrases, like http://adult-videompegs.blogspot.com, contain punctuation segmentations and combined words, which cannot be filtered by the splog system. To overcome the URL phrase problem, a system was developed to categorize weblogs as spam or good. The system compares the URL with a URL repository. If the URL is not a part of the repository, then the URL is added, and the weblog category is updated. An unsupervised statistical technique was proposed to extract features from URL strings [17] . These features are employed to build URL patterns. The URL is tokenized, and feature values of the tokens are then calculated from the training set and subset to build the pattern. For example, a URL like http://www.abc.com/pro/test = 24 gives the pattern http://www.abc.com/ * /dp-bc = * , which represents all links to the specific location. Two mechanisms were presented to blacklist objectionable web content data in yet another system [18] . The first mechanism is based on content analysis, and the second is behavioral attributes of the queried addresses. The content analysis-based mechanism focuses on a set of IP addresses, and the behavioral analysisbased system focuses on client requests for listed information on the server. The optimization of blacklisting is achieved, and spam is avoided using these two methods. A technique called the multi-level counting Bloom filter was presented to describe network-based URL filtering (NUF). This system restricts pornographic traffic over a network [19] . NUF is used between client and server for URL filtering. Whenever a request for URL access is generated from the client side, NUF is activated to evaluate the URL. If the URL is in the tobe-blocked cache, the system sends a block message to the web server. Otherwise, the URL will be registered for future reference by the filtering server. An increase in the cache reduces the traffic rate and bandwidth cost. However, this technique cannot efficiently block pornographic webpages on the Internet because there are millions of obscene URLs to analyze. A search-intent method based on a pornographic material blacklist is used for joint cyber porn filtering [20] . This framework finds new uploaded pornographic webpages. This system first checks URLs with any categorical keywords that might be suspect, and the URL is then added to a blacklist if the suspicion proves correct. The system achieved a high blocking rate with respect to time and maintenance. A named entity recognition (NER)-based system was presented to filter web content [21] . This system uses simple techniques like keyword matching or URL blocking that limit their effectiveness at filtering immoral content. A model lexical NER system helps in demonstrating the web content filtration as it takes training pages for the web. The NER system extracts and tokenizes words to assign a weight vector using a support vector machine (SVM). It improved the classification of webpage text. Important issues were discussed regarding access to unsuitable websites at home, in school, and in organizations [22] . It becomes increasingly difficult to prevent employees and children from accessing these pages.
During the past few years, content-based filtering has been used for webpage filtering [23] , [24] . SVM with Knearest neighbor is employed to remove noisy data in the training set [25] . This system achieved accuracy of 87% with a training set of 1400 webpages. A naïve Bayes approach was used to classify webpages [26] . The system extracts features from HTML tags, and the central limit theorem is then employed to find the weight of the features. This process uses different functions; a naïve Bayes theorem calculates the probabilities of various data sets and events, and a Gaussian model classifies the web documents. These functions use the plain text in the HTML document to find frequencies and weight. A dynamic threshold and speculative aggregation technique is used for host blacklisting and thresholding [27] . This system describes the blacklisting policy with the help of local information, including usage patterns, network usage visibility, and global usage. A threshold is fixed; if spam crosses that threshold, the email server will be added to the blacklist. The dynamic threshold approach computes the ratio of emails with a spam trap to identify the server for blacklisting. Border Gateway Protocol (BGP) is used to swap routing information between autonomous systems and identify logical and organizational boundaries. A higherlevel recommender insert strategy was presented to suggest a set of indexes for an underlying external universal recommender [28] . It matches keywords with an internal dataset of the organization, which consists of some specific keywords. This recommender system has the ability to monitor activities in software development. It checks the webpage content and finds the index title, uniqueness of the URL, and material relevancy. It overcomes cross-organizational privacy issues. A web content classification system was presented to update a blacklist with inappropriate websites [20] . This approach performs a classification and incremental update process. The web swarming sub-process collects pornographic material using pornographic keywords in search engines. These materials are then classified into three categories by assigning values to each page. This system removes HTML tags, finds the encoding language, selects keywords from the content data, and constructs a feature set. A specific value is calculated and a category level is assigned to these webpages. The accuracy rate of this system is 97.11%. An intelligent web filtering system called XFighter was presented to filter web content [29] . XFighter consists of three main components; an access control database, an offline classification agent, and an online filtering agent. The offline classification agent discovers objectionable webpages. The access control database contains information regarding URLs. The online filtering agent monitors online browsing and performs blocking. A descriptive model based on Bayesian classification was presented to block pornographic webpages [30] . This model is based on structured modeling (images, links), textual modeling (HTML tags, metadata), and term variation. Bayesian classification delivered 99.1% accuracy on both pornographic and non-pornographic content. Skin detection is usually used as the most common parameter for detecting and blocking obscene images. Adult image classification methods use two kinds of filter; an adult image filter and a harmful symbol filter [31] . The adult image filter uses a statistical model for skin detection and a neural network for adult image classification. The experimental results with both filters showed promising performance. A novel framework for webpage splitting handles three categories of webpages. These is a continuous text classifier, a discrete text classifier, and a fusion-of-images classifier [32] . These classifiers provide a decision symbol (porno or non-porno) to the web browser.
Nowadays, the ontology is extensively employed in the field of web filtering and information extraction. An ontology shares domain information between individuals. A classical ontology for information content filtering was presented to clarify the blurred definitions of the common concepts in the specific domain and the relationships between concepts [33] . This ontology defines the content information in the form of keywords using concepts and their relationships. It also defines the content filter inference rules with constraint sets for analyzing the context of the word of concern (WoC). An ontology-based integrated approach was presented for information retrieval and filtering [8] . This system provides a tool for acquiring webpages that hold relevant information about the domain concepts. It uses two techniques for information retrieval and acquisition. The first technique allows the use of information contained in the ontology. The second technique is automatic and a domain-independent ontologylearning method for machines. An ontology-based filtering mechanism was proposed to solve two problems of web usage mining related to the pattern analysis phase, such as pattern retrieval and pattern interpretation [34] . The pattern retrieval problem manages a large set of patterns. The difficulty with these pattern interpretations is that they analyze the relevance of patterns with regard to the domain. A multipurpose ontology-based system was presented to enhance the representation of relevant information about contextual conditions and the retrieval process [35] . This system defines the development of advanced features and the enhancement of personalization. Moreover, a literature summary and comparison of different techniques is shown in Table 1 .
A discussion of previous studies was observed in depth, and it was determined that some of the research provides very interesting background, and some research is flawed in the area of information extraction and adult content filtering. Most of the systems cannot achieve the correct results from intensively blurred data. In addition, the existing systems extract the data from webpage content to a limited extent, and are unable to detect and block pornographic content perfectly. The proposed fuzzy ontology-based knowledge system is a novel attempt to develop automatic web content filtering. In the proposed system, an ontology is used to provide high-level knowledge representation for webpage filtering to make the decision-making technique more intelligent. The proposed ontology represents four types of information: features and keywords related to adult content, medically related words, normal words, and supporting words. The user's request for a URL is assigned to the web crawler, the web content data are retrieved, and keywords and values are then extracted from the retrieved data using the fuzzy ontology to calculate the indicator value for the decisionmaking system. Furthermore, a knowledge-and SWRL-rulebased ontology defines rules (if-then) for the decision system. The fuzzy inference layer is merged with the ontology to easily extract information and identify web type.
III. FUZZY ONTOLOGY
In this section, the concept and terminology of an ontology is defined before moving on to fuzzy ontologies. An ontology is used to share knowledge of a specific domain, which can be understood by both machine and human [44] . It shares specific domain information for reuse, instead of remodeling the information [45] . The ontology is becoming the cornerstone of the semantic web. It retains information and contributes semantic interoperability between applications [46] . There are four main elements to an ontology: classes, concepts, instances, and relationships. There are three kinds of Web Ontology Language (OWL): OWL-Lite, OWL-Descriptive Logic (DL), and OWL-Full. OWL-Lite classifies a hierarchy with simple constraints. It supports cardinality constraints using the values 0 or 1. OWL-Lite is easier to use than OWL-DL. However, OWL-DL constructs all OWL languages under certain restrictions. OWL-DL is famous in the field of research due to its correspondence with description logic. OWL-Full supports Resource Description Framework (RDF) with no computational guarantees. However, OWL and RDF were used to develop the proposed ontology [47] . Mathematically, an ontology can be defined as follows [46] :
where C, P, R, V, and V c stand for concepts, properties of concepts, relationship among concepts, value of concepts, and the constraint value of properties, respectively. The proposed ontology represents information about a specific domain (a URL with web content data). However, there is no general way to make an ontology, and researchers develop ontologies based on their own needs. There are two types of ontology: the classical ontology and the fuzzy ontology. In a classical ontology, the value of a concept is crisp, but most of the actual system takes fuzzy terms [48] - [50] . As a result, a crisp ontology with fuzzy logic is an effective way to keep the system from imprecise data and arrive at the indicator value. Zadeh launched fuzzy set theory in 1965 [51] . The essential features of typical set theory are that something either belongs to a proper set or does not. There is no ''membership value'' notion in a typical set. However, fuzzy set components with a proper set exist between 0 and 1, which is called the degree of membership [52] . Fuzzy set theory simplifies the concepts in crisp set theory to present imprecise boundaries, such as a normal, medical, or pornographic webpage. Mathematically, membership function µ F is used to define a fuzzy set, F, over the universe of discourse, A, which declares element A in the 
In the above expression, µ F presents the membership degree to which A belongs to A. A is a complete member of set A if µ F (A) = 1, and a partial member of set A if µ F (A) is in the interval [0, 1] (e.g. 0.54). The fundamental basis of the proposed adult content detection system is a fuzzy ontology, which not only offers semantic knowledge to compute the indicator value, but also uses queries to retrieve the needed information from the ontology.
IV. DEVELOPMENT OF FUZZY ONTOLOGY AND SVM-BASED ADULT CONTENT FILTERING
The main aim of this research is to present a computational method for automatically detecting and blocking adult content. The detection of ill-suited webpages is based on web content filtering of the pornographic webpages identified accurately, and reducing misunderstanding from recognizing a medical webpage as an adult content webpage. In this section, the internal process and architecture of the proposed system is presented, as shown in Fig. 1 . For simplicity, the architecture is divided into three steps, as follows:
• Adult content (feature) extraction • Fuzzy ontology-based knowledge for web categorization
• Fuzzy inference layer-based indicator value computation for adult content blocking
This study includes three different types of lists with 341,362 URLs. Some of the URLs contain more adult content than anything else; we consider these URLs as a blacklist. In addition, URLs that comprise sensitive topics and more likely to be pornographic than average are also considered a blacklist. Generally, users enter a URL to retrieve specific information. The proposed system compares the URL with fuzzy ontology information and the URL blacklists to make a clear distinction between normal and pornographic URLs (task 1 in Fig. 1 ).
If the URL already exists on a URL blacklist and in ontology classes, then the system does not need to retrieve the web content to identify the web category. However, it directly sends the category of that URL from the semantic information to the decision part of the proposed system. Speed and accuracy are key points of this step. After confirmation of the URL in the ontology lists and blacklists, the proposed web content filtering system sends the URL to the web crawler (task 2 in Fig. 1 ). The proposed system extracts features (pornographic terms) along with meaningful keywords from the web crawler and sends it to the semantic knowledge-based system along with the URL for further processing. The proposed semantic knowledge-based system handles any kind of practical scenario associated with pornographic content filtering and blocking. It stores visited URLs, supporting words (good words and bad words), pornographic words, medical words, and normal words, which can be reused when the system retrieves a similar webpage or a new webpage. This information was collected from the Internet and categorized manually. The gathering of information from the Internet was a major task and helps to accelerate the design process of the semantic knowledge-based system for adult content filtering.
The proposed system contains analyzed information: for example, normal-string (data property) is a good-word of a normal-words list (superclass); evaluation-value (data property) is an indicator-value for the web type, adult content, and normal words (superclasses); and primary-source (data property) is a first-priority string of normal words (superclass). If the current URL is not on the list of ontology classes and the URL blacklists, the system then retrieves the web content from the web crawler and delivers it to the web content extraction unit (task 3 in Fig. 1 ). The web content extraction unit extracts useful keywords from the webpage content to find the webpage type (task 4 in Fig. 1 ). The web content is pre-processed to eliminate stop-words, and tokenize the web content. After pre-processing, the SVM is applied to identify useful keywords and filter out unrelated keywords. It classifies the webpage content by using a linearly separable hyperplane with binary categorization [53] , [54] . The proposed system gets a value for each extracted keyword from the ontology to evaluate the webpage. Fuzzy logic along with ontology knowledge then uses these keywords to classify the website into one of three categories: adult, medical, or normal. In addition, it also assigns these words, along with values, to the fuzzy inference layer unit. This unit uses fuzzy logic to compute the final indicator value regarding the current webpage (task 5 in Fig. 1 ). The system forwards the indicator value to the decision unit. The decision unit automatically responds to the system to allow or block access to the webpage (task 6 in Fig. 1 ). Protégé OWL was used to develop the proposed ontology [55] . DL and Simple Protocol and RDF Query Language (SPARQL) queries are employed to retrieve the web content from semantic knowledge for the indicator value computation [56] , [57] . These queries retrieve the instance of each class, which shows the internal relationship among classes. First, a classical ontology is developed and a fuzzy OWL plugin is employed to convert the simple ontology into a fuzzy ontology. The fuzzy ontology is a semantic knowledge representation that generates a web content filtering lexicon. It expedites the proposed adult content filtering system to help categorize the web content and compute the correct indication value for the webpage. The internal processes of the proposed system are discussed step-by-step in the next sections.
A. ADULT CONTENT (FEATURE) EXTRACTION
The World Wide Web contains an enormous amount of information. People can easily access this information with just a simple text query. However, access to adult content pollutes teenagers' minds and risks sexual abuse. All webpage content needs to be filtered, specifically for detecting and blocking pornographic webpages. One possible way of webpage classification is assessment of the URL. However, URL-based classification will not work every time, since many URLs do not reflect the actual webpage content. To handle this limitation, the proposed system uses web content-based filtering and blocking techniques. A support vector machine is employed to filter out irrelevant content, and fuzzy logic is then used to classify the webpage into three categories: adult webpage, medical webpage, and normal webpage [54] .
To achieve an appropriate and exact ontology lexicon, the adult content (feature) extraction unit is divided into two steps: URL-based analysis, and SVM-based content analysis and feature extraction. These steps are performed in series. Eclipse with the Protégé OWL ontology was used to make the proposed adult content filtering system. Eclipse provides essential functionality to run or create additional modules. These modules are plugins that represent the smallest units of an Eclipse function. The second version of the Jena application programming interface (API) is used to retrieve meaningful information from the fuzzy ontology. The Jena API provides reasoners in order to support inferences. These reasoners are transitive, Resource Description Framework scheme (RDFS) rule, OWL, OWL Mini, OWL Micro, and a generic rule.
1) URL-BASED ANALYSIS
The most common protocols are http, https, and ftp, which are used by people to locate a website or server. A URL is a human-readable text string. The URL string http://www. breastcancer.org/ is employed to understand the URL-based filtering process precisely. After assigning the user request to the web crawler for URL access, the proposed system automatically removes its prefix and postfix, such as http://, .com, .edu, etc. The string is then compared with the blacklist and the lexicon dictionary of the fuzzy ontology. If the URL contains safe domains (such as .edu or .gov), the system does not compare the URL with the ontology lexicon, but allows the user to access the URL. Beyond that, if the system retrieves any unsuitable word, then the URL string is compared with the lexicon dictionaries of both the blacklist and the medical webpage list. It confirms whether the extracted words are related to the field of medicine or not. It may contain medical words or other languages, e.g., breast cancer. The proposed system processes any ''breast'' words as unsuitable words, but the word cancer is related to medicine. Therefore, if the URL string holds medical words, the system then allows users to access it with a warning message. This reduces the blocking probability of medicine-related websites.
2) SVM-BASED CONTENT ANALYSIS AND FEATURE EXTRACTION
In this phase, the webpage is examined and adult content is extracted by employing pre-processing and feature extraction. In the pre-processing step, the webpage content is converted into HTML format. Webpages contain different types of scripts, such as the style sheet, the title, and metadata information. The proposed system extracts this information, and morphological analysis is then employed to identify the various forms of words by employing a lexicon. A lemmatization procedure with morphological analysis verifies the lemmas of the words in the <title> tag. For example, the tag <title>Because every tumor is unique | Genetic Testing for Breast Cancer, Breast cancer New York, Targeted Therapy for Breast Cancer, Breast Cancer Los Angeles, Rates of Breastfeeding Recurrence, beautiful breastfeeding for babies, Molecular Subtype</title> contains the words testing, targeted, and rates. These words have the basic forms test, target, and rate as their lemmas. The system uses lemmas of these words for further processing [58] . After the lemmatization process, the system invokes a supporting WordNet to clarify ambiguities in the <title> tag. It offers an opportunity to choose a suitable meaning for the keywords. The tokenization process splits a compound text into chunks, or tokens. After the tokenization process, the proposed scheme acquires the above <title> tag result in the form of tokens: because, every, tumor, is, unique, and so on. The results of the tokenization process are stored in the form of an array to compare them with the lexicon and the dictionary of supporting words. After analysis of the title tag, the system fetches descriptions in metadata tags. A word in a description may have different meanings. However, the system uses contextual information to determine the presence of adult content on the webpage. The extracted words may not include negative meanings, but these words are pointed out as useless content when connected with other words. Based on these concerns, we split the keywords into two classes: hidden keywords and obvious keywords. The keywords of the hidden class have no negative meanings by themselves. However, the use of these keywords with other words shows that the text is related to pornographic words with a high probability. Keywords in the VOLUME 5, 2017 obvious class mostly appear in inappropriate text, rather than normal text. After the extraction of these keywords from the webpage content, the SVM with an ontology-based lexicon dictionary is applied to filter out irrelevant keywords.
The second step is feature extraction. After the retrieval of mixed words (normal, medical, and pornographic words), the precision rate is very low. Therefore, the SVM classifier is used to find related features along with meaningful keywords, while unrelated ones are removed. A specific function is applied to identify valuable features. If a content value is greater than 0, that states that the content is related to pornography or medicine; otherwise, the content is filtered out. A simple example is presented to explain the classification of the above tag content using the SVM classifier function: f (webpage content) = 0.1 * Tumor + 0.6 * Breast + 0.5 * Babies -0.3 * Breastfeeding. The tag content result is f (webpage content) = 0.1 * 1 + 0.6 * 1 + 0.5 * 1 -0.3 * 1 = 0.9. If f () > 0, then it is positive content (related to pornography and medicine); otherwise, the content is negative [59] .
B. FUZZY ONTOLOGY-BASED WEB CONTENT FILTERING
The fuzzy ontology designs the domain knowledge and makes a connection between the information about the web content and the indicator value computation. The proposed fuzzy ontology was developed using seven steps [46] . A domain expert was consulted for every step to obtain accuracy in the experimental results. The relationships among classes (features) in the fuzzy ontology are shown in Fig. 2 . The OntoGraf plugin of Protégé was used to develop this graph. The normal website features, adult content features, medical features, and supporting words are described in the fuzzy ontology. For example, in the above-mentioned web content, the words breast andbabies, and the phrase beautiful breastfeeding have similarities to the list of medical and pornographic features. Here, breast and beautiful breastfeeding are declared strings of medical words based on the medical features in the ontology. Furthermore, these words also have negative meanings and can be declared strings with ill-suited words from adult content features. However, the proposed system uses a tokenization process to split the string into small chunks, and a lexicon dictionary is then invoked to replace strings of words with synonyms. For example, beautiful breastfeeding for babies is converted to beautiful feed for babies. It was already determined that beautiful and feed are used as normal support words in the proposed ontology. The proposed semantic knowledge uses a semantic score for the strings of words from the web content. The range of semantic scores proposed for normal words is 0.0 to 0.4, for medical words, 0.4 to 0.7 for normal words, and for pornographic words, 0.7 to 1, with a range assigned to the words of the web content during execution. Different kinds of ontology properties and instances (object properties, data properties, property and relationship) are used to assign a semantic score to the words in a string. Object properties interconnect the classes, and these are not linked with a particular class (as they are in object-oriented paradigms) in RDF/OWL. However, these properties are first-class citizens of the ontology and are defined according to our need, which shows the relationships between individuals. Data properties connect individuals with literals. The functional data properties are called attributes in the knowledge representation systems. In addition, the proposed ontology uses data properties to show the relationship between individual and literal data. An object property is illustrated as an individual of the built-in OWL class owl:ObjectProperty, and is a relation between instances of two classes. In the proposed semantic knowledge, object properties have their domain in the class of normal features, medical features, and adult content features, and a range in web content filtering. If one attribute has many domains, then its domain will be the intersection of all the domains. After creating the classes and properties, the fuzzy ontology describes its members. The domain user can easily declare specific properties about individuals. To define an instance (individual), it is important to select the right class and then create its instances. The properties and instances (individuals) of the fuzzy ontology are shown in Fig. 3 .
The fuzzy OWL plugin in Protégé 5.1 is a semi-automatic tool that converts a crisp ontology into a fuzzy ontology. This plugin creates fuzzy concepts, fuzzy data types, and fuzzy modifiers. This plugin is applied to represent annotations and linguistic words for the adult content filtering system. These linguistic words are normal words, pornographic words, and medical words, and the range is [0, 1]. The range of these words is systemized using min-max normalization and plotted to the range [0, 1] as described by Ali et al. [46] . Fig. 4 shows the declaration of fuzzy data, range mapping, and related information of the class hierarchy. Default reasoner tools, such as FaCT++, the DeLorean reasoner, Pellet, and Hermit, are used to mechanically create the inference results on behalf of the necessary terms in the fuzzy ontology. Moreover, the Protégé tool uses these reasoners for the ontology result, because all fuzzy features are organized as annotations (i.e. fuzzy label annotations). A start tag <fuzzyOWL2> and an end tag enclose the annotation with a fuzzy type attribute to specify the tagging of fuzzy elements. The data type annotations of FuzzyOWL2 for linguistic terms (normal features, pornographic features, and medical features) are the following:
<fuzzyOwl2 fuzzyType="datatype"> <Datatype type="triangular" a="0.0" b="0.275" c="0.55" /></fuzzyOwl2> <fuzzyOwl2 fuzzyType="datatype"> <Datatype type="triangular" a="0.4" b="0.55" c="0.7" /> </fuzzyOwl2> <fuzzyOwl2 fuzzyType="datatype"> <Datatype type="triangular" a="0.55" b="0.7" c="1.
0" /></fuzzyOwl2>
The proposed system uses a popular reasoner called the DeLorean reasoner. It is employed to retrieve inference results from the ontology [60] . The ontology keeps the web content properties, concepts, and knowledge for each part of the adult content filtering system. The concepts of an adult class can be labeled in fuzzy format as adult π E hisstring VOLUME 5, 2017 FIGURE 4. Fuzzy data type declaration using the fuzzy OWL plugin.
string_porn. Similarly, the concept of a subclass of adult can be defined as Sub (adult π E hisstring string_porn). We constructed knowledge and rules using SWRL in the ontology for indicator value calculation. The knowledge side describes the fuzzy terms, fuzzy concepts, fuzzy set membership function, and fuzzy variables, while the rule side defines the fuzzy rules [46] . There are many input string variables (ill-suited words, normal words, medical words, etc.), one output fuzzy variable (adult webpage, normal webpage, or medical webpage), and different fuzzy rules (R1: if the URL string contains ill-suited words, the title tag holds ill-suited words, a description tag comprises ill-suited words, and the meta keywords tag has ill-suited words, then the webpage is pornographic) in the knowledge and rule-based ontology. Each fuzzy variable takes any of three linguistic terms: adult content, normal content, and medical content. The fuzzy decision extracts the information from each webpage and connects its individuals to each semantic term. All individuals are situated in the ontology as webpage_adult, webpage_normal, and webpage_medical. These individuals describe the classification of webpages. The fuzzy OWL plugin of Protégé creates these fuzzy sets and properties. This plugin is unable to competently handle imprecise content. Therefore, during the development of the fuzzy ontology, the crisp ontology is shipped into a simple text editor. The terminology and association of fuzzy logic are manually declared as knowledge representations. Each related concept is categorized into crisp, partially fuzzy, and fully fuzzy.
C. FUZZY INFERENCE LAYER-BASED INDICATOR VALUE COMPUTATION FOR ADULT CONTENT BLOCKING
In the proposed semantic knowledge, a fuzzy knowledge base (FKB) describes a finite set of axioms. FKB = <W, I> comprises a fuzzy box W and a fuzzy box I. Fuzzy box W is the fuzzy ontology classes, FO c , and fuzzy box I is an instance (individual), FO I , so FKB = (FO c , FO I ) [61] . The proposed system uses this information to incorporate the extracted words of the web content and their values to compute the indicator value for a webpage when accessing or blocking it, as shown in Fig. 3 . The value of a word depends on the usage condition in the web content. For example, in the lexicon dictionary, the value of breast words that describe the feeding style for babies in the description data is 0.5. This value shows that the word is related to medical content. These values are further used during computation of the indicator value. The extraction of words from webpage content and the process of assigning word values are discussed in Section 4.1 and Section 4.2. The fuzzy inference layer integrates the extracted words and their values to verify the web type and block access to adult content. The fuzzy inference layer comprises four elements: fuzzification, inference, defuzzification, and a knowledge-and rule-based ontology. Let us consider the above-mentioned content in sections 4.1 and 4.2 related to medical and pornographic features. In the content, the medical words are {medicine, breast, young, and so on}, and for pornography, {breast, babies, XXX, and so on}. First, the fuzzy data are assigned in our proposed technique. The proposed system has various inputs, including the words of the URL string, and the title, body, and meta tags, which are called words of web content. The parameters of web content are classical values that are identified by domain experts. Second, the triangular membership function (MF) defines the membership value for each of the input variables, as shown in After extracting these rules, defuzzification converts the fuzzy output to crisp output, and offers the outcome in the form of a value, which is called an indicator value for webpage classification. The defuzzication is based on fitness function. The fitness function selects the MF degree for the antecedents of medical and adult content (words), and obtains the membership degree of consequent values as follows. Medical content:
Adult content:
The final values for medical and adult content in the webpage are calculated using the following equations.
Indicator value of webpage classification . Based on these intervals, the webpage classification value indicates the webpage is related to medical content.
V. EXPERIMENTS AND RESULTS
To verify the efficiency of the proposed system, a wellknown method was used to evaluate the proposed fuzzy semantic knowledge in the form of queries and responses. A SPARQL query of Protégé OWL was applied to examine the performance of the ontology system. It is a target query to determine the relation between variables and properties. In addition, the reasoners gather the information based on defined rules in the fuzzy ontology. Therefore, it is important to execute the reasoner before any query execution. These reasoners are FACT++, DL reasoner, RacePro, and Pellet, which obtain the inference results from the ontology. However, we used the DL reasoner utility to evaluate the proposed ontology. It analyses the classical ontology and extracts the results. The proposed ontology has many imprecise terms, and sometimes, it is difficult to treat vague information in the web content. Therefore, we used the DL reasoner, because it is based on the Jena API and produces reasoning from the ontology [62] . In this query, the ontology expert wants to extract the retrieved information related to medical and normal websites. These medical and normal classes hold all properties and their relationships with other classes to retrieve useful information. It has 1787 records along with URLs and meaningful keywords. Based on these classes, the system extracts the web content automatically before accessing the webpage, and saves it in the ontology for future use. The output of this query is shown in Fig. 6 , which illustrates those URLs along with the web content that is allowed to be accessed with the proposed system. SPARQL query to extract web content related to pornography:
Syntax The above SPARQL query filters the ontology to fetch the word Girls as an object class and sex as a word in the title tag. This query shows those URLs along with web content that contains pornographic words listed in the adult content. The adult content class has 2385 records along with information on URLs, valuable keywords, and other tags.
The performance of the adult content detection and classification system was evaluated by well-known methods, such as false-positive (FP) and false-negative (FN) ratings. We randomly collected 4646 webpages of the three different types. The system analyzed the content of these webpages and classified them into the three categories: adult content, medical, and normal webpages. Table 2 shows the dataset of content classification. The proposed system classified 1787 webpages as normal, 608 as medical, and 2251 as pornographic. For each webpage request, the lexicon dictionary, along with a set of features, was employed to calculate the indicator value for webpage classification and block access to adult content. This value classifies the webpage as normal if the value is below 0.4, as medical if the value is between 0.4 and 0.7, or as adult content if the value is above 0.7.
Three types of webpages were used to evaluate the adult content detection system. These webpages are related to medicine (like http://www.breastcancer.org), education (like http://antykwariat.edu.pl/), and pornography. The indicator values for education and medical webpages are 0.0468 and 0.67, respectively. These values show that if a webpage is related to the normal or medical class, the system allows users to access it. The calculation process of the indicator value for a medical webpage is explained in Section 4.3. On the other hand, an indicator value for an adult content webpage of 0.8247 illustrates that the webpage belongs in the pornography class, and the system denies access to this webpage automatically. Mathematically, the false-positive (FP) and false-negative (FN) rates can be calculated using the following equations:
False Positive rate = NIP NCP + NIP + NIU × 100% (5) False Negative rate = PIP PCP + PIP + PIU × 100% (6) In the equations above, NIP indicates the total number of negative instances incorrectly categorized as positive. Similarly, NCP, NIU, PIP, PCP, and PIU indicate the total number of negative instances that were correctly processed, the total number of negative instances that were incorrectly labeled unsure, the total number of positive instances that were incorrectly processed, the total number of positive instances that were correctly processed, and the total number of positive instances that were incorrectly labeled as unsure, respectively. The false-positive rate is proportional to the false-negative rate. The FP rate of webpages is shown in Table 3 .The FP rate of negative-instance webpages (adult content) is 5.2%. This result shows that access to 94.8% of the webpages was disabled correctly, whereas access to 5.2% of the webpages was allowed by the proposed system because they contain other language words. Similarly, the FP rate of positive instance webpages (medical) is 0.9%. This result shows that the proposed system correctly allows access to 99.1% of the medical webpages, whereas access to 0.9% of the webpages was blocked due to strings of other language words. The FP rates of the proposed system were compared with existing static and dynamic filtering systems. Table 4 tabulates the FP rates of static filtering, dynamic filtering, and the proposed system. The FP rates of static and dynamic filtering listed in Table 4 indicate that existing static and dynamic filtering systems block 76.50% and 88.79% of the pornographic webpages, respectively, whereas the proposed system achieves a 94.8% FP rate in terms of adult content webpage blocking. It shows that the average improvement of the proposed system over the existing system is 18% in terms of FP rate. In addition, it is important to find the correct threshold (t) value for the adult content VOLUME 5, 2017 detection system. During computation of the FP rate, different threshold values were employed to evaluate the proposed mechanism. Table 5 presents the FP rate of the static filtering system, the dynamic filtering system, and the proposed adult content filtering system with different threshold values. The results for threshold t = 0.7 are compared with t = 0.4. It is obvious that the false-positive results at t = 0.7 are much better than at t = 0.4. It also shows that if the threshold value is decreased, then the system starts over when blocking webpages. The results for the proposed system show that access to adult content webpages can be prevented more accurately by using a fuzzy ontology and SVM with the threshold value t = 0.7. Fig. 7 clearly demonstrates the performance of the proposed system along with existing systems. It illustrates that the average accuracy of the proposed fuzzy ontology and SVM-based adult content detection system is better than existing static and dynamic filtering systems.
A. PERFORMANCE COMPARISON
In order to evaluate the performance of the proposed fuzzy ontology, prominent metrics of precision, recall, accuracy, and function measure are defined [54] and used to compare it with n-gram, KNN, and SVM classifiers. 
Recall (R)
Function Measure = 2 * P * R P + R (10) where TP, FP, FN, and TN, respectively, denote true positive, false positive, false negative, and true negative in adult content classification. The experimental results of the fuzzy ontology, n-gram, KNN, and SVM regarding adult content detection are shown in Table 6 . It is obvious that the n-gram technique achieves good accuracy of 94%. However, the precision, recall, and function measure are just 85%, 80%, and 82%, respectively. On the other hand, the KNN technique obtains the best accuracy and recall at up to 95% and 94%, respectively. This technique however produces precision and function measure of 84% and 89%, respectively. With SVM, accuracy and precision are 95% and 97%, respectively, which are rather good results, but recall and function measure are just 81% and 87%, respectively. In contrast, the proposed fuzzy ontology with SVM outperforms all classifiers in terms of all the metrics. The comparative results highlight the superiority of the proposed fuzzy ontology with an SVM-based system, compared to the n-gram, KNN, and SVM techniques in adult content detection and classification. Fig. 10 shows the performance comparisons among different classifiers using web content. 
VI. CONCLUSION
In this paper, the idea of a fuzzy-ontology/SVM-based adult content detection system is proposed to automate the classification of pornographic versus medical websites. Different sensibility issues are considered, including identification of the URL category, intelligent web content analysis to detect adult content, extraction of meaningful keywords, the use of unsupervised linear techniques to filter out irrelevant words, ontology-based semantic knowledge, and indicator value computation by using fuzzy logic to find the webpage type. The proposed mechanism offers an adult content detection system that classifies webpages into normal, pornographic, or medical webpages using extracted web content features. Indeed, the proposed mechanism successfully extracts useful keywords from web content and retrieves fuzzy variables to compute the indicator values for webpage classification. This technique can systematically retrieve all the web content and analyze this content to identify and block adult content websites. It can also be used at home, in offices and schools, and in other public sectors to intelligently investigate a network. Furthermore, this system can overcome the classification problem with medical websites, since it can extract medical features from unclear webpage content, classify these features as either medical or adult, and calculate an indicator value for the decision-making system. In future work, the detection method for adult content will be further improved by using a type-2 fuzzy neural network. He was a recipient of the number of awards, including the Engineering College Achievement Award from Inha University, the LG Paper Award, the Motorola Paper Award, the Haedong Prize of research, and various government awards from the Ministry of ICT, the President, and the Prime Minister of South Korea, for his excellent research performances.
