In this paper, we introduce an estimation technique for analyzing radial velocity data commonly encountered in extrasolar planet detection. We discuss the Keplerian model for radial velocity data measurements and introduce a technique named the iterative adaptive approach (IAA) to estimate the three-dimensional spectrum (power versus eccentricity, orbital period and periastron passage time) of the radial velocity data. We then discuss different ways to regularize the IAA algorithm in the presence of noise and measurement errors. We also discuss briefly the computational aspects of the method and introduce a computationally efficient version of IAA. Finally, we establish the significance of the spectral peaks by using a relaxation maximum likelihood algorithm and a generalized likelihood ratio test. Numerical experiments are carried out on both simulated and real life data sets to evaluate the performance of our method. The real life data sets discussed are radial velocity measurements of the stars HD 63454, HD 208487, and GJ 876.
INTRODUCTION
Extrasolar planet (or shortly exoplanet) detection is a fascinating and challenging area of research in the field of astrophysics. Till mid 2009, 353 exoplanets have been discovered. Some of the techniques available in the astrophysics literature to detect exoplanets are astrometry, the radial velocity method, pulsar timing, the transit method, and gravitational microlensing. Among these methods, the radial velocity analysis is the most commonly used technique, in which the Doppler shift in the spectral lines and hence the radial velocity of the parent star is measured. The spectrum of the measured Doppler shifts is then analyzed to detect the exoplanet(s) revolving around the star.
Most often the radial velocity measurements are obtained at nonuniformly spaced time intervals due to hardware and practical constraints, which limits the application of commonly used spectral analysis methods. The most straightforward way to deal with this problem is to use the standard periodogram by ignoring the nonuniformity of data samples, which results in an inaccurate spectrum. In Roberts et al. (1987) , a method named CLEAN was proposed, which is based on iterative deconvolution in the frequency domain to obtain a clean spectrum from an initial dirty one. A periodogram related method is the least squares periodogram (also called the Lomb-Scargle periodogram; Lomb 1976; Scargle 1982) , which estimates the sinusoidal components by fitting them to the observed data. In Bourguignon et al. (2007) , a method based on sparse signal representation was proposed, in which the radial velocity data set is fitted to an over-complete dictionary of complex sinusoids under the constraint that the spectrum is sparse. Most recently, Yardibi et al. (2010) and Stoica et al. (2009) introduced a new method called the iterative adaptive approach (IAA), which relies on solving an iterative weighted least squares problem.
In this paper, we extend IAA to radial velocity data analysis. We also derive and discuss regularized and computationally efficient versions of IAA. We then refine and determine the statistical significance of the spectral peaks by using a relaxation maximum likelihood algorithm (RELAX) and a generalized likelihood ratio test (GLRT) . Numerical experiments are carried out on simulated and real life radial velocity data sets. The Matlab codes used for implementing the methods discussed in this paper are available at http://www.it.uu.se/katalog/praba420/astro.rar.
In Section 2, we describe the model used in this paper for the radial velocity data. Section 3 describes the different IAAbased methods for estimating the spectrum of radial velocity data. Section 4 presents the RELAX and GLRT methods for refining and establishing the significance levels of the peaks of spectrum; and Section 5 contains the numerical examples for real life radial velocity data sets. Finally, the paper is concluded in Section 6. 
where C 0 is the constant radial velocity, and
M: number of exoplanets revolving around the star, e m : eccentricity of the orbit of the mth planet, ω m : longitude of the periastron for the mth planet, P m : orbital period of the mth planet; P m is related to orbital frequency f m by f m = 1 P m , T m : periastron passage time of the mth planet, β m : radial velocity amplitude of the mth planet, and ν m (t n ), E m (t n ): true and eccentric anomaly of the mth planet, with t n denoting their time dependence.
We can rewrite Equation (1) as
where
exp(jω m ), ν 0 (t n ) = 0, and ν m (t n ) = −ν −m (t n ). With noise in the measurements, Equation (3) becomes
where we assume that (t n ) is real-valued zero-mean white Gaussian noise with variance σ 2 . Although α m = α * −m , we will not impose this constraint when we estimate {α m } for the sake of simplicity. This relaxation will typically lead only to a negligible degradation in performance. We also note that since we model the real-valued radial velocity data with a complexvalued model, for implementation simplicity, we need both negative and positive frequency in the data model to represent a real-valued component.
The model discussed above can be expressed more compactly using the following notation:
where denotes the transpose operation. With this notation, the model in Equation (4) can be rewritten as follows:
The number of planets M is usually unknown. In that case, we divide the entire two-dimensional space G, defined as
}, into a grid of prespecified size K. We point out here that the grid G does not include the periastron parameter, which is taken to be zero for now but will be estimated as described later on. The choices of e max and f max in G depend on the sampling pattern: to determine them, we calculate the spectral window defined as:
For any choice of (e, f ) and t n , there exists a ν(t n ) obtained via Equation (2). Thus, the spectral window W is a twodimensional function. Figure 1 shows a typical sampling scheme for radial velocity measurements and its corresponding spectral window (in dB). The parameters e max and f max are chosen such that the region G is unambiguous. By unambiguous, we mean that there are no repetitions in spectral window values inside G. As can be seen from Figure 1 (b) , in the region outside G = {(e, f ), 0 e < 0.6, − 1 2
}, the spectral window contains approximate aliases and thus creates ambiguities. Consequently, the parameters e max and f max are chosen in this example as 0.6 and 1 cycle day −1 , respectively. The grid size is given by . Following these preparations, we will use the data model in Equation (6) IAAR (Roberts et al. 2010 )
where u l denotes the l th column of the N × N identity matrix, andγ
VIAA (Chen et al. 2010 ) 
IAA-BASED METHODS

IAA
Using the notation in Equation (5), a weighted least squares fitting criterion, which lies at the basis of the IAA algorithm, can be defined as follows:
The solution to this problem is given by Stoica & Moses (2005) :
Since the matrix R depends on α m , an iterative algorithm is used to estimate α m and R. The steps of the IAA algorithm are summarized in Algorithm 1. The standard periodogram can be interpreted as the initializing step of the IAA algorithm (corresponding to R = I). IAA usually takes no more than 15 iterations to converge (see Yardibi et al. 2010; Roberts et al. 2010) .
Regularized IAA Methods
The matrix R in Equation (9) can become ill-conditioned during the iterations or when the sampling pattern is pathological (see Stoica et al. 2009) . In this section, we describe three different ways of regularization which differ only in the construction of the R matrix. At the ith iteration, the R matrix in the different regularization methods is constructed as shown in Table 1 .
Algorithm 1 Iterative Adaptive Approach (IAA) Algorithm
Initialization Use the estimate in Equation (9) with R = I as the initial value. Iteration At the ith iteration, the estimate of α m is given by:
The iteration will be terminated when the relative change in α m , |α The noise covariance matrix is not always available. However in the case of radial velocity data, we typically have an estimate of the uncertainty in the data that can be used for regularization by means of a diagonal Σ matrix with the noise variances on the diagonal. In the case of the regularized iterative adaptive approach (IAAR) at convergence the values {|γ l | 2 } N l=1 will be close to the noise variances. The regularization in VIAA (a version of the iterative adaptive approach) is based on the intuitive fact that from N data samples we can reliably estimate no more than N values in the spectrum. Thus, the N largest values in the spectrum are used to construct the signal part of R and the sum of the remaining values in the spectrum is taken as an estimate of the noise floor.
Next, we consider a simulated data example to illustrate the performance of the IAA algorithm. The data set consists of 120 nonuniformly placed samples spanning 1600 days. The sampling pattern and the data are shown in Figure 2 . From the spectral window, the parameters e max and f max are calculated to be 0.6 and 1 cycle day −1 , respectively. The grid size K is chosen to be 6 × 10 4 , i.e., K 1 = 60 and K 2 = 10 3 . The data set is made up of two planets with (e 1 = 0.2, f 1 = 0.23 cycles day −1 , T 1 = 4 days) and (e 2 = 0, f 2 = 0.2505 cycles day −1 , T 2 = 3 days), and radial velocity amplitudes 6 and 4, respectively. The planet at frequency 0.2505 cycles day −1 is chosen deliberately such that it does not lie on the grid. We also note here that the planet configuration mentioned above is not necessarily representative of typical, stable planetary systems, as their orbital period separation is less than 10%. Nevertheless, we have chosen this example to illustrate the performance of the proposed methodology on a challenging case with a small frequency separation. The noise in the data is taken to be white Gaussian with zero-mean and variance equal to 0.5. Figure 3 shows the spectral estimates obtained from the periodogram and from IAA. It is evidenced by the figure that while the periodogram suffers from heavy leakage and fails to accurately locate the planets present in the data, IAA estimates well at least one of the planets. The reason for IAA failing to locate the planet at 0.2505 cycles day −1 is the choice of a coarse grid to speed up the computation. In the next section, we will show how to refine the spectral estimates when the grid is coarse.
Computational Aspects and Range-selective IAA
In each iteration of the IAA algorithm, the construction of the R matrix, formed as a sum of K rank-one matrices, requires O(KN 2 ) flops (one flop = one complex multiplication and one complex addition). flops. Since the number of iterations is usually quite small (the performance of IAA does not change significantly after 15 iterations), it follows that O(KN 2 + N 3 ) flops is the total complexity of the IAA algorithm.
From the analysis above, we see that the IAA method can be computationally expensive when the grid size is large.
However, if we are interested in only certain ranges of frequency and eccentricity, the computations can be reduced drastically by considering the following range-selective IAA (RSIAA) algorithm. In RSIAA, only the powers of the components present in the region of interest (ROI) are calculated. To suppress the interferences, the N largest values of the periodogram from the region outside ROI are included in the construction of R. Let L ⊂ G denote the grid points in ROI, and let T ∈ {G \L} denote the indices of the N largest values of the periodogram in the region outside ROI. Algorithm 2 summarizes the RSIAA algorithm.
For the simulated example considered above, we focus on the frequency range of 0.2-0.3 cycles day −1 and use RSIAA to obtain the spectrum within the ROI. As can be seen from Figure 3(c) , the RSIAA algorithm also accurately locates the component at 0.23 cycles day −1 but with less computations (it is roughly 10 times faster than IAA). As to the eccentricity, the maximum power at frequency 0.23 cycles day −1 occurs at 0.22, which is close to the true value. Therefore, RSIAA successfully detects the planet with orbital frequency of 0.23 cycles day −1 . Since the other planet with orbital frequency 0.2505 is off the grid, we need further steps that are discussed below to detect it.
Algorithm 2 Range-selective IAA (RSIAA) Initialization Use the estimate in (9) with R = I as the initial value.
Iteration
At the ith iteration, the estimate of α m is given by: ] is chosen and the IAA estimates are computed. Finally, the value of T for a given peak is obtained by choosing the T that corresponds to the maximum power over the T-grid associated with that peak.
The estimates obtained from IAA are usually fairly accurate. However, if the grid (G) is not chosen fine enough (to reduce the computation time), then IAA might miss some true peaks. In that case, applying RELAX (Li & Stoica 1996) , a parametric iterative estimation algorithm, can refine the IAA estimates.
Algorithm 3 briefly describes the steps involved in RELAX. The peaks picked from IAA are used as initial estimates for RELAX, which has a beneficial effect on the convergence of RELAX compared with using other more arbitrary initial estimates. RELAX generally converges within a few iterations (typically in less than 10 iterations).
Next we note that, under the assumption made on the noise in Equation (4), the RELAX estimates are optimal in the maximum likelihood sense (Li & Stoica 1996) . We can then use the GLRT to establish the statistical significance of the estimated planet parameters. We first apply RELAX to the largest IAA peak and use GLRT to test the null hypothesis that there are no planets (or, in other words, that the data set is made only of white noise) against the hypothesis that there is at least one exoplanet. If the test rejects the null hypothesis, then we will proceed and apply RELAX to the two largest peaks and subsequently test the hypothesis that there is one exoplanet in the data against the hypothesis that there are at least two exoplanets; and so on. As an example, for the following hypotheses: H 0 : there are no planets, H 1 : there is at least one exoplanet with eccentricityê 1 , orbital frequencyf 1 , and periastron passage timeT 1 , the log-likelihood (LL) functions are given by
where C is an additive constant, ν(t n ) is calculated from the RELAX estimates (ê 1 ,f 1 ,T 1 ), andr 1 ,q 1 are the least square estimates of r, q corresponding to (ê 1 ,f 1 ,T 1 ), see Algorithm 3. Under the assumption that hypothesis H 0 is true, the LL ratio, defined as 2(LL(H 1 ) − LL(H 0 )), is asymptotically a random variable with a chi-square distribution. Then the GLRT is given by 2(LL(H 1 ) − LL(H 0 ))
where Λ denotes a fixed threshold. The threshold is usually chosen such that prob(X Λ) = ξ , where X ∼ χ 2 5 denotes a chi-square distributed random variable with 5 degrees of freedom (because of the 5 unknowns per planet in the data model, namely, e, f, T, r, and q), and ξ determines the significance level of the test. Choosing ξ = 0.99 gives a false alarm probability of 0.01 and the corresponding threshold is Λ = 15.
For the example discussed in the last section, Figure 4 
The inner minimization with respect to {r, q} in the above equation is a least squares problem and the estimates {r 
REAL LIFE RADIAL VELOCITY DATA SETS
In this section, we consider the application of the algorithm introduced in the previous sections to real life radial velocity data. Our goal is to detect the exoplanets present in a star system and estimate their eccentricities, frequencies, and periastron passage times. We will consider radial velocity data sets for three different stars:
HD 63454: a class K-type star with a planet in a nearly circular orbit according to Moutou et al. (2005) .
HD 208487: a class G-type star with a planet in an elliptical orbit according to Tinney et al. (2005) .
GJ 876: a class M-type star with two planets in a circular orbit according to Marcy et al. (1998) and Rivera et al. (2005) , and one planet in an elliptical orbit, see Marcy et al. (2001) .
These examples are considered to be representative of typical real life cases. In each example, we will show the following plots.
1. Sampling pattern and the radial velocity data. 2. Amplitude versus orbital frequency for IAA and RELAX (eccentricity and periastron passage time values for the peaks in the amplitude spectrum are indicated in the plots). 3. Likelihood ratio versus the planet number. 4. Observed and fitted data sequences.
HD 63454
The radial velocity data set used in this example contains 26 samples spanning 350 days. The sampling pattern and the data are as shown in Figures 5(a) and (b) . The parameters e max and f max are determined from the spectral window to be 0.6 and 1. The IAA algorithm is then applied to the data and the largest five peaks in the IAA spectrum are picked, as shown in Figure 5(d) . VIAA is used here as the regularization method. The eccentricity and the periastron passage time (in days) associated with a peak are indicated at the top of the corresponding peak. Finally, RELAX is applied to the peaks picked from the IAA spectrum. Figure 5 (e) shows the likelihood ratio versus the peak number, and it can be concluded that there exists only one planet in the HD 63454 star system. Figure 5(f) shows the RELAX estimates of the frequency, eccentricity, and the periastron passage time of the detected planet. The estimated frequency of 0.3549 cycles day −1 (orbital period of 2.8176 days), the eccentricity of 0.0130 (nearly circular orbit) and the periastron passage time of 0.3595 days match closely the reported values in Moutou et al. (2005) , see Table 2 .
HD 208487
The data set used next consists of 31 samples spanning 2250 days, as is shown in Figure 6 (b). The parameters e max and f max are determined from the spectral window to be 0.5 and 1 cycles day −1 . The spectrum obtained using IAA is shown in Figure 6 (c), which indicates the presence of more than one planet. The five largest peaks in the IAA spectrum are picked up and are used to initialize RELAX. The GLRT plot shown in Figure 6 (e) suggests the existence of three planets in the HD 208487 star system with the following parameters (see Figure 6 (f) and also Table 3 ): e 1 = 0.326, f 1 = 0.0078 cycles day −1 , T 1 = 130.9 days; e 2 = 0.315, f 2 = 0.069 cycles day −1 , T 2 = 14.2 days; and e 3 = 0, f 3 = 0.0408 cycles day −1 , T 3 = 2.9 days. However, Tinney et al. (2005) reported that the star has only one planet with an orbital frequency of 0.0078 cycles day −1 . Figures 6(g) and (h) show the plots of measured data and the fitted data obtained assuming the existence of one and, respectively, three planets. It is seen clearly from these figures that the three planet model fits the measured data much better than a single planet model. However, besides the evidence provided by the GLRT statistical testing and by the significantly better fitting of the observed data, we do not have other evidence to support the claim of two additional planets for this star system.
GJ 876
The data set for star GJ 876 consists of 100 samples spanning 2000 days. The sampling pattern and the radial velocity data are shown in Figures 7(a) and (b) . The parameters e max and f max are determined to be, at least approximately, 0.5 and 1 cycle day −1 . The spectrum obtained using IAA is shown in Figure 7(c) . From the IAA spectrum, the 10 largest peaks are picked up (see Figure 7 (d)) and they are used as initial estimates for RELAX. The GLRT indicates the existence of five planets (see Figure 7 (e)) whose estimated parameters are shown in Figure 7 (f) and Table 4 . However, the component with an orbital frequency of 0.0168 cycles day −1 is probably unphysical, as it is likely caused by the precession of the orbit of the planet with the orbital frequency of 0.0164 cycles day −1 , due to planet-planet interactions that make the actual motion deviate from the Keplerian orbit. Note that a previous study by Rivera et al. (2005) reported the presence of only three planets with orbital frequencies 0.0164 cycles day −1 , 0.033 cycles day −1 , and 0.516 cycles day −1 . However, this three planet model is questionable from a statistical viewpoint, as it corresponds to a local (rather than a global) maximum of the likelihood function; indeed, we have found that there are other three planet models that give larger values of the likelihood than the model of Rivera et al. (2005) . For example, the three planet model with parameters e 1 = 0, f 1 = 0.0164 cycles day −1 , T 1 = 0 days, β 1 = 210.75; e 2 = 0.047, f 2 = 0.0331 cycles day −1 , T 2 = 0.3283 days, β 2 = 79.58; and e 3 = 0, f 3 = 0.0023 cycles day −1 , T 3 = 0.3391 days, β 3 = 14.9 has a LL value of −510.2667, which is higher than the value of −517.4751 for the model of Rivera et al. (2005) . Concerning a comparison of the three planet model of Rivera et al. (2005) and the planet model Note. a The third planet becomes statistically insignificant if the false alarm probability is decreased from 10 −2 to 10 −4 , in which case the threshold becomes Λ = 25. Notes. a The fourth planet becomes statistically insignificant and the third planet becomes nearly statistically insignificant if the false alarm probability is decreased from 10 −2 to 10 −4 , in which case the threshold becomes Λ = 25. b Probably unphysical component due to planet-planet interactions.
proposed here, Figures 7(g) and (h) show that the latter fits the observed data significantly better than the former. However, the same cautionary remark, which we made at the end of the previous sub-section, applies here as well.
CONCLUSIONS
The simulated and real life examples discussed in the paper suggest that our algorithm successfully detects the presence of spectral peaks (planets) in radial velocity data and accurately identifies both their frequencies and eccentricities as well as their periastron passage times. The examples used here are typical of cases usually encountered in exoplanet search and hence the proposed algorithm is believed to be an effective and useful tool.
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