We introduce semi-infinite Lakshmibai-Seshadri paths by using the semi-infinite Bruhat order (or equivalently, Lusztig's generic Bruhat order) on affine Weyl groups in place of the usual Bruhat order. These paths enable us to give an explicit realization of the crystal basis of an extremal weight module of an arbitrary level-zero dominant integral extremal weight over a quantum affine algebra. This result can be thought of as a full generalization of our previous result (which uses Littelmann's Lakshmibai-Seshadri paths), in which the levelzero dominant integral weight is assumed to be a positive-integer multiple of a level-zero fundamental weight.
0 = 1, and set I := I af \ {0}; note that the subset I of I af corresponds to the index set for the finitedimensional simple Lie subalgebra g of g af . For each i ∈ I, we define ̟ i := Λ i − c, Λ i Λ 0 ; note that c, ̟ i = 0 for all i ∈ I. Set
we call an element of P + a level-zero dominant integral weight.
Let W af := r i | i ∈ I af be the (affine) Weyl group of g af , where r i denotes the simple reflection with respect to α i , and set W := r i | i ∈ I ⊂ W af , which can be regarded as the Weyl group of g. Let e ∈ W af be the unit element, and ℓ : W af → Z ≥0 the length function. For ξ ∈ Q ∨ , denote by t ξ ∈ W af the translation with respect to ξ (see [Kac, §6.5] ). We know from [Kac, Proposition 6 .5] that t ξ | ξ ∈ Q ∨ forms an abelian normal subgroup of W af , for which t ξ t ζ = t ξ+ζ , ξ, ζ ∈ Q ∨ , and W af = W ⋉ t ξ | ξ ∈ Q ∨ ; remark that for w ∈ W and ξ ∈ Q ∨ , we have wt ξ µ = wµ − ξ, µ δ if µ ∈ h * af satisfies c, µ = 0. (2.1.1)
Denote by ∆ af the set of real roots of g af , and ∆ + af the set of positive real roots of g af ; we know from [Kac, Proposition 6.3 ] that ∆ af = α + nδ | α ∈ ∆, n ∈ Z ,
where ∆ := ∆ af ∩ Q is the (finite) root system corresponding to I, and ∆ + := ∆ ∩ i∈I Z ≥0 α i .
For β ∈ ∆ af , denote by β ∨ ∈ Q ∨ the coroot of β, and by r β ∈ W af the reflection with respect to β; if β ∈ ∆ af is of the form β = α + nδ with α ∈ ∆ and n ∈ Z, then r β = r α t nα ∨ .
(2.1.2)
For a subset J of I, we set
2.2 Lakshmibai-Seshadri paths.
In this subsection, we briefly review some basic facts about crystals of Lakshmibai-Seshadri (LS for short) paths, introduced by Littelmann [Li1] , [Li2] . In this subsection, we fix λ ∈ P + .
Definition 2.2.1 ( [Li2, §4] ). We define a partial order ≤ on W af λ as follows: for µ, ν ∈ W af λ, we write µ ≤ ν if there exists a sequence µ = ν 0 , ν 1 , . . . , ν k = ν of elements in W af λ and a sequence β 1 , . . . , β k of elements in ∆ + af such that ν m = r βm ν m−1 and β ∨ m , ν m−1 ∈ Z >0 for all m = 1, 2, . . . , k. We call the poset (W af λ, ≤) the level-zero weight poset of shape λ.
Remark 2.2.2. Let ν ∈ P , and β, γ ∈ ∆ + af . If r β ν = r γ ν = ν, then β = γ. Indeed, we have ν − β ∨ , ν β = ν − γ ∨ , ν γ, and hence β ∨ , ν β = γ ∨ , ν γ. Also, since r β ν = ν and r γ ν = ν, it follows immediately that β ∨ , ν = 0 and γ ∨ , ν = 0. Hence, by [Kac, Proposition 5 .1 b)], we obtain β = γ.
Definition 2.2.3.
(1) Define LZ(λ) to be the ∆ + af -labeled, directed graph with vertex set W af λ and ∆ + af -labeled, directed edges of the following form: µ β − − → ν for µ, ν ∈ W af λ, where ν covers µ in the poset W af λ, and the label β of the edge is a unique positive real root β ∈ ∆ + af such that ν = r β µ and β ∨ , µ > 0 (see Remark 2.2.2).
(2) Let 0 < a ≤ 1 be a rational number. Define LZ(λ ; a) to be the subgraph of LZ(λ) with the same vertex set but having only the edges of the form:
− − → ν with a β ∨ , µ ∈ Z; (2.2.1) note that LZ(λ ; 1) = LZ(λ).
Definition 2.2.4 ( [Li2, §4] ). An LS path of shape λ is, by definition, a pair (ν ; a) of a decreasing sequence ν : ν 1 > · · · > ν s of elements in W af λ and an increasing sequence a : 0 = a 0 < a 1 < · · · < a s = 1 of rational numbers satisfying the condition that there exists a directed path from ν u+1 to ν u in LZ(λ ; a u ) for each u = 1, 2, . . . , s − 1. Let B(λ) denote the set of LS paths of shape λ.
We identify π = (ν 1 , . . . , ν s ; a 0 , . . . , a s ) ∈ B(λ) with the piecewise-linear, continuous map π : [0, 1] → R ⊗ Z P af whose "direction vector" for the interval [a u−1 , a u ] is equal to ν u for each 1 ≤ u ≤ s, that is,
(a p − a p−1 )ν p + (t − a u−1 )ν u for t ∈ [a u−1 , a u ], 1 ≤ u ≤ s. Now, we equip the set B(λ) with a crystal structure with weights in P af as follows (for the definition of crystals, see [Kas2, §7.2] and [HK, Definition 4.5 .1] for example). First, we define wt : B(λ) → P af by wt(π) := π(1) ∈ P af ; we know from [Li2, Lemma 4.5 a) ] that π(1) ∈ P af for all π ∈ B(λ). Next, for π ∈ B(λ) and i ∈ I af , we set H π i (t) := α Remark 2.2.5. We see from [Li2, Lemma 4.5 d) ] that for each π ∈ B(λ) and i ∈ I af , all local minima of the function H π i (t), t ∈ [0, 1], are integers. In particular, the minimum m π i is a nonpositive integer (recall that π(0) = 0, and hence H π i (0) = 0). Following [Li2, §1] (see also [NS3, §1] ), we define the root operators e i , f i , i ∈ I af , on B(λ) ⊔ 0 as follows. Here, 0 is an additional element not contained in any crystal.
Definition 2.2.6. Let π = (ν 1 , . . . , ν s ; a 0 , . . . , a s ) ∈ B(λ), and i ∈ I af . 
we deduce from Remark 2.2.5 that H π i (t) is strictly decreasing on [t 0 , t 1 ]. Notice that there exists 1 ≤ q ≤ s such that t 1 = a q . Let 1 ≤ p ≤ q be such that a p−1 ≤ t 0 < a p . Then we define e i π to be
if t 0 = a p−1 , then we drop ν p and a p−1 , and if r i ν q = ν q+1 , then we drop ν q+1 and a q = t 1 .
we deduce from Remark 2.2.5 that
Then we define f i π to be
if t 1 = a q+1 , then we drop ν q+1 and a q+1 , and if ν p = r i ν p+1 , then we drop ν p and a p = t 0 .
We know from [Li2, Corollary 2 a)] that the set B(λ) ⊔ 0 is stable under the action of the root operators e i , f i , i ∈ I af . Now we define
for π ∈ B(λ) and i ∈ I af . We know from [Li2, §2 and §4] that the set B(λ), equipped with the maps wt, e i , f i , i ∈ I af , and ε i , ϕ i , i ∈ I, defined above, is a crystal with weights in P af .
Peterson's coset representatives.
Let J be a subset of I. Following [P] (see also [LS, §10] ), we define
Remark 2.3.1. We can easily show, using (2.1.2), that (W J ) af = r β | β ∈ (∆ J ) + af . We know the following proposition from [P] (see also [LS, Lemma 10.6 
]).
Lemma 2.3.3 ( [P] ; see also [LS, Proposition 10.10] ).
(1) Π J (w) = ⌊w⌋ for every w ∈ W .
Definition 2.3.4 (see [LNS 3 , Lemma 3.8] ). An element ξ ∈ Q ∨ is said to be J-adjusted if ξ, γ ∈ −1, 0 for all γ ∈ ∆ + J . Let Q ∨, J-ad denote the set of J-adjusted elements.
Lemma 2.3.5.
(
Proof. First, let us show the "only if" part; by definition (2.3.4) of (W J ) af , it suffices to show
af by the assumption, it follows that x −1 α i = β, and hence xβ = α i . Therefore, we obtain r i xβ ∈ ∆ + af .
3 Isomorphism theorem.
3.1 Semi-infinite Lakshmibai-Seshadri paths.
Definition 3.1.1. Let λ ∈ P + , and set J = J λ := i ∈ I | α ∨ i , λ = 0 ⊂ I. For a rational number 0 < a ≤ 1, define SiB(λ ; a) to be the subgraph of SiB J with the same vertex set but having only the edges of the form:
note that SiB(λ ; 1) = SiB J .
Definition 3.1.2. Let λ ∈ P + , and set J :
A semi-infinite Lakshmibai-Seshadri (SiLS for short) path of shape λ is, by definition, a pair (x; a) of a de-
x s of elements in (W J ) af and an increasing sequence a : 0 = a 0 < a 1 < · · · < a s = 1 of rational numbers satisfying the condition that there exists a directed path from x u+1 to x u in SiB(λ ; a u ) for each u = 1, 2, . . . , s − 1; we express this element as:
Denote by B ∞ 2 (λ) the set of all SiLS paths of shape λ.
For the rest of this subsection, we fix λ ∈ P + , and set J :
2 (λ), we set η := (x 1 λ, . . . , x s λ; a 0 , . . . , a s ).
Proposition 3.1.3 (which will be proved in §4.2). It holds that η ∈ B(λ) for every η ∈ B ∞ 2 (λ). Thus we obtain a map :
We equip the set B ∞ 2 (λ) with a crystal structure with weights in P af as follows. We define wt : B ∞ 2 (λ) → P af by: wt(η) := wt(η) = η(1) ∈ P af . We define operators e i , f i , i ∈ I af , which we call root operators for B ∞ 2 (λ), in the same manner as for B(λ). , with π = η. Let 1 ≤ p ≤ q ≤ s be such that a p−1 ≤ t 0 < a p and t 1 = a q . Then we define e i η to be 0 = a 0
that is,
if t 0 = a p−1 , then we drop x p and a p−1 , and if r i x q = x q+1 , then we drop x q+1 and a q = t 1 .
Then we define f i η to be 0 = a 0
if t 1 = a q+1 , then we drop x q+1 and a q+1 , and if x p = r i x p+1 , then we drop x p and a p = t 0 .
(3) Set e i 0 = f i 0 := 0 for all i ∈ I af . Theorem 3.1.5 (which will be proved in §4.3).
(1) The set B ∞ 2 (λ) ⊔ 0 is stable under the action of the root operators e i and f i , i ∈ I af .
(2) For each η ∈ B ∞ 2 (λ) and i ∈ I af , we set
Then, the set B ∞ 2 (λ), equipped with the maps wt, e i , f i , i ∈ I af , and ε i , ϕ i , i ∈ I af , defined above, is a crystal with weights in P af .
Isomorphism theorem between B(λ) and B
Let V (λ) denote the extremal weight module of extremal weight λ ∈ P + over the quantized universal enveloping algebra U q (g af ) associated with g af , which is an integrable U q (g af )-module generated by a single element v λ with the defining relation that v λ is an "extremal weight vector" of weight λ (for details, see [Kas1, §8] and [Kas5, §3] ). We know from [Kas1, §8] that V (λ) has a crystal basis B(λ). The main result of this paper is the following theorem. Proposition 3.2.2 (which will be proved in §5). There exists a unique isomorphism B 0 (λ)
We write λ ∈ P + as λ = i∈I m i ̟ i with m i ∈ Z ≥0 , i ∈ I, and define
is a partition of length less than m i for each i ∈ I ; (3.2.1) we understand that ρ (i) is the empty partition if m i = 0. We equip the set Par(λ) with a crystal structure as follows: for each ρ = (ρ (i) ) i∈I ∈ Par(λ), we set
where for a partition
Then it is easily seen from the tensor product rule for crystals that
is the decomposition of Par(λ) ⊗ B into its connected components. Moreover, the map B → {ρ} ⊗ B, b → ρ ⊗ b, is bijective and commutes with Kashiwara operators. Now, we know the following proposition from [BN, Theorem 4.16 (i) ].
Proposition 3.2.3. For λ ∈ P + , there exists an isomorphism B(λ)
Also, we have the following proposition.
Proposition 3.2.4 (which will be proved in §7.2). For λ ∈ P + , there exists an isomorphism
Combining all the results above, we finally obtain
In the remainder of this paper, we will give proofs of the results above; we prove Propo- 
Lemma 4.1.2. Let x = vt ζ ∈ W af with v ∈ W and ζ ∈ Q ∨ , and let β = α + nδ ∈ ∆ + af with α ∈ ∆ and n ∈ Z ≥0 . Then, ℓ ∞ 2 (r β x) > ℓ ∞ 2 (x) if and only if v −1 α is a positive root. In particular, if β = α i for some i ∈ I af (note that α = α i and n = 0 if i ∈ I, and α = −θ and n = 1 if i = 0),
Proof. Assume that α ∈ ∆ is a negative root; note that n ≥ 1. We see by (2.1.2) that r β x =
If v −1 α is a negative root, then we have
The proof for the case that α ∈ ∆ is a positive root is easier.
In order to show (4.1.1), it suffices to verify that ℓ
The desired equality above for i = 0 follows easily from this equality, together with the computation above. This proves the lemma.
Remark 4.1.3. Let λ ∈ P + , and set J :
i ∈ I af , we deduce from Lemma 2.3.6 that r i x ∈ (W J ) af if and only if α ∨ i , xλ = 0, and from (4.1.1) that
Now we prove the "diamond lemma" for SiB J (cf. [Li2, Lemma 4.1] and [LNS 3 , Lemma 5.14]).
af , and i ∈ I af . Assume that x β − − → r β x =: y and x 
If γ is a negative root, then β = α i .
Proof. First, suppose, for a contradiction, that γ ∈ ∆ + J . Then, we must have y −1 α i ∈ ∆ + af . Indeed, suppose that y −1 α i is a negative real root. Since γ ∈ ∆ + J by our assumption, we obtain
af by the assumption, it follows from the definition of (W J ) af that α i = yy −1 α i is a negative real root, which is a contradiction. Thus, we have
We write
respectively. Since we have x β − − → r β x = y and x
J by the assumption, we see by Lemma 4.1.2 that γ 1 , γ 2 ∈ ∆ + . Also, since x, r β x = xr x −1 β , and
it follows immediately from Lemma 4.1.2 that x −1 α i = γ 1 + n 1 δ for some γ 1 ∈ ∆ + and n 1 ∈ Z.
Hence we obtain γ = −γ 1 ∈ (−∆ + ), which contradicts our assumption. Thus, we conclude that
From this equation, we conclude that r i x
Assume that γ is a negative root, and suppose, for a contradiction, that β = α i . Then we
This completes the proof of the lemma.
The following lemma can be proved in exactly the same way as Lemma 4.1.4.
Lemma 4.1.5. Let J be a subset of I. Let x ∈ (W J ) af , β ∈ ∆ + af , and i ∈ I. Assume that y := r β x β − − → x and r i x 
An inductive argument, which uses Lemmas 4.1.4 and 4.1.5, proves the following proposition.
Lemma 4.1.6. Let λ ∈ P + , and set J :
af , and assume that there exists a directed path x = y 0
there exists a directed path from r i x to r i y in SiB(λ ; a) of the form:
(2) Assume that α ∨ i , xλ > 0, and α ∨ i , y m λ ≤ 0 for some 1 ≤ m ≤ k; let l denote the minimum of all such m's. Then, β l = α i , and there exists a directed path from r i x to y in SiB(λ ; a) of the form:
(3) Assume that α ∨ i , yλ < 0, and α ∨ i , y m λ ≥ 0 for some 0 ≤ m ≤ k − 1; let l denote the maximum of all such m's. Then, β l+1 = α i , and there exists a directed path from x to r i y in SiB(λ ; a) of the form:
Lemma 4.1.7. Let J be a subset of I. Let ξ ∈ Q ∨, J-ad , and
Proof. Write β as β = α + nδ, with α ∈ ∆ and n ∈ Z ≥0 . Since z ξ t ξ , r β z ξ t ξ ∈ (W J ) af by the assumption, we see by Lemma 2.3.7 that r β ∈ (W J ) af , which implies that β / ∈ (∆ J ) af and hence
by the assumption, we see from Lemma 4.1.2 that z −1 ξ α is a positive root. Because α / ∈ ∆ J as seen above, and z ξ ∈ W J , we deduce that α ∈ ∆ + , and hence α ∈ ∆ + \ ∆ + J . We claim that r α ∈ W J . Indeed, if n = 0, then we have r α = r β ∈ (W J ) af . Hence we obtain r α = Π J (r α ) = ⌊r α ⌋ by Lemma 2.3.3 (1), which implies that r α ∈ W J . Assume that n ≥ 1. By (2.1.2), we have r β = r α t nα ∨ . Since r β ∈ (W J ) af as seen above, we have nα ∨ ∈ Q ∨, J-ad by (2.3.5). Therefore, we have nα ∨ , γ ∈ 0, −1 for all γ ∈ ∆ + J , and in particular, α ∨ , γ ≤ 0 for all γ ∈ ∆ + J . From this, we see that ξ α is a positive root, and that n ≥ 0. Therefore, we obtain ℓ(r α ) = 1 and n = 0, which implies that β = α i for some i ∈ I \ J. This proves the lemma.
Proof of Proposition 3.1.3.
In this subsection, we fix λ ∈ P + , and set J :
Hence it suffices to show that x u λ > x u+1 λ, and that there exists a directed path from x u+1 λ to x u λ in LZ(λ ; a u ). This follows immediately from the next proposition. Proof. In view of conditions (2.2.1) and (3.1.1), we need only show that write β ∈ ∆ + af as β = α + nδ with α ∈ ∆ and n ∈ Z ≥0 . We deduce from [AK, Lemma 1.4 ] that there exist i 1 , i 2 , . . . , i k ∈ I af such that Step 1. If k = 0, then we have xλ ≡ λ mod Qδ, which implies that x ∈ (W J ) af is of the form x = z ξ t ξ for some ξ ∈ Q ∨, J-ad (see (2.3.5)). First, let us show the "only if" part of (4.2.1) in this case. By Lemma 4.1.7, we have β = α i for some i ∈ I \ J. Hence it follows immediately from (4.1.2) that xλ
Next, let us show the "if part" of (4.2.1) in the case that x = z ξ t ξ with ξ ∈ Q ∨, J-ad . We see from [NS4, Lemma 2.11] that β is of the form β = α with α ∈ ∆ + , or β = −α + δ with α ∈ ∆ + .
Since β ∨ , xλ > 0, and xλ ≡ λ mod Qδ, it follows immediately that β = α ∈ ∆ + \ ∆ + J . Let ⌊r α ⌋ = r jp · · · r j 1 be a reduced expression of ⌊r α ⌋ ∈ W ; since xλ ≡ λ mod Qδ, we have
for all 1 ≤ q ≤ p. Then, by (4.1.2), we deduce that
Noting that xλ ≡ λ mod Qδ, we see that ⌊r α ⌋xλ = r α xλ = r β xλ, and hence (4.2.3) is a directed path from xλ to r β xλ. However, we have xλ β − − → r β xλ by the assumption. From these,
we deduce that p = 1, and hence ⌊r α ⌋ = r i for some i ∈ I. Since α ∨ , λ = β ∨ , xλ > 0 and r α λ = r i λ, we see that β = α = α i (see Remark 2.2.2). Therefore, it follows from (4.1.2) that
Step 2. Assume that the length k of the directed path (4.2.2) is greater than 0; for simplicity of notation, we set i := i k in (4.2.2). Since we have xλ First, let us show the "only if" part of (4.2.1). Set y := r β x, and write y −1 α i as y −1 α i = γ +mδ, with γ ∈ ∆ and m ∈ Z; we see by Lemma 4.1.4 that γ / ∈ ∆ + J . If γ is a negative root, then β = α i by Lemma 4.1.4, and hence we have xλ
Then, by Lemma 4.1.4, β = α i , and we obtain the following diagram in SiB J :
x y r i x r i y
By our induction hypothesis applied to r i x, we have r i xλ Then, β is either of the following forms: β = α with α ∈ ∆ + , or β = α + δ with −α ∈ ∆ + .
Moreover, if x = wz ξ t ξ with w ∈ W J and ξ ∈ Q ∨, J-ad (see (2.3.5)), then w −1 α ∈ ∆ + \ ∆ + J in both cases.
4.3 Proof of Theorem 3.1.5.
We prove part (1) only for e i ; the proof for f i is similar. Let η = (x 1 , . . . , x s ; a 0 , . . . , a s ) ∈ B ∞ 2 (λ) and i ∈ I af be such that m η i ≤ −1. Define t 0 , t 1 ∈ [0, 1] by (2.2.4) (for η and i ∈ I af ), and let 1 ≤ p ≤ q ≤ s be such that a p−1 ≤ t 0 < a q and t 1 = a q . By the definition of e i , we have 0 = a 0
if t 0 = a p−1 , then we drop x p and a p−1 , and if r i x q = x q+1 , then we drop x q+1 and a q = t 1 . We need to show that
(ii) if t 0 = a p−1 (resp., t 0 = a p−1 and p > 1), then there exists a directed path from r i x p to x p (resp., to x p−1 ) in SiB(λ ; t 0 ); (iii) for each p ≤ u ≤ q − 1, there exists a directed path from r i x u+1 to r i x u in SiB(λ ; a u ); (iv) if r i x q = x q+1 , then there exists a directed path from x q+1 to r i x q in SiB(λ ; t 1 ) = SiB(λ ; a q ).
Proof of (i). As mentioned in Definition 2.2.6 (1), the function H η i (t) is strictly decreasing on [t 0 , t 1 ]. Therefore, we see that α
and hence r i x u ∈ (W J ) af by Lemma 2.3.6.
Proof of (ii). Since α ∨ i , x p λ < 0 as above, we have r i x p α i − − → x p in SiB J by (4.1.2). By applying [Li2, Lemma 4.5 c)] to η ∈ B(λ) and t 0 ∈ [0, 1], we deduce that t 0 α ∨ i , x p λ ∈ Z, which implies that the edge r i x p α i − − → x p above is an edge in LZ(λ ; t 0 ). Thus we have shown (ii) in the case that t 0 = a p−1 . Assume next that t 0 = a p−1 and p > 1. By the assumption, there exists a directed path from x p to x p−1 in SiB(λ ; a p−1 ) = SiB(λ ; t 0 ). By concatenating this directed path with r i x p α i − − → x p obtained above, we obtain a directed path from r i x p to x p−1 in SiB(λ ; t 0 ).
Thus we have shown (ii).
Proof of (iii). Fix p ≤ u ≤ q − 1. Let x u+1 = y 0
path from x u+1 to x u in SiB(λ ; a u ). Since H η i (t) is strictly decreasing on [t 0 , t 1 ], we see that α
Therefore, it follows from [Li2, Remark 4.6] that α ∨ i , y l λ > 0 for all 0 ≤ l ≤ k, and hence that there exists a directed path from r i x u+1 to r i x u in SiB(λ ; a u ) by Lemma 4.1.6 (1).
Proof of (iv). By the definition, there exists a directed path from x q+1 to x q in SiB(λ ; a q ). By the definition of t 1 , we see that α ∨ i , x q+1 λ ≥ 0 and α ∨ i , x q λ < 0. Therefore, it follows from Lemma 4.1.6 (3) that there exists a directed path from x q+1 to r i x q in SiB(λ ; a q ).
Thus we have proved part (1) of Theorem 3.1.5. Next, let us prove part (2). We see from the definition of root operators that for all η ∈ B ∞ 2 (λ) and i ∈ I af ,        wt(η) = wt(η), .2.4) (resp., (2.2.5)) for η 1 (resp., η 2 ) and i ∈ I af ; note that H η 1 i (t) (resp., H η 2 i (t)) is strictly decreasing (resp., increasing) on [t 
Proof of Proposition 3.2.2.
Throughout this section, we fix λ ∈ P + , and set J :
Extremal elements in
We know from [Kas1, §7] that the affine Weyl group W af acts on B(λ) by Proposition 5.1.1 (cf. [Kas5, Conjecture 5.11 ]; see also Remark 2.3.1). The following equality holds:
Proof. Write λ ∈ P + as λ = i∈I m i ̟ i with m i ∈ Z ≥0 , i ∈ I. Then we know from [BN, Remark 4 .17] (see also [Kas5, §13] ) that there exists an embedding Ψ :
. Recall that for each i ∈ I, u ̟ i ∈ B(̟ i ) is an extremal element of weight ̟ i in the sense of [Kas1, Definition 8.1 .1]; in particular, we have wt(xu ̟ i ) = x̟ i , ε j (xu ̟ i ) = max 0, − α ∨ j , x̟ i , and ϕ j (xu ̟ i ) = max 0, α ∨ j , x̟ i for every x ∈ W af and j ∈ I af . From these, using the tensor product rule for crystals, we can show by induction on ℓ(x) (see also [AK, Lemma 1.6] ) that Ψ(xu λ ) = i∈I (xu ̟ i ) ⊗m i for all x ∈ W af . Therefore, we deduce that
Also, we know from [Kas5, Lemma 5.6 ] that
Let us show the opposite inclusion. Let x ∈ W af be such that xu λ = u λ . By (5.1.2), we have xu ̟ i = u ̟ i for all i ∈ I \ J; in particular, x̟ i = ̟ i for all i ∈ I \ J since the weight of xu ̟ i is equal to x̟ i . We write x as x = wt ξ with w ∈ W and ξ ∈ Q ∨ . Then, for all i ∈ I \ J, we have ̟ i = x̟ i = w̟ i − ξ, ̟ i δ by (2.1.1), and hence w̟ i = ̟ i and ξ, ̟ i = 0. Therefore, we deduce that w ∈ W J ⊂ (W J ) af , and ξ ∈ Q ∨ J , which implies that t ξ ∈ (W J ) af . Thus we obtain x ∈ (W J ) af , and hence (W J ) af ⊃ x ∈ W af | xu λ = u λ . This completes the proof of the proposition. k ip η y = (r ip y, y ; 0, k/n, 1) for 0 ≤ k ≤ n; in particular, we obtain f n ip η y = η r ip y . From these, we deduce that
as desired. The proof for the case that n = α ∨ ip , yλ < 0 is similar. If n = α ∨ ip , yλ = 0, then we have r ip η y = η y by the definition. Also, we see that y −1 α ip ∈ (∆ J ) af , and hence r y −1 α ip ∈ (W J ) af (see Remark 2.3.1). Hence it follows that Π J (r ip y) = Π J (yr y −1 α ip ) = Π J (y) = y. Therefore, we deduce that
as desired.
Remark 5.1.2. It follows from (5.1.6) that η x ∈ B ∞ 2 0 (λ) for all x ∈ (W J ) af .
N -multiple maps.
Proposition 5.2.1. Let N ∈ Z >0 . There exists a unique injective map σ N :
for b ∈ B 0 (λ) and i ∈ I af , where we understand that σ N (0) = 0.
Proof. We know from [NS1, Theorem 3.7] that there exists an injective map ι N : B 0 (λ) ֒→ B 0 (Nλ) such that ι N (u λ ) = u N λ , and
for b ∈ B 0 (λ) and i ∈ I af , where we understand that ι N (0) = 0. Write λ as λ = i∈I m i ̟ i , with m i ∈ Z ≥0 , i ∈ I 0 . We deduce from [BN, Remark 4 .17] (see also [Kas5, §13] ) that there
, Also, we know from [Kas5, §10] that for every i, j ∈ I, there exists an isomorphism
Combining the above, we see that B 0 (Nλ) is isomorphic, as a crystal, to the connected component of B containing u.
From [BN, Remark 4 .17], we deduce that there exists an embedding B 0 (λ) ⊗N ֒→ B of crystals that maps u ⊗N λ to u; note that the connected component of B containing u (which is isomorphic as a crystal to B 0 (Nλ)) is contained in the image of the embedding B 0 (λ) ⊗N ֒→ B of crystals.
Hence we obtain an embedding ι Because
, we can prove the following proposition in exactly the same way as [Kas4, Proposition 8.3.2 (3) ] and [NS1, Proposition 3.12].
Since c, λ = 0, we see that
Define N λ ∈ Z >0 to be the least common multiple of the integers in the finite set
Proof. If u = 0 or s, then the assertion is obvious. Assume that 1 ≤ u ≤ s − 1. By the definition of a SiLS path, there exists a directed path from x u+1 to x u in SiB(λ ; a u ); in particular, there exist x, y ∈ (W J ) af and β ∈ ∆ + af such that
af , and hence r x −1 β ∈ (W J ) af by Remark 2.3.1. Therefore,
af , which is a contradiction. This proves the lemma.
Let N ∈ Z >0 be a multiple of N λ . We define
2 (λ). Note that k u := Na u ∈ Z for all 0 ≤ u ≤ s by Lemma 5.2.3. Now we set 
for all η ∈ B ∞ 2 (λ) and i ∈ I af , where we understand that σ N (0) = 0.
Proof. First, we define a map B 
and set B(λ)
Also, for π ∈ B(λ) and i ∈ I af , we define e i π and f i π in exactly the same way as in Definition 2.2.6;
we deduce from [Li2, Lemma 2.7 ] that e i π, f i π ∈ B(λ) * N ∪ {0}. Now, for π ∈ B(λ) and i ∈ I af , define ε i ( π) and ϕ i ( π) as in (2.2.6). Then we deduce from [Li2, Lemma 2.7] that the set B(λ) * N , equipped with the maps wt, e i , f i , i ∈ I, and ε i , ϕ i , i ∈ I, is a crystal with weights in P af , and that the map κ :
For π ∈ B(λ), we define ι N (π) by (ι N (π))(t) := Nπ(t) for t ∈ [0, 1]; it is easily seen that Nπ ∈ B(Nλ). Thus we obtain an injective map ι N : B(λ) ֒→ B(Nλ). We know from [Li2, Lemma 2.4 
for π ∈ B ∞ 2 (λ) and i ∈ I af , where we understand that ι N (0) = 0. Observe that for every η ∈ B ∞ 2 (λ), the element ι N (η) ∈ B(Nλ) is identical to the element κ(σ N (η)) ∈ B(λ)
* N (as a piecewise-linear, continuous map from [0, 1] to R ⊗ Z P ). The equalities in (5.2.3) follow immediately from this fact and Remark 4.3.1 (2). Let us show the equalities in (5.2.4). We give a proof only for e i , i ∈ I af ; the proof for f i , i ∈ I af , is similar. Let η ∈ B ∞ 2 (λ) and i ∈ I af be such that e i η = 0; note that e i η = 0, and e and hence κ(σ N (e i η)) ∈ B(λ) * N is of the form:
Here, we have
. Combining this with (5.2.6) and (5.2.8), we obtain
From this and (5.2.5), we deduce that
This completes the proof of the proposition.
Proof of Proposition 3.2.2.
Lemma 5.3.1. Let X be a monomial in the Kashiwara operators, i.e., X = g m g m−1 · · · g 2 g 1 with g k ∈ e i , f i | i ∈ I af for 1 ≤ k ≤ m.
(1) If Xu λ = 0, then Xη e = 0. We set 
(2) If Xη e = 0, then Xu λ = 0. Let N ∈ Z >0 be a multiple of N λ , and write σ N (Xη e ) as
Proof. We give a proof only for part (1); the proof for part (2) is similar. We proceed by induction on m. If m = 0, then the assertion is obvious. Assume that m > 0, and take
Then, by our induction hypothesis,
Y η e = 0, and σ N (Y η e ) = η y 1 ⊗ · · · ⊗ η y N . Also, we see from the tensor product rule for crystals, using (5.1.5), that
, and hence that
for some p 1 , . . . , p N ∈ Z ≥0 with p 1 + · · · + p N = N, then it follows from the tensor product rule for crystals, together with (5.1.5), that
Since g 
for some x 1 , . . . , x N ∈ (W J ) af and y 1 , . . . , y N ∈ (W J ) af . Then, by Lemma 5.3.1 (1), 
with µ 0 ≡ Λ mod Qδ, where µ m = r i m+1 · · · r i k xΛ for 0 ≤ m ≤ k. We show the assertion by induction on k. Assume that k = 0; observe that in this case, x = z ξ t ξ for some ξ ∈ Q ∨, K-ad since xΛ ≡ Λ mod Qδ. It follows from Lemma 4.1.7 that β = α i for some i ∈ I \ K, and hence the assertion follows immediately from Claim 1. Assume that k > 0. For simplicity of notation, we set y := r β x ∈ (W K ) af and i := i k . Then, by (4.1.2), we have x 
This proves the lemma.
Proof of Proposition 7.1.2. First, we prove that each connected component of B ∞ 2 (λ) contains an element of the form (7.1.1) with ξ s = 0. Let η ∈ B ∞ 2 (λ); recall that η ∈ B(λ) by Proposition 3.1.3. From [NS4, Theorem 3.1 (2)], we know that there exists a monomial X in the root operators e i and f i , i ∈ I af , such that (Xη)(t) ≡ tλ mod Rδ for t ∈ [0, 1]. Because the map : B 
