Statistical Disclosure Control is the collective name for a range of tools that data providers such as government departments use to protect the confidentiality of individuals or organizations. When the published tables contain magnitude data such as turnover or health statistics, the preferred method is to suppress the values of certain cells. Assigning a cost to the information lost by suppressing any given cell creates the -Cell Suppression Problem‖. This consists of finding the minimum cost solution which meets the confidentiality constraints. Solving this problem simultaneously for all of the sensitive cells in a table is NP-hard and not possible for medium to large sized tables.
INTRODUCTION
In today's -Knowledge Economy‖ many organisations hold large amounts of data gathered from a variety of sources, some of which they wish to publish, sell, or otherwise exploit and disseminate, whilst respecting the privacy of individual sources. As for their counterparts in most countries, the UK's Office for National Statistics (ONS) has a duty to protect the confidentiality of -sensitive‖ data in published tables, achieving this via a number of approaches collectively known as Statistical Disclosure Control (SDC) [13] . One widely-used method is to suppress not only the values of the sensitive cells in a published table, but also those of some additional -secondary‖ cells. These are chosen to prevent the calculation of the sensitive cells' values while keeping information loss to a minimum. To use an analogy, the problem is similar to that of creating a Sudoko problem where it is impossible to assign a value to one or more specified cells. The equivalent optimization task would be to find a version of the Sudoko table in which as many cells as possible have their values published (or can be calculated), while still meeting the -impossibility‖ constraint. In practice, an attacker can identify the minimum and maximum possible values of the suppressed cells by solving two similar linear programmes (LPs) per cell. The table is considered -protected‖ if an attacker is unable to estimate the sensitive cells' values within specified limits.
Fischetti & Salazar [5, 6] have formulated this -cell-suppression‖ problem as a complex Mixed Integer Programme (MIP) and optimally solve it (for small tables) using Benders decomposition and branch-&-cut with valid inequalities. Integral to their approach is the construction of approximate bounds via an efficient LP-based heuristic procedure from [7, 9] . This constructs a solution by processing a specified sequence of the sensitive cells, gradually building up a secondary suppression pattern so as to meet the protection constraints, while minimising information loss.
This MIP approach has been incorporated into widely used tools such as Tau-Argus [10, 12] , along with a range of existing heuristic approaches. However, the current tools leave much to be desired. As currently implemented, the output from the LP heuristic is not available to the user, and because of the large numbers of constraints and variables, the -optimal‖ approach is only possible for tables with a few hundreds (or at best very few thousands) of cells. Compared to the size of tables that ONS and other national statistics agencies wish to publish, these are tiny. To give an example, an analysis of industrial activity broken down by region and activity type might have millions of cells and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. several dimensions, each with different levels of hierarchy. For some types of tables optimal methods based on a -network flow‖ formulation are possible for larger tables, and recently a Hybrid Genetic approach has been proposed to extend the scalability of this approach [1] . However these are not applicable to multidimensional or hierarchical tables. Alternative heuristic approaches such as the Hypercube method [12] can be used to protect larger tables, but it is well known that even on smaller tables they significantly -over-protect‖ -causing significantly greater than necessary information loss.
In this paper we describe the development and analysis of a heuristic method for solving larger tables. The approach adopted uses an evolutionary algorithm to optimize the sequence in which the sensitive cells are fed into the linear programme (incremental attacker heuristic) from [6] , to build up a suppression pattern. We compare our approach with several fixed heuristics for ordering the sensitive cells, and to the use of local search methods. We also compare the effects of different mutation operators (equivalently search neighbourhoods) for the Genetic Algorithm (respectively local search).
The rest of this paper proceeds as follows. Section 2 provides a mathematical formulation of the cell suppression problem and of the linear programs used to solve the relaxed incremental version. Section 3 describes our experimental framework and the data sets used for this study. Section 4 describes the results and in Section 5 we draw conclusions and suggest future work.
BACKGROUND

A Model of the Cell Suppression Problem
Fischetti & Salazar [6, p1010] give the following formal definition of the Cell Suppression Problem (CSP):
A 
where 
In fact for the purposes of this research -less/more than or equal to‖ inequalities in expression (3) are replaced by -strictly less/more than‖ inequalities to be consistent with ONS' understanding of protection limits. This is not a trivial distinction given that table data values and protection limit values tend to be integer and often small. The result is usually a distinctly larger set of suppressed cells when the table has many integer values, i.e. frequency tables and certain magnitude tables.
Knowing the external bounds lbi and ubi for all cells i = 1,…, n and which cells have been suppressed in the published table, an attacker will try to discover the minimum and maximum possible values, of each cell. For a given sensitive cell ik, solving an LP to minimize (maximize) ik y subject to constraints (2) provides the minimum (maximum) possible values f i
To conform to the ONS understanding of sufficient protection, we apply a modified version of the standard model which state that the sensitive cell ik sufficiently protected if the solutions to these LPs satisfy min( y ik ) < LPLk and UPLk < max( y ik ). It has been asserted that if this condition is satisfied for all sensitive cells ik. then the whole table is feasible, i.e., sufficiently protected [ibid] . However, given that the attacker will not know which of the suppressed cells are the sensitive ones, this condition should really be satisfied not just each sensitive cell ik, but also for each secondarily suppressed cell within the set SUP. If not, then the values of certain secondarily suppressed cells might be guessed, subverting the protection of the sensitive cell. Table 1 
The Incremental Attacker
Fischetti & Salazar [6] state that their branch-and-cut (BC) approach finds an optimal set of secondarily suppressed cells that guarantees protection for all sensitive cells in a table. The approach is sophisticated, time-consuming and identifies optimal solutions only for moderately sized tables. However, the authors do make use of a fast heuristic to find incumbent solutions at each node of the BC tree, based on a heuristic procedure from Kelly et al. [7] and Robertson [9] . The heuristic starts by taking as input a set SUP of suppressed cells that is initially equal to the set of sensitive cells {i1, …, ip} and given sequence in which those cells are considered. For each cell in the sequence, the set SUP is then augmented by solving two LPs. These use the cell weights, consistency equations, upper & lower bounds, and upper & lower protection limits provided by Tau-Argus to determine what extra cells must be suppressed to satisfy the protection requirements. These are added to SUP and the process iterates to protect the next sensitive cell in the sequence.
The sequence used is heuristically determined according to decreasing weight in [6] , but our preliminary experimentation confirmed that even for a table with only 70 cells, the ordering can make as much as 30% difference to the total cost. Thus, in our method the permutation is the key decision, as it defines the solution space in our Evolutionary Algorithm.
The first LP, known as the UPL incremental attacker problem, identifies which cells need to be added to the set SUP so as to guarantee that a given sensitive cell ik is protected with respect to its upper protection limit UPLk. For a given ik, the LP is:
is the attacker's estimate of the value of sensitive cell i{1,…, n} so that the non-negative decision variables y ik  and y ik  are respectively the deviations above and below of yi from the cell value ai. As noted above, the working definitions of protection used at ONS are stricter than those used in the formal model, and experimentation has revealed other subtle problems.
METHODOLOGY 3.1 DataSets
38 data sets were provided by ONS in the -.jj‖ format as output by Tau Argus. Of these 4 were real world tables (two nonhierarchical and two hierarchical.). Another four were hierarchical data tables from the Tau-Argus distribution. The remaining thirty non-hierarchical magnitude datasets were created from XXX's randomised data set generator, a sophisticated tool which can be tuned to replicate the distribution of values typically found in different types of tables. There were 5 randomly created instances for each of the following classes: By instruction of ONS we assumed that the Sliding Protection Level SPLk was zero for all cells. It is worth repeating that the "optimal" method either failed to load, or ran for several hours without reporting a solution for all of these tables.
Algorithms
The algorithms were implemented in the C++ language using the open source COIN-OR framework -in particular the OSI framework for defining LP problems and the CLP solver [4] . All code was compiled using the open-source gcc compiler and experiments run on a Dell 1950 server with twin dual-core processors and 4GB RAM. Initial experimentation showed that the code ran approximately five times faster when using a commercial LP solver such as CPLex [3] , but the large number of runs required the use of a cluster and public domain software.
The experiments were designed to determine whether there was any benefit to the use of a population-based approach as opposed to a simple local search method. A second goal was to determine the effect of changing the way in which solutions are perturbed by mutation (in the GA) or in the Local Search routine. In order to explain the results better we begin by describing the working of the Genetic Algorithm used:
1. An initial population of potential solutions (i.e. orderings of the sensitive cells) is created using the following heuristics:  Ordered by weight (cost) of the cells as per [6] .  Ordered by rows and then columns.
 Ordered by rows/columns working backwards  Using random permutations 2. Each solution in this population is evaluated by creating the suppression set and counting its total cost.
3. Two parents are selected by tournament and an offspring produced by recombination, then mutation.
4. The new offspring is evaluated and compared to the member of the population with the highest cost, replacing it if the offspring's cost is lower.
5. If the criteria for ending the run has been met, the process stops, otherwise it returns to step 3.
This framework was explicitly designed to be flexible and allow the use of different mutation operators to perturb existing solutions. For Local Search the population size is simply set to 1. Preliminary work showed population sizes of 50 to be too large, since on the bigger tables the time-allowance was used before the initial population had been evaluated -i.e. before the processes of simulated evolution had time to create and select new lower-cost solutions. In the light of this experience we used a population size of ten for the Genetic Algorithm.
Tournament selection was chosen as it has been proven to give reliable and fast optimisation behaviour with rapid convergence to high quality solutions (see e.g. [10] ). The recombination operator used was Davis' permutation-specific -Order-based‖ crossover which was specifically designed, (and has been proven successful) to mix the absolute order in which items -in our case primary cells -occur on the two parents, but also to preserve that information where it is common to both parents, i.e. it has been -learnt‖ by the algorithm.
Three different neighbourhood generation operators were used for the Local Search/Mutation steps, namely:
 Insertion: pick two random values in the permutation, and move the second to just behind the first, moving the intermediate elements along to accommodate the change.
 Swap: swap the position of two randomly chosen elements.
 Inversion: reverse a randomly selected sub-string.
Methodology
For each of the six algorithms (LS-Swap, LS-Insert, LS-Invert, GA-Swap, GA-Insert and GA-Invert) five runs were made on each of the thirty eight tables provided. All runs used the following termination criteria, stopping whichever occurred first:
 3 hours of computer time were used up  10000 evaluations were used  1000 solutions had been evaluated and tested with no improvement noted  The population mean cost was within 99% of the best cost for 100 successive iterations (not used for local search).
For each run we recorded the cost of the best solution found, the number of evaluations after which it was found, and the suppression set. The final suppression set was then fed back in to the maximum and minimum attacker programs to determine whether it could be estimated to within its protection limits.
The results from each run were analysed using the statistical package SPSS. A general linear model was built using the cost of the best solutions found as the dependent variable, and the table type, data seed, population size and mutation operator as contributing factors. Analysis of Variance was used to determine the significant factors and their interactions. When this suggested that a factor was significance, we used post-hoc testing with the LSD and Tamhane's T2 tests (which does not assume equal variances) to examine the significance of pair-wise differences.
RESULTS
Results Using Absolute Cost of Solutions
Initial inspection of the data showed that even for the same table size, the differences in the values of the results obtained depended far more on the contents of the table, (i.e. on the value used to seed the randomised table creation process) than on the approach taken. Naturally the size of the table was also a major contributing factor, since bigger tables with more primary cells almost inevitably had higher cost solutions associated with them. This caused certain problems with the data analysis since it tended to skew the outcome of the analysis in favour of those approaches which performed better on the larger tables Statistical analysis confirmed that the population size and mutation operator were not the dominant factors -and although the Local Search approaches had a lower mean score than the GA-based ones, the confidence in the difference was only 90.6%.
As the variances were similar we used the LSD test to examine the significance of the choice of mutation operator. This revealed that with over 95% confidence the Swap operator produced lower cost solutions than the Invert and the Insert, in that order.
While the analysis of the strength of different effects has to be treated with caution, a highly significant finding was that in every case the result obtained was better than that produced by any of the original heuristics. In fact the order-by-rows heuristic was found to provide better initial solutions than any of the others tested such as order-by-weight. In this light, it was decided to undertake a further analysis where the results on each table are normalized relative to the cost of the equivalent orderby-weight solution. This metric indicates the relative magnitude of the improvement found over current methods, and partially alleviates the strength of the table as factor. it is necessary to look at the min/max columns The first point that is immediately apparent is the wide range of results. Despite the normalization, there were significant differences not merely between different types of tables, but also within types according to the seed used for the data generator. For most tables the improvement over the heuristic is between 15-20%, and the mean improvement (across all algorithms and tables) is 11%, However, for some tables most of the algorithms find solutions with only 28% of the cost of the initial solutions.
Results Using Relative Cost
Given the time constraints, for the larger tables with more sensitive cells, the improvement is sometimes less than 10%. To give an example, for the 4000 x 10 tables with more sensitive cells, the algorithms do not have time to more than 10-30 solutions, but even so cost reductions of between 8% and 24% are observed with Local Search. It is reasonable to expect that given a more efficient solver, and using techniques such as -cutting planes‖ to improve the LP part of the process, would permit more effective heuristic search within the time allowed. Table 2 shows an analysis of the number of tables for which each algorithm produced the sole or equal best solution using the minimum and mean values over all runs. According to the metric of the mean performance, the GA-Inversion produces the best performance on nearly half of the tables. When the Local Search algorithms are considered in isolation, again we see that the inversion operator produces the lowest mean solutions on more tables than the others. The higher numbers evidenced for the -minimum‖ performance reflect the fact that on several tables many of the algorithms found the same quality solution over 5 runs, but not with the same reliability. Analysis of Variance testing of these results shows that the ordering of the results changes. In this case it appears that there is a population size of 1 is preferable to that of 10 -i.e. Local Search outperforms the GAand that the Swap mutation operator gives the best results, both with above 95% confidence. However these ANOVA results must be treated with caution. Clearly they are at odds with the rankings from Table 2 , and again analysis of the strength of the different effects shows that the overwhelming influence is the table/seed, and the -better‖ results of the LS-Swap algorithm are caused by dramatically better performance than any of the population-based approaches on a few particular tables. However the overwhelming factor is the observed difference in results comes from the choice of -seed‖ used to create the tables. Thus, for example, in some cases (200x5, 200x50, 4000x10) there is considerable difference between the minimum costs tables for different instances (seeds), so comparisons based on variance and absolute costs must be treated with a certain amount of caution. GAs terminate an order of magnitude faster than the Local Search algorithm. Inspection shows that on these problems the best performance comes from one of the Local Search algorithms rather than one of the GAs.
 On other problems -e.g. 4000x10 tables with 10% sensitive cells, typically ten or less solutions are tested, so the GA's -budget‖ is spent creating the initial solution. Again, inspection shows that on these tables the Local Search algorithms perform better. However, further analysis shows that the upper parts of the box-plots for 4000 x 10 tables correspond to those tables with fewer primary cells (0.02 sensitive). For these tables the GAs outperform the Local search, even though they typically only have time for 20-30 iterations.
 On the rest of the problems the number of solutions evaluated by the two approaches is similar, but results confirm that the use of a population is beneficial there.
A breakdown of the reasons for each run's termination, grouped by algorithm and table type, confirms the first observation that for some types of problem the Genetic Algorithms usually terminate because the population-convergence rule is being invoked.
Given that the size of the permutations involved (typically >>100 elements), it would appear that the parameter of 100 iterations of convergence does not offer enough time for those chance mutations to occur which would yield improvement.
Analysis of the runtime log files for the Local Search algorithms confirms that the gap between improvements may often be more than 100 mutation steps. Therefore it is highly likely that increasing this value would give the population-based methods more scope for improvements.
Removing the Convergence Criteria
To examine this hypothesis we removed the convergence condition, and ran a set of experiments using the GA-Inversion algorithm on those tables where the Local Search had previously proved more effective than the GA: namely the 200 x 5 and 200 x 50 with seed 12345 and both sensitivity values, and the 654 x 14 and 14 x 1433 tables.
The effect on the cost of the best solutions found is given in Table 3 . To summarise, in every case improvements are found, and the resulting values are better than the best mean results reported from the initial experiments. Table 4 shows the effect of reduced suppression set -again lower in every case but two, where the same size set is found, but the contents must be different since the cost is lower. 
ANALYSIS AND CONCLUSIONS
The results presented above clearly indicate that in every case the use of a meta-heuristic search strategy is beneficial. Solutions to the Cell Suppression Problem are found with lower information loss than are achieved via the current -order-byweight‖ heuristic. In cases where the heuristic are able to run for a significant number of iterations, the improvement is as much as 72%. As expected, the results demonstrate that the total numbers of cells, rows and columns are major factors in determining the magnitude of the improvements attainable. Since these factors directly affect the number of constraints which must be dealt with by the Linear Programmes, they directly relate to the run-time needed to evaluate the partial solution for each primary cell. For the same reasons the proportion of sensitive cells to be protected is also a factor. Since most runs terminate due to the time criteria, it is reasonable to expect that a faster LP implementation would permit greater numbers of iterations and hence better results. The time allowed is dictated by the practical constraints of the workplace. For more subtle reasons, the specific cell contents can have a major effect. This if one respondent is much the biggest, then the corresponding cell will dominate the marginal totals in which they participate, and so it may be necessary to suppress many other cells, regardless of the order in which the primaries are considered.
The comparison between the Local Search and the Genetic Algorithm is less clear cut. Clearly removing the -convergence‖ criteria for termination makes the GA outperform the Local search, but the difference is not as dramatic as might be expected. There are a number of possible reasons for this. The first is that the search landscapes contain relatively few local minima, and that the high quality ones have large basins of attraction, so that the Local Search method is successfully locating near-optimal solutions.
A possibly more plausible explanation, given the small population size, high selection pressure and the improvements noted in Section 4.3, is that the GA is rapidly converging, and so the potential benefits of crossover are not being fully exploited.
One very noticeable factor is that there is clearly no single -winner‖ in terms of which mutation/neighbourhood operator to use. For permutation-based problems such as the Travelling Salesperson, where it is the adjacency of elements in a sequence that determines the quality of the solution, inversion may be consider the elemental landscape operator since it breaks the fewest links. However, that is not the case for this problem, where it is very much the relative order of elements that matters. To see why, imagine two cells on the same row that need protecting. If the smaller one is considered first it may lead to only a few small cells being added to the suppression set, and it is quite possible that when the larger primary cell is considered more, high value cells may need to be suppressed, or possibly even the marginal (row total). If this is thev case, then clearly considering the larger cell first leads to fewer cells being suppressed overall. Given this observation, our initial expectation was that either the swap or the insertion operator would prove to be the most effective. The results clearly show that this is not so, and in fact the picture for local search is more mixed than for the GA, where the inversion is a more clear -winner‖. This suggests that the landscapes do in fact contain complicated structures regardless of the underlying operator rather than just a single basin of attraction. Given these results, our in future work we will examine the use of self-adaptive operator choice as examined in e.g. [8] .
For future work we intend to simulate the effect of a more efficient implementation by allowing the algorithms a longer run time. However, we also intend to focus on applying more sophisticated representations and operators that simultaneously cluster the sensitive cells into small groups that can be fed into a modified version of the LP, and optimize the order in which the groups are presented to the LP.
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