Recent compilers offer a vast number of multilayered optimizations targeting different code segments of an application. Choosing among these optimizations can significantly impact the performance of the code being optimized. The selection of the right set of compiler optimizations for a particular code segment is a very hard problem, but finding the best ordering of these optimizations adds further complexity. Finding the best ordering represents a long standing problem in compilation research, named the phase-ordering problem. The traditional approach of constructing compiler heuristics to solve this problem simply cannot cope with the enormous complexity of choosing the right ordering of optimizations for every code segment in an application.
of the code in its original state. Although a number of works have used complete sequence prediction to select the best compiler optimizations [8, 13, [44] [45] [46] , there has been no recent work using this technique to tackle the phase-ordering problem.
The framework proposed in this article, MiCOMP, belongs to the second category. Our work represents the first attempt to use machine learning models for predicting the speedup of a complete optimization sequence rather than individual optimizations. We characterize applications as a vector of dynamic features that are independent from the target architecture. Predicting the complete optimization sequence to apply to a piece of code, i.e., complete sequence prediction, provides the benefit of only requiring a single-round of feature collection of the code before any optimizations are applied to it. In order to use classic machine learning algorithms with the phase-ordering problem, we adapt an encoding scheme to transform variable-length vectors of optimizations into fixed-length vectors. Our prediction models are trained off line; program features and different compiler configurations are fed as inputs. As outputs, a prediction model generates a speedup number without the need to actually run the code on the target architecture. Additionally, we define exploration heuristics to find the best models in the shortest time. Our metric of time is defined as the minimum number of predictions from the model to obtain the best version of the code being optimized. The heuristic is based on Adjusted Cosine Similarity [49] to correlate different configurations of optimizations with their corresponding predicted speedups across all the training data. A recommendation algorithm enables us to explore only a fraction of the configuration space to reach the best speedups rather than state-of-the-art sorting/ranking [13, [44] [45] [46] . In our experimental results, we show that our technique outperforms LLVM's highest optimization level of -O3 within just a few predictions (up to three in the worst observed case). We also show quantitative comparisons with respect to state-of-the-art techniques. We select the full set of applications from the Ctuning Cbench benchmark [19] to assess and evaluate the benefits of the proposed approach and to prove its feasibility. The main contributions of the proposed approach are:
-We propose an independent predictive-modeling framework, capable of capturing the correlation between different compiler optimizations and their predicted speedup without having to run optimized code variants on the target platform. Our autotuning framework can be paired with any desired predictive model. We use existing algorithms to create a custom machine learning framework for mitigating the long-standing phase-ordering problem in compilers. Thus, MiCOMP represents an independent predictive-modeling framework. -We clustered different compiler optimizations (all taken from LLVM's O3) into five different groups. The order of optimizations within a group is internally fixed, but the ordering of the groups can be altered. In this work, these groups are called sub-sequences and we exploit the phase-ordering by using these sub-sequences rather than the individual optimizations. By starting from no optimization (as baseline) and exploring different orderings of the subsequences using the same optimizations available to -O3, we outperformed -O3. -We adapted a simple mapping technique to encode an optimization sequence into a fixedlength bit string. The proposed technique transforms a variable-length representation to a fixed-length feature vector representation, enabling us to apply traditional machine learning algorithms, since they are mostly designed to cope with fixed-length feature vectors. -We adapted a Recommender System (RS) approach to speed up the search for good sequences of optimizations with respect to a state-of-the-art ranking approach. We enhance the search not only by considering already predicted speedups, but also by increasing diversity with respect to previously analyzed sequences. Thus, the proposed methodology offers better recommendations since it explores a larger space than previous state-of-the-art approaches, while reducing the risk of falling into local minima.
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The rest of the article is organized as follows. Section 2 presents the related work, while Section 3 introduces our proposed methodology and its components. In Section 4, we present the experimental results and we assess the results by means of several comparisons in Section 5. We conclude the article with some ideas for future work and conclusions.
RELATED WORK
Literature [7] on the phase-ordering problem is closely related to the problem of selecting the best set of compiler optimizations in a fixed ordering. Recent literature can be classified into two main classes: (1) Autotuning and iterative compilation approaches and (2) Applying machine learning to the problem of optimization selection.
Autotuning addresses automatic code-generation and optimization by using different scenarios and architectures. It deals with building techniques for automatic optimization of different parameters in order to maximize or minimize the satisfaction of an objective function. An autotuning strategy consists of coupling the approach with a random generation of code variants at each run. This technique can generally improve application performance in reference to static-hand-crafted compiler optimization sequences [2] . Early works investigated the applicability of iterative compilation on embedded applications to outperform hand-craft optimizations [1, 12] . The authors explored the non-linear transformation space and found the fastest execution time in a fixed number of evaluations. In this approach, they used profile feedback in the form of execution time that searched a large but restricted transformation space to find better results. They achieved a Top-30% speedup by exploring 0.25% of the optimization space. We will show that MiCOMP's prediction model speeds up the iterative search and achieves a Top-10% of the available speedup by exploring less than 0.001% of the optimization space. Given the complexity of the iterative compilation problem, it has been shown that applying compiler optimization sequences at random can be as good as using other algorithms, such as genetic algorithms or simulated annealing to choose which optimizations to apply [2, 13, 15] . Other authors [4, 10] explored compiler Design Space Exploration (DSE) techniques jointly with architectural DSE for Very Long Instruction Word (VLIW) architectures.
Applying machine learning to the problem of selecting the best compiler optimizations has been extensively investigated by many researchers in the past. Proposed methodologies [14, 18, 27, 35, 36, 53] were among the first notable works introducing the use of machine learning to solve compilation problems. Recent related work [5, 8, 9, 44, 45] also tackled the problem of selecting the best compiler optimizations to apply by utilizing Bayesian Networks with an applicationindependent characterization technique, predictive modeling with dynamic characterization, and predictive modeling with compiler representations (Intermediate Representation (IR)). Different objective functions have been used with machine learning on the problem: (1) A speedup predictor takes as input both the characterization of the program being compiled and an optimization sequence, and it predicts as output the speedup when applying that optimization sequence relative to a default optimization setting. [13, 44, 45] (2) A sequence predictor characterizes a program being compiled and uses it as input to a model, and the model predicts a probability distribution of optimizations to apply to that program [2, 5, 8, 47] . (3) A tournament predictor [46] takes as input a triple corresponding to the characterization of the program and two optimization sequences. This model predicts whether the speedup after applying the first optimization sequence will be more or less than the speedup given by applying the second optimization sequence.
The phase-ordering problem still remains a challenging research problem. However, there are a few notable works that attempted to solve the problem. Triantafyllis et al. [55] proposed a generic optimizer that used practical iterative compilation framework called Optimization-Space Exploration (OSE). It uses the compiler writer's knowledge to select a small number of promising optimization alternatives for a given code segment, thereby mitigating compile time.
Almagor et al. [3] presented results, which characterize the space of optimization interactions. These results showed that the space was highly discontinuous, but also that the space featured many local maxima, all of them in a reasonable bound of the global maximum. This work suggested search and pruning heuristics to reduce the fraction of the space to search. The authors' findings holds in the context of MiCOMP. We experimentally observed that many local maxima are discontinuous, which was one of the reasons we employed our recommender system exploration policy so as to alleviate this issue. It is doing so by taking advantage of dynamic information at prediction time. Thus, by biasing the exploration of the optimization space, more promising areas could be covered leading to global maxima (highest speedup values) in fewer steps.
Cooper et al. [17] introduced Adaptive Compilation Made Efficient (ACME), which attempted to reduce the per-sequence cost of searching through the space of optimization interactions by employing a virtual execution technique. In virtual execution, profiling information is conservatively propagated through program optimizations, so that the quality of the transformed code could be estimated without re-running the application. Additionally, they experimented with several different search algorithms and a user-friendly interface. This work [17] has major differences with respect to our work. First, unlike most autotuning works, which use timing measurements, it uses instruction counts as performance measure. Although it does not vary from run to run, it limits the use of some compiler optimizations since the performance on modern architectures is heavily dependent on the behavior of the memory subsystem. Second, the final framework is restricted by using predefined pairwise orders. Thus, ACME can not be used directly to tackle a realistic phaseordering problem. Finally, ACME falls short in transferring knowledge on a cross-application basis.
Tate et al. [54] presented a formal approach of structuring optimizers that obviates the need to worry about optimization ordering by enabling the use of a global optimization heuristic that selects among fully optimized programs and can be used to perform translation validation on a crossoptimization basis. The authors experimentally proved that their proposed engine can quickly reach its saturation mode even without employing their exploration heuristic. By the proposed method, they removed the burden of optimization ordering in a set of compiler optimizations they formalized. Our Machine Learning (ML)-based approach is more general and can be adapted to any compiler framework that supports phase-ordering. In addition, the work in Tate et al. [54] does not take into account different dataset inputs. As suggested by Chen et al. [15] , optimal compiler optimizations can be correlated with the type of dataset an application uses.
Kulkarni and Cavazos [30] have applied Neuro-Evolution for Augmenting Topologies (NEAT) in the Java Jikes Research Virtual Machine (RVM) compiler to phase ordering using intermediate sequence prediction. They built prediction models that received as input, features of the current state of the transformed source-code. The authors defined certain stop-condition rules to complete the final predicted sequence at each iteration. They used source code features and the Java JikesRVM Just-in-time (JIT) compiler to experimentally evaluate their approach. In contrast, we tackle the problem by using predictive modeling and dynamic independent characterization of the applications. The proposed methodology enables us to predict the full sequence in one shot.
Matrins et al. [34] tackled the problem of phase ordering by a DSE approach that uses a clustering-based selection method for grouping functions with similarities and exploration of a reduced search space resulting from the combination of optimizations previously suggested for the functions in each group. Authors used DNA encoding where program elements (e.g., operators and loops in function granularity) are encoded in a sequence of symbols, and followed by calculating the distance matrix and a tree construction of the optimization set. Consequently, they applied the compiler optimization passes already included in the DSE to measure the reduction in the total exploration time of the search space such as genetic algorithms. Our proposed approach, on the other hand, is quite different, as we mitigate the phase-ordering problem by inducing a prediction model rather than a design space exploration scheme. Once our model is trained, it can be further used for any number of applications under analysis to induce a prediction inexpensively and we believe it will bring scalability in autotuning compilers.
Other related work has approached the problem by exhaustively exploring the optimization ordering space at the granularity of functions [29] . The exhaustive enumeration these authors proposed constructs probabilities of enabling/disabling interactions between different optimization sequences, but these probabilities are not specific to any program. Jantz et al. [24] proposed two pruning techniques to downsample the optimization space. As a result, the authors could employ faster exhaustive phase-ordering searches on the new space. Ashouri et al. [6] introduced an approach that uses predictive modeling to construct an intermediate sequence of optimizations for code being compiled. Other related work used iterative DSE and clustering-based approaches to down-sample and cluster the available optimizations targeting performance gain and power reduction [38, 40, 41] .
Our approach, MiCOMP, is significantly different with respect to these works mentioned in literature. Our work mostly resembles the approach of Park et al. [45, 46] . However, our technique tackles the significantly harder phase-ordering problem. We introduce an encoding function that encodes an optimization sequence into a bit string. It preserves the ordering and the repetition of the optimizations. At the same time, the proposed work is able to predict the complete optimization sequence to apply to the unoptimized code, rather than predicting the best optimization to apply to the current state of the optimized code [6, 30] . An intermediate sequence approach needs multiple rounds of profiling of the application being optimized (based on the characteristics of the code in its present state). Our approach needs just one round of application profiling in both offline-training and online-prediction phases. We used dynamic features to feed into our model. Moreover, we used clustering over all passes in LLVM's -O3, that tended to perform well, to significantly outperform the single optimization sequence performed by -O3 itself. We do that by re-ordering these sub-sequences automatically based on the type of the application under optimization. To summarize, the presented work is the first machine learning approach to mitigate the phase-ordering problem by predicting the speedup of a complete sequence of optimizations. In Section 4, we improve the machine learning model through Recommender System techniques and we provide some experimental results to compare with state-of-the-art phase-ordering approaches.
THE PROPOSED METHODOLOGY
Compilers typically ship with standard optimization levels (e.g., -O2, -O3, and -Ofast), each one tuned during compiler development to obtain a certain level of performance on a standard set of benchmarks. These optimization levels do not always translate to good performance on other applications. The main objective of the proposed methodology is to introduce a compiler autotuning framework, which is able to dynamically reorder the compiler passes within LLVM's -O3 (highest available standard optimization level), to achieve the maximum speedup for all the applications being optimized. We form sub-sequences of -O3's optimization sequences by using a clustering technique and found that if we could reorder sub-sequences of optimizations that tended to perform well, we could significantly outperform the single static optimization sequence obtained by -O3.
In particular, the proposed approach customizes the optimization process based on the features derived from the application under analysis. To mitigate the phase-ordering problem, a model is built to correlate the effect of using different compiler sequences and the corresponding achievable speedup. The model is then used by MiCOMP to recommend good sequences of optimizations that maximize an application's performance with very few predictions. Moreover, the phaseordering problem is complicated by the possibility of having variable-length compiler sequences. State-of-the-art approaches for selecting the right set of optimizations used fixed-length feature vectors [8, 13, 45, 46] to induce a prediction model. To tackle this problem, we propose a method to encode the phase-ordering space into a conventional fixed-length feature vector space to apply traditional machine learning algorithms and build the previously mentioned prediction model.
During the prediction phase, MiCOMP proposes an iterative process in which different solutions are explored by evaluating different optimization sequences with the potential of leading to higher speedups. Our heuristic, derived from the recommender system field, is able to predict optimization sequences outperforming state-of-the-art ranking [45, 46] techniques. Figure 1 illustrates the two main phases of MiCOMP: (1) offline training and (2) online prediction. The offline training phase is used to learn about the effects of compiler optimizations when compiling an application. In particular, this phase is used to induce a prediction model considering application features and applied optimizations (including order and repetitions). This phase is performed once for each compiler, or target architecture, and the model is built on a set of representative applications. In this phase, each application is passed through a single round of feature collection to extract application's characteristics. A dynamic profiler is used to generate a representation of the program in terms of its features. Since a very large set of features is extracted for each application, we apply a dimension-reduction technique to reduce the number of features that is fed as input to the prediction model (e.g., Principal Component Analysis (PCA) [26] ). This speeds up the learning during the model construction process. Application-profiling and dimension-reduction techniques are extensively described in Section 3.1. Next, an application is compiled with different configurations of compiler optimizations, executed and profiled in terms of speedup with respect to LLVM's -O3. The speedup values together with the reduced program features and an encoded version of the used compiler optimizations (characterized by a fixed-length binary output, see Section 3.3) are fed to a machine learning algorithm to induce the speedup predictor (see Section 3.4). This model is then used during the online phase to drive the selection of the best set of compiler optimization sequences.
The online prediction phase is used every time a new application needs to be optimized. We use the same feature extraction and dimension reduction techniques described in the offline training phase. The collected features are used to query the speedup prediction model to predict the best set of compiler sequences to apply to an application. Since the goal of our method is to discover the best sequence of compiler optimizations using the fewest number of trials, we coupled the prediction model with a heuristic derived from the field of Recommender Systems (see Section 3.5). This technique is used to obtain a predicted set of promising optimization sequences for which the diversity of the solution is preserved, thus guaranteeing the coverage of a large part of the
optimization configuration space, consequently obtaining a set of optimization sequences that are robust with respect to model inaccuracies.
Application Characterization
In this work, we used a PIN-based [33] dynamic instrumentation framework to analyze and characterize the behavior of applications at the execution-time. In particular, our framework provides a high level Micro-architectural Independent Characterization of Applications (MICA) [22] suitable for characterizing applications in a target architecture agnostic manner. There is no static syntactic analysis, but the framework is solely based on dynamic MICA profiling. In our experimental setup, an application is compiled and profiled on an Intel Xeon machine and the machine learning model is fed by a high-level abstraction of the application characterization carried out with MICA, as suggested in Hoste and Eeckhout [22] .
The MICA framework reports information about instruction types, memory and register access pattern, potential instruction level parallelism, and a dynamic control flow analysis in terms of branch predictability. Overall, the MICA framework characterizes an application in reference to 99 different metrics (or features). Many of these 99 features are strongly correlated (e.g., the number of memory reads with stride smaller than 1K is bounded by the number of reads with stride smaller than 2K). Furthermore, generating a predictive model is a process whose time complexity grows with the number of parameters in use and at the same time, including all features that might lead to higher noise. To significantly improve the speed of model construction, we applied a dimension reduction by using PCA [26] to reduce the number of features used to characterize an application. PCA is a technique to transform a set of correlated features into a set of orthogonal, i.e., uncorrelated principal components. The PCA transformation sorts the principal components by descending order based on their variance [25] . For instance, the first principal component includes the most input data variability, i.e., this component represents most of the information contained in the input data. To reduce the number of input features, while keeping most of the information contained in the input data, one simply needs to use the first k principal components, as suggested in previous work [22] . In particular, we set k = 5, which captures more than 98% of the overall variance across all training data. In PCA, output values are no longer directly representing a certain measured feature since they are a combination of the observed features [25] , used to explain a certain phenomenon. Thus, the output of the PCA analysis is nothing but a five-dimensional vector of weights (or loadings). There is no way to indicate output components by name, since they are not directly observable. These five principal components are derived by the extracted 99 MICA framework features that have been used as a signature for characterizing the target applications.
Constructing Compiler Sub-Sequences
In this section, we briefly explain our idea behind clustering certain compiler optimizations as subsequences to scale down the phase-ordering problem, while maintaining the quality of the solution. A phase-ordering optimization sequence represented by the vector o belongs to the n dimensional factorial space |Ω phases | = n!, where n represents the number of compiler optimizations under study. However, the mentioned bound is for a simplified phase-ordering problem with a fixedlength optimization sequence length and no repetitive application of optimizations. Allowing optimizations to be repeatedly applied and allowing a variable-length sequence of optimizations will expand the problem space to:
where n is the number of optimizations under study and m is the maximum desired length for the optimization sequence. Even for reasonable values of n and m, the entire search space is huge. For example, assuming n and m are both equal to 10, this leads to an optimization search space of more than 11 billion different optimization sequences to select from for each piece of code being optimized [6] . 1 
The Optimization Dependence Graph.
Tackling the phase-ordering problem with previous approaches is not practical due to the large number of different possible optimization sequences to select for each piece of code being optimized. MiCOMP proposes to group optimizations into clusters of sub-sequences that are known to perform well, thus reducing the size of the search space to explore. This additionally introduces scalability on a larger number of compiler passes available in recent compiler frameworks. Certain analysis algorithms typically should be done before an optimization in order for the optimization to have any significant impact. For example, we might want to run analysis that performs basic block counts and predicts branch instruction outcomes before applying an optimization that reorders the code blocks in an application. Additionally, it is likely that LLVM's -O3 will contain optimizations that should follow other optimizations in order to obtain the best performance.
There are 157 compiler passes in LLVM optimization level -O3 (more than 60 unique compiler passes) and selecting the most promising sub-sequences from these optimizations can positively affect the autotuning process. Among these 157 compiler passes, some of them are analysis passes (i.e., basicaa, memdep, etc.) that do not transform the code directly, but instead provide analysis information to other compiler passes that follow them. The rest are transformation passes, i.e., Aggressive Dead Code Elimination (adce), Loop Invariant Code Motion (licm), loop-rotate, and the like, which perform optimizations on the code [31] . In this article, we apply clustering on all the passes available at LLVM's -O3 to form our sub-sequences. Later, we will experimentally demonstrate that this technique, despite reducing the search space, can easily outperform LLVM's -O3, when it is paired with a predictive model to dynamically reorder the clusters into good optimization sequences.
Let o = {o 1 , . . . , o N } be the set of all transformation passes from LLVM optimization level -O3. We can represent the optimizations in optimization level -O3 with a directed graph of G = (V , E), where V is the set of nodes representing the optimizations and E is the set of edges, where we add a directed edge between two optimization nodes if that pair of optimizations consecutively appears in the optimization sequence in -O3. Further, we can annotate an edge with the number of times that each pair of optimizations consecutively appears in the sequence. This resulted graph is called optimization dependency graph. The optimization dependency graph is then translated in a Weighted Adjacency Matrix used to cluster the set of optimizations into different sub-sequences. Figure 2 shows the constructed graph on LLVM -O3.
Graph and Sub-Sequence Clustering.
Constructing the right set of optimization subsequences can have a great impact on the quality of the results. Thus, here we pay much consideration to define an easily reproducible process to construct our sub-sequences. We decided not to have a manual clustering approach ( [6, 39] ), since we found that it requires detailed knowledge on each optimization pass and also on the interaction among the passes. It would make it difficult to port across other compilers or versions of the same compiler. On the other hand, automated black box clustering such as random clustering was not considered since it does not exploit the domain knowledge available in our case. For these reasons, we decided to use agglomerative clustering. Agglomerative clustering [57] is an iterative clustering technique that merges smaller clusters and improves the complexity of k-mean clustering on graphs [50] . A key insight of this method is that it treats clusters as a dynamical system and its samples as states. The algorithm works as follows: Agglomerative clustering receives as input the matrix of the graph G and the number of desired clusters (n T ) and builds (1) the graph G with k-nearest-neighbors upon computing its Weighted Adjacency Matrix (W ). (2) The algorithm then calculates the transition probabilities and (3) forms sample clusters C = {c 1 , . . . , c nc }. (4) It enters a loop to iteratively try to add more subclusters to the already available clusters in C as long as the conditional sum of the all-path integrals within the new sub-clusters maximizes some objective function (argmax) [57] . A path integral is a metric to measure the stability of a dynamic system and is computed by summing the paths in the cluster on the directed graph weighted by transition probabilities. We used the algorithm and tentatively increased the number of max desired clusters until no clusters could be added. The final five clusters, namely, the best optimization sub-sequences the algorithm could find, are reported in Section 4 Table 1.
The Proposed Encoder
Constructing prediction models for the problem of selecting the right compiler optimizations with fixed-length feature vectors has been extensively studied [13, [44] [45] [46] . However, those prediction models fall short when it comes to a variable optimization sequence length. Therefore, we adapt a simple mapping technique to encode an optimization sequence into a bit string. The proposed technique transforms a variable-length representation to a fixed-length feature vector representation. We encode each value of the categorical variable determined by the transformation sub-sequence by using a one-hot encoding [42] , where the absence of the transformation is encoded as a string of zeros.
Let A = {α 1 , . . . , α N } be the set of all optimization sub-sequences. A can be thought of as the alphabet where every α i is a letter. A finite string of not necessarily distinct letters is called a word and represents a different compiler sequence. Thus, each word is a concatenation of the form
The integer k is the length of the word. We will also allow the empty word, which by definition has length zero. 
where 0 = 0 · · · 0 is the zero string of length N . The image F (W ) is much smaller than the target space {0, 1} N ×M , as these sets have M k=0 N k and 2 N ×M elements, respectively. Indeed, the image F (W ) can be simply characterized by two requirements: (1) each f (α i t ) has at most one non-zero binary digit; (2) if f (α i t ) = 0 and f (α i v ) 0, then t > v. Summarizing, the proposed encoding is composed of the bijective function F that preserves the characteristics of the original words by solving the problem of categorical variables and mapping them to fixed-length binary strings. An example of the proposed encoding scheme is shown in Figure 3 .
Predictive Modeling
Similar to any traditional supervised learning [28] workflow, we start by collecting data over a set of applications followed by a training process to construct a model. This model is subsequently used to induce a prediction for a compiler sequence's speedup without actually running that code. MiCOMP adopts a predictive model to automatically relate the effects of compiler optimization sequences over unseen applications. In particular, the input of the model receives two segments: (1) a vector of dynamic features collected through instrumentation of an application once passed through our dimension reduction technique (see Section 3.1), and (2) an encoded version (see Section 3.3) of a compiler sequence composed of our proposed clustered sub-sequences (see Section 3.2). The output represents the corresponding predicted speedup of that compiler sequence over LLVM's -O3 speedup. Here, we preferred not to restrict our proposed methodology to a specific predictive modeling, but rather aimed at defining a more general autotuning framework for recent compilers. To this end, MiCOMP is implemented as an independent predictive modeling autotuner that can be paired with any desired model. In the experimental results section, we show the outcome of adopting different predictive models.
To this end, the proposed methodology in Figure 1 illustrates the use of predictive modeling in both the offline (training) and online (testing) phases of the process. We used the predictive modeling (1) in the offline training phase to construct the model and (2) in the online prediction phase to exploit the constructed model on the target application to predict the speedup of a complete optimization sequence without the need to actually apply the sequence of optimizations to the code. To avoid the overfitting problem, MiCOMP uses the leave-one-out cross-validation (LOOCV).
Constructing the Prediction Model.
Predictive modeling is the process of constructing, testing, and validating a model to predict an unobserved outcome based on the characterization of a state from which to predict the outcome. In this article, the state being characterized is the code being optimized, and the predicted outcome corresponds to the speedup metric, which is calculated by normalizing the execution time of the current optimization sequence by the execution time of the baseline optimization sequence. The general formulation of the optimization problem is to construct a function that takes as input the features of the unoptimized program being compiled. In other words, this model takes as an input a tuple (F ,T ), where F is the feature vector of the collected instrumentation of the program being optimized, and T is one of the several possible compiler optimization sequences predicted to perform well on this program. The output of the model is a prediction the speedup T should achieve when applied to the original code.
Application-Specific Prediction.
Our machine learning constructed models can be used for unseen target applications to predict the speedup of a compiler sequence. The predicted speedup values correspond to the optimization sequence applied to the program. For a given input program, a feature vector containing dynamic instrumentation is first collected. Then, our prediction model is fed by the features of the program being compiled to predict the expected speedup if an optimization sequence T was applied to it. By predicting the performance of each possible optimization sequence that can be applied, the optimization sequences can be ranked according to their expected speedup.
A state-of-the-art ranking approach [44, 46] was used to rank optimization sequences in descending order and select the top N optimization sequences to evaluate their actual optimization quality. However, in this work, we propose an iterative process in which different solutions are explored to find those leading to higher speedups. In other words, our proposed exploration technique uses the output of our prediction model to generate an initial exploration strategy, and the exploration strategy dynamically updates itself in order to reach the highest speedup values in the least number of predictions. The details of the heuristic are further discussed in the next section.
Recommender System Heuristic
Employing an efficient exploration strategy on the vector of predicted speedups is of great importance, especially when the space is rather large. An efficient exploration strategy can recommend better solutions faster, therefore, converging to an optimal solution in a fewer number of iterations. This is referred to as recommendations [48, 49] in the recommender systems field.
In the initial steps taken by Ashouri et al. [6] and Kulkarni and Cavazos [30] , the authors defined iterative exploration heuristics, based on the current optimized state of the target application, to select the next best optimization to apply. By iteratively exploiting the prediction algorithm, this can lead to a better speedup. As the current state of the optimized application depends on the optimizations that were already applied, this previous approach required several rounds of feature collection (see Section 5.3). In this article, we propose a predictive approach that generates the complete optimization sequence for a program that has not been optimized, thus, it needs to collect features only once before any optimizations are applied.
Many of the aforementioned state-of-the-art approaches tackling both the selection and the phase-ordering problem define exploration strategies on the optimizations' design space. However, none of them make use of dynamic information to improve the strategy itself. Dynamic information, in our particular case, is the predicted speedup on the sequences already explored and evaluated. The knowledge can be effectively used to improve the initial exploration. The proposed technique leverages the similarity between the unexplored and the explored optimization sequences. MiCOMP prioritizes the evaluation of promising solutions that are less similar to the ones already explored. This is especially important for the phase-ordering problem, where there are a plethora of optimization sequences that need to be explored guaranteeing a larger coverage of the optimization space. Moreover, this also reduces the risk of falling in to local minima determined by possible prediction model inaccuracies. The similarity measure is based on how close the achieved speedup is for predicted solutions across all the training data. As an example, let S p,i and S p, j be the predicted speedups of the sequences i and j when applied to application p in the set of applications P. We define an iterative process to look for predicted similarities in i and j when they were applied to different applications in P.
Adjusted Cosine Similarity. In RS, an algorithm called Basic Cosine Similarity is used to correlate users and items. However, computing the similarity using this algorithm has one important drawback: the differences in the rating scale are not taken into account. The Adjusted Cosine Similarity (ACS) offsets this drawback by subtracting the corresponding user-average from each co-rated pair and it is proved to have the lowest error-rate among the different similarity measurement techniques [49] . Adapting this technique, we get these co-rated pairs from the speedup values of a specific pair of compiler optimization sequences i and j across all training data. Using this method, we can compute the ACS between optimization sequence i and j as:
where S p,i is the speedup achieved by sequence i when applied to program p of all sets of programs P, andS p is the average speedup on program p. We use the computed measure to evaluate the correlation between a pair of optimization sequences to bias our exploration strategy. We define the exploration strategy inspired by ACS as follows. (1) Sort predicted speedup solutions in decreasing order in a list. (2) Test solutions in order. If the solution to test is too similar to the one already tested in the current iteration, skip it. (3) If the end of the list has been reached and there is still room for optimization sequences to test, exclude from the entire list the solutions already tested and go to (2) starting a new iteration.
High values of ACS for a pair of optimization sequences are the consequence of achieving pairwise similar speedups across all training data. We employ this measure to hint exploration priority to the solutions that are less similar to the ones already tested. This way, ACS biases the way exploration is done and covers promising points within the prediction space quicker than it would have achieved by the state-of-the-art pure ranking approach [45, 46] , thus achieving better speedups with fewer exploration steps.
EXPERIMENTAL RESULTS
In this section, we evaluate our proposed methodology on an Intel Xeon architecture. 2 We adapted our architecture-independent instrumentation tool (see Section 3.1) to extract characteristics from a large set of benchmarks from the Ctuning CBench suite v1.1 [19] , composed of 32 different applications ranging from automotive, security, office, and telecommunication.
We have used LLVM compilation framework v3.8 (clang for the frontend/backend and opt for applying the optimization passes in IR). Table 1 illustrates the list of different compiler optimizations that are clustered into five different sub-sequences. All optimization passes are derived from LLVM's -O3 by applying the clustering methodology described in Section 3.2. The optimizations are fixed within a sub-sequence, but sub-sequences are allowed to appear in any order in the full optimization sequence. It is worth mentioning that adding a new optimization, i.e., one outside the 
sub-seq
Compiler Passes A -ipsccp -globalopt -deadargelim -simplyfycfg -functionattrs -argpromotion -sroa -jump-threading -reassociate -indvars -mldst-motion -lcssa -rpo-functionattrs -bdce -dse -inferattrs -prune-eh -alignment-from-assumptions -barrier -block-freq -loop-unswitch -branch-prob -demanded-bits -float2int -forceattrs -loop-idiom -globals-aa -gvn -loop-accesses -loop-deletion -loop-unroll -loop-vectorize -sccp -strip-dead-prototypes -inline -globaldce -constmerge B -licm -mem2reg C -loop-rotate -instcombine -loop-simplyfy D -memcpyopt E -loop-unswitch -adce -slp-vectorize -tailcallelim current -O3 passes, can potentially alter the optimizations' clusters and the training data. Thus, model construction has to be redone. Active learning [51] is a recent branch of machine learning which tries to alleviate the problem of continuous learning by interactively querying the information source to obtain the desired output. However, it is outside the scope of this article. The application execution time has been estimated by using the Linux Perf tool. Cbench provides a way to control the number of times an application should be executed. This feature is called loop-wraps. The execution time is calculated by averaging three loop-wraps of the specific compiled binary with 1s of sleep in between three different executions of those loop-wraps. Therefore, in total, each individual transformed binary has been executed nine times as three sets of three loop-wraps to ensure better accuracy of estimation and fairness among the generation of executions. To validate this claim, we have calculated the standard deviation of the samples and the extracted results reveal that the standard deviation of the measured data is less than 1% across each applications' loop-wraps.
As described in Section 3.1, we applied a PCA to generate a 5-D vector of the features (a singledimensional vector of length 5), which captures 98% of the variance available in the training set. The Principal Components (PCs) have been computed using the MICA features collected from application executions (we only need to run the application once), normalized by standard deviation across all data sets. MiCOMP uses dynamic feature collection and can handle different input datasets as well. A new input dataset changes the dynamic features of an application under analysis and its corresponding prediction results will be different. However, here, each application was used with only one input dataset. As a side note, MiCOMP uses the leave-one-out cross-validation method; therefore, an application under analysis plus any of its future input datasets will be excluded from the training set and this will ensure not predicting an already seen application.
The proposed methodology is independent from the prediction model, and we report the results by using three different models described in Table 2 . WEKA machine learning tool [20] has been integrated in our framework to test the different speedup predictors. To this end, we used (1) a Linear Regression (LR) classifier by using the M5 attribute selection method with default ridge parameter, (2) a Multilayer Perceptron, and (3) K* algorithm using default settings.
Analysis of Selecting the Compilation Baseline
MiCOMP does not use any of the default compilation optimization levels as a baseline to start, since it uses all compiler optimization passes within LLVM's -O3 for its clustering purpose. We An MLP [43] is a feed-forward artificial neural network model that maps sets of input data onto a set of appropriate outputs. It consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. It consists of multiple layers of simple, two-state, sigmoid processing elements (nodes) or so-called neurons that interact using weighted connections. No interconnections exist within a layer but all neurons in a layer are fully connected to neurons in adjacent layers. Weights can measure the correlation degree between the activity levels of neurons that they connect. LinearRegression (LR) LR [37] is an approach for modeling the relationship between a scalar dependent variable y and one or more explanatory variables (or independent variables) denoted X . Linear models such as LR are algorithms whose output classifier does not yield dramatic fluctuation against minor changes in the training set.
In linear regression, the relationships are modeled by using linear predictor functions whose unknown model parameters are estimated from the data. KStar K* [16] are instance-based learning algorithms that predict the classification of new instances based on instances already classified in the memory. K* uses entropy as a distance measure. It assumes that similar instances belong to a similar class.
Note that the Proposed Methodology is Independent from any Specific Machine Learning Algorithm and it can be Paired with any Algorithm Desired.
found that starting with a standard compilation sequence as a baseline (i.e., -O2 or -O3) ultimately reduced the speedups achieved by the framework. As we construct prediction models, we want to make sure that the speedup achievable by a sequence is maximized. We empirically justify this argument by running a set of experiments: one not starting from a standard optimization level as a baseline and another where we use a sequence of optimizations to apply on top of different -Ox baselines. Figure 4 illustrates the mean speedup of MiCOMP's proposed compiler optimization sequences with different compilation baselines. In all the four independent experiments, each Cbench application has been optimized with the same 5,000 generated compiler sequences derived by the 5 clustered sub-sequences of MiCOMP. The X axis shows the applied compiler sequences sorted by their actual speedup, and the y shows their corresponding speedup. Results suggest that using the MiCOMP optimization sequences without an optimization level as a baseline can lead to substantial benefits compared with using any of -OX optimization levels as a baseline. We call this a region of interest. MiCOMP targets the region of interest shown in Figure 4 , where the highest values for achievable speedup are located. Note that using a baseline of -O1, -O2, or -O3 converges to a sub-optimal speedup. The best option was not to use a baseline sequence at all, but let MICOMP sub-sequences drive its own iterative compilation. By doing so, MiCOMP sub-sequences can iteratively get re-ordered to achieve the highest achievable speedup by an exhaustive search. By using machine learning, we could add intelligence on the model and focus on the way the iterative compilation is generated. Additionally, employing our recommender system based policy biases the prediction model to reach that region of interest with the least number of predictions. Summarizing, the insights of this experiment are threefold: (1) The clustering technique is beneficial; first, to gain better speedup values without the need to have an optimization baseline, and second, to reduce the number of optimization variables needed to achieve the best results from more than 60 to 5 so that our iterative compilation problem can be easier when we employ machine learning models. (2) The sub-sequences can be coupled with machine learning techniques so they can be reordered based on the applications being optimized while outperforming the highest standard optimizations levels. (3) Phase-ordering does matter in the field of compilers: given the same set of optimization flags available to -O3, MiCOMP can significantly outperform -O3 itself.
Analysis of MiCOMP's Training Data Dependency
MiCOMP's results are computed by means of LOOCV by using 32 applications of Cbench. It constructs 32 independent prediction models where 31 applications were used for training and the excluded application was used for testing. As suggested in Banko and Brill [11] , the prediction accuracy of a supervised learning methodology can be affected by the paucity of data. To this end, we have setup an analysis where we train MiCOMP by using only one Cbench category (all applications within one category) and we test using a different category to see how the quality of prediction can be adversely affected. With this experiment, the number of applications presented in a training set is reduced by a factor of roughly six, as Cbench has six different categories. Table 3 reports the result of this experiment. We have randomly selected the Automotive category for our training set and the applications in each of the five remaining categories were used for testing. We used harmonic mean (as suggested by Hoefler and Belli [21] ) 3 over the calculated speedup values of every application under a single category and we report them in the third column. As anticipated, a training set that is six times smaller has decreased the prediction accuracy of MiCOMP by around 2-6% depending on the category. Moreover, another set of independent experiments has been carried out where we train using five categories of Cbench while excluding the sixth solely for testing purposes. We show the results in Table 3 . 
Analysis of MiCOMP's Timing Breakdown
To demonstrate the timing overhead of the MiCOMP framework, we provide Table 4 that shows a fine-grain breakdown of each phase, both the training and the inference phase. Constructing MiCOMP's model is a one-time process (for each machine learning model mentioned in Table 2 ) and depends on the number of applications in the training set. Table 4 reports the numbers for each specific phase by considering the CBench with 32 applications and one dataset for each as training set, and the average time for a target application under optimization. To calculate the average time, we ran the framework 32 times, each time with a new target application taken from the entire set of Cbench. During the (A) offline training-phase, the time needed for data collection is around 5 days as each application should be compiled and executed for 19k times plus one round of feature collection. The time needed to post-process the data and to (B) construct an MLP model, which was the most time-consuming model among our three used models, was around 120 seconds. During the online phase (inference phase), the average time needed for (C) collecting the application features was 16.8 seconds while the (D) average time for compilation and (E) execution-time on the target platform were 5.1 and 7.3 seconds, respectively. Using the trained model for (F) prediction took less than 2.1 seconds, and the time for our (G) recommendation engine (explained in Section 3.5) took around 12.5 seconds on average. Those numbers show that the initial overhead in adopting MiCOMP on the user-side (composed of the application feature collection and the prediction phase) is very reasonable at only two compilation/execution pairs. 
Analysis of Longer Sequence Length
As described in Section 3, MiCOMP requires an upper bound on the sequence length for using the encoding scheme. To this end, we evaluate MiCOMP with different maximum values for the sequence length. A speedup prediction model requires a one time expensive training to construct an accurate model. We believe that the longer the sequence length goes, the better the chance of finding higher speedup values. We tested our proposed sub-sequences with different maximum sequence lengths to empirically find the most effective length across all the training applications. This is done also with the goal of scalability and ultimately speeding up the training phase. Figure 5 gives the Harmonic mean values of the actual speedups by using five selected applications. Each one has different upper bound sequence lengths. We randomly selected an application from each of the Cbench categories (automotive, compression, telecom, consumer, office, and network) since it was impractical to do this analysis with all applications. Given the upper bounds set to 3, 4, 5, 6, and 7, respectively, it generates search spaces of 156, 781, 3909, 19k, and 97k distinct permutations of sub-sequences with repetitions enabled (refer to Equation (1) for the optimization space). The five speedup lines show the trend of reaching a higher speedup value by iteratively exploring larger fractions of the optimization space. The maximum speedup found against -O3 using sequence lengths of 3, 4, 5, 6, and 7, respectively, are 1.23, 1.34, 1.38, 1.44, and 1.45. These results suggest to set the maximum length to 6 as this ensures achieving good speedups while avoiding a potential exploration of 100K sequences per each application in the training set. For our optimization sub-sequences, the upper bound value found in these experiments (sequence length ≤6) represents the right tradeoff between a good optimization sequence and the exploration efficiency.
MiCOMP's Prediction Accuracy
Unlike in sequence prediction models [2, 8, 46] , in speedup prediction approaches the quality of prediction is measured by means of the prediction error. This metric demonstrates how close the prediction values were to the actual speedups given the same sequence. We used different error measurement techniques: Mean Absolute Error and Approximation Error to provide the error.
Mean Absolute Error (MAE).
In statistics, the MAE [23] is a quantity used to measure how close predictions are to the eventual outcomes. The MAE is given by: 
where we define e i as | f i − y i | given f i as the prediction values and y i the actual values. Consequently, the value e i is inversely proportional to the accuracy of the prediction.
Approximation Error (AE).
Complementary to MAE, AE [52] is a common error measurement whereas in some data, there is some discrepancy between the exact value and the approximate one. An approximation error can occur because (1) certain measurements of the data are not precise and (2) approximated values are used instead of the real values (the iterative prediction way keeps using the predicted values). It is calculated as:
where |ϵ | represents the difference between the exact and the approximated (predicted) values. The definition can be extended to the case when v and v appr oximat e are n-dimensional vectors. Employing our adapted encoding scheme reduces the standard deviation and increases the accuracy of the prediction on all tested models by a factor of 1.59 up to 2.16. Table 5 shows that the KStar model does slightly better in terms of accuracy compared with other models. It achieves around 5% error rate on average. In general, a smaller error rate does not always guarantee higher performance gain, but rather showcases the accuracy of the prediction model to capture the correlation between different compiler sub-sequences and the speedup values. 4 
Performance Improvement of MiCOMP Recommendations
Our approach improves the exploration to find the best optimization sequences in an optimization search space, thus it recommends the best solution in fewer steps. Table 6 reports the comparison between the best speedups found by our approach and a state-of-the-art ranking approach [44, 46] .
The results, averaged using a Harmonic mean across all applications, show that using the same number of predictions from both models, MiCOMP outperforms the ranking approach on each number of predicted optimization sequences used (1, 5, 10, 15, and 20) . Here, we refer to a Top-X% speedup as the best speedup found while using the prediction model X% times.
MiCOMP's Random Iterative Compilation and Prediction
Random Iterative compilation (RIC) is known to achieve good results when compiling applications on a long run [12] . However, the approach is expensive and should be combined with more intelligent search algorithms such as machine learning techniques [2, 8, 12 ].
MiCOMP's RIC. In Figure 5 , we show that by using a RIC on MiCOMP's sub-sequences, we outperform LLVM's -O3. Hereafter, we call this specific RIC as MiCOMP's RIC. For example, note in Figure 5 that it takes MiCOMP's RIC of sequences up to six (19k iterations in total), roughly 10 4 iterations to surpass the performance of -O3. An exact number for each application is reported on the last column of Table 7 . This result reveals that in a worst-case scenario, it needs MiCOMP's RIC to explore half of the optimization space to surpass the performance of LLVM's -O3. Another insight gained could be that the probability of guessing at least one sequence that is better than LLVM's -O3 in 10 guesses is 1 -(9720/19000) 10 , which is more than 99.9%. Additionally, here we report columns five and six of Table 7 as: (1) the maximum speedups found by using our proposed sub-sequences while exploring the full optimization space exhaustively (19k), and (2) the corresponding optimization sub-sequences. Since the optimization space is explored exhaustively, we cannot really stress on a single number of iterations required to arrive to the maximum speedup, but rather we let the RIC finish exploration of the full space and we report the optimal solution found. The reader can refer to Table 1 to find the exact set of compiler optimizations we clustered in each sub-sequence. This experiment empirically confirms that the proposed clustering is useful on the phase-ordering space since we achieve on average a 31% speedup versus -O3. This is important for our prediction model as it defines an upper-bound for the achievable speedup we could reach by using our prediction techniques.
MiCOMP's Prediction. By adding the prediction and recommendation techniques to our RIC, we can focus on finding better results within only a few number of predictions. Here, we call iterations "predictions" when we use MiCOMP's model to predict the speedup of a full-sequence. Columns two to four in Table 7 report the results of MiCOMP's prediction when 1, 5, and 10 predictions have been made. All values have been normalized to the performance of LLVM's -O3. For each application and number of predictions, we provide two values: (1) speedup, and (2) percentage of achievable speedup, which is the speedup we could have achieved when we exhaustively searched the optimization space using our MiCOMP's RIC. We can notice that for the network_dijkstra application, we can gain higher speedup values, and on average, even better than -O3 from just the first prediction. Moreover, we can achieve a 5% performance improvement over -O3 when we use five predicted optimization sequences from our model. Over all our benchmarks, using our model, we can achieve 1%, 5%, and 9% speedups over -O3 using 1, 5, and 10 predicted optimization sequences, respectively. The results show that MiCOMP's prediction model is able to gain 91% of the achievable speedup by exploring less than 0.001% of its optimization space, thus providing a factor of exploration efficiency over its pure RIC. We discuss this claim in more detail in the next section.
COMPARISON RESULTS
In this section, we focus on the evaluation of the MiCOMP's prediction results against three different techniques: (1) MiCOMP's RIC (in Section 5.1), (2) standard optimization levels (in Section 5.2), and (3) state-of-the-art prediction models (in Section 5.3). 
Comparison with Random Iterative Optimization
In this section, we compare the effectiveness of MiCOMP's prediction model to its pure RIC method shown in Section 4.7. To provide a fair comparison, first we randomized the distribution of RIC's iterations for 10,000 times to make sure the obtained model is totally uniform. We define Normalized Performance Improvement (NPI) as the ratio of the performance improvement achieved over the potential performance improvement:
where E is the execution time achieved by the methodology under consideration, E r ef is the execution time achieved with a reference compilation methodology, and E best is the best execution time that can be obtained through an exhaustive exploration of all possible compiler optimization sequences in the explored optimization space. As the execution time E of RIC gets closer to the reference execution time E r ef , the value of NPI gets closer to 0, where 0 indicates no improvement was obtained. As E approaches the best execution time, E best , the value of NPI approaches Predictive Modeling -O1 -O2 -O3 MultilayerPerceptron 1 (0.01%) 1 (0.01%) 2 (0.016%) LinearRegression 1 (0.01%) 1 (0.01%) 3 (0.02%) KStar 1 (0.01%) 1 (0.01%) 2 (0.016%)
1. An NPI value of 1 indicates that the optimal performance available was achieved. Our results are presented in Figure 6 . The goal of the evaluation is to show how effective MiCOMP's prediction is at exploring the optimization space compared to RIC. Figure 6 (a) depicts the comparison for both MiCOMP's prediction and RIC having the same optimization sub-sequences. The X axis refers to the number of predicted optimization sequences and the Y axis shows their corresponding speedup values. We used NPI (scaled within [−∞, 1]) and the speedups are all normalized by -O3 performance. Thus, Y = 0 is the speedup line corresponding to -O3. We observe that MiCOMP outperforms RIC with a clear margin for each number of predictions. Figure 6 (b) compares a fixed number of MiCOMP's predictions, that is five, versus different guesses drawn from MiCOMP's RIC. Here again, we randomized the distributions 10,000 times to make sure the obtained model is totally uniform. The dots in the violin plot represent the median of the MiCOMP's top-5 prediction. The Y axis pertains to the normalized speedup with respect to the MiCOMP's RIC and the X axis corresponds to the different guesses drawn by MiCOMP's RIC. Statistically, we observe that the quality of the MiCOMP's top-5 prediction is as good as 25 to 30 guesses drawn from MiCOMP's RIC, even by considering the overhead of MiCOMP's prediction and recommendation models (we presented the fine-grain breakdown in Table 4 ). Thus, it achieves a factor of 5-6× optimization exploration efficiency over its RIC, when we find an equal speedup in the same optimization space.
Comparison with Standard Optimization Levels
Standard optimization levels have been introduced to achieve good performance on average. However, they come short of the customized auto-tuning frameworks per architecture, application, and dataset. As shown in Table 7 , MiCOMP outperforms -O3 with a few predictions on application bases. Table 8 reports more fine-grained speedups over all standard optimization levels. This demonstrates using A predictions (first number in the tuple), and exploring B percentage of the space (the second number) the framework finds a sequence which outperforms the OX levels. Notice that numbers are integers and in many cases are rounded up.
Comparison with State-of-the-Art Intermediate-Sequence Prediction Models
In this section, we compare MiCOMP with two state-of-the-art intermediate-sequence prediction approaches proposed in Kulkarni and Cavazos [30] and Ashouri et al. [6] , respectively. [30] used NeuroEvolution for Augmenting Topologies (NEAT) to predict the best compiler optimization to apply given the state of source-code being optimized by the dynamic JIT Jikes RVM compiler. They used hybrid features of the dynamic compilation environment to characterize each state of the application under optimization. Specifically, the authors used 26 different features as following: The first two entries are integer values defining the size of the code and data of the method. The next six are simple Boolean properties (represented using 0 or 1) of the method that represent certain binary properties of a method, e.g., is the method synchronized or is it a leaf method. The remaining features are simply the percentage of byte codes belonging to a particular category. Contrary to the technique we propose in this article where we obtain features of the code only once before it is optimized, Kulkarni and Cavazos [30] used NEAT, a machine learning framework based on genetic evolution to generate many neural-networks, where each network was evaluated on the task of using static source code features to predict the next compiler optimization to apply. NEAT can make optimization predictions to any given maximum-length to predict the most beneficial sequence of optimizations for the target application being compiled. In NEAT, training time was reported around 10 days while the current approach requires a few hours to construct the model. Another advantage of the current work is the fact that it supports multiple predictions from the prediction-space while the NEAT approach can produce one-shot results based on the stop condition for each application and neural network configuration. We reproduced the work of the mentioned authors by using 100 chromosomes and 500 generations on our target architecture and we report the result in Table 9 . We ran NEAT in parallel with an average running time of 1.75 hours per model (the longest took 4 hours). NEAT requires a feature collection on many optimized states of an application. Thus, collecting the needed features for the applications in the training set is a time consuming task, especially for long length sequences. The training and prediction is done with leave-one-out cross-validation to generate uniform results. We used Harmonic-mean to average the speedup gains on both models and observed 1.0295× speedup compared with -O3 and 5% performance improvement against the compared work. Additionally, in 26 out of 32 applications (81% of the cases) under analysis, we observed a performance gain.
Intermediate Speedup Comparison Case. (A). Kulkarni and Cavazos

Intermediate Speedup Comparison Case (B)
. Ashouri et al. [6] demonstrated a predictive methodology to predict an intermediate speedup of an optimization from the configuration space given the current state of the application. Similar to Kulkarni and Cavazos [30] , the fitness function used for the intermediate speedup was the ratio between the execution times of the application before and after a compiler optimization was added to the current optimization sequence. For instance, in order to calculate the speedup of compiler optimization a when an application was in the optimized state of {b, c}, we need to calculate the ratio of the execution times of the application in the state {b, c} followed by the state {b, c, a}. Thus, we iterate over all the possible states and construct the optimization vectors in order to induce a model for an application under analysis.
However, unlike Kulkarni and Cavazos [30] , they employed dynamic features of the application under study. As mentioned in Section 5.3.1, a major downside in an intermediate speedup approach is that an application feature should be collected on every state by means feature extraction and this makes the system impractical on large-scale data, especially when dynamic features are collected on every state. This was apparent in the results in Ashouri et al. [6] since their predictive methodology was bounded to an upper-bound length of 4. In addition to an efficient feature collection process and predicting the complete optimization sequence to apply to the unoptimized code at once, MiCOMP brings two extensions to the aforementioned work. First, here we introduced a graph-based iterative clustering approach rather than manual clustering presented in Ashouri et al. [6] . In this way, we can reach higher speedup values and we can outperform LLVM's highest standard optimization levels. Second, comparison baseline in Ashouri et al. [6] was LLVM's default optimization, while in this work, we provide a comparison against LLVM's -O3 (we show MiCOMP can outperform an aggressive optimization setting in LLVM, that is, -O3, in only a few predictions). Figure 7 demonstrates the comparison. For this comparison, we used the same training data of an upper-bound of length 4 (to match the results reported in [6] ) for both models to be uniform on both comparisons. We observe that, except the first two predictions, the proposed approach outperforms the intermediate speedup methodology reported in this work and on average, MiCOMP brings 11% speedup gain.
CONCLUSIONS
This work presents MiCOMP, a framework to exploit predictive modeling to mitigate the complexity of the compiler phase-ordering problem. We presented a clustering technique for all the compiler optimizations in LLVM's -O3 and clustered them in five different optimization sub-sequences to speedup the training and exploration phase. This method outperforms LLVM's -O3 optimization sequence. Moreover, MiCOMP has a simple encoding function that encodes an optimization sequence into a bit string, enabling us to apply standard machine learning techniques that require fixed length feature vectors. We incorporated analogies between the analyzed problem and the context of Recommender Systems, and integrated similarity measures to boost exploration efficiency. We show that MiCOMP outperforms LLVM's standard optimization levels within the first few predictions and achieves 90% of the available speedup by traversing less than 0.001% of the optimization sequence space. This is rather crucial when the optimization space consists of a large number of different optimization sequences to choose from for an application. Future works will focus on adapting accurate deep-learning models on the problem.
