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Let f , g :M −→ N be maps between closed smooth manifolds of the same dimension,
and let p : M˜ −→ M and p′ : N˜ −→ N be ﬁnite regular covering maps. If the manifolds
are nonorientable, using semi-index, we introduce two new Nielsen numbers. The ﬁrst
one is the Linear Nielsen number NL( f , g), which is a linear combination of the Nielsen
numbers of the lifts of f and g. The second one is the Nonlinear Nielsen number NED( f , g).
It is the number of certain essential classes whose inverse images by p are inessential
Nielsen classes. In fact, N( f , g) = NL( f , g)+NED( f , g), where by abuse of notation, N( f , g)
denotes the coincidence Nielsen number deﬁned using semi-index.
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1. Introduction
Let f : X −→ X be a map on a topological space X , and let Φ( f ) = {x ∈ X | f (x) = x} be the set of the ﬁxed points of f .
It is not always possible to ﬁnd the set Φ( f ) or even its cardinality |Φ( f )|. One of the fundamental studies of this set
has been to ﬁnd an estimate for its cardinality. The most useful estimates are usually lower bounds of |Φ( f )|. The closer to
|Φ( f )| the lower bound is, the better the estimate. The Nielsen number [12,13] is one method used to ﬁnd such an estimate.
It counts a special type of classes (called Nielsen classes) deﬁned by an equivalence relation (called the Nielsen relation) on
the elements of Φ( f ). The importance of the Nielsen number arises from two facts. The ﬁrst is that it is homotopy invariant.
That is, homotopic maps have the same Nielsen number. The other fact is that it is equal, under certain conditions, to the
minimum of the set {|Φ( f1)| | f1 is homotopic to f }. A drawback of the Nielsen number is that it is diﬃcult to compute.
For this reason, Nielsen Theorists search continuously for methods that help compute the Nielsen number.
Let X be a ﬁnite polyhedron, and H be a normal subgroup of π1(X) of ﬁnite index. Fix a covering p : X˜ −→ X corre-
sponding to H ; that is, p#(π1( X˜)) = H . If f#(H) ⊆ H , then, f admits a lift f˜ , and hence we have the commutative diagram
X˜
p
f˜
X˜
p
X
f
X .
(1.1)
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linear combination of the Nielsen numbers of its lifts
N( f ) =
r∑
i=1
( J i/Ii) · N( f˜ i), (1.2)
where r denotes the number of the nonempty Reidemeister classes represented by the lifts f˜ i of f , and Ii and J i are the
order of speciﬁc subgroups of π1(X)H .
Let f , g :M −→ N be maps from a topological space M to a topological space N , and let Φ( f , g) = {x ∈ M | f (x) = g(x)}
be the set of coincidence points of f and g . The coincidence Nielsen number N( f , g) of f and g is deﬁned to be a homotopy
invariant non-negative integer which is a lower bound of the set{∣∣Φ( f1, g1)∣∣ ∣∣ f1 is homotopic to f and g1 is homotopic to g}.
The Nielsen number N( f , g) is homotopy invariant means that, if f1 is a map homotopic to f and g1 is a map homotopic
to g , then N( f1, g1) = N( f , g). In [11], the author showed that, if M and N are orientable manifolds (not necessarily
smooth), then Eq. (1.2) can be generalized to Coincidence Nielsen Theory. That is, given ﬁnite regular coverings for which
the maps f and g admit lifts, and under similar conditions, the index Nielsen number [1] is expressed as linear combination
of lifts of the maps f and g ,
N( f , g) =
r∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
, (1.3)
where r is the number of the H-Reidemeister representatives (which is equal to the number of the nonempty
H-Reidemeister classes represented by the lifts ( f˜ i, g˜i) of ( f , g)), and S( f˜ i, g˜i)’s are speciﬁc numbers assigned to the
H-Reidemeister classes (see [11]).
In this paper, we further proceed in generalizing the formula given in Eq. (1.2) to include nonorientable manifolds. This is
done using the semi-index and the corresponding Nielsen number (the semi-index Nielsen number), which are deﬁned for
closed (compact, connected without boundary) smooth manifold (the orientability condition in this case is dropped). More
precisely, we show that the semi-index Nielsen number is the sum of two Nielsen numbers (Section 4). The ﬁrst number
is called the Linear Nielsen number. It is a linear combination of lifts of f and g . The second one is called the Nonlinear
Nielsen number. It counts special essential classes of f and g which their inverse image by the covering map are inessential
classes of the lifts of f and g . The Nonlinear Nielsen number, as we will show in Section 3, equals to zero in the ﬁxed point
case or with orientable manifolds, where the index is deﬁned in this case, are under consideration.
In Section 2, we give the preparatory background. We ﬁrst give some properties of the covering spaces. Then, the notions
of the H-Reidemeister number and the semi-index Nielsen number, along with some of their properties are presented.
In Section 3, we study the defective classes. In fact, a relationship between the indices of the Nielsen classes of the base
space and the covering space is developed in Propositions 3.12 and 3.13. These propositions generalize Lemma 3.4 of [6]
and Theorem 3.7 of [14] to Coincidence Theory. In these two references, orientable and nonorientable manifolds respectively
are considered. Next, using these propositions, we completely explain the relationship between Nielsen classes in the base
space, and those in the covering space. This relationship is not straight forward, because the defective Nielsen classes, as
we will see, exist only for nonorientable manifolds and behave quite different from non-defective Nielsen classes.
In Section 4, we deﬁne our two new Nielsen numbers. The ﬁrst is the Linear Nielsen number NL( f , g). We show that it
is a well-deﬁned Nielsen number. It is a linear combination of the Nielsen numbers of lifts of f and g . The other number is
called the Nonlinear Nielsen number NED( f , g). It is the number of essential defective Nielsen classes of f and g for which
J is even positive integer. We also show that it is a well-deﬁned Nielsen number, and give an example which shows that
it can be nonzero. Next, we show that the semi-index Nielsen number is the sum of the Linear and the Nonlinear Nielsen
numbers.
In Section 5, we show how Theorem 4.9 generalizes both Theorem 2.4 of [6] and Theorem 4.5 of [11]. In addition, many
special cases of Theorem 4.9 are discussed, and examples given.
In Appendix A we derive the semi-index formula for the product of two maps. This formula generalizes the similar
formulas given for the ﬁxed point index [2] and the coincidence index [15]. It will be useful in our applications of our main
result of this paper, Theorem 4.9.
2. Preliminaries
In this section, we give the notions of the H-Reidemeister class and the H-Reidemeister number, followed by the notions
of the H-Nielsen classes, Nielsen classes, and the index Nielsen number.
Let M and N be path connected, locally path connected topological spaces, and (M˜, p) and (N˜, p′) be regular coverings
corresponding to normal subgroups K ⊆ π1(M) and H ⊆ π1(N) of M and N respectively. Let ( f , g) :M −→ N be a pair of
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M˜
f˜ ,˜g
p
N˜
p′
M
f ,g
N.
(2.1)
Notation 2.1. In what follows:
• The groups of covering transformations of the covering spaces (M˜, p) and (N˜, p′) are denoted A(M˜) and A(N˜) respec-
tively.
• The sets of lifts of f and g are denoted by Lift( f ) and Lift(g) respectively.
• The composition of functions f1 and f2 will be denoted by either f1 ◦ f2 or f1 f2.
• If ω is a path in the domain of f , then the path f ◦ ω is denoted for simplicity by f (ω).
Remark 2.2. In case of ﬁxed points, where M = N and g = 1M is the identity on M , we assume M˜ = N˜ , and of course the
covering maps are the same.
Deﬁnition 2.3. We deﬁne Lift( f , g) by
Lift( f , g) = {( f˜ , g˜) ∣∣ f˜ ∈ Lift( f ) and g˜ ∈ Lift(g)}.
Since the validity of our results requires a nonempty set of coincidences, we assume, without loss of generality, that the
set Φ( f , g) of coincidence points of f and g is nonempty.
Lemma 2.4. ([10]) Let M and p : M˜ −→ M be as above. Then, there are bijections A(M˜) −→ p−1(x) and π1(M,x)H(x) −→ p−1(x) for
each x ∈ M.
Now, we give the notions of the H-Reidemeister classes and the H-Reidemeister number.
Proposition 2.5. ([6]) Let f˜ and ˜´f be lifts of f , then there exists a unique β ∈A(N˜) such that ˜´f = β f˜ . In other words, if we ﬁx a lift f˜
of f , then the function
η :A(N˜) −→ Lift( f ) :β −→ β f˜
is a well-deﬁned bijection.
The group A(N˜) (resp. A(M˜)) acts on Lift( f ) from the left (resp. from the right) by β · f˜ = β ◦ f˜ (resp. f˜ · α = f˜ ◦ α),
where f˜ ∈ Lift( f ) and β ∈A(N˜) (resp. α ∈A(M˜)).
Deﬁnition 2.6. ([3]) Let ( f˜ , g˜), (˜´f ,˜´g) ∈ Lift( f , g). We say ( f˜ , g˜) and (˜´f ,˜´g) are conjugate if there exist α ∈ A(M˜) and
β ∈A(N˜) such that (˜´f ,˜´g) = β( f˜ , g˜)α := (β f˜ α,β g˜α).
The set of all conjugacy classes is called the set of H-Reidemeister classes, and is denoted by H ( f , g). The cardinality
of H ( f , g) is denoted by RH ( f , g) and is called the H-Reidemeister number of f and g .
Deﬁnition 2.7. ([9]) Let f :M −→ M be a map, and let (M˜, p) be a covering space. Two lifts f˜1 and f˜2 of f are called
conjugate in the ﬁxed point sense if there exists γ ∈A(M˜) such that f˜2 = γ f˜1γ −1.
It’s not diﬃcult to see that the next proposition is true.
Proposition 2.8. Let f :M −→ M be a map, and let (M˜, p) be a covering space. Two lifts ( f˜1,1M˜) and ( f˜2,1M˜) of ( f ,1M) are
conjugate (in the coincidence point sense) if and only if f˜1 and f˜2 are conjugate in the ﬁxed point sense.
The following corollary is an obvious consequence of Proposition 2.8.
Corollary 2.9. Let f :M −→ M be a map, and let (M˜, p) be a ﬁnite covering space corresponding to the normal subgroup H. Then,
RH ( f ,1M) = RH ( f ).
That is, the coincidence H-Reidemeister number of the pair ( f ,1M) is equal to the ﬁxed point H-Reidemeister number of the map f .
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(1) Φ( f , g) =⋃( f˜ ,˜g) pΦ( f˜ , g˜) where the index runs over all pairs of lifts.
(2) The sets pΦ( f˜ , g˜) and pΦ(˜´f ,˜´g) are either equal or disjoint.
(3) pΦ( f˜ , g˜) = pΦ(˜´f ,˜´g) if and only if ( f˜ , g˜) and (˜´f ,˜´g) are conjugate.
(4) Φ( f , g) =⋃( f˜ ,˜g) pΦ( f˜ , g˜) is a disjoint union, where the union takes one ( f˜ , g˜) from each conjugacy (H-Reidemeister) class.
Next, we give the notions of the coincidence Nielsen class and the index Nielsen number. The following is H. Schirmer’s
deﬁnition of coincidence Nielsen class.
Deﬁnition 2.11. Let H be a normal subgroup of π1(N). Let x, y ∈ Φ( f , g). We say that x and y are in the same H-Nielsen
class, and we write x ∼H y, if there exists a path ω : x −→ y in M such that f (ω) is homotopic to g(ω) relative endpoints
(mod H), symbolically f (ω)∼H g(ω), which means that g(ω) f (ω)−1 ∈ H( f (x)).
If H = 0, then we say that x and y are in the same Nielsen class, and we write x∼0 y.
This relation is an equivalence relation, the equivalence classes are called H-Nielsen classes. For x ∈ Φ( f , g), we write
[x]H for the H-Nielsen class of x.
Remark 2.12. If H = 0 in Deﬁnition 2.11 the equivalence classes are called Nielsen classes. The symbol [x] stands for the
Nielsen class of the coincidence point x.
Lemma 2.13. [x] ⊆ [x]H for every x ∈ Φ( f , g). That is, each H-Nielsen class is a union of ordinary Nielsen classes.
Now, we present an alternative description of the H-Nielsen classes in terms of the H-Reidemeister classes. We start
with the following proposition.
Proposition 2.14. Let x, y ∈ Φ( f , g). Then x and y belong to the same H-Nielsen class if and only if there exists a pair ( f˜ , g˜) ∈
Lift( f , g) such that x, y ∈ pΦ( f˜ , g˜). Moreover, ( f˜ , g˜) is unique up to conjugacy.
Proof. We know that
Φ( f , g) =
⋃
( f˜ ,˜g)∈Lift( f ,g)
pΦ( f˜ , g˜).
Since x ∈ Φ( f , g), there exists a lifting pair ( f˜ , g˜) and x˜ ∈ Φ( f˜ , g˜) such that p( x˜ ) = x. Suppose x and y are in the same
H-Nielsen class. Thus, there exists a path ω : x −→ y such that g(ω) f (ω)−1 ∈ H( f ( x˜ )) = p#(π1(N˜, f˜ ( x˜ ))). Let ω˜ : x˜ −→ y˜
be a lift of ω starting at x˜ and ending at y˜ ∈ p−1(y). Then g(ω) f (ω)−1 = p(λ) for some λ ∈ π1(N˜, f˜ ( x˜ )). So, g(ω) is
homotopic to p(λ) f (ω) rel. endpoints. Now, λ f˜ (ω˜) and g˜(ω˜) are paths with the same initial point, which lift homotopic
paths (rel. endpoints). Thus, y˜ ∈ Φ( f˜ , g˜), and hence y ∈ pΦ( f˜ , g˜). The uniqueness of the pair ( f˜ , g˜) up to conjugacy follows
from Proposition 2.10.
For the converse, assume x, y ∈ pΦ( f˜ , g˜). Let x˜ ∈ p−1(x)∩Φ( f˜ , g˜), y˜ ∈ p−1(y)∩Φ( f˜ , g˜), and ω˜ : x˜−→ y˜ be a path in M˜ .
If ω = p(ω˜), then g(ω) f (ω)−1 ∈ H( f (x)). Therefore, x and y belong to the same H-Nielsen class. 
Corollary 2.15. If pΦ( f˜ , g˜) = ∅ for a lift ( f˜ , g˜) of ( f , g), then pΦ( f˜ , g˜) = [x]H for every x ∈ pΦ( f˜ , g˜).
Proof. Apply Proposition 2.14. 
Corollary 2.15 states that each H-Nielsen class is of the form pΦ( f˜ , g˜) for some lift ( f˜ , g˜) of ( f , g). For nonempty
H-Nielsen classes, this “covering form” of the deﬁnition coincides with Deﬁnition 2.11.
Remark 2.16. If the coverings are universal then the H-Nielsen classes are ordinary Nielsen classes, that is if x ∈ Φ( f , g) then
[x] = [x]H . Also, the H-Reidemeister classes are Reidemeister classes, and the H-Reidemeister number is the Reidemeister
number.
Next, we deﬁne the index Nielsen number. In fact, the concept of the Nielsen number (see [1,7,12,13]) is usually related
to the notion of essentiality. However, there are several deﬁnitions of essentiality [1,3,9]. We focus in this paper on the
deﬁnition that is related to the notion of semi-index (for the deﬁnition of the semi-index, see [3] and [7]).
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has a nonzero semi-index.
The semi-index Nielsen number N( f , g) of f and g is deﬁned to be the number of essential Nielsen classes.
Proposition 2.18. ([3]) The semi-index Nielsen number N( f , g) in Deﬁnition 2.17 is a homotopy invariant, non-negative integer such
that N( f , g) |Φ( f1, g1)|, for every pair ( f1, g1) homotopic to the pair ( f , g).
Proposition 2.19. ([3]) If M and N are orientable closed smooth manifolds, then the semi-index Nielsen number equals the index
Nielsen number ( for the deﬁnition of the index Nielsen number, see [1]).
Corollary 2.20. ([3]) If M = N and g = 1M, then N( f , g) = N( f ) is the ﬁxed point Nielsen number.
3. Defective and non-defective Nielsen classes
In this section, we give the notion of defective classes along with several properties. Then, we introduce the numbers
J , I , and S and their properties (see [11]). These numbers deﬁne the coeﬃcients in the formula that expresses a part of
the semi-index Nielsen number of f and g as a linear combination of the semi-index Nielsen number of the lifts of f
and g . Afterward, the complete relationship between the Nielsen classes in the base space and in the total space of covering
spaces, is derived at the end of this section.
Let M and N be closed smooth manifolds of the same dimension n, and let (M˜, p) and (N˜, p′) be regular coverings
corresponding to the normal subgroups K ⊆ π1(M) and H ⊆ π1(N) of M and N respectively. We assume the coverings are
ﬁnite; that is, [π1(M) : K ] < ∞ and [π1(N) : H] < ∞. Let ( f , g) :M −→ N be a pair of maps (not necessarily smooth) for
which there exists a pair of lifts ( f˜ , g˜) : M˜ −→ N˜ . Consider the commutative diagram (2.1).
In the next work, we refer the reader to [3] and [7] for the deﬁnition of transversality of two maps f and g , and the
deﬁnition of reducibility of two coincidence points of f and g .
Deﬁnition 3.1. ([8]) A Nielsen class is called defective if it contains a self reducible point.
Lemma 3.2. ([3]) Let x, y ∈ Φ( f , g) be such that x reduces to y. Then, there exists a bijection ϕ : p−1{x} ∩ Φ( f˜ , g˜) −→ p−1{y} ∩
Φ( f˜ , g˜) such that x˜ reduces to ϕ( x˜ ) for every x˜ ∈ p−1{x} ∩ Φ( f˜ , g˜). In other words, the set p−1{x, y} ∩ Φ( f˜ , g˜) splits into pairs
reducing themselves.
The following proposition is an obvious geometric characterization of self reducibility.
Proposition 3.3. Let x ∈ Φ( f , g) and ( f˜ , g˜) ∈ Lift( f , g) be such that p−1(x) ∩ Φ( f˜ , g˜) = ∅. Then the following are equivalent:
(1) x reduces to itself.
(2) There exist points in p−1(x) ∩ Φ( f˜ , g˜) not necessarily distinct, which reduce to each other.
(3) p−1(x) ∩ Φ( f˜ , g˜) splits into pairs reducing each other if |p−1(x) ∩ Φ( f˜ , g˜)| is even, or splits into pairs reducing each other
together with a single self reducible point, if |p−1(x) ∩ Φ( f˜ , g˜)| is odd.
Proof. Apply Lemma 3.2. 
The following lemma is an algebraic characterization of self reducibility.
Lemma 3.4. ([8]) Let f , g :M −→ N be transverse maps, x ∈ Φ( f , g) and OM and ON be the subgroups of π1(M) and π1(N)
respectively, each of which consists of orientation-preserving elements. The following are equivalent:
(1) x reduces to itself.
(2) C( f#, g#)x ∩ OM = C( f#, g#)x ∩ f −1# (ON ), where C( f#, g#)x is deﬁned by
C( f#, g#)x =
{
a ∈ π1(M, x)
∣∣ f#(a) = g#(a)}.
(3) There exists γ ∈ π1(M, x) such that f (γ ) = g(γ ), and exactly one of the loops γ or f (γ ) is orientation-preserving.
The characterization of self reducibility given in Lemma 3.4 is restricted to transverse pairs of maps. So, using Lemma 3.4
for any pairs of maps requires a transverse approximation (see Lemma 1.1 of [3]), which is in practice diﬃcult to obtain. The
following proposition, which generalizes Lemma 3.4 to any pair of maps, allows us, in most cases, to ignore the transversality
condition.
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(F ,G) :M × [0,1] −→ N. Let x ∈ Φ( f , g) and x´ ∈ Φ( f´ , g´) be F ,G-related coincidence points. Then, the following are equivalent:
(1) x´ reduces to itself.
(2) C( f#, g#)x ∩ OM = C( f#, g#)x ∩ f −1# (ON ).
(3) There exists γ ∈ π1(M, x) such that f (γ ) = g(γ ) and exactly one of the loops γ or f (γ ) is orientation-preserving.
Proof. The equivalence between (2) and (3) is easily proved. We show the equivalence between (1) and (3).
Suppose that x´ reduces to itself. By Lemma 3.4, there exists γ´ ∈ π1(M, x´) such that f´#(γ´ ) = g´#(γ´ ) (for simplicity, we
write f´ (γ´ ) and g´(γ´ ) for f´#(γ´ ) and g´#(γ´ ) respectively), and exactly one of the loops γ´ or f´#(γ´ ) is orientation-preserving.
Since x and x´ are F ,G-related, there exists a path u : x −→ x´ such that F (u) ∼0 G(u), i.e., F (u) is homotopic to G(u) rel.
endpoints, where F (u),G(u) : [0,1] −→ N are paths deﬁned respectively by F (u)(t) = F (u(t), t) and G(u)(t) = G(u(t), t) for
every t ∈ [0,1]. Deﬁne the path F (x) : [0,1] −→ N by F (x)(t) = F (x, t) for every t ∈ [0,1] (F (x´), G(x), and G(x´) are deﬁned
similarly). Then, the loop γ = uγ´ u−1 at x establishes the Nielsen relation between x and itself since
f´ (γ´ ) = g´(γ´ ) ⇔ F (x´)−1 f (γ´ )F (x´) = G(x´)−1g(γ´ )G(x´)
⇔ f (γ´ ) = F (x´)G(x´)−1g(γ´ )G(x´)F (x´)−1
⇔ f (u) f (γ´ ) f (u)−1 = f (u)F (x´)G(x´)−1g(γ´ )G(x´)F (x´)−1 f (u)−1
⇔ f (uγ´ u−1)= ( f (u)F (x´))G(x´)−1g(γ´ )G(x´)(F (x´)−1 f (u)−1)
⇔ f (γ ) = F (u)G(x´)−1g(γ´ )G(x´)F (u)−1
⇔ f (γ ) = G(u)G(x´)−1g(γ´ )G(x´)G(u)−1
⇔ f (γ ) = g(u)g(γ´ )g(u)−1
⇔ f (γ ) = g(uγ´ u−1)= g(γ ).
Now, suppose, without loss of generality, that γ´ preserves orientation at x´ and f´ (γ´ ) reserves orientation at f´ (x´). We show
that γ preserves orientation at x, while f (γ ) reverses orientation at f (x).
To see that the loop γ preserves orientation at x, let σ be an orientation at x which is translated by u to the orienta-
tion μ at x´. If we write the last statement symbolically as σ
uμ, then
σ
u
μ
γ´
μ
u−1
 σ .
That is, the loop γ = uγ´ u−1 preserves orientation at x.
Note also that the loop f (γ ) reverses the orientation at f (x) because f (γ´ ) = F (x´) f´ (γ´ )F (x´)−1, and if τ and  are
orientations at f (x´) and f´ (x´) respectively such that τ
F (x´)
  then
τ
F (x´)
 
f´ (γ´ )
 − F (x´)
−1
 −τ .
Hence, the path f (γ´ ) reverses orientation. Thus, if η and  are orientations at f (x) and f (x´) respectively such that η
f (u)
 ,
then
η
f (u)
 
f (γ´ )
 − f (u)
−1
 −η.
That is, the loop f (γ ) = f (uγ´ u−1) reverses orientation at f (x).
Similarly, if γ´ reverses orientation at x´, so does γ at x, and if f´ (γ´ ) preserves orientation at f´ (x´), so does f (γ ) at f (x).
Therefore (3) holds.
For the converse, if (3) holds, the same argument as above shows that Lemma 3.4(3) holds. By that same lemma this
implies that x´ reduces to itself. 
Remark 3.6. Proposition 3.5 allows us to generalize the deﬁnition of self reducibility (defective class) to include coincidence
points (Nielsen classes) of any pair of maps.
Lemma 3.7. ([8]) If A is a defective class, then any two points in A reduce to each other. Consequently,
|ind|( f , g; A) =
{
0 if |A| is even,
1 if |A| is odd,
where |A| denotes the cardinality of A.
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Deﬁnition 3.8. ([11]) Assume M and N are path connected, locally path connected topological spaces, and (M˜, p) and (N˜, p′)
are ﬁnite regular coverings corresponding to the normal subgroups K ⊆ π1(M) and H ⊆ π1(N) of M and N respectively. Let
( f , g) :M −→ N be a pair of maps for which there exists a pair of lifts ( f˜ , g˜) : M˜ −→ N˜ . If A ⊆ Φ( f , g) and A˜ ⊆ Φ( f˜ , g˜) are
Nielsen classes such that p( A˜) = A, and if x ∈ A, then the numbers J A , I A , and S A are deﬁned, respectively, by
J A :=
∣∣p−1(x) ∩ A˜∣∣,
I A :=
∣∣p−1(x) ∩ Φ( f˜ , g˜)∣∣,
and S A := the number of Nielsen classes A˜ ⊆ φ( f˜ , g˜) such that p( A˜) = A.
It was shown in [11] that these numbers are well deﬁned. Moreover, it will be shown in Proposition 4.5 that these
numbers are homotopy invariant. The following propositions show the way to algebraically compute these numbers, and
illustrate the relationships among them.
Proposition 3.9. ([11]) Given the assumptions as in Deﬁnition 3.8, then:
(1) J A = | j(C( f#, g#)x)|, where C( f#, g#)x = {γ ∈ π1(M, x) | f#(γ ) = g#(γ )}; f# and g# are the homomorphisms induced on
π1(M, x) by the maps f and g respectively; and j :π1(M) −→ π1(M)K is the natural epimorphism.
(2) I A = |Γ ( f˜ , g˜)| = |C( f #, g#)x|, where Γ ( f˜ , g˜) := {α ∈A(M˜) | δ( f˜ , g˜;α) = 1} (in fact, δ( f˜ , g˜;α) = 1 if there exists β ∈A(N˜)
such that f˜ α = β f˜ and g˜α = β g˜; if such β does not exist, we write δ( f˜ , g˜;α) = 0; for more details on δ( f˜ , g˜;α), we refer the
reader to [11]);
C( f #, g#)x =
{
a ∈ π1(M, x)
K (x)
∣∣ f #(a) = g#(a)};
and f # and g# are the homomorphisms induced on
π1(M,x)
K (x) by f and g respectively.
Proposition 3.10. ([11]) Given the assumptions as in Deﬁnition 3.8, if Φ( f , g) is ﬁnite, then:
(i) | A˜| = J A · |A|.
(ii) |p−1(A) ∩ Φ( f˜ , g˜)| = I A · |A|.
(iii) S A = I AJ A .
Now, we come back to our original assumptions given in the second paragraph of this section. We give the explicit
formulas which connect the indices of the Nielsen classes in the base space and those in the total space. These formulas,
given in Theorem 3.11 and Propositions 3.12 and 3.13, generalize the ones given in Lemma 3.4 of [6] (the ﬁxed point case)
and Proposition 4.2 of [11] (the coincidence point case for orientable manifolds) to semi-index Coincidence Theory.
Theorem 3.11. ([14]) Let A˜ be a coincidence class of the pair ( f˜ , g˜), then p( A˜) = A is a coincidence class of the pair ( f , g) and
|ind|( f˜ , g˜; A˜) =
{
s · k (mod 2) if A is defective,
s · k if A is not defective,
where s = |ind|( f , g; A), k = | j(C( f#, g#))x0 |, and x0 ∈ A.
The following proposition is a simple, but useful, modiﬁcation of Theorem 3.11. It will be useful in the proof of Proposi-
tion 3.13.
Proposition 3.12. Let A˜ be a coincidence class of the pair ( f˜ , g˜), then p( A˜) = A is a coincidence class of the pair ( f , g) and
|ind|( f˜ , g˜; A˜) =
{
1−(−1) J A
2 · |ind|( f , g; A) if A is defective,
J A · |ind|( f , g; A) if A is not defective.
Proposition 3.13. Let A ⊆ pΦ( f˜ , g˜) be a Nielsen class of the pair ( f , g). Then,
|ind|( f˜ , g˜; p−1(A) ∩ Φ( f˜ , g˜))= { S A · 1−(−1) J A2 · |ind|( f , g; A) if A is defective,
I A · |ind|( f , g; A) otherwise.
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p−1(A) ∩ Φ( f˜ , g˜) =
S A⋃
i=1
A˜i,
where A˜i is a Nielsen class of ( f˜ , g˜) such that p( A˜i) = A, for every i = 1, . . . , S A . Thus,
|ind|( f˜ , g˜; p−1(A) ∩ Φ( f˜ , g˜))= S A∑
i=1
|ind|( f˜ , g˜; A˜i).
If A is not defective, then by Proposition 3.12
|ind|( f˜ , g˜; p−1(A) ∩ Φ( f˜ , g˜))= S A∑
i=1
J A · |ind|( f , g; A)
= S A · J A · |ind|( f , g; A)
= I A · |ind|( f , g; A).
If A is defective, by Proposition 3.12 we have
|ind|( f˜ , g˜; p−1(A) ∩ Φ( f˜ , g˜))= S A∑
i=1
1− (−1) J A
2
· |ind|( f , g; A)
= S A · 1− (−1)
J A
2
· |ind|( f , g; A). 
Remark 3.14. Notice that if S A = 1 in Proposition 3.13, then I A = J A , and in this case, Propositions 3.12 and 3.13 coincide.
The next proposition gives the complete relationship between the Nielsen classes in the base space and those in the
total space.
Proposition 3.15. Let A ⊆ Φ( f , g) be a Nielsen class. Then:
(1) If J A is odd and A is defective, then A is essential if and only if A˜ is essential for every Nielsen class A˜ ⊆ Φ( f˜ , g˜) with p( A˜) = A.
(2) If J A is even and A is defective, then A˜ is inessential, i.e., |ind|( f˜ , g˜; A˜) = 0 for every A˜ ⊆ Φ( f˜ , g˜) such that p( A˜) = A.
(3) If A is not defective, neither is A˜ for any A˜ ⊆ Φ( f˜ , g˜) for which p( A˜) = A. Hence, when A is not defective, A is essential if and
only if A˜ is essential for every A˜ ⊆ Φ( f˜ , g˜) with p( A˜) = A.
Proof. The proof follows directly from Theorem 3.11 and Lemma 3.7. 
Corollary 3.16. Let ( f˜ , g˜) be a lift of ( f , g), A be a Nielsen class of f and g such that J A is even, and let A˜ be a Nielsen class of f˜
and g˜ such that p( A˜) = A. Then:
(1) If A˜ is essential, then A˜ is not defective.
(2) A˜ is essential if and only if A is essential and not defective.
(3) If A˜ is essential, then all the other classes in p−1Φ (A) are essential and not defective.
Proof. (1) Assume that A˜ is essential. Since | A˜| is even, then A˜ cannot be defective.
(2) Assume that A˜ is essential. Since J A is even, by (2), Proposition 3.15 we get A is not defective. Thus, by (3) of
Proposition 3.15, we have A is essential. The converse follows immediately from part (3) of Proposition 3.15.
(3) Assume that A˜ is essential. By (2), A is essential and not defective. By Proposition 3.12, every class in p−1(A) ∩
Φ( f˜ , g˜) is essential and not defective. 
Remark 3.17. Note that, if A is a defective class for which J A is even, then A is not necessarily essential or inessential. This
fact is illustrated in Examples 3.18 and 3.20.
The next example shows the existence of an inessential defective class for which J is even.
Example 3.18. Let M be a nonorientable closed smooth manifold of dimension 2, and let χ : S2 −→ RP2 be the quo-
tient map, where RP2 is the real projective plane. For every (x, y, z) ∈ S2, we write χ(x, y, z) = [(x, y, z)]. The maps
f˜0, g˜0, f˜1, g˜1, f0, g0 : S2 −→ S2, f1, g1 :RP2 −→ RP2, and f˜2, g˜2, f2, g2 :M −→ S2 are deﬁned as follows:
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• g˜0(x, y, z) = g˜1(x, y, z) = g0(x, y, z) = (x, y, z), for every (x, y, z) ∈ S2,
• f1([(x, y, z)]) = [(−x,−y, z)], for every [(x, y, z)] ∈ RP2,
• g1([(x, y, z)]) = [(x, y, z)], for every [(x, y, z)] ∈ RP2,
• f˜2 maps the 1-skeleton to a point y1 = (x1, y1, z1) ∈ S2 and the interior of the 2-cell diffeomorphically to S2 −
(x1, y1, z1),
• g˜2 is the constant map with g˜2(M) = y0 = (x0, y0, z0) = (x1, y1, z1),
• f2 = f˜2, and
• g2 = g˜2.
Notice that f1 is well deﬁned since it is an odd function. That is, it maps antipodal points to antipodal points. We deﬁne the
maps f˜ , g˜ : S2 × S2 × M −→ S2 × S2 × S2 and f , g : S2 ×RP2 × M −→ S2 ×RP2 × S2 by f˜ = f˜0 × f˜1 × f˜2, g˜ = g˜0 × g˜1 × g˜2,
f = f0 × f1 × f2 and g = g0 × g1 × g2. We have the commutative diagram which represents a 2-fold covering
S2 × S2 × M f˜ ,˜g
1S2×χ×1M
S2 × S2 × S2
1S2×χ×1S2
S2 × RP2 × M f ,g S2 × RP2 × S2.
Let p = (0,0,1) and q = (0,0,−1), and let x0 ∈ M be such that f˜2(x0) = g˜2(x0) = y0. Then,
Φ( f˜ , g˜) = Φ( f˜0, g˜0) × Φ( f˜1, g˜1) × Φ( f˜2, g˜2) = {p,q} × {p,q} × {x0}.
Since S2 × S2 × S2 is simply connected, Φ( f˜ , g˜) consists of a single Nielsen class of f˜ and g˜ . Moreover, since [p] = [q], we
have
A := 1S2 × χ × 1M
(
Φ( f˜ , g˜)
)= {(p, [p],x0), (q, [p],x0)}
is a Nielsen class of f and g . It is not hard to show that the point (p, [p],x0) is self reducible. Hence, A is defective. On the
other hand,
J A =
∣∣(1S2 × χ × 1M)−1((p, [p],x0))∩ Φ( f˜ , g˜)∣∣= ∣∣{(p, p,x0), (p,q,x0)}∣∣= 2.
Since |A| = 2, and A is defective, |ind|( f , g; A) = 0. In other words, A is an inessential defective class for which J A is even.
The following version of Proposition 3.15 is useful.
Corollary 3.19. Let A ⊆ Φ( f , g) be a Nielsen class. Then:
• If A is defective, then:
– A is inessential (equivalently |A| is even) implies that A˜ is inessential for every Nielsen class A˜ ⊆ Φ( f˜ , g˜) such that p( A˜) = A.
– A is essential (equivalently |A| is odd), and
∗ J A is even implies that A˜ is inessential for every Nielsen class A˜ ⊆ Φ( f˜ , g˜) such that p( A˜) = A.
∗ J A is odd implies that A˜ is essential and defective for every Nielsen class A˜ ⊆ Φ( f˜ , g˜) such that p( A˜) = A.
• If A is not defective, neither is A˜ for any A˜ ⊆ Φ( f˜ , g˜) with p( A˜) = A. Hence, when A is not defective, A is essential if and only if
A˜ is essential for every Nielsen class A˜ ⊆ Φ( f˜ , g˜) such that p( A˜) = A.
Proof. The proof follows directly from Proposition 3.15. 
The following example shows that there exist essential defective Nielsen classes with even J . In other words, this exam-
ple shows that there exist maps f and g such that their Nonlinear Nielsen number NED( f , g), which counts the essential
defective Nielsen classes of f and g for which J is even, is not zero. This case only appears when nonorientable manifolds are
involved.
Example 3.20. Let M = RP2. It is well known that RP2 is a nonorientable smooth manifold with ﬁnite cyclic fundamental
group of order 2. Let f˜1, g˜1, f˜2, g˜2, f1, f2, g1, and g2 as given in Example 3.18. Let f˜ := f˜1 × f˜2, g˜ := g˜1 × g˜2, f := f1 × f2,
and g := g1 × g2. Let χ : S2 −→ RP2 be the quotient map.
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covering spaces are regular since the fundamental groups of the involved manifolds are abelian. Moreover, each of the
coverings is ﬁnite where diagrams (1), (2), and (3) represent 2-fold, 1-fold, and 2-fold covering, respectively.
S2
(1)χ
f˜1 ,˜g1
S2
χ
RP2
(2)1RP2
f˜2 ,˜g2
S2
χ
S2 × RP2
(3)χ×1RP2
f˜ ,˜g
S2 × S2
χ×χ
RP2
f1,g1
RP2 RP2
f2,g2
RP2 RP2 × RP2 f ,g RP2 × RP2.
The pair ( f1, g1) is transverse at the point [p]. However, ( f1, g1) is not transverse at each point in Φ( f1, g1) = {[p]} ∪
{[(x, y,0)] | x2 + y2 = 1} because (− f˜1, g˜1), the other Reidemeister representative, is not transverse. This is due to the fact
that the set B˜ := Φ(− f˜1, g˜1) = {(x, y,0) | x2 + y2 = 1} is homeomorphic to S1 which is a 1-manifold (the pair (− f˜1, g˜1)
must be transverse on a discrete submanifold). Transversality of ( f2, g2) follows from commutativity of diagram (2). The
commutativity of diagram (3) together with a similar argument as was given for the pair ( f˜1, g˜1) shows that ( f , g) is
transverse only at the point ([p], x0). On the other hand, let A˜ = {(p, x0), (q, x0)}, then A˜ is a defective Nielsen class of f˜
and g˜ with |ind|( f˜ , g˜; A˜) = 0. Thus, A := (χ × 1RP2 )( A˜) = {([p], x0)} consists of a single coincidence point, since p and q
are antipodal and so they are identiﬁed to each other by χ . This implies that |ind|( f , g; A) = 1, so A is an essential class.
By Proposition 3.3, the self reducibility of (p, x0) implies the self reducibility of the point ([p], x0). That is, A is a defective
Nielsen class. Since J A = |(χ × 1RP2 )−1([p], x0) ∩ Φ( f˜1, g˜1)| = |{(p, x0), (q, x0)}| = 2, we get that A is an essential defective
class with even J .
Notice that the covering map χ × 1RP2 maps the nonessential Nielsen class A˜ of the lift ( f˜ , g˜), to the essential Nielsen
class A of ( f , g). As we will see in the next section, this example implies that the Nonlinear Nielsen number of the pair
( f , g) (see Deﬁnition 4.1) NED( f , g) is greater than or equal to 1. That is, NED( f , g) = 0.
4. Computation of the semi-index Nielsen number N( f , g)
In this section, we generalize Theorem 4.2 of [6] and Theorem 4.5 of [11] to Theorem 4.9. This generalization computes
a part of the coincidence Nielsen number N( f , g) as a linear combination of the coincidence Nielsen numbers of the
lifts of the pair ( f , g). It is convenient to think of there being three Nielsen numbers. The ﬁrst is the semi-index Nielsen
number N( f , g). We call the second one the Linear Nielsen number NL( f , g). It is deﬁned using a linear combination of
the Nielsen numbers of the lifts of ( f , g). The third one is called the Nonlinear Nielsen number NED( f , g). It is the number
of the essential defective classes of ( f , g) with even J . In fact, N( f , g) = NL( f , g) + NED( f , g). The main diﬃculty in the
computation of N( f , g) appears while computing NED( f , g). As we will see, it cannot be computed in the same way we
computed other Nielsen numbers, since it is related to the inessential classes of the lifts of ( f , g).
Deﬁnition 4.1. The number NED( f , g) is deﬁned to be the number of essential defective classes of f and g for which J is
even. It is called the Nonlinear Nielsen number of f and g .
Example 4.2. In Example 3.20, NED( f1, g1) = 0. To see this, we have A(S2) = {1S2 ,−1S2 }. Moreover, f˜1 ◦ (−1S2 ) = −1S2 ◦ f˜1
and g˜1 ◦ (−1S2 ) = −1S2 ◦ g˜1. This implies that there are two Reidemeister representatives of the pair ( f1, g1), namely
( f˜1,1S2 ) and ( f˜1,−1S2 ). Moreover, Φ( f˜1,1S2 ) = {p,q}, and Φ( f˜1,−1S2 ) is homeomorphic to S1.
Now, since A˜ := {p,q} is the unique Nielsen class of the pair ( f1, g1) and p does not reduce to q, the unique Nielsen
class A := χ( A˜) = {[p]} of ( f1, g1) is not defective by Proposition 3.3. On the other hand, B˜ := Φ( f˜1,−1S2 ) is a compact
1-manifold, and the pair ( f˜1,−1S2 ) is not transverse on it. We have
index( f˜1,−1S2; B˜) = index
(
f˜1,−1S2; S2
)= L( f˜1,−1S2)
= deg(−1S2) + (−1)2deg( f˜1) = −1+ 1= 0.
Thus, the Nielsen class B˜ is inessential. Hence, B = χ(B˜) is either inessential or defective. Since this example considers the
ﬁxed point case, the defective classes do not exist. So, B is not defective and hence inessential. Therefore, NED( f1, g1) = 0.
Example 4.3. Consider the pair of maps ( f2, g2) and their lifts given in Example 3.20. The unique Nielsen class A := {x0}
of ( f2, g2) is essential with J A = 1. Moreover, this class is defective because x0 is self reducible. This in turn implies that
NED( f2, g2) = 0.
Now, we give an example with NED( f , g) = 1.
Example 4.4. In Example 3.20, we showed that NED( f , g) > 0. We show here that NED( f , g) = 1. The Nielsen class B × {x0}
is inessential. In fact, in Example 4.2, we have shown that B is inessential. Thus, |ind|( f1, g1; B) = 0. Since {x0} is defective,
by Proposition A.6
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2
= 1− (−1)
0·1
2
= 0
2
= 0.
Thus {([p], x0)} is the only essential defective such that J is even. Therefore, NED( f , g) = 1.
Next, we show that NED( f , g) is a Nielsen number. We start by showing that the three numbers J , I , and S are homotopy
invariant.
Proposition 4.5. The numbers J , I , and S are homotopy invariant.
Proof. Assume ( f , g) :M −→ N is homotopic to a pair ( f´ , g´) :M −→ N by the homotopy-pair (F ,G) :M × [0,1] −→ N . Let
x ∈ Φ( f , g) and x´ ∈ Φ( f´ , g´) be F ,G-related coincidence points. Let u : x −→ x´ be a path such that F (u)∼0 G(u).
(1) J is homotopy invariant: As in the proof of Proposition 3.5, the isomorphism
u# :π1(M, x) −→ π1(M, x´)
restricts to the isomorphism
u# :C( f#, g#)x −→ C( f´#, g´#)x´.
Consider the diagram
C( f#, g#)x
j
u#
C( f´#, g´#)x´
j
j(C( f#, g#)x)
u#
j(C( f´#, g´#)x´),
where u# is the homomorphism induced by u# on the given groups. The diagram is commutative and hence u# is an
isomorphism. By Proposition 3.9, we obtain J [x] = J [x´] . In other words, the number J is homotopy invariant.
(2) I is homotopy invariant: First, let us recall:
• In regular coverings, f admits a lift if and only if f´ does. In other words,
f#
(
K (x)
)⊆ H( f (x)) ⇔ f´#(K (x))⊆ H( f´ (x)),
for all x ∈ M .
• The isomorphism
u# :
π1(M, x)
K (x)
−→ π1(M, x´)
K (x´)
induces the isomorphism
u# :C( f #, g#)x −→ u#
(
C( f #, g#)x
)
.
We claim that
u#
(
C( f #, g#)x
)= C( f´ #, g´#)x´.
Let b ∈ u#(C( f #, g#)x). Then,
b = u#(a) and f #(a) = g#(a)
⇒ b = u#(a) and f#(a) = g#(a)
⇒ bu#(a)−1 ∈ K (x´) and f (a) = g(a)
⇒ bu#(a)−1 = k ∈ K (x´) and f (a) = g(a)
⇒ k−1b = u#(a) and f (a) = hg(a) for some h ∈ H
(
f (x)
)
⇒ k−1b = u#(a) and F (x) f´ (a)F (x)−1 = hg(a)
⇒ k−1b = u−1au and f´ (a) = F (x)−1hg(a)F (x)
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⇒ f´ (uk−1bu−1)= F (x)−1hg(uk−1bu−1)F (x)
⇒ f´ (u) f´ (k−1) f´ (b) f´ (u−1)= F (x)−1hg(u)g(k−1)g(b)g(u−1)F (x)
⇒ f´ (b) = f´ (k) f´ (u−1)F (x)−1︸ ︷︷ ︸
F (u)−1
hg(u)g
(
k−1
)
g(b)g
(
u−1
)
F (x) f´ (u)︸ ︷︷ ︸
F (u)
⇒ f´ (b) = f´ (k)G(u)−1hg(u)g(k)−1g(b)g(u)−1G(u)
⇒ f´ (b) = f´ (k)G(u)−1hG(u)G(u)−1g(u)︸ ︷︷ ︸
G(x´)−1
g(k)−1g(b) g(u)−1G(u)︸ ︷︷ ︸
G(x´)
⇒ f´ (b) = f´ (k)︸︷︷︸
∈H( f´ (x´))
G(u)−1hG(u)︸ ︷︷ ︸
∈H( f´ (x´))
G(x´)−1g(k)−1G(x´)︸ ︷︷ ︸
∈H( f´ (x´))
G(x´)−1g(b)G(x´)︸ ︷︷ ︸
g´(b)
⇒ f´ (b) = g´(b)
⇒ f´ #(b) = g´#(b)
⇒ b ∈ C( f´ #, g´#)x´.
Therefore,
u#
(
C( f #, g#)x
)⊆ C( f´ #, g´#)x´.
Similarly,
u−1#
(
C( f´ #, g´#)x´
)⊆ C( f #, g#)x
which implies that
C( f´ #, g´#)x´ ⊆ u#
(
C( f #, g#)x
)
.
Consequently,
u#
(
C( f #, g#)x
)= C( f´ #, g´#)x´.
Now, by Proposition 3.9, and the deﬁnition of the number I , we obtain I[x] = I[x´] , i.e., the number I is homotopy invariant.
(3) S is homotopy invariant: Since both J and I are homotopy invariant, Proposition 3.10 gives that S is homotopy
invariant. 
Corollary 4.6. The number NED( f , g) is homotopy invariant. In particular, NED( f , g) is a Nielsen number.
Proof. Proposition 3.5 states that “being defective” is homotopy invariant as is “being essential”. Hence, by Proposition 4.5
we get that NED( f , g) is homotopy invariant. Since it is also non-negative and a lower bound of Φ( f , g) we get that
NED( f , g) is a Nielsen number. 
Now we deﬁne the Linear Nielsen number NL( f , g) and show that it is indeed a Nielsen number.
Deﬁnition 4.7. The Linear Nielsen number NL( f , g) of the pair ( f , g) is deﬁned to be
NL( f , g) = N( f , g) − NED( f , g). (4.1)
Proposition 4.8. The Linear Nielsen number NL( f , g) of a pair ( f , g) is a Nielsen number of f and g.
Proof. Obviously, NL( f , g) is a non-negative integer. Since N( f , g) is homotopy invariant, by Corollary 4.6 we obtain that
NL( f , g) is homotopy invariant. Also, it is a lower bound of the set {|Φ( f´ , g´)| | f ∼ f´ and g ∼ g´}. 
Let ( f˜1, g˜1), . . . , ( f˜ RH ( f ,g), g˜RH ( f ,g)) be representatives of the H-Reidemeister classes of the pair ( f , g), and let r be the
number of nonempty H-Nielsen classes of f and g . Without lose of generality, assume that ( f˜1, g˜1), . . . , ( f˜ r, g˜r) are the
representatives of the H-Reidemeister classes of the pair ( f , g) corresponding to the nonempty H-Nielsen classes. We let
p˜Φ E( f˜ , g˜) denote the set of essential classes in the H-Nielsen class pΦ( f˜ , g˜). We are ready now to prove the main theorem
of this chapter which shows that NL( f , g) is a linear combination of the Nielsen number of the lifts of ( f , g).
F. Moh’D / Topology and its Applications 157 (2010) 417–438 429Theorem 4.9. Let M and N be closed smooth manifolds of the same dimension, (M˜, p) and (N˜, p) be ﬁnite regular coverings which
correspond to normal subgroups K ⊆ π1(M) and H ⊆ π1(N), respectively. Let f , g :M −→ N be maps for which there exist lifts
f˜ , g˜ : M˜ −→ N˜ respectively. Suppose the number J A is the same for all Nielsen classes A of f and g that lie in the same H-Nielsen
class. Then,
NL( f , g) = N( f , g) − NED( f , g) =
RH ( f ,g)∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
. (4.2)
Proof. Without lose of generality, assume the pairs ( f˜1, g˜1), . . . , ( f˜t , g˜t) have odd J and the pairs ( f˜t+1, g˜t+1), . . . , ( f˜ r, g˜r)
have even J , where t  r. Then,
N( f , g) =
i=t∑
i=1
∣∣p˜Φ E( f˜ i, g˜i)∣∣+ i=r∑
i=t+1
∣∣p˜Φ E( f˜ i, g˜i)∣∣.
The assumptions yield that the number S is the same for all Nielsen classes in the same H-Nielsen class. Hence, by (1)
and (3) of Proposition 3.15,
N( f˜ i, g˜i) =
∣∣p˜Φ E( f˜ i, g˜i)∣∣ · S( f˜ i, g˜i)
for each i = 1, . . . , t . Thus,∣∣p˜Φ E( f˜ i, g˜i)∣∣= N( f˜ i, g˜i)
S( f˜ i, g˜i)
for each i = 1, . . . , t .
On the other hand, for each i = t + 1, . . . , r, let ED( f˜ i, g˜i) denote the number of essential defective classes in pΦ( f˜ i, g˜i),
and END( f˜ i, g˜i) denote the number of essential non-defective classes in pΦ( f˜ i, g˜i). It follows from Corollary 3.16 that
END( f˜ i, g˜i) · S( f˜ i, g˜i) = N( f˜ i, g˜i)
or
END( f˜ i, g˜i) = N( f˜ i, g˜i)
S( f˜ i, g˜i)
,
for i = t + 1, . . . , r. Thus,∣∣p˜Φ E( f˜ i, g˜i)∣∣= END( f˜ i, g˜i) + ED( f˜ i, g˜i) = N( f˜ i, g˜i)
S( f˜ i, g˜i)
+ ED( f˜ i, g˜i).
Now,
N( f , g) =
i=t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+
i=r∑
i=t+1
(
END( f˜ i, g˜i) + ED( f˜ i, g˜i)
)
=
i=t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+
i=r∑
i=t+1
(
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+ ED( f˜ i, g˜i)
)
or
N( f , g) =
i=t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+
i=r∑
i=t+1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+
i=r∑
i=t+1
ED( f˜ i, g˜i).
Finally,
N( f , g) =
i=r∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+ NED( f , g).
Since N( f˜ , g˜) = 0 for the representatives corresponding to empty H-Nielsen classes and inessential H-Nielsen classes, we
get
NL( f , g) = N( f , g) − NED( f , g) =
RH ( f ,g)∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
. 
430 F. Moh’D / Topology and its Applications 157 (2010) 417–438Corollary 4.10. Let M and N be closed smooth manifolds of the same dimension, (M˜, p) and (N˜, p) be ﬁnite regular coverings which
correspond to normal subgroups K ⊆ π1(M) and H ⊆ π1(N), respectively. Let f , g :M −→ N be maps for which there exist lifts
f˜ , g˜ : M˜ −→ N˜ respectively. Suppose the number J A is the same for all Nielsen classes A of f and g that lie in the same H-Nielsen
class. Then,
N( f , g) = NL( f , g) + NED( f , g) =
RH ( f ,g)∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
+ NED( f , g).
Example 4.11. From Example 4.2, I A = J A = 2. Thus, S( f˜1, g˜1) = S A = 1. Therefore, N( f1, g1) = NL( f1, g1) + NED( f1, g1) =
N( f˜1, g˜1) + 0= 1+ 0= 1. This result agrees with the fact that A is the unique essential class of ( f1, g1).
Example 4.12. From Example 4.3, I A = J A = 1. Hence, S( f˜2, g˜2) = S A = 1. Therefore, N( f2, g2) = NL( f2, g2) + NED( f2, g2) =
N( f˜2, g˜2) + 0= 1+ 0= 1. Again, this result agrees with the fact that A is the unique essential class of ( f2, g2).
Example 4.13. From Example 4.4, I A = J A = 2. Thus, S( f˜ , g˜) = S A = 1. Therefore, N( f , g) = NL( f , g)+NED( f , g) = N( f˜ , g˜)+
1= 0+ 1= 1. This result agrees with the fact that A is the unique essential class of ( f , g).
Remark 4.14. Since all Nielsen numbers are strictly non-negative, it follows trivially from the deﬁnition that the Linear
Nielsen number NL( f , g) acts as a lower bound for N( f , g), that is NL( f , g) N( f , g). The point of the remark of course
is, as usual with lower bounds, that they are easier to compute. The comparative ease of computation of NL( f , g) over
N( f , g) is emphasized by the fact that we do not have a direct method for the computation of NED( f , g). In the next
section we will, among other things, discuss cases and give examples where NL( f , g) = N( f , g).
5. Applications and examples
This section contains some special cases of Theorem 4.9, and some examples. The results in this section coincide with
those in [11] when orientable manifolds are considered.
Let M and N be closed smooth manifolds of the same dimension n, and let (M˜, p) and (N˜, p′) be regular coverings
corresponding to the normal subgroups K ⊆ π1(M) and H ⊆ π1(N) of M and N respectively. We assume the coverings are
ﬁnite, i.e., [π1(M) : K ] < ∞ and [π1(N) : H] < ∞. Let ( f , g) :M −→ N be a pair of maps for which there exists a pair of lifts
( f˜ , g˜) : M˜ −→ N˜ . We have the commutative diagram
M˜
f˜ ,˜g
p
N˜
p′
M
f ,g
N.
(5.1)
The following result follows directly from Theorem 4.9.
Corollary 5.1. Let M and N be closed smooth manifolds of the same dimension, and f , g :M −→ N be smooth maps that admit lifts
f˜ , g˜ : M˜ −→ N˜ respectively. Suppose the number J is the same for all Nielsen classes of f and g that lie in the same H-Nielsen class.
Suppose in addition that all essential Nielsen classes corresponding to even J are non-defective. Then,
N( f , g) = NL( f , g) =
RH ( f ,g)∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
.
Proof. If the essential Nielsen classes corresponding to even J are non-defective, then NED( f , g) = 0. The rest follows by
applying Theorem 4.9. 
We begin with the ﬁxed point case. The following proposition shows that there do not exist defective classes when
considering ﬁxed points.
Proposition 5.2. Suppose M = N, (M˜, p) = (N˜, p′), and g = 1M. Then, the ﬁxed point classes of f are non-defective.
Proof. Any defective class must have x reduce to itself by Proposition 3.5. So, let σ be a path establishing this reducibility.
Then, f (σ ) ∼0 σ . Thus, σ and f (σ ) induce the same effect on orientations by Proposition 3.5, and we cannot have the
mismatch required by self reducibility. 
The following theorem gives the same formula for computing N( f ) given in Theorem 4.5 of [11], and illustrates why
Theorem 4.9 is a generalization of Theorem 4.2 of [6].
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have the same number J . Then,
N(g) = NL(g) =
r∑
i=1
J (˜gi)
I (˜gi)
N (˜gi),
where r is the number of nonempty H-Reidemeister classes of g.
Proof. By Proposition 5.2, we have NED(1M , g) = 0. The rest follows by applying Proposition 3.10 and Theorem 4.9. 
Remark 5.4. In Theorem 5.3, if we put g = 1M , then we get the formula
N( f ) = NL( f ) =
r∑
i=1
J ( f˜ i,αi)
I( f˜ i,αi)
N( f˜ i,αi)
where αi ∈A(M˜). It allows us to compute the ﬁxed point Nielsen number N( f ) in terms of the coincidence Nielsen numbers
of a ﬁxed lift of f and the covering transformations, which are the lifts of g = 1M .
Next, we consider the orientable case. We ﬁrst borrow the following proposition that illustrates the relationship between
the index and semi-index.
Proposition 5.5. ([7]) Let ( f , g) :M −→ N be a pair of maps between two oriented closed smooth n-manifolds. Then:
(1) If ( f , g) is a transverse pair, then index( f , g; x) = ±1 for every x ∈ Φ( f , g).
(2) If x, y ∈ Φ( f , g) are in the same Nielsen class, then x reduces to y if and only if index( f , g; x) = −index( f , g; y). Thus:
(3) If A ⊆ Φ( f , g) is a Nielsen class, then |ind|( f , g; A) = |index( f , g; A)|.
The following lemma shows that there are no defective classes when the involved manifolds are orientable.
Lemma 5.6. Let ( f , g) :M −→ N be a pair of maps between two oriented closed smooth n-manifolds. Then, there do not exist defective
Nielsen classes of ( f , g).
Proof. Without lose of generality, assume ( f , g) is a transverse pair. We give proof by contradiction. Accordingly, assume
there exists a self reducible point x. By (2) of Proposition 5.5, index( f , g; x) = −index( f , g; x). Hence, index( f , g; x) = 0
which, under our assumptions, contradicts the fact that index( f , g; x) = ±1 (see part (1) of Proposition 5.5). 
Theorem 5.7 states that when orientable manifolds are involved, then Theorem 4.5 of [11] and Theorem 4.9 coincide.
Theorem 5.7. Let ( f , g) :M −→ N be a pair of maps between two oriented closed smooth n-manifolds. Suppose the number J is the
same for all Nielsen classes that lie in the same H-Nielsen class. Then,
N( f , g) = NL( f , g) =
RH ( f ,g)∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
.
Proof. Apply Corollary 5.1 and Lemma 5.6. 
Next, we consider the case of a universal covering.
Lemma 5.8. Assume that M˜ and N˜ are orientable manifolds, (N˜, p′) is universal, and that π1(M) and π1(N) are ﬁnite. Therefore,
Φ( f˜ , g˜) is a single Nielsen class, and there is only one J value. Let pΦ( f˜ , g˜) be an essential Nielsen class of f and g. Then, pΦ( f˜ , g˜)
is defective with even J if and only if L( f˜ , g˜) = 0.
Proof. Assume pΦ( f˜ , g˜) is defective with even J . Hence, Φ( f˜ , g˜) is inessential, which implies L( f˜ , g˜) = 0.
Conversely, assume that L( f˜ , g˜) = 0. Now, Φ( f˜ , g˜) is inessential. Hence, pΦ( f˜ , g˜) is defective. Now, pΦ( f˜ , g˜) is defective
and essential, so it has an odd cardinality. If J ( f˜ , g˜) is odd, then |Φ( f˜ , g˜)| has odd cardinality from the equation∣∣Φ( f˜ , g˜)∣∣= J ( f˜ , g˜) · ∣∣pΦ( f˜ , g˜)∣∣
given in Proposition 3.10. Hence, Φ( f˜ , g˜) is essential and this is a contradiction. Therefore, J ( f˜ , g˜) must be even. 
432 F. Moh’D / Topology and its Applications 157 (2010) 417–438Theorem 5.9. If M˜ and N˜ are orientable manifolds, (M˜, p) and (N˜, p′) are universal, and π1(M) and π1(N) are ﬁnite, then:
• NL( f , g) =∑ri=1 N( f˜ i, g˜i) = the number of Reidemeister classes of representatives that have nonzero Lefschetz number.
• NED( f , g) = the number of Reidemeister classes eachwith a representative ( f˜ , g˜) such that L( f˜ , g˜) = 0 and pΦ( f˜ , g˜) is essential.
Proof. Since the coverings are universal, both f and g can be lifted. Moreover, the H-Nielsen classes are equal to the
Nielsen classes. So, there is no uniformity requirement for the number J . Let ( f˜ i, g˜i) be a representative of a Reidemeister
class of f and g for all i = 1, . . . , r, where r is the number of nonempty Reidemeister classes. Without lose of generality
assume L( f˜ i, g˜i) = 0 for each i = 1, . . . , t and 1 t  r, and L( f˜ i, g˜i) = 0 otherwise.
(1) Fix i. Since (N˜, p′) is universal, Φ( f˜ i, g˜i) is the only Nielsen class for f˜ i and g˜i . The following are equivalent:
(1) Φ( f˜ i, g˜i) is essential,
(2) N( f˜ i, g˜i) = 0,
(3) L( f˜ i, g˜i) = 0,
where L( f˜ i, g˜i) denotes the Lefschetz number of the pair ( f˜ i, g˜i). Thus, N( f˜ i, g˜i) = 1 for all i = 1, . . . , t . Moreover,
p−1φ pΦ( f˜ i, g˜i) = Φ( f˜ i, g˜i) which implies S( f˜ i, g˜i) = 1, for each i = 1, . . . , r. Since the number S is the same (for all Nielsen
classes lying in the same H-Nielsen class), so is the number J . Thus, by Theorem 4.9 we have
NL( f , g) =
r∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
=
t∑
i=1
N( f˜ i, g˜i)
1
=
t∑
i=1
1= t.
(2) We have
NED( f , g) =
J i is even∑
1ir
ED( f˜ i, g˜i)
=
J i is even∑
1it
ED( f˜ i, g˜i) +
J i is even∑
t+1ir
ED( f˜ i, g˜i).
By Lemma 5.8, if J i is even
ED( f˜ i, g˜i) =
{
0 1 i  t,
1 t + 1 i  r.
Therefore, NED( f , g) equals to the number of Reidemeister classes each of which is of a representative ( f˜ , g˜) such that
L( f˜ , g˜) = 0 and pΦ( f˜ , g˜) is essential. 
Corollary 5.10. Assume that M and N are orientable closed connected manifolds, and the coverings are orientable closed connected
manifolds such that (N˜, p′) is universal, then
N( f , g) = NL( f , g) = t,
where t is given as in Theorem 5.9.
Proof. Apply Lemma 5.6 and Theorem 5.9. 
We turn now to the case that the covering space is of Jiang type. For the deﬁnition of Jiang spaces and pseudo Jiang
maps, we refer the reader to [4] and [9].
Lemma 5.11. Suppose that M˜ and N˜ are orientable manifolds. Assume N˜ is a Jiang space or ( f˜ , g˜) is pseudo Jiang. Then, L( f˜ , g˜) = 0
if and only if all the essential Nielsen classes in pΦ( f˜ , g˜) are defective with even J .
Proof. Assume L( f˜ , g˜) = 0. Thus, the class of f˜ and g˜ are inessential. Let A ⊆ pΦ( f˜ , g˜) be an essential Nielsen classes.
Hence, A is defective, and |A| is odd by Proposition 3.15. If J A is odd, by Proposition 3.10, | A˜| is odd for every Nielsen
class A˜ of f˜ and g˜ such that p( A˜) = A and hence essential. This is a contradiction, so therefore, J A must be even.
For the converse, assume that every essential Nielsen class A in pΦ( f˜ , g˜) is defective with even J . Consider the following
two cases:
Case 1: A is essential. Since J A is even and A is defective, we get from [2, Proposition 3.15] that A˜ is inessential for
every Nielsen class A˜ of f˜ and g˜ such that p( A˜) = A.
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Consequently, there are no essential Nielsen classes for f˜ and g˜ which again implies that L( f˜ , g˜) = 0. 
The general lines of the proof of the next theorem are quite similar to those of Theorem 5.9.
Theorem 5.12. Suppose M˜ and N˜ are orientable manifolds, N˜ is a Jiang space or ( f˜ i, g˜i) is pseudo Jiang for all i = 1, . . . , r, where r is
the number of nonempty H-Reidemeister classes, and all Nielsen classes that lie in the same H-Nielsen class of f and g have the same
number J . Without lose of generality, assume L( f˜ i, g˜i) = 0 for each i = 1, . . . , t and 1 t  r, and L( f˜ i, g˜i) = 0 otherwise. Then,
NL( f , g) =
t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
=
t∑
i=1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
and
NED( f , g) =
r∑
i=t+1
ED( f˜ i, g˜i) =
r∑
i=t+1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
.
Proof. For simplicity, we set J i = J ( f˜ i, g˜i). By our assumptions, we have L( f˜ i, g˜i) = 0 if and only if N( f˜ i, g˜i) = 0 for all
i = 1, . . . , r. That is, either all the nonempty classes are simultaneously essential or simultaneously inessential. Thus,
NL( f , g) =
r∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
=
t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
=
t∑
i=1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
.
On the other hand,
NED( f , g) =
J i is even∑
1ir
ED( f˜ i, g˜i)
=
J i is even∑
1it
ED( f˜ i, g˜i) +
J i is even∑
t+1ir
ED( f˜ i, g˜i).
Let 1  i  t and suppose J i is even. Since L( f˜ i, g˜i) = 0, by Lemma 5.11 pΦ( f˜ i, g˜i) contains an essential non-defective
class A. So, for every Nielsen class A˜ ⊆ Φ( f˜ i, g˜i) such that p( A˜) = A, we have by Proposition 3.12 that
|ind|( f˜ i, g˜i; A˜) = J i · |ind|( f , g; A) J i · 1= J i  2.
However, by our assumptions, all the classes of ( f˜ i, g˜i) have the same semi-index (in fact they have the same index, but
on orientable manifolds index and semi-index agree). Thus, all of them are non-defective classes since they have a semi-
index greater or equal to 2. Hence, every essential Nielsen class B ⊆ pΦ( f˜ i, g˜i) is non-defective, because if there exists
an essential defective Nielsen class B and since J i is even, then |ind|( f˜ i, g˜i; B˜) = 0 for every Nielsen class B˜ ⊆ Φ( f˜ i, g˜i)
such that p(B˜) = B which is a contradiction. Consequently, we have got if L( f˜ i, g˜i) = 0 and J i is even, then all the essential
Nielsen classes in pΦ( f˜ i, g˜i) are non-defective. Thus, ED( f˜ i, g˜i) = 0 for all 1 i  t and J i is even. Therefore, by Lemma 5.11,
we have
NED( f , g) =
J i is even∑
t+1ir
ED( f˜ i, g˜i) =
r∑
i=t+1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
. 
Corollary 5.13. Suppose M˜ and N˜ are orientable manifolds, N˜ is a Jiang space or ( f˜ i, g˜i) is pseudo Jiang for all i = 1, . . . , r, where r is
the number of nonempty H-Reidemeister classes, and all Nielsen classes that lie in the same H-Nielsen class of f and g have the same
number J . Then,
N( f , g) =
r∑
i=1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
.
Proof. By Theorem 5.12,
N( f , g) = NL( f , g) + NED( f , g) =
r∑
i=1
|Φ˜( f˜ i, g˜i)|
S( f˜ i, g˜i)
. 
434 F. Moh’D / Topology and its Applications 157 (2010) 417–438Corollary 5.14. Suppose M, N, M˜ and N˜ are orientable smooth closed manifolds, N˜ is a Jiang space or ( f˜ i, g˜i) is pseudo Jiang for all
i = 1, . . . , r, where r is the number of nonempty H-Reidemeister classes, and all Nielsen classes that lie in the same H-Nielsen class of f
and g have the same number J . Without lose of generality, assume L( f˜ i, g˜i) = 0 for each i = 1, . . . , t and 1 t  r, and L( f˜ i, g˜i) = 0
otherwise. Then,
N( f , g) =
t∑
i=1
N( f˜ i, g˜i)
S( f˜ i, g˜i)
.
Proof. Apply Lemma 5.6 and Theorem 5.12. 
The following example illustrates some of the results above. Since we are considering the ﬁxed point case, we could,
of course, use Theorem 5.3, however we preferred to use Theorem 5.9 to illustrate the general method of computing the
coincidence Nielsen number. For the deﬁnition of lens spaces, see Example 2.43 of [5].
Example 5.15. Consider the commutative diagram
S3
f˜
p
S3
p
L(5,1)
f
L(5,1)
(5.2)
where p represents the quotient map. Notice that the covering (S3, p) is universal. We have A(S3) ∼= Z5. Let ω be the
primitive ﬁfth root of unity. Let f : L(5,1) −→ L(5,1) deﬁned by f [reiθ ,ρeiϕ] = [rei6θ ,ρeiϕ]. Then, f is a well-deﬁned map
which admits the lift f˜ on S3 deﬁned by f˜ (reiθ ,ρeiϕ) = (rei6θ ,ρeiϕ).
– The number J depends only on the H-Nielsen class, since each H-Nielsen class consists of one Nielsen class (or the
fundamental group of L(5,1) is abelian).
– We have f = 1L(5,1) , where 1L(5,1) is the identity map on L(5,1), and L( f˜ ) = −5 = 0. Let qt : S3 −→ S3 be the
map deﬁned by qt(z1, z2) = (ωt z1,ωt z2). Then, L( f˜ ,qt) = −5 = 0, for any t = 0,1,2,3,4. Hence, Theorem 5.9 implies that
NED( f ,1L(5,1)) = 0, and
N( f ) =
4∑
t=0
N( f˜ ,qt) = 5,
which is the same result that we obtain if we apply Theorem 2.5 of [3], the usual Jiang space methods for the ﬁxed point
case, or Theorem 4.2 of [6].
– It can be shown that
Φ( f˜ ,qt) =
{(
ωk · e i2πt25 ,0) ∣∣ k = 0,1,2,3,4}
and
Φ( f˜ ) = {(rωk, z) ∣∣ r ∈ R+, z ∈ C, k = 0,1,2,3,4; and r2 + |z|2 = 1}.
Notice that |Φ( f˜ ,qt)| = 5, while |Φ( f˜ )| = ∞.
The next example involves nonorientable manifolds. It shows how our results are effective for nonorientable manifolds.
On the other hand, this example also shows the way our result can be applied in the sense that we compute the Nielsen
number of maps between nonorientable manifolds in terms of the Nielsen numbers of maps between orientable manifolds.
Example 5.16. Let f1, g1 :RP2 −→ RP2 and f2, g2 : S1 −→ S1 be maps deﬁned by f1[(x, y, z)] = [(−x,−y, z)], g1 = 1RP2 ,
f2(eiϕ) = ei12ϕ , and g2(eiϕ) = ei3ϕ . Let p, p´ : S1 −→ S1 be the covering maps deﬁned by p(z) = z2 and p´(z) = z3 respectively,
and q : S2 −→ RP2 be the quotient map that deﬁnes the projective plane. Deﬁne f , g :RP2 × S1 −→ RP2 × S1 by f = f1 × f2
and g = g1 × g2. We have q × p,q × p´ : S2 × S1 −→ RP2 × S1 are covering maps. Both f and g admit lifts f˜ = f˜1 × f˜2 and
g˜ = g˜1 × g˜2, where f˜1(x, y, z) = (−x,−y, z) for (x, y, z) ∈ S2, g˜1 = 1S2 , f˜2(z) = z8, and g˜2(z) = z2, for z ∈ S1. Consider the
commutative diagrams
S2
q
f˜1 ,˜g1
S2
q
S1
p
f˜2 ,˜g2
S1
p´
S2 × S1
q×p
f˜ ,˜g
S2 × S1
q×p´
RP2
f1,g1
RP2 S1
f2,g2
S1 RP2 × S1 f ,g RP2 × S1,
F. Moh’D / Topology and its Applications 157 (2010) 417–438 435where f˜ i and g˜i are lifts of f i and gi respectively for i = 1,2. Notice that the space RP2 × S1 is a nonorientable closed
smooth 3-manifold, and the coverings are regular.
We have A(S2 × S1,q × p) ∼=A(S2,q) ⊕A(S1, p) ∼= Z2 ⊕ Z2. Similarly, A(S2 × S1,q × p´) ∼=A(S2,q) ⊕A(S1, p´) ∼= Z2 ⊕
Z3 ∼= Z6. Let ω and λ be the square and the 3rd, primitive roots of unity, respectively. Then, we can write
A(S2 × S1,q × p)= {(ωk,ωs) ∣∣ k, s = 0,1},
and
A(S2 × S1,q × p´)= 〈(ω,λ)〉= {(ωr, λt) ∣∣ r = 0,1 and t = 0,1,2}.
Since the fundamental group of RP2 × S1 is abelian, the number J depends only on the H-Nielsen class. On the other hand,
( f˜ , (ωr, λt )˜g) is a distinct H-Reidemeister representative for each r = 0,1 and t = 0,1,2. Now, we have
NL( f , g) =
1∑
r=0
2∑
t=0
N( f˜ , (ωr, λt )˜g)
S( f˜ , (ωr, λt )˜g)
.
We have ( f˜ , (1S2 , λ
t )˜g) is homotopic to ( f˜ , g˜) for each t , and ( f˜ , (−1S2 , λt )˜g) is homotopic to ( f˜ , (−1S2 ,1S2 )˜g) for each t .
Thus,
NL( f , g) =
2∑
t=0
N( f˜ , (1S2 , λ
t )˜g)
S( f˜ , (1S2 , λt )˜g)
+
2∑
t=0
N( f˜ , (−1S2 , λt )˜g)
S( f˜ , (−1S2 , λt )˜g)
(5.3)
= 3N( f˜ , g˜)
S( f˜ , g˜)
+ 3N( f˜ , (−1S2 ,1S2 )˜g)
S( f˜ , (−1S2 ,1S2 )˜g)
. (5.4)
The next step is to compute S( f˜ , g˜) and S( f˜ , (−1S2 ,1S2 )˜g). We start with S( f˜ , g˜).
• Since S2 is simply connected, Φ( f˜1, g˜1) is the only Nielsen class for the pair ( f˜1, g˜1). Thus,
I( f˜1, g˜1) =
∣∣Γ ( f˜1, g˜1)∣∣= ∣∣A(S2)∣∣= 2.
Moreover, I( f˜1, g˜1) = J ( f˜1, g˜1).
• If u is the generator of π1(S1), we get that (g2# − f2#)(u) = 3u − 12u = −9u. This implies that Ker(g2# − f2#) = 0.
Hence, J ( f˜2, g˜2) = | j(Ker(g2# − f2#))| = 1. On the other hand,
I( f˜2, g˜2) =
∣∣Γ ( f˜2, g˜2)∣∣= ∣∣A(S1, p)∣∣= 2.
• Therefore, we obtain
J ( f˜ , g˜) = J ( f˜1, g˜1) × J ( f˜2, g˜2) = 2× 1= 2,
and
I( f˜ , g˜) = I( f˜1, g˜1) × I( f˜2, g˜2) = 2× 2= 4.
Thus,
S( f˜ , g˜) = 4
2
= 2. (5.5)
We don’t need to compute S( f˜ , (−1S2 ,1S2 )˜g), since, as we will soon see, N( f˜ , (−1S2 ,1S2 )˜g) = 0.
Next, we compute N( f˜ , g˜) and N( f˜ , (−1S2 ,1S2 )˜g). In order to give a variety of computation methods, we will not use
the Lefschetz numbers of the H-Reidemeister representatives or Jiang space methods as in the previous examples. Instead,
we will use the index formula for product maps.
Each Nielsen class of ( f˜ , g˜) has the form
Ak =
{(
(0,0,1),μk
)
,
(
(0,0,−1),μk)},
where μ is the 6th primitive root of unity, and k = 0,1,2,3,4,5. Furthermore, since
index
(
f˜1, g˜1;
{
(0,0,1), (0,0,−1)})= 2,
where the notation index refers to the coincidence index deﬁned for orientable manifolds [15], and {μk} is essential for
each k, we have
index( f˜ , g˜; Ak) = index
(
f˜1, g˜1;
{
(0,0,1), (0,0,−1)}) · index( f˜2, g˜2;{μk}) = 0.
436 F. Moh’D / Topology and its Applications 157 (2010) 417–438Thus, we have 6 essential classes for ( f˜ , g˜). Therefore, N( f˜ , g˜) = 6. On the other hand, each Nielsen class of ( f˜ , (−1S2 ,1S2 )˜g)
has the form
Bk =
{(
(x, y,0),μk
) ∣∣ x2 + y2 = 1},
where k = 0,1,2,3,4,5. Since index( f˜1, g˜1; {(x, y,0) | x2 + y2 = 1}) = 0 (see Example 4.2), the formula of index of product
maps gives that
index
(
f˜ , (−1S2 ,1S2 )˜g; Bk
)= 0.
Thus, there are no essential classes for ( f˜ , (−1S2 ,1S2 )˜g). That is,
N
(
f˜ , (−1S2 ,1S2 )˜g
)= 0.
Substituting N( f˜ , g˜), N( f˜ , (−1S2 ,1S2 )˜g), and S( f˜ , g˜) in Eq. (5.3) gives that
NL( f , g) = 3 · 6
2
+ 0= 9. (5.6)
The last step is to compute NED( f , g). For this purpose we study the existence of the essential defective classes of
( f , g) for which J is even. Since the pre-image of each such class by the covering map must be a union of inessential
classes of the lifts of ( f , g), we focus on the Nielsen classes of ( f , g) that correspond to the H-Reidemeister representatives
of the form ( f˜ , (−1S2 , λt )˜g), where t = 0,1,2. Fixing t , we have shown in Example 4.2 that q({(x2, y2,0) | x2 + y2 = 1})
is inessential class. That is |ind|( f1, g1;q({(x2, y2,0) | x2 + y2 = 1})) = 0. The semi-index formula for product maps implies
that |ind|( f , g; A) = 0 for any Nielsen class A ⊂ q× p(Φ( f˜ , (−1S2 , λt )˜g)). That is, there do not exist essential Nielsen classes
which correspond to the H-Reidemeister representatives ( f˜ , (−1S2 , λt )˜g) where t = 0,1,2. Hence, NED( f , g) = 0.
Finally, we get that
N( f , g) = NL( f , g) + NED( f , g) = 9+ 0= 9.
Appendix A. The semi-index formula for product maps
In this appendix we derive the semi-index formula for product maps. Our formula generalizes the similar formulas which
occur for the ﬁxed point index [2] and for the coincidence index that is deﬁned for orientable manifolds [15].
We know that, for the ﬁxed point index or the coincidence index, the index of the product maps is the product of their
indices. This is not always true for semi-index when defective classes are considered. For instance, in Example 3.20
|ind|( f1 × f2, g1 × g2; {p,q} × {x0})= |ind|( f1 × f2, g1 × g2;{(p, x0), (q, x0)})
= 0 = 2= 2 · 1
= |ind|( f1g1; {p,q}) · |ind|( f2g2; {x0}).
However, our formula of the semi-index of product maps extends the index formula when non-defective classes are
involved. We start with the following deﬁnition.
Deﬁnition A.1. ([3]) Let E = E1 ⊕ E2 be a real vector space of ﬁnite dimension, and let α1 = [(e1, . . . , ek)] and α2 =
[(e′1, . . . , e′t)] be orientations of E1 and E2 respectively. We deﬁne α1 ∧ α2 to be the orientation of E determined by the
ordered basis (e1, . . . , ek, e′1, . . . , e′t).
Deﬁnition A.2. ([3]) Let φ : E −→ E ′ be a linear transformation (isomorphism) between real vector spaces of ﬁnite di-
mension, and let α = [(e1, . . . , en)] be an orientation of E1. Then the orientation of E2 determined by φ is deﬁned by
φ(α) = [(φ(e1), . . . , φ(en))].
Proposition A.3.We have:
(1) The operation ∧ is associative; that is, (α1 ∧ α2) ∧ α3 = α1 ∧ (α2 ∧ α3) [3].
(2) −(α1 ∧ α2) = −α1 ∧ α2 = α1 ∧ −α2 .
(3) If φ : E −→ E ′ is a linear transformation, and E = E1 ⊕ E2 , then φ(α1 ∧ α2) = φ(α1) ∧ φ(α2).
Proof. The proof of (2) depends on the fact that if M is a real square matrix and k is a real number, then det(k · M) =
kn · det(M). The proof of (3) is easy since φ(E1 ⊕ E2) = φ(E1) ⊕ φ(E2). 
Lemma A.4. Let ( f1, g1) :M1 −→ N1 and ( f2, g2) :M2 −→ N2 be transverse pairs of maps between smooth closed manifolds of the
same dimension, and let a,a1,a2 ∈ Φ( f1, g1), and b,b1,b2 ∈ Φ( f2, g2). Then, with respect to ( f1 × f2, g1 × g2), we have:
F. Moh’D / Topology and its Applications 157 (2010) 417–438 437(1) If a1 reduces to a2 , then (a1,b) reduces to (a2,b).
(2) If b1 reduces to b2 , then (a,b1) reduces to (a,b2).
(3) If a1 does not reduce to a2 , and b1 does not reduce to b2 , then (a1,b1) does not reduce to (a2,b2).
Proof. (1) Suppose that a1 reduces to a2. Let Cb be the constant loop at b, and γ be an orientation at b, and let σ :a1 −→ a2
be a path that establishes the reducibility between a1 and a2. Let α˜ be an orientation at a1 which is shifted by σ to the
orientation β˜ at a2 (symbolically, α˜
σ
 β˜). Let ga11∗ − f a11∗ (α˜) = α, and ga21∗ − f a21∗ (β˜) = β . Since a1 reduces to a2, we get that
α
f1(σ ) −β . On the other hand, we have γ˜ Cb γ˜ . If we let gb2∗ − f b2∗(γ˜ ) = γ , then, γ
f2(Cb) γ .
Now, the loop σ × Cb shifts the orientation α˜ ∧ γ˜ at (a1,b) to the orientation β˜ ∧ γ˜ at (a2,b). Since
(g1 × g2)(a1,b)∗ − ( f1 × f2)(a1,b)∗ (α˜ ∧ γ˜ ) = (g1∗ × g2∗)(a1,b) − ( f1∗ × f2∗)(a1,b)(α˜ ∧ γ˜ )
= (ga11∗ − f a11∗)× (gb2∗ − f b2∗)(α˜ ∧ γ˜ )
= (ga11∗ − f a11∗)(α˜) ∧ (gb2∗ − f b2∗)(γ˜ ) = α ∧ γ ,
and
(g1 × g2)(a2,b)∗ − ( f1 × f2)(a2,b)∗ (β˜ ∧ γ˜ ) = β ∧ γ ,
we have that
α ∧ γ f1(σ )× f2(Cb) −β ∧ γ = −(β ∧ γ ).
Thus, (a1,b) reduces to (a2,b).
(2) Similar to (1).
(3) Assume that a1 does not reduce to a2, and b1 does not reduce to b2. Let δ : (a1,b1) −→ (a2,b2) be a path such that
f1 × f2(δ) ≈ g1 × g2(δ) rel. endpoints. We can write δ = σ1 × σ2, where σ1 = π1(δ) is a path in M1 from a1 to a2, and
σ2 = π2(δ) is a path in M2 from b1 to b2 (here π1 and π2 are the projections on the ﬁrst and the second coordinates,
respectively). Moreover, f i(σi) ≈ gi(σi) rel. endpoints, for i = 1,2. Let α˜ be an orientation at (a1,b1). We can write α˜ =
α˜1∧ α˜2 where α˜1 is an orientation at a1 and α˜2 is an orientation at b1. Assume that α˜i is shifted by σi to the orientation β˜i ,
for i = 1,2. Thus, α˜ δ β˜ = β˜1 ∧ β˜2. If we let ga11∗ − f a11∗ (α˜1) = α1, ga21∗ − f a21∗ (β˜1) = β1, gb12∗ − f b12∗ (α˜2) = α2, and gb22∗ −
f b22∗ (β˜2) = β2, then,
(g1 × g2)(a1,b1)∗ − ( f1 × f2)(a1,b1)∗ (α˜1 ∧ α˜2) = α1 ∧ α2,
and
(g1 × g2)(a2,b2)∗ − ( f1 × f2)(a2,b2)∗ (β˜1 ∧ β˜2) = β1 ∧ β2.
Now, since a1 does not reduce to a2, and b1 does not reduce to b2, α1
f1(σ1) β1, and α2
f2(σ2) β2. Hence, α1 ∧
α2
f1(σ1)× f2(σ2) β1 ∧ β2. This means that any path between (a1,b1) and (a2,b2) cannot establish the reducibility between
them. Therefore, (a1,b1) does not reduce to (a2,b2). 
Corollary A.5. Let ( f1, g1) :M1 −→ N1 and ( f2, g2) :M2 −→ N2 be transverse pairs of maps between smooth closed manifolds of
the same dimension, and let A and B be Nielsen classes of ( f1, g1) and ( f2, g2), respectively. Then A × B is defective if and only if
either A or B is defective.
Proof. Assume that A× B is defective. Thus, there exists a coincidence point (a,b) in A× B that reduces to itself. By part (3)
of Lemma A.4, either a or b reduces to itself. That is, either A or B is defective.
Now, assume that either A or B is defective. Let us assume that A is defective and that a ∈ A reduces to itself. Let b ∈ B .
By part (1) of Lemma A.4, (a,b) ∈ A × B reduces to itself. Therefore, A × B is defective. The case where B is defective is
done similarly. 
The next proposition gives the semi-index formula for the product maps.
Proposition A.6. Let ( f1, g1) :M1 −→ N1 and ( f2, g2) :M2 −→ N2 be pairs of maps between smooth closed manifolds of the same
dimension, and Let A and B be Nielsen classes of ( f1, g1) and ( f2, g2), respectively. Then
|ind|( f1 × f2, g1 × g2; A × B) =
{ |ind|( f1, g1; A) · |ind|( f2, g2; B) if neither A nor B are defective,
1−(−1)|ind|( f1,g1;A)·|ind|( f2,g2;B)
2 otherwise.
(A.1)
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verse pairs. Firstly, suppose that both A and B are not defective. Let
A = {a1,a2, . . . ,as; z1, . . . , zr} (A.2)
and
B = {b1,b2, . . . ,bt; y1, . . . , yk} (A.3)
be decompositions of A and B , respectively. It is easy to see that A × B is a Nielsen class for ( f1 × f2, g1 × g2). Since the
numbers s and t are even, Lemma A.4 allows A × B to have the following decomposition
A × B = {(a1,b1), (a1,b2), . . . , (a1,bt), (a2,b1), (a2,b2), . . . , (a2,bt), . . . , (as,b1), (as,b2), . . . , (as,bt),
(z1,b1), (z1,b2), . . . , (z1,bt), . . . , (zr,b1), (zr,b2), . . . , (zr,bt), (a1, y1), (a2, y1), . . . , (as, y1), . . . ,
(a1, yk), (a2, yk), . . . , (as, yk); (z1, y1), (z1, y2), . . . , (z1, yk), . . . , (zr, y1), (zr, y2), . . . , (zr, yk)
}
.
Thus,
|ind|( f1 × f2, g1 × g2; A × B) = r · s = |ind|( f1, g1; A) · |ind|( f2, g2; B).
Next, suppose that either A or B is defective. By Corollary A.5, A × B is defective. We give A and B the decompositions
given in Eqs. (A.2) and (A.3), respectively. Without lose of generality, let us assume that A is defective and that a1 is self
reducible. Then r = 0 or r = 1. We have the following cases:
1. Suppose |ind|( f1, g1; A) = 0. Then |A| is even. This implies that |A × B| = |A| · |B| is even. Thus,
|ind|( f1 × f2, g1 × g2; A × B) = 0= 1− 1
2
= 1− (−1)
|ind|( f1,g1;A)·|ind|( f2,g2;B)
2
.
2. Suppose |ind|( f1, g1; A) = 1, and B is defective with |ind|( f2, g2; B) = 0. This case is similar to the previous case.
3. Suppose |ind|( f1, g1; A) = 1, and B is defective with |ind|( f2, g2; B) = 1. Thus, |A| and |B| are odd and hence |A × B|
is odd. Therefore,
|ind|( f1 × f2, g1 × g2; A × B) = 1= 1+ 1
2
= 1− (−1)
|ind|( f1,g1;A)·|ind|( f2,g2;B)
2
.
4. Suppose |ind|( f1, g1; A) = 1, and B is not defective. We have the following subcases:
• If |ind|( f2, g2; B) is even, the fact that the difference |B| − |ind|( f2, g2; B) being always even gives that |B| is even.
Hence, |A × B| is even. Thus,
|ind|( f1 × f2, g1 × g2; A × B) = 0= 1− 1
2
= 1− (−1)
|ind|( f1,g1;A)·|ind|( f2,g2;B)
2
.
• If |ind|( f2, g2; B) is odd, the fact that the difference |B|− |ind|( f2, g2; B) being always even gives that |B| is odd. Hence,
|A × B| is odd. Thus,
|ind|( f1 × f2, g1 × g2; A × B) = 1= 1+ 1
2
= 1− (−1)
|ind|( f1,g1;A)·|ind|( f2,g2;B)
2
.
Consequently, we get that
|ind|( f1 × f2, g1 × g2; A × B) = 1− (−1)
|ind|( f1,g1;A)·|ind|( f2,g2;B)
2
. 
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