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Abstract
We study what we call quasi-spline sheaves over locally Noetherian schemes.
This is done with the intention of considering splines from the point of view of
moduli theory. In other words, we study the way in which certain objects that arise
in the theory of splines can be made to depend on parameters. In addition to
quasi-spline sheaves, we treat ideal difference-conditions, and individual quasi-
splines. Under certain hypotheses each of these types of objects admits a fine
moduli scheme. The moduli of quasi-spline sheaves is proper, and there is a natural
compactification of the moduli of ideal difference-conditions. We include some
speculation on the uses of these moduli in the theory of splines and topology, and
an appendix with a treatment of the Billera-Rose homogenization in scheme
theoretic language.
Résumé
On étudie ce que l’on appelle les faisceaux de quasi-splines sur des schémas
localement noethérien, l’idée étant de les considérer du point de vue de la théorie
des espaces de modules. En d’autres termes, on étudie la façon dont certains ob-
jets issus de la théorie des splines peuvent dépendre des paramètres. En plus des
faisceaux de quasi-splines, on étudie les conditions-différences d’idéaux et les
quasi-splines individuelles. Sous certaines hypothèses, chacun de ces types d’ob-
jets admet un schéma de modules fin. On démontre que le schéma de modules des
faisceaux quasi-splines est propre et qu’il existe une compactification naturelle de
l’espace de modules des conditions-différences d’idéaux. On discute finalement de
l’utilisation qui pourrait être faite de ces espaces de modules en théorie des splines
et en topologie. L’article inclut une annexe où l’homogénéisation de Billera-Rose
est présentée dans le langage de la théorie des schémas.
1
1 Introduction
1.1 Quasi-spline sheaves
Given a scheme B, the s-fold sum O s
B
is a sheaf of OB-algebras with entrywise multipli-
cation and addition. A quasi-coherent subsheaf S of O s
B
generalizes the notion of spline
functions on B if it contains the diagonal copy of OB ⊆O sB and is closed under multipli-
cation. This is simply to say S is a quasi-coherent OB-subalgebra of O sB. Because of the
close relationship with spline functions, we call such an S a sheaf of quasi-splines. A
simple example is Example 1.1.
Example 1.1. Let B= SpecR[x]. The sheaf associated to the R[x]-module
S = {(g1, g2) | g1− g2 ∈ (x
2)}⊆ (R[x])2
is a sheaf of quasi-splines. It is naturally thought of as the splines with continuous first
derivatives over the subdivision R= (−∞,0]∪ [0,∞).
We will focus on quasi-splines over projective schemes as in Example 1.2.
Example 1.2. Let B = P1
R
= ProjR[x, z]. The sheaf S associated to the graded R[x, z]-
module
hS = {(G1,G2) | G1−G2 ∈ (x
2)}⊆ (R[x, z])2.
is a sheaf of quasi-splines. hS is the homogenization of the splines of Example 1.1 as
defined in [BR91]. Additionally, hS is saturated, i.e. the map
hS →
⊕
d
Γ(P1
R
,S (d))
is a graded isomorphism. Together, these facts imply the module from Example 1.1 is
canonically identified as S =S (U0) where U0 ⊆P1R is the set on which z 6= 0.
Although quasi-splines are closely related to splines. It is not always possible to think
of them as such. Consider Example 1.3.
Example 1.3. Let B= SpecR[x]. The sheaf associated to the R[x]-module
S = {(g1, g2) | g1− g2 ∈ (x
2
+1)}⊆ (R[x])2
is a sheaf of quasi-splines, but it cannot be thought of as splines in any obvious way.
We are interested in studying quasi-spline sheaves which depend of parameters. To
this end, given a Z-scheme B we define a Z-family of quasi-spline sheaves over B as
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• a sheaf of quasi-splines S over B such that
• for any morphism f : Z′ → Z, the pullback π∗BS is a sheaf of quasi-splines over
Z′×Z B.
This definition eliminates from consideration sheaves S ⊆O s
B
whose inclusion map S →
O
s
B
fails to be an inclusion after fixing the value of the parameters. Example 1.4 gives a
sheaf of quasi-splines which fails to be a family.
Example 1.4. Let Z= SpecR[z], and take B= SpecR[x] as in Example 1.1. The morphism
B→Z is given by z 7→ x. The sheaf associated to the R[x]-module
S = {(g1, g2) | g1− g2 ∈ (x
2)}⊆ (R[x])2
is not a Z-family. This can be seen by first setting g = (−x2, x2) and identifying
S =R[x][g ]/(g 2−x4).
The map S → (R[x])2 sends a0+ a1g 7→ (a0 − a1x2, a0 + a1x2). So when z = 0 we have
x = 0 and S|z=0 = R[g ]/(g 2). The map to (R[x])2|z=0 ∼= R2 is not an inclusion since it
sends g 7→ 0.
On the other hand, Example 1.5 shows some quasi-spline sheaves are indeed families.
Example 1.5. Let Z = SpecR[z], and B = SpecR[z][x, y]. The sheaf associated to the
R[z][x, y]-module
S = {(g1, g2, g3) |
g1− g2 ∈ (x),
g2− g3 ∈ (y),
g1− g3 ∈ (x+ y − z)
}⊆ (R[z][x, y])3.
is a Z-family. One can check this by observing that as an R[z]-module, S has a free basis
whose R-span is
R[x, y] ·v0⊕R[x, y] ·v1⊕R[x, y] ·v2⊕R[y] ·v3
where
v0 = ( 1, 1, 1 ),
v1 = ( 0, zx−x
2, zx−x2−x y ),
v2 = ( 0, 0, z y −x y − y
2 ), and
v3 = ( 0, x y, 0 ).
The definition of families of quasi-spline sheaves guarantees that if we fix a scheme
Y over T, the assignment
QS
(s)(Y/T)(Z)= {Z-families of quasi-spline sheaves S ⊆O sZ×TY}
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is functoral for T-schemes Z. This means there is some hope that one can find a
representing scheme, i.e. there is a moduli scheme QS(s)(Y/T) ∈ T-schemes such that
Mor(Z,QS(s)(Y/T))=QS (s)(Y/T)(Z). Our first theorem is on the existence of this moduli
scheme.
Theorem 3.10. In the category of locally Noetherian schemes, for a flat, projective T-scheme
Y the functor
QS
(s)(Y/T) : (T−schemes)op→ Sets
is representable by a closed subscheme QS(s)(Y/T) of the Quot scheme Quot(O s
Y
/Y/T).
1.2 Ideal difference-conditions
In many of the applications we have in mind, S is defined as the subset of O s
Y
whose
sections satisfy ideal difference-conditions. That is to say, the sheaf S is defined by
conditions that written locally are
S = {(g1, . . . , gs) | g j − gk ∈I j k for 1≤ j < k ≤ s} (1)
for
(s
2
)
ideals I j k ⊆OY. All of our examples defined quasi-splines this way.
Allowing the ideals to vary by introducing parameters leads to an interesting subtlety.
For a fixed value of the parameters, there are two different ways to define a quasi-spline
sheaf. On one hand we can compute the sheaf of quasi-splines defined by the ideals
with the parameters considered as variables, and then restrict the sheaf to the fixed
parameter values. On the other, we could fix value of the parameters in the ideals and
then compute a possibly different quasi-spline sheaf.
To be clear, denote by SI the sheaf of quasi-splines defined by ideals (I j k ) j k . For
simplicity assume that we have a single parameter z ∈R[z], and we are interested in the
fixed value z = 0. Consider ideals (I j k (z)) j k which depend on z. There is a natural map
SI(z)|z=0 →SI(z=0) (2)
which may or may not be an isomorphism. However, the map is an inclusion for all z if
and only if SI(z) is a Z-family of quasi-spline sheaves (here Z= SpecR[z]).
The ideals in Example 1.5 are shown in the continuation of this example to lead to
sheaves where the map in (2) is an inclusion but not an isomorphism at z = 0.
Example 1.5 continued. For any given z ∈ R, the quasi-splines of Example 1.5 are
naturally thought of as splines over the region Ω of plane in the complement of the
triangle with vertices (z,0), (0, z), and (0,0). The relevant subdivision is shown in Figure
1, and is made up of three parts
• Ω1 = {(x, y) | 0≤ x,0≤ x+ y − z},
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• Ω2 = {(x, y) | x ≤ 0≤ y}, and
• Ω3 = {(x, y) | x+ y − z ≤ 0, y ≤ 0}.
The sheaf defined by first setting z = 0 and then computing quasi-splines is strictly larger
than those obtained by restricting from the family. For instance,
(y, y −x,−x)
is a quasi-spline for the z = 0 ideals, but it is not the restriction of a quasi-spline in the
family. In other words, the map in (2) is an inclusion but is not surjective.
As in Example 1.1 these two sets of splines can be characterized in terms of continuity
and the existence of derivatives. The splines in the family when restricted to z = 0
are exactly those which are both continuous over Ω and have continuous first partial
derivatives at (0,0) ∈R2. The splines computed by first setting z = 0 is the larger set of
all continuous splines.
Ω1
Ω2
Ω3
Ω1
Ω2
Ω3
Ω1
Ω2
Ω3
z = 0z < 0 z > 0
Figure 1: Ω and the subdivision as z varies from Example 1.5 and its continuation.
With these considerations in mind, for a Z-scheme B we define a Z-family of ideal
difference-conditions over B to be an
(s
2
)
-tuple (I j k ) j k of quasi-coherent ideals I j k ⊆
OB which have two properties:
• I j k remains an ideal after any base change, i.e. V(I j k ) is flat, and
• base change of the quasi-splines defined by the I j k ’s equals the quasi-splines de-
fined by the base change of the I j k ’s.
Denoting the Hilbert scheme by Hilb(Y/T), we have the representability theorem:
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Theorem 4.4. In the category of locally Noetherian schemes, for any projective T-scheme Y
the functor
C
(s)(Y/Z)(Z)= {Z-families of ideal difference-conditions on Z×T Y}
is representable by a scheme C(s)(Y/Z) obtained as the universal flattening stratification of a
certain sheaf H over Hilb(Y/T)(
s
2).
Notice that there is no T-flatness condition on Y in this statement. This has the interest-
ing consequence that C(s)(Y/Z) exists, even if QS(s)(Y/Z) might not.
The moduli of ideal difference conditions is not proper. This can been seen in
Example 1.5. This example suggests a compactification of C(s)(Y/T). To do this we use
an auxiliary scheme based on the notion of a compatible pair (S , (I j k ) j k ). By this we
mean the composition
S →O
s
B →
⊕
j k
O/I j k
is zero. Equivalently, S is contained in the quasi-spline sheaf SI made up of sections
of O s
B
which satisfy the ideal difference-conditions (J j k ) j k . However, it is not necessary
that S equals SI.
Based on this idea, we construct the moduli of compatible pairs P(s)(Y/T). This
scheme is proper and in the category of locally Noetherian schemes it represents the
functor
P
(s)(Y/T)(Z)= {compatible pairs (S , (I j k ) j k ) of Z-families over Z×T Y}.
C(s)(Y/Z) sits as a locally closed subscheme of P(s)(Y/T) and presented this way, a nat-
ural compactification is given by the scheme-theoretic closure C
(s)
(Y/T) of C(s)(Y/Z) in
P(s)(Y/T).
An important property of the compactification is that it allows for a universal family
of quasi-spline sheaves over C
(s)
(Y/T)×T Y that extends the one naturally living over
C(s)(Y/T)×T Y. The case for the “correctness” of this choice of compactification can be
made on the grounds of Proposition 4.10:
Proposition 4.10. Let C(s)(Y/Z)→H be a morphism to a scheme such that H×Y Y is equipped
with an H-family of compatible pairs whose restriction to C(s)(Y/Z)×TY is the universal family
of ideal difference-conditions. Assume H equals the scheme theoretic image of C(s)(Y/Z) in H.
Then the morphism H→ P(s)(Y/T) factors through C
(s)
(Y/T).
However, a possibly more compelling fact is the naturality of the families C
(s)
(Y/T)
admits, such as the one in Example 1.5.
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On the moduli of ideal-difference conditions the Hilbert polynomial of the quasi-
spline sheaf is locally unchanged. It is natural to ask for a further stratification of the
moduli space into subschemes on which the full Hilbert series is unchanged. Our section
on ideal difference-conditions concludes with a discussion on how the degeneracy loci
of a morphism of certain locally free sheaves can be used to give such a stratification.
1.3 Quasi-splines
In the construction of the moduli space QS(s)(Y/T) we assumed that Y was flat. A con-
sequence of this is that the Hilbert polynomial of S is locally independent of the point
in QS(s)(Y/T). Using this fact, we get another interesting theorem about representing the
functor of sections:
Theorem 5.8. Fix flat T-scheme Y, and for notational simplicity, assume that Hilbert poly-
nomial pOY of Y is independent of T. In the category of locally Noetherian schemes, the
functor
E
(s)
p,d
(Y/T)(Z)= {τ ∈Γ(Z×T Y,S (d)) | S has Hilbert polynomial p}
is representable for d ≥m where m depends on p and pOY .
Denote the universal quotient associated to the Quot scheme by G . Over the piece of
QS(s)(Y/T) which lies in the component of the Quot scheme labeled by the polynomial
pG = s pOY −p, the representing scheme is
E(s)
p,d
(Y/T)= SpecSymVd ,
where
Vd =H omQS(s)(Y/T)(π∗S (d),OQS(s)(Y/T)),
and π : QS(s)(Y/T)×T Y →QS(s)(Y/T) is the projection. The number m can be taken to be
the maximum the Gotzmann numbers of the pair of polynomials given below in Lemma
5.7.
A fact of independent interest used in the proof is that for d at or beyond this value,
the sheaf π∗S (d) is locally free. This implies that the rank of π∗S (d) agrees with its
Hilbert polynomial.
1.4 Billera-Rose Homogenization
The paper concludes with an appendix on the homogenization procedure introduced
in [BR91]. Originally, this was an identification between splines on a triangulation in
R
n with splines on the cone over the triangulation in Rn+1. The splines over the cone
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form a graded module, and the degree d homogeneous piece of this module is naturally
identified with splines on Rn all of whose entries are degree ≤ d .
We consider this procedure as a comparison between quasi-spline sheaves on three
schemes: the original scheme A, its projective closure Â, and the affine cone over the
projective closure. We find in Proposition A.11 that if the homogeneous coordinate ring Â
is a quotient of the homogeneous coordinate ring of the ambient projective space, then
Billera-Rose homogenization translates questions about quasi-splines on the original
scheme into questions about an quasi-splines on its projective closure.
To prove this result, homogenization and projective closure is formulated in terms
of filtered algebras and modules, rather than the traditional approach of submodules of
graded modules [Gro61]. We find that this approach is very satisfying and interesting in
its own right.
1.5 Remarks and Speculations
1.5.1 Complementary techniques
Our moduli spaces complement a larger line of investigation into multivariate splines,
and in the hope of facilitating reciprocity between this work and the existing research
programmes, we sketch out some of the basics of these alternate approaches. We do
not use the techniques that are typically used in research on splines, but we expect that
this difference will prove to be an asset. The object of study is essentially the same and
results discovered from one point of view can be used to inform the other.
For the most part, current investigations begin with a given class of triangulations
(or polyhedral complexes) in Rn over which they consider piecewise polynomials. This
set-up appeared in the original spline literature of Hrennikoff [Hre41], Courant [Cou43]
and Schoenberg [Sch46]. In recent work this basic view is enhanced by advanced tech-
niques such as the so-called Bézier-Bernstein methods and tools from homological and
commutative algebra.
Bézier-Bernstein methods. Bézier-Bernstein methods were first used by de Castel-
jau [dC59] and then reintroduced in Farin [Far77]. They have proven extremely valuable
in the theory of splines as evidenced by the Hilbert polynomial computations in Alfeld-
Schumaker [AS87, AS90] and Alfeld-Schumaker-Whiteley [ASW93].
These methods are based on expansion of splines in Mobïus’s barycentric coordinates
[Möb27]. These are functions
(µ0, . . . ,µn) : ∆
n
→R
n+1
which embed ∆n into Rn+1 as the subset
∆n = {(p0, . . . , pn) ∈R
n+1
| p0+·· ·+pn = 1 and pi ≥ 0 ∀i }.
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The restriction of a spline on a triangulation to a simplex can be expanded as a polyno-
mial in the µ’s. Thus a spline can be encoded in a list of polynomials in the µ’s: one for
each n-simplex in a triangulation.
The characteristic feature of Bézier-Bernstein methods is to consider the splines in
their B-form. This means a degree d is fixed, and splines whose degree is bounded by
d are represented by a list of homogeneous degree d polynomials written as a span of
the normalized monomials
b(ν0,...,νn ) =
(ν0+·· ·+νn)!
ν0! · · ·νn !
µ
ν0
0 · · ·µ
νn
n
called the barycentric Bernstein polynomials. When ν0+·· ·+νn = d these polynomials
form a basis for the degree ≤ d polynomials on ∆n . This makes good use of the the
seemingly unfortunate fact that the relation 1 = µ0+ ·· · +µn leads to many expansions
for a given polynomial.
There are two distinct advantages that the B-form representation of a spline provides.
The first is that the normalization guarantees∑
ν0+···+νn=d
b(ν0 ,...,νn ) = (µ0+·· ·+µn)
d
= 1.
and so the approximation argument of Bernstein’s proof [Ber12] of Weierstrauss’s ap-
proximations theorem [Wei85] can be immediately adapted. The other advantage is that
given a pair of n-simplicies in a triangulation which share a facet, one can easily check
if a polynomial assignment to the pair defines continuous function. For example, if the
shared facet is the 0th and the vertex order agrees on it, then the two polynomials must
agree when µ0 = 0. This amounts to checking equality of the coefficients in the B-form
of those barycentric Bernstein polynomials with ν0 = 0.
Additional aspects of Bézier-Bernstein methods include de Casteljau’s algorithm
[dC59] that treats the computational problem of evaluating a spline given it its B-form
as a function in the usual coordinates on Rn . A related problem is understanding how
the B-form changes under barycentric subdivision of the simplices. A comprehensive
reference for this approach to splines is the book of Lai-Schumaker [LS07].
Homological Algebra. Closer to the spirit of our approach are those which use tools
from commutative and homological algebra. Homological algebraic thinking appeared
as early as Schumaker [Sch79], and was used explicitly in Billera’s proof [Bil88] of Strang’s
conjecture [Str74] on the dimension of splines spaces. Specifically, Schumaker considered
ideal-difference conditions and the first terms of a complex fully introduced by Billera.
The homology in degree zero is the ring of spline functions. This complex was refined
by Scheck [Sch97] who produced another complex with splines in degree zero, and has
the interesting property that the module of splines is flat as a module over the ring of
polynomials if and only the first cohomology is zero.
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These and subsequent investigations introduced tools from commutative algebra and
combinatorics, such as local cohomology [SS97], Gröbner bases [BR89], and posets
[Yuz92]. An additional interesting participant is the theory of hyperplane arrangements
as found in Schenk’s proof [Sch14] of a conjecture of Foucart-Sorokina [FS13].
Geometry. Geometry itself has been used too. Stiller [Sti83] identified splines over
certain subdivisions in the plane with global sections of certain vector bundles over P1.
This identification was exploited by using Riemann-Roch to produce explicit formulas.
This point of view was developed in several papers such as Iarrobino [Iar97], Schenck-
Germita [GS97] and Schenck-Stiller [SS02]. In a different direction, Yuzvinsky [Yuz92]
considerations of a Cˇech resolution of splines over a polyhedral complex is decidedly
geometric.
Deep connections between the geometric picture and the Bézier-Bernstein methods
can be seen in the Hilbert polynomial formulas of Alfeld-Schumaker [AS87, AS90] and
Alfeld-Schumaker-Whiteley [ASW93]. These are expressed in terms of incidence condi-
tions between different facets of the triangles in the given triangulation. One can see
immediately in these the ancient geometric technique of Appollonius now understood as
specifying a linear system in terms of base-points.
Together, these various viewpoints on spline functions give a lot of information about
the the moduli scheme, the relevant degeneracy loci and Fitting subschemes. We expect
that as we learn more about its geometric and arithmetic properties, these will also serve
to enrich these other approaches to the subject.
1.5.2 The questions of dimension and flatness
The constructions here are particularly suitable to the dimension question in the theory
of splines. This was posed by Strang [Str74], and in this context asks
“What is the Hilbert series of S ?”
The Hilbert polynomial of S does not change as one moves around within connected
components of C(s)(Y/T). This means that just knowing the connected component deter-
mines most of the Hilbert series.
In general, the problem of determining the initial terms of the Hilbert series is daunt-
ing. However, when cohomology commutes with base change for OC(s)(Y/T)×TY and the
OC(s)(Y/T)×TY
/I j k (e.g. hypersurface ideal difference-conditions on Pn) the geometry gov-
erning the rank of Γ(Y,S (d)) for small d is the stratification of C(s)(Y/T) defined by the
degeneracy loci of the map
Γ(Y,O s
C(s)(Y/T)
(d))→
⊕
j k
Γ(Y,OC(s)(Y/T)×TY(d)/I j k (d)).
This is proved below in Proposition 4.12. Ultimately, the dimension question for small d
is a question of understanding how these subschemes lie in C(s)(Y/T).
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A related question concerns the flatness of the splines over Y:
“Which quasi-spline sheaves are flat OY-modules?”
This question was posed by Billera and Rose in the context of the dimension question
[BR92]. This can be interpreted in terms of the sth Fitting subscheme Zs of the universal
quasi-spline sheaf on C(s)(Y/T)×T Y. Recall that Zs is the closed subscheme over which S
cannot be generated by s-sections. The image of Zs under the projection π : C(s)(Y/T)×T
Y →C(s)(Y/T) is made up of those quasi-spline sheaves which are not flat on Y.
1.5.3 Spline domains and approximation strategies
The existence of these moduli spaces points to some interesting possibilities in approx-
imation theory. For instance in an approximation or interpolation problem, rather than
fixing a sheaf S of quasi-splines and trying to find a best candidate in Γ(Y,S (d)), one
could consider the problem of finding a best quasi-spline in E(s)
p,d
(Y/T). In principle, this
frees one from committing to a fixed spline domain D : Ω =Ω1∪ . . .∪Ωs ⊆ Y(R), and
allows the subdivision to vary.
Putting this onto a satisfactory mathematical footing would require a moduli of
spline-domains D. One could then consider compatible triples
(D,(I j k ) j k ,τ) ∈D×T C
(s)
(Y/T)×T E
(s)
p,d
(Y/T).
We know of no such object D in the literature, but see no reason why it shouldn’t exist.
Some insight is provided by Example 1.6 which indicates the sort of phenomena that
arise when interpreting quasi-splines as splines.
Example 1.6. Consider fz (x, y)= (z2−1)y− z(x2+ y2−1) as a family of polynomials on
R
2 parameterized by z ∈ [−1,1]. For each z write Ω=Ωz1∪Ω
z
2 ⊆R
2 where
• Ωz1 = {(x, y) | fz (x, y)≤ 0}, and
• Ωz2 = {(x, y) | fz (x, y)≥ 0}.
Consider the family of splines defined by the quasi-spline
gz = (−z fz (x, y), z fz (x, y)).
Observe that at both z =−1 and z = 1 the quasi spline is (x2+y2−1,1−x2−y2). However,
Ω1 and Ω2 have switched, so the spline has reversed signs. This is illustrated in Figure 2.
Topologically, this is an interval with distinct endpoints in D×E(s)
p,d
(Y/T) whose projection
to E(s)
p,d
(Y/T) is a loop.
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Ω1
Ω2
Ω2
Ω1
z =−1 z = 1
g
g
Figure 2: The splines and spline domains at the ends of the interval [−1,1] from
Example 1.6. The spline is indicated by its graph when restricted to y = 0. These two
functions on R2 are defined by the same quasi-spline.
1.5.4 Topology
In addition to the close relationship to spline theory, quasi-splines have been singled out
in equivariant cohomology and equivariant intersection homology [GPT13] under the
name generalized splines. This is the part of the program which began with a descrip-
tion of the equivariant cohomology smooth compactification of an algebraic group in
terms of splines by Bifet-De Concini-Procesi [BDCP90]. Brion [Bri97] extended this to
certain singular spaces, and the most general setting in which quasi-splines appear seems
to be the equivariantly formal spaces of Goresky-Kottwitz-MacPherson [GKM98]. These
note worthy points in these investigations are Payne [Pay06] and Schenck [Sch11]. For
us, this opens up a huge area of connections to topics such as geometric representation
theory, Schubert calculus, and quantum cohomology.
2 Assumptions, Conventions and Notations
This paper is written in scheme-theoretic language. In this section we collect several
relevant standard results, make notations, and specify our assumptions. These break-
down roughly as notations for projective geometric constructions, results relevant to
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cohomology and base change, and finally the representability of certain functors such as
flattening stratifications and Quot schemes.
Assumption. We fix an integer s ≥ 1 throughout. We are working a category of locally
Noetherian schemes, and if we are over a base scheme, this scheme is also locally
Noetherian. We fix schemes Y and T. This allows us to simplify our notation. For
example, QS(s)(Y/T) will be written QS.
Notation. If B → Z is a Z-scheme, F is a sheaf on B, and φ : Z′ → Z a morphism, we
denote
• the fiber product BZ′ =B×Z Z′, and
• the pullback φ∗F on BZ′ by F |Z′ .
A point q ∈ Z is assigned the scheme structure Speck(q), and we often write Bq and
F |q with this scheme structure on q assumed. The vertical bar in the notation for the
pullback is to avoid confusion with the stalk Fb of F at a point b ∈B.
2.1 Projective Geometry
We review here some basic constructions and facts of projective geometry. This is done
mostly to establish notation.
Serre’s Generation and Finiteness Theorems. ([Ser55] see also [Har77, Theorem II.5.17]) Let
Z be a Noetherian scheme and F a coherent sheaf on a projective Z-scheme π : B→ Z.
Then
• Riπ∗F is a coherent OZ-module, and
for all sufficiently large d
• F (d) is generated by global sections, and
• Riπ∗F (d)= 0.
Notation. For a sheaf of graded modules N over a sheaf of graded OZ-algebras R, we
write N˜ for the associated sheaf on Proj(R). Conversely, given a sheaf F on Proj(R), we
write Γ∗(F ) for the graded Γ∗(OProj(R))-module
Γ∗(F )=
⊕
d
π∗F (d),
and Γ≥m(F ) if we only take those d ≥m. Here π : Proj(R)→ Z is the projection.
Lemma 2.1. The following statements describe the relationship between Γ∗, Γ≥m and (˜·) :
13
• (˜·) is exact;
• Γ∗ and Γ≥m are left exact;
• (˜·)◦Γ≥m = (˜·)◦Γ∗;
• (˜·) left adjoint to Γ∗;
• the counit ǫ : (˜·)◦Γ∗→ 1 is a natural isomorphism;
• the unit η : 1→ Γ∗ ◦ (˜·) is called the saturation map.
Proof. Omitted.
Remark 2.2. In the affine case, (˜·) is used for the functor assigning to a module over a
ring the associated sheaf on the spectrum. Its adjoint equivalence is Γ(·).
The Cohomology of Projective Space. ([Har77, Theorem III.5.1]) Let Z be an affine Noetherian
scheme. Then:
• the natural map OZ[x0, . . . , xn]→Γ∗(OPn
Z
) is an isomorphism of graded OZ[x0, . . . , xn]-
modules,
• Hi (Pn
Z
,OPn
Z
(d))= 0 for 0< i < n and all d ,
• Hn(Pn
Z
,OPn
Z
(−n−1))∼=OZ, and
• the natural map H0(Pn
Z
,OPn
Z
(d))×Hn(Pn
Z
,OPn
Z
(−d−n−1))→OZ is a perfect pairing
of finitely generated free OZ-modules.
Remark 2.3. As the first statement indicates, H0(Pn
Z
,OPn
Z
(d)) can be interpreted as de-
gree d homogenous polynomials. So in light of the last statement,
Γ∗(OPn
Z
)∨ =
⊕
d
Hn(PnZ ,OPnZ (−d −n−1))
should be thought of as the coalgebra dual to Γ∗(OPn
Z
).
2.2 Relatively Flat Sheaves
We have here some standard results on relatively flat sheaves. These are at the core of
many constructions in the theory of moduli schemes.
The notion of relative flatness is largely motivated by interest in studying subsheaves
A of a sheaf B. For A to remain a subsheaf of B after base change, the map A →B
must be a universal inclusion (also called a “universal injection”).
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We find that the relationship between “subobject” and “universal inclusion” is made
clear by considering when the subobject under consideration is or isn’t a sheaf: If the
inclusion is not universal, then the subobject of B defined as the image of A is not a
sheaf. Conversely, if this subobject is a sheaf, then the inclusion is universal and the
sheaf in question is A .
In general, it is difficult to recognize a universal inclusion. However, if the cokernel
of the inclusion is relatively flat, then the map is automatically a universal inclusion.
These give a class of universal inclusions we call cokernel-flat. If the ambient sheaf is
the structure sheaf of a Z-scheme, and thus the subsheaf is an ideal, then all universal
inclusions are cokernel-flat. Otherwise, one must “work” to know if a given map is a
universal inclusion.
Proposition 2.4. A sheaf F on a projective Z-scheme π : B → Z is relatively flat if and
only if any of the following equivalent conditions hold:
• for all b ∈B, the stalk Fb is a flat OZ,π(b)-module;
• for any affine subsets U ⊆ B and V ⊆ Z such that π(U) ⊆ V, we have F (U) is a flat
OZ(U)-module;
• Γ≥m(F ) is Z-flat for some m.
Proof. Omitted
Proposition 2.5. If
0→F →G →H → 0
is an exact sequence of quasi-coherent sheaves on a Z-scheme B, and H and either G or F are
relatively flat, then all three sheaves are.
Proof. Omitted.
Proposition 2.6. If I is a quasi-coherent ideal sheaf on a Z-scheme B, then I → OB is a
universal inclusion if and only if OB/I is relatively flat.
Proof. Omitted.
Semicontinuity Theorem. ([Gro63] see also [Har77, Theorem III.12.8]) Let F be a coherent
Z-flat sheaf on a projective Z-scheme B. The function
hi (q,F )= dimk(q) H
i (Bq ,F |q )
is upper semicontinuous.
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Cohomology and Base Change. ([Gro63] see also [Har77, Theorem III.12.11]) Let F be a
coherent Z-flat sheaf on a projective Z-scheme π : B→ Z. For q ∈Z, if
Riπ∗(F )⊗OZ k(q)→H
i (Bq ,F |q )
is surjective, then it isomorphism. In this case, it is an isomorphism for all q ′ in a open
set about q , and the following statements are equivalent:
• Riπ∗F is flat at q ;
• The restriction map
Ri−1π∗(F )⊗OZ k(q)→H
i−1(B|q ,F |q )
is surjective.
Remark 2.7. When Riπ∗(F )⊗OZ k(q) = H
i (Bq ,F |q ) we say cohomology commutes with
base change in degree i . In this case, statements about Riπ∗(F ) are often reduced to
statements about Hi (Bq ,F |q ) (via Nakayama’s lemma).
The vanishing of the first cohomology of a sheaf on a single fiber has significant
implications.
Corollary 2.8. Let F be a coherent Z-flat sheaf on a projective Z-scheme π : B → Z. If for
q ∈ Z we have H1(Bq ,F |q )= 0, then for all q ′ in a neighborhood of q the sheaf π∗F is flat
at q ′ and π∗F |q ′ =H0(Bq ′ ,F |q ′ ).
Proof. The Semicontinuity theorem implies that for all q ′ in a neighborhood U of q we
have H1(Bq ′ ,F |q ′ )= 0, and so Cohomology and Base Change for i = 1 gives
R1π∗F |q ′ =H
1(Bq ′ ,F |q ′ )= 0
in U. In particular R1π∗F is flat on U. So again with i = 1, Cohomology and Base
Change gives π∗F |q ′ =H0(Bq ′ ,F |q ′ ) for all q ′ in U. Since H−1(Bq ′ ,F |q ′)= 0 the restric-
tion map is surjective, so Cohomology and Base Change for i = 0 implies π∗F is flat on
U.
Mumford’s notion of regularity of a sheaf leads to a practical means of knowing
when one can apply the Cohomology and Base Change theorem. In the case of quasi-
coherent sheaves of ideals, this concept along with the Gotzmann regularity theorem
give powerful tools.
Definition 2.9. ([Mum66]) Let k be a field. A coherent sheaf F over Pn
k
is said to be
m-regular if
Hi (Pn
k
,F (m− i ))= 0
for each i > 0.
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Remark 2.10. If one puts Hi (Pn
k
,F ( j )) at the location ( j , i ) in the plane, then the non-
zero locations lie either on the x-axis, or below the line x+ y =m. Also note, that if F
is extended to a Z-flat family on Pn
Z
, for some Z, then the Cohomology and Base Change
theorem can be applied to F (d) for d ≥m as in Corollary 2.8.
Theorem of Castelnuovo and Mumford. ([Mum66]) Let F be an m-regular coherent sheaf
on Pn
k
. Then
• Γ≥m(F ) is generated in degree m as a Γ∗(OPn
k
)-module,
• Hi (Pn
k
,F (d))= 0 whenever d ≥m− i , and
• each F (d) for d ≥m is generated by its global sections.
Corollary 2.11. Let Z be an affine Noetherian scheme. If F is a Z-flat coherent sheaf on Pn
Z
and F |q is m-regular for all q in Z, then
• Γ≥m(F ) is Z-flat and generated in degree m as a Γ∗(OPn
Z
)-module,
• Riπ∗(F (d))= 0 whenever d ≥m− i , and
• each F (d) for d ≥m is generated by its global sections.
Proof. The second statement follows from Cohomology and Base change.
The last can be checked considering b ∈ Pn
Z
. Write q = π(b). Cohomology and Base
change gives the surjection Γ(Pn
Z
,F (d))→Γ(Pn
k(q)
,F (d)|q ), and the theorem of Casteln-
uovo and Mumford gives the surjection
Γ(Pn
k(q),F (d)|q )⊗OPn
k(q)
k(b)→ (F (d)|q )|b .
The k(b)-vector spaces (F (d)|q )|b and F (d)|b equal, so we get a surjection Γ(PnZ ,F (d))⊗OPn
Z
k(b)→F (d)|b , and can apply Nakayama’s lemma.
The first statement requires consideration of the sheaves O (d), F (m) and F (d+m).
Cohomology commutes with base change for all these sheaves, so we can consider the
question on the fiber. The last fact we need is that (π∗O (d)⊗OZ π∗F (m))|q → (π∗F (d +
m))|q factors through the epimorphism
(π∗O (d)⊗OZ π∗F (m))|q →π∗O (d)|q ⊗k(q)π∗F (m)|q .
We can now appeal to the theorem of Castelnuovo and Mumford and apply Nakayama’s
lemma.
17
Gotzmann Regularity. ([Got78] see also [BH93, Theorem 4.3.2]) If L is a closed subscheme
of Pn
k
with Hilbert polynomial pOL (t ), then there is a unique expansion
pOL (t )=
(
t +a1
a1
)
+
(
t +a2−1
a2
)
+·· ·+
(
t +am − (m−1)
am
)
for weakly decreasing integers a1 ≥ a2 ≥ ·· · ≥ am . Furthermore, for m in the above
expansion IL, is m-regular. The integer m is called the Gotzmann number of pOL .
Remark 2.12. It is interesting to note that the Gotzmann number depends only on the
polynomial. Not even on the dimension of the ambient projective space.
Corollary 2.13. Consider a B-flat closed subscheme L of Pn
B
with Hilbert polynomial pOL
and Gotzmann number m. The sheaves π∗IL and π∗OL are m-regular, and
0→π∗IL(d)→π∗OPn
B
(d)→π∗OL(d)→ 0
is an exact sequence of Z-flat sheaves.
Proof. OL is B-flat, so after pull back to Pnk(q) the sequence
0→IL|q →OPn
k
(q) →OL|q → 0
is exact. Here Gotzmann regularity implies Hi (Pn
k(q)
,IL|q (d)) = 0 for all i > 0. These
groups can be computed by the same Cˇech-complex as the Riπ∗(IL(d)⊗O
P
n
B
k(q))’s,
and are thus the same. So we may apply Cohomology and Base Change to conclude
Riπ∗(IL(d))= 0 for i > 0. Consequently, both π∗IL(d) and π∗OL(d) are flat.
Notation. When we have a projective Z-scheme B and a sheaf F on B, we will say some
version of the statement
“The Hilbert polynomial of F is independent of Z.”
to indicate that there is a fixed polynomial that equals the Hilbert polynomial of F |q
regardless of the choice of point q ∈Z.
Later (Lemma 4.7), we will need to generalize the following theorem to reduced
schemes.
Hilbert Polynomials and Relative Flatness. ([Har77, proof of Theorem III.9.9]) If Z is an
integral Noetherian scheme. Let F be a coherent sheaf on a projective Z-scheme B.
Then F is Z-flat if and only if Hilbert polynomial of F |q is independent of q ∈Z.
18
2.3 Representability of certain functors
We will use certain schemes in a way that makes it convenient to think of them in terms
of the functors they represent. Specifically, flattening stratifications, Quot schemes,
Hilbert schemes, and scheme theoretic images.
Existence of the Universal Flattening Stratification. ([Gro61]) If B→ Z is projective and F
is a coherent OB module, then there is Z-scheme ZFflat→ Z which represents the functor
Z′ 7→ {h : Z′→Z | h∗F is Z′-flat}.
Furthermore, ZFflat is a disjoint union of locally closed subschemes of Z called strata, one
of which is topologically open and dense in Z.
Notation. If F is a sheaf over a projective Z-scheme and pF = pF (t ) is a polynomial
in t , we write ZpF for the disjoint union of locally closed subschemes over which F is
flat and has Hilbert polynomial pF . This is potentially confusing since suggests that pF
depends on F . However, this notation should simply indicate that we are introducing a
polynomial pF that we wish to associate with the sheaf F .
Representability of the Quot Functor. ([Gro61]) Given a coherent sheaf F over a projective
Z-scheme B the functor
Z′ 7→ {Z′-flat quotients G of π∗BF on Z
′
×Z B}
is representable by a projective B-scheme Quot(F/B/Z).
Remark 2.14. From this we have the Hilbert scheme which is Hilb(B/Z)=Quot(OB/B/Z).
Scheme Theoretic Image. ([Sta13, Tag 01R5]) Given a morphism of schemes φ : V → W.
There exists a closed subscheme φ(V) ⊆ W called the scheme theoretic image such
that φ factors through φ(V) and φ(V) is initial among such closed subschemes of W.
3 The Moduli of Quasi-Splines Sheaves
In this section, we construct in Theorem 3.8 the moduli of cokernel-flat families of
quasi-spline sheaves CFQS. The functor represented by CFQS is
C FQS (Z)= {S ∈QS (Z) | G = cok(S →O sZ×TY) is Z−flat}.
Where QS is the functor of families of quasi-spline schemes from the introduction.
When Y is T-flat we have Theorem 3.10 which states the the existence of the scheme
QS =CFQS representing QS . This is based on Lemma 3.9 makes the observation that
a quasi-spline sheaf S over projective, flat Z-scheme B is a Z-family if and only if the
cokernel G of the inclusion S →O s
B
is Z-flat.
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Definition 3.1. A sheaf of quasi-splines over a scheme B is a quasi-coherent OB-
subalgebra of O s
B
.
Definition 3.2. A Z-family of quasi-spline sheaves over a Z-scheme B to be
• a sheaf of quasi-splines S over a B such that
• for any morphism f : Z′ → Z, the pullback π∗BS is a sheaf of quasi-splines over
Z′×Z B.
Definition 3.3. We say that a Z-family S of quasi-spline sheaves over B is cokernel-flat
if the sheaf G is the exact sequence
0→S →O sB →G → 0
is Z-flat.
Lemma 3.4. Let φ : F →G be a morphism of coherent sheaves over a projective Z-scheme B.
If G is Z-flat, then the functor Z′ 7→ {h ∈MorT(Z′,Z) | h∗φ= 0} is representable by a closed
subscheme V(φ)⊆ Z.
Proof. It suffices to work locally on Z and assume that B⊆ Pn
Z
. Provided d is sufficiently
large, F (d) is generated by global sections and Γ(B,G (d)) is a flat OZ-module. Consider
the image under φ(d) : Γ(B,F (d)) → Γ(B,G (d)) of generators { fi }i ⊆ Γ(B,F (d)). Since
Z is local, Γ(B,G (d)) is free and we can choose a basis {g j } j . For each fi we have an
expansion
φ( fi )=
∑
j
ci j g j .
The condition that φ = 0 is the same as ci j = 0 for all i j . So we set V(φ) = V({ci j }).
After any base change, F (d) is still generated by the fi ’s and the cohomology and base
change theorem implies that the g j ’s remain linearly independent. So the vanishing of
φ is exactly the condition that the ci j ’s vanish.
Definition 3.5. Fix a scheme B and consider a quasi-coherent subsheaf S of O s
B
. Write
γ : O s
B
→G for the cokernel of the inclusion ι : S →O s
B
. Write δ : OB →O sB for the diagonal
inclusion and µ : O s
B
⊗OB OB →O
s
B
for entry-wise multiplication. We define
• κ : OB →G to be the composition γ◦δ, and
• m : S ⊗O S →G to be γ◦µ◦ (ι⊗ ι).
Lemma 3.6. A quasi-coherent subsheaf S of O s
B
is a quasi-spline sheaf if and only if
κ= 0 and m = 0.
for the maps κ and m of Definition 3.5.
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Proof. κ= 0 and m = 0 if and only if they factor through the kernel of γ. So both δ and
µ ◦ (ι⊗ ι) factor though S . This means precisely that OB ⊆ S and S is closed under
entry-wise multiplication in O s
B
.
Definition 3.7. Consider the Quot scheme Q=Quot(O s
Y
/Y/T) and the map
φ= κ⊕m : OQ×TY⊕ (S ⊗OQ×TY S )→G ⊕G .
where κ and m are the maps from Definition 3.5 for the universal kernel S ⊆O s
Q×TY
. We
set
CFQS =V(φ)⊆Q
as in Lemma 3.4.
Theorem 3.8. The functor C FQS is represented by CFQS.
Proof. For any such family we know by Lemma 3.9 that the cokernel G of the inclusion
S → O s
Z×TY
is Z-flat. Furthermore, the quasi-spline sheaf is determined by the map
O
s
Z×TY
→G . This means that there is a natural transformation from this functor into the
Quot scheme.
The identification
S ⊗OQ×T Y
S ⊗OQ×Y OZ×TY
∼= (S ⊗OQ×T Y OZ×TY)⊗OZ×T Y (S ⊗OQ×TY OZ×TY)
shows that the κ and m maps of Definition 3.5 over Q×T Y pull back to the κ and m
maps over Z×T. For any quasi-spline sheaf over Z×T these maps vanish by Lemma 3.6,
so the morphism factors through CFQS by Lemma 3.4.
On the other hand, the universal kernel S restricted to CFQS is a quasi-spline sheaf,
again by Lemma 3.6. Lemma 3.9 guarantees this sheaf is a CFQS-family. Consequently,
points in CFQS(Z) produce distinct Z-families of quasi-spline sheaves over Z×T Y, and
so the natural transformation is a bijection.
Lemma 3.9. Given a flat, projective Z-scheme B, a quasi-spline sheaf S is a Z-family over
B if and only if the cokernel G of the inclusion S → O s
B
is Z-flat. Thus if Y is flat over T,
then QS =C FQS .
Proof. B is flat, thus so is O s
B
. Consider the exact sequence at a point b ∈B:
0→Sb →O
s
B,b →Gb → 0.
Denote the image of b in Z by q. Tensoring with the sheaf k(q) we get the Tor exact
sequence
0→Tor
OZ
1 (Gb ,k(q))→Sb ⊗OZ k(q)→O
s
B,b ⊗OZ k(q)→Gb ⊗OZ k(q)→ 0.
So we see that S → O s
B
is a universal inclusion if and only if TorOZ1 (Gb ,k(q))= 0 for all
b ∈B, i.e. G is Z-flat.
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Theorem 3.10. If Y is T-flat, QS =CFQS represents QS .
Proof. Combine Lemma 3.9. and Theorem 3.8.
Remark 3.11. If Y is not T-flat, there is no chance that QS =CFQS (in the way presented
here). For instance, one can take S = the diagonal copy of OY ⊆ O sY. The inclusion is
universal and it spits O s
Y
into a direct sum OY ⊕O s−1Y . So the cokernel is isomorphic to
O
s−1
Y
, and not T-flat.
4 The Moduli of Ideal Difference-Conditions
We begin by constructing the moduli of ideal difference-conditions C in Theorem 4.4
as a flattening stratification of a certain sheaf over Hilb(Y/T)(
s
2). To produce our “com-
pactification” of this scheme, we show in Proposition 4.9 it is a subscheme of CFQS×T
Hilb(Y/T)(
s
2), and define the compactification to be the scheme theoretic image C of the
inclusion. Finally, we argue via Proposition 4.10 that this compactification is the “correct”
one.
4.1 The Moduli of Ideal Difference-Conditions
For ideal difference-conditions defined by a collection of ideals (I j k ) j k over a Z-scheme
B, we consider the morphism
∆ : O sB →
⊕
j k
OB/I j k . (3)
which sends (g1, . . . , gs) 7→ (g j −gk+I j k ) j k . Not all collections of ideals are well behaved.
Definition 4.1. Recall the notion of a Z-family of ideal difference-conditions: Under
base change along any morphism Z′→ Z the sequence
0→SI→O
s
B →
⊕
j k
OB/I j k .
remains exact, and for each j k the sequence
0→ I j k →OB →OB/I j k → 0
also remains exact. This means sheaves (SI, (I j k ) j k ) “remain themselves.” after such a
change of base.
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Lemma 4.2. A collection of ideals (I j k ) j k over a Z-scheme B define a Z-family of ideal
difference-conditions if and only if both
⊕
j k OB/I j k and the cokernel of
∆ : O sB →
⊕
j k
OB/I j k
are Z-flat. In this case, the cokernel G of SI→O sB is automatically Z-flat.
Proof. For ideals, universal inclusions are equivalent to flatness of their cokernels, so a
Z-family requires OZ×TY/I j k is Z-flat for all j k. Given this, the additional required con-
ditions reveal themselves after considering the two standard exact sequences associated
to the morphism in Equation (3):
0→SI→O
s
B →G → 0 (4)
and
0→G →
⊕
j k
OB/I j k →H → 0. (5)
If either of these exact sequences fail to be exact after base change, SI will no longer be
the kernel of Equation (3).
Since
⊕
j k OZ×TY/I j k must be Z-flat, universal exactness of the second standard se-
quence is equivalent to the Z-flatness of H . This implies the Z-flatness of G , and thus
the exactness of the first standard sequence.
Definition 4.3. Given a projective scheme Y/T, denote the structure sheaf of product
Hilb(Y/T)(
s
2) of Hilbert Schemes by O . Over this product we have the morphism
∆ : O s →
⊕
j k
O/I j k .
Denote the cokernel by H and we define the moduli of ideal difference-conditions
C= the universal flattening stratification for H .
Theorem 4.4. The functor
C (Z)= {Z-families of ideal difference conditions on Z×T Y}
is representable by C.
Proof. The definition of the Hilbert Scheme, the universal flattening stratification, and
Lemma 4.2 give the result.
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4.2 Compatible Pairs and Compactification of the Moduli of Ideal
Difference-Conditions
We now have a construction of the moduli scheme of ideal difference conditions. How-
ever, to construct a satisfying “compactification,” we present it in a slightly different way.
This involves the observation that the assignment
(I j k ) j k 7→SI
defines a morphism C→CFQS. It will turn out that the resulting morphism
C→CFQS×T Hilb(Y/T)
(s2)
is an inclusion of C as a locally closed subscheme, and its scheme theoretic closure
C it the “correct” compactification. The correctness of C is based on the existence of
a universal family of compatible pairs (Definition 4.5) and its universality (Proposition
4.10).
Definition 4.5. A pair of a quasi-spline sheaf S and a
(s
2
)
-tuple of ideal sheaves (I j k ) j k
over a scheme B is called a compatible pair if the composition
S →O
s
→
⊕
j k
OB/I j k
is zero.
Definition 4.6. Denote by O the structure sheaf of CFQS ×T Hilb(Y/T)(
s
2) ×T Y. Over
CFQS×T Hilb(Y/T)(
s
2)×T Y we have the universal pair (S , (I j k ) j k ) and the compatibility
map
ψ : S →
⊕
j k
O/I j k .
The sheaf
⊕
j k O/I j k is relatively flat over CFQS ×T Hilb(Y/T)(
s
2), so Lemma 3.4
produces the moduli of compatible pairs
P =V(ψ)⊆CFQS×T Hilb(Y/T)
(s2).
There is a natural morphism f : C→P which sends (I j k ) j k 7→ (SI, (I j k ) j k ).
Lemma 4.7. Let Z be a locally Noetherian and F be a coherent sheaf over a reduced projective
Z-scheme B. Then F is Z-flat if and only if the Hilbert polynomial of F is locally independent
of Z.
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Proof. The question is local on Z, so assume Z is affine and thus has finitely many
irreducible components. Write Z1, . . . ,Zk for the irreducible components of Z, and write
ZFflat for the flattening stratification of Z for F . Over each Zi the restriction F is flat by
Hartshorne III.9.9, so we get a morphism φi : Zi → ZFflat. φi and φ j agree on Zi ∩Z j .
It is a quick check (the Chinese Remainder Theorem) to see that one can patch maps
on a pair of closed subschemes to produce one on their union if the maps agree on the
intersection. So these maps define φi j : Zi ∪Z j → ZFflat. If we take this as a base case, the
same argument produces a map φi1···iℓ : Zi1∪·· ·∪Ziℓ → Z
F
flat from φi1···iℓ−1 and φiℓ . There
are only finitely many components, so we get a morphism φ : Z→ ZFflat. This morphism is
a section of the map ZFflat→ Z. Since Z is reduced and Z
F
flat is a locally closed subscheme
of Z, this map is an isomorphism.
Definition 4.8. Denote the compactification by compatible pairs C to be the scheme
theoretic image of C in P.
Proposition 4.9. C→C is a locally closed immersion.
Proof. Since C is a closed subset of P, we will show that f : C → P is a locally closed
immersion. The question is local on T, so assume Y ⊆ Pn
T
. This allows us to talk about
Hilbert polynomials for Z-flat sheaves on schemes of the form Z×T Y.
First we establish that if we fix polynomials pG and pI j k for each j k, the scheme
CpG ,pI is a union of connected components of C. To do this, we must verify that the
Hilbert polynomials of G and the I j k ’s are locally independent of the base.
The Hilbert polynomials pI j k (t ) for each j k are locally independent of C by virtue
of the fact that the I j k ’s pull back from Hilb(Y/T)(
s
2). For the Hilbert polynomial of G ,
observe that we have the equation
pG (t )=
(
s
2
)
pOY (t )−
∑
j k
pI j k (t )−pH (t ). (6)
where we continue to denote the cokernel of the morphism G →
⊕
j k OB/I j k by H . This
equation shows that the local constancy of pH (t ) is equivalent to the local constancy
of pG (t ) (provided the pI j k (t )’s are locally independent of the base). As the flattening
stratification of H , pH (t ) is locally independent of C.
Before considering P, we establish the map CpG ,pI →Hilb(Y/T)
(s2) is a locally closed
immersion. This is topological statement since we know that, as a flattening stratification,
C is the disjoint union of locally closed subschemes. Consider the image Λ of CpG ,pI as
a topological space. Choose a connected component Λ′ of Λ. The Hilbert polynomials
of H and the ideals I j k are locally independent of Λ′, so there is an open subset U
of the closure Λ′ in Hilb(Y/T)(
s
2) on which all these polynomials are locally independent
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of the point in U. This is a constructible set containing Λ′. Equipped with its reduced
scheme structure, the local independence of the Hilbert polynomials of H and the J j k ’s
imply by Lemma 4.7 these sheaves are flat over U. So it admits a section U →CpG ,pI and
we can conclude that U =Λ′. In other words, any connected component Λ′ of Λ is the
homeomorphic image of a connected component of CpG ,pI . Thus CpG ,pI →Hilb(Y/T)
(s2)
is a locally closed immersion.
Finally, we consider the morphism C→ P. Denote by CFQSpG the component of CFQS
over which G has Hilbert polynomial pG . We see that CpG ,pI is carried to CFQSpG ×T
CpG ,pI . This is a locally closed subscheme of CFQS×T Hilb(Y/T)
(s2), so P∩ (CFQSpG ×T
CpG ,pI) is a locally closed subscheme of P. CpG ,pI itself is identified with the open subset
of P∩(CFQSpG ×T CpG ,pI) over which S →SI is an isomorphism. To be sure that this is
an open set, apply Γ∗ to the map, and notice this set coincides with the points where the
cokernel and kernel vanish. Thus as a open subscheme of a locally closed subscheme of
P, it is locally closed.
We conclude with the universal property of C.
Proposition 4.10. Let C → H be a morphism to a scheme such that H×T Y is equipped
with an H-family of compatible pairs whose restriction to C×T Y is the universal family of
ideal difference-conditions. Assume H equals the scheme theoretic image of C in H. Then the
morphism H→ P factors through C.
Proof. H×P C equals H because it is a closed subscheme of H containing the image of
C :
C H×P C C
H P.
4.3 Degeneracy Loci and Rank Strata
The construction of the moduli space gives a space in which one can move without
changing the Hilbert polynomial. It seems likely that one would be interested in the
the whole Hilbert series, not just the polynomial. To address this, we present a way
in which one can stratify the moduli space by pieces on which the Hilbert series is
unchanged using degeneracy loci. This can be done provided cohomology and base
change commute for O s
B
(d) and
⊕
j k (OB/I j k )(d) for all d . This condition holds in the
most important case of B=Pn as shown in Corollary 4.13.
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Definition 4.11. Given a morphism φ : F → G , of flat coherent sheaves on a scheme Z,
we say
rank(φ)≤ r
if the induced morphism
∧
rφ : ∧r F →∧r G
is zero. This map is a global section
∧
rφ ∈ Γ(Z, ∧r (G ⊗OZ F
∨) ).
The sheaf ∧r (G ⊗OZ F
∨) is locally free, so ∧rφ defines a scheme of zeros (∧rφ)0. This
scheme is called the r th degeneracy locus of φ, and we will denote it by DLr (φ).
Proposition 4.12. Let B be a projective, flat Z-scheme. Consider
(s
2
)
quasi-coherent ideals
I j k ⊆OB with Z-flat quotients OB/I j k . If H1(Bq ,
⊕
j k OBq /(I j k )q ) and H
1(Bq ,O
s
Bq
) vanish
for all q ∈Z, then the locally closed subset on which π∗S (d) has rank ρ is
DLr (∆(d)) \ DLr−1(∆(d))
where
∆(d) : π∗OB
s (d)→π∗
⊕
j k
(OB/I j k )(d)
and
r = rank(π∗O
s
B(d))−ρ.
Proof. The vanishing of H1(Bq ,
⊕
j k OBq /(I j k )q ) and H
1(Bq ,O
s
Bq
) plus the Corollary 2.8
guarantee that π∗
⊕
j k (OB/I j k )(d) and π∗O
s
B
(d) are locally free OZ-modules.
Locally, ∆(d) is a matrix, and its cokernel is flat over a scheme Z′→ Z exactly when
this matrix pulls back to a constant rank matrix over Z′. This is the same a requiring
that Z′ maps into DLr (∆(d)) \ DLr−1(∆(d)) for some r.
The formula relating r and ρ follows from the fact that if ∆(d) is constant rank, then
S (d) is flat of the given rank.
Corollary 4.13. Set B=Pn
Z
and I j k =OB(−D j k ) for relatively effective Cartier divisors D j k .
If n 6= 2 or deg(D j k )< n−1 for all j k, then the locus on which π∗S (d) has rank ρ is
DLr (∆(d)) \ DLr−1(∆(d))
where
r = s
(
d +n
2
)
−ρ.
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Proof. The conditions on n and/or the D j k ’s guarantee these sheaves have no first coho-
mology. So we may apply Proposition 4.12.
Remark 4.14. To connect this with the moduli space, one might begin with the product
of Hilbert schemes of degree d j k hypersurfaces
∏
j k P(Γ(P
n,O (d j k ))
∨) equipped with
the bundle H = cok∆. Then Z would be taken to be the flattening stratification of H .
These degeneracy loci then give the stratification of the moduli space on which the
Hilbert series, not just the Hilbert polynomials are unchanged.
5 The Moduli of Quasi-Splines
In this section, we prove for a T-flat closed subscheme Y of a projective space bundle
P(V ), the functor which picks out a T-family of quasi-spline sheaves S and a section of
a d th twist of S is representable, provided d is sufficiently large. The bound we find for
d depends on the Hilbert polynomials of OY and S . Since Y is T-flat, we have a scheme
QS representing QS , and this scheme equals CFQS.
The crucial thing we need is a bound for the Castelnuovo-Mumford regularity of S .
This is why we assume Y is a closed subscheme of a projective space bundle over Z. This
will allow use to eventually use the Gotzmann regularity theorem.
Assumption. In the statements below, we will assume that B is a subscheme of a projective
bundle P(V )= Proj(Sym• V ) over Z where V is flat and finite rank on Z.
To identify S with an ideal sheaf, we first introduce an auxiliary projective space K.
Definition 5.1. Set
K= Proj (Sym•V )[E1, . . . ,Es]
where E-variables are in degree 1 (this is the projective closure of the product of A(s−1)
with the the affine cone over P(V )).
Now we define the space N over which our ideal sheaf will live.
Definition 5.2. B can be found as a subscheme of the copy of P(V ) in K, cut out by
E1 = ·· · = Es = 0. The first order infinitesimal neighborhood of P(V ) is given by
NP(V ) =V(〈E1, . . . ,Es〉
2)⊆K.
This is a scheme over P(V ), so we define
N=B×P(V ) NP(V ) ⊆K.
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Definition 5.3. Consider the inclusion of Γ∗(OK)-modules
(Γ∗(OK)/Γ∗(IB))
s (−1)−→ Γ∗(OK)/Γ∗(IN)
which sends
(g1, . . . , gs) 7→ g1E1+·· ·+ g1Es .
The image of this map is Γ∗(IB)/Γ∗(IN) The map induces an inclusion
OB(−1)
s
→ON.
and an isomorphism OB(−1)s ∼=IB⊆N. S (−1) is carried to a ideal of ON we denote by
IL⊆N, and we write L for the closed subscheme of N defined by this ideal.
This way we translate questions about S into questions about the ideal sheaf IL⊆N.
Proposition 5.4. π∗S (d)∼=π∗IL⊆N(d +1).
Proof. The S (−1)→ON is an inclusion because (˜·) is exact.
Lemma 5.5. If B is Z-flat and S is a Z-family, then L and N are Z-flat.
Proof. As OB-modules ON ∼=OB⊕OB(−1)s , and OL ∼=OB⊕G (−1). We know G is Z-flat by
Lemma 3.9.
Proposition 5.6. If B is Z-flat and S is a Z-family, then π∗S (d) is Z-flat of rank pS (d)
provided that d > the maximum of the Castelnuovo-Mumford regularities of the ideal sheaves
IN and IL.
Proof. Consider the direct image of the exact sequence
0→IN(d +1)→IL(d +1)→IL⊆N(d +1)→ 0.
Lemma 5.5 and the isomorphism IL⊆N(d+1)∼=S (d) imply these sheaves are Z-flat. d >
the maximum of the Castelnuovo-Mumford regularities of IN and IL, so we may apply
the Cohomology and Base Change Theorem to conclude Riπ∗IL⊆N(d + 1) = 0 for all
i > 0, and π∗IL⊆N(d +1) is Z-flat.
π∗IN(d +1) and π∗IL(d +1) are also Z-flat, so
rank(π∗S (d))= rank(π∗IL(d +1))− rank(π∗IN(d +1)).
Since we are above the necessary Castelnuovo-Mumford regularities, the right-hand side
equals pIL(d + 1)− pIN(d + 1). The relevant polynomials polynomials satisfy pS (d) =
pIL⊆N (d +1)= pIL(d +1)−pIN (d +1), so pS (d)= rank(π∗S (d)).
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Now that we have formulated the regularity of S in terms of ideal sheaves on a
projective space, we can use Gotzmann regularity to give a bound for Castelnuovo-
Mumford regularity of S .
Lemma 5.7. If B is Z-flat, the Castelnuovo-Mumford regularities of IN and IL are bounded
from above by the maximum of the Gotzmann numbers of the Hilbert polynomials of ON and
OL. Furthermore, the Hilbert polynomials of ON and OL can be expressed in terms of the
Hilbert polynomials of OB and S (or equivalently OB and G ):
• pON (t ) = pOB (t )+ s pOB (t −1), and
•
pOL (t ) = pON (t )−pS (t −1)
= pOB (t )+ s pOB (t −1)−pS (t −1)
= pOB (t )+pG (t −1).
Proof. The first statement is part of the Gotzmann regularity theorem. For the rest, we
have the identifications
• ON ∼=OB⊕OB(−1)s , and
• OL ∼=ON/S (−1)
and the exact sequence
0→S →O sB →G → 0.
Finally, we can use this bound to guarantee the representability of the moduli of
quasi-splines.
Theorem 5.8. Assume Y is T-flat and is a closed subscheme of a projective space bundle P(V )
over T. Let d be sufficiently large so that π∗S (d) is flat. For instance, d ≥ the maximum of
the Gotzmann numbers of the polynomials pOY (t )+ s pOY (t −1) and pOY (t )+pG (t −1). The
functor on locally Noetherian T-schemes
Z 7→ {(σ,S ) | σ ∈Γ(Z,S (d)) and S ∈QSpOY ,pG (Z)}
is represented by Spec(Sym• (π∗S (d))∨) over QSpOY ,pG .
Proof. π∗S (d) is locally free over QSpOY ,pG . A morphism Z → Spec(Sym
• (π∗S (d))
∨)
produces a point S ∈QS(Z) as well as a homomorphism over Z
S (d)∨→OZ.
Dually we have O∨Z → (S (d)
∨)∨. O∨Z is canonically isomorphic to OZ and (S (d)
∨)∨ is
canonically isomorphic to S (d). So we obtain from the map OZ → S (d) our global
section σ. This process is reversible, so we are done.
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A Billera-Rose Homogenization
We recall the homogenization procedure of [BR91] in scheme theoretic language. Natural
algebraic objects in homogenization and projective compactification are filtered algebras
and modules. Given a quasi-spline sheaf S over A = SpecA , where A is a filtered
algebra, this procedure produces graded module hS over the homogenization Â of A ,
and a sheaf h S˜ over the projective closure Â= Proj(Â ).
The graded components of hS are isomorphic to the degree bounded pieces S≤d of S.
Provided the homogenization Â of A is isomorphic to Γ∗(OÂ) these graded components
and degree bounded pieces are isomorphic to the global sections Γ(Â, hS˜(d)).
These constructions are compatible with ideal difference-conditions in the sense that
if S is defined by (I j k ) j k , then
• hS is defined by ( hI j k ) j k ,
• h S˜ is defined by ( h I˜ j k ) j k ,
• and Γ∗( h S˜) is defined by (Γ∗( h I˜ j k )) j k .
Definition A.1. A filtered OZ-algebra A is a quasi-coherent sheaf of OZ-algebras, equipped
with a quasi-coherent OZ-submodule A≤d for each d ∈N such that
• OZ →A≤0,
• A≤d ⊆A≤d+1,
•
⋃
d A≤d =A , and
• A≤d ·A≤d ′ ⊆A≤d+d ′ .
Definition A.2. A filtered module over a filtered OZ-algebra A is a quasi-coherent
sheaf of A -modules M, equipped with a quasi-coherent OZ-submodule M≤d for each
d ∈ Z such that
• M≤d ⊆M≤d+1,
•
⋃
d M≤d =M, and
• A≤d ·M≤d ′ ⊆M≤d+d ′ .
Definition A.3. Given a filtered module over a filtered OZ-algebra A , we define the
homogenization
hM=
⊕
d
M≤d · z
d
where z is a “dummy variable.” Morally, we think of an element m ∈ M as m =
m( x1
z
, . . . ,
xn
z
) where x1
z
, . . . ,
xn
z
are (not-necessarily-algebraically-independent) “coordinates”
in A .
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Definition A.4. We denote Â = hA . This is a graded OZ-algebra, and within Â1 there
is an element z = 1 · z. If N is a graded Â -module, we denote by N|z=1 the module
N/〈z−1〉 ·N. This module is filtered with
(N|z=1)≤d = the image of Nd under the quotient map.
Proposition A.5. Homogenization M 7→ hM is an exact, fully faithful functor from filtered
A -modules to graded Â -modules. Furthermore the assignment N 7→N|z=1 is a functor from
graded Â -modules to filtered A -modules which is left adjoint to homogenization. The counit
ǫ : ( hM)|z=1 →M
is a natural isomorphism, and the unit
η : N→ h(N|z=1)
is surjective with kernel equal to the saturation (0 : z∞)⊆N.
Proof. These statements simply require checking definitions.
Definition A.6. Let A be a quasi-coherent sheaf of filtered OZ-algebras. Write A =
SpecA , and Â= ProjÂ for the projective closure of A.
Remark A.7. Our treatment differs only superficially from discussions, such as that in
[Gro61], on projective closures in which A is presented as A =T /I for a graded ring
T and a not-necessarily-graded ideal I . With such a presentation, one defines Â as
h
T / hI , where T and I are given the filtration from the grading on T . This way, one
only homogenizes submodules of graded modules. Even though there is no meaningful
difference in these formulations, Proposition A.5 becomes awkward to state in terms of
submodules of graded modules.
Definition A.8. ([BR91]) Let S be a sheaf of quasi-splines on A. Equip S with the
filtration
S≤d = {(g1, . . . , gs ) ∈ S | gi ∈A≤d for all i }.
We call hS the Billera-Rose homogenization of S.
Lemma A.9. hS is a quasi-spline sheaf on Spec(Â ).
Proof. Omitted.
One source of the usefulness of homogenization is that it identifies degree d bounded
elements with degree d homogeneous elements.
Lemma A.10. As OZ-modules, M≤d is isomorphic to hMd .
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Proof. Omitted.
Although, hS defines a quasi-spline sheaf hS˜ on the projective closure Â, it is not
always the case that hS can be recovered from h S˜. However, under mild conditions on A
it can, and in this situation questions about S to be completely translated into questions
in projective geometry.
Proposition A.11. If Â → Γ∗(OÂ) is an isomorphism, then
• hS → Γ∗( hS˜) for any quasi-spline sheaf S over A, and
• hI→Γ∗( h I˜) for any quasi-coherent A -ideal I
are too.
Proof. Γ∗ is left exact, so we have inclusions Γ∗( hS˜)→ Â s and Γ∗( h I˜)→ Â . The inclu-
sions hS → Â s and hI→ Â s factor though these maps. z ∈ Â1, and since z is in degree
1, restricting to D+(z) ⊆ Â has the same effect as setting z = 1. Setting z = 1 carries h S˜
to S and h I˜ to I, so Γ∗( hS˜) is carried onto S and Γ∗( h I˜) is carried onto I.
Now observe that z is a non-zero divisor on Â and Â s , and thus a non-zero divisor
on any submodule of these. So Proposition A.5 implies both Γ∗( h S˜) and hS equal hS,
and both Γ∗( h I˜) and hI equal hI.
Remark A.12. It is not always the case that Â → Γ∗(OÂ) is an isomorphism. For in-
stance, consider
A =C[x, y]/〈x y, y2〉
with the degree filtration from C[x, y]. Then Â = C[x, y, z]/〈x y, y2〉 and Γ∗(OÂ) =
C[σ][x, y,σ, z]/〈σx,σ2 ,σz− y.〉. A representative of σ in the Cˇech cohomology with re-
spect to the cover {Ux ,Uz} is
σ= (0,
y
z
) ∈C[
z
x
,
y
x
]/〈
y
x
〉×C[
x
z
,
y
z
]/〈
x
z
y
z
,
y2
z2
〉.
Counterexamples can also be found by considering the scheme A to be the complement
of a hypersurface on a non-projectively-normal variety.
If S is computed from ideal difference-conditions both the homogenization hS of S
and and the sheaf hS˜ on the projective closure Â can be computed from the associated
ideal difference-conditions.
Proposition A.13. If S is defined by the ideal difference-conditions (I j k ) j k , then
• hS is defined by the ideal difference-conditions ( hI j k ) j k , and
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• h S˜ is defined by the ideal difference-conditions ( h I˜ j k ) j k .
Proof. The first statement is an immediate consequence of Proposition A.5. The second
follows from the first and the exactness of (˜·) : localization is exact, and popping out the
0th graded piece is exact.
The preceding results establish what is needed from the Billera-Rose homogenization
to use it as a tool for studying quasi-splines over affine schemes using projective geo-
metric techniques. However, in what is in some sense the opposite direction, we include
the following observation relating quasi-splines on projective schemes defined by ideal
difference-conditions and those on their affine cones.
Proposition A.14. Let S be a quasi-spline sheaf over a projective Z-scheme B defined by the
ideal difference-conditions (I j k ) j k . Then Γ∗(S ) is a module of quasi-splines over the Z-affine
cone SpecΓ∗(OB) defined by the ideal difference conditions (Γ∗(I j k )) j k .
Proof. Γ∗ is left exact.
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