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ABSTRACT Human serum transferrin tightly binds ferric ions in the blood stream but is able to release them in cells by
a process involving receptor-mediated endocytosis and decrease in pH. Iron binding and release are accompanied by a large
conformation change. In this study, we investigate theoretically the open and closed forms of the N-lobe human serum
transferrin apoprotein by performing pKa calculations and molecular dynamics and free-energy simulations. In agreement with
the hypothesis based on the x-ray crystal structures, our calculations show that there is a shift in the pKa values of the lysines
forming the dilysine trigger when the conformation changes. We argue, however, that simple electrostatic repulsion between the
lysines is not sufﬁcient to trigger domain opening and, instead, propose an alternative explanation for the dilysine-trigger effect.
Analysis of the molecular dynamics and free-energy results indicate that the open form is more mobile than the closed form and
is much more stable at pH 5.3, in large part due to entropic effects. Despite a lower free energy, the dynamics simulation of the
open form shows that it is ﬂexible enough to sample conformations that are consistent with iron binding.
INTRODUCTION
The transferrins are a family of homologous iron-binding
glycoproteins that are present in all vertebrates and some
insects. Their main function is to control the levels of free
iron in body ﬂuids by binding and sequestering Fe31. They
also prevent the formation of ferric hydroxides and protect
against the toxic effects of iron which can catalyze the
formation of free radicals that cause cell damage (Sun et al.,
1999). In the transferrin family, lactoferrin (Lf) is widespread
in a variety of secretory ﬂuids such as milk, tears, bile,
pancreatic juice, mucosal ﬂuid, and white blood cells,
whereas ovotransferrin (oTf) is mainly present in egg white.
They both act as bacteriostatic agents because they are able
to bind iron so tightly that it is unavailable for bacterial
growth (Brock, 2002; Baker, 1994; Feeney and Komatsu,
1966). Serum transferrin (sTf) has the role of transporting
iron from sites of absorption to cells. At the cell surface, the
iron-loaded sTf is bound by the transferrin receptor (TfR)
and is internalized via receptor-mediated endocytosis. The
iron is released as the pH of the vesicle decreases from 7.4 to
5.5 with sTf remaining bound to the receptor. Afterwards,
iron is transported out of the vesicle and is stored by ferritin
whereas sTf and its receptor are recycled. Each sTf molecule
is able to undergo ;100 such cycles before it is degraded
(Zak et al., 2002).
Human sTf consists of a single polypeptide chain of 679
amino acids with a molecular weight of;80 kDa. It is folded
into two globular lobes, the N-lobe (sTfN) and the C-lobe
(sTfC), with a short peptide chain connecting them. The two
lobes are both able to bind one ferric iron and do not interact
strongly even though there is some evidence for interactions
between them (Brock, 1985). Each lobe can further be
subdivided into two domains, which form a deep cleft where
the iron binding site is housed. Furthermore, there are strong
homologies in the amino acid sequences not only between
transferrins (60% between sTf and Lf) but also between the
two lobes (40%). This has led some authors to conclude that
the protein evolved via gene duplication (MacGillivray and
Brew, 1975; Gorinsky et al., 1979; Williams, 1982).
The iron binding sites are similar in both lobes and among
familymembers. The iron coordination is distorted octahedral
with ligands provided by four amino acid side chains—two
tyrosines, one histidine, and one aspartate. The coordination
is completed by an anion which, in vivo, is usually (bi)-
carbonate. One striking aspect of the chemistry of transferrins
is that binding of iron needs concomitant binding of this anion
which is, therefore, called the synergistic anion (Baker, 1994).
Although the two lobes are homologous, they have subtle
differences in their properties. sTfN begins to release iron
at pH ; 5.7, whereas the sTfC retains iron until pH ; 4.8.
There are also differences between transferrin family
members as, for example, Lf retains iron to as low as pH
3.5 (Baker et al., 2002). It is thought that sTfN has a speciﬁc
molecular mechanism for iron release at pH 5.7. Two lysines
(Lys-206 and Lys-296) have been proposed to play this role
as they are on opposite faces of the iron-binding cleft and are
thought to be bridged by a single proton in the closed form of
the protein. At medium and high pH, these two lysines would
help to hold the two domains together, whereas at low pH
(\6) the lysines would both be protonated, causing the two
domains to repel each other. Domain opening would be
followed by iron release as the iron becomes exposed to
solvent (Dewan et al., 1993) although, as noted in
MacGillivray et al. (1998), this step is probably preceded
by other protonation events.
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Although the principal biochemical function of trans-
ferrins is to reversibly complex iron, they can also bind a very
wide variety of other essential and toxic metals ([30)
(Taylor, 1993). Transferrins could therefore play an im-
portant role in metal toxicity processes and be implicated in
several diseases such as Alzheimer’s or leukemia (Yajima
et al., 2000). Hence, it is important to understand why they
are able to bind metals so tightly and how they are able to
release them.
To help gain further insight into these processes, we are
studying sTfN with a range of computational tools. In this
article, we present results of calculations that we have
performed for the apoprotein in both its open and closed
conformations. We have carried out pKa calculations to
investigate the protonation state of residues in the protein,
molecular dynamics simulations to investigate the dynamics
of the two forms, and free-energy calculations to determine
their relative stabilities. The methods that we used and the
results that we obtained are outlined in the following
sections, although their implication for the function of sTf is
left until the end of the article.
METHODS
pKa calculations
The protocol that we used for the pKa calculations follows that described by
Gilson and co-workers (Gilson, 1993; Antosiewicz et al., 1994) and by
David (1996). To brieﬂy summarize, the method determines the pKa values
for relevant ionizable groups in the system by calculating how the
environment perturbs the intrinsic pKa of these groups. The environmental
effect is assumed to be entirely electrostatic and is determined by solving the
linearized Poisson-Boltzmann equation for the electrostatic potential at each
group and for various protonation states of the protein. Although the method
that we use is relatively standard, we have made some changes, particularly
in how the protonation of histidine residues is evaluated. We intend to
describe these developments in more detail in a future publication.
For the pKa calculations, we used the highest-resolution crystallographic
structures of the apo- and holoforms of sTfN. The structures had Protein Data
Bank (see http://www.rcsb.org/pdb/cgi/queryForm.cgi) codes of 1bp5
(Jeffrey et al., 1998) at 2.20 A˚ resolution and 1a8e (MacGillivray et al.,
1998) at 1.60 A˚ resolution, respectively. All water molecules were removed
from both structures. For the apoform, the D-chain in the crystal cell was
chosen but residues 1–3 were missing, whereas residues 1–2 and 332–337
were not available in the holoform structure. To be able to compare results, it
was decided to map the holoform onto the apoform. Residue 3 of the
holoform was therefore removed and residues 332–337 of the apoform were
added to the holoform by superimposing the carbon and oxygen backbone
atoms of residue 331 of the holo- and apoforms. These structures served both
for our pKa calculations and as the starting point for our molecular dynamics
and free-energy simulations (see below).
We have automated the calculation of pKa values for any protein,
including the setup part, using the VMD protein visualization program as the
graphical interface (Humphrey et al., 1996). The procedure involves adding
the coordinates of polar hydrogens to a protein coordinate ﬁle using the
molecular modeling program CHARMM (Brooks et al., 1983) followed by
calculation of the electrostatic potentials using the UHBD program and
a four-step method of electrostatic focusing for increased accuracy (Briggs
et al., 1989). The multisite pKa calculation method of Gilson (1993) was
used. All electrostatic potential calculations were done at 300 K, with an
ionic strength of 150 mM. The solvent-accessible region was deﬁned as the
volume that could be swept out by a spherical probe of radius 1.4 A˚ whereas
the radius of ions was set to 2.0 A˚. Dielectric constants of 80 and of 20 were
used for the solvent and the protein, respectively. This last value, although
large, is consistent with our experience with the method and with previous
protein pKa calculations (Antosiewicz et al., 1994) and was found to give
reasonable results in a study of Lf pKa values (Lee and Goodfellow, 1998).
Physically, it is a way of mimicking the internal ﬂexibility and polarizability
of the protein which otherwise is not taken into account. The grid sizes for
the electrostatic focusing were 5.0, 1.0, 0.5, and 0.25 A˚, respectively. All
atomic charges and radii used were taken from the UHBD program except
for the iron charge (13) and the charges on the carbonate, the values for
which were taken from the quantum chemical calculations of Lee and
Goodfellow (1998).
Molecular dynamics simulations
Two simulations were performed on sTfN—one on the open apoform, and
the other on the closed form but without iron and carbonate. For starting
structures we used the same ones as for the pKa calculations, except that iron
and carbonate were removed from the closed form. The protonation states of
the residues in the proteins were chosen so as to follow those calculated for
the open form of the apoprotein at a pH of 5.3 (which is the crystallization
pH of the apoprotein structure; Jeffrey et al., 1998). This meant that most
acidic and basic residues had their normal protonation state whereas His-14,
His-25, His-242, His-249, His-273, and His-289 were protonated, His-119
was neutral with the proton on ND1, and His-207 and His-300 were neutral
with protons on NE2. The only differences between the protonation states of
the open and closed forms of the protein were for residues Glu-237, His-249,
and His-289. Glu-237, which has a pKa of 5.3 in the open form, was
considered as protonated, but this residue does not seem to be critical in our
study as it is located on the surface of the protein. The pKa values for
His-289 straddle the pH value of 5.3, but otherwise differ little, so mixtures
of protonated and unprotonated residues could be expected in each form.
This left His-249 which, because it occurs in the iron-binding site, undergoes
a large pKa change on domain closure.
After assignment of the protonation states, all hydrogens—both polar and
nonpolar—were added to the protein using CHARMM (Brooks et al., 1983)
and their positions were minimized. This was followed by a minimization of
the side chains, with the backbone ﬁxed, and then of the whole protein. The
minimizations were carried out with harmonic constraints on the moveable
atoms, the force constants for which were initially high but were gradually
reduced to zero. Once minimization was complete, the system was immersed
in an equilibrated water box of volume 803 A˚3. All water molecules within
2.8 A˚ from the protein were removed. Five chloride ions were also randomly
added to the water box so as to ensure that the total charge of the system was
zero. Each simulation system consisted of;49,000 atoms. Water molecules
within 10 A˚ of the protein and ions were ﬁrst minimized and then
equilibrated at 300 K with a short 1-ps Langevin dynamics simulation. The
timestep for the simulation was 1 fs, the geometries of the water molecules
were ﬁxed using SHAKE, a friction coefﬁcient of 50 ps1 was employed for
each atom, and the electrostatic and Lennard-Jones interactions were
calculated with the particle-mesh Ewald method and a 12 A˚ cutoff,
respectively. The equilibration of the waters was followed by an equil-
ibration of the whole system for 5 ps with the same algorithm.
The simulation proper was performed at constant pressure and
temperature using the default CHARMM algorithm with parameters of 1
atm for the pressure, with a piston mass of 500 atomic mass units and a piston
collision frequency of 50 ps1, and a temperature of 300 K, with a thermal
piston mass of 1000 kcal3mol13 ps2. Initially 20 ps of equilibration was
performed but, in the end, it was found that 520 ps were necessary. The
equilibration was followed by a simulation of 1.5 ns during which data were
collected every 0.5 ps. All calculations were performed with the CHARMM
(Brooks et al., 1983) program and its force ﬁeld for proteins (MacKerell Jr.
et al., 1998). Subsequent analyses were performed with CHARMM and with
the DYNAMO library (Field et al., 2000; Field, 1999).
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Essential dynamics analysis
As part of our analysis of the dynamics trajectories, we used the essential
dynamics method whose aim is to extract the important global motions from
the dynamics and describe them with a small number of atomic displacement
vectors which form the so-called essential subspace (Amadei et al., 1993;
van Aalten et al., 1995; Nolde et al., 2002). To perform the analysis, only
protein atoms were considered. First, global translations and rotations were
removed from the structures forming the trajectories by superimposing the
nonhydrogen atoms of each structure on the ﬁrst structure of the last 1.5 ns of
each simulation. Subsequently, a variance-covariance matrix was con-
structed from the resulting trajectories using all heavy atoms. This matrix is
deﬁned by Krzanowski (1988) as
s ¼ covðxÞ ¼ 1
N  1+
N
t¼0
ðxt  hxtitÞðxt  hxtitÞT; (1)
where xt is the structure coordinate vector at time t, h it denotes an average
over time, and T is the transpose operator. The symmetric matrix s can
always be diagonalized by an orthogonal coordinate transformation. The
resulting eigenvectors deﬁne a new set of coordinates and their eigenvalues
are the mean square ﬂuctuations the new coordinates generate. The
eigenvectors can be viewed as directions along which variance is maximum
(Krzanowski, 1988) whereas the eigenvalues indicate the amplitudes of
motion in these directions. Construction of a plot of eigenvector indices
against eigenvalues, where eigenvectors are sorted by decreasing eigen-
value, shows that there are only few eigenvectors with large eigenvalues and
that motions can be well-depicted by just analyzing a few variables
(typically 5–20). The major assumption with essential dynamics is that the
relevant motions for the function of the protein are described by eigenvectors
with large eigenvalues. All the essential dynamics analysis was performed
using the DYNAMO library (Field, 1999; Field et al., 2000).
MM-PBSA free-energy calculations
To estimate free-energies of the proteins we used the molecular mechanics-
Poisson-Boltzmann surface area (MM-PBSA) method that has been mainly
developed by Kollman and co-workers (Kollman et al., 2000; Wang et al.,
2001). The method involves taking structures from a molecular dynamics
simulation, removing solvent and counterions, and then determining the free
energy using the equation of Kollman et al. (2000),
G ¼ EMM1Gsolvpol1Gsolvnonpol  TS; (2)
where G is the average free energy, EMM is the average molecular
mechanical energy of the isolated solute, Gsolvpol and Gsolvnonpol are the
solvation free energy calculated by solving the Poisson-Boltzmann equation
corrected with a simple nonpolar free-energy surface area term, and S is the
solute entropy. Snapshots were extracted from the dynamics trajectories
every 5 ps and the MM energy of the isolated solute was calculated using
both the CHARMM force ﬁeld and the OPLS-AA force ﬁeld (Jorgensen
et al., 1996) that is implemented in DYNAMO. Solvent-accessible surface
areas were estimated for the same snapshots with MSMS (Sanner et al.,
1996) using PARSE radii (Sitkoff et al., 1994) and the nonpolar
contributions to solvation free energy were calculated using the formula
Gsolvnonpol ¼ gA1 b; (3)
where A is the surface area, g is taken to be 0.00542 kcal 3 mol1 3 A˚2,
and b is 0.92 kcal 3 mol1 (Srinivasan et al., 1998). Polar solvation free
energies were evaluated with UHBD (Briggs et al., 1989) using PARSE radii
(Sitkoff et al., 1994). A two-step focusing method was applied with a 2 A˚
spacing and a cubic box with 1103 grid points for the ﬁrst run, and a 0.5 A˚
spacing and a cubic box with 1853 grid points for the second. Following
Kollman et al. (2000), the solute was assigned a dielectric constant of 1, and
the solvent a dielectric constant of 80. A low dielectric constant is used for
the protein because, in contrast to the pKa calculations, the ﬂexibility of the
protein is explicitly taken into account. Equally, it is important to use the
same dielectric constant for the determination of the MM internal electro-
static and solvation energies so as to maintain consistency between the two
terms. The solvent boundary was taken as the molecular surface deﬁned by
a 1.4 A˚ probe sphere whereas the ionic radius was set to 2.0 A˚. CHARMM
(MacKerell Jr. et al., 1998), OPLS-AA (Jorgensen et al., 1996), and PARSE
(Sitkoff et al., 1994) charges were tested.
The calculation of the entropic term presents some difﬁculties but is
critical, especially in our case, where a conformational change could have an
important impact on the entropy of the structure. Instead of the normal mode
analyses normally favored by Kollman et al. (2000), we chose to evaluate
this term by the use of a quasiharmonic analysis of the dynamics following
the work of Schlitter (1993), van Gunsteren and co-workers (Schafer et al.,
2000, 2002), and Karplus and co-workers (Karplus and Kushick, 1981; Levy
et al., 1984; Tidor and Karplus, 1994; Brooks et al., 1995; Andricioaei and
Karplus, 2001). Translational and rotational contributions were neglected.
The entropy S of a system is given by the well-known Boltzmann expression
S ¼ kB +
N
i¼1
Pi lnPi; (4)
where Pi is the probability of the system to be in state i (implying
+N
i¼1Pi ¼ 1) and kB is the Boltzmann constant. The quasiharmonic
approximation assumes that the ﬂuctuations observed in the motions of
the system can be described by a normalized multivariate Gaussian
probability distribution with a covariance, s, given by Eq. 1 as
PðxÞ} exp  1
2
ðx hxiÞTs1ðx hxiÞ
 
: (5)
Diagonalization of the mass-weighted covariance matrix gives eigenvalues,
li, from which the quasiharmonic frequencies vi ¼ ðkBT=liÞ1=2 can be
obtained (see Andricioaei and Karplus, 2001, for more details). The entropy
is derived assuming the same formula as for a quantum harmonic oscillator,
S ¼ kB +
n
i¼1
hvi=kBT
e
hvi=kBT  1 lnð1 e
hvi=kBTÞ; (6)
where n is the number of nonzero eigenvalues. In our proteins, there are
2586 nonhydrogen atoms and so, in principle, 7758 (3 3 2586) possible
eigenvectors. However, as we could only use 3000 structures for each
analysis (those obtained during the last 1.5 ns of our simulations), only 3000
of the eigenvalues were nonzero. For comparison purposes, we also used the
formula derived by Schlitter (1993),
S\S9 ¼ 1
2
kB+
i
ln 11
kBTe
2
h
2
 
li
 
: (7)
RESULTS
pKa calculations
pKa calculations were performed to determine the pro-
tonation state of ionizable residues in various forms of sTfN.
The results of the calculations are presented in Table 1 for the
open form of the apoprotein, for the closed form of the
apoprotein (the holoform with iron and carbonate removed),
for the closed apoform with carbonate only, and for the
holoform (with both carbonate and iron). As well as the
absolute values of the pKa values for each protonatable
residue, the shifts in pKa values are given using the open
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apoform as reference. The ﬁnal column shows the pKa shifts
between the holoform and the reference values of pKa for the
amino acids. Although the pKa values for all ionizable
groups in the protein were determined, in the interests of
brevity, we only give values for residues which display large
shifts between different conformations (DpKa[ 1) or com-
pared to their standard pKa values (DpKa[ 2). Likewise, in
what follows below, we concentrate on a few residues of
particular interest and do not discuss all of the pKa results in
the table.
The pKa values of all residues involved in the coordination
of iron (Asp-63, Tyr-95, Tyr-188, and His-249) undergo big
pKa shifts to lower pH when iron is bound. This is not
surprising as the presence of FeIII with its charge of 13
disfavors the protonation of these ligands. Clearly, Asp-63,
Tyr-95, and Tyr-188 will be deprotonated but the case of
His-249 needs more discussion. Our calculations show that it
is in an unprotonated, neutral state, which is logical as
otherwise a proton and the iron would be too close (as in our
model the ionizable site is the nitrogen atom coordinated to
iron). However, our model will probably be unrealistic, 1),
because it takes no account of electronic structure and
polarization effects which are likely to be important for
a proper description of the iron-histidine coordination; and
TABLE 1 The pKa values for protein residues in various conformations of human sTfN
Residue Apo open Apo closed CO23 closed Fe
31CO23 closed DpK
1
a DpK
2
a DpK
3
a DpK
4
a
Arg-7* 13.7 14.0 14.0 14.0 0.3 0.0 0.0 2.0
Glu-13 3.2 2.2 2.3 2.3 1.0 0.1 0.0 1.7
Glu-15* 2.0 0.0 1.2 0.0 2.0 1.2 1.2 4.0
Lys-18* 12.8 12.8 13.0 12.8 0.0 0.2 0.2 2.4
Asp-24* 2.3 1.5 1.5 1.5 0.8 0.0 0.0 2.5
Tyr-45* 11.8 11.7 12.1 11.7 0.1 0.4 0.4 2.1
Asp-58* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.0
Asp-63* 0.0 0.0 1.4 0.0 0.0 1.4 1.4 4.0
Asp-69* 2.2 1.6 1.8 1.8 0.6 0.2 0.0 2.2
Glu-83* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.0
Tyr-85* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 4.4
Tyr-95* 13.5 14.0 14.0 1.2 0.5 0.0 12.0 8.4
Tyr-96 9.5 10.9 10.9 10.9 1.4 0.0 0.0 1.3
His-119* 3.3 4.4 5.1 5.0 1.1 0.7 0.1 1.3
Arg-124* 12.6 14.0 14.0 14.0 1.4 0.0 0.0 2.0
Tyr-136* 9.7 12.0 12.0 12.1 2.3 0.0 0.1 2.5
Arg-143* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 2.0
Asp-163 4.5 3.2 3.2 3.2 1.3 0.0 0.0 0.8
Tyr-185* 12.0 12.0 12.1 12.1 0.0 0.1 0.0 2.5
Tyr-188* 10.2 13.6 14.0 0.0 3.4 0.4 14.0 9.6
Asp-197* 1.5 2.3 2.3 2.3 0.8 0.0 0.0 1.7
Lys-206* 11.1 6.8 8.1 7.4 4.3 1.3 0.7 3.0
Hsd-207* 1.5 0.0 0.0 0.0 1.5 0.0 0.0 6.3
Glu-212* 2.8 1.1 1.6 1.4 1.7 0.5 0.2 2.6
Arg-232* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 2.0
Lys-233* 12.8 12.0 12.0 12.0 0.8 0.0 0.0 1.6
Lys-239* 12.8 12.2 12.2 12.2 0.6 0.0 0.0 1.8
Asp-240 3.8 2.8 2.9 2.8 1.0 0.1 0.1 1.2
His-249 6.1 0.0 8.7 0.0 6.1 8.7 8.7 6.3
Arg-254* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 2.0
Glu-260* 1.6 2.5 2.5 2.5 0.9 0.0 0.0 1.5
Lys-276* 12.5 12.8 12.8 12.8 0.3 0.0 0.0 2.4
Lys-291 11.2 12.3 12.4 12.3 1.1 0.1 0.1 1.9
Asp-292* 1.7 0.0 0.0 0.0 1.7 0.0 0.0 4.0
Lys-296* 14.0 12.0 14.0 13.6 2.0 2.0 0.4 3.2
Hsd-300* 4.0 2.5 2.5 2.6 1.5 0.0 0.1 3.7
Tyr-314* 13.0 14.0 14.0 14.0 1.0 0.0 0.0 4.4
Tyr-317 11.4 9.5 9.5 9.5 1.9 0.0 0.0 0.1
Tyr-319* 10.6 11.4 13.4 12.3 0.8 2.0 1.1 2.7
Arg-324* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 2.0
Arg-327* 14.0 14.0 14.0 14.0 0.0 0.0 0.0 2.0
Only residues with a pKa shift between the different forms larger than 1 pKa unit (in bold) or those with a pKa shift[2 units compared to the reference values
(with asterisk) are listed. All values are given in the 0–14 pH window. Histidine states were determined at pH 5.3. Hsd is a histidine where the ionizable
group is on ND1, i.e., where the proton is on NE2, whereas His is a histidine where the ionizable group is on NE2, i.e., where the proton is on ND1. DpK1a ,
DpK2a , and DpK
3
a are the pKa shifts for the closed apo, the closed CO
2
3 and the closed Fe
31CO23 holo forms, respectively, using the open apoform as
reference. DpK4a is the pKa shift between the closed Fe
31CO23 form and the standard reference pKa values of the isolated amino acids.
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2), because our model does not permit formation of negative
histidine (for which the pKa is ;14; El Yazal and Pang,
1999). We treat this point further in the Discussion section.
Asp-63 has a very low pKa (\0) value in both the open and
closed conformations and even in the presence of carbonate.
This can be explained by a hydrogen bond between Asp-63
and Lys-296 for the open conformation and between Asp-63
and Ser-125 and Gly-65 for the closed conformation. Tyr-95
has a very high pKa value ([13.5) in all conformations except
when iron is loaded. In the open form, the reason for the high
pKa value is unclear as the residue is exposed to solvent and
has only a single, long-range interaction with Tyr-188. In the
closed conformation, interactions with Asp-63, Tyr-188
and, when present, carbonate explain the higher pKa value.
Tyr-188 has a normal pKa value in the open apoform but
undergoes a big shift in the closed conformation, in large part
due to interactions with Asp-63. The pKa of Tyr-95 is slightly
lower in the closed apoform compared to that of Tyr-188,
because of the proximity of the positively charged Lys-296.
Lys-18 has a high pKa value in all forms because its side
chain points to the loops created by residues 275–296 and
interacts with several carbonyl oxygens of the protein
backbone in this region. This lysine has a striking confor-
mation as it is perpendicular to the axis of helix 1 (the
labeling follows the nomenclature employed by Haridas
et al., 1995) and is pointed toward the well-conserved struc-
tural g-turn motif. Using sequence alignment (Altschul et al.,
1997), it appears that this lysine and the following residue
(Cys-19) are very well-conserved in transferrins, lactoferrins,
and ovotransferrins for all organisms for which the sequence
is known, except for the C-lobe of a marsupial, the brushtail
possum, where a valine seems to be inserted between the
lysine and the cysteine. Therefore, Lys-18 could play an
important structural role.
Glu-83 and Tyr-85 have low and high pKa values,
respectively, because they are hydrogen-bonded to one
another. As noticed by Jeffrey et al., 1998, there is a direct
interaction between Glu-83 and His-249 in the open form
which is replaced by an interaction with a water molecule in
the closed form.
Arg-124 has a higher pKa value in the closed conforma-
tions than the open form. This residue has hydrogen bonds
with carbonate, when it is present, but the high pKa value
occurs even in its absence.
Lys-206 exhibits a very low pKa (\7.5) value in the
closed conformation whereas Lys-296, with which it
interacts strongly, has a very large pKa value. These two
lysines form the ‘‘dilysine trigger’’ which has been hypoth-
esized to exist from examination of the crystallographic
structures (Baker and Lindley, 1992; Dewan et al., 1993).
Although Lys-296 is closest to the iron atom, it does not have
the lower pKa value, probably because of interactions it has
with Tyr-85 and Tyr-188. Experimental support for a higher
pKa value for Lys-296, rather than Lys-206, comes from
mutation studies of Arg-210 in Lf (Peterson et al., 2002).
His-207 was found to have the initial proton on the
nitrogen atom NE2. This is consistent with the fact that the
ND1 atom seems to be hydrogen-bonded with the amide
nitrogen of Tyr-96. The pKa value of His-207 is therefore
very low (\2). His-207 also interacts with Lys-206 through
a water molecule. The H207E mutant has been shown to
have higher afﬁnity for iron because negative charges near
Lys-206 are expected to stabilize the dilysine trigger
favoring the iron-bound form (Yang et al., 2000). The pKa
value found in this study is consistent with this suggestion.
The pKa of Glu-212, which is hydrogen-bonded to Ser-
208, is strikingly low in all forms but particularly in the
closed forms because the electrostatic potential near Glu-212
is mostly positive and so favors deprotonation. This positive
potential is mainly due to the anion binding site that consists
of Arg-124 and the N-terminus of the a-helix number 5
(Baker, 1994) and which is located in the neighborhood of
Glu-212. In Lf the residues equivalent to Glu-212, Lys-206,
and Lys-296 are Glu-216, Arg-210, and Lys-301, respec-
tively. Lf has no dilysine trigger, and Glu-216 hydrogen-
bonds to Lys-301. As well as differences in the structure, it is
possible that the electrostatic potential in sTfN favors
formation of the dilysine interaction both directly, by pro-
moting deprotonation of Lys-206, and indirectly, by stabili-
zing the appropriate conformation of Glu-212.
The total charges of various forms of the protein as
a function of pH are shown in Fig. 1. The curves have the
typical shape and the isoelectric point occurs at a pH of;6.6
for the open apoform of sTfN and at slightly smaller values
for the closed conformations. The experimental value for the
complete sTf is in the range 5.4–5.9 (Brock, 1985) and so the
agreement is reasonable, given that we do not take into
account the whole protein. It also implies that both lobes
display similar properties as far as the total charge and the
isoelectric point are concerned. The number of protons that
are released upon iron binding can be calculated to be ;2.6
at pH 7.5 or 3.6 if we assume that carbonate is released as
bicarbonate. This is in agreement with the proposed value of
2.5–3 protons per binding site (Bates and Schlabach, 1975;
FIGURE 1 Total charge of various forms of sTfN as a function of pH.
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Chasteen and Williams, 1981; Pakdaman and El Hage
Chahine, 1996).
To see how the electrostatic potential changes with pH, we
performed a range of calculations at different pH values
using protonation states for the protein determined from the
pKa calculations. The potential for the open apoform of sTfN
is illustrated in Fig. 2, from which it can be seen that the
potential in the iron-binding cleft is positive on average. The
most positive part is located in the N2 domain at the end of
helix 5 and near Arg-124 and the two tyrosines of the iron-
binding site in the neighborhood of Lys-206. This region is
close to the carbonate binding site. A second region, with
a negative potential, is observed on the opposite side of the
cleft, near Asp-63 and His-249 and coincides with part of the
iron-binding site. The most widely accepted hypothesis for
iron uptake says that carbonate binds ﬁrst, followed by iron.
To test the validity of this hypothesis, we performed a cal-
culation on the open form of sTf with carbonate located at
the anion binding site (it was placed by superimposing the
N2 domain of the holoprotein with that of the apoprotein).
The resulting surface (see Supplementary Material) shows
that a low potential is created on both sides of the iron-
binding cleft, which is in agreement with the fact that iron
binding will be enhanced after the synergistic anion binds.
Fig. 3 displays an electrostatic potential surface of the
holoform of sTfN at pH 5.3. The surface is sliced near the
binding site and shows a cavity whose existence has been
noted by several authors (Anderson et al., 1989; Hall et al.,
2002) and which is conserved among members of the
transferrin family, including the lactoferrins and ovotrans-
ferrins. The cavity is connected to the surface of the protein
by two canals and has a mainly negative electrostatic
potential even at low pH. This cavity-canal, which is
occupied by water molecules and is terminated by Arg-124
and His-249, could therefore play an important role in iron
release by attracting protons to the binding site.
An analysis of the electrostatic potential obtained by
cutting the protein near the dilysine trigger clearly shows that
the potential is positive behind the iron-binding site and near
the hinge region (data not shown). This is probably related to
the fact that this region can bind a nonsynergistic anion (He
et al., 1999) which plays a role in iron release.
Molecular dynamics simulations
Molecular dynamics simulations were performed for the
open and closed apoforms of sTfN with protonation states
appropriate to a pH of 5.3. The simulations consisted of 520
ps of equilibration followed by 1.5 ns of data collection. To
assess the quality of the simulations, we monitored the
potential energy, the root mean-square coordinate deviation
(RMSCD) of trajectory structures compared to the starting
structures, the surface area accessible to solvent, and the
radius of gyration. We used relatively strict criteria to es-
timate whether the proteins were equilibrated because we
wanted to ensure that we had a stable dynamics and
a reasonable convergence to equilibrium before carrying out
free-energy calculations.
For the open form, the potential energy changes rapidly
during the ﬁrst 20 ps of equilibration and then more slowly,
until at ;500 ps, its average stabilizes. The closed form
shows a quicker stabilization at ;300 ps. The RMSCDs for
both forms along the trajectory are shown in Fig. 4. The
mean RMSCD is higher for the open form,;2.4 as opposed
FIGURE 2 Electrostatic potential surface for the open apoform of sTfN at
a pH of 7.4. Red corresponds to areas of negative potential (\7 kBT), blue
to positive potential ([7 kBT), and gray to intermediate potential.
FIGURE 3 Electrostatic potential surface for the closed holoform of sTfN
at a pH of 5.3, cut so as to expose His249.
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to;2.0 A˚, and also ﬂuctuates much more, attaining values as
high as 3.2 A˚ and as low as 1.8 A˚. Despite these large
ﬂuctuations, the integrity of the structure of the open form is
clearly maintained as can be seen by observing other
properties, such as its accessible surface area (see Fig. 5) and
its radius of gyration throughout the dynamics (data not
shown). The radii of gyration for both proteins seem to be
stable, even during the equilibration phase, and have values
of ;38.2 A˚ in both cases.
To further investigate how the geometries of the proteins
change along the trajectory, we calculated RMSCDs between
each of the structures along the 1.5-ns trajectory for the closed
and open forms. The results are shown in Fig. 6. The upper-
left-hand corner of the matrix gives the RMSCDs for the
structures of the closed form and the lower-right-hand corner
for the structures of the open form. Clearly, the RMSCDs for
the open form are much higher than for the closed form. The
highest values are ;3.7 A˚ and occur between structures
toward the end of the simulation (1.25 and 1.45 ns) and from
the beginning (0.2 and 0.5 ns). In between these two regions of
high RMSCD, there is a region in which the RMSCD
descends to the low value of 1.8 A˚, reinforcing the idea that
the protein is not unfolding but suggesting that it is
undergoing some sort of periodic motion. In contrast to the
open form, the closed form shows RMSCDs that are much
smaller, with the highest values being ;2.0 A˚. These results
indicate that the open form is much more mobile than the
closed form. This is conﬁrmed by inspection of the RMSCDs
on the diagonal of the matrix between structures that are from
similar times. For the closed form, there are large triangles of
low RMSCD (red and yellow), indicating that the closed form
oscillates in relatively restricted regions of structure space
before jumping to conﬁgurations of higher RMSCD. The
open form, however, rapidly jumps between structures of very
different RMSCD.
Amore detailed picture of the mobility of different regions
of the protein can be obtained by calculating the Debye-
Waller factors for the atoms from the simulation. We used
the following formula to calculate these factors from the
atomic ﬂuctuations (Karplus and McCammon, 1983),
B ¼ 8p
2
3
hDr2idyn; (8)
where hDr2idyn is a ﬂuctuation in an atomic position. It
should be noted that this formula ignores effects due to static
disorder which are present in the crystal, and means that the
baseline of the experimental B-factors will be higher than
those determined from the simulations.
Figs. 7 and 8 display the backbone-atom Debye-Waller
factors of the closed and open forms determined experimen-
tally and from our simulations. Overall, there is reasonable
agreement between theory and experiment regarding themost
agitated parts of the closed form of the protein. Quantitatively,
the agreement is less good (a correlation coefﬁcient of 0.66
after removing 16 strongly deviating points out of 1312),
FIGURE 6 Matrix of root mean-square coordinate deviations between
structures generated by the molecular dynamics simulations of the open and
closed apoforms of sTfN. (Upper-left-hand corner) Closed form and (lower-
right-hand corner) open form. The RMSCDs are in A˚.
FIGURE 4 Root mean-square coordinate deviations with respect to the
crystallographic structures of the open and closed apoforms of sTfN along
the molecular dynamics trajectories. The RMSCD between the crystallo-
graphic open and closed forms is 6.8 A˚ for the complete N-lobe, 1.2 A˚ for
the N1 domain, and 0.8 A˚ for the N2 domain.
FIGURE 5 Accessible surface area of the open and closed apoforms of
sTfN along the molecular dynamics trajectories.
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mainly because some mobile parts of the protein are much
more mobile in the simulation than in the crystal. This is
probably due to the fact that certain regions in the crystal are
constrained by contacts with other protein molecules in the
unit cell. Five parts of the protein have unusually high Debye-
Waller factors. All of them are located on loops and are well-
exposed to solvent. They include the sequence formed by the
residues Ser-87, Lys-88, and Glu-89 and the isolated residues
Cys-177, Asp-229, Met-256, and His-289.
Comparison between theory and experiment is less
straightforward for the open form because the experimental
structure was determined at a temperature of 113 K (Jeffrey
et al., 1998). The mobile parts of the protein found in the
x-ray structure are also seen in the simulation but the former
have much smaller B-factors. Once again, the most mobile
regions are loops which are accessible to solvent and include
the sequences Ser-87–Glu-89 and Ser-287–Lys-291 and the
residues Pro-31, Ala-54, Thr-181, Ala-215–Lys-217, and
Asn-230. A comparison of the calculated B-factors for the
open and closed forms shows that the open form has many
more mobile regions.
It has been hypothesized that the open structure of sTf
occasionally samples the closed state (Baker et al., 2002;
Navati et al., 2003). To check this, we calculated how the
angle between the two lobes varies along the trajectory, the
results for which are shown in Figs. 9 and 10. To evaluate
the angle variation, we ﬁrst superimposed the N1 domain of
each dynamical structure onto the N1 domain of the chosen
crystallographic reference. The angle variation was then de-
termined as the rotation angle necessary to superimpose
the N2 domain of the dynamical structure onto the N2 do-
main of the same crystallographic structure. Although this
way of measuring the angle is approximate, the variation is
evidently much greater for the open form than for the closed
form. Further analysis indicates that the interdomain angle
for the open-form structures can decrease by as much as 208
but that the open-form structures remain substantially
different from those of the closed form. Thus, our dynamics
simulations suggest that the open form does not sample
directly the closed state but rather intermediate states with
some closed-form character.
A more detailed picture of the dynamics can be obtained
by determining how the distances between critical residues
in the active site change during the simulations. In the open
form, the distance between the OH atom of Tyr-95 and the
OD1 atom of Asp-63 is most noteworthy as it ﬂuctuates
between 4.3 and 11.6 A˚ with an average of 6.3 6 1.5 A˚. In
the crystallographic structure its distance is 8.5 A˚, which
shows that the two residues can be quite close even without
the iron and also attests to the ﬂexibility of the open-form
structure.
In the closed form, the distance between the lysines of the
dilysine bridge is perhaps most interesting. In our simulation,
both lysines were protonated and there was no iron in the
binding site, so it might be expected that the two lysines repel
each other, increasing the distance between them. This was
indeed observed as the lysines adopt a conformation in which
the distance between them is quite constant (6.76 0.4 A˚). In
this conformation (see Supplementary Material), the main
chain of His-249 changes conformation and moves toward
the binding pocket whereas the side chain of Lys-296 takes
FIGURE 7 Debye-Waller factors for the backbone atoms of the closed
form of sTfN. The experimental values were taken from the crystallographic
structure of the holoprotein and the theoretical values were determined from
the simulation.
FIGURE 8 Debye-Waller factors for the backbone atoms of the open form
of sTfN. The experimental values were taken from the crystallographic
structure of the apoprotein and the theoretical values were determined from
the simulation.
FIGURE 9 Variations of the angles between the N1 and N2 domains of
sTfN for the open form. The variations were determined with respect to the
crystallographic open (solid line) and crystallographic closed (dashed line)
structures.
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the place of iron and forms a hydrogen bond with Asp-63.
The latter also has hydrogen bonds with Tyr-188 and Arg-
124. It seems therefore that the negative charge of the car-
boxylate of Asp-63 is neutralized by Lys-296, Arg-124, and
Tyr-188.
Although both Lys-206 and Lys-296 were protonated in
the simulations, the closed form appears quite stable and no
domain opening was seen. To help analyze this stability, we
investigated the hydrogen-bond network between the N1 and
N2 domains (domains were deﬁned as stated by MacGilliv-
ray et al., 1998). During the simulation, there are two very
stable hydrogen bonds between the side chains of Asp-63
and Arg-124, each of which is present[90% of the time.
These hydrogen bonds are not present in the crystallographic
structure as Arg-124 is hydrogen-bonded to carbonate. Asp-
63 also has a hydrogen bond with Tyr-188 which is present
70% of the time. Throughout the simulation, the average
number of hydrogen bonds was 76 1.5, to be compared with
the ;25 hydrogen bonds present in the crystallographic
structure. The simulation seems therefore to show that the
direct hydrogen-bonding network between both domains has
a relatively small inﬂuence on the stability of the closed
conformation, although it should be emphasized that we did
not study the usual closed conformation, which has car-
bonate and iron in the active site, and that there will be
solvent molecules that bridge the domains.
Essential dynamics analysis
The conventional analysis of the simulations strongly
suggests that both forms of sTfN are equilibrated, but that
the open form displays some reversible large-scale motions
which would explain the great variation in the open-form
RMSCDs and would be consistent with the notion that
dynamics plays an important role in the function of trans-
ferrins (Baker et al., 2002). To further probe the results of the
simulations, we have performed an essential dynamics an-
alysis which is designed to identify important large-scale
motions in dynamics trajectories.
The essential analysis was performed by taking into
account all heavy atoms of the protein (2586 atoms or 7758
degrees of freedom) and using 3000 structures from the
last 1.5 ns of the dynamics simulations. As expected, the
covariance matrices had only 3000 nonzero eigenvalues. Fig.
11 shows the mean-square ﬂuctuations generated by the
eigenvectors of the covariance matrices plotted against
vector index for the open and closed forms of sTfN.
Comparison of the eigenvalues obtained for the open and
closed form shows that the open form has mean ﬂuctuations,
on average, twice as high as the closed form, which implies
that the open structure is more mobile. As reported for other
simulations, there are only a few eigenvectors with large
eigenvalues, indicating that the essential subspace which
encapsulates the large-scale protein motions is small relative
to the total number of degrees of freedom (Amadei et al.,
1993; van Aalten et al., 1995; Cregut et al., 1998). In our
case, the ﬁrst ﬁve eigenvectors are sufﬁcient to account for
[70% of the total motion in the open form and[55% in the
closed form (see Fig. 12). For both simulations, the ﬁrst ﬁve
eigenvectors induce movements of the C-terminal residues
and the loops of the protein and, to a lesser extent, of the ends
of some helices. In both forms, the cores of each domain,
which are constituted of b-strands, are quite rigid whereas
the external helices are more mobile. In the closed form,
helix 11 is the most strongly involved of the helices in the
motions corresponding to the ﬁrst ﬁve essential modes. The
mobility of the helices in the open form is much higher than
for the closed form and the motions are, in general, much
more widely spread throughout the protein.
For the open form, the ﬁrst and the third essential modes
induce a concerted motion of the helices of both domains.
Projection of the trajectory structures onto these modes (see
Figs. 13 and 14 and the ﬁlms in the Supplementary Materials)
shows that the ﬁrst mode induces a concerted hinge-twist
(Grossmann et al., 1998) motion between both domains in
contrast to a shear mechanism (Gerstein et al., 1994, 1993).
FIGURE 11 Mean-square ﬂuctuations of the new coordinates deﬁned by
the essential dynamics analysis. The new coordinates are numbered in
decreasing order of the size of their mean-square ﬂuctuations and the ﬁrst 15
coordinates are shown.
FIGURE 10 Variations of the angles between the N1 and N2 domains of
sTfN for the closed form. The variations were determined with respect to the
crystallographic closed (solid line) and crystallographic open (dashed line)
structures.
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The direction of this axis and the rotation angle were
calculated for all trajectory structures by ﬁrst superimposing
their N1 domains onto the N1 domain of the ﬁrst structure of
the dynamics and then superimposing the N2 domains. The
axis of rotation was found to be very stable, with deviations of
\5% between structures, whereas the angle ﬂuctuates over
a range of[208 between6 and 188. Analysis of the motion
induced by the ﬁrst mode shows that it corresponds almost
entirely to rotation about the hinge-twist axis as the
correlation coefﬁcient between the two motions is 0.999. In
the motion, helix 11 is relatively still and the axis for
the motion is located, to a good approximation, near the
b-strands connecting the N1 and N2 domains. In particular,
it passes close to the residues Val-205, Ala-203, Val-202,
Val-98, and Ala-94, which are all hydrophobic and are
located on two b-strands—one in the core of the N2 domain
and the other just after the b-strands connecting the two
domains.
The movement corresponding to the third eigenvector
is a hinge-bending motion. The axis for the movement was
found using the same method as above and it is almost
orthogonal to the axis of the hinge-twist motion induced by
the ﬁrst mode and so also to the b-strand connecting the two
domains. As for the ﬁrst mode, the axis is found to be very
stable (its direction deviates by\2%) and the hinge-bending
motion corresponds almost entirely to the motion induced by
the third mode (the correlation coefﬁcient is 0.987). The
ﬂuctuation of the hinge-bending angle between structures is
also large, with a range of 158 and minimum and maximum
values of 5 and 118, respectively. The residues that move
most during the hinge-bending motion are the C-terminal
residue, Asp-337, followed by Lys-88 and Ser-87. This is
important, inasmuch as the latter two residues were seen to
have extremely high mobility in the dynamics of the open
form, implying that this mobility is, in large part, due to the
hinge-bending motion.
Visual inspection of the motions induced by the ﬁrst and
third essential modes of the open form, along with a more
detailed analysis of the motions induced by the modes,
shows that the hinge-twist and hinge-bending motions are
almost sufﬁcient to describe domain closure. This can be
shown, for example, by superimposing structures of the open
and closed forms and then performing the necessary
rotations about the relevant axes. The region critical for
these motions is the loop formed by residues 86–92 that lies
between the d and e b-strands (Haridas et al., 1995).
Free-energy calculations
The essential dynamics analysis conﬁrms the higher mobility
of the open structure but gives no indication of the relative
FIGURE 12 Percentage of total protein motion as a function of the
number of essential mode coordinates for the simulations of the open and
closed forms of sTfN.
FIGURE 13 Motion induced by the ﬁrst essential mode from the
simulation of the open form of sTfN. The image was generated by displacing
the atoms of a representative open-form structure along the mode in positive
and negative directions. The N2 domains of the resulting structures were
then superimposed. Also shown is the axis corresponding to the hinge-twist
motion.
FIGURE 14 Motion induced by the third essential mode from the
simulation of the open form of sTfN. The image was generated by displacing
the atoms of a representative open-form structure along the mode in positive
and negative directions. The N2 domains of the resulting structures were
then superimposed. Also shown is the axis corresponding to the hinge-
bending motion.
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thermodynamic stability of both forms. Experimental results
tend to show that the open apoform is more stable than the
closed apoform (Mecklenburg et al., 1997; Grossmann et al.,
1998). Likewise, no closed apoforms have been observed for
sTf although closed apoforms have been observed for both
lobes of mare Lf (Sharma et al., 1999) and for the C-lobe of
human Lf (Baker et al., 1991). These results suggest that the
closed apoform might be more stable in the case of Lf than in
the case of sTf which could explain, in part, the better stability
of iron-loaded Lf compared to iron-loaded sTf. To address
this problem, we used the MM/PBSA method which, despite
signiﬁcant approximations, seems to be able to reproduce
free-energy differences in respectable agreement with ex-
periment, and with much lower computational effort for
systems that differ substantially in structure (Kollman et al.,
2000) than alternative simulation methods for determining
free-energies.
The trajectories of both simulations were post-processed
with the MM/PBSA method, using structures collected at
5-ps intervals. The main results of our calculations are given
in Table 2 for the reaction going from the closed to the
open form. Clearly the open form is thermodynamically
more stable. Two, roughly equal, contributions make up the
calculated energy differences. First, the open form has a more
favorable electrostatic solvation energy, DGsolvpol, which
more than makes up for its lower internal energy, DEMM,
with respect to the closed form. The internal energy is lower
mainly due to the loss of nonbonding interactions between
the N1 and N2 domains. Second, the entropy contribution
favors the more ﬂexible open form.
The energy calculations were performed using different
force-ﬁeld parameter sets and also different environmental
ionic strengths, but the results do not seem to depend
critically on either factor, given the overall magnitude of
each term. It is evident that there is a great deal of statistical
uncertainty in the energies. These are, in large part, due to the
high ﬂexibility of the open form of the protein because the
hinge motions induce large structural movements that lead to
large changes in the nonbonding energies between the N1
and N2 domains and in the solvation energy in the iron-
binding cleft. The value of the entropy contribution to the
free-energy difference between the open and closed forms
(;60 kcal 3 mol1) is large but is similar in size to that
obtained by van Gunsteren and co-workers for two possible
conformers of the molten globule of a-lactalbumin (Schafer
et al., 2000, 2002).
In Table 2, we do not state an uncertainty in the entropy
values because the entropy is a global property that does not
depend upon a single structure. Nevertheless, it is important to
be able to assess whether our entropy values have converged.
To do this we calculated the entropies for the open and closed
forms as a function of time (or number of structures), and also
the contributions of various numbers of modes to the entropy
difference between the two forms. The results are shown in
Figs. 15 and 16, respectively. It is clear from Fig. 15 that the
entropies for the two forms are converging but have not yet
converged, whereas Fig. 16 shows that the entropies for each
batch of modes converge quite rapidly. Thus, the lack of
convergence is mainly due to the fact that, as the length of the
trajectory increases, the number of nonzero modes contrib-
uting to the entropy increases. To include all such modes in
our calculationwewould need aminimum of 7758 dynamical
structures—which would imply a simulation of at least 4 ns,
a length that is currently beyond our computational resources.
Although not fully converged, it is evident that the entropy
plays an important and even the dominant role in the free-
energy difference between the open and closed forms.
DISCUSSION
The dilysine trigger
The most interesting results of our pKa calculations concern
the dilysine bridge and show that Lys-206 has a low pKa
value whereas Lys-296 has a high pKa value. This is
consistent with the commonly accepted view, which holds
that at high and neutral pH values one lysine is deprotonated
and hydrogen-bonded to the other lysine. This forms a bridge
between the two domains, thereby strengthening the closed
conformation and favoring iron-binding. At low pH both
lysines would be protonated, and the repulsion between them
would trigger the opening of the cleft and iron release.
This view is not, however, consistent with the results of
our dynamics simulations of the closed form in which we
saw that the two lysines have enough freedom to locally
change conformation without triggering domain opening.
This result is also supported by some experimental results.
Thus, in the sTf H249E mutant (MacGillivray et al., 2000),
TABLE 2 The MM-PBSA free-energy differences between the open and closed apoforms of human sTfN
Method DEMM DGsolvpol DGsolvnonpol DU TDS DG
CHARMM (150) 389 6 227 428 6 186 7 6 3 32 6 112 59.7 92.1
CHARMM (0) 389 6 227 427 6 186 7 6 3 31 6 112 59.7 90.7
OPLS-AA (150) 381 6 252 429 6 184 7 6 3 41 6 149 59.7 100.4
PARSE (150) 389 6 227 452 6 206 7 6 3 57 6 129 59.7 116.6
The deﬁnitions of the terms follow those described in the text (see Eq. 2) except for DU which is the sum of the three previous columns in the table.
CHARMM, OPLS-AA, and PARSE refer to the force-ﬁeld parameter sets used for the calculations whereas the brackets after these names give the ionic
strengths (in mM) used in the solution of the Poisson-Boltzmann equation. All energies are in kcal 3 mol1.
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Glu-249 has nearly the same conformation as His-249 does
in wild-type sTf, but the dilysine trigger is abolished and
Lys-296 undergoes a conformational change related to the
one found in our dynamics simulation of the closed form.
Despite the disruption of the dilysine trigger, the mutant is
found to be only slightly more acid-stable than the wild-type.
In addition, bovine Lf has two lysine residues that are
equivalent to those in the dilysine trigger, but these residues
are not hydrogen-bonded—probably due to electrostatic
effects, as there is no obvious steric hindrance preventing
their interaction. To summarize, we think that the dilysine
trigger clearly has an inﬂuence on iron release, but we agree
with Lindley (2001) that it is unlikely that the protonation of
one of the lysines of the dilysine bridge results in domain
opening.
An alternative mechanism for domain opening that we
propose here is based, in part, on the fact that Lys-296 is
protonated at high pH values. This lysine is close to the iron-
binding residue Tyr-188 (3.17 A˚) and so can be hydrogen-
bonded to and maybe even transfer its proton to the oxygen
of the tyrosyl group. At high pH, Lys-296 is protonated
whereas Lys-206 is unprotonated and hydrogen-bonded to
Lys-296. Thus, the formation of a hydrogen bond between
Lys-296 and Tyr-188 and the transfer of the proton is not
favored. As the pH decreases, Lys-206 becomes protonated
and the resulting electrostatic repulsion forces the transfer of
one proton of Lys-296 to Tyr-188, thereby weakening iron
binding. It is possible that protonation and proton transfer
could occur in a concerted fashion. This reaction would
only require very minor conformational changes in the pro-
tein and could beneﬁt from dynamical ﬂuctuations in its
structure. Indeed, Tyr-188 and Lys-206 belong to the N2
domain whereas Lys-296 belongs to the N1 domain. There-
fore, hinge-bending ﬂuctuations of the domains in the
closed form will greatly support the transfer of a hydrogen
from Lys-296 to Tyr-188, as this motion tends to decrease/
increase the distance between Lys-296–Lys-206 and Lys-
296–Tyr-188 in a concerted way, and thus destabilize the
protonation state of Lys-296 and favor the transfer of a proton
to Tyr-188 in a concerted manner. It is also possible that the
proton transfer could be enhanced by the tunnel effect, which
is known to be important in certain enzyme reactions
(Antoniou et al., 2002; Sutcliffe and Scrutton, 2002; Knapp
and Klinman, 2002).
This mechanism has some experimental support. First,
Tyr-188 is critical for iron binding (He et al., 1997; Kuser
et al., 2002) as its mutation into phenylalanine results in the
loss of iron binding and so its protonation could therefore
trigger iron release. Second, the mechanism is consistent
with the pH stability of the C-lobe compared with the N-lobe
and with the behaviors of various mutations of the N-lobe. In
the C-lobe, the dilysine bridge is not observed as Arg-641
(porcine sTf numbering; Hall et al., 2002) replaces Lys-296.
Arginine has a pKa two units higher than lysine, and so it will
be harder to protonate the tyrosine ligand of iron although
it may be possible at low pH values. The proton to be
transferred to Arg-641 could come from the lysine equiv-
alent to Lys-206 or, alternatively, from a water molecule (or
a hydroxonium ion) which is hydrogen-bonded to Arg-641
in the crystal structure. Equally, in the N-lobe, in mutations
of the dilysine residues (Steinlein et al., 1998; Nurizzo et al.,
2001) or in mutations that result in a conformational change
of these lysines (MacGillivray et al., 2000), a water molecule
often takes the place of the NZ atom of the missing lysine in
the hydrogen-bonding network. The presence of water
would still permit the shunting of protons but would make
it more difﬁcult and so favor iron release at lower pH values.
These arguments apply to mutants in which alanine replaces
lysine (Nurizzo et al., 2001) as well as to glutamate and
glutamine mutants (He et al., 1999; Yang et al., 2000).
Mutants of the dilysine trigger also release iron more slowly
than the wild-type, as the disruption of the trigger and its
replacement by a water molecule will not allow the same
rapid, concerted proton shunt from the lysines to Tyr-188.
The explanations in the previous paragraph also apply to
the situation in Lfs and some of its mutants which do not
have dilysine bridges and release iron at lower pH than sTf.
In LfN, an arginine, Arg-210, replaces the equivalent of sTfN
FIGURE 16 The entropy difference between the open and the closed
conformations of sTfN as a function of simulation time and as a function of
the number of modes used to calculate the entropies. The dotted and dashed
lines correspond, from the bottom up, to the entropy differences calculated
with 400, 900, 1200, 1600, 2000, 2400, and 2800 quasiharmonic modes.
FIGURE 15 The entropies (S) for the open and the closed conformations
of sTfN as a function of simulation time.
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Lys-206 in the sequence but spatially occupies the place
of Lys-296 whereas there is a water molecule in the place of
Lys-206 (Haridas et al., 1995). This is reminiscent of sTfC
discussed in the previous paragraph. Mutation of Arg-210 to
lysine does destabilize iron-binding somewhat but not as
much as would be expected if a dilysine trigger was formed.
Indeed, the crystallographic structure shows that the lysines
do not interact (Peterson et al., 2000). Instead, a water
molecule occupies the place occupied by the NZ atom of
Lys-296 in sTfN whereas Lys-210 is in the same position as
sTfN Lys-206.
Two other points seem to be critical for the mechanism
that we propose above. They are the electrostatic potential
and the hydrogen-bond network in the region of the dilysine
trigger. As pointed out by our electrostatic calculations, the
potential around Lys-206 and Lys-296 is clearly positive.
This is consistent with experimental results (He et al., 1999;
Baker, 1994) showing that this region can bind a non-
synergistic anion which is essential for iron release. As this
anion is probably next to Lys-296 (He et al., 1999), it will
prevent proton transfer from Lys-296 to Tyr-188 at high pH,
which seems to be the case experimentally. At low pH, the
rate-determining step for iron release is not protonation of
Tyr-188 but the arrival of a chelator replacing Tyr-188. The
anion could therefore play this role at least temporarily until
the domain has opened.
The second point deals with the hydrogen-bond network
around Lys-296. In the pKa calculations, Glu-83 and Tyr-85
have very low and very high pKa values, respectively, in
both open and closed forms, because they are hydrogen-
bonded. However, in the closed conformation, Tyr-85 is only
3.3 A˚ from Lys-296 and is protonated. Therefore, there is
a hydrogen bond between the tyrosine oxygen and Lys-296,
and so Tyr-85 could modulate the dilysine trigger mecha-
nism through this hydrogen bond. Experimentally, the mu-
tant Tyr-85/Phe-85 (He et al., 1998) releases iron at higher
pH than the wild-type, which is compatible with our mech-
anism, inasmuch as the hydrogen bond between Tyr-85 and
Lys-296 will hinder proton transfer from Lys-296 to Tyr-188
because it stabilizes the protonated Lys-296. Thus, disrup-
tion of this hydrogen bond in the mutant leads to iron release
at higher pH than the wild-type. Interestingly, Glu-83 is also
hydrogen-bonded to a water molecule that bridges with His-
249. Overall, it appears that this hydrogen-bond network
could act as a means of communication between the dilysine
trigger, Tyr-188, and His-249, which helps to coordinate
domain opening, disruption of iron’s coordinate shell for
iron release, and His-249 conformational change.
His-249 and iron release
As discussed in the Results section, His-249 is located at the
back of a pocket that is linked to the surface of the protein
through a canal which has a negative potential even at low
pH. It is possible, therefore, that this pocket provides a means
of attracting protons (or hydroxonium ions) for the pro-
tonation of His-249, triggering its conformational change
(observed in the simulation of the closed form) and leading
to its displacement from the coordination shell of iron. Given
the conformation of His-249 in the pocket, it is the atom
ND1 which is accessible for protonation. For this pro-
tonation to occur, it would mean that His-249 is not in its
neutral state when bound to iron, as commonly accepted
(Lindley, 2001), but in its doubly deprotonated, imidazolate
form which has been proposed to occur for other metal-
bound histidines (see El Yazal and Pang, 1999, and
references therein). The pKa value for the imidazole/imi-
dazolate pair is ;14 under standard conditions but this will
certainly be reduced in the presence of a highly charged ion
such as FeIII. In our current work on the iron-bound form of
sTfN, we have performed extensive quantum chemical
calculations, which do indeed support the hypothesis of an
imidazolate ligand for the iron.
Glu-83 is likely important in conformational changes of
His-249, as it hydrogen-bonds to the ND1 atom of this
residue via a bridging water molecule, and experiments in
which Glu-83 is mutated to alanine have been interpreted as
showing that the iron loses the His-249 ligand (He et al.,
1998). This could be because removal of Glu-83 makes the
protonation of His-249 easier and so causes a weakening of
the interaction between it and the iron. Addition of an anion
to the E83A mutant restores the coordination of the iron
presumably by mimicking the effect of Glu-83.
It is clear that second-shell residue effects appear to be
essential for understanding the iron-release mechanism. The
two steps of iron release proposed here take into account
these effects and we hypothesize that they are interdepen-
dent. Indeed, the hydrogen-bond network His-249–water–
Glu-83–Tyr-85–Lys-296 could be a means of removing
His-249 and Tyr-188 from the iron coordination shell in
a concerted way.
The other step involved in iron release concerns the
protonation of the synergistic anion, carbonate. Our calcu-
lations do not give any information for this step, inasmuch
as the pKa of the carbonate was not calculated. However,
carbonate is hydrogen-bonded to Arg-124 and this latter res-
idue lies at the back of the same cavity as His-249. This
implies that protons coming into the cavity could lead to the
protonation of carbonate, via Arg-124, in addition to His-249.
The precision of our calculations does not allow us to
propose an order for the three steps of iron release. We
therefore take the commonly accepted order (Lindley, 2001):
1), protonation of carbonate leading to arginine conforma-
tional change; 2), protonation of His-249 leading to a
weakened binding of iron and a possible conformational
change in Glu-83, which could trigger the third step through
the hydrogen-bond network; and 3), protonation of Lys-206
and proton transfer to Tyr-188 via Lys-296. Binding of
a nonsynergistic anion probably helps in both domain open-
ing and removal of Asp-3.
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Iron binding
Our electrostatic potential calculations have shown that the
region near Tyr-95 and Tyr-188 at the surface of the N2
domain is attractive for anions in the open apoform and that,
after carbonate binding, this region has a negative electro-
static potential in the region surrounding Asp-63 and His-
249 on the N1 domain. These calculations support the
currently favored mechanism that states that carbonate binds
ﬁrst to the N2 domain followed by iron-binding to Tyr-95,
Tyr-188, and carbonate. Domain closure then occurs
allowing Asp-63 and His-249 of the N1 domain to bind
iron. In the crystallographic structure, Asp-63 is located at
;9 A˚ from Tyr-95 (Baker et al., 2002; Mizutani et al., 2001),
and so it is difﬁcult to explain how electrostatic interactions
between iron and Asp-63 alone are able to trigger domain
closure. This led Hirose (Mizutani et al., 2001) to propose an
alternative mechanism, involving the region around Lys-88,
whereas other authors have invoked the ability of the protein
to sample the closed or partially closed conformations (Baker
et al., 2002; Navati et al., 2003). The results of our sim-
ulations show that despite the fact that the open structure is
always far from the closed conformation, the distance
between Asp-63 and Tyr-95 varies over a wide range—from
as low as 4.3 to as high as 11.6 A˚. This variability is due to
movement of the domains, as well as of the relevant residue
side chains, and supports the hypothesis that the dynamics of
the protein is critically important for iron binding (Baker
et al., 2002, 2003). These results also show that a sampling of
closed-form conformations is not essential for there to be
a short distance between Asp-63 and the iron. This is clearly
consistent with solution x-ray scattering measurements that
indicate that the open form is not continuously sampling the
closed conformation in the absence of iron (Grossmann et al.,
1998), and the hypothesis that Asp-63 is the residue that
triggers domain closure (Grossmann et al., 1993).
Our simulations of the open apoform of the protein
showed that sTfN undergoes signiﬁcant, large-scale domain
movements even in the absence of iron and at a low pH.
These movements can be described as a combination of two
independent motions, one a hinge-twist and another a hinge-
bending. The former mode has the larger amplitude in our
analysis, indicating that the hinge-twist would be the
preponderant motion. Both of these movements have been
proposed before. The hinge-bending was deduced from the
crystallographic structures of the apo- and holoforms of the
protein whereas the hinge-twisting motion was only evoked
very recently (Grossmann et al., 1998). Our results also
support the homology between transferrin and maltodextrin-
binding protein in which domain closure has also been
described as resulting from a combination of a hinge-bend-
ing and a hinge-twist (Sharff et al., 1992). The occurrence of
two independent motions that cause domain closure could
help to explain the ability of transferrins to bind different
metals as it would give the protein extra ﬂexibility in
adapting its mechanism of closure to the size of the ligand.
Finally, it has been postulated for oTf that the region
around Lys-88 plays an important role in domain closure
(Mizutani et al., 2001). It is clear from our simulations that
this region also has a high mobility in sTf, induced in part
by the hinge-twist and hinge-bending motions that lead to
domain closure, but we think it unlikely that this loop region
is itself the driving force behind closure. Instead we postulate
that this region and its high mobility could play a role in the
recognition of iron-loaded sTf by the transferrin receptor
(TfR). Binding of TfR to this region could also be a way in
which TfR helps iron release. This hypothesis seems to be
consistent with the Fe-Tf/TfR complex structure proposed by
Harrison (Lawrence et al., 1999). Equally this structural
segment is present in the N-lobes of Lf and oTf but is
different in the C-lobes of sTf, Lf, and oTf, and so it could
play a role in the difference observed between the iron-
release properties of the two lobes when bound to TfR (Bali
et al., 1991; Bali and Aisen, 1991).
CONCLUSION
In this molecular modeling study, we have sought to gain
further insight into the electrostatic and dynamical properties
of the open and closed conformations of sTfN and the
implications that these have for its iron-binding and iron-
release mechanisms. Some of our ﬁndings are:
Our pKa calculations support the fact that Lys-296 is
protonated but that Lys-206 is deprotonated at neutral
pH in the closed form of sTfN. The molecular dynamics
simulations show, however, that protonation of Lys-
206 is not, in itself, sufﬁcient to trigger domain open-
ing and we propose a mechanism in which the dilysine
bridge acts to protonate Tyr-188 instead. In addition,
consideration of His-249 and the cavity-canal going to
it, leads us to suggest that His-249 is not neutral when
bound to iron but in its imidazolate form. This would
mean that protonation of His-249, as well as that of
carbonate, Lys-206, and Tyr-188, would be important
for iron release.
The simulation of the open form of the apoprotein
demonstrates that this form is very mobile and ex-
periences two important motions—a hinge-bending
and a hinge-twist. This feature is essential for under-
standing iron-binding because these motions enable
sTfN to sample conformations intermediate between
the closed and the open crystallographic forms. It also
demonstrates that Asp-63 could act as a domain closure
residue because this residue can approach the iron-
binding site closely as the position of the domains
ﬂuctuates.
The sequence of residues Tyr-85–Thr-93 is very mobile
in our dynamics simulations, a mobility which is
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induced in large part by the motions leading to domain
opening and closing of sTfN. The striking correlation of
the motions of these residues with the hinge-twist
domain motion demonstrates the door-closure-like
behavior of this loop. This, together with differences
in the structure of this loop between the open and
closed forms, leads us to propose that the loop could
play a role in the recognition of iron-loaded sTfN by
TfR.
At pH 5.3, the open apoform of sTfN is more stable than
the closed apoform, which is consistent with the study
of Grossmann et al. (1998). The difference in free
energy between the two forms is large, and at least half
of this is due to the higher entropy of the open form.
Although there are large statistical uncertainties in the
energy values that we calculate, we think that the
difference that we obtain is qualitatively correct, as at
pH 5.3 sTf releases iron—implying that the open form
is more stable even when iron is present.
The studies that we report here concern, for the most part,
sTfN with neither iron nor carbonate bound. Obviously, it is
important to include these groups for a fuller understanding
of the properties of sTfN. Therefore, we are currently
investigating in detail various models of the iron-binding site
with quantum chemical methods and aim to continue with
simulations of iron-loaded sTfN once these latter studies are
complete.
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