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La programmation semi-dénie (SDP) est lun des problèmes doptimisation qui a
connu un fantastique regain dintérêt depuis les années 90, entres autres parce que lon
a disposé depuis, dalgorithmes e¢ caces permettant de les résoudre : il sagit des algo-
rithmes de méthodes de points intérieurs.
Lévolution rapide et le succès des méthodes de points intérieurs depuis leur relance
par Karmarkar (1984) [19] dans le domaine de la programmation linéaire, ont incité les
chercheurs du monde entier à développer tout un arsenal de méthodes permettant de trai-
ter convenablement plusieurs classes de problèmes considérées jadis di¢ ciles à résoudre,
parmi lesquelles la programmation semi-dénie. Grâce à ces méthodes, la programmation
semi-dénie a connue une évolution considérable sur tous les aspects : théorique, algo-
rithmique et numérique.
Un tel succès constitue un bon stimulant pour dautres développements. On parle déjà
de programmation semi-dénie quadratique, non linéaire et programmation semi-dénie
linéaire.
On désigne par méthode de points intérieurs, toute procédure de résolution générant
une suite de points appartenant à lintérieur (relatif) du domaine réalisable (admissible)
et convergeant vers une solution optimale du programme considéré. Il y a principalement
trois grandes catégories des méthodes de points intérieurs : les méthodes a¢ nes, les
méthodes de réduction du potentiel et les méthodes de trajectoire centrale. On résume
la chronologie de lévolution de létude des problèmes de programmation semi-dénie
comme suit :
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K. Bellman et S. Fan (1963) : première formulation de SDP, sous la nomination
LMI (Linear Matrix Inequality),
 N. Karmarkar (1984) [19] : fameux algorithme de points intérieurs,
 Nesterov, Numerevoski, Alizadeh (1990) : ont pu étendre les méthodes de points
intérieurs à la résolution de problèmes SDP.
Dés lors, plusieurs recherches ont été réalisées. On cite par exemple :
 F. Alizadeh (1995) [2], est proposé une méthode projective primale-duale.
 Vanderbeghe et al. (1996) [43], ont proposé un algorithme primal-dual de la mé-
thode de réduction du potentiel.
 M. Kojima et al. [23], Monteiro [31] et Y. Zhang [47], ont présenté des algorithmes
primaux-duaux de points intérieurs, qui sont généralisés à partir des algorithmes
similaires conçus pour la programmation linéaire (ou pour le problème de complé-
mentarité linéaire (PCL)).
 R. D. C. Monteiro (1998) [32], est proposé une méthode de type trajectoire centrale
pour résoudre le problème de complémentarité linéaire.
 M. Halicka et al. (2002) [16], ont étudié la convergence de la méthode de trajectoire
centrale.
 De même en (2002), J. Peng et al. [37], ont donné des fonctions auto-régulières et
nouvelles directions de recherche pour loptimisation linéaire et semi-dénie.
 D. Benterki et al. (2003) [8], ont fait une étude aménagée théorique et numérique
de lalgorithme proposé par Alizadeh [3].
 Koulaei et al (2007) [24], qui se sont intéressés à lextension de lalgorithme de type
Mehrotra pour la programmation semi-dénie.
 De même en (2007), B. Merikhi et al. [7], ont proposé une méthode de points
intérieurs réalisable pour résoudre le problème de programmation semi-dénie.
 B. Merikhi et al. (2008) [11], ont proposé une méthode barrière logarithmique.
 C. Liu et al. (2012) [26], ont présenté une nouvelle analyse de la complexité dun
algorithme predicteur-correcteur de type Mehrotra, et un nouveau algorithme de
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type correcteur de second ordre [27].
 S. Kettab et al. (2015) [20], ont proposé une relaxation de la méthode barrière
logarithmique.
 A. Dehghani et al. (2017) [13], ont proposé une méthode primal-dual régularisé de
point intérieur.
 I. Touil et al. (2017) [42] ont proposé une méthode de type trajectoire centrale
primale-duale.
Leurs directions de recherche sont obtenues à partir dune équation modiée (en
utilisant un facteur de paramétrisation) de Newton pour approcher une solution réalisable
sur le chemin central. La convergence polynômiale de ces algorithmes a été étudiée et
prouvée par plusieurs chercheurs [16, 17, 21, 25, 32, 33, 36, 40].
Formulation ou position du problème
Le sujet traité dans cette thèse concerne le problème de programmation dit doptimi-
sation sous contraintes semi-dénie, encore appelé problème SDP. Cette appellation est
une conséquence de la terminologie anglaise Semi Denite Programming.
Lobjectif est de minimiser le produit scalaire de deux matrices symétriques, à savoir
une matrice constante C et une matrice variable X semi-dénie positive (X  0), soumis
à un ensemble de contraintes
(SDP )
8>>><>>>:
min [hC;Xi = trace (CX)]
trace (AiX) = bi; i = 1; :::;m
X  0
où trace, désigne la trace dune matrice carrée, Ai; bi; i = 1; :::;m sont respectivement
des matrices symétriques réelles et des scalaires réels.
Ce problème est une extension naturelle de la programmation linéaire dans le sens
où les variables sont des matrices symétriques semi-dénies positives au lieu dêtre des
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vecteurs. Ce qui explique dailleurs le transport du savoir faire de la programmation
linéaire à la programmation semi-dénie. Létude de ce problème a commencé dès le
début des années 60 en tant que problème mathématique non linéaire, il existe alors très
peu de résultats publiés et ils sont principalement dordre théorique.
Objectifs & contributions souhaités
Actuellement, le problème (SDP) constitue lun des sujets de recherche le plus convoité
dans le domaine de loptimisation numérique. Le but étant de développer une méthodolo-
gie adéquate. A ce propos, il est impératif de traiter des questions ouvertes, déjà étudiées
au niveau de la programmation linéaire : Initialisation, pas de déplacement, coût excessif
de litération, qui sont ici plus complexes en raison de la structure complexe du problème.
Notre travail est basé sur une méthode barrière logarithmique des méthodes de points
intérieurs.
Nous proposons un algorithme de point intérieur basé sur lapproche de Newton qui
nous permet de résoudre le système non linéaire résultant des conditions doptimalité.
Litération de cet algorithme est de type descente, dénie par xk+1 = xk + kdk où dk
est la direction de descente et k est le pas de déplacement. Le principal obstacle pour
construire une itération est : La détermination et le calcul du pas de déplacement. Plu-
sieurs alternatives sont proposées pour résoudre ce problème parmi lesquelles les méthodes
de recherche linéaire [39], malheureusement le calcul du pas de déplacement par ces mé-
thodes est coûteux et encore plus délicat dans le cas des problèmes de programmation
semi-dénie linéaire.
Lobjectif de notre travail est de remédier à cette di¢ culté. Pour cela, nous proposons
des procédures originelles e¢ caces et moins coûteuses dans la programmation semi-dénie
linéaire basées sur les fonctions minorantes, non seulement pour éviter les méthodes de
recherche linéaire, mais aussi pour accélérer la convergence de lalgorithme, et ceci en
sinspirant des travaux de J.P. Crouzeix et B. Merikhi en programmation semi-dénie
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linéaire [11]. Ce point sera abordé, en détail, au chapitre 3.
Présentation de la thèse
Une recherche bibliographique a été, brièvement, survolée tout en présentant la for-
mulation du problème, les objectifs ainsi que le plan sommaire de la thèse sont, eux-aussi,
évoqués dans cette partie, qualiée sous lintitulé : Introduction générale.
Le premier chapitre caractérise un bref rappel relatif aux lanalyse convexe ainsi que
la programmation mathématique qui servira dappui pédagogique dans tout le contenu
de la thèse.
Le deuxième chapitre, est consacré à la programmation semi-dénie. On donne alors
la formulation générale de ce type de problème et sa dualité. On précise ainsi quelques do-
maines dapplication et on termine par les méthodes de résolution dun problème (SDP ):
Le dernier chapitre est le vif de notre travail. Sur le plan théorique, nous montrons
que le problème perturbé (SDP ) de notre problème (SDP ) converge vers la solution
optimale du problème originel.
Dans une deuxième partie, on présente dune manière détaillée une méthode barrière
logarithmique pour résoudre le problème (SDP ) dans laquelle, on construit trois nou-
velles fonctions minorantes donnant lieu au calcul e¤ectif du pas de déplacement. Cette
nouvelle technique a contribué dune manière e¢ cace à la réduction de la complexité de
notre algorithme. Lensemble de ses résultats constituent loriginalité de notre travail. Ce
chapitre est étayé par des expérimentations numériques importantes dordre comparatif
sur quelques exemples connus dans la littérature.
Notre étude porte des conclusions et ouvre des perspectives intéressantes pour lex-
tension de notre approche à dautres classes de problèmes doptimisation.
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Chapitre 1
Analyse convexe et notion de base
Dans ce chapitre nous allons introduire certaines notions et résultats bien connus sur
les matrices symétriques et les matrices semi-dénies positives, ainsi que des notions de
base de lanalyse convexe.
1.1 Analyse convexe
1.1.1 Ensemble et application a¢ ne
Dénition 1.1.1 Un sous-ensemble de Rn est dit a¢ ne si :
8x; y 2 F; 8 2 R; (1  )x+ y 2 F
autrement dit, un sous-ensemble a¢ ne F contient toujours la droitepassant par
deux ses points x et y.
Les ensembles a¢ nes élémentaires sont : ;; fxg (x 2 Rn) ; et chaque sous-espace vec-
toriel de Rn.
Dénition 1.1.2 On appelle hyperplan de Rn toute partie a¢ ne de dimension (n  1).
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Dénition 1.1.3 Une application
T : Rn  ! R
x 7 ! Tx
est dite a¢ ne si :
T [(1  )x+ y] = (1  )Tx+ Ty; 8x; y 2 Rn; 8 2 R
1.1.2 Ensembles convexes
Dénition 1.1.4 Un sous-ensemble C de Rn est dit convexe si :
8x; y 2 C; 8 2 [0; 1]; (1  )x+ y 2 C
autrement dit, un sous-ensemble convexe contient toujours le segmentjoignant deux de
ses points x et y. Sachant que :
[x; y] = f(1  )x+ y : 0    1g
Remarque 1.1.1 Tout ensemble a¢ ne est convexe. La réciproque, est fausse en général.
Les opérations algébriques suivantes conservent la convexité :
 Lintersection quelconque.
 Le produit cartésien.
 Les transformations a¢ nes.
 Les combinaisons linéaires
mX
i=1
iCi; (i 2 R) et m 2 N:
 La translation C + a avec a 2 Rn:














avec Ci convexe contenant S; et on a
(S convexe), (S = conv(S))
Dénition 1.1.7 Soit C un convexe non vide de Rn et x 2 C: Le point x est dit extrémal
(ou sommet de C) sil nest pas à lintérieur dun segment de droite contenu dans C.
Autrement dit si :
8x1; x2 2 C;8 2 ]0; 1[ : (x = x1 + (1  )x2)) (x = x1 = x2)
Remarque 1.1.2 La dénition dun point extrémal x dun convexe C, est équivalente à









) (x = x1 = x2; 8x1; x2 2 C).
2. C   fxg = fy 2 C : y 6= xg est convexe.
Remarque 1.1.3 Tout point extrémal dun convexe C est un point de la frontière de C.
1.1.3 Cônes convexes
Dénition 1.1.8 Un sous-ensemble K est un cône si et seulement si :
8x 2 K; 8 > 0; x 2 K
Un cône est donc une union de demi-droites fermées positives issues de lorigine, ce
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dernier peut (ou ne peut pas) appartenir à K.
Un cône est dit pointé ou saillant si et seulement si :
K \ ( K) = f0g
Dénition 1.1.9 1- Tout ensemble de la forme
K = fx 2 Rn : bTi x  0; i 2 I  N; bi 2 Rng
est un cône convexe.
2- De même lensemble des solutions du système dinégalités homogènes
x 2 Rn : Ax  0
A est une m n matrice.
Cône de récession
Soit C un convexe non vide de Rn, et a 2 C; on pose :
C1(a) = fd 2 Rn : a+ d 2 C; 8 > 0g
Alors, C1(a) est un cône convexe non vide.





Un élément d 2 C1 est appelé direction de récession.
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Proposition 1.1.1 Soit C un convexe fermé non vide de Rn, alors
(C est borné)() (C1 = f0g)
1.1.4 Fonctions convexes
Etant donné f est une fonction dénie sur un sous-ensemble, ; 6= C  Rn, on la
remplace par lextension suivante :
~f =
8<: f(x) si x 2 C+1 sinon
Soit alors
~f : Rn ! ] 1;+1] = R = R [ f+1g
Remarque 1.1.4 f : C  Rn ! R est convexe sur C si et seulement si son extension
~f (dénie précédemment) est convexe sur Rn.
Proposition 1 f : Rn ! ] 1;+1] est convexe si lune des deux propriétés équivalentes
suivantes est vériée










if(xi); 8m 2 N; 8i  0 :
mP
i=1
i = 1; 8xi 2 Rn:
- Si linégalité (1) est stricte pour x 6= y et  2 ]0; 1[ f est dite strictement convexe.
- Linégalité (2) est appelée inégalité de Jensen.
Lemme 1.1.1 Soit f : Rn ! R alors, f est convexe sur Rn si et seulement si 8x; d 2 Rn
la fonction dune variable réelle,
'x;d(t) = f(x+ td)
est convexe sur R.
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1.1.5 Semi-continuité
Dénition 1.1.11 Une fonction f : Rn ! R est dite semi-continue inférieurement
(s.c.i) en x0 2 Rn si :
8" > 0; 9 > 0 : f(x)  f(x0)  "; dès que x  x0  
Dénition 1.1.12 f est dite semi-continue supérieurement (s.c.s.) en x0 si  f
est (s.c.i) en x0:
Evidemment, f est continue en x0 si et seulement si elle est à la fois (s.c.i.) et (s.c.s.)
en x0.
Enn, on dit que f est (s.c.i.), si elle est (s.c.i.) en tout point x 2 Rn.
Remarque 1.1.5 1- On peut remplacer Rn dans la dénition précédente par un sous-
ensemble quelconque C  Rn:








Autrement dit : f est (s.c.i) en x0 si et seulement si :
f(x0) = lim
x!x0







3- On peut également exprimer la (s.c.i) en termes de voisinages comme cest le cas
pour la continuité. A ce propos, on dit que :
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f est (s.c.i.) en x0 si 8 2 R vériant  < f(x0); 9# (voisinage de x), tel que :
8x 2 # on ait  < f(x)
1.2 Notion de base
Notation 2 1. Mn(R) = Mn lensemble des matrices carrées de taille n à coe¢ cients
dans R.
2. Sn(R) = Sn lensemble des matrices symétriques réelles de taille n. i.e., Les matrices
A 2Mn vériant A = AT :
1.2.1 Dénitions basiques





Et pour tous A;B;C 2Mn et ;  2 R on a les propriétés suivantes :
trace(A+ B) = trace(A) + trace(B) (Linéarité)
trace(AT ) = trace(A)




(trace(A2 +B2)) avec A et B symétriques
trace(ABC) = trace(CAB) = trace(BCA) 6= trace(ACB)
trace(BAB 1) = trace(A)
2. Le produit scalaire de deux matrices A;B 2Mn est dénie par :











4. Linégalité de Cauchy-Schwarz sécrit alors pour toutes matrices
A;B 2Mn : jA Bj  kAkF kBkF




Où max(ATA) désigne la plus grande valeur propre de ATA: Et on a
kAk2  kAkF 
p
n kAk2
6. Le rayon spectrale de A, (A) est dénie par :
(A) = max ji(A)j tel que i(A) sont les valeurs propres de A
7. Lensemble
Sn = fA 2Mn tel que AT = Ag
désigne lespace des matrices carrées symétrique dordre n à coe¢ cients dans R:
8. Soit A 2 Sn; on a
max(A) = max hv; Avi (Rayleigh-Ritz)
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Ici kvk est la norme euclidienne du vecteur v 2 Rn: De plus on a















Ici les valeurs propres de A notées i(A); sont toutes réelles (car A 2 Sn):
9. Soit A une matrice dans Sn: Alors il existe une base de vecteurs orthonormés dans
laquelle A est diagonalisable, i.e., il existe une matrice P orthogonale (dite de passage),
telle que A = PDP T où D est une matrice diagonale. Les colonnes ui de P sont les











hj(x)  0; j = 1; :::; p
gi(x) = 0; i = 1; :::;m
x 2 Rn
Où, hj; gi sont des fonctions de Rn  ! R et lensemble
F = fx 2 Rn : hj(x)  0; j = 1; :::; p et gi(x) = 0; i = 1; :::;mg
est appelé ensemble des contraintes (ou des solutions admissibles), dit aussi domaine de
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faisabilité. La fonction f : Rn  ! R est appelé objectif ou économique.
 Solution réalisable : On appelle solution réalisable de (PM) tout point x vériant
les contraintes i.e., x 2 F :
 Solution optimale globale : On appelle solution optimale globale de (PM) toute
solution réalisable (notée x) qui minimise f sur F :
Lensemble des solutions optimales globales est noté par : argmin
F
f(x):
 Solution optimale locale : Un point x 2 F est une solution optimale locale de
(PM) si :
9# (voisinage) de x tel que f(x)  f(x); 8x 2 #









 Une contrainte dinégalité hj(x)  0; 8j est dite saturée (active) en x 2 F ; si :
hj(x
) = 0
Une contrainte dégalité est par dénition saturée en tout point x de F .
Remarque 1.3.1 Le problème doptimisation précédent consiste
- Soit à chercher un point optimal.
- Soit, si un tel point nexiste pas on cherche une borne inférieure à f .










1.3.2 Classication dun programme mathématique
On classie un (PM) à partir de deux propriétés fondamentales à savoir la convexité
et la di¤érentiabilité de la fonction objectif et les contraintes.
- (PM) est un problème di¤érentiable si les fonctions f; gi; hj sont toutes di¤éren-
tiables.
- (PM) est un problème convexe si f et hj sont convexes et gi a¢ nes.
La classe modèle des (PM) est celle des programmes convexes di¤érentiables, les
programmes non convexes ou non di¤érentiables sont di¢ ciles à traiter. Enn, le cas le
plus simple est celui de la programmation linéaire où f; gi et hj sont a¢ nes.
1.3.3 Qualication des contraintes
Dénition 1.3.1 On dit que la contrainte hi(x)  0 est active ou saturée en x 2 F si
hi(x) = 0: On introduit alors lensemble
I(x) = fi : hi(x) = 0g
Par dénition, une contrainte dégalité est saturée.
Voici trois conditions de qualication classiques
 Karlin (1959) : Si F est un polyèdre convexe (i.e., hi; gj sont a¢ nes), alors les
contraintes sont qualiées en tout point réalisable.
 Slater (1950) : Si F est convexe (i.e., hi convexe et gj a¢ ne) et int(F) 6= 0, alors
les contraintes sont qualiées en tout point réalisable.
 Mangasarian-Fromovitz (1967) : Si les gradients de toutes les fonctions des contraintes
saturées en x 2 F sont linéairement indépendants, alors les contraintes sont quali-
ées en x:
Théorème 1.3.1 Pour un programme convexe, tout optimum local est un optimum glo-
bal.
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1.3.4 Existence et unicité dune solution dun (PM)
Théorème 1.3.2 (Weirstass) Si f est une fonction continue sur F  Rn et F est
compact (fermé et borné), alors (PM) admet au moins une solution optimale x 2 F :
Corollaire 1 Si F  Rn est non vide et fermé et si f est continue et coercive sur F (au
sens que f(x) ! +1 lorsque x ! +1), alors (PM) admet au moins une solution
optimale.
Théorème 1.3.3 Si f est strictement convexe et lensemble F est convexe, alors (PM)
admet une solution optimale unique.
Remarque 1.3.2 La stricte convexité nassure pas lexistence de la solution mais assure
lunicité.
1.3.5 Conditions doptimalités






hj(x)  0; j = 1; :::; p
gi(x) = 0; i = 1; :::;m
x 2 Rn
Le lagrangien associé à (PM) est déni par :







La théorie de Karush-Kuhn-Tuker (K.K.T) permet décrire les conditions néces-
saires doptimalité pour tout problème doptimisation avec contraintes possèdent une
fonction objectif di¤érentiable.
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Théorème 1.3.4 Si x est une solution optimale locale de (PM) satisfaisant lune des
conditions de qualications précédentes, alors il existe des multiplicateurs  2 Rp+ et







rgi(x) = 0 (condition doptimalité)
jhj(x
) = 0; j = 1; :::; p (condition de complémentarité)
gi(x
) = 0; i = 1; :::;m
Remarque 1.3.3 1- Si (PM) est convexe, les conditions de (K.K.T) sont à la fois
nécessaire et su¢ santes pour que x soit un minimum global.
2- Si les contraintes ne sont pas qualiées en x; les conditions de (K.K.T) ne sap-
pliquent pas (x peut être optimal sans vérier ces conditions).
1.3.6 Dualité lagrangienne








rxL(x; ; ) = 0
 2 Rp+;  2 Rm
La dualité joue un rôle fondamental dans létude et la résolution de (PM): Entre
autre, elle fournit des informations supplémentaires très utiles.
1.3.7 Fonction barrière
Dénition 1.3.2 Soit C  Rn: On appelle fonction barrière associée à C toute fonction
Br dénie sur int(C) telle que :
1. Br est continue.
2. Br(x)  0; 8x 2 int(C):
3. limBr(x) = +1; quand x  ! x 2 Fr(C):
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C = fx 2 Rn : hi(x)  0; i = 1; :::;mg
avec hi 2 C1(Rn) et

















Br(x));  > 0





Dans ce chapitre, nous aborderons létude des problèmes de minimisation de fonctions
linéaires à contraintes linéaires, où la variable, est une matrice carrée symétrique X 2 Sn
semi-dénie positive. Dans la suite, on va donner un préliminaire matriciel.
2.1 Préliminaires matriciels
2.1.1 Matrices semi-dénies positives
Dénition 2.1.1 Soit A 2 Sn
 A est dite semi-dénie positive ou A  0 si :
8x 2 Rn; xTAx  0
 A est dite dénie positive ou A  0 si :
8x 2 Rn; x 6= 0 et xTAx > 0
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Toute sous-matrice principale dune matrice symétrique semi-dénie (resp. dénie) posi-
tive est aussi semi-dénie (resp. dénie) positive.
En particulier, tous les éléments diagonaux dune matrice symétrique semi-dénie (resp.
dénie) positive sont positifs (resp. strictement positifs).
Notation 3 1. S+n (R) = S+n = fA 2 Sn : A  0g:
2. S++n (R) = S++n = fA 2 Sn : A  0g:
Proposition 4 Soit B 2Mn inversible, alors
 
A 2 S+n
,  BTAB 2 S+n 
et  
A 2 S++n
()  BTAB 2 S++n 
Lemme 2.1.1 Soient A;B 2 S+n : Alors hA;Bi  0 et en plus hA;Bi = 0 si et seulement
si AB = 0:
Théorème 2.1.1 Pour A 2 Sn les propriétés suivantes sont équivalentes
1. A 2 S++n :
2. i > 0; 8i = 1; :::; n:
3. Il existe B 2Mn avec rang(B) = n tel que A = BTB:
4. Pour une suite arbitraire Ai 2 Si; i = 1; :::; n; de sous-matrices principales de A
det(Ai) > 0 pour i = 1; :::; n
On a aussi, pour une matrice semi-dénie positive, lexistence dune racine carrée.
Proposition 2.1.1 Soit A 2 S+n . Alors il existe une matrice unique B 2 S+n telle que :
A = B2
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On a de plus
rg(A) = rg(B)
et on notera B = A
1
2 :
Théorème 2.1.2 (Complément de Schur)
Soient A 2 S++m ; C 2 Sn et B 2Mm;n: On a alors les équivalences suivantes :24 A B
BT C
35  0, C  BTA 1B  0
et 24 A B
BT C
35  0, C  BTA 1B  0
2.1.2 Le cône Sn
Nous étudions quelques propriétés spéciques à Sn et sa structure conique.
Proposition 5 1. S+n est un cône fermé pointé dans Sn. (car Sn \( Sn) = f0ng, 0n est
la matrice nulle).
2. S++n nest pas un cône (car 0n =2 S++n ).
3. S++n est lintérieur de S
+




(à rappeler que : Soit C  Rn; C 6= ;; lintérieur relatif de C est :
ri(C) = faff(C) : 9" > 0; (x+ "B1) \ aff(C)  Cg












et B1 est la boule unité euclidienne de Rn tel que :
B1 = fx 2 Rn : kxk  1g
On a aussi
(aff(C) = Rn)) (ri(C) = int(C))
tel que :
int(C) = fx 2 C : 9" > 0; (x+ "B1)g  C
avec C un convexe de Rn.
4. La structure du cône de S+n induit un ordre partiel sur Sn dit Ordre de Lowner:
(A  B) ,  A B) 2 S+n (R)
(A  B) ,  A B) 2 S++n (R)
(; : relation dordre partiel).
Proposition 6 Soient A; B 2 S+n , alors






(à noter que si A 2 Sn; alors il existe une unique matrice M 2 S+n ; telle que A = M2;
de plus M commute avec A; et vérie
rg(A) = rg(M)




4. Les valeurs propres de la matrice AB sont positives.
Remarque 2.1.1 Le produit de deux matrices semi-dénies positives nest pas nécessai-
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rement une matrice semi-dénie positive.
2.2 Formulation du problème
2.2.1 Problème primal
Un programme semi-déni linéaire de forme standard est déni par :8>>><>>>:
min (C X = trace(CX))
Ai X = bi; i = 1; :::;m
X 2 S+n (R)
(SDP)
où C; Ai 2 Mn; b = (b1; :::; bm)T 2 Rm: Sans perte de généralité on peut supposer que
C et les Ai sont symétrique.
Remarque 2.2.1 1. Dans le cas, où C nest pas symétrique, on la symétrise en rempla-
çant C par 1
2
(C + CT ) de même pour les Ai où on prend 12(Ai + A
T
i ) à la place de Ai.
2. On peut supposer également (et sans perte de généralité) que les matrices Ai;
i = 1; :::;m, sont linéairement indépendantes pour des besoins théoriques.
3. La programmation semi-dénie est un cas particulier de la programmation conique,
et une généralité de la programmation linéaire, ici on manipule des matrices au lieu des
vecteurs. E¤ectivement on peut ramener un problème de programmation linéaire en un












c1 0 : : : 0
0 c2 : : : 0
0 0 : : : 0 cn
1CCCA ; X =
0BBB@
x1 0 : : : 0
0 x2 : : : 0




ai1 0 : : : 0
0 ai2 : : : 0
0 0 : : : 0 ain
1CCCA et b = (bi)i=1;:::;n
On a donc 8>>><>>>:
cTx = hC;Xi = trace(CTX)
(Ax = b), (Ai X = bi) ; i = 1; :::;m










Ai X = bi; i = 1; :::;m
(xi  0; 8i)) (X  0)
, (SDP )
Dénition 2.2.1 Une matrice X 2 Sn est dite réalisable (resp. strictement réalisable)
pour SDP si :
hAi; Xi = bi; i = 1; :::;m et X 2 S+n
(resp. hAi; Xi = bi; i = 1; :::;m et X 2 S++n ). On note Y (resp. bY ) lensemble des
solutions réalisables (resp. lensemble des solutions strictement réalisable) pour (SDP ).
Dénition 2.2.2 La valeur optimale primale de SDP est dénie par :
p = inf
hC;Xi ; hAi; Xi = bi; i = 1; :::;m; X 2 S+n 	
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X est une solution optimale primale de (SDP ) si :
X 2 Y et hC;Xi = p
2.2.2 Problème dual
La dualité en SDP est très similaire à la dualité classique en programmation linéaire à
quelques di¤érences près. Soit le problème (SDP ) linéaire primal sous la forme standard
précédemment donné.

























































y 2 Rm; S 2 S+n
(DSDP )
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On note F (resp. bF ) lensemble des solutions réalisables pour (DSDP ) (resp. lensemble
des solutions strictement réalisables pour (DSDP )).
Dénition 2.2.4 La valeur optimale de (DSDP ) est dénie par :
d = md = sup
(
bTy : C  
mX
i=1
yiAi 2 S+n ; y 2 Rm
)
avec
(y; S) 2 F; by = d
et




2.2.3 Dualité en programmation semi-dénie
Dénition 2.2.5 (Saut de dualité) Soit (X; y; S) 2 F , la quantité
hC;Xi   bTy = hS;Xi = X  S
est appelée saut de dualité de (SDP ) et (DSDP ) en (X; y; S) :
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Dualité faible
Proposition 7 Soit X 2 Y et (y; S) 2 F; alors
C X   bTy = X  S  0
Remarque 2.2.2 Contrairement à la programmation linéaire, il nest pas toujours vrai
que loptimalité de (SDP ) et (DSDP ) implique que hS;Xi = 0; comme le montrent le
exemple suivant :





































1CCCA et b = (0; 1)T











Lensemble des solutions réalisables correspond à lensemble
Y =

(x12; x22) 2 R2 : x12 = 0; x22  0
	






0 0 1 + x12
1CCCA ; x22  0
9>>>=>>>;
Il sensuit que, mp = 0:






















Lensemble des solutions réalisables correspond à lensemble

(y1; y2) 2 R2 : y1  0; y2 = 1
	
En outre lensemble des solutions optimales est
Y  = f(y1; 1) : y1  0g
Il sensuit que, md =  1 6= 0 = mp: Les problèmes (SDP ) et (DSDP ) sont tous deux
réalisables, X et Y sont tous deux non vides mais,  1 < md < mp < +1:
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Ainsi la réalisabilité des deux problèmes ne su¢ t pas pour avoir les mêmes valeurs opti-
males.
En conséquence, lexistence dune solution optimale pour lun des deux problèmes
(SDP ) ou son dual (DSDP ) nimplique pas nécessairement loptimalité de lautre même
si leurs valeurs optimales sont identiques et nis. Pour conserver le résultat de forte dualité
pour (SDP ), on exige la condition de stricte réalisabilité de lun des deux problèmes
comme le montre le théorème suivant.
Dualité forte
Théorème 2.2.1 [35]
1. Si le problème (SDP ) primal est strictement réalisable, c-à-d :
9X 2 S++n (R) : hAi; Xi = bi; i = 1; :::;m
Alors, md = mp:
2. Si en outre mp est ni, alors lensemble des solutions optimales du problème dual
(DSDP ) est compact non vide.
3. Si le problème (DSDP ) est strictement réalisable, c-à-d :




alors, md = mp:
4. Si en outre md est ni, alors lensemble des solutions optimales du problème primal
(SDP ) est compact non vide.
2.3 Complémentarité en SDP
A limage de ce qui se passe en programmation linéaire, on peut exprimer la condition
pour X et y dêtre des solutions optimales de (SDP ) et (DSDP ) sous la forme dune
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condition dite de complémentarité.
Théorème 2.3.1 Soient X 2 Y et (y; S) 2 F de saut de dualité
hC;Xi   bty = hS; Xi
Alors X et (y; S) sont des solutions optimales pour (SDP ) et (DSDP ) respectivement
si et seulement si XS = 0:
Le problème de complémentarité sécrit comme suit :
(PC)
8>>>><>>>>:




yiAi = S; S  0
XS = 0
Remarque 2.3.1 Comme (SDP ) est un problème convexe, la solution du problème de
complémentarité est un optimum global pour (SDP ):
2.4 Exemples de problèmes convertibles en SDP
Lintérêt pour la programmation (SDP ) sest encore accru ces dernières années lorsque
de nombreuses applications ont été identiées dans des domaines variés tels que le
contrôle, les statistiques, la nance, la localisation, loptimisation robuste, lingénierie,
etc. Pour ne citer que quelques exemples, les problèmes (SDP ) apparaissent naturelle-
ment en contrôle (stabilité), analyse des séries temporelles (complétion de covariances),
graphes (mélange de chaînes de Markov), etc. (voir [22, 44]). Quelques-unes de ces appli-
cations sont présentées dans la partie suivante :
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2.4.1 Problème de programmation non linéaire
Considérons le problème non linéaire suivant :8>>><>>>:
min(x31 + x2)
x31x2  1
x1  0; x2  0






C = I;X =
0@ x31 x3
x3 x2
1A ; A1 =
0@ 0 0:5
0:5 0
1A et b = 1
2.4.2 Programmation quadratique avec des contraintes quadra-
tiques
La contrainte quadratique convexe
(Ax+ b)T (Ax+ b)  cTx  d  0
avec x 2 Rk; peut sécrire comme suit :24 I Ax+ b
(Ax+ b)T cTx+ d
35  0
Cette dernière inégalité peut être exprimée par :











35 ; i = 1; :::; k
où A = [a1; :::; ak] :
Par conséquent, un programme convexe quadratique avec des contraintes quadratiques
de type
(QCQP )
8<: min f0(x)fi(x)  0; i = 1; :::; L
où chaque fi est une fonction quadratique convexe
fi(x) = (Aix+ b)
T (Aix+ b)  cTi x  di
Peut-être formuler comme suit :
(QCQP )
8>>>>>>>>>>>><>>>>>>>>>>>>:
min t0@ I A0x+ b
(A0x+ b)
T cT0 x+ d0 + t
1A  0
0@ I Aix+ b
(Aix+ b)
T cTi x+ di + t
1A  0; i = 1; :::; L
(QCQP ) est un programme semi-déni avec les variables x 2 Rk et t 2 R:
2.4.3 Le problème min-max des valeurs propres
Ce problème a été étudié depuis des années (vers les années 1950) en Algèbre linéaire
comme suit :
Chercher une valeur optimale




où C 2Mn et
Aoperateur : Rn  !Mn




En fait trouver la plus grande valeur propre dune matrice symétrique A correspond




xTAx : kxk = 1
où x 2 Rn   f0g est un vecteur propre de la matrice A:















Ou encore, X étant symétrique
(P1) : max
X
[hA;Xi : hI;Xi = 1; X est un SDP de rang 1]
Si on Considère le problème semi-déni linéaire suivant :
(P1) : max
X
[hA;Xi : hI;Xi = 1; X  0]
Ce problème admet des solutions optimales car lensemble des solutions réalisables est
compact. La fonction objective étant linéaire et lensemble des solutions réalisables étant
convexe, loptimum est atteint au moins en un point extrémal, donc en un X matrice de
rang 1. X est aussi solution optimale du problème (P1). Bien sur toute solution optimale
de (P1) est solution optimale de (V P ).
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I   C   A(y)  0
y 2 Rn
Le dual de ce problème est un problème (SDP ) formulé par :8>>>>>><>>>>>>:
max hC;Xi
AT (X) = 0
X  0
trace(X) = 1
2.4.4 Approximation logarithmique de Tchebychev
Supposons quon cherche à résoudre approximativement le système déquations
aTi x = bi pour i = 1; :::;m
Notons que la recherche des paramètres dune régression peut être solution dun tel
système.
Le terme approximativement a été utilisé parce que la résolution exacte est très dif-
cile (trop de contraintes). On peut dès lors choisir plusieurs critères pour déterminer la
meilleure solution. Le plus courant est la minimisation de la somme des carrés des écarts
(aTi x   bi); cependant, dans lapproximation de Tchebychev, on minimise la norme du
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Ce problème peut se mettre sous la forme du programme linéaire suivant :8<: min t t  aTi x  bi  t; i = 1; :::;m
où x est une variable et t est une variable auxiliaire.
Dans certaines applications les bi sont des quantités sexprimant dans une unité de
puissance ou dintensité et généralement de logarithme. Dans ce cas, il est préférable
dun point de vue purement physique de minimiser le maximum des écarts entre les
logarithmes de aTi x et bi; ce qui se traduit par :
minmax
i
j log aTi x  log bij (2.1)
On suppose que bi > 0 et
aTi x > 0;8i = 1; :::;m
Ce problème est appelé Problème dapproximation logarithmique de Tchebychev et
peut être transformé en un programme semi-déni. On transforme alors les contraintes
en





























1CCCA  0; i = 1; :::;m









se traduit par la matrice 2 2 inférieure droite.
En e¤et, pour une matrice 2 2; le fait dêtre semi-dénie positive implique la non-
négativité du déterminant, doù on déduit
aTi x
bi
t  1  0
et nalement linégalité recherchée.
Donc, cet exemple illustre deux points importants. Le premier, il montre que la pro-
grammation semi-dénie inclut beaucoup de problèmes doptimisation qui ne semblent
pas pour la première vue. Et, le second, il montre que le problème est plus général quun
programme linéaire, malgré la proche analogie.
2.5 Méthode de points intérieurs pour résoudre (SDP )
La méthode de points intérieurs est lune des méthodes les plus utilisées et les plus
e¢ caces pour la résolution des problèmes (SDP ); elle est relativement nouvelle et sap-
parente à la méthode projective de Karmarkar pour la programmation linéaire. Derrière
le terme points intérieurs découle trois di¤érents types de méthodes :
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1. Les méthodes a¢ nes.
2. Les méthodes de réduction du potentiel.
3. Les méthodes de trajectoire centrale.
2.5.1 Méthodes a¢ nes
Lidée remonte en 1967 par Dikin [14], Puis reprise et développée par plusieurs cher-
cheurs au milieu des années 80. Il sagit pratiquement de lalgorithme de Karmarkar sans
fonction potentiel et sans transformation projective, on utilise une transformation a¢ ne
et on remplace la contrainte de non négativité par un ellipsoïde qui contient le nouvel
itéré.
Lalgorithme correspondant à cette méthode est dune structure simple, malheureuse-
ment, il nest pas facile de démontrer la polynomialité. À cet égard, on trouve, en 1967
Dikin [14] à prouvé la convergence de la méthode a¢ ne primale sous des hypothèses de
non dégénérescence. Actuellement la convergence pour les méthodes a¢ nes primales ou
duales nest pas prouvée. Par contre, en 1990 Monteiro et al. [30] ont démontré que la
méthode a¢ ne primale-duale est de complexité polynomiale (O(nL2)); où L représente
le nombre de bits requis pour stocker (et traiter) les données.
2.5.2 Méthodes de réduction du potentiel
Ces méthodes sont le fruit direct dune grande partie des études acharnées menées
par plusieurs chercheurs vers la n des années 80. En 1995, Alizadeh [2] a proposé une
méthode projective primale-duale pour résoudre les problèmes de SDP. En 2003, Merikhi
et al. [8] ont fait létude théorique et numérique de lalgorithme proposé par Alizadeh
[3]. En 2007, Merikhi et al. [7] ont proposé une méthode primale réalisable de réduction
du potentiel. Lalgorithme de ces méthodes est basé sur les deux éléments principaux
suivant :
1. La transformation projective.
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2. La réduction de la fonction potentielle primale-duale.
Transformation projective
Dans ces méthodes à chaque itération on utilise la transformation projective Tk qui
nous permet de ramener le problème (SDP ) à une forme réduite plus maniable. En e¤et,
supposons à litération k; quon dispose dune solution strictement réalisable Xk 2 Sn++:
La factorisation de Xk donne une matrice triangulaire inférieure Lk telle que Xk = LkLTk :
Il existe plusieurs choix de Lk par exemple Lk peut être trouvée par la factorisation de




Soit r un entier xé, on dénit la transformation projective comme suit :
Tk : S
n ! Sn  Rr






r + hX 1k ; Xi
; x =
(n+ r)
r + hX 1k ; Xi
er; er = (1; :::; 1)
T 2 Rr
Aussi, la transformation inverse est donnée par :





Sous la transformation Tk; le problème (SDP ) est transformé en un problème de pro-
grammation semi-dénie linéaire (TSDP ). Puis, comme dans la programmation linéaire,
on remplace les contraintes des inégalités X  0 et x  0 de (TSDP ) par la boule du
centre (I; er) et de rayon  avec 0 <  < 1: Donc le problème (TSDP ) devient8>>>>>><>>>>>>:
min[hC;Xi   zkeTr x
r
]




= 0; i = 1; :::;m
trace(X) + eTr x = n+ r
kX   Ik2 + kx  erk2  2 < 1
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où
C = LTkCLk; zk = hC;Xi et Aki = LTkAiLk
Ce problème est un programme mathématique convexe et di¤érentiable, donc les
conditions de K.K.T sont nécessaires et su¢ santes. La solution optimale obtenue est8<: X

= I   Pk
x = (1  pk)er
où
Pk = Vk=(kVkk2 + r2k)
1
















y 2 Rm est la solution du système linéaire symétrique déni positif suivant :
My = d; Mi;j = hAki ; Akj i+
bibj
r
; di =  bizk
r
  hCk; Aki i; i; j = 1; :::;m





Pour tout X; S 2 Sn++ la fonction potentiel primale-duale est dénie par :
 (X;S) = (n+ r) lnhX;Si   ln det(XS)
Suite aux travaux fondateurs de Nesterov et al. [34], la fonction potentiel a reconnu
un regain dintérêt et joue un rôle très important dans le développement des algorithmes
de réduction du potentiel. Les algorithmes correspondants à ces méthodes possèdent une
complexité polynomiale, ils nécessitent O(
p
nj ln "j) itérations pour réduire le saut de
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dualité (hX;Si  " où " est une précision donnée ). (Voir Alizadeh [2]).
2.5.3 Méthodes de trajectoire centrale
Les méthodes de trajectoire centrale primale-duale ont été introduites à la même
époque que les méthodes de réduction du potentiel et pleinement développées au début
des années 90. Elles ont attiré une grande intention de la part des chercheurs dans le
monde entier et elles montrent en général un excellent comportement pratique et théo-
rique (une complexité polynomiale et une convergence super linéaire). On trouve en 1996;
les travaux de Helmberg et al. [17] qui ont proposé un algorithme primal-dual de trajec-
toire centrale pour (SDP ): En 1997; Monteiro [32] a proposé une méthode primale-duale
de trajectoire centrale et a montré la convergence polynomiale de lalgorithme à court
et long pas. En 1999; Ji et al. [18] ont étudié la convergence de la méthode de trajec-
toire centrale de type prédicteur-correcteur. Aussi, Monteiro et al. [33] ont proposé une
méthode primale-duale de trajectoire centrale et ont montré la convergence polynomiale
vers une solution optimale. Ces travaux se poursuivent à ce jour, on trouve ainsi ceux de
Halicka et al. en 2002 [16], qui ont proposé une étude sur la convergence de la méthode de
trajectoire centrale en optimisation semi-dénie. En 2007 Koulaei et al. [24] ont proposé
une extension de lalgorithme de Mehrotra prédicteur-correcteur basé sur la direction de
Nesterov et todd. En 2012; Liu et al. [27] ont présenté un nouveau algorithme de type
correcteur de second ordre pour (SDP ) et ont prouvé la convergence polynomiale de ce
dernier pour la direction de Nesterov et todd.
Les méthodes de trajectoire centrale reposent sur les principes suivants, on associe au
problème initial (SDP ) un problème perturbé (SDP ); puis on applique les conditions
de (KKT ) sur ce problème, on obtient le système non linéaire suivant :8>>><>>>:
trace(AiX) = bi; i = 1; :::;m; X  0Pm
i=1 yiAi + S = C; S  0




 (H1) bF (SDP ) bF (DSDP ) 6= :
 (H2) Les matrices Ai; i = 1; :::;m; sont linéairement indépendantes.
Tels que bF (SDP ) et bF (DSDP ) désigne les ensembles des solutions strictement réa-
lisables de (SDP ) et (DSDP ) respectivement, i.e.,
bF (SDP ) = X 2 Sn++ : AX = b	bF (DSDP ) = (y; S) 2 Rm  Sn++ : Ay + S = C	
Sous les hypothèses (H1) et (H2) ; le système (2:2) admet une solution unique
(X(); y(); S()) pour chaque  > 0
Cette solution sappelle -centre de (SDP ) et (DSDP ): Lensemble des -centres,
avec
 = fX(); y(); S());  > 0g
construit la trajectoire centrale qui converge vers la solution optimale primale-duale de
(SDP ) et (DSDP ) quand  tend vers zéro.
Le système (2:2) doit être résolu par la méthode de Newton, cette dernière consiste à
trouver la direction W = (X;y;S); en résolvant le système linéaire suivant :8>>><>>>:
AX = b; X  0
Ay +S = C; S  0
SX +XS = I  XS;  > 0
(2.3)
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Le nouvel itéré est donné par :
X+ = X +X
y+ = y +y
S+ = S +S
Signalant que la symétrie des itérés X+ et S+ nest pas préservée pour toutes les
directions trouvées dans (2:3); pour cela, plusieurs aménagements ont été proposés par
des chercheurs an de résoudre ce problème. On cite par exemple les travaux de Zhang
[47], Helmberg et al, Kojima et al et Monteiro [4, 17, 23], Alizadeh-Heaberly-Overton [3]
et Nesterov-Todd [41].
Actuellement, plusieurs chercheurs bai et autres [5, 9, 10, 15, 45] ont introduit la
notion des fonctions noyaux pour trouver une classe de directions, à travers laquelle les
auteurs ont pu améliorer la complexité algorithmique de méthodes à court et long-pas.
Dans le chapitre suivant, on présente dune manière détaillée une étude théorique et
numérique sur une méthode de type barrière. Et on mis en uvre dune manière e¤ective
lalgorithme correspondant pour la résolution dun programme semi-déni (SDP ).
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Chapitre 3
Méthode barrière logarithmique via
les fonctions minorantes
3.1 Introduction
Lidée de cette méthode consiste à résoudre SDP avec une nouvelle approche de
barrière logarithmique. Nous utilisons la méthode de Newton pour traiter les équations
perturbées associées pour obtenir une direction de descente. Pour le calcul du pas de
déplacement, on propose une nouvelle variante basée sur la technique des fonctions mino-
rantes, cette idée contribue à la réduction maximale de la complexité de notre algorithme
relativement aux méthodes de recherche linéaire classique (Wolfe, Armijo-Goldestein).




xiAi   C 2 S+n
x 2 Rm
(1)
où S+n désigne le cône des matrices nn symétriques semi-dénies positives et les matrices
C, Ai, avec i = 1; : : : ;m, sont des matrices symétriques données et b 2 Rm.
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Le problème (1) est le dual du problème suivant :8>>><>>>:
maxhC; Y i
hAi; Y i = bi; 8i = 1; : : : ;m
Y 2 S+n
(2)
Nous désignons par hC; Y i ; la trace de la matrice (CTY ). Il est rappelé que h:; :i
correspond à un produit interne sur lespace des matrices Mn.
Leurs ensembles réalisables impliquant un cône convexe non polyèdre, des matrices
semi-dénis positives, sappellent des programmes semi-dénie linéaires.
A priori, un des avantages du problème (1) par rapport au problème (2) est que
largument de la fonction que lon minimise est un vecteur, alors quil est une matrice dans
(2). Dautre part sous des hypothèses convenables, la résolution de (1) est équivalente
à celle de (2) au sens que la solution optimale de lun des deux problèmes se déduit
directement de lautre via le théorème des écarts complémentaires.
Dans tout ce qui suit, nous désignons par :
1. X =

x 2 Rm :
mP
i=1
xiAi   C 2 S+n

; lensemble des solutions réalisables de (1).
2. bX = x 2 Rm : mP
i=1
xiAi   C 2 int (S+n )

; lensemble des solutions strictement réa-
lisables de (1).
3. F = fY 2 S+n : hAi; Y i = bi; 8i = 1; : : : ;mg ; lensemble des solutions réalisables de
(2).
4. bF = fY 2 F : Y 2 int(S+n )g ; lensemble des solutions strictement réalisables de
(2).
Avec int(S+n ) est lensemble des matrices symétriques dénies positives (n n).
Le problème (1) est approximé par le problème (SDP ) suivant :8<: min f(x)x 2 Rm (SDP )
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si x 2 bX
+1 sinon
Pour résoudre (SDP ), on utilise une méthode de descente classique de type Newton.
La di¢ culté au niveau de la recherche linéaire est la présence du déterminant dans la
dénition de f entraine un coût très élevé dans les procédures classiques de la recherche
linéaire. Dans notre approche, au lieu de minimiser f, le long de la direction de descente
d au point courant x, on va minimiser une fonction G telle que :
1

[f(x+ d)  f(x)] = G()  G(); 8 > 0
avec
G(0) = G(0) = 0; G0(0) = G0(0) < 0
G doit être choisie de telle manière que le calcul de  soit facile, et G su¢ samment
proche de G pour donner à chaque itération une décroissance signicative à f. On
propose à ce propos des fonctions G pour lesquelles la solution optimale de  est obtenue
explicitement, la bonne qualité des approximations de G est assurée par la condition
G00(0) = G00(0)
Information brève en programmation linéaire semi-dénie
Dans le reste de notre travail, on admet les hypothèses suivantes :
(A1) Le système déquations hAi; Y i = bi; i = 1; : : : ;m est de rang m.
(A2) Les ensembles bX et bF sont non vides.
On sait alors que (voir [3, 8])
49
1. Les ensembles de solutions optimales de (2) et (1) sont convexes compacts non
vides.
2. Si x est une solution optimale de (1), alors Y est une solution optimale de (2) si et
seulement si :







3. Si Y est une solution optimale de (2), alors x est une solution optimale de (1) si et
seulement si :







Selon les hypothèses (A1) et (A2), la résolution du problème (1) permet dobtenir
celle de (2) et vice versa.
Lavantage principal de (SDP ) réside dans la convexité stricte de sa fonction objec-
tive et son domaine faisable. Par conséquent, les conditions doptimalité sont nécessaires
et su¢ santes. Cela favorise les études théoriques et numériques du problème.
Tout dabord, il est nécessaire de montrer que (SDP ) a au moins une solution opti-
male.
3.2 Existence et unicité de solution optimale de pro-
blème (SDP ) et sa convergence vers le problème
(1)
3.2.1 Existence de solution optimale de problème (SDP )
Premièrement, nous commençons par la dénition suivante :
Dénition 3.2.1 Soit f une fonction dénie de Rm dans R [ f1g, f sappelle inf-
compact si pour tout  > 0, lensemble S(f) = fx 2 Rm : f(x)  g est compact, ce qui
vient notamment dire que son cône de récession est réduit à zéro.
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Comme la fonction f la valeur +1 sur la limite de X et est di¤érentiable sur bX,
elle est inférieure semi-continue. An de prouver que (SDP ) a une solution optimale, il





= fd 2 Rm; (f)1(d)  0g
est réduit à zéro i.e.,
d = 0 si (f)1(d)  0
où (f)1 est déni pour x 2 bX comme
(f)1 (d) = lim!+1

 () =
f (x+ d)  f (x)


Cela nécessite la proposition suivante :
Proposition 8 [11] Si bTd  0 et
mP
i=1
diAi 2 bX alors d = 0.
Comme f est inf-compact, alors il existe au moins une solution optimale du problème
(SDP ).
3.2.2 Problème (SDP ) a une solution optimale unique
Propriétés fondamentales de f
Pour x 2 bX, nous introduisons la matrice positive dénie symétrique B (x) de rang




xiAi   C = L(x)LT (x)
et dénissons, pour i; j = 1; :::;m
bAi(x) = [L(x)] 1Ai[LT (x)] 1
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et
bi(x) = trace( bAi(x)) = trace(AiB 1(x))
ij(x) = trace(B 1(x)AiB 1(x)Aj) = trace( bAi(x) bAj(x))
ainsi, b(x) = (bi(x))i=1;:::;m est un vecteur de Rm et (x) = (ij(x))i;j=1;:::;m est une
matrice symétrique de rang m.
Théorème 3.2.1 [11] La fonction f est deux fois continûment di¤érentiables sur bX.
Plus précisément, pour tout x 2 bX on a
(a) rf(x) = b  b(x).
(b) H = r2f(x) = (x).
(c) La matrice (x) est dénie positive.
Puisque f est strictement convexe, (SDP ) a au plus une solution optimale.
Nous désignons par x ou x () la solution optimale unique de (SDP ).
3.2.3 Comportement de la solution lorsque   ! 0
Dans ce qui suit, nous serons intéressés par le comportement de la valeur optimale et
la solution optimale x () du problème (SDP ). Pour cela, introduisons la fonction




f(x) si  > 0
bTx si  = 0; x 2 X
+1 sinon
Il est facile de vérier que la fonction f est convexe et semi-continue inférieure sur
Rm  R, voir par exemple R. T. Rockafellar [38].
On dénit la fonction m : R! ] 1;+1] par :
m() = inf
x
[f (x; ) : x 2 Rm]
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Cette fonction est convexe. En outre, nous avons m (0) et m () est la valeur optimale
de (SDP ) pour  > 0. Il est clair que pour  > 0, nous obtenons
m() = f(x() = f (x(); )
et
0 = rf(x() = rxf(x(); ) = b  b(x)
Nous sommes maintenant intéressés par la di¤érentiabilité des fonctions m () et x ()
sur (0;+1).
Proposition 9 [11] Les fonctionsm et x sont continûment di¤érentiables sur (0;+1) : On
a pour tout  > 0
(x)x
0()  b(x) = 0
m0() = n+ n ln()  ln det(B(x))
En outre
m(0)  bTx()  m(0) + n
Désignons par SD lensemble des solutions optimales de (1) ; on sait que cet ensemble
est un convexe compact non vide. La distance du point x à SD est dénie par :
d(x; SD) = inf
z
[kx  zk : z 2 SD]
Le résultat suivant concerne le comportement de x () et m() lorsque  ! 0.
Théorème 3.2.2 [11] Lorsque  ! 0; d(x; SD)! 0 et m()! m(0):
Remarque 3.2.1 Nous savons que si lun des problèmes (1) et (2) a une solution opti-
male et les valeurs de leurs fonctions objectives sont égales et nies, lautre problème a
une solution optimale.
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3.3 Direction de descente de Newton et recherche
linéaire
De par La présence de la fonction barrière, le problème (SDP ) peut être considéré
comme sans contraintes. On peut donc le résoudre par une méthode de descente classique.
Comme f prend la valeur +1 sur la frontière de X, alors les itérés x sont dans bX. Ainsi
la méthode que nous proposons est une méthode de points intérieurs.
Soit x 2 bX litéré en cours. Comme direction de descente en x, prenons la direction
de Newton d solution du système linéaire :
r2f(x)d =  rf(x)
En vertu du théorème 3.2.1, le système linéaire est équivalent au système suivant :
(x)d = b(x)  1

b (3)
où b(x) et (x) sont dénies en 3.2.2.
La matrice (x) étant symétrique, dénie positive, le système linéaire (3) peut être
e¢ cacement résolu via la décomposition de Cholesky. Bien évidemment, on admet que
rf(x) 6= 0 (sinon loptimum est atteint). Il sensuit que d 6= 0. La direction d étant
calculée, on cherche  > 0 donnant une décroissance signicative à f sur la demi-droite
x+ d;  > 0, tout en conservant la dénie positivité de la matrice B(x+ d). Ensuite,








bTd  ln det(B(x+ d)) + ln det(B(x))
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Puisque r2[f(x)]d =  rf(x); on a
dTr2f(x)d =  dTrf(x) = dT b(x)  dT b
Pour simplier les notations, on prend
B = B(x) =
mX
i=1




B étant symétrique dénie positive, il existe une matrice triangulaire inférieure L telle
que B = LLt:
Par suite, on pose
E = L 1H(L 1)t
Puisque d 6= 0, lhypothèse (A1) implique que H 6= 0 et alors E 6= 0 (où 0 désigne la
matrice nulle).
Lemme 3.3.1 Soit bt = sup ft : 1 + ti > 0; i = 1; :::; ng

























































btd  ln det (I + E)
mais B = LLt; alors B 1 = (Lt) 1 L 1: Puisque
rf(x) = b  b(x)
on a
bi(x) = trace( bAi(x)) = trace(AiB 1(x))
et r2f(x) d =  rf(x)
donc
dtb = dtrf(x) + dtb(x) (3.3)
En raison du fait que la direction d satisfait




r2f(x) d =  dtrf(x) (3.4)
En remplaçant (3.4) dans (3.3), on obtient
dtb = dtrf(x) + dtb(x) (3.5)
=  dt r2f(x) d+ dtb(x)
=  dt r2f(x) d+ X dttrace(AiB 1(x))
=  dt r2f(x) d+ trace(E)
Puisque d 6= 0, lhypothèse (A1) implique que H 6= 0 et par suite E 6= 0. On a
dt

















Puis, en remplaçant dans (3.5), on trouve
dtb = trace(E)  trace(E2) (3.6)
En prenant compte de cette notation, pour tout  > 0, tel que I + E est dénie
positive, et avec le remplacement de (3.6) dans (3.2), nous donne
G () = 
 
trace(E)  trace(E2)  ln det (I + E) (3.7)








  ln(1 + i) ;  2 [0; b[ (3.8)
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avec b = sup[ : 1 + i > 0 pour tout i = 1; :::; n] = sup[ : x+ d 2 bX] (3.9)
La preuve est complète.
Notons que b = +1 si E est une semi-dénie positive et 0 <  < 1 sinon. Il est






En outre, G() ! +1 lorsque  ! b: Il sensuit, quil existe un point unique opt
tel que G0(opt) = 0, G atteint son minimum en ce point.
Malheureusement, il nexiste pas de formule explicite donnant opt, et la résolution
de léquation G0(opt) = 0 par des méthodes itératives nécessite à chaque itération le
calcul de G et G0. Ces calculs sont trop coûteux du fait que lexpression de G en (3:7)
contient le déterminant qui nest pas facile à calculer et (3:8) nécessite la connaissance
des valeurs propres de E, cest un problème numérique de taille. Ces di¢ cultés nous
ont conduits à chercher dautres alternatives. À partir de la donnée de la matrice E, il














Dans la section 3.4, on protera de ces données pour proposer des bornes inférieures
pour b et des minorantes pour la fonction G. Avant cela, on introduit quelques inégalités
utiles concernant un ensemble de nombres réels positifs dont on connaît la somme et la
somme des carrés.
Le résultat suivant est causé par H. Wolkowicz et al. [46], voir aussi J. P. Crouzeix et





n  1  min
i




n  1  maxi xi  x+ x
p
n  1
Rappelons que, B. Merikhi et al. [11] a proposé quelques inégalités utiles liées au
maximum et au minimum de xi > 0 pour tout i = 1; :::; n.
n ln(x  x
p
n  1)  A 
nX
i=1
ln(xi)  B  n ln(x) (7)
avec
A = (n  1) ln(x+ xp
n  1) + ln(x  x
p
n  1)
B = ln(x+ x
p
n  1) + (n  1) ln(x  xp
n  1)
Tels que x et x sont respectivement, la moyenne et lécart type dune série statistique

















Le calcul de pas de déplacement par des méthodes classiques de recherche linéaire
nest pas souhaitable et en général impossible.
Sur la base de cette proposition, nous donnons dans la section suivante, une nouvelle
notion des fonctions minorantes pour G, qui o¤rent des pas de déplacement à chaque
itération avec une technique simple.
Le¢ cacité de lun à lautre peut être traduite par des tests numériques que nous
présenterons à la n de ce travail.
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3.4 Calcul de pas de déplacement
Revenons aux équations (3.8) et (3.9), notons par  et  la moyenne et lécart type
des i et par kk la norme euclidienne du vecteur . Alors :
kk2 = n(2 + 2) = G00(0) =  G0(0)
et
G() = n  kk2 
nX
i=1
ln(1 + i) (8)
Notre problème consiste à chercher  2 ]0; b[ donnant une décroissance signicative
à la fonction convexe G: Nous avons souligné que le choix le plus naturel,  = opt
où G0(opt) = 0, présente des complications numériques. On peut en revanche trouver
approximativement , mais cette procédure nécessite également plusieurs évaluations de
G et G0. Toutefois, si on utilise une recherche linéaire, il convient de connaître la borne
supérieure b du domaine de G, qui est numériquement di¢ cile à obtenir. On prendra une
borne inférieure de b fournie par la proposition 10.





3.4.1 Première fonction minorante
Cette stratégie, consiste à minimiser des approximations minorantes G de G au lieu
de minimiser G sur [0; b). Pour être e¢ cace, cette approximation doit être simple et
su¢ samment proche de G. Dans notre cas on exige
0 = G(0); kk2 = G00(0) =   G0(0)
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Donc, pour tout xi = 1 + i, i = 1; :::;m, on a x = 1 +  et x = :
En appliquant les inégalités (7), on obtient
nX
i=1

















ln(1 + i)  n  kk2  (n  1) ln(1 + 1)  ln(1 + 1)
Les logarithmes sont bien dénis lorsque  < b avec
b1 =
8<:   11 si 1 < 0+1 sinon
Par substitution de linégalité du précédent dans (8), on en déduit la fonction de
minoration suivante :
G1()  G() pour tout  2 [0; b1[
tel que :
G1() = 1  (n  1) ln(1 + 1)  ln(1 + 1)
avec
1 = n  kk2
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G1 vérie les propriétés suivantes :
G001(0) =   G01(0) = trace(E2) et G1(0) = 0
En outre
G1() < 0; 8 2 [0; b1[
G1 est convexe et admet un minimum unique sur [0; b1[; qui est obtenu en résolvant
léquation
G01() = 0
Chercher les racines  revient à résoudre une équation du deuxième degré de la forme



















b2   c; i = 1; 2
On prend la racine positive.
3.4.2 Deuxième fonction minorante
On peut également penser à dautres fonctions plus simples que G1, qui implique un
seul logarithme.
Pour cela, nous considérons les fonctions du type suivant :
G() =    ln(1 + );  2 [0; [
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Les logarithmes sont bien dénis sur  2 [0; [ ; avec
 = sup[ : 1 +  > 0]
Alors, on a la fonction de minoration suivante :
G2()  G() pour tout  2 [0; b1[
tel que :



















qui vérie la condition suivante :
kk2 = 221 = 21   2 (9)
G2 vérie les propriétés suivantes :
G002(0) =   G02(0) = trace(E2) et G2(0) = 0
En outre
G2() < 0; 8 2 [0; b1[










3.4.3 Troisième fonction minorante
Une autre fonction minorante plus simple que G1 peut être extraite de linégalité






  ln(1 + kk) +
nX
i=1
ln(1 + i)  0
Par remplacement de linégalité précédent dans (8), on obtient
G3()  G()
donc
G3() = 3  ln(1 + 2)
avec
3 =  kk(kk   1) et 2 = kk
G3 vérie les propriétés suivantes :




G3 est convexe et admet un minimum unique; qui est obtenu en résolvant léquation
G03() = 0
qui donne
3 =   (kk   1) 1
Proposition 11 Gi; i = 1; :::; 3, strictement convexe sur  2 [0; [ ;
avec  = min (b; b1). Donc, on a
G3()  G2()  G1()  G(); 8 2 [0; [
Preuve :
La première inégalité est évidente. Linégalité G()  G1() est directement donnée
par linégalité (7).
Maintenant, prouvez que
G2 ()  G1 ()
Considérons la fonction
() = G2 ()  G1 ()






















Parce que v00()  0 et v0(0) = 0, on a v0 ()  0 pour tout  2 [0; b[. Car v0()  0
et v(0) = 0, on a aussi v ()  0 pour tout  2 [0; [. Donc
G2 ()  G1 () ; 8 [0; [
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Ensuite, on prouve que
G3()  G2()
De même, considérons la fonction
w() = G3 ()  G2 ()
Donc, w(0) = w0(0) = 0 et





















Parce que w00 ()  0 et w (0) = w0 (0) = 0, on a w()  0 pour tout  2 [0; [.
Alors G3 ()  G2 () sur  2 [0; [. La preuve est complète.
Rappelons que les fonctions Gi atteignent leur minimum sur un point unique i qui
sont les racines de G0i() = 0. Ainsi, les trois racines sont explicitement calculées, pour









3 =   (kk   1) 1










et c =  kk
2
111
: Ainsi, les trois valeurs i; i = 1; :::; 3 sont
explicitement calculées.
Le calcul de  est approximativement calculé par une procédure dichotomique.
Si  =2 [0; [ alors, prendre  =    ", a = 0 et b = :
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Tant que jb  aj > 10 4 faire
Si G0() < 0 alors
a = 0; b =  et  = a+b
2
Sinon
a = 0; b = b et  = 
Fin tant que.
Ce calcul garantit une meilleure approximation de la minimisation de G() tout en
restant dans le domaine de G.
3.5 Description de lalgorithme
Dans cette section, nous présentons lalgorithme de notre approche pour obtenir une
solution optimale x de notre problème.
Début dalgorithme
Initialisation
Nous devons décider de la stratégie de pas de déplacement. " > 0 est une précision
donnée,  > 0;  > 0 et  2 ]0; 1[ sont des paramètres xes. On démarre avec xk 2 bX et
k = 0.
Itération
1. Prendre B = B(xk) =
mP
i=1
xkiAi   C et L tel que B = LLT .
2. Calculer8>>>>>><>>>>>>:
bAi(xk) = [L(xk)] 1Ai[LT (xk)] 1
b(xk) = trace( bAi(xk))
ij(x
k) = trace( bAi(xk) bAj(xk))
H = (xk)
3. Résoudre le système linéaire Hd = b(x)  b.
4. Calculer E = L 1H(L 1)T , trace(E) et trace(E2).
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5. Prendre la nouvelle itération xk+1 = xk+d: Telle que  est obtenue par lutilisation
de la stratégie de pas de déplacement de Gi; i = 1; :::; 3.
6. Si n > ", alors xk = xk+1;  =  et aller en (1) :
7. Si jbTxk+1   bTxkj > n; alors xk = xk+1 et aller en (1) :
8. Prendre k = k + 1:
9. Stop : xk+1 est une solution optimale approchée de notre problème:
Fin dalgorithme
On sait de ce qui précède, que la solution optimale de (SDP ) est une approximation
de la solution de (1), plus  est proche de zéro plus lapproximation est bonne. Mal-
heureusement quand  sapproche de zéro, le problème (SDP ) devient mal conditionné.
Cest la raison pour laquelle on utilisera au début de litération des valeurs de  pas très
proches de zéro, vériant le test n < ". On peut expliquer la mise à jour de  comme
suit : si x() est une solution exacte de (SDP ), alors
bTx() 2 [m (0) ;m (0) + n]
Il est donc inutile de continuer le calcul des itérés quand jbTx  bT xj  n: Pour ,
on peut considérer les valeurs 1; 2,  = 0:125:
Le pas de déplacement  sera déterminé par la recherche linéaire classique du type
Armijo-Goldstein-Price ou par lune des trois précédentes stratégies.
Dans la section suivante, nous présentons des tests numériques comparatifs pour prou-
ver le¢ cacité de notre approche par rapport à la méthode de la recherche linéaire clas-
sique.
3.6 Tests numériques
Les exemples suivants sont tirés de la littérature voir par exemple [7, 11, 20] et mis en
uvre dans MATLABR2013a sur Pentium (R). Nous avons pris " = 1:0e 006;  = 0:125
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et deux valeurs de ,  = 1 ou  = 2.
Dans le tableau des résultats, (exp (m;n)) représente la taille de lexemple, (Itrat)
représente le nombre ditérations nécessaires pour obtenir une solution optimale, (Temp)
représente le temps de calcul en secondes (s), (LS) représente la recherche de la ligne
classique de la méthode Armijo-Goldstein et (St i) représente la stratégie qui utilise les
fonctions de minoration, Gi, avec i = 1; :::; 3.




xiAi   C 2 S+n
x 2 Rm
3.6.1 Exemples à taille xe
Dans les exemples suivants, diag(x) est la matrice diagonale nn avec les composantes
de x entrées diagonales.
Exemple 1 :
C = diag( 5; 8; 8; 5);
A4 = diag (1; 1; 1; 1) et les matrices Ak; k = 1; :::; 3, sont dénis comme suit :
Ak[i; j] =
8>>><>>>:
1 si i = j = k ou i = j = k + 1
 1 si i = k; j = k + 1 ou i = k + 1; j = k
0 sinon
b = (1; 1; 1; 2)T :
Nous commençons par un point initial x0 = (1:5; 1:5; 1:5; 1:5)T :
Exemple 2 :
C = diag( 4; 2; 2; 0; 0; 0);
A1 = diag(1; 1; 1; 1; 0; 0);
A2 = diag(1; 1; 1; 0; 1; 0);
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A3 = diag(2; 2; 1; 0; 0; 1);
b = (6; 2; 4)T :
Nous commençons par un point initial x0 = (0:5; 1; 1)T :
Exemple 3 :
C = diag( 4; 5; 0; 0; 0)T ;
A1 = diag(2; 1; 1; 0; 0)
T ;
A2 = diag(1; 2; 0; 1; 0)
T ;
A3 = diag(0; 1; 0; 0; 1)
T ;
b = (8; 7; 3)T :
Nous commençons par un point initial x0 = ( 2; 1; 2)T :
Exemple 4 :
C = diag( 4; 5; 1; 3; 5; 8; 0; 0; 0; 0; 0; 0)T ;
A1 = diag(1; 0; 4; 3; 1; 1; 1; 0; 0; 0; 0; 0)T ;
A2 = diag(5; 3; 1; 0; 1; 3; 0; 1; 0; 0; 0; 0)T ;
A3 = diag(4; 5; 3; 3; 4; 1; 0; 0; 1; 0; 0; 0)
T ;
A4 = diag(0; 1; 0; 2; 1; 5; 0; 0; 0; 1; 0; 0)T ;
A5 = diag( 2; 1; 1; 1; 2; 2; 0; 0; 0; 0; 1; 0)T ;
A6 = diag(2; 3; 2; 1; 4; 5; 0; 0; 0; 0; 0; 1)T :
b = (1; 4; 4; 5; 7; 5)T :














Le tableau suivant reprend les résultats obtenus :
exp (m;n) St 1 St 2 St3 LS
Itrat Temp Itrat Temp Itrat Temp Itrat Temp
exp 1(4; 4) 3 0.012 3 0.014 4 0.19 5 0.25
exp 2(3; 6) 1 0.0016 1 0.0022 2 0.0065 7 0.36
exp 3(3; 5) 1 0.0027 1 0.0056 3 0.081 10 0.87
exp 4(6; 12) 1 0.0037 1 0.0078 1 0.0081 10 0.87
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3.6.2 Exemples à taille variable
Exemple 1 : (Exemple Cube)
n = 2m, C est la matrice didentité de rang n, b = (2; :::; 2)T 2 Rm; a 2 R et les
entrées du n n matrices Ak; k = 1; : : : ;m; sont données par :
Ak[i; j] =
8>>>>>>>>><>>>>>>>>>:
1 si i = j = k ou i = j = k +m
a2 si i = j = k + 1 ou i = j = k +m+ 1
 a si i = k; j = k + 1 ou i = k +m; j = k +m+ 1
 a si i = k + 1; j = k ou i = k +m+ 1; j = k +m
0 sinon
Test 1 : a = 0 et C =  I:
On sait que le vecteur x = (1; :::; 1)T 2 Rm est la solution optimale.
Nous commençons par un point initial x0 = (1:5; :::; 1:5)T 2 Rm.
Le tableau suivant reprend les résultats obtenus :
Taille(m;n) St 1 St 2 St 3 LS
Itrat Temp Itrat Temp Itrat Temp Itrat Temp
(50; 100) 1 16 1 17 1 39 dvg
(100; 200) 1 89 1 104 1 192 dvg
(200; 400) 1 473 1 545 1 594 dvg
dvg signie que lalgorithme ne se termine pas dans un temps ni.
Les résultats de ces tests montrent que LS ne rivalise pas avec St 1, St 2 et St 3. Dans
les prochains tests, nous continuons uniquement avec St 1, St 2 et St 3.
Test 2 : a = 1 et C =  I:
Nous commençons par un point initial x0 = (1:5; 1:5; :::; 1:5)T 2 Rm.
Le tableau suivant reprend les résultats obtenus :
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Taille(m;n) St 1 St 2 St 3
Itrat Temp Itrat Time Itrat Temp
(50; 100) 1 19 1 19 2 51
(100; 200) 1 91 1 102 2 217
(200; 400) 1 235 1 490 2 612
Test 3 : a = 2 et C =  I.







Le tableau suivant reprend les résultats obtenus :
Taille(m;n) St 1 St 2 St 3
Itrat Temp Itrat Temp Itrat Temp
(50; 100) 1 16 1 18 2 24
(100; 200) 1 72 1 114 2 325
(200; 400) 1 258 1 435 3 723
Test 4 : a = 5 et C =  2I.
Nous commençons par un point initial x0 = (0; 0; :::; 0)T 2 Rm.
Le tableau suivant reprend les résultats obtenus :
Taille (m;n) St 1 St 2 St 3
Itrat Temp Itrat Temp Itrat Temp
(50; 100) 1 19 1 23 2 86
(100; 200) 1 83 1 154 3 425
(200; 400) 1 318 1 525 3 793
Exemple 2 :
C =  I, bK = 1 et Ak; k = 1; :::;m; sont dénis comme suit :
Ak[i; j] =
8>>><>>>:
1 si i = j = k
1 si i = j et i = k +m
0 sinon
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Nous commençons par un point initial x0 = (1:5; :::; 1:5; 0:5)T .
Le tableau suivant reprend les résultats obtenus :
Taille(m;n) St 1 St 2 St 3
Itrat Temp Itrat Temp Itrat Temp
(50; 100) 1 17 1 17 2 25
(100; 200) 1 35 1 89 2 354
(200; 400) 1 223 1 234 2 565
3.6.3 Commentaires
À travers les tests numériques quon a réalisés sur des exemples de di¤érentes dimen-
sions, on remarque que les résultats montrent limportance de notre approche barrière,
exprimée par une réduction signicative du nombre ditérations et du temps de calcul.




Dans notre travail, on est arrivé aux deux résultats suivants :
1. La di¢ culté de la présence du ln (det) dans la fonction perturbé a été surmonté, et
ce, en remplaçant la somme de valeurs propre par la trace de E et la somme des
carrées par la trace de E2.
2. Réduire la complexité de notre algorithme et ce introduisant la nouvelle technique
des fonctions minorantes, les tests numériques e¤ectués montrent clairement le¢ -
cacité de notre approche.
Laspect numérique peut être poussé à un niveau de performance très appréciable
pour la pratique.
La technique des fonctions minorantes pour déterminer le pas de déplacement dans la
direction de descente est une alternative très able qui est conrmée comme la technique
de choix pour la programmation semi-dénie (SDP) et dautres classes de problèmes
doptimisation : programmation linéaire (LP) et programmation non linéaire (PNL )...
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 صخلم 
        لوانتت هذه ةحورطلأا ةسارد ةلأسم ةجمربلا فصن ةفرعملا ةيطخلا عم هلكشم ةجمربلا هبش ةفرعملا اديدحتو اهلح 
ةقيرطب طقنلا ةيلخادلا .نإ باسحلا يداصتقلاا ةوطخل لاقتنلاا بعلي ارود اماه يف كولس ةيمزراوخلا اذهلو لوانتت ههذ 
اةحورطلأ ةسارد ةلأسم  ةجمربلافصن ةفرعملا ةيطخلا ةقيرط اديدحتو زجاحلا يمتيراغوللا ثيح انقرطت ثحبلاب لإى 
بناجلا يرظنلا يمزراوخلاو .جاردلإ ناكو لاودلا ةيدحلا باسحل تاوطخلا جئاتن ةلاعف يف ليلقت ةفلك تايلمعلا حلاةيباس 
ةنراقم قرطب ثحبلا لاةيكيسلاكلا ةيطخ. 
       براجتلا ةيددعلا يتلا انمق اهب هعجشم ونيبت ةيلاعف .ةحرتقملا انتقيرط  





     Dans cette thèse, on traite le problème de programmation semi-définie (SDP). En 
particulier, on s'intéresse aux performances d’une méthode de points intérieurs qui le résout. 
En effet, le calcul économique du pas de déplacement joue un rôle important dans le 
comportement de l’algorithme. Dans ce sens, Nous proposons dans cette thèse une approche, 
barrière logarithmique dans laquelle, on introduit une procédure originale pour le calcul du 
pas de déplacement basée sur les fonctions minorantes : On obtient une approximation 
explicite entrainant une décroissance signifiante de l'objectif, de plus elle est économique et 
robuste, contrairement aux méthodes classiques de recherche linéaire. 
    Les expérimentations numériques que nous avons effectués sont encourageantes et 
mettent en évidence les performances de notre approche. 
Mots clés : Programmation semi-définie, méthode de points intérieurs, méthode barrière                   
                     logarithmique, méthodes de recherche linéaire. 
 





     In this thesis, we deal with the linear semidefinite programming problem. In particular, we 
are interested in the performance of a method of interior points, which solves it. Indeed, the 
economic calculation of the displacement pitch plays an important role in the behavior of the 
algorithm. In this sense, we propose in this thesis an approach, logarithmic barrier in which, it 
introduces an original procedure for the calculation of the no displacement based on the 
minorants functions: one obtains an explicit approximation causing a significant decay of the 
objective, the more it is economic and robust, unlike conventional methods of linear search. 
   The numerical experiments we have carried out are encouraging and highlight the 
performance of our approach. 
Key words: Semidefinite programming, interior point methods, logarithmic barrier methods, 
                      line search methods. 
 
