The advent of molecular markers has created a great potential for the understanding of quantitative inheritance, in plants as well as in animals. Taking the newly available data into account, biometrical models have been constructed for the mapping of quantitative trait loci (QTLs). In current approaches, the lack of knowledge on the number and location of most important QTLs contributing to a trait is a major problem. In this paper, we utilize reversible jump Markov chain Monte Carlo (MCMC) methodology (Green 1995) in order to compute the posterior quantities required for fully Bayesian inference. It yields posterior densities not only for the parameters, given the number of QTL, but also for the number of QTL itself. As an example, the algorithm is applied to simulated data, according to a standard design in plant breeding.
INTRODUCTION
Many important features in plants and animals, such as yield or quality measures, are complex, quantitatively inherited traits. Since the rst report on the use of phenotypic markers for understanding quantitative inheritance (Sax (1923) ), the eld of marker systems developed rapidly, especially after the advent of molecular markers (see Tanksley (1993) for a review). Simultaneously, biometrical models have been developed to localize and characterize QTLs. The early methods were based on the assumption of at most one QTL contributing to a trait (e.g. Lander and Botstein 1989; Knapp et al. (1989) ). The de ciencies of such methods in the presence of many contributing QTLs are obvious. Knapp (1991) , Haley and Knott (1992) , and Martinez and Curnow (1992) developed approximate methods to map several QTLs. Jansen (1992) proposed a general mixture model for multiple QTL; multiple regression models are used as well (Cowen 1989 , Stam 1991 . Recently hybrid methods, combining the one-QTL mixture model (Lander and Botstein 1989) with multiple regression were proposed (Jansen 1993; Zeng 1993 Zeng , 1994 Jansen and Stam 1994; Jansen 1994) . These methods use covariates to correct for neighbouring QTLs and reduce error variation. They provide point estimates for numbers, locations and e ects of QTL; approximate critical values for signi cance tests and inference on the parameters have to be established using simulation/bootstrapping methods. A regression approach to the joint mapping of QTLs has also been proposed (Wu and Li, 1994 , 1996a , 1996b , which also allows for models containing di erent numbers of QTLs to be compared. Our approach incorporates the unknown number of QTL into the model as a parameter, and gives a Bayesian solution, using a reversible jump MCMC algorithm.
Bayesian inference for the data and model described above is complicated considerably by the fact that the number of QTLs is unknown. Essentially, the parameter space is the product of spaces of di erent dimensions, and conventional analysis techniques cannot be implemented. Fortunately, reversible jump Markov chain Monte Carlo (MCMC) algorithms (see, for example, Green (1995) ) have been designed speci cally for such problems. These algorithms combine conventional MCMC steps with Metropolis-type jumps between the di erent parameter spaces.
The structure of this paper is as follows: in section 2, we introduce the notation necessary to formulate the QTL mapping problem; in section 3, we give a general description of the reversible jump MCMC algorithm, and consider aspects relating to QTL mapping; in section 4, we present the analyses of simulated data, and make reference to issues such as convergence of the Markov chain and the presentation of results for multi-model problems.
QTL mapping
Many di erent breeding schemes may be used when studying the in uence of genotype on quantitative traits. Very often in plant breeding, o spring of two recombinant inbred parents is used. As an example here we use F 2 individuals for genotyping and for determining the trait (F 2 /F 2 breeding scheme). More general schemes as described in Fisch et al. (1996) t into the present algorithm analogously.
Notation
Consider a single diallelic (marker) gene at a speci ed locus on a given chromosome having alleles A and a with codominance (so that all three genotypes are identi able). The F 2 /F 2 breeding scheme proceeds as follows; rst, isolate homozygous parents AA and aa which produce entirely heterozygous Aa progeny in the rst lial (F 1 ) generation. Then intercross the Aa o spring to produce second lial F 2 generation progeny. For two or more loci, the F 1 generation is heterozygous at every locus, and the F 2 generation is either homo-or heterozygous at every locus. Recombination events preclude the straightforward calculation of probabilities of the F 2 genotypes; due to linkage, adjacent markers on a given chromosome are more likely to be transferred between the two generations than are distant markers. The probability of obtaining any given sequence of genotypes in the F 2 generation, given the genotypes in the two F 1 \parents" and the vector of recombination fractions, can be computed. The data thus consist of genotype data for the F 2 generation individuals for a xed number of (marker) genes at known loci on possibly a number of chromosomes. Let g ijk = (g ijk1 ; g ijk2 ) denote the genotype at locus k on chromosome j for individual i, with i = 1; ::; I, j = 1; ::; J, and k = 1; ::; K j . In the example described above, therefore, g ijk can take the value aa, Aa or AA, coded 0,1, and 2 respectively. Now, consider the presence of QTL genes in the genotype, and their in uence on the quantitative trait concerned. Let p denote the number of QTLs in the model, and let y i denote the observed quantitative trait value for individual i. Let q i1 (p) ; ::; q ip (p) denote the QTL genotypes at the p QTLs for individual i (note that the QTLs are also assumed diallelic). A simple model relating the QTL genotypes to y i is as follows; y i = + i1 + ::: + ip + i ;
where i1 ; ::; ip are constant but unknown QTL e ects depending only on the genotypes at the p QTL genes for individual i, is an overall mean response, and i is an N(0, 2 ) random error term. It is to be assumed that, for l = 1; ::p,
so that the mean response depends on the QTL e ects additively across loci, and the e ect of a heterozygous genotype on the mean response di ers from that of a homozygous genotype. The locations of the marker genes on each chromosome are known a priori, but the QTL locations are unknown. The QTL locations are parameterized in the following way. Recall that K j denotes the number of markers on chromosome j. Then the QTL locations (in the model assuming p QTLs) can be represented as ( l (p) ; l (p) ) for l = 1; ::; p, with l (p) taking the values 1,..,J denoting the chromosome and l (p) taking the values 1,...,K j ? 1, denoting the chromosomal position, so that the lth QTL lies on chromosome l (p) between markers l (p) and l (p) +1 -we assume that the marker loci are su ciently proximate to each other, and thus the model that assumes at most one QTL in any interval between markers is acceptable. In addition, let the precise location of the lth QTL be parameterized by recombination fraction l (p) , which is a function of the genetic distances between the QTL and the anking loci -only one recombination fraction per QTL needs to be speci ed, as, given the inter-marker locus distance/recombination fraction, the recombination fractions between a QTL and its anking markers is uniquely determined by one parameter. Thus, conditional on there being p QTLs, the response is a function of the p QTL locations, the Ip QTL genotypes (p per individual), p recombination fractions, 2p QTL e ect parameters, the overall mean, and the noise variance. ; ::; q p (p) ), and g i = (g ijk : j = 1; :::; J; k = 1; :::; K j ). The internal product is the likelihood of the marker and QTL genotypes for individual i, incorporated into the likelihood (rather than prior) for convenience.
Likelihood calculations
The rst term in the product in (3) corresponds to the response for individual i, and given the conditional independence assumptions, the terms in the y i s can be factored out, giving a term proportional to 
The internal product in (3) is a complex function of the marker and QTL genotypes, and the various recombination fractions. Consider the F 2 /F 2 scheme with a single chromosome and two marker loci (that is, J = 1 and K 1 = 2) with the recombination fraction for the two marker genes denoted . For the two marker genes, the observed genotypes g 11 and g 12 take the value aa (0), Aa (1), or AA (2); if a QTL q 1 is present (with associated recombination fraction (1) < ), its genotype is also one of these types. Thus, conditional on (and (1) ) the joint probability of g 11 and g 12 (and q 1 ) is a simple function of (and (1) ). Equation (3) de nes a likelihood for genotype data in terms of the unknown parameters, conditional on a given number p of QTLs. However, in practice, the number of QTLs is unknown, and thus the number of parameters and the dimension of the model, is unknown. This is an insurmountable problem if conventional Bayesian computation techniques are considered. Fortunately, recent developments in MCMC strategies have allowed full Bayesian inference to be carried out.
3 Reversible Jump MCMC Conventional versions of MCMC algorithms (Hastings-Metropolis, Gibbs Sampler etc.) have been widely implemented in inference problems. A relatively recent development (Green (1995) ) is the idea of a reversible jump MCMC algorithm that allows posterior samples to be collected from a posterior distribution on the space that is the union of spaces in di erent dimensions. This is achieved by running a Metropolis-type algorithm that caters for moves of di erent types, including \birth" and \death" steps that allow transitions from the "current" model (dimension p, say) to models in higher (p + 1) and lower (p ? 1) dimensions. In the QTL mapping example, this might correspond to moving from a model having p QTLs to one having p+1 or p?1 QTLs. The acceptance probability for the \birth" or \death" steps must be carefully calculated -refer to Green (1995) for details -to ensure that the correct equilibrium distribution is reached. For example, using generic notation, consider a model in d dimensions having parameters (d) , as part of a \supra" model having parameter space that is the union of spaces indexed by d. Speci ; u 2 ) de ning the Jacobian which is the nal term in (4). We give relevant forms of these transition densities for the QTL mapping problem in section 3.1.
Reversible jump MCMC seems a natural way to perform Bayesian analysis when the dimension of the model is a priori unknown.
Bayesian inference in the QTL mapping problem
To implement the reversible jump MCMC algorithm described in the previous section in the QTL mapping problem, six move types are proposed. Recall that, at any stage, the model comprises the following parameters; the number of QTLs, p, the QTL genotypes q il 3.1.1 Move 1: Change genotypes at a single QTL Conditional on the other parameters, the QTL genotypes at a particular QTL for each individual are independent and therefore may be updated in parallel. We proceed as follows. Choose a QTL, l say, uniformly on f1; :::; pg. For a given breeding scheme, the conditional distribution of q il (p) is a discrete distribution over the possible genotypes, with the probability mass for each genotype proportional to a product of two terms. The rst is a squared term derived from (4) representing delity to the appropriate response datum. The second is the conditional probability of the genotype given the anking genotype data. For example, for the F 2 /F 2 scheme, recall the q il (p) takes values 0,1, or 2, as described in section 2.1. Thus, the conditional distribution of q il (p) given the other parameters is given by
(6) where (p) il = + P p k6 =l ik , G il are the relevant anking genotypes, r l is the recombination fraction between the anking markers, (p) l is the recombination fraction between the pth QTL and the anking markers, and the conditional probabilities Pr n q il (p) jG il ; r l ; (p) l o are given in table 1 -see Fisch et al: (1996) for details of calculation of these conditional probabilities, or the conditional probabilities for other breeding schemes. Sampling from the conditional distribution de ned by (6) is achieved by cdf inversion.
Move 2: Change a recombination fraction for a single QTL
The p recombination fractions are (a posteriori) conditionally independent given the marker and QTL genotypes and the other parameters and may also be updated in parallel. First, we choose a QTL, l say, uniformly on f1; :::; pg. The conditional posterior density for l (p) is a function of the QTL genotypes and anking marker genotypes G il for the lth QTL, and r l . ); (7) where p ( l (p) ) is the prior density for this parameter evaluated at l (p) , which may be sampled using rejection sampling, or a Metropolis-Hastings step.
3.1.3 Move 3: Change a mean level for a single QTL The conditional posterior density for l (p) or l (p) is a Normal density with mean and standard deviation derived directly from the product of (4) across individuals, and a prior density. Speci cally, the conditional posterior density for l (p) is Normal with mean P n i=1 sign(y i ? (p) il ) n with sign(t) = t if q il , with the summation being over the subset of n individuals for which q il 
Move 5: Birth -Add a QTL at a new location
In order to add a QTL at a new location, we must sample new location parameters, a new recombination fraction, new mean parameters for the new QTL, and new QTL genotypes for each of the I individuals as follows. First, we sample a (chromosome, interval) pair with equal probability over the presently \unoccupied" intervals. Then we sample a new recombination fraction randomly for the newly selected interval, with some probability (say Beta) density. Thirdly, we sample new QTL e ect levels from the prior densities N(0, 2 ) and N(0, 2 ). Finally, we sample new QTL genotypes for the proposed QTL site for each of the I individuals, randomly, with pre-xed probabilities. We then calculate the acceptance probability in (5), and carry out a Metropolis step, either accepting the step and moving to a model having p + 1 QTLs, or rejecting the step, and remaining in the model having p QTLs. An algorithm for generating the necessary candidate quantities, and the acceptance probability, for the birth step proposal is given in section 3.2 below.
3.1.6 Move 6: Death -Remove a QTL at a single location
In order to remove a QTL, we select one of the p QTLs uniformly from 1; :::; p, and calculate the relevant acceptance probability for a Metropolis step, as above. In the Metropolis step, the jump is either made to the p ? 1 QTL model, or the jump is rejected. The form of the acceptance probability is discussed in section 3.3.
The move type is selected at any iteration in the way similar to that suggested by Green (1995) , in that the probabilities of choosing the birth or death step from the model with p QTLs are determined by considering a simpler Metropolis algorithm for the number of QTLs alone. Let m p;t denote the probability of selecting the tth move type (t = 1; :::; 6), given that the current model has p QTLs. Essentially, we ensure that m p;5 P(p) = m p+1;6 P(p + 1), where P(p) is the prior probability of the model with p QTLs determining m p;5 up to proportionality, and then choose m p;5 so that the probability of attempting a change in dimension, that is m p;5 + m p+1;6 , is high, say 0.9. We nd that such an approach works well in practice.
3.2 The Birth step: generation and acceptance probability
The sequence of generation of candidate values necessary to produce a proposal for the (Metropolis) birth step is achieved using the following algorithm;
The algorithm
For clarity of notation, and where necessary, we denote the current values of the various parameters in the chain with subscript t, and the candidate values of the parameters with subscript t + 1.
STEP 1 Choose a candidate QTL (chromosome, interval) pair ( t+1 ; t+1 ) with equal probability from the unoccupied intervals.
STEP 2 Sample a recombination fraction t+1 randomly with probability density h from the interval (0; r t+1 ), where r t+1 is the ( xed) recombination fraction in the \candidate" interval. STEP 4 Sample QTL genotypes q i(t+1) ; i = 1; :::; I for the I individuals, with prexed probabilities for each candidate locus for each of the three genotype possibilities described by probability mass function H.
3.2.2 The acceptance probability Equation (5) explains in generic notation how to calculate the acceptance probability for a reversible jump MCMC. In oder to calculate the acceptance probability for the birth step, when a jump is made from a p QTL model to a p+1 QTL model, the \reverse" jump from a p + 1 QTL model to a p QTL model must be considered. As for conventional Metropolis-Hastings algorithms, the acceptance probability is a function involving a ratio of target distributions, and a ratio of transition probabilities, each evaluated at current and candidate points of the chain.
The terms that appear in (5) where the rst term is the ratio of posteriors evaluated at the candidate and current points, the second term is the ratio of transition probabilities for the Metropolis step being considered, and the third term is the Jacobian of the transformation from current to candidate parameters -see Green (1995) 
which is the product of the candidate genotype generating probabilities. Also in (8), p ( t+1 ) is the prior density value, and h ( t+1 ) the candidate generating density value, for the candidate recombination fraction. Finally, P(n) is the prior probability for the model having n QTLs, and K tot = P J j=1 (K j ? 1) is the total number of potential QTL intervals. The terms in (8) are justi ed as follows. First, S p+1 and S p are the response based likelihood terms, assuming p + 1 and p QTLs respectively, and thus the rst term is merely a likelihood ratio. Secondly, L q(t+1) is the genotype based likelihood term, obtained by taking the ratio of the entire (marker and QTL) genotype data for the p + 1 QTL model to the same quantity for the p QTL model. This reduces to a product of terms involving only the candidate genotypes at the candidate QTL conditional on their anking marker genotypes, that is, probabilities such as those in table 1. H q(t+1) is a similar quantity computed from the genotype candidate generating probability distribution. Therefore, the numerator in the second ratio of terms appears as part of the likehood due to the genotype data, and the denominator enters as part of the transition probability.
The third term is the ratio of the the prior density to the candidate generating density for the recombination fraction, evaluated at the candidate value t+1 . Again, the numerator in this ratio of terms appears as part of the joint posterior density, and the denominator enters as part of the transition probability.
The next term is the ratio of prior probabilities for the two models, which appears as part of the ratio of target posterior densities.
In the term 1=(p + 1)
the denominator is the probability of selecting the new QTL location from the \empty" locations on the J chromosomes, and the numerator is the probability of selecting one of the existing p + 1 QTLs for the corresponding death step. The last term is the ratio of the two move types for a given p. Both the nal two terms appear as part of the transition probability ratio. Note that, as the candidate QTL e ect parameters are generated from their prior distributions, all relevant terms cancel in the calculation of the transition probability. Note also that, here, the Jacobian is 1.
The Death step: generation and acceptance probability
The death step is more straightforwardly implemented, as it only involves choosing one of the p current QTLs at random, and attempting a move to the corresponding p ? 1 QTL model. The death step move is thus implemented by choosing one of the p current QTLs with equal probability. The acceptance probability for the death step is therefore given by Suppose that the lth QTL, with associated recombination fraction l , is selected in this way. Then, following (5), the acceptance probability for the Metropolis death step as described in section 3.1.6 is the minimum of 1 and 
In (9), S p and S p?1 are the response based likelihood terms for the models with p QTLs, and with the lth QTL removed, respectively, and
Pr fq il jG il ; r l ; l )g is the likelihood contribution of the QTL genotypes for the lth QTL, and and H ql = Q I i=1 H(q il ) is the joint probability of the QTL genotypes for each individual at the lth QTL under the distribution H. The acceptance probability in (9) is essentially the term in (8) inverted, with suitable changes of sub and superscripts.
We are free to choose the candidate generating densities for the recombination fractions h , and for the new QTL genotypes H, and would like to encourage the chain to jump between models of di erent dimension. The crucial term in (8) and (9) is the one denoted by L, the conditional probabilities of the candidate or selected QTL genotypes given the anking marker genotypes. Thus, consider the birth step. L q(t+1) will be \large" if the candidate QTL is positioned near either of the anking markers, and, for each individual, the candidate genotypes take the same value as one of the anking markers with high probability. Therefore, we choose t+1 from a Beta(0.1,0.1) density constrained to the appropriate range, and the q i(t+1) ; i = 1; :::; I with probability 0.475 on the two anking marker types, and 0.05 distributed equally over the three possible types. This ensures a high probability of moving to the model of di erent dimension.
The reversible jump MCMC algorithm can be implemented using the moves described above, from a randomly chosen starting con guration. The number of iterations for which the chain is in the states corresponding to the various numbers of QTLs may be stored, and used as a representation for the posterior distribution on the number of QTLs. We may then look, conditionally on the number of QTLs, at the distribution over QTL locations, and, for the modal QTL con guration, at the posterior samples for the other parameters.
Analysis of simulated data
The reversible jump algorithm is to be illustrated in the analysis of simulated data. First, the data were generated using the following genome model; the genome was assumed to have J = 10 chromosomes of length 200cM (centiMorgans), and K j = 11; j = 1; :::; 10 markers were assumed to be placed on each chromosome, 20cM apart. Eight QTLs were placed on chromosomes 1, 6, 8 and 9, with di erent QTL e ect parameters for each -the model is described in detail in table 2. The signal to noise ratio was set to a value corresponding to a heritability of about 50 %, that is, about half of the total variability in the response variable was due to the e ect of the eight QTLs. 200 replicate genomes were generated using this QTL model. The data were generated using the QTL Cartographer program (Basten et al: 1994 (Basten et al: , 1997 ).
Prior speci cation
In the MCMC analyses, the prior on the number of QTLs was xed for illustration to be Poisson with mean 4, restricted to the range 0,...,20. Various values for  the prior variances   2   and   2 were used, and their varying e ect noted. Broadly, we expect an increase in the prior variances to reduce the number of QTLs needed to explain the variation in the data, and by varying these parameters, we hope to be able to identify the signi cant QTLs; any locus that has high posterior probability of being a QTL for a range of values of the prior variances can be regarded as in uential.
In a real data analysis, speci cation of the prior variances must be considered in relation to the context -2 and 2 are directly interpretable in terms of the response variable, the potential number of QTLs, and the breeding scheme. For example, it seems reasonable to set 2 = 2 = 2 unless there is prior information to the contrary. Now, suppose that the overall expected variance in the response data (about the data mean) is V . In an F 2 /F 2 breeding scheme, we expect the QTL genotypes aa, Aa, and AA to appear with probabilities 0.25:0.5:0.25, thus we expect a variance of ( One referee has suggested that, due to this interpretation, we should have a dependent prior structure for p and the e ects parameters; for example, as p increases, 2 should decrease. This seems a very sensible suggestion, and seems readily implementable as any calculation in the reversible jump MCMC is performed conditional on p; conditional on a model with p QTLs, we could replace the xed prior variance 2 by 2 =p say, or any decreasing function in p. We are currently investigating such a dependent prior speci cation.
Here, we perform three illustrative analyses, with 2 = 2 = 1.0, 4.0, and 16.0, and study the posterior samples obtained. In conjunction with the prior for the number of QTLs, this model corresponds to a prior belief that there is a variation of up approximately 64.0 in the response variable due to the QTLs. These values were chosen as the total genetic variation in the data set was calculated to be around 40.0.
Analysis Results
The approximate posterior distributions on the number of QTLs in the three cases are presented in table 3. It is evident that the data support a model having three QTLs most strongly, given the prior speci cation. Note that increasing the prior variances has the general e ect of increasing the variance of the estimated posterior distribution on the number of QTLs. The highest posterior probability QTL locations conditional on p for 2 = 2 = 4:0 are presented in table 4. A pattern emerges, in that loci favoured in a model of a given dimension are also favoured in models of higher dimension.
We also observe that, frequently, adjacent or closely proximate intervals (for example (1,2) and (1,3), or (1,2) and (1,4)) are favoured a posteriori; this is understandable if we recall that the inter-marker intervals are actually proxies for the underlying chromosomal continuum. This phenomenon, which we term \ghosting", is a genuine feature of the posterior, and thus we could tailor the MCMC algorithm to acknowledge its presence accordingly. For example, new birth move types could be used, in which, rather than choosing a candidate QTL interval at random from the remaining unoccupied intervals, an interval that is adjacent to one containing a QTL could be selected. The acceptance probability for such a move di ers from (8) only in a minor fashion.
The analysis results are presented graphically in gures 1 and 2. Figure 2 depicts posterior samples for recombination fractions and e ects parameters conditional on p = 3 and loci denoted (1,3), (7,6) and (8,4); these three loci are selected as they clearly represent di erent QTLs, whereas the higher probability combinations of loci might be misrepresentative due to ghosting. Overall, the model with p = 3 QTLs is the most probable in light of the data and the prior speci cations, and, comparison to the simulation model indicates that signi cant aspects of the \true" model have been successfully recovered. However, some of the less in uential QTLs (with smaller e ect parameters) have been excluded -this is perhaps a desirable feature of the full Bayesian analysis -and the (7,6) locus is a false positive. The inclusion of a false positive locus is slightly more worrying, but it is certainly supported by the data.
For comparison, the simulated data set was analysed using the QTL Cartographer package; QTL Cartographer model 6 is used, that is, using composite interval mapping with a maximum of six markers to control for background, none of them in a window of plus or minus 30cM of the actual marker pair (for details, see Basten et. al. (1997) , p54) ; the results are presented in table 5. The results are consistent with the results of the reversible jump MCMC analysis; note that the false positive (7,6) locus is again included. However, the MCMC analysis provides signi cantly more useful information. First, and most importantly, our analysis can provide a complete posterior summary of the distribution of the number of QTLs, their location, and the associated QTL e ects. Secondly, by varying the prior variance on, say, the QTL e ects, an investigation into which QTLs are most signi cant can be implemented. Finally, it is known that tting a model with a single QTL on a chromosome where several QTL actually exist leads to distortion of estimates of location and e ect; this distortion is avoided by our reversible jump technique that allows a variable number of QTL to be tted per chromosome wherever this is supported in the posterior distribution.
These results were obtained from runs of the MCMC algorithm of up to several million iterations, with \thinning" of the chains to reduce serial correlation in the stored samples and convergence validated by inspection of histograms of posterior samples across up to 50 replicate runs. Thus implementation is computationally intensive, but worthwhile, and potentially reducible with e cient programming.
We have also carried out analyses of similarly generated data where the signal to noise ratio has been increased, and can report that the comparability of our results with those of the QTL Cartographer is replicated for such data.
Although our reversible jump MCMC analysis provides more complete posterior summaries, the QTL Cartographer analysis does bene t from being relatively quick to implement. One of the implementation di culties associated with the MCMC analysis is the choice of good starting values of the chain, particularly those of the QTLs themselves. In the analysis presented above, the initial QTL locations are chosen at random from the 100 inter-marker intervals in the simulated genome, and this sometimes results in very slow convergence. There are two possible solutions to this, involving a preliminary analysis being carried out a random search or the QTL Cartographer.
Conclusions and Extensions
Reversible jump MCMC appears to be a readily amenable technique to use in the analysis of QTL data when the number of QTLs (and therefore the dimension of the underlying statistical model) is unknown. Replicated and long MCMC runs are required to capture fully the sources of uncertainty in the data, and some care must be taken with the Metropolis jump step calculations, but in general the implementation of the MCMC computation is straightforward. We note that, although the implementation described here (choice of prior and candidate generating densities/probabilities) are somewhat ad hoc and might be improved upon, it is the methodology itself that is the most important factor. Note also that, although we have developed the techniques with speci c reference to the F 2 /F 2 breeding scheme, the algorithm can be adapted to incorporate any breeding scheme.
We have discussed the case of univariate response. A natural extension would be to consider multivariate responses, where the overall mean and each of the QTL e ects are vector quantities. The MCMC algorithm for such data is essentially identical to that discussed above, but with steps 3 and 4, and likelihood calculations based on (1) and (4) suitably amended. Some additional attention must be paid to prior speci cation where covariance between elements of the e ects parameter vectors might be modelled. q il Table 1 : Conditional probabilities of QTL genotypes given anking genotypes G 1 and G 2 , from Fisch et al: (1996) . The recombination fraction between the anking markers is denoted r, between marker ( l (p) ; l (p) ) and the QTL marker denoted r 1 , and r 2 = (r ? r 1 )=(1 ? 2r 1 ).
Location Distance
(1,1) 11 -3 0 (1,3) 10 -5 0 (3,4) 2 2 0 (6,6) 7 -3 0 (6,8) 12 3 0 (8,2) 12 -4 0 (8,3) 14 1 0 (9,10) 15 2 0 Table 3 : Approximate posterior probabilities for number of QTLs for di erent prior variances p Locations Probability 2 (1,3), (8, 4) 0.555 (1,3), (8, 3) 0.126 3 (1,3), (1,4), (8, 4) 0.129 (1,2), (1.4), (8, 4) 0.117 (1,3), (7,6), (8,4) 0.114 (1,3), (7,6), (8,3) 0.109 (1,3), (1,4), (8, 3) 0.097 4 (1,2), (1,4), (7,6), (8,3) 0.086 (1,3), (1,4), (7,6), (8,3) 0.035 (1,2), (1,4), (7,6), (8, 4) 0.034 (1,2), (1,4), (7,5), (8,3) 0.027 Table 4 : Highest posterior probability QTL locations conditional on p for for 
