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Abstract
In this thesis, the Monte Carlo method is applied for the study of semiconductor
surfaces. The focus is in the investigation of structural properties of epitaxially
grown thin films on the Si(001) surface. Semiconductor surfaces are typically
characterized by complicated energy landscapes, and the properties of these sys-
tems are often strongly influenced by long-range elastic effects. The Monte Carlo
method is an attractive choice for large-scale relaxational problems because it is
not bound to the true dynamical evolution of the system. This freedom can be uti-
lized in designing new advanced algorithms which can significantly speed up the
equilibration process. When combined with the computational efficiency of clas-
sical potentials, this approach can be used to reach even experimentally accessible
time and length scales.
In this work, different silicon potentials are tested to evaluate their ability to
describe the properties of Si(001), including the surface reconstruction and vari-
ous defect structures. Significant differences are found in the performance of the
tested models. Some of the potentials are poorly suited for finite-temperature sur-
face simulations, while the Stillinger-Weber (SW) potential gives a fairly accurate
overall description of Si(001).
The SW model is applied to study the effects of lattice-mismatch induced
strain in the heteroepitaxial growth of Ge on Si(001). The surface undergoes a
structural evolution in which the morphological changes are driven by a complex
interplay between different temperature-dependent strain-relief mechanisms. The
simulations provide a good overall explanation for experimental observations.
A new hybrid Monte Carlo - Molecular Dynamics algorithm is introduced
for the study of relaxational problems involving large-scale configurational rear-
rangement. It is designed to circumvent the problem of getting trapped into deep
metastable states in systems with complicated energy landscapes. The algorithm
is used here to study islands and vacancy structures on the Si(001) surface, but
in general, the same approach could be applied to study other semiconductor sur-
faces as well.
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Contents of publications
The overview part of this thesis is written in the style of a monograph in order
to give a broader description of the frame of reference behind this work. The
main results obtained in the eight publications of this thesis are described in the
overview, but the primary aim of the text is not to give an extended summary of
the publications. Therefore, the contents of each publication are briefly described
here.
Publications I, II and III describe kinetic Monte Carlo simulations related to
island nucleation during the epitaxial growth of crystalline materials. In publica-
tion I, we introduce two models (denoted as A and B) for describing an inhomoge-
neous growth substrate. The inhomogeneity is incorporated into the simulations
by varying the activation energies for adatom diffusion, producing a surface with
a nanoscale pattern. The first results reported in publication I indicate that a peri-
odic inhomogeneity in the activation energy can have a strong confining effect on
adatom nucleation. The effect is found to be strongly dependent on the tempera-
ture.
In publication II, this subject is investigated in more detail. We describe how
the patterned substrate models are related to examples of real systems in which
preferential nucleation at specific sites is encountered. Model A is related to ver-
tically correlated quantum dot superlattices in which the energy surface seen by
the diffusing adatom is spatially biased by buried islands. Model B is related to
the heteroepitaxial growth of Ag on a Pt(111) surface covered by 2 ML of Ag. In
this case, the substrate is patterned by a regular network of dislocations which act
repulsively toward the diffusing adatoms. The simulation results reveal that both
models lead to confined nucleation in a narrow temperature range which produces
uniformly sized and spaced islands. We demonstrate that there exists an opti-
mal set of growth conditions for uniform nucleation which is determined by the
length scale of the substrate pattern. In addition, the two patterned substrate mod-
els are found to differ significantly when the stability of the nucleated islands is
examined. Model B exhibits Ostwald ripening during post-deposition annealing,
while for model A, the periodic arrangement of uniformly sized islands represents
thermodynamic equilibrium.
In publication III, some additional details of the spatial ordering of the islands
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are investigated. We examine how the patterned substrate affects the size distri-
bution and density of islands as a function of temperature. These results can be
directly compared to experimental measurements of the Ag/Pt(111) system. Such
a comparison is made in Section 3.3 of the overview where the results of publica-
tion III are plotted with experimental data.
The main part of this thesis examines the properties of epitaxially grown Si-
or Ge-layers on the Si(001) surface (publications IV-VIII). In publication IV, we
briefly introduce the Monte Carlo method for conducting large-scale off-lattice
simulations involving the Si(001) surface. The interactions between particles are
modeled using empirical potentials of the Stillinger-Weber and Tersoff forms. We
first examine the general properties of the potential models and identify some
shortcomings related especially to surface simulations at finite temperatures. In
order to further investigate the usefulness of the classical Monte Carlo approach,
we use the SW potential to study the relaxation of small Ge islands on the Si(001)
surface. We observe that the Ge islands show significant edge effects caused
partly by the structure of the underlying substrate and to a lesser extent by lattice-
mismatch induced strain in the islands.
Publication V is an extensive comparative study where the accuracy of the
empirical potential models is examined in connection with finite-temperature sim-
ulations involving the Si(001) surface. We investigate how well the potentials can
describe the main properties of Si(001), including the reconstruction of the surface
and the formation of defect structures, such as antiphase boundaries and dimer
vacancies. We find that good performance in the static limit does not ensure the
reliability of results at finite temperatures. None of the empirical potentials can
give a fully accurate description of Si(001) (e.g. effects of quantum mechanical
origin, such as dimer buckling, cannot be reproduced by a classical model), but in
our opinion, the Stillinger-Weber model is best suited for simulations conducted
at finite temperatures.
In publication VI, the SW model is applied to study a physical application.
We examine the complex interplay of two strain relief mechanisms, surface re-
construction and Si-Ge intermixing, in a system composed of a thin Ge layer on
the Si(001) surface. We first investigate the structure and energetics of the 2 × n
reconstruction. In good agreement with experimental observations, the simula-
tions show that this periodic vacancy-line pattern is stabilized by the Ge overlayer
and the optimal periodicity decreases as the Ge layer becomes thicker. Si-Ge in-
termixing is studied using a so-called random-switch MC algorithm. This is a
direct simulation method which produces the equilibrium distribution of Ge in
the subsurface layers, including entropic effects. We find that strain-relief driven
intermixing has a pronounced effect on the optimal periodicity of the 2×n recon-
struction. In addition, the Ge atoms show a clear preference to certain lattice sites
in subsurface layers which can be explained by the presence of local strain fields
near surfaces.
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In publications VII and VIII, we introduce a new hybrid MC-MD algorithm
which has been designed for the study of semiconductor surfaces. These systems
are typically characterized by complicated energy landscapes, and consequently,
traditional Monte Carlo or Molecular Dynamics algorithms can easily get trapped
into deep metastable states. In order to overcome these problems, we have de-
veloped a method which speeds up the equilibration of the system by utilizing
collective moves of several particles. The version presented in publications VII
and VIII (the so-called dimer-jump algorithm) is designed for the study of Si(001)
surfaces, but the idea itself is rather general and could potentially be expanded to
study other semiconductor surfaces as well. In publication VII, we give a brief de-
scription of the dimer-jump algorithm and its implementation. We then apply the
method to study two physically interesting phenomena: the relaxation of islands
and the formation of dimer-vacancy structures. Publication VIII gives a detailed
description of the hybrid MC-MD method, along with a discussion of problems
encountered in simulations with traditional algorithms. We explain how the col-
lective MC trial moves are constructed and why it is necessary to include an MD-
driven relaxation. In order to illustrate how the method works, the algorithm is
applied to study the early stages of island formation, island stability and step-edge
evolution on the Si(001) surface. In both publications, all the simulation results
are found to be in good qualitative agreement with experimental observations.
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Chapter 1
Introduction
Understanding the properties of semiconductor surfaces plays a key role in devel-
oping new materials for future electronic and optoelectronic devices. At the mo-
ment, silicon-based technology - with devices grown on semiconductor surfaces
- dominates the field with an over 90% share of the total market. The properties
of the Si(001) surface have been intensively investigated for several decades, not
only due to its immense technological importance, but also because this surface
exhibits a surprisingly rich variety of theoretically interesting phenomena. Cur-
rently, mixed SiGe systems are viewed as the most promising candidate for novel
high-frequency nano-scale devices, and especially due to the difficulties encoun-
tered in manufacturing small-scale structures, understanding the properties and
growth characteristics of these materials is extremely important.
There are various experimental methods for studying surfaces, developed to
the point where real-space atomic-scale imaging of the surface structure has be-
come possible. Using techniques such as the atom-tracking scanning tunneling
microscopy (STM), experimentalists are able to even follow the motion of a sin-
gle atom as it diffuses on the surface. Nevertheless, there are several problems
that still remain outside the reach of even the most advanced experimental meth-
ods. For example, distinguishing between Si and Ge atoms is extremely difficult
due to their similar atomic, electronic and chemical properties. This has prevented
experimentalists from performing e.g. a quantitative analysis of the degree of in-
termixing in Si(001) systems covered with a thin layer of Ge.
These types of difficulties can often be overcome with the aid of computa-
tional methods which have become a vital tool for investigating the properties
of semiconductor surfaces. On one hand, computational studies have allowed
scientists to interpret experimentally observed features and to form a theoretical
understanding of the underlying phenomena. On the other hand, computational
methods can be used to address difficult problems that are beyond the limits of
current experimental techniques. At their best, the results of simulations can be
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used to predict the behavior of systems under conditions which have not or cannot
be studied experimentally. Nevertheless, computational studies should not be con-
sidered as an alternative to experiments, but on the contrary, these two approaches
should complement one another in forming the foundation for more complete the-
oretical understanding.
The Si(001) surface, like most semiconductor surfaces, is characterized by
an extremely complicated energy landscape which results from the directional
bonding and reconstruction of the surface. The behavior of such systems is often
strongly influenced by the presence of elastic effects which have to be included in
the computational method in order to reproduce the physics correctly. In addition,
the interesting physical phenomena often involve time and length scales which
propose extreme challenges to current computational techniques.
The objective of this thesis is to investigate the possibilities offered by large-
scale Monte Carlo simulations. In this approach, we utilize the computational
efficiency of classical interatomic potentials which allows us to reach sufficiently
large system sizes while retaining an atomic-scale description of the system. In
Chapter 2, we begin by describing the basic methodology related to Monte Carlo
simulations, focusing especially on off-lattice simulations of surfaces. A brief
description of the Molecular Dynamics method is also provided, and we describe
the functional form and parametrization of two empirical silicon potentials which
are used in the MC simulations. In Chapter 3, we discuss the general properties
of epitaxial systems. In this part, we use a simplified lattice model and focus, in a
very general sense, to the kinetic aspects of crystal growth.
In Chapter 4, we give an overall description of the Si(001) surface and discuss
various properties related to surface defects, such as antiphase boundaries and
dimer vacancies. These properties are also used as a testing ground for evaluating
the suitability of the empirical potential models for use in finite-temperature sim-
ulations involving the Si(001) surface. In Chapter 5, we investigate the structural
evolution encountered during the growth of Ge on Si(001). We begin by studying
the energetics of the 2 × n reconstruction, and then extend the study to include
the possibility of Si-Ge intermixing. A so-called random-switch algorithm is im-
plemented for the intermixing simulations, and it serves as a good example of the
flexibility of the Monte Carlo method. In Chapter 6, we introduce a new hybrid
MC-MD algorithm which we have developed in order to circumvent the problem
of getting trapped in deep metastable states in systems with complicated energy
landscapes. We describe how the method is constructed in the case of the Si(001)
surface. As application examples, we study the formation and relaxation of Si
islands and the formation of vacancy structures on Si or Ge-covered Si(001). Fi-
nally, Chapter 7 gives a brief summary and concluding remarks.
Chapter 2
Simulation methods
2.1 Metropolis Monte Carlo
2.1.1 Algorithm
In a general form, the term Monte Carlo (MC) corresponds to a wide range of
stochastic methods which are based on the use of random numbers. In this sec-
tion, we review the principles of the classical Metropolis algorithm [1] which was
developed in 1953 for the calculation of thermal averages according to the princi-
ples of statistical mechanics in a given equilibrium ensemble.
In a Monte Carlo simulation, a set of random numbers is used to determine the
sequence of states through which the system evolves. Consequently, the changes
in the system do not occur in a predefined fashion, i.e. deterministically, but in
a stochastic manner such that average quantities obtained from two independent
runs agree within some statistical error. The time in connection with Metropolis
Monte Carlo simulations is referred to as the "Monte Carlo time" and it is not
directly related to the real physical time [2]. In contrast, the kinetic Monte Carlo
method, which is discussed in section 2.2, has been specifically designed to de-
scribe the dynamical evolution of the system, and therefore it can be used to study
time-dependent physical properties. In the following, the theoretical foundation
behind the Monte Carlo method is reviewed and used to derive the basic form of
the Metropolis algorithm.
The state space of a given system S = {C} consists of all possible configu-
rations C. The probability distribution of configurations at time t is denoted by
P(C, t). The time evolution of P(C, t) is described by the Master equation
∂ P(C, t)
∂t
= −
∑
C′
W (C → C′)P(C, t) +
∑
C′
W (C′ → C)P(C′, t), (2.1)
where W (C → C′) is a transition rate from state C to state C ′. In equilibrium, we
obtain a unique distribution P(C) which satisfies the following stationary condi-
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tion: ∂ P(C, t)/∂t = 0. In practice, this can be replaced by a stronger condition
called detailed balance:
W (C → C′)P(C, t) = W (C′ → C)P(C′, t). (2.2)
In a canonical ensemble, the probability distribution is given by
P(C, t) = 1
Z
e−EC/kBT , (2.3)
where EC is the energy of the configuration C, T is the temperature, kB is the
Boltzmann constant and Z is the partition function. The probabilities P(C, t) are
usually not known due to the denominator, but we can set up a Markov chain
by generating a sequence of configurations that converges to the desired equilib-
rium distribution P(C). If we calculate the ratio P(C ′, t)/P(C, t), we notice that
the two partition functions cancel out, which leads to the following form of the
detailed balance condition
W (C → C′)
W (C′ → C) = exp(−1E/kBT ), (2.4)
where 1E = EC′ − EC .
Any transition rate which satisfies the detailed balance is acceptable. The
oldest and most common choice was introduced by Metropolis et al. [1] in 1953:
W (C → C′) =
{
τ−10 exp(−1E/kBT ), 1E > 0
τ−10 , otherwise,
(2.5)
where τ0 is a unit time step between attempted moves (often τ0 is set to unity). In
some systems, the parameter τ0 can be set equal to some characteristic time scale
of the system, and consequently the MC time may be interpreted as a measure of
the "effective physical time". Such an interpretation is well justified for example
in simulations of processes which are random by nature (e.g. decay or diffusion).
In general, the time step in MC simulations does not correspond to real physical
time.
We will now describe the structure of a basic Metropolis Monte Carlo algo-
rithm. As an example, let us consider a system of N interacting particles. The
interactions between the particles are described by a potential U(rN ), where rN
denotes the coordinates of all the particles. The Metropolis algorithm can be im-
plemented by the following simple recipe:
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1. Choose an initial state (possibly use a lattice that is suitable for the system
in question).
2. Randomly choose a particle with label i .
3. Calculate a random displacement for the particle: r′i = ri + δ, and calculate
the corresponding energy change 1U = U(r′N ) −U(rN ).
4. If 1U < 0, accept the move and go to 2.
5. If 1U > 0, generate a random number r such that 0 < r < 1. If r <
exp(−1U/kBT ), accept the move. Otherwise keep the old configuration.
Go to 2.
In this algorithm, "Monte Carlo time" is measured in units of Monte Carlo steps
(MCS) which corresponds to one trial move per each atom in the system.
For relaxational models (for which the time-dependent behavior is described
by the Master equation, Eq. 2.1), this algorithm generates a sequence of states that
converges to the desired equilibrium distribution. In a typical MC run, the system
first passes through a transient stage during which it relaxes toward equilibrium.
During the relaxation, the internal energy and other quantities are changing, usu-
ally with different characteristic time scales. Once equilibrium is established, the
probability of visiting a particular state n is proportional to the Boltzmann factor
exp(−En/kBT ). Measured physical quantities show thermodynamic fluctuations
but their average values remain constant. At this stage, we can begin to measure
averages 〈A〉 = ∑n Pn An by sampling over the set of generated states. Note that
if the move is rejected, the old state is kept and counted again for the average.
In a more complex system, we might not know what the equilibrium state
of the system is like. In some cases, the relaxation period might be extremely
long or the system can even get trapped in a metastable state and never reach
equilibrium. It is thus very important to be careful about checking the results. A
simple check is to repeat the run by starting from different initial states to see if
the same equilibrium distribution is reached. It is also worthwhile to make one
very long run to see if anything unexpected appears at a later time.
2.1.2 Off-lattice models
In most textbooks, the Metropolis algorithm is described in connection with spin-
lattice models (e.g. the Ising model). In this thesis, we concentrate mostly on
simulations of atomic systems using off-lattice models with classical interaction
potentials. In this approach, the particles are not restricted to certain fixed lattice
sites but are allowed to occupy all possible positions in a three-dimensional space.
The crystalline structure of materials, such as the diamond lattice of silicon, is
stabilized by an interatomic potential U, which is a function of the x , y and z
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coordinates of all the atoms in the system. For an N -particle system, the particle
positions are continuous variables, denoted by rN .
In the case of the canonical distribution, the probability of observing a config-
uration rN is given by the Boltzmann weight
P(rN ) = 1
Z
e−U(r
N )/kBT , (2.6)
where U(rN ) is the total potential energy of the system. In some cases it is as-
sumed that U(rN ) is simply a sum of pairwise interactions U(ri − rj) over all
interacting particle pairs in the system. But as we see later, such a model is
clearly not suitable for accurate description of most materials. For example, it
is necessary to include a three-body term into the potential in order to model the
tetrahedral bonding in Si and Ge.
2.1.3 Boundary conditions
The aim of Monte Carlo simulations of atomic systems is to provide information
about the properties of a macroscopic sample. The size of feasible simulation
systems ranges, however, from a few hundred to a few million constituent particles
of the system at best, which is far from the thermodynamic limit. Therefore,
we cannot assume that the treatment of boundaries has a negligible effect on the
outcome of the simulation.
In order to simulate systems in bulk-like conditions, it is important to treat the
boundaries such that edge effects are effectively eliminated. This can be achieved
by employing so-called periodic boundary conditions (pbc) where the volume
containing the N particle system is considered to be the unit cell of an infinite
periodic lattice (see Fig. 2.1 for illustration). Each particle now interacts not only
with all other particles in the same cell but also with all other particles in the
entire infinite lattice (including its own periodic image). If an accepted move
takes a particle outside the volume of the unit cell, it is placed back inside the cell
from the opposite "wall", thus conserving the total number of particles in the unit
cell.
This procedure effectively eliminates effects due to the boundaries, but the
system is still affected by the finite size of the unit cell. For example, one conse-
quence of the periodicity of the model system is that the wavelength of allowed
fluctuations is determined by the periodicity of the lattice. The maximum possible
wavelength is the one that just fits the box: λ = L . For this reason, one should al-
ways check for effects caused by the finite system size; e.g. by performing several
test runs using different system sizes.
For systems with continuous interatomic potentials, the potential energy cal-
culation involves an infinite sum due to the periodic boundaries, unless the in-
teractions are truncated beyond a certain cutoff distance. For short-range inter-
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Figure 2.1: Illustration of the periodic boundary conditions. The circle represents a cutoff
distance: the central atom interacts only with other atoms inside the circle.
actions such a truncation can usually be done without introducing errors into
the simulation. Long-range interactions are considerably more difficult to han-
dle since a truncation will seriously influence the physics of the system. In this
thesis, we leave out the discussion of methods designed for the treatment of long-
range forces, since classical potentials for semiconductor systems are usually suf-
ficiently short ranged.
In the following, we will consider the treatment of short-range interactions in
simulations with periodic boundary conditions. By short ranged, we mean that
the largest contribution to the potential energy of a given particle comes from
neighboring particles within some cutoff distance rc, and therefore the effect of
truncating the interactions will hopefully be small. For Monte Carlo simulations,
a simple truncation of the potential at rc is usually sufficient, whereas in Molecu-
lar Dynamics, the situation is somewhat more complex because the truncation can
introduce a discontinuity into the force. In MD simulations, it is therefore more
common to both truncate and shift the potential such that it vanishes at the cutoff.
The choice of the cutoff distance depends on the potential and the particular sys-
tem in question. In MC simulations of semiconductor systems, the cutoff distance
rc is usually clearly shorter than the size of the periodic box L , and thus for any
particle i only interactions with the nearest image particles need to be considered
(only one image of each particle j can contribute to the potential energy of particle
i ). This is called the nearest periodic image convention.
2.1.4 Slab geometry
In simulations of surfaces, the boundary conditions of the system are modified
such that periodic boundaries are used in two directions (parallel to the surface)
and free-edge boundary conditions are applied in the third direction (perpendicu-
lar to the surface). The unit cell is repeated periodically in two dimensions, thus
creating two infinite surfaces. This is called slab geometry. In order to prevent
the two surfaces from interacting with each other, it is important to use suffi-
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ciently many atomic layers in the bulk section of the slab (in the z direction). This
question should be given careful consideration because the finite thickness of the
simulation slab may influence the outcome of the simulations in unexpected ways.
In publication V, we observed that the 2 × 1 reconstruction of the Si(001)
surface induces anisotropic changes in the x and y dimensions of the simulation
slab, which significantly influences the results of the simulations. Our investiga-
tion shows that the effects are caused by the finite thickness of the simulation slab,
although not due to a direct interaction between the two surfaces. For example,
twenty atomic layers is a sufficient thickness to prevent the two surfaces from
interacting with each other through the bulk section of the slab (e.g. the average
energy per particle assumes a constant value in a few atomic layers below the sur-
face). However, in a 20-layer thick slab, the number of surface atoms is still a fair
fraction of the total number of particles in the system, which means that the pres-
ence of the surfaces can distort the lattice structure of the whole simulation cell.
In the case of Si(001), we observed that the average separation between atomic
layers in the z direction shows clear oscillations through the whole bulk section
of the slab.
Figure 2.2(a) shows our results for three different empirical silicon potentials
(see Section 2.4 for description of the potentials). We notice that the amplitude
of the oscillations stays constant throughout the bulk and does not decrease as a
function of distance from the surface, as would be expected of a regular surface
effect. These oscillations do not occur in bulk simulations (where periodic bound-
aries are applied in all three directions) which confirms that the lattice distortion
is caused by the presence of the surface. When the simulations were repeated
using varying slab thicknesses, we observed that the amplitude of the oscillations
decreases when the slab becomes thicker. Figure 2.2(b) shows a comparison of
20- and 80-layer thick slabs. This reduction in the oscillation amplitude clearly
indicates that this effect is caused by the finite slab thickness.
The reason for these oscillations is that the dimerization of the Si(001) sur-
face produces an anisotropic change in the surface size of the simulation cell (for
a description of the surface reconstruction, see Chapter 4). The system shrinks in
the direction of the dimer bonds, while it expands in the other direction. In the
bulk section of the slab, these changes are accommodated by an oscillating de-
crease/increase in the interlayer distances. Of course, this situation is unphysical
since the purpose of the simulations is to study the properties of the surface on a
much larger substrate. Our suggestion for improving the situation is to use an odd
number of atomic layers in the slab which produces two surfaces with perpendicu-
lar dimer orientations. Using this odd-layer geometry, we observe no oscillations
because the anisotropic effects due to the two surfaces cancel out. However, the
problem cannot be fully solved this way because in many simulations the two sur-
faces are not identical in their atomic structure (see e.g. Chapter 6). In addition,
in heteroepitaxial systems, such as Ge-covered Si(001), the lattice-mismatch in-
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Figure 2.2: Separation between atomic layers in the direction perpendicular to the (001)
plane. (a) Comparison of three different empirical silicon potentials: Stillinger-Weber
(SW) and two parametrizations of the Tersoff potential (T2 and T3). The simulation slab
is 20 atomic layers thick and the surface size is 16×16 atoms. (b) Effect of slab thickness.
Data is shown for slab thicknesses of 20 and 80 atomic layers.
duced strain may cause other types of changes in the simulation cell (e.g. isotropic
expansion) which cannot be eliminated by the odd-layer geometry. Therefore, this
question should always be given careful thought when performing surface simu-
lations.
2.1.5 Verlet lists and cell-linked lists
In large systems, it is computationally very inefficient to search through the entire
system when looking for atoms within a cutoff distance rc  L of particle i . A
simple method to reduce the amount of work is to construct a list of neighbors
for each particle in the system. This so-called Verlet list contains the indices of
all those neighboring particles which are within the distance rc from the particle
in question. After each accepted MC move, some of the neighboring particles
may have moved out of the "interaction volume" and new ones may have entered.
Thus we need to reconstruct the list after each accepted move. A way to avoid
this recalculation after each accepted step is to include all particles within some
distance rmax > rc where rmax − rc = nδmax is large enough so that no particle
may enter within rc in n MC steps of maximum size δmax. In this case, the Verlet
list needs to be recalculated only after n MC steps.
An additional way to reduce the computational effort is to use a so-called cell
list or linked-list method. The idea is to subdivide the system into smaller cells
whose size is only slightly larger than the cutoff radius rc. Each particle now
interacts with other particles in the same cell or in neighboring cells, and so the
remainder of the system need not be searched. This is a very fast method since the
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allocation of a particle to a given cell is an operation that scales with N and the
total number of cells that need to be searched for the calculation of the potential
energy is independent of the system size. The linked-list method can be used
either together with the Verlet list or independently.
2.1.6 Constant-pressure simulations
The isobaric-isothermal (NpT ) ensemble is often used in off-lattice Monte Carlo
simulations of both fluids and solids [2]. In many cases, using an extensive vari-
able (like the volume V ) as a control parameter of the simulation may constrain
the system in an undesirable way. For example, in a constant-volume simulation,
the system may be kept at a density where it would like to phase separate into two
coexisting phases of different density but is prevented from doing so by finite-size
effects. In studies of crystalline solids, we are often interested in the transforma-
tion of one crystalline structure to another or in the change of shape of the unit
cell with temperature or applied stress. In such simulations, it is extremely impor-
tant that the system has enough freedom to change shape without creating highly
stressed configurations or defect structures.
We now describe the method which is used for constant-pressure simulations
of crystalline solids. The derivation from statistical mechanics can be found e.g. in
Ref. [3]. Since solids are intrinsically anisotropic, we need to consider anisotropic
changes in the volume as a means of keeping the pressure constant at P = 0. In a
Monte Carlo simulation, this is achieved by introducing an additional trial move,
called a volume variation, into the Metropolis algorithm. In the basic algorithm,
each MC step consists of one attempted random displacement of each individual
particle. In the constant-pressure algorithm, we also attempt to change the linear
sizes of the simulation cell, L x , L y and L z . This is done by randomly choosing
new values, L ′x , L ′y and L ′z , slightly altered from the previous ones. The positions
of the atoms are scaled by the relative change in the linear size: x ′ = x L ′x/L x ,
y′ = yL ′y/L y and z ′ = zL ′z/L z. The potential energy change, 1U, associated
with this global distortion of the system, is not the only quantity which now enters
the Metropolis criterion for accepting the move. Instead, we have to add a term
which describes the change in translational entropy of the system. The resulting
change in the generalized Hamiltonian is given by [4]
1Heff = 1U− NkBT ln
L ′x L ′y L ′z
L x L y L z
. (2.7)
The frequency at which the volume changes should be tried depends on the
efficiency with which the volume space is sampled. We can use the following
criterion of efficiency [3]
sum of squares of accepted volume changes
tCPU
.
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Thus the frequency of the attempted volume moves should depend on their cost.
In general, a trial volume variation requires the calculation of all interactions in
the system, and therefore it is comparable to carrying out N single-particle moves.
In practice, it is common to choose that volume changes are attempted e.g. every
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An extension of the constant-pressure algorithm is available for simulations
in the isotension-isothermal ensemble for cases where the system is under non-
hydrostatic pressure (e.g. uniaxial stress). Description of the extended method
can be found in Ref. [3].
2.1.7 Advanced techniques
The idea behind many advanced MC techniques is to utilize the fact that the Monte
Carlo method is not limited by the natural dynamics of the system but we have
a freedom to develop trial moves which can result in large jumps in phase space.
The large jumps are usually designed to help the system to explore the phase
space more rapidly by creating direct paths from one region to other regions
which would be difficult to reach using only the single-particle jumps. For ex-
ample, equilibration is often sufficiently fast at high temperatures, while at lower
temperatures the system can get easily trapped in deep metastable states and thus
the global free-energy minimum cannot be reached within a reasonable simula-
tion time. Several advanced Monte Carlo techniques have been develop to tackle
such problems. In the following, we review the method of parallel tempering and
discuss the use of hybrid schemes. In Chapter 6, we give a detailed description
of a new hybrid MC-MD algorithm which we have developed for simulations of
semiconductor surfaces.
Parallel tempering is a method which has been developed to achieve good
sampling of systems with complicated energy landscapes. It is also called the
method of multiple Markov chains [5, 6] and exchange Monte Carlo [7] and it
is similar to the method of simulated tempering [8, 9]. In the parallel tempering
approach, we consider a set of n replicas of a given system. This set is simulated
in a given ensemble, but the thermodynamic state is different in each replica of
the system. In the simplest case, these states differ in temperature. Other choices
can be intensive variables such as the chemical potential, but the formalism of the
parallel tempering approach is also applicable to any parameter that appears in
the effective Hamiltonian of the system [10]. For convenience, we illustrate the
parallel tempering method for a system of replicas at different temperatures.
Consider a system which is characterized by multiple local minima in the
potential energy landscape. The replicas of the system simulated at high temper-
atures can overcome the potential barriers, while the low-temperature replicas get
trapped in the local minima. The idea of the parallel tempering algorithm is to
introduce MC trial moves which attempt to swap replicas belonging to different
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Figure 2.3: Examples of the energy distribution at four different temperatures (0.05, 0.08,
0.10 and 0.14 eV) for a system composed of a Ge island on the Si(001) surface. In the
parallel tempering method, the energy distributions of neighboring replicas must have
sufficient overlap. Thus at least one or two intermediate temperatures should be used
between the systems at 0.08 and 0.10 eV and many more in the other intervals.
thermodynamic states. The trial move will have a very low acceptance probability
if the two thermodynamic states are very different. Thus we should only attempt
a swap between replicas with a small temperature difference.
Let us assume that the n replicas are arranged according to an increasing tem-
perature scale, T1 < T2 < . . . < Tn , where Ti is the temperature of replica
i . In order to have a reasonable acceptance rate for swaps between neighboring
replicas i and i + 1, the energy distributions of the neighboring replicas should
overlap. This is achieved by choosing the sequence of temperatures such that the
temperature difference between neighboring replicas is sufficiently small. Fig-
ure 2.3 shows typical energy distributions obtained for an example system at four
different temperatures. These distributions have no overlap between them, thus
many more replicas should be used in the parallel tempering method if the whole
temperature range from 0.05 eV to 0.14 eV were to be covered. From Fig. 2.3
we also notice that the energy distribution becomes highly-peaked and narrower
as the temperature decreases. This means that if we are to cover a large range of
temperatures, then we should not use a uniform distribution of the set of repli-
cas, but smaller subintervals should be used between neighboring replicas at the
low-temperature end of the range.
We are now ready to introduce an MC move which attempts to swap two
neighboring ensembles. The acceptance probability for the swap can be derived
from the condition of detailed balance (see e.g. Ref. [3]). Using the standard
Metropolis scheme, the attempted swap is accepted with probability min(1, B) in
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which B is given by the ratio of transition probabilities
B = w[(i, βi), ( j, βj) → (i, βj ), ( j, βi)]
w[(i, βj ), ( j, βi) → (i, βi), ( j, βj)] (2.8)
= exp[−βiU( j) − βjU(i)]
exp[−βiU(i) − βjU( j)] (2.9)
= exp{(βj − βi)[U(i) −U( j)]} (2.10)
Here β denotes the inverse temperature, (i, βα) (α = i, j ) configuration i at tem-
perature βα , and U(i) is the total potential energy of configuration i .
These swaps are computationally very inexpensive since the total energy of
both configurations is known before the swap is attempted and the acceptance
criterion does not require any further long calculations. The swap moves do not
change the Boltzmann distribution corresponding to a particular ensemble (i.e. we
can obtain ensemble averages of the n replicas in the same way as we do in a
normal MC simulation). The true benefit of the method comes when it is applied
to the study of systems with complicated energy landscapes. There the systems
which are initially simulated at high temperatures can reach equilibrium fairly
quickly. Through the swaps these equilibrated configurations are able to "travel"
down to lower temperatures, which in turn enables us to get the low-temperature
ensembles to jump over the potential barriers and eventually the system to reach
equilibrium.
Let us now move on to the subject of hybrid Monte Carlo techniques. In
conventional Monte Carlo algorithms, only the coordinates of a single atom are
changed in a trial move. Consequently, such algorithms can be inefficient in rep-
resenting collective moves of a larger set of atoms. In the hybrid Monte Carlo
technique [11], the idea is to use MD to generate the trial MC moves. The advan-
tage in doing this is that one can, for example, use a time step that would be too
long for normal MD, but the resulting configuration may still constitute a good
MC trial move. Such a move will not conserve energy, but this is acceptable in
MC as long as the algorithm is time-reversible and area-preserving. A systematic
method for constructing time-reversible, area-preserving MD algorithms is avail-
able [12]. In the trial move, the initial velocities of the particles are drawn from
a Maxwell-Boltzmann distribution, and often the move consists of a sequence of
MD steps. In the final step of the hybrid MC, the MD-generated trial configuration
is either accepted or rejected using the Metropolis criterion.
The acceptance probability for the trial moves depends on the length of the
MD time step and the number of steps used to generate a single move. For these
reasons, the hybrid MC can be advantageous but it does not offer dramatic im-
provement over normal MD. In some cases, however, the efficiency of the hybrid
MC method can be developed further. For example, a computationally demand-
ing many-body potential can sometimes be replaced, to a first approximation, by
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a less demanding pair potential. The pair potential could then be used in the MD
steps to create the trial configuration, whereas the final Metropolis acceptance test
would be performed using the many-body potential.
In another variation of the hybrid scheme, one utilizes the fact that trial moves
in the MC method are not restricted by the real dynamics of the system. In
Ref. [13], a hybrid MC algorithm is devised using fictitious dynamics which turns
out to improve the sampling of polymer conformations compared to normal MD.
In this example, the kinetic part of the Hamiltonian is adjusted to speed up con-
formational changes, but the potential energy part of the modified Hamiltonian is
left unaltered.
In studies of semiconductor surfaces, the normal MC and MD algorithms can
easily get trapped in a metastable state related to reconstruction of the surface.
In Chapter 6, we describe a new algorithm which we have developed in order
to overcome the problems related to the deep potential barriers on semiconductor
surfaces. In this so-called dimer-jump algorithm, we introduce a trial MC move
which consists of a large displacement of a pair of atoms (a dimer), followed by
a local relaxation using MD. The MD part is essential for the algorithm because
otherwise the acceptance rate for the long displacements would be extremely low.
A full description of the algorithm is given in Chapter 6.
2.2 Kinetic Monte Carlo
Kinetic Monte Carlo (KMC) is a method for solving kinetic equations [14, 15].
The purpose of KMC is to reflect the time evolution of the system and to reproduce
non-equilibrium processes. In contrast to the equilibrium nature of the Metropolis
algorithm, the KMC method is well suited for studying time-dependent phenom-
ena such as diffusion and growth processes. In the following, crystal growth is
used as our example in order to describe how the KMC algorithm is constructed.
In a KMC simulation, the sequence of new configurations is created through
moves that correspond to real physical events taking place in the system. The sim-
ulation model is constructed by first identifying all the possible processes which
may occur in the system at any stage of the simulation. In crystal growth, typical
processes include e.g. the deposition of new adatoms and different surface diffu-
sion processes. Let N be the number of possible events which occur at a certain
rate Ra (a = 1, ..., N ) (probability per unit time) in a given configuration C. Both
N and the rates {Ra} depend on the configuration C. We now define the total rate
by
Q = Q(C) =
N∑
a=1
Ra. (2.11)
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The transition probabilities are formally written as
W (C → C′) =
N∑
a=1
Ra V a(C → C′), (2.12)
where the stochastic matrix V a(C → C′) specifies whether the transition C → C ′
can be realized by event a. The occurrence probability of event a is Ra/Q(C),
which means that events are selected with probabilities proportional to their phys-
ical rates.
We will now describe the BKL algorithm [16] which is one of the earliest
implementations of the KMC method and often used in simulations of crystal
growth. The basic idea is that at each MC step one process is selected with its
corresponding probability and then also realized. Because of this approach, the
algorithm is not slowed down by unsuccessful attempts. The performance of the
BKL algorithm can usually be further improved by applying it in a form known
as the N-fold way which refers to grouping of the individual events according to
their rates.
In order to illustrate this approach, consider having a system with n groups of
different processes (e.g. deposition of an atom, diffusion jump occurring with a
certain probability, etc.). The groups are labeled by α = 1, ..., n, and their corre-
sponding rates by ρα. In a given configuration C, a process α can be realized in
nα ways which is called the multiplicity of the process. For example, there might
be a number of surface atoms with identical surroundings which have the same
probability to diffuse and are thus members of the same group. Next, we assign a
relative rate, qα(C) = nαρα, to each kind of process. The total transition rate in a
configuration C is now Q(C) = ∑na=1 nα(C)ρα.
The algorithm for the kth step is as follows.
1. Choose a random number r1 in the range [0,Q(Ck)).
2. Decide which kind of process will take place by choosing the first index σ
for which
∑σ
α=1 qα(C) ≥ r1.
3. Select a realization of the process σ . Technically this can be done with
the help of a list of coordinates for each kind of movement, and an integer
random number r2 in the range [1, nσ (Ck)]. r2 is generated and the corre-
sponding member of the list is selected.
4. Perform the selected movement.
5. Update the multiplicities nα, relative rates qα , total rate Q and any data
structure being used.
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In principle, the KMC method will reproduce the correct dynamical evolution
of the system given that we have accurate a priori information of the system and
a complete list of all possible events can be constructed as an input to the simula-
tion. In practice, this is a serious shortcoming because in many cases constructing
such a list is an impossible task (e.g. transitions may involve concerted motion of
multiple atoms and occur in completely unexpected ways).
In a recently developed off-lattice variation of the KMC method, the state-
dependent rate catalog is not computed in advance but built on the fly [17]. In
this self-learning scheme, the so-called Dimer Method of Henkelman et al. [18] is
used to scan for possible diffusion mechanisms each time the system enters a new
state. The corresponding activation barriers are then computed to construct the
rate catalog for the current state, and the system is evolved in the same way as in
the standard KMC. The on-the-fly KMC method offers substantial improvement
with respect to the standard KMC, e.g. unexpected events can be found during
the simulation. It can also reach time scales which are inaccessible even with the
accelerated MD methods. As in all KMC simulations, the drawback is that it is
difficult to know whether the list of possible diffusion mechanisms is complete
for a given configuration or if some improbable events have been left out. Even
extremely infrequent events may be significant for allowing the system to escape
from a deep local superbasin of states [17].
2.3 Molecular Dynamics
Molecular Dynamics (MD) is a simulation method for studying equilibrium and
transport properties of classical many-body systems. By classical it is meant that
the nuclear motion of the constituent particles obeys the laws of Newtonian me-
chanics. The idea in an MD simulation is simply to set up the system and to
solve the Newton’s equations of motion for the collection of mutually interacting
particles.
For simplicity, we begin by considering the N V E ensemble in which the num-
ber of particles N , the system volume V and the total energy E remain constant.
The coupled equations of motion may be derived for example from Lagrange’s
or Hamilton’s equations. In the former approach, Lagrange’s equations for the
system of N particles produce a set of 3N equations to be solved [2]:
mi r¨i = Fi = −∇riU(rN ), (2.13)
where m i is the mass of particle i , Fi is the total force acting on it, and U is
the appropriate interatomic potential. In the latter approach, where Hamilton’s
equations are used to derive the dynamics of the system, we obtain the following
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set of 6N equations: {
r˙i = pi/mi
p˙i = Fi ,
(2.14)
where pi is the momentum of the particle. In this approach, the energy of the
system is invariant with time so that solving these equations would produce a
sequence of states in the microcanonical ensemble. Either set of equations can be
solved by finite difference methods using a time interval 1t which must be made
sufficiently small for accurate results.
In contrast to the stochastic nature of Monte Carlo simulations, the particles
in MD simulations follow the true trajectories dictated by the dynamics of the
system. This means that we are able to address time-dependent properties of the
system, such as diffusion of particles on a surface. Nevertheless, it is important to
realize that the purpose of an MD simulation is not to predict precisely what will
happen to a system that is initially in a precisely defined state. In fact, for almost
all systems, the trajectory of the system through phase space is sensitively de-
pendent on the initial conditions. This means that the trajectories of two systems
which were initially very close to one another will diverge exponentially as time
progresses. Therefore, the aim of the simulation is to predict the average behavior
of the system in a statistical sense.
A basic Molecular Dynamics algorithm consists of the following steps:
1. Initialization of the system.
In the beginning, we must assign initial positions and velocities to all par-
ticles in the system. The particle positions should be chosen such that they
correspond sufficiently closely to the structure that is to be simulated. The
initial velocities can be drawn directly from the Maxwell-Boltzmann distri-
bution corresponding to the simulation temperature, or they can be assigned
by first drawing each velocity component from a uniform distribution in the
interval [−0.5, 0.5], then shifting all velocities such that the total momen-
tum is zero and finally scaling to adjust the mean kinetic energy to the de-
sired value. The last step is based on the fact that, in thermal equilibrium,
the following relation should hold:
〈v2α,i 〉 = kBT/mi , (2.15)
where vα,i is the velocity component α (α = x, y, z) of particle i . This
relation can be used to define an instantaneous temperature at time t :
kBT (t) ≡
N∑
i=1
miv
2
α,i(t)
N f
(2.16)
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where N f is the number of degrees of freedom (N f = 3N − 3 for a system
composed of N particles). The instantaneous temperature T (t) can be ad-
justed to match the desired temperature T by scaling all velocities by a fac-
tor
√
T/T (t). The initial velocities are, however, not particularly critical as
the instantaneous temperature will fluctuate during the simulation. The rel-
ative fluctuations in the temperature will be of order 1/
√
N f , which means
that in a 1000-particle system, the fluctuations are about 5-10%. An accu-
rate estimate of the temperature can be obtained by averaging over many
fluctuations.
2. Computing the forces.
The most time consuming part in almost all MD simulations is the force
calculation. In the most general case, we have to consider the contribution
to the force on particle i due to all other particles in the system. Even in
the case of simple additive, pairwise interactions with each particle inter-
acting with only the nearest image of another particle, the force calculation
involves evaluating N × (N − 1)/2 pair distances. Consequently, the time
needed for the calculation scales as N 2, which, however, can be speeded
up by using efficient techniques to get order N scaling (see Ref. [3] for
details). In many cases, a cutoff distance rc is used to limit the range of
the interactions and the computational cost can be significantly reduced by
using neighbor lists (see Section 2.1.5). The actual force calculation is per-
formed for each particle i in the system. For example, in the case of simple
pairwise interactions, the x component of the force on particle i due to a
neighboring particle j is obtained by taking the partial derivative of the
potential function with respect to x :
fx(r) = −∂U(r)
∂x
(2.17)
3. Integrating the equations of motion.
Having computed all the forces, we can now proceed to integrating the
Newton’s equations of motion. The simplest numerical solution is obtained
by making Taylor expansions of the positions and velocities about the cur-
rent time t , i.e. [2]
{
ri(t + 1t) = ri(t) + vi(t)1t + 12ai(t)1t2 + · · ·
vi(t + 1t) = vi(t) + ai(t)1t + · · · .
(2.18)
These equations are truncated after a small number of terms in order to
make the calculation sufficiently simple, but consequently errors tend to
build up quickly as more time steps are taken. A number of different
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predictor-corrector methods have been developed to minimize the trunca-
tion errors, but often a better solution is to use the so-called Verlet algo-
rithm. In this approach, the estimate of the new position is given by [3]
ri(t + 1t) = 2ri(t) − ri(t − 1t) + ai(t)1t2, (2.19)
where the error is of order 1t 4. The velocities can then be determined by
taking numerical time derivatives of the position coordinates
vi(t) =
ri(t + 1t) − ri(t − 1t)
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. (2.20)
In this expression, the error is of order 1t 2. It is, however, possible to write
the Verlet algorithm in a form that uses positions and velocities computed at
equal times. This velocity Verlet algorithm consists of the following updates{
ri(t + 1t) = ri(t) + vi(t)1t + 12ai(t)1t2
vi(t + 1t) = vi(t) + 12 [ai(t + 1t) + ai(t)]1t.
(2.21)
Although it is not immediately obvious, this scheme is equivalent to the
original Verlet algorithm (see Ref. [3] for details).
4. Measurement of average quantities.
In an MD simulation, the state of the system is defined by the positions and
momenta of the N constituent particles. The average value of a quantity A
is calculated as a time average
〈At 〉 =
1
t
∫ t
0
A[x(τ )]dτ, (2.22)
where x(τ ) is the state vector of the system at time τ . In order to perform a
measurement, we must be able to express the observable as a function of the
positions and momenta of the particles. For example, we already saw how
a convenient expression can be derived for the instantaneous temperature
based on the theorem of equipartition of energy.
An appealing feature of the MD method is that it follows the actual dynamical
evolution of the system and no predictions need to be made about the possible tra-
jectories. Comparing to kinetic Monte Carlo, the MD method does not suffer from
any of the problems related to forming a catalog of possible events or determining
the correct rates for those events. However, the need to integrate the equations of
motion dictates that the maximum time step is in the femtosecond range at best,
so that problems which involve a much larger time scale cannot be addressed. Re-
cently, several new "accelerated dynamics methods" have appeared which aim to
circumvent the time scale problem. The common feature of this class of methods
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is that they all try to speed up the natural dynamics of the system while retaining
a sequence of states which is representative of the original dynamics. Further dis-
cussion is beyond the scope of this thesis, but an excellent review of this subject
is given by Voter et al. [17] who have been actively involved in developing these
methods; including e.g. hyperdynamics [19, 20], parallel replica dynamics [21]
and temperature accelerated dynamics [22].
2.4 Empirical Si-Ge potentials
2.4.1 Introduction
In recent years, the role of computer simulations has become increasingly im-
portant in materials science. While it is desirable to use accurate first-principles
quantum-mechanical methods, one often faces the reality that currently they are
limited to static calculations involving only a few hundred atoms at best. In or-
der to reach conditions comparable to experiments, it is necessary to use much
larger systems composed of at least tens of thousands of atoms, and furthermore,
the simulation method must include temperature dependence. For these reasons,
classical empirical potentials are in many cases the only practical choice for con-
ducting large-scale simulations. Although the classical potentials cannot capture
all the details of the first-principles models, they can be well suitable for study-
ing properties which involve larger length scales than those typical for quantum-
mechanical effects. In addition, when combined with advanced Monte Carlo or
Molecular Dynamics techniques, this approach can be used to study systems at
nonzero temperatures where entropic effects may compete with the internal en-
ergy in determining what the state of lowest free energy is.
Due to its technological importance, silicon has served as the prototype ma-
terial for developing empirical potential models for semiconductor systems. A
number of such potentials has appeared in the literature (e.g. [23, 24, 25, 26, 27,
28, 29, 30]). Perhaps the two most widely used models are those by Stillinger and
Weber (SW) [23] and Tersoff (T2 and T3) [24, 25]. The abbreviations T2 and T3
refer to two different parametrizations of the same functional form.
The similar properties of silicon and germanium have allowed many of the
empirical silicon potentials to be reparametrized to model germanium and further
generalized for multicomponent Si-Ge systems. For the SW potential, the original
Ge parametrization is given in Ref. [31], while the model for mixed Si-Ge systems
can be found in Ref. [32]. Similarly, the Si-Ge Tersoff potential was obtained
by refitting the parameters for Ge and by generalizing the original form of the
potential for a multicomponent system. The details and parameters can be found
in Ref. [33].
In this section, we describe the functional form of the Stillinger-Weber and
Tersoff models for multicomponent Si-Ge systems and give the corresponding
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sets of potential parameters. In both cases, we describe the generalized form
of the potential which includes the possibility of having three different types of
interactions in the system (Si-Si, Si-Ge and Ge-Ge). When used to model single-
component systems, the potentials reduce to the original SW and T3 models. The
multicomponent Tersoff potential uses the T3 parametrization for Si atoms be-
cause this model provides a better description of the elastic properties than the
earlier T2 model. The T2 parametrization can be found in Ref. [24].
2.4.2 Stillinger-Weber potential
The Stillinger-Weber potential models bonding with classical two- and three-body
interactions. The structural energy of the system is given by the potential energy
function which is written as a sum of two- and three-body terms:
E =
∑
〈i, j 〉
V2(ri j ) +
∑
〈i, j,k〉
V3(ri j , rik), (2.23)
where the first sum is taken over all nearest-neighbor bonds 〈i, j 〉 and the second
sum over all triplets 〈i, j, k〉 with the vertex at site i ( j and k are nearest neighbors
of i ).
In order to describe the different types of atoms in the system, we introduce a
discrete variable Si which describes the type of the atom such that Si = 0 for a Si
atom and Si = 1 for a Ge atom. In addition, each atom is described by the three
Cartesian coordinates ri . Next the functional form of the two- and three-body
terms is described.
The two-body potential is given by
V2(ri j ) = (Si, Sj)F2
(
ri j
σ(Si, Sj)
)
, (2.24)
where  and σ are the energy and length parameters which depend on the type of
bond in question (Si-Si, Si-Ge or Ge-Ge), and r i j is the distance between atoms i
and j . The spatial dependence of the two-body interaction is introduced through
the function F2 as follows:
F2(y) =
{
A( By p − 1yq )eδ/(y−b), if y < b,
0, otherwise.
(2.25)
Notice that F2(y) is a function of the rescaled bond length, y = r i j /σ (Si, Sj),
only, and therefore it does not depend on the type of bond in question. For this
reason, the parameters of the function F2 are identical for the three types of bonds.
Another interesting feature of F2 is that it vanishes without any discontinuity at
y = b. This function exhibits a minimum equal to -1 at y = 21/6; i.e. the ideal
bond length is given by R0(Si, Sj) = 21/6σ(Si, Sj).
22 Simulation methods
The three-body term of the potential for the contribution from a triplet 〈i j k〉
with atom i at the vertex site is given by
V3(ri j , rik) = [(Si, Sj)(Si, Sk)]1/2 Li j k
× F3
(
ri j
σ(Si, Sj)
,
rik
σ(Si, Sk)
)(
cos θi j k +
1
3
)2
.
(2.26)
Notice that the total contribution from three neighboring atoms i , j and k consists
of three such terms where each of the atoms is taken to be at the vertex site at a
time. The cosine of the angle between ri j and rik is obtained from the relation
cos θi j k =
ri j · rik
ri j rik
. (2.27)
The three-body function F3 is given by
F3(y1, y2) =
{
eγ/(y1−b)+γ/(y2−b), if y1, y2 < b,
0, otherwise,
(2.28)
where y1 and y2 are the rescaled lengths of the bonds between the central atom i
and its two nearest neighbors j and k. The function Li j k in Eq. 2.26 is given by
Li j k = [λ(Si)2λ(Sj)λ(Sk)]. (2.29)
Here the geometric mean of the interaction parameters λ for the pure substances
has been used to obtain the corresponding value for the composite system.
The energy parameters  correspond to the covalent binding energies. Orig-
inally the parameters of the SW model for pure Si were fitted to the Si lattice
constant and the cohesive energy of the diamond structure with the additional re-
quirement that the melting point and the structure of liquid silicon be described.
The original parameters give the value -4.34 eV for the bulk cohesive energy
of diamond silicon. In order to reproduce the experimental value -4.63 eV of
the Si cohesive energy, the original energy parameters can be multiplied by a
scale factor of 1.0668 [34]. Thus the energy parameters in the Si-Ge model are
(0, 0) = 2.315 eV for Si and (1, 1) = 1.93 eV for Ge (from Ref. [31]). The
Ge cohesive energy, -3.85 eV, is reproduced correctly by (1, 1). The binding
energy between Si and Ge was calculated by Laradji et al. in Ref. [32] using an
unmixing enthalpy 1H = 7.3 meV. From mean-field considerations, one obtains
that (0, 1) = 12 [(0, 0) + (1, 1)] − 1H = 2.1152 eV.
Slightly varying values have been used in the literature for the parameter R0
which determines the ideal bond length in the diamond lattice. The reason is
that once the value of R0 is fixed, the SW model predicts linear thermal expan-
sion for diamond silicon in the whole temperature range from 0 K to 1500 K
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(see Ref. [32] for details). At temperatures above 250 K, the thermal expansion
coefficient predicted by the SW model is in close agreement with experimental
measurements [35], but at low temperatures (T < 120 K), a negative thermal ex-
pansion is observed experimentally. As a consequence, if the value of R0 is fixed
to give the experimental value at 0 K, then the average value of the lattice constant
given by the SW model will deviate from the experimentally observed values at
higher temperatures. Another option is to choose R0 in such a way that the results
from the SW model agree closely with experiments for temperatures higher than
250 K. Agreement at 0 K is obtained using R0(0, 0) = 2.351670 Å [23, 34], while
choosing R0(0, 0) = 2.34779 Å [32] gives agreement at higher temperatures.
For Ge, the experimentally observed thermal expansion is linear, but the ex-
pansion coefficient predicted by the SW model deviates slightly from the exper-
imentally measured value [32]. In the original Ge parametrization it was chosen
that R0(1, 1) = 2.448090 Å [31]. This gives agreement with experiments only at
0 K. Better overall agreement is obtained by choosing R0(1, 1) = 2.44589 Å [32]
(full agreement at 550 K).
The parameter R(0, 1) for the mixed system is obtained by assuming that Ve-
gard’s law is valid. Under this assumption, a mixed system with 50% composition
should have a lattice constant which is the arithmetic mean of that of pure Si and
pure Ge. This gives R(0, 1) = 12 [R(0, 0) + R(1, 1)]. If we choose R0(0, 0)
and R0(1, 1) to match the experimental data at higher temperatures, we obtain
R(0, 1) = 2.396885 Å.
The remaining parameters for the Si-Ge SW model are as follows:
A = 7.049 556 277, B = 0.602 224 558 4, p = 4, q = 0,
δ = 1, b = 1.80, γ = 1.20, λ(0) = 21.0, λ(1) = 31.0.
2.4.3 Tersoff potential
The original Tersoff potential for elemental Si has two parametrizations, T2 [24]
and T3 [25]. The latter one is used to model Si in the Tersoff potential for the
mixed Si-Ge system [33]. In the following, the functional form of the Si-Ge po-
tential is presented and the corresponding parameter values are given in Table 2.1.
The same potential can be used to model Si-C systems (for C parameters, see
Ref. [33]).
Potentials of the Tersoff type are called cluster functionals [34]. Bonding is
modeled with pairwise interactions where the attractive term f A depends on the
local environment of the atoms effectively including many-body interactions. The
structural energy has the form
E = 1
2
∑
i, j
′ fc(ri j )[ fR(ri j ) + bi j f A(ri j )], (2.30)
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where the prime indicates that the summation is taken over distinct indices. The
functions f R and f A are the repulsive and attractive pair-potentials, respectively,
and fc is a smooth cutoff function. The prefactor bi j is a monotonically decreasing
function of the effective coordination of atoms i and j , which represents a measure
of bond order (i.e. the degree of bonding between two atoms relative to that of a
single bond).
In this case, we use the notation that singly subscribed parameters, such as
λi , depend only on the type of atom in question, whereas parameters with double
subscripts, such as Ai j , depend on the type of bond in question (Si-Si, Si-Ge,
Ge-Ge). Most of the parameters describing interactions between Si and Ge are
obtained as mean values from the elemental Si and Ge parameters. One additional
parameter, χi j , is introduced to the multicomponent potential to give correctly the
cohesive energy -4.231 eV of the SiGe zinc-blende-structure compound.
The repulsive and attractive pairwise terms are given by
fR(ri j ) = Ai j e−λi j ri j (2.31)
f A(ri j ) = −Bi j e−µi j ri j , (2.32)
and the cutoff function is given by
fc(ri j ) =


1, if ri j < Ri j ,
1
2 + 12 cos[pi(ri j − Ri j )/(Si j − Ri j )], if Ri j < ri j < Si j ,
0, if Ri j > Si j .
(2.33)
The prefactor bi j has the form
bi j = χi j (1 + βnii ξ nii j )−1/(2ni). (2.34)
From this we see that the parameter χi j modifies the strength of the heteropolar
bonds relative to the value obtained by simple interpolation. For bonds between
two atoms of the same kind (Si-Si or Ge-Ge), χii = 1. One common value is used
for mixed bonds (Si-Ge or Ge-Si), χi j = χj i . It is noted, however, that bi j 6= bj i .
The effective coordination number ξi j is given by
ξi j =
∑
k 6=i, j
fc(rik)g(θi j k) exp[γ 3i j (ri j − rik)3], (2.35)
where the value of γi j can either be set to zero to simplify the potential (as in
Ref. [33]), or to obtain the original T3 model, it can be set equal to µi j (as in
Ref. [25]). Finally, the angle-dependent function g is given by
g(θi j k) = 1 + c2i /d2i − c2i /[d2i + (h i − cos θi j k)2], (2.36)
where θi j k is the angle between ri j and rik .
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The values of the compound parameters are obtained by taking simple arith-
metic or geometric mean values of the corresponding single component parame-
ters:
λi j = (λi + λj)/2, µi j = (µi + µj)/2,
Ai j = (Ai Aj )1/2, Bi j = (Bi Bj)1/2, Ri j = (Ri Rj )1/2, Si j = (Si Sj)1/2. (2.37)
The parameters for the T3 pure Si model were originally fitted to a database
consisting of cohesive energies of real and hypothetical structures of bulk silicon,
along with the bulk modulus and bond length of the diamond structure. In ad-
dition, it was required that the three elastic constants of silicon are reproduced
within 20%. For the multicomponent potential, the parameters for Ge were first
determined independently using the same functional form as for Si. Then, by
adding a single additional parameter (χi j ), the potential was generalized to treat
mixed Si-Ge systems. The parameter values for the Si-Ge Tersoff potential are
summarized in Table 2.1.
Table 2.1: Parameters for the Si-Ge Tersoff potential, from [33] and [24].
Si Ge
A (eV) 1.8308 × 103 1.769 × 103
B (eV) 4.7118 × 102 4.1923 × 102
λ (Å−1) 2.4799 2.4451
µ (Å−1) 1.7322 1.7047
γ (Å−1) 0 or 1.7322 0 or 1.7047
β 1.1000 × 10−6 9.0166 × 10−7
n 7.8734 × 10−1 7.5627 × 10−1
c 1.0039 × 105 1.0643 × 105
d 1.6218 × 101 1.5652 × 101
h −5.9826 × 10−1 −4.3884 × 10−1
R (Å) 2.7 2.8
S (Å) 3.0 3.1
χSi−Ge 1.00061 1.00061

Chapter 3
Generic growth models
3.1 Full-diffusion model
In this thesis, the kinetic Monte Carlo method is applied to the study of epitaxial
crystal growth using a so-called full-diffusion model (FD) with a solid-on-solid
(SOS) approximation. Epitaxial growth is a non-equilibrium process in which
new material crystallizes on a substrate in a manner dictated by the lattice structure
of the underlying solid. There are various fabrication techniques to achieve such
growth, but in this study we concentrate on the case of Molecular Beam Epitaxy
(MBE).
In the following, we introduce a generic KMC model which has been success-
fully applied to model the central features of MBE growth. It is outside the scope
of this approach to aim at describing any particular material in great detail as this
would require much more sophisticated models, including an off-lattice descrip-
tion of the system. Nevertheless, we have been able to demonstrate that the basic
model can be useful in investigating general properties of epitaxial systems. We
applied the method to study the initial stages of growth on non-uniform surfaces,
and our results show that nanoscale patterning of the substrate can improve the
spatial ordering and the size uniformity of small two-dimensional islands.
The KMC method is based on the solid-on-solid (SOS) [36] model of epitaxial
growth which assumes a simple cubic lattice structure with neither vacancies nor
overhangs. The basic processes included in the model are deposition of adatoms
and subsequent surface diffusion. The process of desorption has been omitted
from the model since it is negligible under usual MBE conditions. Thus, the frac-
tional surface coverage is given by 2 = Ft where F is the constant deposition
rate of atoms in monolayers per second (ML/s) and t is the physical time. The de-
position of adatoms takes place onto an initially flat substrate. In the simulations,
a deposition site is first selected at random, and then a search is carried out within
a square of fixed linear size 2Ri +1, centered upon the selected site. The site with
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a maximum number of lateral nearest neighbors is chosen as the deposition site.
The diffusion rate of a single adatom is defined as the probability of a diffusion
jump per unit time. Based on Transition State Theory (TST) [37], it is given by
the following Arrhenius-type expression:
k(E, T ) = k0 exp(−E/kBT ), (3.1)
where E is the activation energy, T is the substrate temperature, kB is the Boltz-
mann constant and the prefactor k0 corresponds to the frequency of atomic vibra-
tions. Assuming that each adatom has the same frequency and can be treated as
a two-dimensional harmonic oscillator, we can use the equipartition theorem to
derive a reasonable approximation for k0 at high temperatures (corresponding to
typical growth conditions) [38]: k0 = 2kBT/h, where h is the Planck constant.
In the basic model, the activation energy E comprises a substrate term, ES,
and a contribution from each occupied lateral nearest neighbor atom, EN:
E = ES + nEN, (3.2)
where n = 0 − 4 is the number of occupied lateral nearest neighbors at the initial
site. In this basic model of diffusion, the adatom lands with equal probability at
any of the four neighboring sites.
3.2 Patterned substrate models
The patterned substrate is incorporated into the basic diffusion model by dividing
the lattice into square-shaped domains of size (l × l). The square geometry is
adopted for simplicity and to speed up the computation. The energy barriers for
diffusion are varied within the domain structure in two ways (see Fig. 3.1):
1. (Model A) The parameter ES is let to vary piecewise linearly as a function
of the lateral position of the adatom on the surface. The total barrier for
diffusion is given by EA = ES(x, y) + nEN.
2. (Model B) An additional diffusion barrier ED is introduced for the diffusion
jumps directed towards the domain boundaries. The strength of the addi-
tional barrier is determined by the distance of the adatom from the bound-
ary. The total barrier for diffusion is given by EB = ES + nEN + ED where
ED depends on both the hop direction and the lateral position of the adatom
on the surface.
The experimental motivation behind Model A comes from vertically corre-
lated quantum dot superlattices. In these systems, the surface diffusion of adatoms
and subsequent island nucleation are affected by the spatial bias that arises from
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E
Figure 3.1: Domain structure in the patterned substrate simulation model. The right part
shows the variation of the diffusion activation energies inside a single domain and the
corresponding variations of the model parameters ES (model A) and ED (model B) when
traversing through the cross-section of the domain.
the strain at the surface due to buried islands [39]. The idea in our work is to ex-
amine the origin of possible mechanisms that lead to spatially ordered nucleation
through the variation of diffusion activation energies. Model A describes a situa-
tion in which the energy surface seen by the diffusing adatom is spatially biased
by some underlying structure of the substrate (e.g. buried islands).
Motivation for Model B, in turn, is based on the experimental system of
Ag / 2 ML Ag / Pt(111) heteroepitaxy. In this case, the substrate is patterned
with a regular network of dislocations which act repulsively towards the diffusing
adatoms [40]. In model B, we have included an additional, hop-direction depen-
dent diffusion barrier, ED, to describe the long-range repulsive adatom-dislocation
interaction.
For model A, the variation of the substrate binding energy ES inside each
domain was chosen by performing some preliminary simulations. The values
ES1 = 0.65 eV and ES2 = 0.85 eV (see Fig. 3.1) produced an effect which was
clear but not artificially strong. In the case of model B, the magnitude of the
additional diffusion barrier, ED, does not need to be very large since even a small
increase in the diffusion barrier leads to substantial changes in diffusivity. This is
because adatoms have to make several jumps in an unfavorable direction to cross
a dislocation. Based on this information, the values ED1 = 0.02 eV, ED2 = 0
eV were used for the maximum and minimum values of the additional barrier,
respectively (see Fig. 3.1).
The deposition rate F was 0.0033 ML/s and the value Ri = 1 was used for
the incorporation radius. The temperature range of interest was determined by the
behavior of the system. We found that in the simulations for the chosen parameter
set the effect of patterned substrate on nucleation was most pronounced for the
temperature range T = 360 − 420K.
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3.3 Results for nucleation on patterned surfaces
This section summarizes the main results obtained in publications I, II and III.
We begin by first discussing the general features of patterned substrates which are
common to both models A and B.
Figure 3.2 shows examples of island morphologies at three different temper-
atures for islands grown on a homogeneous and a patterned substrate. We see
that the patterned substrate induces ordering into a regular arrangement of islands
which displays the periodicity of the underlying pattern. Figures 3.2(d)-(f) all
show that the nucleation probability is highest in the domain centers due to a net
flow of adatoms into this area. However, the morphology of the islands is found
to be strongly dependent on the temperature. At intermediate temperatures, the
average diffusion length is of the same order as the lateral length of the substrate
domains which means that the diffusing adatoms are able to diffuse across the
whole domain before nucleating a new island or joining a pre-existing one. This
leads to a situation where within a certain temperature range exactly one island
nucleates within each unit cell of the substrate structure.
(a) (b) (c)340 K 390 K 440 K
(d) 340 K (e) 390 K (f) 440 K
Figure 3.2: Island morphologies obtained at three different temperatures (from left, 340,
390 and 440 K) for a homogeneous substrate (a)-(c) and for a patterned substrate (model
B) (d)-(f). Dark areas designate the substrate and light areas the first layer of adatoms.
The coverage is 15%. 200 × 200 surface sections are shown.
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In order to investigate these observations in more detail, let us consider the dis-
tribution of island sizes. Figure 3.3(a) shows the size distributions at T = 390K
for random nucleation on a homogeneous substrate and for ordered nucleation on
a patterned substrate. The distributions are normalized according to scaling the-
ory [41]. We notice that the spatial ordering leads to an enhanced size uniformity
of the islands. The domains act as equally large capture areas for the islands since
all material deposited into a certain domain stays confined within this domain due
to the biased diffusion. This holds for temperatures at which the average diffusion
length corresponds to the length scale of the substrate pattern. The simulation
results are also compared to experimental data (shown as symbols) for Ag nucle-
ation on a substrate consisting of 2 ML of Ag on Pt(111) (surface patterned with
dislocation networks) and for Ag nucleation on clean Pt(111) (a homogeneous
surface). We notice that KMC simulations agree well with the experimental mea-
surements, which confirms that our model seems to be able to capture the essential
features of ordered nucleation.
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Figure 3.3: (a) Scaled island size distributions for random and ordered nucleation. The
distributions are normalized according to scaling theory. s denotes the island size, 〈s〉
its average value, and Ns the areal density of islands composed of s atoms. The model
parameters correspond to D/F ≈ 106. The coverage is 15 %. The symbols, circles and
triangles, are experimental data for the nucleation of Ag islands on 2ML of Ag on Pt(111)
(substrate patterned with dislocation networks) and on clean Pt(111) (homogeneous sub-
strate), respectively. (Experimental data from Ref. [40].) (b) Arrhenius plots of the total
island density Nx for nucleation on a homogeneous and a patterned surface. All the data
are for model A.
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The temperature dependencies of the total island density, Nx , are shown in
Fig. 3.3(b). In the patterned substrate case, the island density remains approx-
imately constant for temperatures in the range 380-400K. This constant density
corresponds to the case where each domain contains a single island. At lower
temperatures, the island density increases, which means that several small islands
nucleate within each domain due to the shorter diffusion length. At high temper-
atures, diffusion across the domain boundaries becomes activated. Some of the
domains are left empty as the adatoms join islands in surrounding domains, thus
decreasing the island density.
So far we have not considered the differences between models A and B. These
become apparent when the total diffusion rate of an adatom in different positions
on the surface is considered. In the case of model A, the adatoms are more tightly
bound to the substrate the closer they are to the domain centers. Thus diffusion is
fast near the boundaries and slow near the centers of the domains. The energeti-
cally most favorable configuration is a single island located at the center of each
domain. In the case of model B, the hop-direction dependence of the diffusion
barriers produces a net movement of adatoms toward the domain centers, but the
change in the total diffusion rate is very small (maximally, 0.02 eV, in contrast to
0.2 eV for model A). Under favorable growth conditions, the islands first order
into a regular array, but post-deposition relaxation of the structure leads to dis-
sociation of small islands in favor of larger ones. This Ostwald ripening process
does not occur in model A due to its different energetic structure. This behavior
is illustrated in Fig. 3.4 which shows a series of three snapshots for both models
of the post-deposition evolution of the surface morphology.
(a) (b) (c)
(d) (e) (f)
Figure 3.4: Post-deposition development of surface configurations for model A (a)-(c)
and for model B (d)-(f). The initial configurations (a) and (d) were obtained by a random
deposition of 10% coverage of adatoms. The temperature is 400 K.
Chapter 4
The Si(001) surface
4.1 2 × 1 reconstruction
In this chapter, we will review the basic properties of the Si(001) surface. The
surface morphology is dominated by the 2 × 1 reconstruction which leads to
strong direction-dependent effects such as the anisotropic distribution of strain
and the existence of different types of step edges. The main defect structures on
the Si(001) surface are also related to dimers which are the basic building blocks
of the 2 × 1 reconstruction. We will discuss these various issues by comparing
experimentally observed features to computational results and concentrating es-
pecially on the atomic-scale structure and energetics of the surface. We begin by
describing the 2 × 1 reconstruction on a clean Si(001) surface and continue the
discussion to stepped surfaces and defect structures.
The arrangement of atoms at surfaces often deviates significantly from the
atomic structure of bulk material [42]. Especially semiconductor materials dis-
play a wide variety of atomic reconstructions at surfaces. The surface atoms rear-
range in order to reduce the number of unsaturated bonds. This reduction of the
dangling bonds results in an energy gain which often outweighs the energy cost
of increasing the surface stress due to the atomic displacements.
When a silicon crystal is cut along the (001) plane, the surface atoms are
left with two dangling bonds each. The Si(001) surface reconstructs by forming
a structure with 2 × 1 symmetry consisting of rows of dimerized atoms. The
reconstruction removes half of the dangling bonds, but also increases the strain
energy due to bond distortion. According to ab initio calculations [43, 44], the
total energy gain is approximately 1 eV per surface atom with respect to 1 × 1
ordering. The 2 × 1 reconstruction persists on Si(001) up to temperatures of at
least 1475 K [45]. Figure 4.1 shows the structure of a bulk-terminated and a
reconstructed Si(001) surface.
The bulk lattice constant of silicon is 5.43 Å (at 300 K) [35]. The corre-
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(a) (b)
Figure 4.1: The 2 × 1 reconstruction of the Si(001) surface. (a) Unreconstructed (bulk-
terminated) surface with two dangling bonds per atom. (b) Reconstructed (dimerized)
surface with one dangling bond per atom.
sponding nearest-neighbor separation in the diamond lattice is 2.35 Å. On unre-
constructed Si(001), the surface layer forms a square lattice with a separation of
3.84 Å between neighboring top-layer atoms. This symmetry is broken on the
reconstructed surface as the distance between two adjacent atoms is reduced and
a dimer is formed. The experimental value of the dimer bond length is very close
to the nearest-neighbor separation in bulk (2.35 Å). The dimers are arranged in
rows which are oriented perpendicular to the direction of the dimer bonds (see
Fig. 4.2). The distance between two neighboring dimer rows is 7.84 Å.
[110]
SB
SA_ 2a = 7.86 Å
a = 3.84 Å
[110]
Figure 4.2: Schematic model of a stepped 2 × 1 Si(001) surface. Two different types of
single-layer-height steps are shown: SA (edge parallel to upper-terrace dimer rows) and
SB (edge perpendicular to upper-terrace dimer rows). In addition, the SB step can have
two different edges: nonrebonded (last upper-terrace dimers are not bonded to dimerized
atoms on the lower terrace, shown in the figure) or rebonded (last dimers are bonded to
dimerized atoms on the lower terrace). Due to the symmetry of the diamond lattice, the
direction of the dimer bonds rotates by 90◦ on terraces separated by monatomic steps.
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The 2 × 1 reconstruction establishes two characteristic directions on the sur-
face: namely parallel and perpendicular to the dimer rows. The stress field in-
troduced by the reconstruction is highly anisotropic such that the stress along the
dimer bond is tensile, while in the perpendicular direction the surface is under
compression [46]. Due to the tetrahedral bonding configuration of the diamond
lattice, the direction of the dimer bonds rotates by 90◦ on terraces separated by
monatomic steps. There are two different types of monatomic steps: the SA step
edge is parallel and the SB step edge is perpendicular to the upper-terrace dimer
rows. In addition, the SB step has two alternative forms: rebonded (last atoms on
the upper terrace are bonded to lower-terrace atoms which in turn are rebonded
to other lower-terrace atoms) or nonrebonded (the lower terrace atoms are not
rebonded). Figure 4.2 shows a schematic illustration of the dimer structure and
different step types.
The different atomic structure of the SA and SB step edges has consequences
for the step morphology on a larger length scale. The energy required to form
kinks is much higher for an SA than for an SB step. In typical scanning tunneling
microscopy (STM) images (see e.g. [47] and [45]), the SA steps appear smooth
and straight, while the SB steps have a rough shape. In order to analyze these ob-
servations in more detail, a number of energy parameters need to be determined
for a thermodynamic description of the different contributions to the free energy.
These parameters are the step-edge formation energy, the kink-creation energy,
and the energetic and entropic interactions between steps. The values of these
parameters have been determined using both experimental [47, 48, 49] and theo-
retical [50, 51, 52, 53, 54] methods.
Isolated step edges on Si(001) can be characterized by three energy parame-
ters: step energies A and B per atom corresponding to the SA and SB type steps,
and by an effective corner energy EC which is associated with the corners of a
kink. In the following, we briefly review how the values of these parameters have
been extracted both experimentally and computationally.
In a pioneering paper, Swartzentruber et al. [47] demonstrated that STM im-
ages with an equilibrium distribution of steps and kinks can be analyzed to ob-
tain the distribution of kink separations and kink lengths. These distributions can
consequently be used to determine the step and kink energies. In the simplest
approach, it is assumed that the kink excitations are statistically independent. Un-
der this assumption, the distribution of kink lengths, N(n), is proportional to the
Boltzmann factor; i.e. N(n) ∝ exp[−E(n)/kBT ]. Swartzentruber et al. measured
the number of kinks of length n from a large set of STM images. The energy of a
kink of length n can be obtained by plotting the data using the following relation
E(n) = −kBT ln
(
N(n)
2N(0)
)
, (4.1)
where N(0) is the number of sites at which there is no kink and the factor 2
36 The Si(001) surface
arises from the degeneracy of the excited states (i.e. the kinks can occur either
into or out of the terrace). The STM data can be fitted by a functional form
EB,A(n) = nA,B+EC where A,B is the energy of the SA or SB step without kinks.
By carefully analyzing a set of experimental data obtained from different studies
(Refs. [47, 49, 55]), Bowler et al. [53] were able to combine the data to extract the
following experimental values : A = 0.023 ± 0.001 eV/a, B = 0.065 ± 0.005
eV/a and EC = 0.078 ± 0.022 eV.
The experimental values can be compared with computational values obtained
from first-principles [54], tight-binding [50, 53] or empirical-potential [51, 52]
calculations. The unit cell sizes used in most quantum-mechanical studies are
very small, which means that the calculated values of the step-edge energy have
not converged with respect to cell size. Comparison with experiments shows
that results obtained in these studies are inconsistent with measured values. In
a tight-binding study by Bowler et al. [53], the question of unit cell size was
carefully addressed. Using sufficiently large terrace sizes in the unit cell to en-
sure convergence, they obtained the following values for the energy parameters:
A = 0.019 ± 0.005 eV/a, B = 0.080 ± 0.010 eV/a and EC = 0.071 ± 0.01 eV.
These are all in good agreement with the experimental values given above.
4.2 Antiphase boundaries
The structure of the 2×1 reconstruction has a strong influence on growth kinetics
and morphology of growing films on Si(001). Diffusion of adatoms is much faster
in the direction of the underlying dimer rows on the terrace than in the perpendic-
ular direction. Due to the alternating direction of the dimer bonds on the vicinal
Si(001) surface, there are two types of terraces. On the A-type terraces (TA) the
dimer rows run parallel to the edge of the down step (S A). and on the B-type
terraces (TB) the dimer rows are perpendicular to the edge of the down step (S B).
Due to anisotropic diffusion of adatoms and the alternating direction of the
dimer rows on adjacent terraces, the growth mode is step flow on the TB ter-
races (atoms diffuse quickly to one of the step edges), while on the TA terraces
islands are observed to nucleate (diffusion is fast in the direction parallel to the
step edges) [42]. When the nucleated islands grow, they eventually coalesce with
the upper terrace (SB step). There is a 50 % chance that the 2 × 1 reconstruction
of the joining island is in phase with the 2 × 1 reconstruction of the upper terrace.
In this case, the island can merge into the upper terrace defectlessly. In contrast,
if the 2×1 reconstruction of the island is shifted by one lattice unit a with respect
to the position of the upper terrace dimer rows, an antiphase boundary (APB) is
created. This is called an APB of type B because the boundary runs perpendicular
to the dimer rows and is created when two out-of-phase SB steps are joined. It is
also possible that the dimer rows in two growing islands are not in register in the
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direction parallel to the dimer rows. When such two islands meet, an extra row of
substrate atoms is left in between the boundaries of the two islands. This A-type
APB runs parallel to the dimer rows, thus separating two S A steps. Figure 4.3
shows a schematic illustration of both types of APBs.
(a) (b) 
APB−B APB−A
Figure 4.3: Two types of antiphase boundaries can be created upon coalescence of ini-
tially separate 2 × 1 reconstructed regions on the Si(001) surface. (a) Defect-free coales-
cence: dimer rows of the lower section are in phase with the upper section. (b) B-type
APB (horizontal dashed line): dimer rows of the lower section are displaced by one lat-
tice unit with respect to the upper section. A-type APB (vertical dashed line): parallel
dimer rows are not in register which leaves an extra row of atoms in the underlying layer
exposed.
STM experiments have shown that an APB-B acts as a preferential nucleation
site for atoms landing on the upper terrace [56, 57, 58]. These new islands also
have a 50 % chance to nucleate in such a way that another APB is formed upon
coalescence. This leads to roughening of the growing thin film. The A-type APB,
on the other hand, leads to the formation of long B-type double layer steps and
narrow trenches [58]. Filling of these trenches is kinetically suppressed by slow
diffusion in the direction perpendicular to the trenches, which also leads to rough-
ening. Very similar APBs have also been observed to form during the growth Ge
on Si(001) and on the Ge(001) surface [58, 59].
The formation of APBs serves as a good illustration of how the atomic scale
reconstruction of the surface affects the morphology of the growth front on a
much larger length scale. The smoothness of the growing film and abruptness
of interfaces between epitaxial layers is often a crucial factor in manufacturing
high-quality electronic devices. This leads to contradicting demands with respect
to the growth conditions. On one hand, the growth temperature should be suffi-
ciently high to avoid kinetic roughening, but on the other hand, the temperature
should be sufficiently low to avoid undesirable intermixing and dopant segrega-
tion. It is therefore extremely important to understand the details of phenomena
such as reconstruction, formation of APBs and intermixing, on an atomistic level.
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In publication V, we compared the properties of the Stillinger-Weber (SW)
and the Tersoff (T2 and T3) potentials and investigated how well these potentials
are able to describe the energetics of antiphase boundaries. For the APB part of
the study, we used a static energy-minimization method to calculate the excess
surface energy of antiphase configurations with respect to a defect-free 2 × 1
reconstruction. The unit cell used in the calculations was 2n dimers long and
one dimer wide with two antiphase boundaries separated by n dimers in the cell
(n = 1 − 100). The bulk section of the cell was 25 atomic layers thick with the
bottom layers fixed to diamond lattice positions.
Figure 4.4 shows the excess surface energy per APB as a function of the APB
separation (expressed in number of dimers, n). For all three potentials, the energy
increases as the APB separation becomes smaller, indicating that the interaction
between two APBs is repulsive. Convergence to meV accuracy is reached at a
separation of eight dimers. The shapes of the energy curves are very similar to
the one obtained using TB calculations in Ref. [53]. The TB calculations give
the value 0.162 eV for the converged value of the energy, which is of the same
magnitude as the corresponding values 0.086 eV and 0.17 eV given by the SW and
T2 potentials, respectively. In contrast, when the T3 potential is used, the excess
surface energy is found to become clearly negative when the APBs are separated
by at least two dimers. This indicates that the straight-row 2 × 1 reconstruction
is a metastable state for the T3 potential, which in turn significantly limits the
suitability of the T3 potential for finite temperature simulations, especially if the
atoms are not restricted to maintain a preassigned surface configuration. Examples
of such simulations are given later in this thesis (see Chapter 6).
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Figure 4.4: Excess surface energy per APB as a function of separation of APB’s for a
unit cell containing two equally sized antiphase domains. The reference point is a 2 × 1
reconstructed surface.
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4.3 Vacancy structures
4.3.1 Background
There are various experimental techniques to study defect structures of solid sys-
tems. In the case of Si(001), STM experiments have produced consistent evidence
that a high defect density is intrinsic to the surface [60, 61]. These defects have
been identified to be missing dimers and their complexes, rather than missing in-
dividual atoms. An analysis of a typical STM image reveals that isolated dimer
vacancies tend to congregate into small clusters and that these clusters form cer-
tain distinctive complexes which dominate over other possible configurations [62].
The structure and bonding of these and several other DV complexes were studied
by Wang et al. [62] using ab initio total-energy calculations, and their results pro-
vide a good quantitative explanation for most of the features observed in the STM
images. In the following, we review the main results obtained in Ref. [62] and
compare them to our empirical potential calculations, pointing out the strengths
and weaknesses of both approaches.
In the ab initio calculations of Ref. [62], the primitive 1-DV, 2-DV and 3-DV
structures were modeled using a supercell with 2×5 periodicity, which means that
in the direction of the dimer rows, the DVs in adjacent supercells are separated by
only 5−n dimers (n = 1, 2, 3 for 1-DV, 2-DV and 3-DV structures, respectively).
Moreover, the DVs occur in successive rows in the direction perpendicular to the
dimer rows, i.e. the vacancies are not isolated but are arranged in a periodic struc-
ture where every 5th dimer from each row is missing. The main problem with
using small supercells is that the amount of long-length-scale elastic relaxation
is limited. In Ref. [62], additional calculations with the classical Keating poten-
tial [26] were performed to estimate the effect of lattice relaxation. After each full
ab initio calculation, the resulting configuration was embedded in a large classical
Keating supercell (up to 1708 atoms) and the surrounding material was allowed
to relax completely. The resulting relaxation energy was then subtracted from the
ab initio result.
The formation energy of each DV structure is obtained by comparing the total
energy of the supercell containing the vacancy with the total energy of the corre-
sponding supercell without the vacancy. The chemical potential is taken to be the
energy of an atom in bulk silicon. The resulting formula for the formation energy
per dimer is
E f =
1
NDV
(Etot − Ere f + 1Nb), (4.2)
where Etot and Ere f are the total energies of the system containing the vacancy
and the reference system, respectively, 1N is the difference in the number of
atoms in the two systems, b is the energy per atom in bulk silicon and NDV is the
number of dimer vacancies.
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The problem with this approach is that there are different kinds of sites in a
step edge to which excess atoms can attach [63]. The structure of a step edge
should be taken into account when determining the formation energies. Keeping
these questions in mind, we first discuss calculations where the formation energy
is obtained by a direct comparison of the vacancy structure to a corresponding
defectless surface with the bulk energy as the chemical potential. Then the dis-
cussion is extended to ways of improving the correspondence between numerical
calculations and experimental conditions. For example, much larger supercells
(composed of tens of thousands of atoms) can be used in calculations with empir-
ical potentials. This allows a complete elastic relaxation of the configuration, and
consequently the effects induced by the supercell size can be estimated. Some
alternative ways of determining the formation energies are also discussed.
1 DV
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3 DV − a 3 DV − b
1+3+1 DV
2+1 DV
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Figure 4.5: Illustration of the most common DV structures and their complexes. (a)
The stable 1-DV configuration with rebonded second-layer atoms. (b) The stable 2-DV
structure.The exposed second-layer atoms in the middle of the vacancy have a choice to
rebond with the second-layer atoms on either side of the vacancy. The two possibilities
are equivalent. (c) The stable (3 DV-a) and metastable (3 DV-b) 3-DV structures. (d) The
stable 2+1-DV structure. (e) The stable 1+3+1-DV structure. Note that the rebonding of
the triple vacancy in the 1+3+1-DV complex corresponds to the metastable 3-DV cluster.
In all figures, the black circles represent dimerized surface atoms and the white circles
atoms in the second layer.
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4.3.2 1-DV structure
The basic 1-DV structure is formed by removing one dimer from a perfectly recon-
structed 2 × 1 surface. Initially, the exposed second-layer atoms are pulled away
from the vacancy, driven by the need to relax the backbonds to the surrounding
dimers. This, however, is a metastable configuration. If the exposed second-layer
atoms are brought closer together, bonds form between them, thus lowering the
energy. This rebonded configuration is a weakly bonded but stable structure. It is
depicted schematically in Fig. 4.5(a).
In Ref. [62], the formation energy of the rebonded structure was estimated to
be 0.22 eV/dimer (including the Keating correction). The formation energy for the
nonrebonded structure is not much higher, 0.64 eV/dimer. The small difference
in energy is explained by the weakness of the bond between the exposed second-
layer atoms: the bond length is 20 % longer than the bulk bond length. In an earlier
ab initio calculation [43], a slightly larger value of 0.28 eV/dimer was obtained
using a 2×4 supercell in the calculation. The difference between these two results
is so small that based on these two values alone, we cannot draw any conclusions
on the effect of the supercell size, and due to the large computational demands,
this question has not been systematically studied using ab initio calculations.
Empirical potentials, on the other hand, are computationally much less in-
tensive and have proved to be useful for investigating many of the mentioned
questions related to supercell size, elastic relaxation and ways of calculating the
formation energies. In publication V, we tested the SW, T2 and T3 potentials
in their ability to model the dimer-vacancy structures. Of these three potentials,
the Tersoff potentials were found to be unsatisfactory because T2 predicts that
vacancy formation is exothermic (i.e. the formation energy per DV is negative)
and T3 cannot produce spontaneous rebonding of the second layer atoms (the sys-
tem remains in the metastable nonrebonded state even at high temperatures). In
contrast, the SW potential was found to give results in fair agreement with corre-
sponding ab initio data. The central features of dimer vacancies, the rebonding of
the second-layer atoms and atomic displacements in the vicinity of the defect, are
described with reasonable accuracy by SW. The formation energy for the stable,
rebonded 1-DV structure was calculated to be 0.40 eV per dimer for a periodic
2 × 5 structure. This is somewhat higher than the corresponding ab initio value of
0.22 eV, but of the same order.
Our MC simulations with the SW potential were performed using a system
composed of a 39-layers-thick slab with a surface area of at least 20 × 20 atoms,
which is much larger than the supercell used in the ab initio calculations. The
larger surface area allowed us to examine the effect of changing the periodicity of
the vacancy structure; e.g. the 2×4, 2×5 and 2×10 structures can all be studied
using the 20 × 20 surface area. For other periodicities, the surface area must be
changed accordingly; e.g. the 24 × 24 surface can be used for the 2 × 6 structure.
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The effect of changing the surface area does not influence the results which can be
checked for example by doubling the surface area and repeating the calculation.
In publication V, we found that the formation energy of the 1-DV structure is
dependent on the periodicity of the 2 × n structure used for the calculation. To
investigate this issue in detail, we use an approach first suggested by Oviedo et
al. [64] for comparing the relative stability of surfaces with different stoichiome-
tries. The main idea of this approach is that the energy change of forming a certain
amount of monolayer (which may contain vacancies) cannot depend on whether
this is accomplished by placing new atoms on a clean Si(001) surface or by bring-
ing atoms to the boundary of a pre-existing piece of a monolayer. The relative
stability of different 2 × n structures is given by the quantity
ξ(n) = E f (n) + Ep
n − 1 , (4.3)
where E f (n) is the energy difference per DV between the ideal 2 × 1 surface and
the 2 × n structure, and Ep is the monolayer formation energy for the ideal 2 × 1
surface. (See Chapter 5 for a detailed discussion.)
Figure 4.6 shows the value of ξ as a function of the periodicity of the vacancy
structure. The energy of the 2 × n structure decreases as the spacing between the
vacancies becomes larger until the value n = 10 is reached. This indicates that
two vacancies which are separated by less than 10 dimers are clearly interacting
with each other due to the overlap of their surrounding strain fields. We can there-
fore, say that the 2 × 5 periodicity used in the ab initio calculations does not fully
correspond to the experimental case where the concentration of vacancies is much
less than 20%, but this approach is, nevertheless, useful for comparing the relative
energies of the different DV clusters and their complexes.
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Figure 4.6: The relative energies of DV structures with different periodicities. The data
are obtained using the SW potential.
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4.3.3 2-DV and 3-DV structures
The 2-DV cluster is formed by removing two adjacent dimers from the 2 × 1
reconstructed Si(001) surface. In this case, rebonding between all three pairs of
exposed second-layer atoms would lead to an unstable configuration. Instead, the
pair in the middle of the vacancy rebonds with one of the other exposed second-
layer atom pairs on either side. The resulting configuration is stable. This structure
is illustrated in Fig. 4.5(b). The formation energy of the stable 2-DV structure is
only 0.16 eV/dimer [62] which is clearly lower than the corresponding value for
the stable 1-DV structure. This result is in agreement with the analysis of typical
STM images where 2-DV clusters occur more frequently than 1-DVs. In addition,
the strain of the 2-DV cluster is asymmetric, which significantly influences the
way the 2-DV cluster interacts and binds with surrounding single vacancies.
The 3-DV cluster consists of three adjacent dimer vacancies. The stable 3-
DV structure is a symmetric configuration where the exposed second-layer atoms
are rebonded on both sides of the vacancy. This configuration is illustrated in the
left part of Fig. 4.5(c) (labeled as 3-DV-a). The formation energy of the stable
structure is 0.15 eV/dimer [62]. A metastable 3-DV structure can be formed by
having rebonding between the middle pairs instead of having it on both sides (3-
DV-b in Fig. 4.5(c)). This structure has more dangling bonds but it is also very
stable with a formation energy of 0.29 eV/dimer [62], and it is further stabilized
when combined with additional single vacancies in the 1+3+1-DV complex (see
below for details). The strain field around both 3-DV configurations is symmetric.
4.3.4 DV cluster complexes
The strain fields surrounding the dimer vacancies induce interactions between
them. The differences in the strain around the basic DV clusters determine how
the basic DV clusters combine to form more complex structures. The 2-DV struc-
ture can link with one or two additional DVs. The resulting structures are labeled
as 1+2-DV and 1+2+1-DV cluster complexes, respectively. Similarly, the 1+3-DV
and 1+3+1-DV complexes consist of a triple vacancy linked with one or two single
vacancies. Only two of these cluster complexes, the 1+2-DV and the 1+3+1-DV,
occur in large numbers in STM images of Si(001). The reason for this is that these
two combinations release the strain surrounding the 2-DV and 3-DV clusters.
The stable 1+2-DV complex consists of a rebonded 1-DV linked with the non-
rebonded side of a 2-DV. The structure is illustrated in Fig. 4.5(d). The formation
energy of the stable 1+2-DV complex is 0.42 eV, or 0.14 eV/dimer [62]. This is
0.13 eV lower than the sum of the formation energies of isolated 1-DV and 2-DV
structures, which indicates that the combination is able to lower the strain at the
junction of the two clusters. Linking the double vacancy from both sides to a sin-
gle vacancy is energetically unfavorable due to rebonding on the other side of the
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double vacancy.
The 1+3+1-DV complex is formed by linking a triple vacancy from both sides
to a single, rebonded vacancy. In this case, the triple vacancy in the middle can
be rebonded in two alternative ways as shown in Fig. 4.5(c). The energies of
these two configurations are almost equal. In Ref. [62], the stable configuration
was determined to be the one with rebonding between the exposed second-layer
atoms in the middle of the 3-DV (shown in Fig. 4.5(e)). The formation energy of
this 1+3+1-DV complex was calculated to be 0.73 eV, or 0.146 eV/dimer. This
configuration is able to release the strain in both junctions.
The 1+2-DV cluster is the most frequently occurring structure in the typical
STM images analyzed in Ref. [62]. Based on their ab initio calculations, the rea-
son is that this is the only structure which minimizes the number of dangling bonds
and, simultaneously, releases part of the strain at its junctions. As we will soon
see, this structure has also been observed to dominate in ordered 2 × n vacancy
lines which have been observed to form on the Si(001) surface due to e.g. repeated
quenching from high temperatures or exposure to contaminants such as Ni.
4.3.5 Ordered 2 × n structures
All STM images of Si(001) show the presence of vacancies, but there has been dis-
cussion about their equilibrium distribution and ordering. We have already seen
that the vacancies have a clear tendency to cluster into distinctive complexes due
to strain-field mediated DV-DV interactions. The situation is, in fact, even more
complicated. Several groups [65, 66, 67, 63, 68, 69, 70] have demonstrated that
the dimer vacancy concentration can be manipulated, and once the concentration
is sufficiently high, the vacancies form chain-like structures with long-scale peri-
odicity. The orientation and atomic-scale structure of these vacancy lines depend
on several factors, such as temperature, surface preparation technique and possi-
ble exposure to contaminants. At present, it is still partly unclear what role kinetic
effects play in the formation of these ordered vacancy structures and which config-
uration represents the true equilibrium structure. In the following, we will review
some of the questions related to the ordering of the dimer vacancies, especially
because similar structures govern the morphology of the Ge-covered Si(001) sur-
face.
The intrinsic dimer-vacancy concentration of the clean Si(001) surface can be
increased by ion bombardment (Xe+, Ar+), etching (O2, Br2, I2, etc.), or contin-
ued radiation quenching from high temperatures [67]. The activation energy for
vacancy diffusion on the Si(001) surface is estimated to be less than 2 eV [71, 72],
which allows the vacancies to become mobile at elevated temperatures (> 800 K).
Their motion, in turn, leads to the formation of vacancy islands. When the con-
centration of vacancies is in the range 0.2−0.3 ML, which is clearly more than the
intrinsic defect density of Si(001) but still relatively low, the vacancy islands are
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observed to have a highly anisotropic shape with their long axis aligned perpen-
dicular to the direction of the dimer rows on the upper surface. These elongated
islands then develop into long chains and eventually order into a periodic 2 × n
pattern formed by vacancy lines (VL) that extend for many thousands of Å [63].
At higher vacancy concentrations (above 0.3 ML), the orientation of the elongated
vacancy islands is observed to rotate by 90◦ [67, 70]. These islands run parallel
to the upper terrace dimer row and they are generally wider than the perpendic-
ular vacancy lines. In agreement with these experimental observations, ab initio
Molecular Dynamics calculations of Ref. [70] show that perpendicular lines are
favored at low vacancy concentrations and the optimum width of the lines is two
or three dimers. For higher vacancy concentrations, the calculations show a pref-
erence to parallel islands with an optimum width greater than three dimers.
The ordering of the dimer vacancies to a periodic line-structure is observed to
be a strongly temperature-dependent process. Experimental results suggest that
the ordered dimer-vacancy structures only exist in an intermediate temperature
range [73]. The initial increase of the vacancy concentration using a technique
such as ion sputtering leads to a random distribution of single vacancies and small
vacancy clusters. An ordered line structure can be formed by annealing the surface
at temperatures ranging from 600◦C to 850◦C. However, if the temperature is
raised above 950◦C, the random configuration can be completely restored. On the
other hand, no ordering is observed at temperatures below 500◦C. This implies
that the transition temperature for ordering is between 500◦C and 600◦C.
The temperature-driven ordering of the dimer vacancies was investigated by
Kim et al. [73] using tight-binding total-energy calculations. Their results suggest
that dimer-vacancy clusters diffuse through a set of intermediate random configu-
rations toward an ordered line structure. At low temperatures, the thermal energy
is not sufficient to overcome the diffusion barrier for vacancies and therefore the
initial random distribution remains unchanged. Using previously calculated val-
ues of 1.7-2.3 eV [71, 72] for the height of the diffusion barrier, the transition
temperature was estimated to be about 380 − 610◦C which is in good agreement
with the experimentally observed range of 500 − 600◦C. Above the transition
temperature, thermal energy is sufficient for migration of the dimer vacancies and
ordering will take place. However, if the temperature is further increased, the
configurational entropy will begin to dominate the free energy of the system and
consequently the ordered lines break into a random distribution of vacancies. This
reasoning explains why the ordered vacancy lines exist only at intermediate tem-
peratures.
In addition to the etching and sputtering techniques, vacancy lines also form
spontaneously on the Si(001) surface if it is subject to Ni contamination [66]. Only
a small amount of Ni, less than 1%, is sufficient to increase the vacancy density
from below 2% to above 20% [68], and the intrinsic interaction between the dimer
vacancies drives the ordering process. STM images [74, 68, 66] of the Ni-induced
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2 × n vacancy-line structure show that the lines are mainly composed of double
vacancies (2-DV) and 1+2-DV clusters. Some authors have suggested that the
Ni-induced vacancy lines would be deeper than one atomic layer, but the high-
resolution contour plot of Koo et al. [68] corresponds well to the atomic structure
of the 1+2-DV cluster suggested by the ab initio study by Wang et al. The greater
depth of the vacancy line is explained by the asymmetric rebonding of the 2-DV
structure which leaves a deeper ’pitch’ in the nonrebonded region. Fig. 4.7 shows
a schematic illustration of the atomic structure of a 1+2-DV section of a vacancy
line. In contrast to the DV lines formed by etching or sputtering, the Ni-induced
lines cannot be annealed away even at high temperatures which implies that the
2 × n structure is stabilized by Ni contamination [68, 66].
Figure 4.7: Illustration of the atomic structure of a 1+2-DV complex. The surface is
viewed from the side. Four topmost atomic layers are shown. The arrow marks the
position of the deepest pitch in the vacancy complex.
Men et al. [63] used the Stillinger-Weber potential to examine the interaction
between adjacent vacancies in neighboring dimer rows. Their calculations show
that a surface with two far-separated 2-DVs has an energy which is 0.08 eV higher
than that of a surface where the vacancies are in neighboring dimer rows. For the
1+2-DV complex, the corresponding increase in energy is 0.28 eV. This excess en-
ergy represents an attractive interaction between two adjacent DVs. For two DVs
in the same dimer row, the interaction is long-ranged and repulsive. This can be
seen for example from Fig. 4.6 which shows the relative energies of the 2×n struc-
tures as a function of the vacancy-line separation (n). The long-range interaction
decays as n−2 as a consequence of surface strain relief, which can also be theoreti-
cally justified by energetic considerations of the domain-wall structure [67]. Later
in this thesis, we will see that dimer vacancies on the Ge-covered Si(001) surface
behave very similarly, although the reason for their initial formation is different.
Chapter 5
Ge on Si(001)
5.1 Structural evolution
5.1.1 Experimental observations
The growth of Ge on the Si(001) surface is strongly influenced by the strain in-
duced by the 4.2% lattice mismatch between Si and Ge. The initial stages of
submonolayer growth of Ge are quite similar to Si homoepitaxy, but near the com-
pletion of the first monolayer both the kinetics and thermodynamics of further Ge
growth change dramatically. As the amount of Ge increases, the surface under-
goes a structural evolution driven by the need to relieve strain. The morphological
changes are accompanied by complex effects on the step-edge roughness and sur-
face stress field. In the following, we discuss experimental and theoretical results
which contribute to our understanding of the underlying atomic-scale mechanisms
that govern the growth of Ge on Si(001). The focus is mostly on quasi-equilibrium
Ge films, corresponding to typical experimental growth conditions (500−700◦C),
but attention is also given to important kinetic effects.
Initial strain relaxation in the growing Ge overlayer is achieved primarily by
the formation of additional dimer vacancies. Several theoretical calculations (e.g.
Refs. [75, 76, 64] and publication VI of this thesis) show that dimer vacancies
have negative formation energies on the Ge-covered Si(001) surface with respect
to a 2 × 1 reconstructed Ge overlayer. The kinetics of vacancy formation are not
known, but experimental and theoretical evidence suggests that their formation is
also kinetically favored on Ge-covered Si(001) because Si-Ge and Ge-Ge bonds
are easier to break than Si-Si bonds [46].
The concentration of dimer vacancies increases as a function of Ge cover-
age, but initially the vacancies are randomly distributed on the surface. STM
studies [77, 78, 79] show that a well-defined 2 × n pattern appears when the Ge
coverage reaches 0.8 ML. Further deposition leads to a decrease in the average
value of n until saturation is reached at about 2 ML coverage. The distribution of
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measured values of n alternates somewhat depending on the experimental condi-
tions. For example, at 0.8 ML coverage, the measured average values of n range
from n = 17 [79] to n = 11 [78]. Around 1.5 ML coverage, the n values have
decreased to n = 9−10 [77, 78, 79], and convergence to n ∼ 8 is reached around
2 ML coverage [79].
In addition, experiments show that the distribution of n is broad for low Ge
coverages and becomes narrower as the thickness of the Ge overlayer increases [78].
The distribution of n is related to the number of kinks in the vacancy lines. When
the vacancy lines first appear on the surface, they have a disordered structure
with many kinks, and consequently, the average spacing between vacancies in
the same dimer row has a wide distribution. The ordering of dimer vacancies into
straight lines becomes energetically more favorable as the vacancy concentration
increases, and it is reflected by the narrowing of the distribution of the average
line separation.
The 2×n reconstruction becomes less effective in relieving the growing strain
as more Ge is deposited on the surface. Experiments show that other structures
begin to appear when the Ge film thickness exceeds 2ML. For example, a so-called
m × n structure emerges where additional vacancy trenches (so-called dimer-row
vacancies) form in the direction perpendicular to the vacancy lines in the 2 × n
reconstruction [42]. The resulting structure is a rectangular grid of intersecting
vacancy lines. The separation m between the newly formed trenches is observed
to decrease fast with increasing Ge coverage which implies that the dimer-row
vacancies are less effective in relieving strain than the vacancy lines in the 2 × n
structure. Indeed, three-dimensional islands begin to form on the surface soon
after the appearance of the m × n pattern. The critical thickness of the wetting
layer in MBE growth is approximately 3 ML [42].
5.1.2 Surface energy calculations
Before discussing the results obtained in different calculations concerning the evo-
lution of the Ge/Si(001) surface, we will address the question of how the energies
of surfaces with different stoichiometries should be compared. In all theoretical
calculations, we have to use a computational cell composed of a limited number
of atoms. If we are studying a system such as the 2 × n reconstructed Ge/Si(001)
surface, we are forced to change the number of atoms in the surface layer depend-
ing on the periodicity of the reconstruction. For example, if the computational
cell has a surface size of 20 × 20 atoms, then on a 2 × 1 reconstructed surface the
topmost layer is composed of 400 atoms, while on a 2 × 10 reconstructed surface,
it only contains 360 atoms. As a consequence, an appropriate chemical potential
must be assigned for the removed atoms in order to compare the relative stabilities
of surfaces with different stoichiometries.
This question was first addressed by Oviedo et al. [64] who introduced an
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intelligent procedure for determining the chemical potential in such a way that
close correspondence to experimental conditions is achieved. The idea is to use
the ideal 2 × 1 reconstructed surface as a reference system and determine the rel-
ative stabilities of differently reconstructed surfaces with respect to the reference
surface. The procedure for determining the relative stabilities does not use the
bulk cohesive energy as the chemical potential, as is commonly used in surface
energy calculations, but instead a redistribution of a fixed number of particles is
considered. In the following, we first consider the theoretical idea behind the
procedure, and then explain how the calculations are done in practice.
Let us consider a system with a fixed number of Ge atoms. Assuming that the
surface is in thermal equilibrium, the probability of observing a particular con-
figuration A is proportional to the Boltzmann factor exp(−E A/kBT ) where E A is
the energy of configuration A. Corresponding to experiments, we are interested
in the relative stability of different reconstructions obtained by distributing a fixed
number of Ge atoms (i.e. a fixed amount of deposited material) in different ways.
We take the 2 × 1 reconstruction as our reference point, and calculate the relative
energies of different 2 × n reconstructions with respect to the reference system.
The same approach can easily be generalized for studies of different structures,
e.g. the m × n pattern.
In order to understand the idea behind the computational procedure, consider
a large section of the Si(001) surface covered with a 2 × 1 reconstructed layer of
Ge. The shape of the area is unimportant, but the area is thought to be so large that
edge effects are negligible. Let Ep denote the energy of a Ge dimer in the 2 × 1
reconstructed layer. Next an appropriate amount of Ge atoms is fetched from
infinity and replaced at the borders of the Ge layer, which increases the energy
of the system by Ep per additional Ge dimer. The 2 × n reconstruction can now
be formed by removing every nth dimer from each row and taking the removed
dimers to infinity (the number of previously added atoms was chosen to equal the
number of removed atoms). The energy cost of forming the dimer vacancies is
denoted by E f (per dimer). Combining the adding and removal of dimers, we
obtain the energy change when going from the initial 2 × 1 reconstruction to the
2 × n arrangement, denoted by ξ(n), and given by
ξ(n) = E f (n) + Ep
n − 1 . (5.1)
The relative stability of different 2 × n reconstructions can now be determined by
calculating the value of ξ as a function of n and finding the minimum. Positive
values of ξ indicate that the configuration in question is less stable than the 2 × 1
reference surface.
The computational procedure for calculating ξ consists of determining the
value of Ep and the values E f (n) for a range of n values. In practice, these are
obtained from simulations as follows: For a given Ge coverage (e.g. 1 ML), (i)
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Ep is given by the energy difference between a system with a 2 × 1 reconstructed
surface and a system obtained by removing the top layer and relaxing the resulting
surface with a 2 × 1 arrangement (e.g. using slab geometry with two surfaces in
the system, if the reference system has 1 ML of Ge on both surfaces, the removal
of the top layer yields 2 × 1 reconstructed Si-surfaces with the total number of
atomic layers in the simulation system reduced by two). (ii) E f (n) is given by
the energy difference per Ge dimer between a system with a 2 × n reconstructed
top layer and the reference surface with a 2 × 1 reconstruction. It is essential to
notice that in both calculations, the total number of Ge atoms in the two systems is
different. This should not be confused with the conceptual idea of comparing the
relative energies of surfaces obtained by distributing a fixed number of Ge atoms
in different ways.
y
y
x
∆
Figure 5.1: Illustration of a 2 × n reconstructed surface (n = 8). Filled circles represent
atoms in the top layer and open circles atoms in the layer beneath. 1y shows the direction
in which the separation between rows of dimers is measured.
For full-monolayer coverages, the reference system consists of a predefined
number of Ge layers (e.g. 1, 2 or 3 ML) with a 2 × 1 reconstructed surface. For
submonolayer coverages, the surface layer consists of a random mixture of Ge-Ge,
Si-Ge and Si-Si dimers with the percentage of Ge atoms given by the coverage;
e.g. for 0.8 ML coverage, 80% of the top layer atoms are Ge. For fractional
coverages exceeding 1 ML (e.g. 1.5 ML), the top layer is 100% Ge (due to the
lower surface energy of Ge with respect to Si) and the layer beneath consists of a
random Si-Ge mixture.
For all coverages, the 2 × n reconstruction is obtained by removing every nth
dimer from each dimer row in the surface layer. Figure 5.1 shows the structure of
a 2×n reconstructed surface where the exposed second-layer atoms are rebonded.
In simulations, top-layer atoms are usually dimerized in the initial configuration,
but rebonding is not imposed initially (it is expected to occur spontaneously during
5.1 Structural evolution 51
the relaxation). The surface area of the simulation cell must be chosen to match
the periodicity of the 2×n pattern; e.g. a 20×20 surface can be used for 2×4, 2×5
and 2 × 10 reconstructions. For details of how the relative stability of different
m × n patterns can be compared, see Ref. [80].
5.1.3 2 × n reconstruction
In the following, we discuss the energetics and structure of the 2 × n reconstruc-
tion. We compare results obtained by using ab initio, tight binding and empirical
potential calculations and discuss how these results agree with experimental ob-
servations. In this section, we consider fully segregated Ge layers on the Si(001)
surface, whereas the next section addresses the question of possible Si-Ge inter-
mixing.
We begin by discussing the evolution of the optimal periodicity of the 2 × n
reconstruction as a function of the Ge coverage on the surface. The relative sta-
bility of the different 2 × n reconstructions is determined in the manner described
in the previous section. Figure 5.2 shows a plot of ξ(n) as a function of n for Ge
coverages of 0.5, 0.8, 1.0, 2.0 and 3.0 ML, obtained from Monte Carlo simulations
using the Stillinger-Weber potential. The corresponding plot of ξ(n) for a clean
Si(001) surface was shown earlier in Fig. 4.6. We notice that the ξ values are all
positive for the clean Si(001) surface, while for the Ge-covered surfaces the val-
ues are mostly negative. This indicates that the 2 × n reconstruction is stabilized
by the Ge layer, and the energy gain increases as the Ge layer becomes thicker.
The optimal periodicity for each coverage is given by the minimum of the
ξ(n) curve. For 0.5 ML coverage, the vacancy lines are energetically favorable
only for very large values of n and there is no minimum value for n ≤ 16. This
indicates that while a low concentration of dimer vacancies is favorable at small
submonolayer coverages of Ge, the vacancy-vacancy interactions are likely to be
too weak for an organized line pattern to appear on the surface. As mentioned,
experiments show that ordering of the vacancies is initiated around 0.8 ML cov-
erage, and indeed, our SW calculations of ξ(n) also show that a weak minimum
appears at 0.8 ML coverage between n = 12 − 14. Further increase in the thick-
ness in the Ge layer leads to a shift in the optimal value of n such that at 1.0 ML
coverage the minimum is at n = 10, and at about 2 ML coverage a saturation
point is reached after which the optimal value remains at n = 8.
The shift toward smaller n values is accompanied by an increasing energy
gain until the saturation point is reached at 2 ML coverage. Further reduction of
the periodicity is energetically unfavorable due to a repulsive interaction between
neighboring vacancy lines. The repulsion is mediated by subsurface atoms in the
vicinity of the vacancy line which are distorted from the usual diamond lattice
positions. The interaction between two local strain fields results in an effective
repulsion between the vacancy lines.
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Figure 5.2: Energy change per Ge dimer when a 2 × n reconstruction is formed from a
2×1 reconstructed reference surface. Negative values indicate that the 2×n reconstruction
is stable with respect to 2×1 ordering. The minimum of the curve gives the most favorable
spacing between the dimer-vacancy lines. The results are from MC simulations using the
Stillinger-Weber potential at 11 K.
These results were obtained from large-scale Monte Carlo simulations where
typical system sizes were in the range from 15 000 to 35 000 atoms. The surface
size of the simulation cell was kept relatively small (typical values were around
20 × 20), but the bulk section of the slab was thick (typically 59 atomic layers) in
order to have close correspondence to experimental systems (i.e. to simulate a thin
layer on a much larger substrate). We would like to point out that the constant-
pressure algorithm (described in Section 2.1.6) allows the sides of the simulation
cell to fluctuate independently which leads to anisotropic changes in the x and
y dimensions of the system (due to the strain induced by the dimerization of the
surface atoms). In order to eliminate this effect, we always used slabs where the
two surfaces have perpendicular dimer orientations (i.e. an odd number of atomic
layers in the z direction). This question is discussed in detail in Publication V.
Determination of the ξ(n) values requires calculations involving extremely
small energy differences which are then multiplied by much larger factors. Con-
sequently, the simulations must yield very accurate energy values in order to be
meaningful. In Fig. 5.2, the results are given with error bars smaller than or com-
parable to the size of the symbols. For details of the energy calculations, see
publication VI.
Our SW results can be directly compared to those of two other studies which
are based on first-principles [64] and tight-binding [80] calculations. Figure 5.3
shows a plot of ξ(n) for 1, 2 and 3 ML Ge coverages obtained from tight-binding
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calculations of Oviedo et al. [80]. The results for the 1 ML case agree fairly
closely with corresponding DFT calculations of Ref. [64]. The common feature
in all of the studies is that they predict that the 2 × n reconstruction is stable on
Ge-covered Si(001) surfaces with respect to the 2 × 1 ordering.
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Figure 5.3: Results of tight-binding calculations showing the energy change per Ge dimer
when a 2 × n reconstruction is formed from a 2 × 1 reconstructed reference surface. For
the 1ML coverage, Stillinger-Weber results are also given for comparison (the same data
as shown in Fig. 5.2). The TB data are from Ref. [80].
In both the SW and TB calculations, the optimal periodicity of the vacancy-
line structure is observed to decrease as a function of increasing Ge coverage.
However, the results are found to disagree in their quantitative predictions of the
optimal value of the vacancy line spacing. Table 5.1 shows a comparison between
experimental data and results obtained from the SW and TB calculations. Sur-
prisingly, the empirical SW potential gives a much closer agreement with experi-
mental observations than do the TB calculations. The authors of Ref. [80] suggest
that the discrepancy between their TB calculations and experiments may be ex-
plained by kinetic effects which may cause the experimentally observed structures
to be out of thermal equilibrium. This explanation cannot be fully adequate be-
cause in our MC-SW simulations, the surface is in full thermal equilibrium, as in
the TB calculations, and yet the SW results correspond closely to experimentally
observed changes in the 2 × n reconstruction of the surface. In addition, in the
review of Liu et al. [46], it is explained that the structure and morphology of ex-
perimentally grown thin films is governed by thermodynamics due to the use of
high temperatures (500 − 700◦C) or long annealing times in typical experiments.
Consequently, the experimental observations are made at a quasi-equilibrium state
where the surface layers are very close to thermodynamic equilibrium but equilib-
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rium between the surface and the bulk is not established (see the following section
on Si-Ge intermixing for an extended discussion on this subject).
Table 5.1: Optimal periodicity of the 2 × n reconstruction as a function of Ge cover-
age. The SW results are from publication VI and the TB results from Ref. [80]. The
experimental data are collected from various STM measurements in Refs. [77, 78, 79].
θGe (ML) 0.5 0.8 1.0 1.5 2.0 3.0
exp. - 11-17 12 9-10 8 8
SW > 16 12-14 10 8 8
TB 8 6 4
For comparison purposes, we repeated the Monte Carlo simulations using the
empirical Tersoff potential T3 instead of the SW model. The calculations give
the optimal periodicities of n = 10, 6 and 6 for Ge coverages of 1, 2 and 3 ML,
respectively. These values are much closer to the corresponding results obtained
using the SW potential (n = 10, 8, 8) than to those obtained from the TB calcu-
lations. The differences between the T3 and SW data result only from the use of
two different potential models, whereas the TB results were obtained from static
calculations of much smaller systems at constant volume (constant-pressure sim-
ulations were used for the SW and T3 calculations). It seems that the TB model
does not fully predict the repulsive interaction between neighboring vacancy lines,
possibly because the simulation cells were only one dimer wide and from four to
twelve dimers long with a slab thickness of ten atomic layers [80]. This is much
less than the systems used in the MC simulations where a typical system size was
e.g. 20 × 20 × 59. Consequently, the TB calculations may underestimate the
energetic cost of introducing tightly-spaced vacancy lines on the surface.
Let us now consider some aspects related to the distribution of the average
vacancy-line separation. As mentioned, experiments show that the distribution
is broad for low Ge coverages and becomes narrower as the amount of Ge in-
creases. The same trend can be seen in Fig. 5.2 where the relative energies for
n = 12−16 are almost degenerate at 0.8 ML coverage, but as the Ge coverage in-
creases, the potential well around the minimum in the ξ(n) curve becomes deeper
and narrower. This suggests that the straightening of the vacancy lines becomes
energetically more favorable when the Ge film thickens.
On the other hand, the distribution of the average vacancy-line separation is
directly related to kinks in the vacancy lines. In a tight-binding study [80], Li et
al. calculated the energy cost of forming kinks in a line of missing dimers for Ge
coverages of 1, 2 and 3 ML. The kink-formation energy is given by the energy
change when a missing dimer is displaced from a straight-row configuration by a
distance of one or two dimers in the direction perpendicular to the vacancy line.
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Figure 5.4: Average separation between rows of dimers on a 2×10 reconstructed surface
with 1 ML Ge coverage. The average row separation on a 2 × 1 reconstructed surface is
given for comparison. The row separation is measured in the direction perpendicular to
the dimer bonds (shown as 1y in Fig. 5.1. The vacancy lines are situated at positions with
indices 0 and 9. The results are from MC simulations using the Stillinger-Weber potential
at 11 K.
The results of the tight-binding calculations show that a straight vacancy line is
the energetically most favorable configuration for all Ge coverages. However, the
formation energy of a kink of length 1 unit is only 0.036 eV for 1 ML Ge coverage,
which implies that a fair amount of kinks will be present at typical experimental
temperatures. The formation energy becomes larger as the Ge coverage increases:
the values 0.069 and 0.089 eV were obtained for coverages of 2 and 3 ML, re-
spectively. In agreement with experiments, the results suggest that the probability
of kink formation decreases as the Ge coverage increases. The formation energy
of 2-unit deep kinks is in all cases clearly larger than for kinks of depth 1.
The physical origin of this effective attraction is a subtle relaxation of the local
atomic structure around the two neighboring vacancies in adjacent rows. Ordering
of the vacancies in straight rows allows a better local relaxation of the atoms in
the underlying layers due to the overlap and interference of the neighboring strain
fields.
These results provide strong evidence that the dimer vacancy lines serve as a
strain-relief mechanism in which the major contribution comes from large-scale
elastic effects. The simplest explanation is that the vacancy lines provide room
for the expansion of the Ge overlayer which effectively reduces the compressive
strain in the system. Figure 5.4 shows the average separation between rows of
dimers on a 2 × 10 reconstructed surface with 1 ML Ge coverage (see Fig. 5.1 for
an illustration of how the distance is measured). For comparison, also the average
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spacing on a 2 × 1 reconstructed surface is shown. Two vacancy lines are located
at the edges of the surface area shown in the figure. We notice that the separation
between the Ge atoms increases significantly in the whole region between the two
vacancy lines when compared to the 2 × 1 surface. The relaxation is largest near
the vacancy lines. Decreasing the periodicity provides more room for expansion,
which is an effective way to reduce the strain energy in the system because the
energetic cost of creating the dimer vacancies is relatively low due to rebonding
of the exposed second-layer atoms. The optimal periodicity of the 2 × n structure
is determined by the balance between the energetic gain from the strain relaxation
and the cost from forming the vacancies.
5.2 Si-Ge intermixing
Computational details
Despite the extensive efforts which have been dedicated to the morphology of Ge
films on Si(001), there are still some gaps in our understanding of the complex
mechanisms which influence the surface structure and stoichiometry. One of the
fundamental issues is the possibility of Si-Ge intermixing which can change the
stoichiometry of the surface layers and has profound consequences on the mor-
phology, energetics and strain relaxation. STM and other experimental techniques
are able to characterize the surface structure with atomic-scale resolution, but so
far a direct measurement of the stoichiometry of the entire wetting layer has not
been achieved because distinguishing between Si and Ge atoms is extremely diffi-
cult due to their similar atomic, electronic and chemical properties [46]. Contrary
to earlier beliefs, recent experimental evidence suggest that a significant amount
of intermixing may occur at typical growth temperatures. Computational methods
have played an important role in building an understanding of the mostly indirect
experimental information.
Intermixing is a complicated topic to study due to an interplay of different
thermodynamic driving forces related to strain relaxation, effects of temperature
and kinetic factors. Accurate first-principles studies can be used to obtain valuable
information about the binding energies of individual Ge atoms at various lattice
positions on the Si(001) surface, and they can be used to identify the mechanisms
for place-exchange or subsurface diffusion processes. The main drawback of these
methods is that the calculations are conducted in the zero-temperature limit after
which the distribution at nonzero temperatures is estimated using e.g. the Boltz-
mann or the Fermi-Dirac distribution. In addition, effects due to coverage de-
pendence (Ge-Ge correlations) and surface reconstruction are almost always ne-
glected.
The Monte Carlo method, on the other hand, can be combined with a compu-
tationally effective classical potential, which allows one to perform simulations of
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sufficiently large systems at any particular value of temperature with all correla-
tion effects etc. intrinsically included in the simulation. In the MC approach, the
idea is to obtain the equilibrium distribution for a given Ge coverage directly from
the simulation where, in addition to the usual MC moves, randomly selected pairs
of Si and Ge atoms can exchange positions. Each attempted exchange is accepted
or rejected using the usual Metropolis criterion. In this so-called random-switch
algorithm (publication VI), the total number of both types of atoms (Si and Ge)
is conserved, and thus in a given simulation the Ge atoms are distributed over the
system corresponding to the free-energy minimum.
The random-switch MC algorithm is a very fast method to achieve large con-
figurational changes in the system, which would not be possible using regular
single-particle moves in the MC algorithm or a method such as Molecular Dy-
namics where the particles must follow the trajectories dictated by the equations
of motion. The MC method cannot be used to study the actual diffusion mech-
anism behind the intermixing processes but it is a useful tool for studying the
thermodynamic driving forces behind the experimentally observed changes. Real
systems are, of course, affected by kinetic limitations, but these can be estimated,
at least to a certain extent, by investigating the system at two limiting cases: in the
total absence of intermixing and in full thermodynamic equilibrium.
In addition, it is in some cases justifiable to consider a quasi-equilibrium case
where intermixing is allowed to occur only in a region near the surface but the
bulk region consists of pure Si. In real systems, bulk diffusion of Ge is practically
negligible in usual growth conditions, but as we will soon see, several experiments
indicate that near the surface Ge penetrates down to at least the fourth layer at tem-
peratures as low as 400◦C. The physical origin of the much faster diffusion rate
near the surface is explained by differences in the diffusion mechanism. In bulk,
Ge diffuses by two main mechanisms: interstitial exchange and vacancy diffusion.
The DFT calculations of Uberuaga et al. [81] show that the interstitial-exchange
process is clearly faster in the surface region because the formation energy of Si
interstitials is significantly lower near the surface than in the bulk. Thus restrict-
ing the intermixing in simulations to a suitable region near the surface gives a
better correspondence to the experiments than looking at the full thermodynamic
equilibrium.
5.2.1 Place-exchange in the submonolayer regime
In a recent STM study by Qin et al. [82], empty-state imaging was successfully
applied to directly identify atomic-scale intermixing sites on Si(001) at submono-
layer Ge coverages. Such a differentiation between Si and Ge atoms had not been
achieved prior to this study and it was commonly believed that it is not possible
to distinguish Si and Ge on Si(001) using STM. In their study, Qin et al. were
able to demonstrate that a measurable degree of place exchange occurs in the top
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layer at temperatures as low as 330 K. In addition, the study shows that Ge/Si
place exchange occurs randomly on the surface and steps or point-defects are not
preferential intermixing sites. These results are in agreement with the findings of
another advanced STM study by Lu et al. [83] where the different dynamic ap-
pearance of the mixed Si-Ge dimer was used to distinguish it from the Si-Si and
Ge-Ge dimers. The abundance of mixed Si-Ge dimers indicates that the exchange
process between deposited Ge atoms with Si atoms in the first layer involves a
rather low energy barrier.
These STM measurements confirm the results of earlier indirect measure-
ments [84, 85] which already suggested that below 1 ML Ge coverage, the surface
layer consists of a mixture of Ge and Si atoms. In a displacive adsorption process,
the deposited Ge atoms exchange places with Si atoms in the surface layer to
form mixed Si-Ge dimers. The displaced Si atoms diffuse over the surface and
are incorporated into steps. In the surface layer, the Ge content increases as more
Ge is deposited until at 1 ML coverage the surface is completely covered by Ge.
This displacive adsorption process is an essential part in understanding the grad-
ual formation of the 2 × n reconstruction in the submonolayer regime. If the Ge
atoms would all adhere to step edges, then contiguous areas of Ge-covered surface
would form from the very beginning of the deposition process, and consequently,
a well-defined 2×n pattern should appear immediately in those areas. The surface
would then be characterized by the coexistence of 2 × n and 2 × 1 phases in the
submonolayer regime. Instead, the ordered vacancy lines appear gradually with a
poorly ordered 2 × n pattern appearing around 0.8 ML coverage over the entire
surface.
Several experiments [84, 82, 83] confirm that the Si-Ge place exchange oc-
curs even at room temperature, whereas Ge incorporation to deeper layers in-
volves a much higher energy barrier. In Ref. [84], measurements at 500◦C show
no evidence of incorporation into subsurface sites at 1 ML coverage, whereas in
Ref. [85], annealing at submonolayer coverage to 600◦C was reported to lead to an
interdiffusion into deeper layers. More insight into the situation can be obtained
by comparing these observations with results from recent computational studies.
At low temperatures, all Ge is expected to stay in the surface layer due to its
lower surface energy with respect to Si. In all theoretical calculations, including
both ab initio [81, 86, 87] and empirical potentials (our results, publication VI),
the energy cost of substituting a Ge atom for Si is lowest for the topmost layer.
Empirical potentials cannot produce dimer buckling, but according to the ab ini-
tio calculations, the Ge adsorption site corresponds to the up-atom position. The
mechanism for the mixed Si-Ge dimer formation was investigated in detail by Ko
et al. [87] using ab initio total-energy calculations. They concluded that the mixed
Si-Ge dimer offers only a marginal energetic gain compared to a Ge-Ge growth
mode. Furthermore, the displacive adsorption of individual Ge atoms was found
to be unfavorable, both energetically and kinetically. Instead, the mixed Si-Ge
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dimer formation was proposed to occur via an atomic exchange process during
the dimerization of Ge atoms. The required activation energy was calculated to be
0.1 eV. This exchange-dimerization process may explain the predominant forma-
tion of mixed Si-Ge dimers at low Ge coverages. At the moment there is no direct
experimental evidence of the microscopic process leading to the mixed dimer for-
mation that would confirm the proposed mechanism of Ko et al., and thus this
question still remains partly open.
5.2.2 Intermixing in subsurface layers
At high temperatures, the probability of Ge diffusing to deeper layers increases.
Several experiments [88, 89, 90, 91, 81] indicate significant subsurface Ge occu-
pation even at submonolayer coverages at temperatures in the range 400−700◦C.
Varying subsurface distributions have been reported, but in all results, Ge is in-
corporated down to at least the fourth layer below the surface with most of the Ge
still remaining in the first layer. Precise determination of the atomic-scale config-
uration in deeper layers is not possible using current experimental techniques, but
computational studies have helped to identify the sites where the Ge atoms may
be incorporated in the subsurface region.
The simplest approach is to calculate the energy cost of substituting a Ge
atom in different sites near the Si(001) surface. Table 5.2 summarizes the results
obtained using empirical potentials (Stillinger-Weber and Tersoff) (our results,
publication VI) and DFT calculations (using the LDA approximation [86, 81] and
the nonlocal PW91 exchange-correlation functional [81]). Figure 5.5 shows the
indexing of the sites in layers 1 − 4. All calculations show that the first layer is
most favorable to Ge atoms with the up-atom site (1a) favored over the down-
atom site (1b) in the DFT calculations. The compressively strained sites under
the dimer rows (3a and 4a) are clearly higher in energy than are the tensile sites
under the troughs (3b and 4b). For the second layer sites, the Tersoff potential
gives an energy value which is clearly higher than the binding energy for both the
compressive and tensile sites in layers 3 and 4. This result is in disagreement with
all the other calculations where the relative order of the sites in increasing energy
is 1, 2, 3b, 4b, 2, 4a, 3a.
In order to compare the computational results with existing experimental data,
it is necessary to obtain the distribution of Ge atoms in subsurface layers at tem-
peratures corresponding to the experimental conditions. In the DFT studies, the
occupation probability of Ge atoms in various sites has been estimated using ei-
ther the Fermi-Dirac distribution (corresponding to a situation where the number
of Ge atoms in the unit cell is not fixed) or the Boltzmann distribution (corre-
sponding to a fixed number of Ge atoms in the unit cell). In these calculations,
the coverage dependence of the Ge binding energy is neglected (the occupation
probability of a given site is assumed not to depend on the occupation of neigh-
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Figure 5.5: Illustration of the intermixing sites at the Ge/Si(001) surface. The recon-
struction of the surface leads to the formation of two inequivalent sites in layers 3 and
4 (marked with a and b). In addition, the first layer sites are denoted as 1a (up-atom)
and 1b (down-atom) corresponding to dimer buckling. The lattice sites which are under
compression and thus unfavorable to Ge occupation are marked with open circles.
Table 5.2: Energy cost of substituting a Ge atom for Si in different sites near the Si(001)
surface relative to the first layer (in eV). For the DFT results the difference between sites
1a (buckling-up) and 1b (buckling-down) is also given. The DFT calculations are from
Refs. [86](LDA1) and [81] (LDA2 and PW91). The empirical potential calculations (SW
and Tersoff) are our results from publication VI. The surface is 2 × 1 reconstructed in all
cases.
Layer SW Tersoff LDA1 LDA2 PW91
1a 0 0 0 0 0
1b - - 0.091 0.134 0.149
2 0.244 0.230 0.211 0.314 0.363
3a 0.289 0.133 0.249 0.361 0.415
3b 0.183 0.121 0.155 0.292 0.344
4a 0.274 0.173 0.237 0.344 0.419
4b 0.199 0.103 0.160 0.291 0.348
boring sites) and effects due to changes in the surface reconstruction (from 2×1 to
2 × n) are not considered. In contrast, in the MC method with the random-switch
algorithm, all these factors can be directly included in the simulations, and as an
outcome we obtain the equilibrium distribution for given values of Ge coverage
and temperature.
Table 5.3 shows a comparison of the probability distribution of Ge in sub-
surface layers obtained using the MC-SW method (our results, publication VI)
and DFT calculations [86, 81]. Two different cases are considered: 1.0 ML of
Ge at 600 ◦C and 1.6 ML at 700 ◦C. The surface is 2 × 1 reconstructed in all
calculations. The agreement is fairly good, especially when taking into account
the differences in the techniques for obtaining the occupation probabilities. Fur-
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thermore, in Ref. [81], the DFT results for the 1.6 ML case were compared with
Auger electron diffraction (AED) measurements of a corresponding experimental
system and the results were found to be in good qualitative agreement. It can be
concluded that our SW-MC results are in similar agreement with the experiment
since the differences between the SW-MC and DFT values are very small.
Table 5.3: Comparison of Ge occupation probabilities in subsurface layers obtained using
the SW potential based MC method (publication VI) and DFT calculations from Refs. [86]
(DFT1, LDA) and [81] (DFT2, PW91). The first set of results (DFT1, SW1) is for 1.0 ML
Ge coverage at 600 ◦C and the second set (DFT2, SW2) is for 1.6 ML coverage at 700 ◦C.
The SW distributions are a direct outcome from simulations, whereas the DFT results have
been obtained by from the Ge binding energies using either the Boltzmann distribution
(DFT1) or the Fermi-Dirac distribution (DFT2). The surface is 2 × 1 reconstructed in all
cases. The statistical errors in the SW data are of the order 0.001.
1.0 ML at 600 ◦C 1.6 ML at 700 ◦C
Layer DFT1 SW1 DFT2 SW2
1 0.648 0.694 0.893 0.836
2 0.131 0.095 0.257 0.251
3a 0.028 0.041 0.156 0.137
3b 0.082 0.168 0.303 0.367
4a 0.032 0.063 0.150 0.183
4b 0.078 0.149 0.293 0.338
Detailed quantitative comparison of the computational data to experimental
measurements is not possible at the moment because such information cannot be
produced using current experimental techniques (due to the difficulties in distin-
guishing between Si and Ge atoms). Indirect techniques have been used in several
experimental studies, but the agreement between the different sets of measure-
ments is not particularly good. The variations can be explained in part by the
difficulties in measuring subsurface intermixing and in part by different experi-
mental conditions. Due to these difficulties, computational studies have turned
out to be extremely valuable in investigating questions which are inaccessible us-
ing current experimental techniques. In the following, we discuss how intermixing
is connected to the reconstruction of the surface, and show that the computational
results provide a reasonable explanation for qualitative features observed in ex-
periments.
5.2.3 Site selectivity and strain relaxation
We now consider the energetic reasons for intermixing by investigating the system
in the low-temperature limit where entropic effects do not contribute to the prob-
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lem. We begin by discussing the site selectivity of intermixing which is caused by
to main factors: dimerization of the surface and presence of dimer-vacancy lines.
Then we consider how the relative stability of the different 2 × n reconstructions
is affected by the onset of intermixing.
(b)
(a)
Figure 5.6: Snapshot of a typical configuration obtained from a Monte Carlo simulation
of intermixing in a system with 3 ML of Ge on Si(001). (a) The surface is viewed from the
side along the direction of the dimer rows (along the y axis in Fig. 5.1). (b) The surface
is viewed from the other side along the direction of the vacancy lines (along the x axis
in Fig. 5.1). Si atoms are shown in blue and Ge atoms are color coded according to their
energy from red (high energy, dimers) to light blue (low energy).
Figure 5.6 shows a snapshot of a typical configuration obtained from a Monte
Carlo simulation of intermixing in a system with 3 ML of Ge on Si(001). The
simulation temperature is 0.001 eV (11 K), which means that in the equilibrium
configuration, the Ge atoms will occupy the sites with lowest energy. In the low-
temperature limit, it is not necessary to limit the intermixing region to a certain
region near the surface because Ge segregates to the surface region when the over-
all fraction of Ge is sufficiently low (e.g. 3 ML or less while the entire simulation
system consists of at least 40 atomic layers). For more details of the simulations,
see publication VI.
In Fig. 5.6(a), the surface is viewed from the side along the direction of the
dimer rows. The dimerization of the atoms in the surface layer leads to large
distortions in the positions of the atoms in the underlying layers. Consequently,
there is a strong preference in the third and fourth layers for the Ge atoms to
occupy the sites under the troughs (3b and 4b), while the sites under the dimers
(3a and 4a) are mainly occupied by Si atoms. This feature was predicted by both
the DFT and empirical potential calculations of the binding energy of Ge atoms
where the 3b and 4b sites were found to be clearly lower in energy than the 3a
and 4a sites (see the previous section). The preference of Ge atoms to occupy
5.2 Si-Ge intermixing 63
the tensile 3b and 4b sites has also been observed in experiments (e.g. in AED
measurements in Ref. [81]). At typical growth temperatures, part of the Ge is
driven to the compressively strained 3a and 4a sites due to entropy, but our MC
simulations at elevated temperatures show that a majority of the Ge atoms remain
in the tensile b sites even at 600◦C. This leads to the formation of an ordered
structure in subsurface layers as has also been observed in growth experiments of
Si/Ge alloys on Si(001) [92].
In Fig. 5.6(b), the surface is viewed from the other side where vacancy lines
are visible. The surface is 2 × 8 reconstructed which is an optimal periodicity for
3 ML coverage in the absence of intermixing. We observe that the presence of
vacancy lines has a clear effect on the distribution of Ge atoms in the subsurface
layers: the region under a vacancy line is clearly unfavorable for Ge occupation.
This is due to the fact that the vacancy lines induce atomic displacements in their
vicinity, which in turn leads to a local compressive strain in this region. From
these observations, it becomes evident that there exists a complex interplay be-
tween the vacancy lines and subsurface distribution of Ge since both of these
features contribute to strain relaxation on the Ge/Si(001) surface.
In order to address the question of strain relaxation in more detail, we return
to the surface energy calculations which in section 5.1 were conducted in the
absence of intermixing. We have seen that the optimal periodicity of the 2 × n
reconstruction decreases as the Ge layer becomes thicker due to an increasing
need for strain relief in the system. Saturation is reached around 2 ML coverage
after which the 2 × n reconstruction becomes less effective in relieving the strain.
We now propose a question: how are these results affected if intermixing can
occur in the system? For example, it may be energetically more favorable to
have less vacancy lines on the surface if part of the strain can be more effectively
relieved by subsurface intermixing of Ge.
Figure 5.7 shows the effect of strain-relief driven intermixing on the relative
stability of different 2 × n reconstructions. For 2 ML coverage, the optimal value
of n shifts from n = 8 to larger values when intermixing is allowed to occur in the
system. STM measurements [46] show similar behavior: for 1.5 ML of Ge grown
at a lower temperature, post-deposition annealing at 760◦C changes the observed
value of n from 9 to 14. The annealing enables the Ge atoms to overcome at least
part of the kinetic barriers affecting their subsurface migration, and consequently,
the periodicity of the vacancy-line structure changes as a response to the strain
relaxation provided by the intermixing. In contrast, for the 3 ML coverage, in-
termixing leads to a large energy gain, but the optimal periodicity of the 2 × n
reconstruction remains at n = 8. The reason for this is that intermixing provides
the additional strain relief which cannot be accomplished by further reduction of
the vacancy-line periodicity. In experimental systems, the occurrence of intermix-
ing is strongly dependent on the growth temperature. At low to moderate growth
temperatures, the system is likely to be close to the limit of full surface segrega-
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tion of Ge, whereas at high temperatures, intermixing could potentially change the
surface morphology in the 2-3 ML regime. At least to our knowledge, this subject
has not been investigated experimentally, but our simulation results suggest that
the onset of intermixing could, for example, postpone the formation of the m × n
pattern due to the reduced need for strain relaxation.
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Figure 5.7: Effect of intermixing on the relative stability of different 2×n reconstructions.
Results for 2 and 3 ML coverages are shown. The data for the case without intermixing is
the same as shown in Fig. 5.2. Coverages up to 1 ML are not included in the figure because
in the low-temperature limit all Ge remains in the top layer and the surface structure does
not change.
Chapter 6
A new hybrid MC-MD algorithm
6.1 Background
In this last chapter, we present a new hybrid MC-MD algorithm which has been
developed for the study of long time- or length-scale phenomena on semiconduc-
tor surfaces. The algorithm is targeted to circumventing the problem of getting
trapped into metastable states in simulations of systems with complicated energy
landscapes. We are not interested in the exact dynamical evolution of the system,
but the aim is to achieve large-scale relaxation and to study the surface morphol-
ogy at equilibrium or near equilibrium. For such studies, the Metropolis Monte
Carlo is the method of choice because it is not constrained by the intrinsic dynam-
ics of the system. The algorithm and simulation results presented here are based
on publications VII and VIII.
The problem with conventional MC algorithms is that in simulations involv-
ing complicated energy landscapes, the escape from a metastable state would re-
quire large-scale rearrangement of the atomic configuration which is associated
with very high energy barriers. In the case of the Si(001) surface, the formation
of a dimer from two neighboring adatoms lowers their energy by approximately
1 eV/atom. On the contrary, the energy gained when two or more dimers align
to form a straight dimer row is at least an order of magnitude smaller. Conse-
quently, standard MC simulations typically produce configurations with an exces-
sive amount of surface defects; e.g. undimerized atoms and antiphase boundaries
(see publication VIII).
In order to overcome these problems related to large systems and long time
scales, we have developed a new hybrid MC-MD algorithm which is based on
introducing collective, large-scale moves to the standard Metropolis-MC method.
The version presented in this thesis, the dimer-jump algorithm, is intended for the
study of Si(001) systems, but the idea itself is quite general and could potentially
be applied to other semiconductor surfaces. In the construction of the algorithm,
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the identification of collective moves is the only part where knowledge of the
particular physical system under study is required. In the case of the Si(001)
surface, the 2 × 1 reconstruction of the surface plays the key role. Interesting
phenomena such as the formation or relaxation of islands involve movement of
the basic building blocks of the surface, namely diffusion of dimers. Using just
the single atom moves of the standard MC algorithm, dimers are never observed
to move distances that would be comparable to the lattice constant of silicon. An
effective way to overcome the large energy barriers related to the movement of
dimers is to consider the dimer as a unit rather than as two individual atoms.
In the following, we first give details of the implementation of the algorithm
and then apply it to study the formation and relaxation of 2D Si islands on Si(001)
and the formation of dimer-vacancy structures on Si- or Ge-covered Si(001).
6.2 Dimer-jump algorithm
The dimer-jump algorithm is based on the constant-pressure Metropolis Monte
Carlo algorithm described in Chapter 2. In addition to the single-particle moves
and volume variations, we introduce an additional type of trial move into the algo-
rithm, namely the dimer jump. This move consists of two parts: the displacement
of a pair of atoms (a dimer) which is followed by a local Molecular Dynamics
relaxation. Fig. 6.1 shows a schematic illustration of a "dimer-jump" trial move.
Figure 6.1: Schematic illustration of the "dimer-jump" trial move. The selected dimer
(drawn in red) is first randomly displaced within the area indicated by the circle. Alter-
natively, a donut-shaped area can be used in order to exclude short jumps to the vicinity
of the original position of the dimer. An example of a possible position after the jump is
shown in the figure (drawn in darker red). Then the configuration is relaxed locally using
MD (examples of atoms included in the relaxation are shown in blue). In the end, the
relaxed configuration is either accepted or rejected using the Metropolis criterion. In the
case of rejection, the algorithm returns to the original configuration before the dimer was
displaced.
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In the first part of the move, the dimer is displaced as a unit over a random
distance which can extend up to 1.5 times the lattice constant of silicon. Typi-
cally the range of allowed jump lengths is chosen to coincide with the distance
between two neighboring binding sites for the dimer. In order to explain the need
for the subsequent MD relaxation, let us consider the arrangement of atoms in the
underlying layers. Fig. 6.2 shows a snapshot of a typical step edge on Si(001).
We see that the four nearest atoms under a dimer have relaxed to near-tetrahedral
positions, whereas those atoms which are not directly under the step are them-
selves dimerized. If we now displace one of the upper-layer dimers by an amount
corresponding to the average distance between binding sites, the dimer lands in
a position where its nearest neighbors are either too close or too distant. More-
over, the configuration at the initial site has become unfavorable to those atoms
which were previously under the dimer. Consequently, the dimer jump will result
in a very high-energy configuration which will almost certainly be rejected in the
Metropolis trial.
Figure 6.2: Snapshot of a typical SB step edge on the Si(001) surface after relaxation at
700 K. The open and solid circles are lower and upper terrace atoms, respectively.
In order to achieve a much better acceptance rate, we have introduced a scheme
in which the local environments around the initial and the landing site are re-
laxed prior to the acceptance test. The dimer itself is also included in this group
of atoms. The relaxation is performed using standard MD with Velocity Ver-
let for integrating the equations of motion. Initial velocities are assigned from
the Maxwell-Boltzmann distribution at the simulation temperature and constant-
temperature conditions are maintained using velocity rescaling. In most cases,
a relaxation of about 10 MD steps using a time step of 10−15 s is enough for
achieving a good acceptance rate. After the MD relaxation, the resulting trial con-
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figuration is tested for acceptance using the normal Metropolis criterion, and if it
is rejected, the simulation returns to the original configuration before the dimer
was displaced.
Further details about the algorithm are reported in publication VIII.
6.3 Results
6.3.1 Formation of Si islands
As the first application example, we consider the early stages of Si island forma-
tion on the Si(001) surface. The simulations are initiated by randomly depositing
a small number of Si dimers onto the surface, and the system is allowed to evolve
using the dimer-jump algorithm. The dimer jumps are performed at intervals of 5
MCS. Figure 6.3 shows a snapshot of a typical configuration obtained at T = 700
K after 8.5 × 104 MC steps. We notice that the dimers have moved on the sur-
face to form elongated islands which are closely reminiscent to those observed in
experiments (see e.g. [93]).
The experimentally observed shape anisotropy has generated a lot of theoret-
ical interest. The formation of the almost one-dimensional islands is certainly
linked to a strong anisotropy in the surface diffusion of adatoms and dimers.
Movement in the direction of the underlying dimer rows is much faster than in
the perpendicular direction. Experimentally, it is estimated to be about 1000 times
faster for Si adatoms on Si(001) [94]. Similar anisotropy is observed for Si dimers,
although this subject has not been addressed in such detail due to e.g. difficulties
in identifying the possible mechanisms for dimer diffusion. In addition, the sit-
uation is influenced by a strong sticking anisotropy at the S A and SB step edges.
The migrating adatoms or dimers prefer to stick to the ends of an existing dimer
string but it is not clear how the atoms get transported to the ends if they first reach
one of the long sides of the dimer string. Such events are not directly measurable
even with the most advanced experimental techniques, and therefore this question
remains partly open.
These experimentally observed features are qualitatively reproduced in our
simulations, but we must emphasize that the dimer-jump algorithm is not a kinetic
model and thus is not suitable for a quantitative comparison of time-dependent
physical properties. Furthermore, the dimer-jump algorithm is not intended to
mimic the real mechanism for dimer diffusion which is not even fully understood
yet. Nevertheless, the directional anisotropy of dimer diffusion is effectively re-
produced in our simulations. The dimers move predominantly in the direction
parallel to the substrate dimer rows, and most of the jumps occur in the troughs
between the dimer rows. We emphasize that the algorithm does not bias this direc-
tion in any way but jumps are tried at all directions with equal probability. Those
jumps which are directed along the substrate dimer rows are more easily accepted
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because they do not break the dimerization of the atoms in the underlying layers
(the four nearest dimer pairs just move closer to the dimer to create a binding
site). On the other hand, if we consider jumps in the perpendicular direction, the
dimer must jump on top of the underlying dimer row which breaks up the dimer
bonds of the four underlying atoms. Of course, infrequent jumps in the perpendic-
ular direction must also occur in the process because otherwise long dimer strings
would not form. Consequently, our simulations reproduce the essential features
of anisotropic island formation on Si(001).
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Figure 6.3: Snapshot of a Monte Carlo simulation showing the formation of elongated Si
islands on Si(001). The configuration is shown after 8.8 × 104 MC steps at T = 930 K.
The solid circles are adatoms and the open circles are atoms in the layer beneath. The 205
dimers were initially deposited at random positions. The surface size is 40 × 40 atoms
and the entire simulation system is composed of 21610 atoms.
6.3.2 Relaxation of Si islands and step edges
The second problem addresses the stability and relaxation of preformed islands. In
this case, the simulations are started with a square-shaped Si island on the Si(001)
surface, which enables the simultaneous analysis of the S A and SB steps. The
system is allowed to evolve using the dimer-jump algorithm until equilibrium is
reached, and no further qualitative changes in the configuration are then observed.
Figure 6.4 shows typical snapshots of an island at two different temperatures.
Looking first at the island on the left, we notice that the shape of the island has
changed to a slightly anisotropic form. The SA and SB steps have evolved in a very
different manner: the SA steps are longer and have a smooth appearance, whereas
70 A new hybrid MC-MD algorithm
the SB steps are clearly more rough and irregular. Furthermore, we observe that
single and double vacancies have developed inside the island. The double vacan-
cies form when two migrating single vacancies meet by chance, and the rebonding
of the underlying substrate atoms stabilizes the double vacancies. This behavior
is consistent with STM images of Si islands and step edges which all show very
similar features as observed in our simulations (see e.g. [93, 55]).
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Figure 6.4: Snapshots of typical Si islands on Si(001). (a) T = 700 K, after 7 × 104
MCS. (b) T = 930 K, after 4 × 103 MCS. The solid circles are adatoms and the open
circles are atoms in the first surface layer.
Comparison of the two figures at 700 K and 930 K shows that island stability
is clearly dependent on temperature. At 700 K, the island changes its shape during
equilibration but stays compact and well defined for very long simulation times.
In contrast, when T = 930 K, the island dissociates very quickly. If we reduce
the initial island size, we observe that dissociation takes place at much lower tem-
peratures (see publication VIII). These observations indicate that there exists a
temperature-dependent critical size beyond which islands are stable against disso-
ciation and smaller islands will decay. It is not the aim of this work to address the
subject in detail, but from these results it is evident that the algorithm is suitable
for such an investigation.
6.3.3 Formation of Si and Ge vacancy structures
The investigation of the vacancy-line structures was initiated by the surface en-
ergy calculations described in Chapter 5. The results show that the 2 × n pattern
is stabilized by the Ge layer and increasing Ge coverage leads to a decrease in
the optimal spacing between the vacancy lines. Our calculations are in excel-
lent agreement with experimental observations, which confirms that our classical
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model seems to capture the essential features of dimer vacancies in Si(001) sur-
faces. As the next step, we asked the question whether the ordering process can
be simulated using the dimer-jump algorithm.
Figure 6.5 shows two snapshots from simulations using the dimer-jump algo-
rithm for a pure Si(001) surface and for a surface covered with 2 ML of Ge. In
both cases, we used the same initial configuration which consists of a random dis-
tribution of dimer vacancies. All dimers are allowed to move on the surface during
the simulation, which in effect means that the vacancies migrate. We notice that
on the clean Si(001) surface, the vacancies show a tendency to cluster together but
the overall arrangement is random. Small segments of vertically lined-up dimers
are sometimes observed during the simulations, but these structures dissociate in
a relatively short time (within thousands of MC steps). In contrast, when the
Si(001) surface is covered by a thin Ge layer, we observe that vacancy lines are
clearly forming in the topmost Ge layer (in Fig. 6.5(b), one line passes through
the whole system and two shorter segments have also developed). Once formed,
the vacancy lines are very stable and do not dissociate.
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Figure 6.5: Formation of dimer vacancy structures at T = 930 K. (a) Clean Si(001), after
2 × 105 MCS and 250 accepted dimer jumps. (b) 2 ML of Ge on Si(001), after 5 × 105
MCS and 220 accepted dimer jumps. In both cases, the initial configuration was a random
distribution of vacancies.
The drawback in these particular simulations is that we were forced to use a
rather high temperature (930 K) in order to have sufficiently many dimer jumps
accepted within a reasonable simulation time. However, the equilibrium shape of
the vacancy lines is expected to be quite kinked and disordered at this tempera-
ture, which prevents the formation of a well-defined line structure. Therefore, an
approach such as parallel tempering (see Chapter 2) could be useful in speeding
up the equilibration at lower temperatures.
Nevertheless, these results are promising and suggest that the dimer-jump al-
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gorithm gives the possibility to perform atomic-scale simulations of large systems
such that experimentally accessible length scales are within reach. The algorithm
is a useful tool for studying problems which involve large-scale restructuring of
the system, and in particular, it is not necessary to know in advance what the
equilibrium structure is, but the algorithm searches for the correct structure.
Chapter 7
Conclusions
The growth of thin semiconductor films is a crucial process in manufacturing
various electronic and optoelectronic devices. The characteristic length scale of
the components has decreased to the point where atomic-scale characteristics of
the surface have become important. Consequently, detailed understanding of the
underlying physical phenomena related to atomistic processes during thin film
growth is required for the development of new solutions for future technological
applications. Due to the advances made both in the experimental and the compu-
tational area of research, we are starting to approach a situation where the length-
and time-scale gap between these two approaches has diminished and even some
overlap can be achieved.
In this thesis, we have focused on the study of thin Si/Ge films on the Si(001)
surface. The investigation has been carried out using large-scale Monte Carlo
simulations in connection with classical interatomic potentials. This approach has
allowed us to study large systems composed of tens of thousands of atoms, while
preserving an off-lattice, atomic-scale description of the system. The objective
in this work was to develop new, efficient simulation techniques for problems
involving large-scale relaxation of systems with complicated energy landscapes.
The Monte Carlo method is an ideal choice for such purposes because it is not
bound to the real dynamics of the system but new algorithms can be designed to
speed up the equilibration process. The Si(001) surface was chosen as our model
system because it exhibits a surprisingly wide variety of interesting phenomena
related to structural changes during growth.
We began the investigation by evaluating the suitability of different empiri-
cal potentials for use in finite-temperature simulations involving the Si(001) sur-
face. The time spent for this study was well worthwhile because we found severe
shortcomings in the performance of some widely-used potential models. None of
the empirical potentials can give a completely accurate description of the Si(001)
surface, but the Stillinger-Weber model was found to give the best overall perfor-
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mance with no serious limitations. Based on these results, the SW potential was
used for the majority of the simulations comprising this thesis.
The structure of the Si(001) surface is dominated by the formation of dimers,
which leads to the well-known 2×1 reconstruction. Several important features of
Si(001), such as the anisotropy of surface diffusion, existence of different types
of step edges and strain characteristics, are related to the dimerization. In simu-
lations of Si(001), the formation of dimers is predicted to be energetically highly
favorable by almost all potential models, including ab initio and tight-binding cal-
culations. Nevertheless, even the reproduction of the straight dimer rows in the
2×1 reconstruction is a surprisingly difficult task if the dimerization is not preim-
posed in the initial configuration. This is because on a bulk-terminated surface,
the dimers initially form at random positions (i.e. each surface atom bonds equally
likely with its left or right neighbor) and breaking up the dimer bond requires an
energy of about 2 eV. Consequently, simulations typically produce a very disor-
dered surface structure with an unphysically high amount of defects such as iso-
lated atoms and antiphase boundaries. This situation is a good example of a deep
metastable state which traps the system when only single-particle moves are used
in the simulation algorithm (regardless whether we use standard Monte Carlo or
Molecular Dynamics).
In order to tackle these problems, we began to work on developing more ef-
ficient algorithms for overcoming the potential barriers related to the structural
rearrangement of the surface. For example, the 2 × 1 reconstruction can be repro-
duced in a Monte Carlo simulation by using a simple modification of the standard
algorithm. In addition to the single-particle moves, we used coupled moves in
which two neighboring atoms are moved simultaneously either closer together or
further apart in the direction of the dimer bonds. This simple recipe allows the
system to reorganize into a straight dimer-row structure without having to reduce
the number of existing dimer bonds. A similar idea was used in the construction
of the more complicated hybrid MC-MD scheme. In this case, the large dimer dis-
placements allow the system to evolve toward the equilibrium structure because
the algorithm enables the dimers to jump as a unit, effectively from one binding
site to a neighboring one. The speed-up achieved by the dimer-jump algorithm is
tremendous because the dimers are practically immobile in standard MC or MD
simulations.
Apart from the work done on algorithmic development, this thesis also pro-
vides an overview and new information concerning the physical properties of the
Si/Ge on Si(001) system. We have discussed the central features of the Si(001)
surface and emphasized the role of computational studies in understanding and ex-
plaining experimental observations. The Ge/Si(001) has served as an ideal model
system for studying the effects of lattice-mismatch induced strain in heteroepi-
taxial systems. We have illustrated how computational studies have played an
important role in identifying strain relaxation as the main driving force for the ex-
75
perimentally observed structural changes which occur during the growth of Ge on
Si(001). Our simulation results give a strong indication that much of the behav-
ior is related to large-scale elastic effects because our classical interaction model
produces consistent agreement with the experimental observations. We have also
investigated some questions, such as the role of Si-Ge intermixing, that cannot be
directly addressed using experimental techniques. This serves as a good exam-
ple of how computational techniques can give extremely valuable information in
situations which are difficult or even impossible to study experimentally.
In the future, the role of computational investigations will certainly continue
to grow, not only as a result of an increase in the computing power, but also due
to the work currently being done on algorithmic development. We are advancing
toward a situation where simulations can reach conditions comparable to those in
typical experiments. This will make computational methods an extremely valu-
able tool which, for example, can be used to perform a large number of computer
’experiments’ with little cost compared to real experiments. Nevertheless, we
conclude that the key to successful studies still remains in the ability to combine
experimental and theoretical work closely together with the purpose of forming a
profound understanding of the phenomena under investigation.
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