Although differential evolution (DE) algorithms have shown great power in solving continuous optimization problems, it is still a challenging task to design an efficient binary variant of DE algorithm. In this paper, we propose a binary learning differential evolution (BLDE) algorithm, which can efficiently search the feasible region by learning from the obtained solutions. Meanwhile, we also define a refinement metric and a renewal metric to depict the exploitation ability and the exploration ability of evolutionary algorithms (EAs), respectively. Theoretical analysis validates the convergence of BLDE, and numerical results demonstrate its efficiency on the benchmark problems. Comparisons of the refinement metric and the renewal metric show that they can evaluate the exploitation and exploration abilities to some extent.
Introduction
Differential evolution (DE) algorithm [24] , a competitive evolutionary algorithm emerging more than a decade ago, has been widely utilized in the fields of science and engineering [22, 4] . The simple and straightforward evolving mechanism of DE make it perform well on continuous optimization problems (OPs), however, hampering its applications on discrete OPs.
To apply classic DE algorithms on discrete optimization problems, Pampará and Engelbrecht [19] introduced a trigonometric generating function to transform the individuals of DE into binary strings, which then can be evaluated by the objective functions of discrete OPs. Thus, the constructed angle modulated differential evolution (AMDE) algorithm can be directly utilized to solve the discrete OPs. Compared with the binary differential evolution (BDE) algorithms that directly manipulate binary strings, the AMDE was much slower but outperformed the BDE algorithms with respect to accuracy of the obtained solutions [6] . Meanwhile, Gong and Tuson proposed a binary DE algorithm by forma analysis [8] . To improve the performances of BDE algorithms, Yang [30] developed an binary mutation exchanging bits of binary strings, Hota and Pat [10] proposed a quantum-inspired strategy to get a high-performance binary DE algorithm, while He and Han [9] introduced the negative selection in artificial immune systems to propose a artificial immune system based differential evolution (AIS-DE) algorithm with better convergence rate. With respect to the fact that the logical operations introduced in AIS-DE tends to produce "1" bits with increasing probability, Wu and Tseng [28] proposed an modified binary differential evxolution (MBDE) algorithm to overcome this shortcoming. Trying to design binary DE operators simulating the functions of original DE operators, Kashan et al. [12] design a differential mutation operator using a measure of dissimilarity between binary vectors, and in this way, the proposed dissimilarity based differential evolution (DisDE) algorithm is competitive to some existing algorithms.
As with the DE algorithm, Particle swarm optimizaiton (PSO) algorithm [13] is also an efficient evolutionary algorithm successfully utilized in real applications [5, 1, 21, 2, 15] . Although DE performs better than PSO algorithm in some real world applications [26, 23, 20] , it is promising to improve DE by incorporating PSO in the evolving process [3, 16, 17] , because PSO can learn from the explored experiences during the evolving process. Inspired by the particle update strategy of particle swarm optimization (PSO) algorithm, we propose a binary learning differential evolution (BLDE) algorithm, which learns from the renewed information of individuals, the diversity of population and the best explored solution. In this way, the BLDE can efficiently converge to the global optimum solutions of optimization problems.
The remainder of the paper is structured as follows. Section 2 presents a binary learning differential evolution algorithm that can imitate the learning strategy of binary PSO algorithm, and it global convergence is theoretically proved in Section 3. Then, we propose two metrics to quantitatively evaluate the exploration ability and the exploitation ability of EAs in Section 4. By comparing the propose algorithm with some existing binary EAs, we demonstrate its efficiency and analyze the reasons resulting in the numerical results. Finally, discussions and conclusions are presented in Sections 5 and 6, respectively.
The binary learning differential evolution algorithm

Algorithm 1
The binary learning differential evolution (BLDE) algorithm 1: Randomly generate two populations X (1) and A (1) of µ individuals; 2: Let t := 1; 3: while the stop criterion is no satisfied do 4: Let x gb = (x gb,1 , . . . , x gb,n ) arg min
for all w ∈ X (t) do 6: Randomly select two individuals x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) from X (t) , as well as z = (z 1 , . . . , z n ) from A (t) ;
7:
8:
if y j = z j then 10: if x gb, j x j then 11: tx j = x gb, j ; 12:
else 13: if rand(0, 1) ≤ p δ then 14 : end if 16: end if 17: end if 18: end for 19: if f (tx) ≤ f (w) then 20: w = tx; 21: if f (tx) ≤ f (x gb ) then 22: x gb = tx; 23: end if 24: end if 25: end for 26: t := t + 1;
27:
A (t) = X (t−1) ; 28: end while
The BLDE algorithm for binary optimization problems consists of two collections of solutions, the population X (t) and the archive A (t) . At the first generation, the population X (1) and the archive A (1) of size µ are generated randomly, while at the t th (t > 1) generation, we set A (t) = X (t−1) to save the population at the last generation. Then, by randomly selecting individuals x, y ∈ X (t) and z ∈ A (t) the recombination operation generates µ trial vectors via the following three routines:
1. Initialize the trial individual tx = {tx 1 , . . . , tx n } as the winner of two individuals y ∈ X (t) and z ∈ A (t) (illustrated by Line 7 in Algorithm 1); 2. When y and z coincide on the j th bit, tx j is set to be x gb, j if the j th bit of x differs from that of x gb (illustrated by Lines 9-11 in Algorithm 1); 3. Otherwise, the bits of tx are randomly mutated with a preset probability p δ .
The BLDE is illustrated by Algorithm 1. When it is utilized to solve the binary optimization problem
the first routine performs a tournament selection on two respective individuals selected from two consecutive generations, A (t) = X (t−1) and X (t) . Generally, some individuals in the population keep unchanged after an iteration, and then this routine will function as the classical tournament selection performed on individuals selected from one population; meanwhile, the winner of the two selected individuals, which is perhaps an individual z ∈ A (t) eliminated at the last generation, can be reconsidered to generate promising trial solutions. The second routine set tx j to be the j th bit of x gb when the j th bit of randomly selected x ∈ X (t) differs from that of the searched best solution x gb , by which the trial individual can learn from the searched best result; at the same time, it can also prevent the population from being governed by dominating patterns, because the relatively great probability of x gb, j = x j will result in the elimination of dominating patterns in the next generation. Finally, routine 3 mutate the trial individuals with a probability p δ , and in this way, both the diversity and the global convergence of BLDE are guaranteed.
Convergence analysis of BLDE
Denote x
* to be an optimal solution of minimization problem (1), the global convergence of BLDE can be defined as follows.
Definition 1. Let {X
(t) , t = 1, 2, dots} be the population sequence of the BLDE algorithm. It is said to converge in probability to the optimal solution x * of BOP (1) , if it holds that
To confirm the global convergence of the proposed BLDE algorithm, we first show that any feasible solution can be generated with a positive probability. (1) with a probability greater than or equal to a positive constant c.
Lemma 1. In two generations, the BLDE algorithm can generate any feasible points of BOP
n (i)) to be the i th individuals of X (t) and A (t) ,
n (i)) be the i th trial individual generated at the t th generation. There are two different cases to be investigated in the following.
If X
(t) and A (t) include at least one common individual, the probability P{y = z} is greater than or equal to 1 µ 2 , where y ∈ X (t) and z ∈ A (t) are selected randomly from X (t) and A (t) , respectively. Then, the mutation illustrated by Lines 13 -15 in Algorithm 1 will be activated with probability 1 µ , which is the minimum probability of selecting x to be x (t) gb , the best individual in the present population X (t) . For this case, both P{tx j = 0} and P{tx j = 1} are greater than or equal to p δ 2µ 3 . Then, any feasible solution can be generated with a positive probability greater than or equal to
If all individuals in X
(t) differ from those in A (t) , two different solutions y ∈ X (t) and z ∈ A (t) are located at the same index i 0 with probability
Since y z, I 1 = { j; y j z j } is not empty. Moreover, the elitism update strategy ensure that the trial individual tx (t) (i 0 ) is initialized to be tx (t) (i 0 ) = y. Then,
and ∀ j I 1 , tx (t) (i 0 ) will keep unchanged with a probability greater than 1−p delta µ , the probability of selecting x = x gb and not activating the mutation illustrated by Lines 13-15 of Algorithm 1. That is to say, the probability of generating a trial individual tx (t) (i 0 ) = y = x (t) (i 0 ) is greater than or equal to 1−p delta µ 3 . For this case, the i th 0 individual of the population will keep unchanged at the t th generation, and at the next generation (generation t + 1), x (t+1) (i 0 ) will coincide with a (t+1) (i 0 ). Then, it comes to the first case, and consequently, the trial individual tx (t+1) (i) can reach any feasible solution with a positive probability greater than or equal to
To sum up, after two iterations, any feasible solution can be generated with a probability greater than
In conclusion, in two generations the trial individual tx will reach any feasible solution with a probability greater than or equal to a positive constant c, where c =
Theorem 1. BLDE converges in probability to the optimal solution x * of OP (1).
Proof: By Lemma 1, we know that the global optimal solution x * can be generated after two generations with a probability greater than or equal to a positive constant c. Thus,
That is, BLDE converges in probability to the optimal solution x * of BOP (1).
Metrics of renewal and refinement metrics
Generally speaking, the global convergence of an EA does not necessarily lead to its high performance on optimization problems. Efficient EAs must keep balanced between exploration and exploitation, which are difficult to measure in a quantitative way. In this paper, we present two metrics of populations, named as the renewal metric and the renewal metric, to depict the exploration and exploitation abilities of EAs,respectively. Definition 2. Denote {X (t) , t = 1, 2, . . . } to be the population sequence of an EA, and HammDist(x, y) to be the Hamming distance between two binary vectors x and y. The renewal metric of an EA at the t th generation is defined as
where µ is the population size, x (t) (i) is the i th individual in X (t) , and tx (t) (i) is the corresponding trial vector. The refinement metric of an EA is defined as
where n is the length of binary string, and x gb (t) is the best explored solution until generation t.
The Hamming distance between x (t) (i) and the corresponding trial vector tx(i) denotes the the overall changes that is performed on the bitstring by the variation strategies. Accordingly, the average value over the whole population can indicate the whole changes of the population. Then, when compared EAs employ the same update strategies of population, α(t) properly reveals the exploration abilities of EAs at generation t. Meanwhile, an EA which harbors great value of β(t) can intensely exploit the local region around the best explored solution x gb , and consequently, it harbors powerful exploitation ability.
Numerical experiments
Although Theorem 1 shows the global convergence of the BLDE algorithm, its efficiency have not been investigated. In this section, we perform numerical experiments to validate its competitiveness to some existing algorithms.
Benchmark problems
To verify the effectiveness of the BLDE algorithm, we perform numerical experiments on eight unconstrained benchmark problems, including two unimodal problems( f 1 , f 2 ) and five multimodal functions( f 3 -f 7 ). Meanwhile, we also compare the numerical results of BLDE with those of some existing algorithms on the Multiple Knapsack problems (MKP):
x j ∈ {0, 1}, j = 1, . . . , n.
(4)
To investigate the scalability of BLDE, we take five test instances of MKP, f 8 -f 12 that are parameterized by data files "weing6.dat,weish14.dat,sent02.dat, weish22.dat and weish30.dat" [29] . All the test problems are listed in Table 1 , where n represents the length of binary-coded individuals. For f 3 -f 7 , m is the dimension of problems. However, for f 8 -f 12 m represents the number of constraints in MKPs. When a candidate solution violates the constraints of MKP, it is penalized by PT (x) =
Parameter settings
By the twelve benchmark problems, the proposed BLDE algorithm is compared with the binary differential evolution (BDE (DE/any/bin)) [8] , the binary particle swarm optimization (BPSO) [14] , the angle modulated particle swarm optimization (AMPSO) [18] , the angle modulated differential evolution (AMDE) [19] , the self-adaptive quantuminspired differential evolution (AQDE) [10] and dissimilarity artificial bee colony (DisABC) algorithm [11] . With the parameter settings suggested by the designers of the algorithms (listed in Table 2 ), all algorithms employ a population of size 50, and we compare the obtained results after the same function evaluations (FEs). For the maximization problems of f 1 , f 2 the maximum FEs are setting to be 6 × 10 4 and 9 × 10 3 ; for the maximization problems of f 3 − f 7 , the maximum FEs are set to be 5 × 10 4 ; for the MKPs ( f 8 − f 12 ), the algorithms are terminated after 1.5 × 10 5 FEs. Functions and the corresponding descriptions.
i j=1 x j , n = 80, f max = 80. Leading Ones problem, unimodal. f 2 (x) : n = 29, f max = n 2 + 3 · 2 (n−1)/2 − 1. Long Path problem: Root2path, unimodal. 
Numerical comparisons
Implemented by the MATLAB package, we run the compared algorithms on a PC with a core processor, running at 2.8GHZ and with 4 GB RAM. After 50 independent runs for each problem, the results are compared via the average best fitness (AveFit), the standard deviation of average best fitness (StdDev), the successive rate (SR) and the expected runtime (RunTime). Tables 3 and 4 demonstrate the numerical results, where the best results are highlighted in boldface. Meanwhile, we also perform the Wilcoxon rank sum test [7] with a significance level of 0.05 to compare performances of the tested algorithms, and the results are illustrated in Table 5 . Numerical results in tables 3 and 4 show that the BLDE algorithm performs better than AQDE, AMPSO, AMDE and DisABC for most of the benchmark problems. However, it performs worse than BPSO and BDE for a few of the test problems.
Tables 3 and 4 demonstrate that BLDE ranks the first place on most of the test problems w.r.t. AveFit and SR. The results in Table 3 indicate that BLDE outperforms BPSO and BDE on the majority of the benchmark problems, which is also validated by the statistical results in Table 5 . However, BPSO performs better on f 5 and f 7 . The reason is that the BPSO imitating the evolving mechanisms of PSO harbors strong exploration ability, but the weak exploitation ability leads to its poor performance on the other problems. Moreover, BDE (DE/any/bin) obtains competitive results on the MKPs f 8 − f 11 , but performs badly on the other problems f 1 − f 7 and f 12 . This is because the exploration ability does not keep path with the expansion of the searching space, and consequently, it cannot perform well on the high-dimensional problems f 1 − f 7 and f 12 . Numerical results in Table 4 demonstrate that BLDE is significantly competitive on the twelve benchmark problems. BLDE keeps balanced between exploration and exploitation, which makes it perform better than AMPSO, AMDE and DisABC. Meanwhile, because it contains no time-consuming operations, less cpu time is needed when they perform the same number of FEs. On the contrary, the DisABC employing the Roulette Wheel Selection operation and a sub-optimization procedure costs much more CPU time than the other compared algorithms.
Further comparison by the renewal and refinement metrics
Numerical comparisons show that BLDE is competitive to the other algorithms with the parameter settings listed in Table 2 , however, cannot outperform BDE and BPSO for a few problems. To further discover the change process of exploration and exploitation abilities of the three algorithms, we also compared evolution curves of the renewal and refinement metrics. 
It is shown in Figure 1 (a) that the refinement metric of BPSO quickly increases to a high level, correspondingly, its renewal metric in Figure 1 (b) decreases to a low level rapidly. While both metrics of BLDE maintain as the approximate intermediate levels between those of BPSO and BDE. Similar conclusions can be also obtained from Figure 1 (c) and Figure 1(d) , which becomes more obvious for multimodal problems f 4 , f 9 in Figure 1 (e,f) and Figure  1(g,h) . Thus, the numerical results show that BLDE balances the refinement and the renewal metrics, which illustrates that BLDE coordinates the abilities of exploration and exploitation better than BPSO and BDE, and consequently, it evolution trends, which are determined by the evolution procedure of the EAs themselves. Thus, we can conclude that the proposed renewal metric and refinement metric can indicate the exploration and exploitation ability of EAs to some extent.
Discussions
The proposed BLDE algorithm incorporate the mutation strategy of binary DE and the learning mechanism of binary PSO, and then, it can outperform most of the test algorithms for most of the selected benchmark problems. However, statistical test results show that BPSO and BDE can also perform better than BLDE on a few problems, which show that the various schemes of binary DE and binary PSO sometimes conflict with each other, and consequently, BLDE cannot outperform BDE and BPSO for all benchmark problems. Thus, further work could focus on how to harmonically incorporate them in binary EAs. Meanwhile, we proposed a self-adaptive scheme for the parameter p δ , and its initial value could be carefully chosen to further improve performance of BLDE.
Conclusions
In this paper, we propose a new binary learning differential evolution that combines the learning mechanism of binary PSO with binary DE algorithm. Then, the global convergence is theoretically proved, and we also validate its efficiency by numerically comparing performances on several benchmark problems with some existing binary evolutionary algorithms. Moreover, we also propose the renewal metric and the refinement metric to quantitatively evaluate the exploration and exploitation abilities of EAs, respectively. Numerical study of these two metric demonstrate that they are appropriate to compare the exploration and exploitation abilities of candidate EAs, especially when the same population size and bitstring length are set for same benchmark problems.
Although the proposed BLDE algorithm is competitive to the compared EAs, it cannot outperform BPSO and BDE for a few benchmark problems. Thus, future work will focus on how to appropriately incorporate the different recombination strategies of binary PSO and binary DE algorithms to further improve the performance of binary differential evolution algorithms.
