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1.2強化学習とMARSの融合 第 1 章 序論
る強化学習を，Heterogeneous reinforcement functionと Progress estimationの導入で実
現している [26]．保田 [27]は，強化学習器の連続空間への適応，頑健性の増大を課題とし，

























































































1.4本論文における議論点 第 1 章 序論
1.3.3 知識の再利用
獲得知識の共有とは異なり，知識の再利用をするアプローチも行われている．このア







化学習エージェントが Inter-task mapping (ITM)という処理を通して知識の再利用を行


































































































































1.5獲得知識の共創 第 1 章 序論
図 1.5 マルチロボット強化学習における知識共創フレームワーク
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第 2章 強化学習と知識の再利用 では，まず知識共創フレームワークを議論するための
強化学習や転移学習などの予備的な知識の説明を行う．また，特に関連性のある従来研
究においては，深く議論を行い，本論文における課題を明確にする．




















1.8本論文の構成 第 1 章 序論









議論 <第 4章> 知識の再利用時における転移率の
検討


































Q(s, a)← Q(s, a) + α{r + γV (s′)−Q(s, a)} (2.1)
V (s) = max
a∈A
Q(s, a) (2.2)
ここで，sはエージェントが観測した環境の現在状態，s′は環境の次状態を示し，s, s′ ∈ S
である．aはエージェントが実行可能な行動であり，a ∈ Aである．Q(s, a)は，環境状態
sに対する行動 aの対の集合，すなわち方策を意味する．α(0 < α ≤ 1)は学習率であり，























2.2強化学習の背景 第 2 章 強化学習と知識の再利用
2.2.3 マルコフ決定過程




















る様なシステムである．したがって，MDPのタプルが ⟨S,A1, · · ·, AnP,R1, · · ·, Rn⟩ と書


































































例えば Source taskのエージェントの観測可能な環境状態集合は Ssource = {ss1, ss2, ss3}，
行動の集合Asource = {as1, as2, as3, as4}とし，Target taskのエージェントはそれぞれStarget =
{st1, st2, st3, st4}，Atarget = {at1, at2, at3}とすると，図 2.5のように各集合の元を対応付ける
26
2.3強化学習における転移学習 第 2 章 強化学習と知識の再利用




χS(s) : Starget → Ssource
χA(a) : Atarget → Asource (2.6)
Target taskのエージェントが，Inter-task mappingを用いてQ学習を行う場合，学習
時や行動選択時に次式を用いる．
Qj(s, a) = Qt(s, a) +Qs(χS(s), χA(a)) (2.7)
このように，Inter-task mappingにより再利用可能となったSource taskの知識Qs(χS(s), χA(a))
と，Target taskの知識Qt(s, a)を結合した，Qj(s, a)を用いて，学習や行動選択を行う．









2.3強化学習における転移学習 第 2 章 強化学習と知識の再利用
























Source domain Abailable (1) S + T+ (2) S + T−
label No labeled (3) S − T+ (4) S − T−
集合，環境集合を意味する．論文によってはMDPのタプルで表されている [55] ラベル
は，分類問題における訓練事例 {xi, yi}を例にすると，あるデータ xi（入力）に対する出
力 yiのことであり，分類結果である．強化学習で言い換えると，入力である sに対する
aである．
神嶌 [52]やPanら [59]の文献では，ドメインとラベルによって転移学習を表 2.1の様に
分類している．表 2.1中において，Sは Source domain，T はTarget domain，+はラベル
有り，−はラベル無しを意味する．Source domainやTarget domainはそれぞれ，Taylorら
の転移学習のにおける Source taskとTarget taskである（強化学習エージェントやロボッ
トも含む）．さらに表中の各数字は，(1)帰納転移学習 (Inductive transfer learning)，(2)ト
ランスダクティブ転移学習 (Transductive transfer learning) (3)自己教示学習 (Self-taught












アスは Source taskやTarget taskのいずれか，もしくは双方に構造や機能の異なるエー
ジェントが少なくとも 1台存在することとする．したがって，前節まで概説した転移学習
29










目的に，複数のタスクで同時並列的に転移学習を行うParallel transfer learning (PTL)を





























Single agent Multi agent
Taylor [40] Taylor et al. [42, 60]
Homogeneous Celiberto et al. [56] Boutsioukis et al. [41]
(or similer) 高野ら [55] Fernández et al. [61]
Vrancx et al. [62]
Barrett et al. [54] Taylor et al. [42, 60]
Heterogeneous Lakshmanan et al. [57] Boutsioukis et al. [41]




















課題 1：「ヘテロジーニアスを前提とした Inter-task mappingの検討が必要」
また，マルチエージェントにおける転移学習において，エージェントが多種多様であ
ればあるほど Inter-task mappingの量が増大する．研究レベルでの検討であれば，全て









課題 2：「ヘテロマルチエージェント間における Inter-task mappingの設計作業量増大」
本章では，オントロジを用いて個別のエージェント間で定義されてきた Inter-task map-





























Observable Homo (1) Homogeneous agent (2) Heterogeneous actuator
states Hetero (3) Heterogeneous sensor (4) Heterogeneous agent
3.2.2 知識の形式
通常，強化学習により獲得される知識は，2.2.1節で述べたとおり，Qテーブルと呼ば






Qテーブルは Look-up tableであるため，入力である環境状態 sの数だけ行を作成する
必要がある．すなわち，エージェントが存在する環境の，取り得る環境状態数が多ければ
多いほど，Qテーブルは膨大な空間となる．さらに，例えば環境状態集合S = {s1, s2, s3}














ば，Artificial neural network (ANN)やCerebellar model arithmetic computer (CMAC)，








ズを 7 × 7としている．ハンターの観測可能な環境状態集合 S = {自己位置,仲間ハンタ







3.2提案手法の準備 第 3 章 Hetero-MARLにおける転移学習法
図 3.3 ANNによるQテーブルの関数近似例
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3.3階層的転移学習 第 3 章 Hetero-MARLにおける転移学習法
(a) Inter-task mapping (b) OITM
図 3.5 OITMによる Inter-task mappingの統合






















3.3階層的転移学習 第 3 章 Hetero-MARLにおける転移学習法
図 3.6 行動オントロジの例
Aα = {aα1, aα2, aα3, aα4}
Aβ = {aβ1, aβ2, aβ3} (3.1)


















3.3階層的転移学習 第 3 章 Hetero-MARLにおける転移学習法
まず，オントロジの各クラスを以下のように記述する．
CA1 = {ca1,1}
CA2 = {ca2,1, ca2,2, ca2,3} (3.2)









従来の Inter-task mappingは式 (2.6)で定義されている．OITMも式 (2.6)を基にした
マッピングを，次式の様に定義する．ここでは，環境状態に関するオントロジも定義する．
χOS (s) : S → CSh






s) : CSh → CSh−1
χOA(c












3.3階層的転移学習 第 3 章 Hetero-MARLにおける転移学習法
味する．本節の例では αや β，γである．これにより，オントロジは Inter-task mapping
を検索する一種のデータベースとして機能させる．
図 3.6の ca3,4では，エージェント αの行動 aα4に対して，エージェント γの行動 aγ4と
aγ5の 2つの行動が，マッピングされている．したがって，エージェント γはマッピング
されている 2つの行動のどちらかを選択しなければならない．本論文では，エージェン
ト γが aγ4と aγ5のどららかを，確率 1/2で選択する事とする．n種の行動が同じ抽象化
階層にマッピングされた時は，単純に確率 1/nで均等に選択する事とする．
3.3.3 OITMを用いた知識の再利用方法
オントロジにより，各エージェントの sや aのマッピングを検索する関数 χOS (s, k) や
χOA(a, k)を用いて，Target taskのエージェントは次式のように知識の再利用を行う．
Qj(s, a) = Qt(s, a) + τQs(χOS (s, k), χ
O
A(a, k)) (3.6)
従来の転移学習における知識の再利用式 (2.7)と同様に，ここでは，Qt(s, a)はTarget task




























3.3階層的転移学習 第 3 章 Hetero-MARLにおける転移学習法
図 3.8 OITMを用いたエージェントの内部モデル
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Tan [24]，Araiらの研究 [21, 22,50]などを参考に環境設定を行った．
3.4.1.1 環境設定
本実験では，環境としては 7 × 7のグリッドワールドを用いる．グリッドワールドの
周囲四辺を飛び越える移動はできない．エージェントはハンターを 3台，獲物を 1台用
いる．
本実験では，Source taskとTarget taskで追跡問題の設定が異なる．Source taskでは
ハンターを 2台，獲物を 1台用いる（図 3.9(a)）．Target taskにおいては，ハンターを 3
台，獲物を 1台用いる（図 3.9(b)）．これは，自エージェントの観測可能な他エージェン





3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
(a) Source taskにおける初期位置 (b) Target taskにおける初期位置
図 3.9 追跡問題のエージェント初期位置
(a) Source task ( 2vs.1 タスク) (b) Target task ( 3vs.1 タスク)
図 3.10 獲物の捕獲条件例
各エージェントの初期座標は図 3.9に示す配置である．獲物の捕獲条件は，Source task
は図 3.10(a)であり，Target taskは図 3.10(b)である．全てのエージェントが，獲物と十
時方向に隣り合う座標に移動した時とする．各エージェントの行動順序はハンター 1→ハ





これらのエージェントは，移動特性が異なり Source taskとTarget taskで観測可能なエー





3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
Ahunter1 = {forward, backward, right, left, stop} (3.7)
Ahunter2 = {forward right, backward right,
backward left, forward left, stop} (3.8)
Ahunter3 = {long forward, long right, backward right,
backward left, long left, stop} (3.9)
ここで，ハンター 1からハンター 3はそれぞれ Ahunter1から Ahunter3の行動集合に対応
している．図 3.11の上方向矢印は式 (3.7)の forwardと対応しており，それを基準に右方
向矢印は rightなど対応している．本実験で用いるハンターは，図 3.11(a)～(c)に示すグ
レーにマスクされた範囲が視覚範囲である．全てのハンターは同様の視覚範囲を有する．
状態集合において，Source taskと比較して Target taskではハンターの台数が増加し
ているため，観測可能な環境状態の変数が異なる．Source taskの環境状態集合を S2vs.1
とし，Target taskにおける環境状態集合は S3vs.1とすると，次式の様に定義できる．
S2vs.1 = { x-coordinate of self,
y-coordinate of self,
x-coordinate of the second hunter,




3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
(a) ハンター 1 (b) ハンター 2
(c) ハンター 3 (d) 獲物
図 3.11 階層的転移学習の計算機実験に用いるエージェント設定
S3vs.1 = { x-coordinate of self,
y-coordinate of self,
x-coordinate of a second hunter,
y-coordinate of a second hunter,
x-coordinate of a third hunter, (3.11)








Source taskが 2ハンター，Target taskでは 3ハンターとなる．
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(2) 異行動集合 (Different action space)









taskとTarget taskで観測可能な状態（状態空間）が異なる設定である．Source taskは 2


















3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
表 3.2 階層的転移学習の計算機実験における実験条件
Experiment Conditions Source task Target task
Task 2 vs. 1 2 vs. 1
Hunters A1 and A2 A1 and A2
Self-transfer
Direction of A1 → A1
transfer A2 → A2
Task 2 vs. 1 2 vs. 1
Hunters A1 and A2 A2 and A3
Different action space
Direction of A1 → A2
transfer A2 → A3
Task 2 vs. 1 3 vs. 1
Hunters A1 and A2 Two A1 and one A2
Different state space
Direction of A1 → A1
transfer A2 → A2
Task 2 vs. 1 3 vs. 1
Hunters A1 and A2 A1, A2, and A3
Heterogeneous
Direction of A2 → A1
transfer A1 → A2
A1 → A3
A1: Agent 1, A2: Agent 2, A3: Agent3.
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Number of episode of source task 10000
Number of episode of target task 10000




ある．表 3.2の全ての Source taskは 2 vs. 1タスクである．したがって，Source taskで自
エージェントの他に協調できるハンターは 1台のみである．Target taskでは協調可能な
ハンターは 2台であるため，知識を再利用する際は協調可能なハンターのどちらかの座
標を知識に入力する．例えば図 3.13において，Agent 3がAgent 1の知識を再利用するこ
とを考える．仮にAgent 3が協調可能なAgent 1とAgent 2の両方を観測できたとする．
Agent 3はAgent 1の座標をオントロジに入力し，再利用知識にはAgent 2の座標として
入力される．言い換えれば，Source taskでAgent 1とAgent 2が協調行動可能な知識を
Agent 3が再利用した場合，Target taskではAgent 3とAgent 1が協調行動を実行する．
50


































































































3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法










自己転移における JSは 297.16stepsであった（表 3.4）．改善率とすると約 80%の JSと
なり，“Without transfer”と比較して明らかな JSが発現していることが見て取れる．さら
に，“With transfer”の学習曲線における最終 100episode平均は，“Without transfer”の
学習曲線の最終 100episode平均よりも低く，42.84stepsのDCSが発現している．RDCS




ても，明らかな JSが発現している．表 3.4に示す通り，JSの値としては 108.35stepsで
54
3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
(a) Self-transfer (b) Different action space
(c) Different state space (d) Heterogeneous
図 3.15 階層的転移学習の計算機実験における実験結果
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3.4階層的転移学習の計算機実験 第 3 章 Hetero-MARLにおける転移学習法
表 3.4 各実験条件における JSとRJS，DCS，RDCSの比較
Experiment JS RJS DCS RDCS
Self-transfer 297.16 0.20 42.84 0.64
Different action space 108.35 0.42 -3.64 1.06
Different state space 4433.01 0.06 1095.25 0.19
















して，図 3.15(d)に示す通り明らかな JSが発現した．RDCSでは 49%ものパフォーマン
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DCSの値として，“With transfer”の学習曲線の収束値は “Without transfer”の学習曲
線と比較して高く現れていることは既に述べた．直感的には，この現象は一から環境を学
習した時のパフォーマンスより悪くなっていると考えられるが，表 3.4に示した通り，約




















































本実験においても，前節の実験と同様に環境としては 7 × 7のグリッドワールドを用
いる．グリッドワールドの周囲四辺を飛び越える移動はできない．エージェントはハン
ターを 2台もしくは 3台，獲物を 1台用いる．ハンターエージェントや獲物の移動特性，
視覚範囲は図 3.11と同様に，3種類のハンターと 1種類の獲物を用いる．
各エージェントの初期座標は図 3.16に示す配置である．Source taskとTarget taskの
獲物の捕獲条件は，前節の実験と同様に図 3.10である．2台もくしくは 3台のハンターが
同時に獲物と隣り合う座標に移動した時とする．各エージェントの行動順序はハンター
1→ハンター 2→ハンター 3→ 獲物の順とする．捕獲状態に到達したら各エージェントは
初期位置にリセットされる．
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Conditions Source task Target task Source task Target task
Task 2 vs. 1 2 vs. 1 2 vs. 1 3 vs. 1
Hunters A1 and A 2 A1 and A2 A1 and A2 A1, A2 and A3
Direction of A1 → A1 A1 → A1
transfer A2 → A2 A2 → A2
A1 → A3







Source taskにおいてハンター 1が獲得した知識は，Target taskのハンター 1へ転移さ
れる．同様に，Source taskのハンター 2の知識は，Target taskのハンター 1へ転移され
る．また，Target taskのAgent 3は一番共通な行動の方向を持つ，Agent 1の知識を再
利用することとする．
本実験においては，Q学習の学習パラメータは表 3.6に示すとおりである．
ANNのセットアップとして，入力ノード数 = 7，隠れノード数 = 14，出力ノード数
= 5に設定し，誤差逆伝搬法を用いて知識の近似を行う．獲得知識のANNによる近似の
手順として，Source taskのエージェントが獲得した知識を一度 Look-up tableとして計
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Transfer rate (Self-transfer) 1.0
Transfer rate (HTL) 1.0
Number of episode of source task 5000
Number of episode of target task 5000
Number of trial 10
Input node of ANN 7
Hidden node of ANN 14
Output node of ANN 5
算機内のファイルに保存し，それらをANNの関数近似プログラムで読み込み，関数近似
後にノード情報やそれらの接続関係が記されたANNのファイルとして保存する．保存さ
れた ANNのファイルを Target taskのエージェントが読み込み，ANNとして再構築後
ANNのまま知識の再利用する．ANNの関数近似プログラムには，Fast artificial neural
network library (FANN)を用いた [73, 74]．









に式 (3.13)の JS，式 (3.14)のRJS，式 (3.15)のDCS，式 (3.16)のRDCSを評価する．
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表 3.7 ヘテロジーニアスなMARLを用いた計算機実験における数値結果
Domain JS RJS DCS RDCS
Source task (Self-transfer) 249.46 0.26 50.14 0.63
Target task (HTL) 4058.09 0.13 2091.87 0.20




図 3.17(b)に示す．また，それぞれの JSとRJS，DCS，RDCSを表 3.7に示す．
本結果の学習曲線は，500 episode 間隔で 10 trial のステップ数平均と標準偏差を用い
て描画している．
3.5.2.1 自己転移の実験結果




Without tansferの学習曲線より，低いステップ数を獲得している．DCSは 50.14 stepで
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3.5ANNを用いたHTLの計算機実験 第 3 章 Hetero-MARLにおける転移学習法
ANNによる関数近似を行う際，獲得した Look-up tableの行動価値を次式により 2値
化している（以降 2値化知識と呼ぶ）．
Q(s, ai) =





































関係で表現すると，移動方向に関してはAgent1 ̸= Agent2，Agent1 ≈ Agent3，Agent2 ≈
Agent3 の関係にあると考えられる．移動距離に関しては，Agent1 = Agent2，Agent1 ≈
Agent3，Agent2 ≈ Agent3 であり，行動の種類の数ではAgent1 = Agent2，Agent1 ̸=
Agent3，Agent2 ̸= Agent3 の関係にあると考えられる．ここでは，ヘテロジーニティの
66
3.6ヘテロジーニティによるHTLの効果 第 3 章 Hetero-MARLにおける転移学習法
表 3.8 各エージェント間におけるヘテロジーニティスコア





Agent1 & Agent2 3 ( ̸=) 1 (=) 1 (=) 5
Agent1 & Agent3 2 (≈) 2 (≈) 3 ( ̸=) 7
























表 3.9において，A-2など 2つ目の実験条件は，A-1のSource taskとTarget taskのエー
ジェント設定を逆にしている．これは，ハンターの組合せによる転移の容易さを検証す
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A-1 Agent 1, Agent 1 Agent 2, Agent 2
A-2 Agent 2, Agent 2 Agent 1, Agent 1
Homo-Hetero
B-1 Agent 1, Agent 1 Agent 1, Agent 2
B-2 Agent 1, Agent 2 Agent 1, Agent 1
Hetero-Hetero
C-1 Agent 1, Agent 2 Agent 2, Agent 3
C-2 Agent 2, Agent 3 Agent 1, Agent 2
るためである．






Condition C > Condition A > Condition B (3.18)
実験条件Aが実験条件 Bより難易度が高い理由として，実験条件 Bは Source taskと
Target taskでホモジーニアスなエージェントが 1台存在するからである．
自己転移の実験条件に関しては，表 3.9における Source taskのエージェントの組合せ
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表 3.10 各実験条件におけるヘテロジーニティスコア
Experimental
conditions Hunter 1 Hunter 2
Difficulty of
transfer
Condition A 5 5 10
Condition B 3 5 8








S-1 Agent 1, Agent 1 Agent 1, Agent 1
S-2 Agent 2, Agent 2 Agent 2, Agent 2
S-2 Agent 1, Agent 2 Agent 1, Agent 2
S-2 Agent 2, Agent 3 Agent 2, Agent 3
いずれの実験条件においても，Souce taskにおいて 10000エピソードの学習を行い，ハ
ンター 1が獲得した知識はTarget taskのハンター 1へ転移される．同様に，ハンター 2














に式 (3.13)の JS，式 (3.14)のRJS，式 (3.15)のDCS，式 (3.16)のRDCSを評価する．
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Transfer rate (Self-transfer) 1.0
Transfer rate (HTL) 0.01, 0.1, 1.0
Number of episode of source task 10000
Number of episode of target task 10000
Number of trial 10
Input node of ANN 7
Hidden node of ANN 14

















3.6ヘテロジーニティによるHTLの効果 第 3 章 Hetero-MARLにおける転移学習法
(a) S-1 (b) S-2
(c) S-3 (d) S-4
図 3.19 自己転移における各実験条件の学習曲線
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表 3.13 自己転移における JSとDCS
Experimental
condition JS RJS DCS RDCS
S-1 389.11 0.05 55.91 0.27
S-2 139.90 0.15 33.61 0.44
S-3 315.55 0.09 78.93 0.33
S-4 151.76 0.21 23.71 0.60
表 3.14 HTLにおける JSとDCS (τ = 1.0)
Experimental
condition JS RJS DCS RDCS
A-1 136.17 0.18 31.96 0.47
A-2 386.31 0.13 4.36 0.94
B-1 319.03 0.09 83.11 0.26
B-2 365.38 0.11 41.83 0.46
C-2 143.26 0.25 20.18 0.66
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(a) A-1 (b) A-2
(c) B-1 (d) B-2
(e) C-1 (f) C-2
図 3.20 HTLにおける各実験条件の学習曲線
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本章は 1.4節に提示した以下の 議論点に対してアプローチを行う議論の 1つである．
• ヘテロジーニティに関する議論
これまでの転移学習では，式 (2.7)のように Source taskの知識とTarget taskの知識を
結合していた [40]．近年のアプローチとしては，高野は Source taskの知識とTarget task
の知識を加重平均により結合する手法を提案している [55]．また本論文では，前節にて


















本章では主に，Source taskから転移される知識 Qs(s, a)と，Target taskで新たに学
習する知識Qt(s, a)，それらが演算子により結合された知識Qc(s, a)を用いる．それぞれ
の知識は，添え字の s, t, cにより区別する．また，sや aはそれぞれのタスクにて観測さ
れた環境状態と，それに対応する行動を意味する．記述の単純化のため，転移される知
識Qs(s, a)の記述には，ITMの関数 χS(·)や χA(·)，OITMの χOS (·)，χOA(·) は用いない．
Qs(s, a)は ITM等の処理が含まれているものとする．これらの標記を表 4.1に示す．
表 4.1 転移率の議論における記号
Symbol Descreption
Qs(s, a) : Transferred knowledge (Knowledge of source task)
Qt(s, a) : Knowledge of target task
Qc(s, a) : Combined knowledge
4.3 現在の知識と再利用知識の結合










4.3現在の知識と再利用知識の結合 第 4 章 知識の再利用時における転移率の検討
均を用いた手法も提案している [55, 75–77]．それらの知識結合法を次式から示す．




{(1− ζ)Qt(s, a) + ζQs(s, a)} (4.3)
Qc(s, a) = (1− ζ)Qt(s, a) + ζQs(s, a) (4.4)





されていると言える [41]．しかし，式 (4.1)や式 (4.2) は，過去の知識と現在の知識の単
純和であるため，例えば Qs(s, a)が非常に高い行動価値を持っていたとすると，Target
taskにおいてエージェントが Source taskの知識を基に行動するため，新たな環境に適応
できず過学習に陥る可能性が考えられる．したがって，式 (4.1)や式式 (4.2) は，結合し
た知識の行動価値が高くなる．ここで，Qs(s, a)は十分に学習した行動価値として 0.9と
し，Qt(s, a)が 0.1 ∼ 0.9と変化させた時における式 (4.1)や式式 (4.2)，式 (4.3)に示した
各知識結合法により計算される行動価値Qc(s, a)の変化を図 4.1(a)，(b)に示す．
図 4.1(a)，(b)において，式 (4.1)や式 (4.2)はQt(s, a)の行動価値がQs(s, a)に近づくに
つれて，Qc(s, a)も高くなるがQt(s, a)やQs(s, a) のそれぞれの行動価値をはるかに上回




い．式 (4.4)の転移率に対する変化を図 4.1(c)，(d)に示す．式 (4.4)においては，Qc(s, a)
がQt(s, a)とQs(s, a)間の値を取りうる．しかし，式 (4.4)もこれまで述べた知識結合法
と同様に，ζは任意の値の固定値である．すなわち，Target taskにおける学習が進み，十







4.3現在の知識と再利用知識の結合 第 4 章 知識の再利用時における転移率の検討
(a) ζ = 0.5 (b) ζ = 0.9
(c) Qt(s, a)がQs(s, a)より低い場合 (d) Qt(s, a)がQs(s, a)を上回る場合
図 4.1 行動価値の変化に対する結合知識の行動価値
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• Target task においてQs(s, a)に任意の τ を付加し，行動価値を割り引く．
• Target taskで十分に学習した場合，Qs(s, a)を利用しない．
これらの機能を実現する知識結合法を次式に示す．
Qc(s, a) = Qt(s, a) + τδQs(s, a)
δ = Rf −Qt(s, a) (4.5)




式 (4.5)を用いる場合，ある時間 tにおける結合知識をQct(s, a)とし，知識の時系列に




Qct(s, a) = 0 + τ · (1− 0) ·Qs(s, a)
= τQs(s, a) (4.6)
lim
t→∞
Qct(s, a) = Q
t
∞(s, a) + τ · 0 ·Qs(s, a)
= Qt∞(s, a) (4.7)
ここで，Qt0(s, a)すなわち初期値は 0，報酬 r = 1と仮定している．また，十分に学習し



































4.4静的環境における転移率の効果 第 4 章 知識の再利用時における転移率の検討






Aagent1 = {forward, backward, right, left, stop} (4.8)
Aagent2 = {forward right, backward right,
forward left, backward left, stop} (4.9)
観測可能な環境状態集合は，エージェント 1とエージェント 2は共通であり，次式で定
義する．








験を行う．Source taskではエージェント 1を用い，Target taskではエージェント 2を用
いる．この実験条件に対して，転移率 τ を 0，0.01，0.1～1.0（0.1間隔）で変更し，転移
学習を行う．
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Learning rate α 0.1
Discount rate γ 0.9
Reward r 1
Boltzmann parameter T 0.01
Default Q-value 0
Transfer rate τ and ζ 0.1, 0.2, · · · , 0.8, 0.9
Number of episode 10000
(Source task and target task)












4.4静的環境における転移率の効果 第 4 章 知識の再利用時における転移率の検討





















|pk − qk| (4.11)
さらに，本実験の最短経路問題は 2次元平面であるため，スタート地点の座標 p(xp, yp)
からゴール地点の座標 q(xq, yq)のマンハッタン距離は次式となる．
dm(p, q) = |xp − xq|+ |yp − yq| (4.12)
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場合 (τ = ζ = 0.9)の学習曲線の比較を図 4.7に示す．Without transferは，知識の再利用
していないエージェントの学習曲線であり，一から学習した通常の強化学習である．図 4.7
は転移率= 0.9の場合の学習曲線比較であるが，既存手法 (図 4.7中の Existing method)
は提案手法 (図 4.7中のProposed method)と同様のジャンプスタートが発現しているが，










4.4静的環境における転移率の効果 第 4 章 知識の再利用時における転移率の検討






4.5動的環境における転移率の効果 第 4 章 知識の再利用時における転移率の検討
4.5 動的環境における転移率の効果
本実験では，前節で有用性を示した提案手法（式 (4.5)）を動的環境にて検証する．前














エージェントであるハンターは 2台または 3台とし，獲物を 1台グリッドワールドに配置
する．
本実験でも，第 3章の実験と同様に Source taskと Target taskで追跡問題の設定が異
なる．Source taskではハンターを 2台，獲物を 1台用いる（図 4.8(a)）．Source taskは
2 vs. 1タスクである．Target taskにおいては，ハンターを 3台，獲物を 1台用いる（図






4.5動的環境における転移率の効果 第 4 章 知識の再利用時における転移率の検討
(a) Source taskにおける初期位置 (b) Target taskにおける初期位置
図 4.8 追跡問題のエージェント初期位置
表 4.3 動的環境における転移率の効果実験に対するエージェント割当
Task Srouce task Target task
Agent number Agent 1 Agent 2 Agent 1 Agent 2 Agent 3
Hunters Hutner 1 Hunter 1 Hunter 1 Hutner 2 Hunter 3
4.5.1.2 エージェント設定
本実験のエージェントは，前節と異なり追跡問題であるため，第 3章の図 3.11 に示し
た視界を持つ 3種類の異なる移動特性を持つエージェントを用いる．
4.5.1.3 実験条件
Source taskとTarget taskで用いるハンターを，表 4.3のように設定する．各タスクの
エージェントにおける知識の転移方向として，Source taskのAgent 1であるHunter 1の
知識は，Target taskのAgent 1であるHunter 1に転移する．Source taskのAgent 2であ






ジェント 1とエージェント 2の ITMも図 4.4と同様である．本実験で追加されたエージェ
ント 3においては，エージェント 1とエージェント 3の ITMを図 4.9のように設定した．
また，Source taskとTarget taskの環境状態の ITMは図 4.10のように設定した．図 4.10
において，Target taskのハンターは得られる環境上の中から x-coordinate of third hunter
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表 4.4 動的環境における転移率の効果のパラメータ設定
Parameter Value
Learning rate α 0.1
Discount rate γ 0.9
Reward r 1
Boltzmann parameter T 0.01
Default Q-value 0
Transfer rate τ 0.1, 0.2, · · · , 0.9, 1.0
Number of episode 10000
(Source task and target task)
Number of trial 10
図 4.9 ハンター 1とハンター 3の行動の ITM




hunterはハンター 3とし，ハンター 3の Second hunterはハンター 1とする．ハンター 2
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図 4.11において，転移率= 0のステップ数から転移率= 0.1のステップ数までの勾配






















である 2 vs. 1タスク）の知識を持ち，Target taskを遂行することで，より最適に近いパ
フォーマンスが獲得できたと考えられる．
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p(a, S) log p(a, S) (5.1)
























5.3収束の判定法 第 5 章 強化学習における自律的収束推定法
5.3.2 強化学習以外における収束の推定手法
強化学習以外において，関数や数列の収束を推定する手法は多く存在する．古典的
な収束の判定法として，ϵ-δ 論法 (ϵ-δ Limit Definition) やダランベールの収束推定法










































1次元 (直線)，2次元 (平面)，3次元 (立体)とも整合性が取れる．すなわち，直線のフラ













5.4フラクタル次元解析 第 5 章 強化学習における自律的収束推定法
図 5.2 任意の δによるフラクタル次元DF の算出





通常，フラクタル次元解析は Image Jや Fractal dimension estimatorなどのフラクタ
ル次元解析の機能が実装された画像処理ソフトを用いる．本研究では，フラクタル次元
解析にアメリカ国立衛生研究所 (National Institutes of Health: NIH) から配布されてい
る Image Jを用いる [93]．
ここで，注意が必要なのは，式 (5.3)を用いるために，理論的には観測対象が次式に示
す関係を満たしていることである [94, 95]．











5.5フラクタル次元解析を用いた収束推定 第 5 章 強化学習における自律的収束推定法










本研究では，画像処理を用いたCEFDをCEFDi (CEFD with image processing)と呼


















































































式 (5.8)の計算例を図 5.5に示す．例えば 10個の学習曲線データ（図 5.5の赤線）が強
化学習より得られたとする（実際の測定区間エピソード eは 100 episodeなど用いる）．
ボックスサイズ δを 4とした時，最初に n1を計算する．エピソードの数と，ステップ数
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5.5フラクタル次元解析を用いた収束推定 第 5 章 強化学習における自律的収束推定法
Algorithm 1 数値処理を用いたフラクタル次元解析アルゴリズム
1: Initialize Q(s, a) arbitrarily
2: δi ∈ {1, 2, · · · , n}
3: Initialize N arbitrarily number
4: Initialize Th arbitrarily threshold value of fractal dimension
5: Initialize COUNT
6: Initialize Df and D
′
f
7: while (Df < Th) ∩ (COUNT > N) do
8: while Capture state ̸= true do












11: Take action a
12: Observe r and s′
13: Q(s, a)← Q(s, a) + α{r + γmaxa′∈A Q(s′, a′)−Q(s, a)}
14: end while
15: if Number of episode > max(δi) such as n then












18: N(δ) = N(δ) + ni(δ)
19: end for
20: Df ← − limδ→0 logN(δ)log(δ)
21: if Df ≥ D′f then
22: COUNT ++
23: else
24: D′f ← Df
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図 5.4 CEFDiの処理概略図
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5.5フラクタル次元解析を用いた収束推定 第 5 章 強化学習における自律的収束推定法
図 5.5 CEFDnの計算例
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5.5フラクタル次元解析を用いた収束推定 第 5 章 強化学習における自律的収束推定法
図 5.6 CEFDnの処理概略図
111



























れる．各エージェントの行動順序はハンター 1→ハンター 2→獲物の順とし，ハンター 2
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5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
図 5.7 4種類の広さのグリッドワールドとエージェントの初期位置例
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5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
表 5.1 Initial position in each agents
Condition Field size Hunter1 Hunter2 Prey
5 × 5 (1, 1) - (5, 5)
Condition a 10 × 10 (1, 1) - (10, 10)
(Static) 15 × 15 (1, 1) - (15, 15)
20 × 20 (1, 1) - (20, 20)
5 × 5 (1, 1) - (5, 5)
Condition b 10 × 10 (1, 1) - (10, 10)
(Dynamic) 15 × 15 (1, 1) - (15, 15)
20 × 20 (1, 1) - (20, 20)
5 × 5 (1, 1) (5, 1) (3, 5)
Condition c 10 × 10 (1, 1) (10,1) (6, 10)
(Multi-hunter) 15 × 15 (1, 1) (15, 1) (8, 15)
20 × 20 (1, 1) (20, 1) (11, 20)
5 × 5 (1, 1) - (5, 5)
Condition d 10 × 10 (1, 1) - (10, 10)
(Non convergence) 15 × 15 (1, 1) - (15, 15)
20 × 15 (1, 1) - (20, 20)
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(2) 動的環境（ハンター 1台 vs. 獲物 1台）













本実験で用いる強化学習パラメータを表 5.2に示し，CEFDiに用いる Image Jのパラ
メータセッティングを表 5.3に示す．
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Dynamic and multi-hunter 0.005
Non-convergence 1.0
Default Q-value 0
Number of episode 10000
Number of trial 10
表 5.3 CEFDiに用いる Image Jのパラメータ設定
Parameter Value
Size of image 420 × 420 pixel
Binary or grayscale “Autoconvert to binary”
Set scan back ground “Let the program shoose”
Positions 1
Number of sizes 50
Minimum box size 2 pixel
Maximum bos size 50 pixel
5.6.2 実験結果
5.6.2.1 静的環境における結果









5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.9 静的環境における各グリッドワールドの学習曲線（Trial 1）
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動的環境において，各グリッドワールドサイズの学習曲線を 1つずつ図 5.11 (a)から
(d)に示す．また，それらの学習曲線のCEFDiによりフラクタル次元解析した結果を図
5.12(a)から (d)に示す．
本実験の学習曲線は，グリッドワールドサイズ 5× 5と 10× 10に関して学習初期の高
いステップ数から低いステップ数への収束傾向が現れている．これに対し，グリッドワー
ルドサイズ 15× 15と 20× 20は学習曲線ではステップ数の低下はみられるが，収束する
118
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(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.11 動的環境における各グリッドワールドの学習曲線（Trial 1）
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(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.12 動的環境におけるフラクタル次元解析結果
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5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
際のステップ数の安定は見えず，収束しているとは言い難い．
フラクタル次元の推移（図 5.12）から，グリッドワールドサイズ 5× 5と 10× 10はフ
ラクタル次元の低下と，安定が現れている．これらの結果から，収束傾向が現れた学習
曲線のフラクタル次元は 1.3次元以下となっている．また，グリッドワールドサイズ 15



























5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.13 マルチハンター環境における各グリッドワールドの学習曲線（Trial 1）
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(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.14 マルチハンター環境におけるフラクタル次元解析結果
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(a) 5 × 5 (b) 10 × 10
(c) 15 × 15 (d) 20 × 20
図 5.15 静的環境における各グリッドワールドの学習曲線（Trial 1）
124







いる log-logグラフを図 5.17から図 5.20に示す．これらの図は各実験条件 10 trial 中の 1







5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
(a) 5 × 5　 (R2 = 0.9900) (b) 10 × 10 (R2 = 0.9944)
(c) 15 × 15 (R2 = 0.9947) (d) 20 × 20 (R2 = 0.9930)
図 5.17 静的環境におけるベキ分布との相関（1∼100episode）
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(a) 5 × 5 (R2 = 0.9914) (b) 10 × 10 (R2 = 0.9941)
(c) 15 × 15 (R2 = 0.9926) (d) 20 × 20 (R2 = 0.9944)
図 5.18 動的環境におけるベキ分布との相関（1∼100episode）
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(a) 5 × 5 (R2 = 0.9925) (b) 10 × 10 (R2 = 0.9897)
(c) 15 × 15 (R2 = 0.9923) (d) 20 × 20 (R2 = 0.9926)
図 5.19 マルチハンター環境におけるベキ分布との相関（1∼100episode）
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(a) 5 × 5 (R2 = 0.9923) (b) 10 × 10 (R2 = 0.9937)
(c) 15 × 15 (R2 = 0.9932) (d) 20 × 20 (R2 = 0.9944)
図 5.20 非収束環境におけるベキ分布との相関（1∼100episode）
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動的環境において，収束傾向が現れているグリッドワールドサイズ 5× 5と 10× 10で
は，それぞれ 1.3次元，1.4次元を下回っている傾向があるため，収束を推定する閾値とし
て 1.4次元が利用可能であると考えられる．また，収束傾向が現れているが 10000episode





5.6CEFDiの計算機実験 第 5 章 強化学習における自律的収束推定法
マルチハンター環境では，全ての学習曲線で収束傾向が発現し，フラクタル次元にお
いても推移の安定が見られる．全ての学習曲線を 1つの閾値で収束推定を行うとすれば，













































































Number of episode 1000












































• p = 1
• N = 300
• TH = 1.5
この条件にて収束推定を行うと，1585 episode目に収束と推定された．学習曲線に対す
る 1585 episodeを図示すると図 5.29となる．図 5.29は，動的環境であるため収束傾向が
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を比較する．収束した，1585 episodeのステップ数平均は 8.8 stepであり，十分に学習し
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(a) Static environment (b) Dynamic environment
(c) Multi-hunter emvironment (d) Non convergence environment
図 5.21 CEFDの比較に用いる学習曲線
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(a) p = 1
(b) p = 10
(c) p = 50
(d) p = 100
図 5.27 解析実行間隔 pによるフラクタル次元の推移
140
5.7CEFDnの計算機実験 第 5 章 強化学習における自律的収束推定法
図 5.28 フラクタル次元連続更新回数N の収束推定誤差率
図 5.29 学習曲線における収束推定エピソード
141
































































cs, a) = gQ((gs, ∗), a) + rQ((∗, rs), a) (6.1)


















6.3クラウドを用いた知識処理 第 6 章 外部計算機資源を用いた獲得知識の統合





















































Qi(s, ai) = ρ{Q1(s, ai) +Q2(s, ai) + . . .+Qn(s, ai)} (6.4)
ここで，Qi(s, ai)はある環境状態sにおける行動aiの結合された行動価値であり，Qn(s, ai)
はそれぞれ同目的異解法の関係にある知識である．nは知識の識別子であり n ∈ N+で
ある．ρは，統合された知識を割り引いて使用するためのパラメータであり，信頼率と呼
ぶ．信頼率 ρは，0 < ρ ≤ 1とする．また，式 (6.4)は各知識の行動の個数 iは同じである
ことを前提とする．各知識のスケーリングも行わずに統合する．
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を用いる．フィールドBにおいては，2つの障害物を座標 (2, 1)と (5, 3)に配置し，最短
148
6.4統合知識を用いた計算機実験 第 6 章 外部計算機資源を用いた獲得知識の統合
(a) グリッドワールド (b) 最短経路
図 6.2 障害物を配置したグリッドワールドとその最短経路
図 6.3 最短経路探査問題に用いる強化学習エージェント











図 6.5は，付録Bに示すスムージング処理を行いグラフの描画を行っている．ρ = 0のと
きは，一から学習を行うため，学習曲線は高いステップ数から最短経路へ収束する．ま
た ρ = 0.8, 1.0において，知識Bの行動価値は知識Cと比較して高いために優先的に知識
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Learning rate α 0.1
Discount rate γ 0.9
Reward r 1
Boltzmann parameter T 0.005
Default Q-value 0
Reliable rate ρ 0, 0.2, 0.4, 0.6, 0.8, 1.0
Number of episode of source task 10000
Number of episode of target task 10000
Number of trial self-transfer 1













6.4統合知識を用いた計算機実験 第 6 章 外部計算機資源を用いた獲得知識の統合
図 6.5 結合知識を用いた最短経路探査問題の学習曲線
最短経路を通過し，なおかつフィールドAにおける最短経路を探査していると考えられ















6.4統合知識を用いた計算機実験 第 6 章 外部計算機資源を用いた獲得知識の統合
表 6.2 統合知識の行動価値と行動選択確率の例
Value \ Action Move right Move below stop
Knowledge B 0.000 0.191 0.006
Knowledge C 0.163 0.000 0.008
Knowledge D (ρ = 1.0) 0.163 0.191 0.014
Select probablitiy 0.368 % 99.632 % 0.000 %
Knowledge D (ρ = 0.2) 0.033 0.038 0.003
Select probability 26.876% 73.057% 0.067%
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graft. A world wide web for robots roboearth. Robotics & Automation Magazine,
IEEE, Vol. 18, No. 2, pp. 69–82, June 2011.
[37] Dominique Hunziker, Mohanarajah Gajamohan, Markus Waibel, and Raffaello
D’Andrea. Rapyuta: The roboearth cloud engine. In Robotics and Automation
(ICRA), 2013 IEEE International Conference on, pp. 438–444. IEEE, 2013.
[38] 松井藤五郎, 犬塚信博, 世木博久, 伊藤英則. 強化学習結果の再構築への概念学習の
適用 using concept. 人工知能学会論文誌, Vol. 17, No. 2, pp. 135–144, 2002.
[39] 松井藤五郎. 自律型エージェントの行動学習に関する研究. PhD thesis, 名古屋工業
大学, 2003.
[40] Matthew E Taylor. Transfer in Reinforcement Learning Domains, Vol. 216.
Springer, 2009.
[41] Georgios Boutsioukis, Ioannis Partalas, and Ioannis Vlahavas. Transfer learning in
multi-agent reinforcement learning domains. In Recent Advances in Reinforcement
Learning, pp. 249–260. Springer, 2012.
[42] Adam Taylor, Ivana Dusparic, Edgar Galván-López, Siobhán Clarke, and Vinny
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• 開発言語 : C言語
• 動作オペレーティングシステム : Linux (Scientific Linux 6.5)
• プラットフォーム : Lenovo Think Station E30, Lenovo Think Server TS140











表 A.1 Think Server TS140の仕様
Component Name and value
Processor Intel Xeon E3-1225 v3 prossesor (3.20GHz, 4 core)
Main memory 24 GBytes (8GB ECC DDR3-12800E × 3 )
Disk drive 500 GBytes
Operating system Scientific Linux 6.4 x86 64

















































は S.T.L Japanの小型高出力モータ誉 31を用いている（図C.2(b)）．オムニホイールは
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付録C. 自律全方向移動ロボットプラットフォーム

















Component Name and value
Type of wheel TD-046-01(Omni-wheel)
Number of wheel 4
Motor DC motor 誉 31
Number of motor 4
Gear reduction ratio 30:1
Motor driver and controler DCサーボモーターユニット
A-10のサーボ基板
Number of A-10 4
(a) オムニホイール TD-046-01(引用 :
http://www.daisendenshi.com/)

















Component Name and value
Computer PICO820 (x86 embedded computer)
Battery Energizer XP8000A (8000mAh)
Communication device FX-DS540-STB-ML (Ethernet converter)
Sensor GP2Y0A21 (PSD sensor)























(a) 概観 (d) PCBパターン

























Learning rate α 0.1
Discount rate γ 0.99
Reward r 1




Box sizes δ 1, 5, 10, 50, 100
Sweep interval p 1 episode
Analysis windows size e (horizontal) 100 episode
Threshold value DTH 1.5

















































実装したネットワークシステムは，Master serverと呼ばれるName serverと，Slave node
と呼ばれるData nodeから構成される．本論文で使用したクラウド模擬システムでは，図
D.1のようにName nodeを 1台，Data nodeを 2台使用した．HadoopにはHadoop-2.4.0
のバージョンを使用し，Master nodeと Slave node全て共通のバージョンである．
本システムでは，Name nodeをLenovo社製 Think Station W540で実行し，Data node
をHP社製 ProLiant Micro Server Turion II NEO N54Lで実行した．参考までに，Think
Station W540の仕様を表D.1に示し，外観を図D.2に示す．また，ProLiant Micro Server
Turion II NEO N54Lの仕様を表D.2，外観を図D.3に示す．
D.2 マルチノードクラスタによる分散処理
Hadoopによるマルチノードクラスタでは，MapReduceを用いた計算処理の分散が可能
である．マルチノードクラスタは，大きく分けてMaster serverと Slave serverから構成さ






表 D.1 Think Station W540の仕様
Component Name and value
Processor Intel Core i5-4210M prossesor (2.60GHz, 4 core)
Main memory 4GBytes (PC3-12800 DDR3L × 3 )
Disk drive 500 GBytes
Operating system Scientific Linux 6.4 x86 64




は，従来の Relational database management system (RDBMS)と異なり，Hadoop file
system (HDFS)という独自のファイルシステムを用いる．Hadoopで扱うデータは全て
HDFS上に保管され，また各 Slave serverで確保されている HDFS領域は，概念的には
１つのディスク領域として処理される．すなわち，ユーザはマルチノードクラスタ上の
どこにデータが保存されているかは意識しない．また，HDFSにおけるMaster serverを









表 D.2 ProLiant Micro Server Turion II NEO N54Lの仕様
Component Name and value
Processor AMD Turion II NEO N54L prossesor (2.2GHz, 2 core)
Main memory 4GBytes (PC3-10600E DDR3 × 3 )
Disk drive 500 GBytes (SATA)
Operating system Scientific Linux 6.4 x86 64











タは 1176490行の Look-up tableである．10個，100個，1000個の知識データ統合処理






of knowledge One data node Two data node Three data node
10 167 98 105
100 1404 801 605



















て，単純に 2台のData nodeの計算時間が 1
2
とならないが，両対数において，Data node
の台数が多いほど，計算時間の直線が平行のまま低くなると見て取れる．Data nodeの
台数に対して，処理時間の減少は比例関係にあると考えられる．したがって，本実験で
はクラウドを模擬する小規模なマルチノードクラスタであったが，実際に運用されてい
る大規模計算機リソースを用いれば，計算時間の減少に貢献できると言える．
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付録D. クラウド模擬システムの構成
図 D.4 マルチノードクラスタによる知識統合速度比較
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