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1. Introduction
Many well-known problems arising in various branches of sciences, can be studied by using algorithms which are itera-
tive in their nature.
As an example, in computer tomography with limited data, each piece of information implies the existence of a convex
set Ci in which the required solution lies. For a brief but comprehensive introduction on the arguments, see [12].
The problem of ﬁnding a point in the intersection C∗ =⋂mi=1 Ci is then of crucial interest and it cannot be usually solved
directly. Therefore, an iterative algorithm must be used to approximate such a point.
A common method in Hilbert spaces is to use the cyclic sequential scheme, in which every convex set Ci is associated
with the metric projection PCi from the Hilbert space H into Ci . Then the sequence{
x1 ∈ H,
xn+1 = PCn(mod m)xn (1.1)
is studied to ensure the weak convergence to a point in C∗ (see [2,4,6,7] and references therein).
In the more general settings of nonexpansive maps, given an initial guess x1 ∈ H , the existence of the weak limit
w − lim
n
T nx1 (1.2)
is not ensured.
A common way to ensure that the weak limit (1.2) exists is the Krasnoselskii–Mann method, which consists into sub-
stituting the map T , with a convex combination between the identity and the nonexpansive map itself. The keyrole here
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unchanged.
Given a ﬁnite family of nonexpansive mappings {Ti}Ni=1, such that F :=
⋂N
i=1 F ix(Ti) is not empty, in [11] Kuhﬁttig
introduced an auxiliary map W deﬁned as follows⎧⎪⎪⎪⎨
⎪⎪⎪⎩
U1 = α I + (1− α)T1,
U2 = α I + (1− α)T2U1,
...
W := UN = α I + (1− α)TNUN−1
(1.3)
and proved that given an initial guess x0 in a uniformly convex Banach space satisfying Opial’s condition, the sequence
Wnx0 weakly converges to a point in F (actually, in [3] it is proved that in strictly convex Banach spaces, Fix(W ) coincides
with F ).
In [24], the map (1.3) has been applied to viscosity iterative schemes, introduced by Moudaﬁ in [13].
On the other hand, the study of iterative schemes involving monotone operators has been widely investigated by several
authors, for their deep connection with several problems (see [10,14,5] and references therein).
We recall that, given a Banach space E with a normalized duality map J : E → 2E∗ and C a subset of E , an operator
A : C → E is called
(1) monotone, if for all x, y ∈ C and j(x− y) ∈ J (x− y)〈
Ax− Ay, j(x− y)〉 0;
(2) k-inversely strongly monotone, if there exists a constant k > 0 for which〈
Ax− Ay, j(x− y)〉 k‖Ax− Ay‖2
holds for every x and y in C and j(x− y) ∈ J (x− y).
Moreover, a map T : C → E is said to be
(1) pseudocontractive, if I − T is monotone,
(2) k-strictly pseudocontractive in the Browder–Petryshyn sense, if I− T is k-inversely strongly monotone, i.e. for all x, y ∈ C
and j(x− y) ∈ J (x− y)
〈
T x− T y, j(x− y)〉 ‖x− y‖2 − k∥∥x− y − (T x− T y)∥∥2.
If E is a q-uniformly smooth Banach space with (single-valued) generalized duality mapping jq : E → E∗ , we say that
T : C → E is (q) − k-strict pseudocontractive (brieﬂy a (q)-strict pseudocontraction) if for all x, y ∈ C〈
T x− T y, jq(x− y)
〉
 ‖x− y‖q − k∥∥x− y − (T x− T y)∥∥q. (1.4)
Remark. We note that for q = 2, the class of (q)-strict pseudocontractions coincides with that of strict pseudocontractions.
For q < 2, (q)-strict pseudocontractions do represent a subclass of strict pseudocontractions (see Lemma 3). As the referee
correctly pointed out, the proof given in [15] that the two classes coincide, appears to be correct only for q = 2.
For a given family {Ti}Ni=1 of strict pseudocontractions on a convex closed subset C of a Hilbert space H , having F =⋂N
i=1 Fix(Ti) = ∅, in [1] it is proved that the convex combination
V =
N∑
1=1
ωi T i,
N∑
i=1
ωi = 1, 0< ωi < 1,
is a strict pseudocontraction and has the property that
Fix(V ) = F .
The same result has been extended to smooth Banach spaces by Zhou in [27]. Nevertheless, we note that as far as we know,
no results concerning the convergence of the iterative sequence{
x1 ∈ C,
xn+1 = V xn
are known even in the particular context of Hilbert spaces.
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Interesting results in this direction have been given by Acedo and Xu in [1] for Hilbert spaces and by Osilike and Shehu
in [16] in the setting of 2-uniformly smooth Banach spaces. Another interesting parallel algorithm to strongly approximate
a ﬁxed point z ∈ F has been obtained by Zhou [26] in 2-uniformly smooth Banach spaces and by Zhang and Su [25] in
q-uniformly smooth Banach spaces.
Motivated by these works, for a ﬁnite family of (q)-strict pseudocontractions {Ti}Ni=1 from a closed and convex subset C
of a Banach space E into itself, with F :=⋂Ni=1 Fix(Ti) = ∅, we introduce the auxiliary map V , deﬁned by
U1 := λ1T1 + (1− λ1)I,
U2 := λ2T2U1 + (1− λ2)U1,
...
UN−1 := λN−1TN−1UN−2 + (1− λN−1)UN−2,
V ≡ UN := λN TNUN−1 + (1− λN)UN−1. (1.5)
We show that if E is a q-uniformly smooth Banach space and the parameters λ1, . . . , λN are appropriately chosen in R, then
Fix(V ) = F .
Moreover, we prove a weak convergence result for the sequence{
x1 ∈ C,
xn+1 = V xn.
The result is an extension of the cyclic Krasnoselskii–Mann method and generalizes previous results to the setting of q-
uniformly smooth Banach spaces.
Finally we apply the construction (1.5) to implicit and explicit viscosity schemes to obtain strong convergence results.
We note that our proof differs from the others and it is based on two lemmas given by Reich in [18].
2. Preliminaries
Let E be a real Banach space. With J : E → 2E∗ , we denote the normalized duality mapping given by
J (x) = { f ∈ E∗: 〈x, f 〉 = ‖x‖2 and ‖ f ‖ = ‖x‖},
where 〈.,.〉 denotes the generalized duality pairing and E∗ the dual space of E . In the sequel we shall denote single-valued
duality mappings by j. Given q > 1, by Jq we shall denote the generalized duality mapping given by
Jq(x) =
{
f ∈ E∗: 〈x, f 〉 = ‖x‖q and ‖ f ‖ = ‖x‖q−1}.
We recall that the following relation holds
Jq(x) = ‖x‖q−2 J (x),
for x = 0.
We recall that the modulus of smoothness of E is the function ρE : [0,∞) → [0,∞) deﬁned by,
ρE(t) := sup
{
1
2
(‖x+ y‖ + ‖x− y‖)− 1: ‖x‖ 1, ‖y‖ t
}
.
E is said to be uniformly smooth if limt→0 ρE (t)/t = 0.
Let q > 1. E is said to be q-uniformly smooth if there exists a constant c > 0 such that ρE (t)  ctq . Examples of such
spaces are Hilbert spaces as well as Lp (or lp) and Sobolev spaces W
p
m , for p ∈ (1,∞).
We note that a q-uniformly smooth Banach space is uniformly smooth. This implies that its norm is uniformly Fréchet
differentiable (see [8]).
If E is uniformly smooth, then the normalized duality map j is single-valued and norm to norm uniformly continuous.
The following results due to Xu (Theorem 1, Lemma 2, Lemma 8) and Reich (Lemmas 4, 5, 6) are the ﬁrm bases on
which our conclusions bear.
Theorem 1. (See [22].) Let q > 1 and let E be a Banach space. Then the following are equivalent:
(1) E is q-uniformly smooth.
(2) There exists a constant Cq > 0 such that
‖x+ y‖q  ‖x‖q + q〈y, jq(x)〉+ Cq‖y‖q,
for all x, y ∈ E.
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for all x, y ∈ E and where ωq(t) := tq(1− t) + (1− t)qt.
Lemma 2. (See [23].) Let J be the normalized duality map of a Banach space E. Suppose E is smooth. Then for all x, y ∈ E, there holds
the inequality,
‖x+ y‖2  ‖x‖2 + 2〈y, J (x+ y)〉.
Let Cq be the constant appearing in Theorem 1. Throughout the paper the value
Nk,q := min
{(
kq
Cq
) 1
q−1
,1
}
will be used.
Lemma 3. Let E be a real q-uniformly smooth Banach space and K a nonempty convex subset of E. Let Cq be the constant appear-
ing in the statement of Theorem 1, T : K → K a (q) − k-strict pseudocontraction, let λ ∈ (0,Nk,q) and deﬁne the mapping Tλx :=
(1− λ)x+ λT x. Then
(1) T is a k
1
q−1 -strict pseudocontraction,
(2) Tλ is nonexpansive and in particular it holds:
‖Tλx− Tλ y‖q  ‖x− y‖q − λ
(
qk − λq−1Cq
)∥∥(I − T )x− (I − T )y∥∥q. (2.1)
Proof. Let x and y be in K . From (1.4) it follows immediately that T is (q) − k-strictly pseudocontractive if and only if〈
(I − T )x− (I − T )y, jq(x− y)
〉
 k
∥∥(I − T )x− (I − T )y∥∥q. (2.2)
As a consequence, it holds
k
∥∥(I − T )x− (I − T )y∥∥q  ∥∥(I − T )x− (I − T )y∥∥‖x− y‖q−1,
permitting us to conclude that (I − T ) is Lipschitzian with constant k 11−q .
To prove (1), we evaluate
〈
(I − T )x− (I − T )y, j(x− y)〉= ‖x− y‖2−q〈(I − T )x− (I − T )y, jq(x− y)〉
 k‖x− y‖2−q∥∥(I − T )x− (I − T )y∥∥q
 k
(
k
2−q
q−1
∥∥(I − T )x− (I − T )y∥∥2−q)
× ∥∥(I − T )x− (I − T )y∥∥q
= k 1q−1 ∥∥(I − T )x− (I − T )y∥∥2.
This show that (I − T ) is k 1q−1 -inversely strongly monotone. Hence by deﬁnition, T is k 1q−1 -strictly pseudocontractive.
Proof that (2) holds, follows the line of [15, Lemma 1]. According to Theorem 1, we have indeed
‖Tλx− Tλ y‖q =
∥∥(x− y) − λ((x− T x))− (y − T y)∥∥q
 ‖x− y‖q − qλ〈(I − T )x− (I − T )y, jq(x− y)〉
+ Cq
∥∥λ((I − T )x− (I − T )y)∥∥q
 ‖x− y‖q − λ(qk − λq−1Cq)∥∥(I − T )x− (I − T )y∥∥q.
Since λ ∈ (0,Nk,q), we derive
‖Tλx− Tλ y‖q  ‖x− y‖q
which implies the nonexpansivity of Tλ . 
Lemma 4. (See [18].) Let C be a nonempty closed convex subset of a uniformly convex Banach space whose norm is Fréchet differ-
entiable and let {Wn} be a sequence of nonexpansive mappings of C into itself such that ⋂∞n=1 Fix(Wn) is nonempty. Let x ∈ C and
Snx = WnWn−1 · · ·W1x for all n ∈ N. Then the set (⋂∞n=1 co{Smx: m n}) ∩ (⋂∞n=1 Fix(Wn)) consists at most of one point.
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quence {ymk } of {ym} such that limk ‖ymk − z‖ exists for all z ∈ K .
Lemma 6. (See [18].) Let C be a closed convex subset of a Banach space E with a uniformly Gâteaux differentiable norm, and let {ym}
be a sequence in K such that h(z) = limm ‖ym − z‖ exists for all z ∈ C. If h attains its minimum over C at u, then
limsup
m
〈
z − u, j(ym − u)
〉
 0
for all z ∈ C.
Theorem 7. (See [20].) Let E be a reﬂexive Banach space and let C be a closed convex subset of E. Let h be a proper convex lower
semicontinuous function of C into (−∞,∞] and suppose that h(xn) → ∞ as ‖xn‖ → ∞. Then, there exists x0 ∈ D(h) such that
f (x0) = inf
{
f (x): x ∈ C}.
Lemma 8. (See [21].) Assume {an} is a sequence of nonnegative numbers for which,
an+1  (1− γn)an + δn, n 0,
where {γn} is a sequence in (0,1) and δn is a sequence in R such that,
(1)
∑∞
n=1 γn = ∞;
(2) limsupn→∞ δnγn  0 or
∑∞
n=1 |δn| < ∞.
Then limn→∞ an = 0.
3. Main results
We prove at ﬁrst that the auxiliary map V deﬁned by (1.5) is nonexpansive and such that its ﬁxed point set coincides
with the intersection of the ﬁxed point sets of the generating mappings T1, . . . , TN .
Lemma 9. Let C be a closed convex and nonempty subset of a q-uniformly smooth Banach space E. Let {Ti}Ni=1 be a family of mappings
from C into itself, such that F := ⋂Ni=1 Fix(Ti) is nonempty and for each i ∈ {1, . . . ,N}, T i is (q) − ki-strictly pseudocontractive.
Moreover let λ1, . . . , λN ∈ (0,mini=1,...,N {Nki ,q}) and deﬁne the mapping V of C into itself as follows:
U1 := λ1T1 + (1− λ1)I,
U2 := λ2T2U1 + (1− λ2)U1,
...
UN−1 := λN−1TN−1UN−2 + (1− λN−1)UN−2,
V ≡ UN := λN TNUN−1 + (1− λN)UN−1. (3.1)
Then U1,...,UN−1 and V are nonexpansive. Moreover Fix(V ) = F .
Proof. Nonexpansivity of U1, . . . ,UN ≡ V follows directly from Lemma 3.
To prove that Fix(V ) = F , we show ﬁrst that F ⊂ Fix(V ). For this purpose, let z ∈ F , then
U1z = λ1T1z + (1− λ1)z = z,
U2z = λ1T2U1z + (1− λ1)U1z = z.
Moreover, if Un−1z = z then
Unz = λnTn(Un−1z) + (1− λn)Un−1z = z.
Hence V z = UN z = · · · = U1z = z, i.e. z ∈ Fix(V ).
We prove the converse, i.e. Fix(V ) ⊂ F . For this purpose, let w ∈ Fix(V ) and assume that w /∈ Fix(T1), equivalently
‖w − T1w‖ > 0. For an arbitrary z ∈ F it holds z ∈ Fix(λi T i + (1− λi)I) for all i = 1, . . . ,N and
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= ∥∥λN TNUN−1w + (1− λN)UN−1w − z∥∥
= ∥∥λN TN(UN−1w) + (1− λN)(UN−1w) − λN TN z − (1− λN)z∥∥
 ‖UN−1w − z‖
= ∥∥λN−1TN−1(UN−2w) + (1− λN−1)(UN−2w) − λN−1TN−1z − (1− λN−1)z∥∥
 ‖UN−2w − z‖
 · · ·

∥∥λ1T1w + (1− λ1)w − z∥∥.
From the last and from Lemma 3 we obtain,
‖w − z‖q  ∥∥λ1T1w + (1− λ1)w − z∥∥q
= ∥∥λ1T1w + (1− λ1)w − λ1T1z − (1− λ1)z∥∥q
 ‖w − z‖q − λ1
(
qk1 − λq−11 Cq
)‖w − T w‖q
< ‖w − z‖q,
since λ1 <mini=1,...,N {Nki ,q}. This contradiction yields ‖w − T1w‖ = 0. Hence,
U2w = λ2T2w + (1− λ2)w
applying the same proof as before, we get
T2w = w,
T3w = w,
...
TNw = w.
Then w ∈⋂Ni=1 Fix(Ti) = F . 
Lemma 10. Let C, E and the family {Ti}Ni=1 be as in the last lemma. Moreover let the maps V˜ and V be generated following the
scheme (3.1) by the family {Ti}Ni=1 and coeﬃcients λ˜1, . . . , λ˜N and λ1, . . . , λN respectively. Fix w ∈ F , then for any x ∈ C the following
holds
‖V˜ x− V x‖
N∑
i=1
|λ˜i − λi|Mi‖x− w‖,
where Mi = 1+2k
1
q−1
i
k
1
q−1
i
.
Proof. For every ﬁxed i = 1, . . . ,N , we recall that U˜ i is nonexpansive and Ti is Li-lipschitzian for Li = 1+k
1
q−1
i
k
1
q−1
i
(see [15]).
Moreover Uiw = w = Tiw . Hence the following computation holds:
‖Ti U˜ i−1x− U˜ i−1x‖ = ‖Ti U˜ i−1x− w + w − U˜ i−1x‖
 ‖Ti U˜ i−1x− Ti U˜ i−1w‖ + ‖U˜ i−1x− U˜ i−1w‖
 (Li + 1)‖x− w‖. (3.2)
By Lemma (3) and the choice of λi and λ˜i (i = 1, . . . ,N), we have
‖V˜ x− V x‖ = ∥∥λ˜N TN U˜n−1x+ (1− λ˜N)U˜N−1x− λN TN U˜N−1x− (1− λN)U˜N−1x
+ λN TN U˜N−1x+ (1− λN)U˜N−1x− λN TNUN−1x− (1− λN)UN−1x
∥∥
 |λ˜N − λN |‖TN U˜N−1x− U˜N−1x‖ + ‖U˜N−1x− UN−1x‖.
V. Colao, G. Marino / J. Math. Anal. Appl. 382 (2011) 631–644 637Taking into account (3.2) and recursively descending into the algorithm (3.1), from the last we obtain
‖V˜ x− V x‖
N∑
i=2
|λ˜i − λi|(Li + 1)‖x− w‖ +
∥∥λ˜1T1x+ (1− λ˜1)x− λ1T1x− (1− λ1)x∥∥

N∑
i=1
|λ˜i − λi|(Li + 1)‖x− w‖
=
N∑
i=1
|λ˜i − λi|
(
1+ 2k
1
q−1
i
k
1
q−1
i
‖x− w‖
)
.  (3.3)
Lemma 11. Let C, E and {Ti}Ni=1 be as in Lemma 9. Let δ > 0 be such that δ < (mini=1,...,N {Nki ,q} − δ) =  and for every n ∈ N,
choose λn,1, . . . , λn,N ⊂ (δ,) and generate the (nonexpansive)mappings Uk,n and Vn from T1, . . . , TN and λ1,n, . . . , λN,n as in (3.1).
Moreover, deﬁne a sequence {xn} ⊂ C by x1 ∈ C and
xn+1 = Vnxn.
Then
(1) for each ﬁxed point w ∈ F , there exists the limit limn ‖xn − w‖ and
(2) for every m ∈ {1, . . . ,N} the following hold:
lim
n
‖xn − Tmxn‖ = 0
and
lim
n
‖xn − Um,nxn‖ = 0.
Proof. We proceed by induction over m.
At ﬁrst, note that for every ﬁxed w ∈ F = Fix(Vn), we have by nonexpansivity of Vn
‖xn+1 − w‖ = ‖Vnxn − Vnw‖ ‖xn − w‖.
Hence {‖xn − w‖} is decreasing and it admits limit
c = lim
n
‖xn − w‖. (3.4)
Furthermore observe that
‖xn+1 − w‖ =
∥∥λN,nTNUN−1,nxn + (1− λN,n)UN−1,nxn − w∥∥
= ∥∥λN,nTN(UN−1,nxn) + (1− λN,n)(UN−1,nxn) − (λN,nTNw + (1− λN,n)w)∥∥
 ‖UN−1,nxn − w‖
 · · ·

∥∥λ1,nT1xn + (1− λ1,n)xn − w∥∥; (3.5)
passing to lim infn we obtain then
c  lim inf
n
∥∥λ1,nT1xn + (1− λ1,n)xn − w∥∥. (3.6)
On the other side, by Lemma 3 it holds∥∥λ1,nT1xn + (1− λ1,n)xn − w∥∥ ‖xn − w‖,
which implies
c  limsup
n
∥∥λ1,nT1xn + (1− λ1,n)xn − w∥∥.
The last, together with (3.6) implies
lim
∥∥λ1,nT1xn + (1− λ1,n)xn − w∥∥= lim‖xn − w‖. (3.7)n n
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‖xn − T1xn‖q  ‖xn − w‖
q − ‖λ1,nT1xn + (1− λ1,n)xn − w‖q
λ1,n(qk1 − λq−11,n Cq)
.
Since λ1,n ∈ (δ,), by (3.7), we obtain
lim
n
‖xn − T1xn‖ = 0;
moreover
lim
n
‖xn − U1,nxn‖ = lim
n
λn‖xn − T1xn‖ = 0.
Hence the case m = 1 is proved.
For m > 1 suppose that the following hold,
lim
n
‖xn − Tmxn‖ = 0
and
lim
n
‖xn − Um,nxn‖ = 0.
From (3.5), we have
‖xn+1 − w‖
∥∥λm+1,nTm+1Um,nxn + (1− λm+1,n)Um,nxn − w∥∥
= ∥∥λm+1,nTm+1Um,nxn + (1− λm+1,n)Um,nxn − λm+1,nTm+1xn
− (1− λm+1,n)xn + λm+1,nTm+1xn + (1− λm+1,n)xn − w
∥∥
 ‖Um,nxn − xn‖ +
∥∥λm+1,nTm+1xn + (1− λm+1,n)xn − w∥∥
 ‖Um,nxn − xn‖ + ‖xn − w‖.
Thus,
lim
n
∥∥λm+1,nTm+1xn + (1− λm+1,n)xn − w∥∥= lim
n
‖xn − w‖. (3.8)
As in the proof of the case m = 1, we have
‖xn − Tm+1xn‖q  ‖xn − w‖
q − ‖λm+1,nTm+1xn + (1− λm+1,n)xn − w‖q
λm+1,n(qkm+1 − λq−1m+1,nCq)
and hence
lim
n
‖xn − Tm+1xn‖ = 0.
To complete induction, observe that
‖xn − Um+1,nxn‖ =
∥∥xn − (λm+1,nTm+1xn + (1− λm+1,n)xn) + λm+1,nTm+1xn
+ (1− λm+1,n)xn − λm+1,nTm+1Um,nxn + (1− λm+1,n)Um,nxn
∥∥
 λm+1,n‖xn − Tm+1xn‖ + ‖xn − Um,nxn‖,
which implies
lim
n
‖xn − Um+1,nxn‖ = 0. 
Theorem 12. Let E,C, {Ti}Ni=1, {Vn} and {xn} be as in Lemma 11. If E is uniformly convex then xn weakly converges to a point p ∈ F .
Proof. We have already proved in Lemma 11 that {‖xn −w‖} converges for all ﬁxed w ∈ F . This means that {xn} is bounded
and, therefore, by uniform smoothness of E , ωw(xn) is nonempty.
For a ﬁxed m ∈ {1, . . . ,N}, pick αm ∈ (0,Nki ,q) and note that by Lemma 3, the map αmI + (1 − αm)Tm is nonexpansive.
Moreover, for each x ∈ K∥∥(αmI + (1− αm)Tm)x− x∥∥= αm‖Tmx− x‖.
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each Tm is demiclosed (for m = 1, . . . ,N). By conclusions of Lemma 11, we have
lim
n
‖Tmxn − xn‖ = 0 ∀m ∈ {1, . . . ,N}.
Hence ωw(xn) ⊂ F .
If {xn j } is any weakly convergent subsequence of {xn} then by Mazur theorem, its weak limit p must lie in⋂∞
n=1 co{xm: m  n}. Since xn+1 = VnVn−1 · · · V1x1, the last means that p ∈
⋂∞
n=1 co{Smx1: m  n}, where Sm =
VmVm−1 · · · V1. That is p ∈⋂∞n=1 co{Smx1: m n} ∩ F , which is singleton by Lemma 4. Then
ωw(xn) = {p}
and the result is proved. 
Remark. We note that Theorem 12 extends [16, Theorem 3.1] and [1, Theorem 4.1] to the setting of q-uniformly Banach
spaces.
One of the common task used to obtain strong convergence is using viscosity methods.
Let n ∈ N ﬁxed and deﬁne Vn from a family of (q)-strictly pseudocontractive mappings {Ti}Ni=1 and coeﬃcients {λi,n}Ni=1.
Moreover let f : C → C a ρ-contraction and {γn} ⊂ (0,1). Since Vn is nonexpansive, the map Sn : z ∈ C −→ γn f (z) + (1 −
γn)Vnz ∈ C is a contraction and it has a unique ﬁxed point yn ∈ C . Hence, the scheme
yn = γn f (yn) + (1− γn)Vn yn, n ∈ N
is well deﬁned.
Moreover, if z˜ is the ﬁxed point of the contraction mapping RF f , where RF is the sunny retraction onto F then z˜ is the
unique solution in F of the variational inequality〈
z˜ − f (z˜), j(z˜ − w)〉 0 ∀w ∈ F
(see [17] and [19]).
Theorem 13. Let E be a q-uniformly smooth Banach space, {Ti}Ni=1 and C be as in Theorem 12 and {λi,n}Ni=1 ⊂ [a,b] ⊂
(0,mini=1,...,N{Nki ,q}). Deﬁne the mappings Vn as in (3.1) and let f : C → C be a ρ-contraction and {γn} ⊂ (0,1). Deﬁne the se-
quence {yn} by
yn = γn f (yn) + (1− γn)Vn yn, n ∈ N. (3.9)
If the control sequence {γn} satisﬁes:
(B1) limn γn = 0,
then the sequence {yn} converges to the unique point z˜ ∈ F :=⋂Ni=1 Fix(Ti) which satisﬁes the inequality〈
z˜ − f (z˜), j(z˜ − w)〉 0 ∀w ∈ F . (3.10)
Proof. At ﬁrst we show that there exists a subset K of C with the properties that K is closed, convex and separable.
Moreover z˜ and yn belong to K for all n ∈ N.
For this purpose, let
K0 := {z˜},
Kη+1 := co
(
Kη ∪
{
f (y): y ∈ Kη
}∪ {Tk y: y ∈ Kη and k ∈ {1,2, . . . ,N}}),
K =
⋃
η∈N
Kη.
Then it follows directly from the construction that
(1) K ⊂ C , z˜ ∈ K and K is closed,
(2) f : K → K ,
(3) Vm : K → K for all m ∈ N,
(4) K is convex and
(5) K is separable.
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its unique ﬁxed point must lie in K . That is
yn = γn f (yn) + (1− γn)Vn yn ∈ K .
Boundedness of the sequence {yn} follows directly from nonexpansivity of Vn and from Fix(Vn) = F = ∅. In fact, for
a ﬁxed w ∈ F , we have from Lemma 2
‖yn − w‖2 
(
1− (1− ρ2)γn
)‖yn − w‖2 + 2γn〈 f (w) − w, j(yn − w)〉

(
1− (1− ρ2)γn)‖yn − w‖2 + 2γn∥∥ f (w) − w∥∥‖yn − w‖. (3.11)
Thus
‖yn − w‖ 2
1− ρ2
∥∥ f (w) − w∥∥.
Now, our purpose is to prove that
limsup
n
〈
f (z˜) − z˜, j(yn − z˜)
〉
 0. (3.12)
Set Γ := limsupn〈 f (z˜) − z˜, j(yn − z˜)〉.
Since {yn} is bounded and is contained in a separable set K , by Lemma 6 we can choose a sequence {nν} ⊂ N with the
properties that
(Pr.1) limν〈 f (z˜) − z˜, j(ynν − z˜)〉 = Γ ,
(Pr.2) λi,nν → λi ∈ [a,b] ⊂ (0,mini=1,...,N {Nki ,q}) (i = 1, . . . ,N),
(Pr.3) limν ‖ynν − z‖ exists for all z ∈ K .
Denoted by V the map generated by the ﬁnite family {Ti}Ni=1 and coeﬃcient λ1, . . . , λN following the scheme (3.1), it results
from Lemma 9 that V is nonexpansive and Fix(V ) = F . Moreover in view of Lemma 10, for every ﬁxed x ∈ C we have
lim
ν
‖Vnν x− V x‖ = 0. (3.13)
Deﬁne h : K → R by h(x) := limν ‖ynν − x‖. The map h is well deﬁned by (Pr.3) and h is continuous, convex and h(x) → ∞
as ‖x‖ → ∞. By Theorem 7, h attains a minimum in K . Thus A := {x ∈ K : h(x) = infy∈K h(y)} is nonempty and bounded.
For any ﬁxed x ∈ A, we have
‖ynν − V x‖ γnν
∥∥ f (ynν ) − Vnν ynν∥∥+ ‖ynν − x‖ + ‖Vnν x− V x‖.
Hence, by (3.13) we obtain
lim
ν
‖ynν − V x‖ limν ‖ynν − x‖,
that is V : A → A.
Since E is uniformly smooth, A is closed, convex and bounded and V is nonexpansive then V has a ﬁxed point y˜ ∈ A,
that is y˜ ∈ Fix(V ) ∩ A = F ∩ A.
Furthermore, y˜ minimizes h over K . Thus from Lemma 6 it follows
limsup
ν
〈
x− y˜, j(ynν − y˜)
〉
 0 ∀x ∈ K .
In particular, for x = f ( y˜), we obtain
limsup
ν
〈
f ( y˜) − y˜, j(ynν − y˜)
〉
 0.
Since y˜ also belongs to F , from (3.11) we derive
‖ynν − y˜‖2 
2
1− ρ2
〈
f ( y˜) − y˜, j(ynν − y˜)
〉
.
Passing the last inequality to limsupν we obtain
limsup
ν
‖ynν − y˜‖2 
2
1− ρ2 limsupν
〈
f ( y˜) − y˜, j(ynν − y˜)
〉
 0,
hence ynν → y˜.
Note that for any ﬁxed n ∈ N, we have
(I − f )yn = 1− γn (Vn − I)yn.
γn
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〈
(I − f )yn, j(yn − w)
〉= 1− γn
γn
〈
(Vn − I)yn, j(yn − w)
〉
= 1− γn
γn
〈
Vn yn − Vnw + w − yn, j(yn − w)
〉
= 1− γn
γn
(〈
Vn yn − Vnw, j(yn − w)
〉− ‖yn − w‖2)
 1− γn
γn
(‖Vn yn − Vnw‖ + −‖yn − w‖)‖yn − w‖
 0, (3.14)
since Vn is nonexpansive. Taking into account (3.14) we derive,〈
(I − f ) y˜, j( y˜ − w)〉= 〈(I − f ) y˜, j( y˜ − w)〉− 〈(I − f ) y˜, j(ynν − w)〉+ 〈(I − f ) y˜, j(ynν − w)〉
− 〈(I − f )ynν , j(ynν − w)〉+ 〈(I − f )ynν , j(ynν − w)〉

∣∣〈(I − f ) y˜, j( y˜ − w)〉− 〈(I − f ) y˜, j(ynν − w)〉∣∣+ ∥∥(I − f )ynν − (I − f ) y˜∥∥‖ynν − w‖.
Because of ynν → y˜ and j is norm to norm uniformly continuous, passing to limn we obtain〈
y˜ − f ( y˜), j( y˜ − w)〉 0 ∀w ∈ F ,
which means that y˜ ∈ F is the unique solution of (3.10), i.e. y˜ = z˜. From (Pr.1) we have then
Γ = lim
ν
〈
f (z˜) − z˜, j(ynν − z˜)
〉
 0.
Passing to limsupn in (3.11) with w = z˜, we derive
lim
n
‖yn − z˜‖ 2Γ
1− ρ2 = 0
and the proof is complete. 
Theorem 14. Let E,C and {Ti}Ni=1 , {λi,n}Ni=1 be as in Theorem 13. Construct the mappings Vn (n ∈ N) as in (3.1) and let f : C → C be
a ρ-contraction and {γn} ⊂ (0,1). Moreover, let z0 ∈ C and deﬁne the sequence {zn} by
zn+1 := γn f (zn) + (1− γn)Vnzn. (3.15)
If the control sequences {λi,n}Ni=1 and {γn} do satisfy:
(C1) limn γn = 0,∑n1 γn = ∞,
(C2) limn
γn
γn+1 = 1,
(C3) limsupn
1
γn
∑N
i=1 |λi,n+1 − λi,n| = 0,
then the sequence {zn} converges to the unique point z˜ ∈ F :=⋂Ni=1 Fix(Ti) which satisﬁes the inequality〈
z˜ − f (z˜), j(z˜ − z)〉 0 ∀z ∈ F . (3.16)
Proof. Boundedness of the sequence {zn} follows directly from nonexpansivity of Vn and from Fix(Vn) = F . In fact, for
a ﬁxed w ∈ F , we have
ll‖zn+1 − w‖
(
1− (1− ρ)γn
)‖zn − w‖ + γn∥∥ f (w) − w∥∥
max
{
‖zn − w‖, 1
1− ρ
∥∥ f (w) − w∥∥
}
max
{
‖x0 − w‖, 1
1− ρ
∥∥ f (w) − w∥∥
}
=: M. (3.17)
Thus { f (zn)} and {Vnzn} are bounded too.
To show that {zn} strongly converges, we need some technical detail.
At ﬁrst we have to show that
lim‖zn+1 − zn‖ = 0. (3.18)
n
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‖zn+1 − zn‖ =
∥∥γn f (zn) − γn−1 f (zn−1) + (1− γn)Vnzn − (1− γn−1)Vn−1zn−1∥∥
 γn−1
∥∥ f (zn) − f (zn−1)∥∥+ |γn − γn−1|∥∥ f (zn)∥∥
+ |γn − γn−1|‖Vnzn‖ + (1− γn−1)‖Vnzn − Vn−1zn−1‖. (3.19)
Using Lemma 10 and for M and w as in (3.17), it follows
‖Vnzn − Vn−1zn−1‖ ‖Vn−1zn − Vn−1zn−1‖ + ‖Vnzn − Vn−1zn‖
 ‖zn − zn−1‖ +
N∑
i=1
|λi,n − λi,n−1|MiM. (3.20)
Finally, applying (3.20) to (3.19), brings to
‖zn+1 − zn‖ γn−1
∥∥ f (zn) − f (zn−1)∥∥+ |γn − γn−1|(∥∥ f (zn)∥∥+ ‖Vnzn‖)
+ (1− γn−1)‖zn − zn−1‖ +
N∑
i=1
|λi,n − λi,n−1|MiM

(
1− (1− ρ)γn−1
)‖zn − zn−1‖ + δn,
where δn = |γn−γn−1|(‖ f (zn)‖+‖Vnzn‖)+∑Ni=1 |λi,n−λi,n−1|MiM . By conditions (C2) and (C3) it holds limsupn δn(1−ρ)γn = 0.
Thus we can apply Lemma 8 to obtain
lim
n
‖zn+1 − zn‖ = 0
as required.
As a direct consequence of (3.18), we note that
lim
n
‖zn − Vnzn‖ lim
n
(‖zn+1 − zn‖ + γn∥∥ f (zn) − Vnzn∥∥)= 0. (3.21)
Let z˜ ∈ F be the solution of (3.16). We prove that
Γ = limsup
n
〈
f (z˜) − z˜, j(zn − z˜)
〉
 0. (3.22)
For this purpose, let {znν } be a subsequence chosen in such a way that limν〈 f (z˜) − z˜, j(z˜ − znν )〉 = Γ and λi,nν → λi
(i = 1, . . . ,N). Let V be the map generated by the ﬁnite family {Ti}Ni=1 and coeﬃcient λ1, . . . , λN following the scheme (3.1)
and consider the implicit scheme
ym = γm f (ym) + (1− γm)V ym, n ∈ N, (3.23)
then ym → z˜.
We have,
ym − znν = γm
(
f (ym) − znν
)+ (1− γm)(V ym − znν ).
Let Mi = 1+2kiki and am,ν := ‖ym − znν ‖+ ‖znν − Vnν znν ‖+
∑N
i=1 |λi,nν − λi |Mi‖ym − w‖, then by using Lemma 10, Lemma 2
and the properties of Vn and V , we derive
‖ym − znν‖2  (1− γm)2‖V ym − znν‖2 + 2γm
〈
f (ym) − znν , j(ym − znν )
〉
 (1− γm)2a2m,ν + 2γm‖ym − znν‖2 + 2γm
〈
f (ym) − ym, j(ym − znν )
〉
,
passing to limsupν and observing that limsupν am,ν = limsupν ‖ym − znν ‖, the last becomes
limsup
ν
‖ym − znν‖2 
(
(1− γm)2 + 2γk
)
limsup
ν
‖ym − znν‖2 + 2γm limsup
ν
〈
f (ym) − ym, j(ym − znν )
〉
.
Therefore since j is odd,
limsup
ν
〈
f (ym) − ym, j(znν − ym)
〉
 γm
2
limsup
ν
‖ym − znν‖2. (3.24)
Observe that
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f (z˜) − z˜, j(znν − z˜)
〉= 〈 f (z˜) − z˜, j(znν − z˜)〉− 〈 f (z˜) − z˜, j(znν − ym)〉
+ 〈 f (z˜) − z˜, j(znν − ym)〉− 〈 f (ym) − ym, j(znν − ym)〉+ 〈 f (ym) − ym, j(znν − ym)〉

∣∣〈 f (z˜) − z˜, j(znν − z˜)〉− 〈 f (z˜) − z˜, j(znν − yk)〉∣∣
+ ∥∥( f (z˜) − z˜)− ( f (ym) − ym)∥∥∥∥ j(ym − znν )∥∥+ 〈 f (ym) − ym, j(znν − ym)〉. (3.25)
Since E is uniformly smooth, then j : E → E∗ is norm to norm uniformly continuous. This means that∣∣〈 f (z˜) − z˜, j(znν − z˜)〉− 〈 f (z˜) − z˜, j(znν − ym)〉∣∣< δm → 0
as m → ∞, where δm depends only on m since the distance ‖(znν − z˜) − (znν − ym)‖ does not depend on nν . Applying the
last to (3.25), we obtain
〈
f (z˜) − z˜, j(znν − z˜)
〉
 δm +
∥∥( f (z˜) − z˜)− ( f (ym) − ym)∥∥∥∥ j(ym − znν )∥∥+ 〈 f (ym) − ym, j(znν − ym)〉.
Taking into account (3.24) and passing to limsupν , we obtain hence
lim
ν
〈
f (z˜) − z˜, j(znν − z˜)
〉
 δm + (1+ ρ)‖z˜ − ym‖ limsup
ν
‖ym − znν‖ + limsup
ν
〈
f (ym) − ym, j(znν − ym)
〉
 δm + (1+ ρ)‖z˜ − ym‖ limsup
ν
∥∥ j(ym − znν )∥∥+ 2γk2 limsupν ‖ym − znν‖2. (3.26)
Note that the left side of (3.26) does not depend on k. Moreover since ym → z˜, γm → 0 and ‖ym − znν ‖ is bounded with
respect to m and ν and reminding that
Γ = lim
ν
〈
f (z˜) − z˜, j(znν − z˜)
〉
,
we obtain
Γ  lim
m
(
δm + (1+ ρ)‖z˜ − ym‖ limsup
ν
‖ym − znν‖ +
γm
2
limsup
ν
‖ym − znν‖2
)
= 0.
With this last result in our hand, we can prove that {zn} strongly converges to z˜.
Taking into account Lemma 2 and convexity of the function ‖ · ‖2, we obtain
‖zn+1 − z˜‖2 =
∥∥γn f (zn) + (1− γn)Vnzn − z˜∥∥2
= ∥∥γn( f (zn) − f (z˜))+ (1− γn)(Vnzn − z˜) + γn( f (z˜) − z˜)∥∥2

∥∥γn( f (zn) − f (z˜))+ (1− γn)(Vnzn − Vnz˜)∥∥2 + 2γn〈 f (zˆ) − z˜, j(zn+1 − z˜)〉

(
1− (1− ρ2)γn)‖zn − z˜‖2 + 2γn〈 f (z˜) − z˜, j(zn+1 − z˜)〉.
Since limn γn = 0, ∑n1 γn = ∞ and since by (3.22)
limsup
n
2γn〈 f (z˜) − z˜, j(zn+1 − z˜)〉
γn
 0
holds, we can apply Lemma 8 to obtain zn → z˜. 
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