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Ordinary and partial di¤erential equations with impulsive e¤ects describe phenom-
ena in the applied sciences that admit sudden jumps in their states at some time
instants called impulse moments. Most often the phenomena under consideration
occur on nite time interval. This shows the importance of the study of two-point
boundary value problems for impulsive di¤erential equations. On the other hand so-
lutions of impulsive di¤erential system can experience instabilities. This has led to
the introduction of controls to stabilize the system, and to the development of a whole
area of investigation, called impulsive control systems.
In this work, we start by presenting a result of independent interest on integro-
di¤erential inequalities for functions with jump discontinuities, then we address the
issue of existence and uniqueness of solutions of two-point boundary value problems
for second order impulsive di¤erential systems. We provide su¢ cient conditions on
the nonlinearities that allow the use of topological methods to prove our main results.
The second part is devoted to the study of impulsive control systems with controls as
functions of bounded variation. Here, again, we introduce su¢ cient conditions on the
controls that guarantee the stability of the impulsive control system. In the last part
of the thesis we consider an initial-boundary value problem for an impulsive parabolic
di¤erential equation. The method of approach is based on Greens function and xed
viii
point theorems. Finally, we conclude our work by some concluding remarks and sug-
gestions for future research.
ix
 )CIBARA( TCARTSBA
 ﺎﻟﺔــــــــــﻣﻠﺨﺺ اﻟﺮﺳ
 ﻋﻠﻲ ﺑﻦ ﺳﻌﻴﺪ ﺑﻦ ﺳﺎﱂ آل ﻃﻠﺤﺎن اﻟﻘﺤﻄﺎﱐ : ـــﻢــــــــــــــــــاﻻﺳــــــــــــــ
 ﻣﺴﺎﺋﻞ اﻟﻘﻴﻢ اﳊﺪودﻳﺔ اﻟﺪﻓﻌﻴﺔ وأﻧﻈﻤﺔ اﻟﺘﺤﻜﻢ اﻟﺪﻓﻌﻴﺔ : ﺎﻟﺔـــﻋﻨﻮان اﻟﺮﺳـــ
 ﺗﻄﺒﻴﻘﻴﺔ رﻳﺎﺿﻴﺎت : ـــﺺــــــــــاﻟﺘﺨﺼـــــــ
 ٢١٠٢أﺑﺮﻳﻞ  –ه  ٣٣٤١ ةاﻵﺧﺮ  ىﲨﺎد : اﻟﺘﺨــــﺮجﺦ ـﺗﺎرﻳ
اﳌﻌﺎدﻻت اﻟﺘﻔﺎﺿﻠﻴﺔ اﻟﺪﻓﻌﻴﺔ اﻟﻌﺎدﻳﺔ أو اﳉﺰﺋﻴﺔ ﺗﺼﻒ اﻷﻧﻈﻤﺔ ﰲ اﻟﻌﻠﻮم اﻟﺘﻄﺒﻴﻘﻴﺔ واﻟﱵ ﳛﺪث ﳍﺎ ﺗﻐﲑ 
ﻣﻌﻈﻢ ﻫﺬﻩ اﻷﻧﻈﻤﺔ ﺗﻈﻬﺮ ﰲ ﻓﱰات زﻣﻨﻴﺔ . ﻣﻔﺎﺟﺊ ﰲ ﳊﻈﺎت زﻣﻨﻴﺔ ﳐﺘﻠﻔﺔ ﺗﺴﻤﻰ ﳊﻈﺎت اﻟﺪﻓﻊ
ﺈن ﺣﻠﻮل اﳌﻌﺎدﻻت ﻣﻦ ﻧﺎﺣﻴﺔ أﺧﺮى ﻓ. ﻣﺴﺎﺋﻞ اﻟﻘﻴﻢ اﳊﺪودﻳﺔ اﻟﺪﻓﻌﻴﺔﻫﺬا ﻳﺒﲔ أﳘﻴﺔ دراﺳﺔ . ﻣﻨﺘﻬﻴﺔ
ﲢﻜﻢ ﳉﻌﻞ ﻫﺬﻩ اﻷﻧﻈﻤﺔ ﻣﺴﺘﻘﺮة  دوالﻫﺬا ﻳﻘﻮدﻧﺎ إﱃ إﳚﺎد . اﻟﺘﻔﺎﺿﻠﻴﺔ اﻟﺪﻓﻌﻴﺔ ﻟﻴﺲ ﺑﺎﻟﻀﺮورة ﻣﺴﺘﻘﺮة
 .ﺴﻤﻰ أﻧﻈﻤﺔ اﻟﺘﺤﻜﻢ اﻟﺪﻓﻌﻴﺔﻣﺎ ﻳ اوﻫﺬ
ﰲ ﻫﺬﻩ اﻟﺮﺳﺎﻟﺔ ﻗﻤﻨﺎ ﰲ اﻟﺒﺪاﻳﺔ ﺑﺘﻘﺪﱘ ﻧﺘﻴﺠﺔ ﻣﺴﺘﻘﻠﺔ ﺣﻮل اﳌﺘﺒﺎﻳﻨﺎت اﻟﺘﻜﺎﻣﻠﻴﺔ اﻟﺘﻔﺎﺿﻠﻴﺔ اﳋﺎﺻﺔ ﺑﺎﻟﺪوال 
ﺑﻌﺪ ذﻟﻚ ﻗﻤﻨﺎ ﺑﺪراﺳﺔ وﺟﻮد ووﺣﺪاﻧﻴﺔ اﳊﻞ ﻷﻧﻈﻤﺔ اﻟﻘﻴﻢ . ﺑﺎ ﻗﻔﺰات ﻋﻨﺪ ﻧﻘﺎط اﻧﻔﺼﺎﳍﺎاﳌﻨﻔﺼﻠﺔ اﻟﱵ 
ﺑﺎﻻﻋﺘﻤﺎد ﻋﻠﻰ ﻋﺪد ﻣﻦ اﻟﻄﺮق  ﺒﺘﻨﺎﻫﺎاﻟﻨﺘﺎﺋﺞ اﻟﺮﺋﻴﺴﻴﺔ أﺛ. اﳊﺪودﻳﺔ ذات اﻟﻨﻘﻄﺘﲔ ﻣﻦ اﻟﺮﺗﺒﺔ اﻟﺜﺎﻧﻴﺔ
اﳉﺰء اﻟﺜﺎﱐ ﻛﺎن ﳐﺼﺺ ﻟﺪراﺳﺔ أﻧﻈﻤﺔ اﻟﺘﺤﻜﻢ اﻟﺪﻓﻌﻴﺔ اﻟﱵ ﻓﻴﻬﺎ . اﻟﺘﻮﺑﻮﻟﻮﺟﻴﺔ اﳌﺘﻌﻠﻘﺔ ﲟﺒﺪأ اﻟﻨﻘﻄﺔ اﻟﺜﺎﺑﺘﺔ
. وأﻳﻀﺎ ﻗﺪﻣﻨﺎ اﻟﺸﺮوط اﻟﻜﺎﻓﻴﺔ ﻋﻠﻰ داﻟﺔ اﻟﺘﺤﻜﻢ ﺣﱴ ﻳﻜﻮن اﻟﻨﻈﺎم ﻣﺴﺘﻘﺮ. داﻟﺔ اﻟﺘﺤﻜﻢ ﳏﺪودة اﻟﺘﻐﲑ
اﻋﺘﻤﺪﻧﺎ ﻋﻠﻰ داﻟﺔ ﺟﺮﻳﻦ . اﻟﺪﻓﻌﻴﺔ اﳊﺪودﻳﺔ اﳉﺰﺋﻴﺔ اﻻﺑﺘﺪاﺋﻴﺔﺎﺋﻞ اﻟﻘﻴﻢ ﰲ اﳉﺰء اﻷﺧﲑ ﺗﻄﺮﻗﻨﺎ ﳌﺴ
ﰲ ﺧﺘﺎم ﻫﺬﻩ اﻟﺮﺳﺎﻟﺔ ﻗﺪﻣﻨﺎ ﻋﺪدا ﻣﻦ . وﻧﻈﺮﻳﺎت اﻟﻨﻘﻄﺔ اﻟﺜﺎﺑﺘﺔ ﻹﺛﺒﺎت اﻟﻨﺘﺎﺋﺞ اﻟﺮﺋﻴﺴﻴﺔ ﰲ ﻫﺬا اﳉﺰء
 .اﳌﻼﺣﻈﺎت واﻻﻗﱰاﺣﺎت ﻟﻸﻋﻤﺎل واﻷﲝﺎث اﳌﺴﺘﻘﺒﻠﻴﺔ
 x
Chapter 1
Introduction
Many phenomena in the applied sciences exhibit sudden behavior (impulsive changes)
in their states at some time instants. We can mention mechanical systems with impact,
heart beats, blood ows, population dynamics, industrial robotics, biotechnology, eco-
nomics, etc. ...
These phenomena are described by ordinary or partial di¤erential equations with
impulsive e¤ects. The time instants where the impulsive e¤ects take place are called
impulse moments. The study of boundary value problems for impulsive di¤erential
equations is very important since the evolution of the phenomenon occurs on a -
nite time interval. Very often, solutions to these impulsive di¤erential systems may
experience instabilities as time increases. This situation justies the introduction of
control parameters in the system being modeled. This has lead to the development of
impulsive control problems.
It seems that the study of impulsive di¤erential systems was initiated in the paper
[87]. It is useful for the readers to introduce the denition of an impulsive di¤erential
system (see [72]).
1
2There are three components:
* a continuous-time di¤erential equation, which governs the state of the system be-
tween impulses,
* an impulse equation, which models the jump of the state of the system at the
impulse moments,
* a jump function (or criterion).
Due to its importance in the applications the theory of impulsive di¤erential sys-
tems has attracted the attention of many world class researchers. In fact, several
monographs have been devoted to the study of impulsive di¤erential systems with
xed impulse moments and state dependent impulse moments. We refer the inter-
erested reader to [16], [72], [95], [107]. There is an extensive list of research articles,
mostly written by mathematicians, dealing with the subject. We mention, here, only
those papers that are close to our interest, [1], [8], [40], [42], [45], [57], [58], [61], [64],
[65], [71], [73], [79], [94], [96], [103], [118], [120], [128].
Almost all the above cited papers deal with the problem of existence of solutions
of boundary value problems for second order impulsive di¤erential equations.
On the other hand, the engineering community was interested in the study of con-
trol systems with impulse e¤ects. The real development of impulsive control systems
started during the late nineties. The interested reader can consult the monographs
[85], [126] and the papers [4], [6], [23], [37], [41], [47], [52], [59], [66], [74], [76], [77],
[80], [81], [86], [89], [100], [111], [132], [135].
It was pointed out in [126] that impulsive control systems can be classied into
three types depending on the characteristic of the plant modeled by the di¤erential
system and the control laws.
3The investigation partial di¤erential equations with impulsive e¤ects started with
the pioneer work [46], devoted to the study of nonlinear parabolic partial di¤erential
equations with impulsive e¤ects with application to growth of a population di¤using
throughout its habitat and subject to abrupt changes such as harvesting, disasters
and instantaneous stocking. After the publication of the paper [46] the mathematical
literature has seen a rapid increase in the number of contributions to the theory of
impulsive partial di¤erential equations. We can mention the most recent contributions
[11], [49], [60], [104], [114], [121], [134].
Our objective, in this dissertation, is to investigate the following problems:
A. Boundary value problems for second order impulsive control problems of the form8>>>>><>>>>>:
x00(t) = F (t; x(t); x0(t)); t 2 [0; T ]nft1; t2; :::; tmg;
x(tk) = Uk(x(tk));
x0(tk) = Vk(x0(tk)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
where x 2 Rn represents the state variable, F is a piecewise continuous function,
Uk and Vk are the impulsive controls, and 0 < t1 < t2 < ::: < tm < T . We shall
provide su¢ cient conditions on the data F , Uk, Vk in order to obtain a priori
bounds on solutions. We, then, rely on topological methods to prove existence
and uniqueness of solutions.
B. Stability of impulsive control systems described by the following8<: x0(t) = f(t; x; u) + g(t; x; u)u0(t); t 2 [0; T ];x(0) = x0 2 Rn; (1.1)
where u is a control function of bounded variation and u0 is the distributional
derivative of u:We discuss the problem of existence, uniqueness and stability of
solutions.
4C. Impulsive problems for parabolic equations. Here, we consider the following prob-
lem 8>>>>><>>>>>:
@u
@t
= @
2u
@x2
+ f(x; t; u(x; t)); t 6= tk; x 2 [0; A];
u(x; 0) = 0; x 2 [0; A];
u(0; t) = u(A; t) = 0; t 2 [0; T ]
u(x; t+k ) = u(x; t
 
k ) + k(x; t
 
k ; u(x; t
 
k )); k = 1; 2; :::;m;
(1.2)
where f is a given function and k represents the jump function at the point
(x; tk); k = 1; 2; :::;m. For the sake of simplicity, we will consider only the case
m = 1.
The remainder of this dissertation is organized as follows. In chapter 2, we present
a result, of independent interest, on inequalities for functions with jump discontinuity.
Chapter 3 is devoted to the study of boundary value problems for second order im-
pulsive control problems. Chapter 4 deals with the study of the practical stability of
impulsive control systems with controls of bounded variation. The case of impulsive
parabolic problems is investigated in chapter 5. Finally, we complete our work with
some concluding remarks and suggestions for further research.
Chapter 2
Impulsive Integro-Di¤erential
Inequalities
2.1 Introduction
Integral inequalities play a fundamental role in the investigation of existence, unique-
ness and stability properties of solutions of both ordinary and partial di¤erential
equations and initial value problems with impulse e¤ects. For a good account and an
excellent bibliography on the subject we refer the interested reader to [25], [26], [50],
[83], [88] and [118].
In this chapter we present some results of independent interest a new integro-
di¤erential inequality for functions with jump discontinuities which will be applied
to investigate the boundedness of solutions of an impulsive initial value problem for
second order di¤erential equations.
5
62.2 Preliminaries
In this section we introduce some denitions and notations that will be used in the
remainder of the chapter. For more details see for instance [17].
Let t0 and  be nonnegative real numbers and let I denote the real interval
[t0; ). For i = 1; 2; ::: consider the points t1; t2; t3; :::; tm such that 0  t0 < t1 <
t2 < ::: < tm <  . If J = fti : i = 1; 2; :::;mg let I 0 = InJ : PC(I) denotes
the space of all functions u : I ! R continuous on I 0, and for i = 1; 2; :::;m
u(t+i ) = lim
!0+
u(ti + ) and u(t i ) = lim
!0
u(ti   ) exist, and u(t i ) = u(ti): This is a
Banach space when equipped with the sup-norm, i.e. juj1 = sup
t2I
ju(t)j: Similarly,
PC1(I) is the space of all functions u 2 PC(I), u is continuously di¤erentiable on I 0,
and for i = 1; 2; :::;m u0(t+i ) and u
0(t i ) exist and u
0(ti) = u0(t i ): For u 2 PC1(I) we
dene its norm by juj1 = max (juj1 ; ju0j1) : Then (PC1(I); jj1) is a Banach space.
2.3 Some Basic Inequalities
In this section we introduce some results about impulsive inequalities which are im-
portant.
Lemma 2.1 [72] Let x and k be scalar nonnegative functions dened and integrable
on [a; b]. Then, for any nonnegative constant c, the inequality
x(t)  c+
Z t
a
k(s)x(s)ds; t 2 [a; b];
implies
x(t)  c exp
Z t
a
k(s)ds

; t 2 [a; b]:
72.3.1 Inequalities for Discontinuous Functions
Assume that
(A1) the sequence ftkg satises t0 < t1 < t2 < :::; with lim
k!1
tk =1;
(A2) x 2 PC1(R+;R).
Theorem 2.1 [72]Assume that (A1) and (A2) hold. Suppose that q and p 2 C(R+;R)
and for k = 1; 2; :::; t  t0;8<: x0(t)  p(t)x(t) + q(t); t 6= tk;x(t+k )  dkx(tk) + bk; (2.1)
where dk  0 and bk are constants. Then
x(t)  x(t0)
 Y
t0<tk<t
dk
!
exp
Z t
t0
p(s)ds

+
X
t0<tk<t
0@ Y
tk<tj<t
dj exp
Z t
tk
p(s)ds
1A bk
+
Z t
t0
 Y
s<tk<t
dk
!
exp
Z t
s
p()d

q(s)ds: (2.2)
Proof. Let t 2 [t0; t1]. Then, we get from the rst line of (2.1)
d
dt

x(t) exp

 
Z t
t0
p()d

 q(t) exp

 
Z t
t0
p()d

;
which yields after integrating from t0 to t,
x(t)  x(t0) exp
Z t
t0
p()d

+
Z t
t0
q(s) exp
Z t
s
p()d

ds; (2.3)
for t0  t  t1. Hence (2.2) is true for t 2 [t0; t1]. Now assume that (2.2) holds
for t 2 [t0; tn] for some integer n > 1. Then, for (tn; tn+1]; it follows from the rst
8inequality in (2.1) and (2.3) that
x(t)  x(t+n ) exp
Z t
tn
p()d

+
Z t
tn
q(s) exp
Z t
s
p()d

ds; (2.4)
using the second inequality in (2.1), we obtain from (2.4)
x(t)  (dnx(tn) + bn) exp
Z t
tn
p()d

+
Z t
tn
q(s) exp
Z t
s
p()d

ds: (2.5)
By the induction hypothesis (2.5) can be reduced to
x(t)  dn exp
Z t
tn
p(s)ds
"
x(t0)
Y
t0<tk<tn
dk exp
Z tn
t0
p(s)ds

+
X
t0<tk<tn
0@ Y
tk<tj<tn
dj exp
Z tn
tk
p(s)ds
1A bk
+
Z tm
t0
Y
s<tk<tn
dk exp
Z tn
s
p()d

q(s)ds
#
+bn exp
Z t
tn
p(s)ds

+
Z t
tn
q(s) exp
Z t
s
p()d

ds;
which on simplication gives (2.2) for t 2 [t0; tn+1]. This completes the proof.
Theorem 2.2 [88] Assume that (A1) and (A2) hold. Suppose that p 2 C(R+;R) and
for k = 1; 2; :::;
x(t)  c+
Z t
t0
p(s)x(s)ds+
X
t0<tk<t
kx(tk); t  t0; (2.6)
where k  0, and c are constants. Then
x(t)  c
Y
t0<tk<t
(1 + k) exp
Z t
t0
p(s)ds

; t  t0: (2.7)
Proof. Setting the right hand side of (2.6) equal to v(t); we get8<: v0(t) = p(t)x(t); t 6= tk; v(t0) = cv(t+k ) = v(tk) + kx(tk):
9Since x(t)  v(t); we then have8<: v0(t)  p(t)v(t); t 6= tk; v(t0) = cv(t+k )  (1 + k)v(tk):
By using Theorem (2.1) we get
x(t)  c
Y
t0<tk<t
(1 + k) exp
Z t
t0
p(s)ds

; t  t0:
This completes the proof.
In the following theorem we present another inequality for discontinuous functions.
Theorem 2.3 Assume that (A1) and (A2) hold. Suppose that p 2 C(R+;R+); h 2
PC(R+;R) and
x(t)  h(t) +
Z t
t0
p(s)x(s)ds+
X
t0<tk<t
kx(tk); t  t0;
where k  0 are constants. Then, for t  t0
x(t)  h(t) +
X
t0<tk<t
0@ Y
tk<tj<t
(1 + j) exp
Z t
tk
p(s)ds
1A kh(tk)
+
Z t
t0
 Y
s<tk<t
(1 + k)
!
exp
Z t
s
p()d

p(s)h(s)ds:
Proof. See [72].
2.4 A New Impulsive Integro-Di¤erential Inequal-
ity
In this section we introduce a new inequality for discontinuous functions. Before that
we introduce a class of bounding functions (see [28]).
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Denition 2.1 We say that w belongs to the class 
 if
(i) w is a positive continuous nondecreasing function on [a;+1); for any a  0;
(ii) for any constants b  0 and c > 0Z +1
a
d
b+ cw()
=1:
Remark 2.1
1- 
 is nonempty since w() = ; 8 2 [a;+1) is in 
:
2- the function 	 : [a;+1)! [0;+1) dened by
	(l) =
Z l
a
d
b+ cw()
is strictly increasing, continuous and lim
l!1
	(l) = +1. Hence, 	 1 is well de-
ned and strictly increasing on [0;1):
Now, we introduce the main results of this chapter
Lemma 2.2 Suppose that the following conditions hold
1- u() 2 C2([t0;1);R) ; u(t0) = u0  0 and u0(t0) = z0  0;
2- w() 2 
;
3- p() is a positive continuous function,
4- the inequality u00(t)  p(t)w(u(t)) holds for all t  t0.
Then, there is a constant M such that,
u(t) M for all t 2 [t0;  ];   t0:
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Proof. It is clear that
u(t) = u0 + z0(t  t0) +
Z t
t0
(s  t0)u00(s)ds; t  t0: (2.8)
Let L =    t0 and a(t) = u0 + z0(t  t0): Then (2.8) yields
u(t)  a(t) + L
Z t
t0
p(s)w(u(s))ds: (2.9)
Set
v(t) = a(t) + L
Z t
t0
p(s)w(u(s))ds: (2.10)
Then u(t)  v(t); v(t0) = u0 and
v0(t) = z0 + Lp(t)w(u(t)):
Since w is nondecreasing and p continuous on [t0;  ]; we get
v0(t)  z0 +Kw(v(t)); (2.11)
where K = Lp0 and p0 = sup
t2[t0; ]
p(t). From (2.11) we deduce that
v0(t)
z0 +Kw(v(t))
 1: (2.12)
An integration from t0 to t givesZ t
t0
v0(s)
z0 +Kw(v(s))
ds 
Z t
t0
ds = t  t0  L; t 2 [t0;  ]; (2.13)
or Z v(t)
z0
d
z0 +Kw()
 L: (2.14)
Hence 	(v(t))  L for all t 2 [t0;  ]. Since w 2 
 it follows that
v(t)  	 1(L) :=M forall t 2 [t0;  ]: (2.15)
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Since u(t)  v(t) for all t 2 [t0;  ]; we obtain
u(t) M (2.16)
for all t 2 [t0;  ]:
We, now, present the new inequality for functions with jump discontinuities.
Theorem 2.4 Assume that the following conditions hold
1- p() is a positive continuous function,
2- w() 2 
;
3- u() is a nonnegative function such that
(i) u(t0) = u0  0;
(ii) u0(t)  c+
Z t
t0
p(s)w(u(s))ds+
X
t<ti<t
iu(ti) (2.17)
for all t 2 I; c  0; i  0, i = 1; 2; :::;m:
Then there is a constant Mi > 0 such that,
u(t) Mi for all t 2 [ti; ti+1); i = 1; 2; :::;m:
Proof. Denote by v(t) the right-hand side of (2.17), i.e.
v(t) = c+
Z t
t0
p(s)w(u(s))ds+
X
t0<ti<t
iu(ti): (2.18)
For all t 6= tk; k = 1; 2; :::;m, we have
u0(t)  v(t) ; v(t0) = c;
13
and
v0(t) = p(t)w(u(t)):
Also for t = tk; we have
v(tk) = c+
Z tk
t0
p(s)w(u(s))ds+
X
t0<ti<tk
iu(ti)
and
v(t+k ) = c+
Z t+k
t0
p(s)w(u(s))ds+
X
t0<ti<t
+
k
iu(ti):
So
v(t+k )  v(tk) = ku(tk);
v(t+k ) = v(tk) + ku(tk):
First, we consider t 2 [t0; t1]: We have that
v0(t) = p(t)w(u(t)):
Since u0(t)  v(t) it follows that
u(t)  u0 +
Z t
t0
v(s)ds
where u(t0) = u0. Let
z(t) = u0 +
Z t
t0
v(s)ds;
so that
u(t)  z(t) and z0(t) = v(t):
Hence
v0(t)  p(t)w(z(t)) for all t 2 [t0; t1]:
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Therefore
z00(t)  p(t)w(z(t)); 8t 2 [t0; t1]:
Lemma 2.2 implies that there is a constant M0 > 0 such that
u(t) M0; 8t 2 [t0; t1]:
Next, consider t 2 (t1; t2]: We have that
v0(t) = p(t)w(u(t)) and v(t+1 ) = v(t1) + 1u(t1):
From (2.18) we see that
v(t1) = c+
Z t1
t0
p(s)w(u(s))ds+ 1u(t1)
 c+
Z t1
t0
p(s)w(M0)ds := c1:
Then
v(t+1 )  c1:
Since u0(t)  v(t) we have
u(t)  u(t1) +
Z t
t1
v(s)ds
 M0 +
Z t
t1
v(s)ds:
Let
z(t) =M0 +
Z t
t1
v(s)ds:
Then
u(t)  z(t) and z0(t) = v(t); 8t 2 (t1; t2]:
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So
v0(t)  p(t)w(z(t)); 8t 2 (t1; t2];
and
z00(t)  p(t)w(z(t)); 8t 2 (t1; t2]:
Using Lemma 2.2 again there is a constant M1 > 0 such that
u(t) M1; 8t 2 (t1; t2]:
Repeating this process we nd that for all t 2 (ti; ti+1]; i = 1; 2; :::;m; there exists a
constant Mi > 0 such that
u(t) Mi; 8t 2 (ti; ti+1]:
This completes the proof of Theorem 2.4.
We close this chapter by an application of our main result.
2.4.1 Applications
Consider the following second order initial value problem with impulsive e¤ect,8>>>>><>>>>>:
y00(t) = f(t; y(t)); t 6= tk; k = 1; 2; :::;m;
y(t+k ) = y(tk) + Ik(y(tk));
y0(t+k ) = y
0(tk) + Jk(y0(tk));
y(0) = y0 , y0(0) = z0:
(2.19)
Theorem 2.5 Suppose the following conditions hold
(H1) f : [0;  ]  R ! R is continuous, there exist p : [0;  ] ! R continuous and
nonnegative and w 2 
 such that
jf(t; y)j  p(t)w(jyj); t 2 [0;  ]:
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(H2) Ik : R! R is continuous and jIk(y)j  m0; k = 1; 2; :::;m:
(H3) Jk : R! R is continuous and there exists k > 0 such that
jJk(y0(tk))j  k jy(tk)j ; k = 1; 2; :::;m:
Then there exists M > 0 such that any solution y of (2.19) satises jy(t)j M for all
t 2 [0;  ].
Proof. It can be easily shown that any solution y of (2.19) satises
y0(t) = z0 +
Z t
0
f(s; y(s))ds+
X
0<t<tk
Jk(y
0(tk)): (2.20)
It follows from (2.20) that
jy0(t)j  jz0j+
Z t
0
jf(s; y(s))j ds+
X
0<t<tk
jJk(y0(tk))j : (2.21)
Notice that jy(t)j0 = y0(t) y(t)jy(t)j for all t 2 G, where G := fs 2 [0;  ]; jy(s)j > 0g :
Thus
jy(t)j0  jy0(t)j for all t 2 G: (2.22)
Let u0 = jz0j and let u(t) = jy(t)j for all t 2 [0;  ].
Then (2.21), (2.22) and conditions (H1), (H2), (H3) imply that
u0(t)  u0 +
Z t
0
p(s)w(u(s))ds+
X
0<tk<t
ku(tk); t 2 G: (2.23)
In fact, 2.23 is valid for all t 2 [0;  ], since for t 2 [0;  ]nG we have y(t) = 0, which
implies that jy(t)j = 0 and jy(t)j0 = 0.
Theorem 2.4 implies that there exists Mk; k = 1; 2; :::;m such that
u(t) Mk for each t 2 (tk; tk+1]:
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Letting M = max fMk : k = 1; 2; :::;mg we see that
jy(t)j = u(t) M for all t 2 [0;  ]:
This completes the proof of the theorem.
Chapter 3
Impulsive Control Problems
3.1 Introduction
An Impulsive control is a control based on impulsive di¤erential equations. Impulsive
control systems can be classied into three types depending on the control laws. The
rst type is impulsive control system given by8<: x0 = F (t; x); t 6= tk;x = Uk(g(x)); t = tk; (3.1)
where x 2 Rn is the state variable; F : R+  Rn ! Rn is a piecewise continuous
function; Uk(y) 2 Rn are control laws; g : Rn ! Rm is continuous function, for every
k; k = 1; 2; :::; 0 < t1 < t2 < ::: < tk < tk+1 < :::; and tk !1 as k !1:
The second type is impulsive control system given by8<: x0 = F (t; x; u); t 6= tk;x = Uk(g(x; u)); t = tk; (3.2)
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where u is a control input. The third type is impulsive control given by8<: x0 = F (t; x; u); t 6= tk;x = Ik(x); t = tk; (3.3)
From these three systems, we can see that the control input in the rst type takes
place at the sudden change of some state variables, in the second type there are two
kinds of control inputs: continuous control input which work on all the state variables
and impulsive control input which works at the sudden changes; nally, in the third
type the system is an impulsive system and the control is continuous and work on the
di¤erential equation (for more details see [126]).
In the following few lines we will point to some of the benets of impulsive control.
Impulsive control is importent because of [127]: "1) in some cases, the system cannot
be controlled by using continuous control. For example, a government cannot change
saving rates of its central bank every day. 2) In some cases, impulsive control is
more e¢ cient. For example, suppose that the population of a kind of bacterium and
the density of a bactricide are two state variables of a system. We can control the
population by instantaneously changing the density of the bactericide without enhance
the drug resistance of bacteria which may be caused by continuous control." In [77],
Liu, X. Z. said: " an essential benet of impulsive control is that such controls may
be simpler to implement and involve cheaper control mechanisms. For example, in
rocket control, impulsive corrections of trajectories may involve mechanisms that are
less complex than mechanisms that monitor and correct online the ight of the rocket.
Thus if a mechanism for rocket trajectory control based on corrective impulses could
be designed, such a mechanism would be less costly than continuous-time ight control
mechanisms."
There is an extensive bibliography on the subject. We mention some of the most
recent articles in the introduction of this thesis.
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Our rst objective, in this chapter, is to provide su¢ cient conditions on the data
in order to insure the existence of at least one solution of the following problem
8>>>>><>>>>>:
(p(t)x0(t))0 + q(t)x(t) = F (t; x(t); x0(t)); t 6= tk; t 2 [0; 1];
x(tk) = Uk(x(tk); x
0(tk));
x0(tk) = Vk(x(tk); x0(tk)); k = 1; 2; :::;m;
x(0) = x(1) = 0;
(3.4)
where x 2 R is the state variable; F : R+  R2 ! R is a piecewise continuous
function; Uk and Vk represent the jump discontinuities of x and x0, respectively, at
t = tk 2 (0; 1); called impulse moments, with 0 < t1 < t2 < ::: < tm < 1. The second
objective is to prove some existence results about the second order impulsive control
problem of the form
8>>>>><>>>>>:
x00(t) = F (t; x(t); x0(t)); t 6= tk; t 2 [0; T ];
x(tk) = Uk(x(t));
x0(tk) = Vk(x0(t)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
(3.5)
where x 2 Rn is the state variable; F : R+RnRn ! Rn is a piecewise continuous
function; Uk and Vk are impulsive controls and for every k; k = 1; 2; :::;m; 0 < t1 <
t2 < ::: < tk < ::: < T .
3.2 Preliminaries
In this section we introduce some denitions and notations that will be used in the
remainder of the chapter.
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Let J denote the real interval [0; 1]. For i = 1; 2; :::;m; consider the points t1;
t2; :::; tm such that 0 < t1 < t2 < ::: < tm < 1: If I = fti : i = 1; 2; :::;mg let
J 0 = J   I. PC(J) denotes the space of all functions x : J ! R continuous on
J 0, and for i = 1; 2; :::;m; x(t+i ) = lim
!0+
x(ti + ) and x(t i ) = lim
!0
x(ti   ) exist. We
write x(t i ) = x(ti): This is a Banach space when equipped with the sup-norm, i.e.
kxk0 = sup
t2J
jx(t)j. Similarly, PC1(J) is the space of all functions x 2 PC(J), x is
continuously di¤erentiable on J 0, and for i = 1; 2; :::;m; x0(t+i ) and x
0(t i ) exist and
x0(ti) = x0(t i ): For x 2 PC1(J) we dene its norm by kxk1 = kxk0 + kx0k0 : Then
(PC1(I); kk1) is a Banach space.
3.3 Second Order Impulsive Di¤erential Equations
In this section we study the second order impulsive di¤erential equation of the form
(3.4).
3.3.1 Linear Equation
In this part we present results that will be useful in the rest of the section.
8>>>>><>>>>>:
(p(t)x0(t))0 + q(t)x(t) = f(t); t 6= tk; t 2 [0; 1];
x(tk) = Uk(x(tk); x
0(tk));
x0(tk) = Vk(x(tk); x0(tk)); k = 1; 2; :::;m;
x(0) = x(1) = 0;
(3.6)
In order to study (3.6) we rst consider the problem without impulses
(p(t)x0(t))0 + q(t)x(t) = f(t); t 2 [0; 1]
x(0) = x(1) = 0:
(3.7)
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We shall assume, throughout this section, that the following condition holds.
(H0) (i) p 2 C1(J : R); p(t)  p0 > 0; for all t 2 J .
(ii) q 2 C(J : R); q(t)  p02; for all t 2 J; and q(t) < p02 on a subset of J of
positive measure.
Lemma 3.1 If (H0) is satised, then for any nonzero x 2 C2(J : R) with x(0) =
x(1) = 0,Z 1
0
fp(t)x02(t)  q(t)x2(t)gdt > 0:
Proof. The proof of this lemma is presented in [29]. We shall reproduce it here for
the sake of completeness. Since q(t) < p02 on a subset of J of positive measure, we
have that
p(t)x02(t)  q(t)x2(t) > p0(x02(t)  2x2(t)):
This inequality yieldsZ 1
0
fp(t)x02(t)  q(t)x2(t)gdt > p0
Z 1
0
fx02(t)  2x2(t)gdt:
We show that
J (x) =
Z 1
0
fx02(t)  2x2(t)gdt  0
for all functions x 2 C2(J : R) with x(0) = x(1) = 0. The function u that minimizes
J (x) satises the Euler-Lagrange equation (see [44])
u00 + 2u = 0;
and the boundary conditions u(0) = u(1) = 0: Then u(t) = sint or u(t) = 0; and
J (u) = 0: Since J (x)  J (u) it follows that J (x)  0; and soZ 1
0
fp(t)x02(t)  q(t)x2(t)gdt > 0:
This completes the proof of the lemma.
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Lemma 3.2 If (H0) is satised, the linear problem8<: (p(t)x0(t))0 + q(t)x(t) = 0x(0) = x(1) = 0: (3.8)
has only the trivial solution.
Proof. Assume on the contrary that problem (3.8) has a nontrivial solution x0. Then
(3.8) implies [(p(t)x00(t))
0 + q(t)x0(t)]x0(t) = 0 which yields
0 =
Z 1
0
[(p(t)x00(t))
0 + q(t)x0(t)]x0(t) dt
=
Z 1
0
[(p(t)x00(t))
0]x0(t) dt+
Z 1
0
q(t)x20(t) dt
=  
Z 1
0

p(t)x020 (t)  q(t)x20(t)

dt < 0:
This is a contradiction. See Lemma 3.1.
Therefore x0  0 is the only solution of (3.8).
It is well known that the unique solution of (3.7) is given by
x(t) =
Z 1
0
G(t; s)f(s)ds;
where G(; ) : J  J ! R is the Greens function corresponding to the system (3.8).
Lemma 3.3 The solution to (3.6) is
x(t) =
Z 1
0
G(t; s)f(s)ds 
mX
k=1
@G(t; tk)
@s
p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)p(tk)Vk(x(tk); x
0(tk)); 8t 2 [0; 1]: (3.9)
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Proof. We shall use the superposition principle and write x(t) = y(t) + z(t) + w(t),
where y(t) solves the problem8>>>>><>>>>>:
(p(t)y0(t))0 + q(t)y(t) = f(t); t 2 J;
y(tk) = 0;
y0(tk) = 0; k = 1; 2; :::;m;
y(0) = y(1) = 0;
(3.10)
z(t) solves the problem8>>>>><>>>>>:
(p(t)z0(t))0 + q(t)z(t) = 0 ; t 6= tk; t 2 J;
z(tk) = Uk(x(tk); x
0(tk));
z0(tk) = 0; k = 1; 2; :::;m;
z(0) = z(1) = 0;
(3.11)
and w(t) solves the problem8>>>>><>>>>>:
(p(t)w0(t))0 + q(t)w(t) = 0 ; t 6= tk; t 2 J;
w(tk) = 0;
w0(tk) = Vk(x(tk); x0(tk)); k = 1; 2; :::;m;
w(0) = w(1) = 0:
(3.12)
It is clear that
y(t) =
Z 1
0
G(t; s)f(s)ds; t 2 I:
For k = 1; 2; :::;m; set
zk(t) =  @G(t; tk)
@s
p(tk)Uk(x(tk); x
0(tk)); t 2 J;
and
wk(t) = G(t; tk)p(tk)Vk(x(tk); x
0(tk)); t 2 J:
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Using the properties of Greens function and its derivatives we can prove that the
functions zk and wk; k = 1; 2; :::;m; are the solutions of problems (3.11) and (3.12),
respectively.
Consequently, x = y +
Pm
k=1 zk +
Pm
k=1wk is a solution of problem (3.6).
3.3.2 Nonlinear Equation
In this section we present our main results on the existence of solutions for nonlinear
boundary-value problems for second-order impulsive system.
Consider the problem
8>>>>><>>>>>:
(p(t)x0(t))0 + q(t)x(t) = F (t; x(t); x0(t)); t 6= tk; t 2 J;
x(tk) = Uk(x(tk); x
0(tk));
x0(tk) = Vk(x(tk); x0(tk)); k = 1; 2; :::;m;
x(0) = x(1) = 0;
(3.13)
where x 2 R is the state variable; F : R+R2 ! R is a piecewise continuous function;
Uk and Vk are impulsive functions representing the jump discontinuities of x and x0
at t 2 ft1; t2; :::; tmg, respectively.
The nonlinear system8<: (p(t)x0(t))0 + q(t)x(t) = F (t; x(t); x0(t))x(0) = x(1) = 0; (3.14)
is equivalent to the nonlinear integral equation
x(t) =
Z 1
0
G(t; s)F (s; x(s); x0(s))ds; for all t 2 J
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It follows from Lemma (3.3) that any solution of (3.13) satises
x(t) =
Z 1
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
W (t; tk)p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)p(tk)Vk(x(tk); x
0(tk)): (3.15)
where W (t; tk) =
@G(t;tk)
@s
: Let
K = maxfjG(t; s)j : (t; s) 2 J  Jg; L = maxfjW (t; s)j : (t; s) 2 J  Jg;
M = supf
@G(t; s)@t
 : (t; s) 2 J  Jg; N = supf@W (t; s)@t
 : (t; s) 2 J  Jg;
P = maxfK;L;M;Ng:
For the next theorem we use the following assumptions:
(H1) F (; ; ) is continuous on J 0 and satises the Lipschitz condition
jF (t; x1; y1)  F (t; x2; y2)j  (jx1   x2j+ jy1   y2j):
(H2) Uk and Vk are continuous and satisfy the Lipschitz conditions
jUk(x1; y1)  Uk(x2; y2)j  ck (jx1   x2j+ jy1   y2j) ;
jVk(x1; y1)  Vk(x2; y2)j  dk (jx1   x2j+ jy1   y2j) ;
(H3) 2P ( +R
Pm
k=1 ck +R
Pm
k=1 dk) < 1 .
Theorem 3.1 Under assumptions (H0)-(H3), problem (3.13) has a unique solution.
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Proof. Dene an operator ! : PC1(J)! PC1(J) by
!(x)(t) =
Z 1
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
W (t; tk)p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)p(tk)Vk(x(tk); x
0(tk)): (3.16)
It is clear that any solution of (3.15) is a xed point of ! and conversely any xed
point of ! is a solution of (3.15).
We shall show that ! is a contraction. Let x; y 2 PC1(J); then
k!(x)  !(y)k0  sup
t2J
f
Z 1
0
jG(t; s)j jF (s; x(s); x0(s))  F (s; y(s); y0(s))j ds
+
mX
k=1
jW (t; tk)j p(tk) jUk(x(tk); x0(tk))  Uk(y(tk); y0(tk))j
+
mX
k=1
jG(t; tk)j p(tk) jVk(x(tk); x0(tk))  Vk(y(tk); y0(tk))jg
 sup
t2J
f
Z 1
0
jG(t; s)j ( (kx  yk0 + kx0   y0k0))ds
+R
mX
k=1
jW (t; tk)j ck (kx  yk0 + kx0   y0k0)
+R
mX
k=1
jG(t; tk)j dk (kx  yk0 + kx0   y0k0)g:
Now, by using (H1) and (H2), we have
k!(x)  !(y)k0  K kx  yk1+RL
mX
k=1
ck kx  yk1+RK
mX
k=1
dk kx  yk1 : (3.17)
We have
d
dt
!(x)(t) =
Z 1
0
@G(t; s)
@t
F (s; x(s); x0(s))ds 
mX
k=1
@W (t; tk)
@t
Uk(x(tk); x
0(tk))
+
mX
k=1
@G(t; tk)
@t
Vk(x(tk); x
0(tk)):
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Let x; y 2 PC(J); then
 ddt!(x)  ddt!(y)

0
 sup
t2J
f
Z 1
0
@G(t; s)@t
 jF (s; x(s); x0(s))  F (s; y(s); y0(s))j ds
+
mX
k=1
@W (t; tk)@t
 jUk(x(tk); x0(tk))  Uk(y(tk); y0(tk))j
+
mX
k=1
@G(t; tk)@t
 jVk(x(tk); x0(tk))  Vk(y(tk); y0(tk))jg:
Conditions (H1) and (H2) imply ddt!(x)  ddt!(y)

0
 M kx  yk1+RN
mX
k=1
ck kx  yk1+RM
mX
k=1
dk kx  yk1 :
(3.18)
From (3.17) and (3.18) we obtain
k!(x)  !(y)k1 = k!(x)  !(y)k0 +
 ddt!(x)  ddt!(y)

0

 
K +RL
mX
k=1
ck +RK
mX
k=1
dk
!
kx  yk1
+
 
M +RN
mX
k=1
ck +RM
mX
k=1
dk
!
kx  yk1
 2P
 
 +R
mX
k=1
ck +R
mX
k=1
dk
!
kx  yk1
Condition (H3) implies that ! is a contraction. By the Banach xed point theorem
! has a unique xed point x, which is the unique solution of (3.15).
For the next Theorem, we use the following assumptions:
(H4) F : [0; 1]R2 ! R is continuous on J 0R2 and there exists h : JR+ ! R+ a
Caratheodory function, nondecreasing with respect to its second argument such
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that
jF (t; x; y)j  h(t; jxj+ jyj); a.e. t 2 [0; 1]:
(H5) Uk and Vk are continuous and there exist ak > 0 and bk > 0 such that
jUk(x(tk); y(tk))j  ak and jVk(x(tk); y(tk))j  bk; k = 1; 2; :::;m:
(H6) lim
%!+1
sup 1
%
R 1
0
h(t; %)dt+
Pm
k=1R (ak + bk)

< 1
2P
:
Theorem 3.2 Under assumptions (H0), (H4)-(H6), problem (3.13) has at least
one solution.
Proof. The proof is given in two steps.
Step 1. A priori bound on solutions. Let x 2 PC1(J) be a solution of (3.13).
x(t) =
Z 1
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
W (t; tk)p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)p(tk)Vk(x(tk); x
0(tk)); t 2 [0; 1];
and
x0(t) =
Z 1
0
@G(t; s)
@t
F (s; x(s); x0(s))ds 
mX
k=1
@W (t; tk)
@t
p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
@G(t; tk)
@t
p(tk)Vk(x(tk); x
0(tk)); t 2 [0; 1]; :
It is easy to see that
jx(t)j  K
Z 1
0
jF (s; x(s); x0(s))j ds+RL
mX
k=1
jUk(x(tk); x0(tk))j
+RK
mX
k=1
jVk(x(tk); x0(tk))j ;
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and
jx0(t)j  M
Z 1
0
jF (s; x(s); x0(s))j ds+RN
mX
k=1
jUk(x(tk); x0(tk))j
+RM
mX
k=1
jVk(x(tk); x0(tk))j :
Conditions (H4), (H5) and (H6) lead to
kxk0+kx0k0  (K+M)
Z 1
0
h(s; kxk0+kx0k0)ds+
mX
k=1
R((L+N)lk+(K+M)pk):
Since kxk1 = kxk0 + kx0k0 and h is nondecreasing, then
kxk1  2P
Z 1
0
h(s; kxk1)ds+
mX
k=1
R(2Pak + 2Pbk);
or
kxk1  2P
 Z 1
0
h(s; kxk1)ds+
mX
k=1
R (ak + bk)
!
:
Let 0 = kxk1 :Then the above inequality gives
1
2P
 1
0
 Z 1
0
h(s; 0)ds+
mX
k=1
R (ak + bk)
!
: (3.19)
Condition (H6) implies that there exists r > 0 such that for all  > r we have
1

 Z 1
0
h(s; )ds+
mX
k=1
R (ak + bk)
!
<
1
2P
: (3.20)
Comparing (3.19) and (3.20) we see that 0  r . Hence we have kxk1  r :
Step 2. Existence of solutions.
Let 
 = fx 2 PC1(J) : kxk1 < r + 1g: Then 
 is an open convex subset of PC1(J):
Dene an operator H by
H(; x)(t) = 
Z 1
0
G(t; s)F (s; x(s); x0(s))ds+ 
mX
k=1
W (t; tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)Vk(x(tk); x
0(tk)); 0    1; t 2 [0; 1]; :
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Then H(; ) : 
 ! PC1(J) is compact and has no xed point on @
 (see [71]). It
is an admissible homotopy between the constant map H(0; )  0 and H(1; )  !.
Since H(0; ) is essential then H(1; ) is essential which implies that !  H(1; ) has a
xed point in 
. This xed point is a solution of our problem.
The following assumptions are used in the next theorem.
(H7) There exists g 2 L1(J) such that
jF (t; x; y)j  g(t) for almost t 2 J; x; y 2 R:
(H8) Uk : R2 ! R is continuous and there exists k > 0 such that
jUk(x(tk); y(tk))j  k (kxk0 + kyk0) ; k = 1; 2; :::;m:
(H9) Vk : R2 ! R is continuous and there exists k > 0 such that
jVk(x(tk); y(tk))j  k (kxk0 + kyk0) ; k = 1; 2; :::;m:
(H10) 2PR
Pm
k=1 (k + k) < 1:
Theorem 3.3 Under assumptions (H0), (H7)-(H10), equation (3.13) has at least
one solution.
Proof. The proof is given in two steps.
Step1. A priori bound on solutions.
We have
x(t) =
Z 1
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
W (t; tk)p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
G(t; tk)p(tk)Vk(x(tk); x
0(tk)); t 2 [0; 1]; :
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and
x0(t) =
Z 1
0
@G(t; s)
@t
F (s; x(s); x0(s))ds+
mX
k=1
@W (t; tk)
@t
p(tk)Uk(x(tk); x
0(tk))
+
mX
k=1
@G(t; tk)
@t
p(tk)Vk(x(tk); x
0(tk)); t 2 [0; 1]; :
It is easy to see that
jx(t)j  K
Z 1
0
jF (s; x(s); x0(s))j ds+RL
mX
k=1
jUk(x(tk); x0(tk))j
+RK
mX
k=1
jVk(x(tk); x0(tk))j ;
and
jx0(t)j  M
Z 1
0
jF (s; x(s); x0(s))j ds+RN
mX
k=1
jUk(x(tk); x0(tk))j
+RM
mX
k=1
jVk(x(tk); x0(tk))j :
From (H7), (H8) and (H9), we obtain
kxk0 + kx0k0  (K +M) kgkL1 +
mX
k=1
R (L+N)k(kxk0 + kx0k0)
+
mX
k=1
R (K +M) k(kxk0 + kx0k0):
Setting  = 2PR
Pm
k=1 (k + k), we obtain
kxk1  2P kgkL1 +  kxk1 :
Then
(1  ) kxk1  2P kgkL1 :
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Using condition (H10) we obtain
kxk1 

2P
1  

kgkL1 := r1:
Step 2. Existence of solutions.
Let 
1 = fx 2 PC1(J) : kxk1 < r1+1g. The rest of the proof is similar to that of
Theorem 3.2.
We end this chapter by some results about the second order impulsive control
problems
3.4 Second Order Impulsive Control Problems
Control of impulsive di¤erential equations appears naturally in physical phenomena.
Most often these phenomena take place during a nite time interval. This leads to
the study of boundary value problems for control of impulsive di¤erential equations.
In this section we address the problem of existence of solutions of control of impulsive
di¤erential equations of second order subjected to two-point boundary conditions. Our
approach is based on the Granas topological transversality theorem and the Schauder
xed point theorem. The uniqueness of solutions is also discussed.
Let J denote the real interval [0; T ]. For i = 1; 2; :::;m; consider the points t1;
t2; :::; tm such that 0 < t1 < t2 < ::: < tm < T: If I = fti : i = 1; 2; :::;mg let
J 0 = J   I. As we have seen before, PC(J) denotes the space of all functions x :
J ! Rn continuous on J 0, and for i = 1; 2; :::;m; x(t+i ) = lim
!0+
x(ti + ) and x(t i ) =
lim
!0
x(ti   ) exist. We write x(t i ) = x(ti): This is a Banach space when equipped
with the sup-norm, i.e. kxk0 = sup
t2J
j jx(t)j j where j jx()j j is the Euclidean norm of
the vector x(). Similarly, PC1(J) is the space of all functions x 2 PC(J), x is
continuously di¤erentiable on J 0, and for i = 1; 2; :::;m; x0(t+i ) and x
0(t i ) exist and
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x0(ti) = x0(t i ): For x 2 PC1(J) we dene its norm by kxk1 = kxk0 + kx0k0 : Then
(PC1(I); kk1) is a Banach space.
In this section we consider the following second order impulsive control system
8>>>>><>>>>>:
x00(t) = F (t; x(t); x0(t)); t 6= tk; t 2 [0; T ];
x(tk) = Uk(x(t)); k = 1; 2; :::;m;
x00(tk) = Vk(x0(t)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
(3.21)
where x 2 Rn is the state variable; F : R+RnRn ! Rn is a piecewise continuous
function; Uk and Vk are impulsive controls and for every k; k = 1; 2; :::;m; 0 < t1 <
t2 < ::: < tk < ::: < T .
3.4.1 Linear Problem
This section is devoted to the study of the linear system corresponding to (3.21).
Consider the following linear second order impulsive control problem8>>>>><>>>>>:
x00 = f(t); t 6= tk; t 2 [0; T ];
x(tk) = Uk(x(tk));
x0(tk) = Vk(x0(tk)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
(3.22)
where x 2 Rn is the state variable; Uk and Vk are impulsive controls and for every
k; k = 1; 2; :::;m; 0 < t1 < t2 < ::: < tk < ::: < T .
In order to study (3.22) we rst consider the problem without impulses8<: x00 = f(t); t 2 [0; T ];x(0) = x(T ) = 0 (3.23)
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It is well known that any solution of (3.23) is given by
x(t) =
Z T
0
G(t; s)f(s)ds;
where G(; ) : [0; T ]2 ! R takes the form
G(t; s) =
8<:
s(t T )
T
; 0  s < t  T ;
t(s T )
T
; 0  t  s  T:
Lemma 3.4 The solution of problem (3.22) is given by
x(t) =
Z T
0
G(t; s)f(s)ds 
mX
k=1
@G(t; tk)
@s
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)): (3.24)
Proof. We shall use of supperposition principle and write x(t) = y(t) + z(t) + w(t),
where y(t) solves the problem8>>>>><>>>>>:
y00 = f(t); t 2 J 0;
y(tk) = 0; k = 1; 2; :::;m;
y0(tk) = 0; k = 1; 2; :::;m;
y(0) = y(T ) = 0;
(3.25)
z(t) solves the problem8>>>>><>>>>>:
z00 = 0 ; t 2 J 0;
z(tk) = Uk(x(tk)); k = 1; 2; :::;m;
z0(tk) = 0; k = 1; 2; :::;m;
z(0) = z(T ) = 0;
(3.26)
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and w(t) solves the problem8>>>>><>>>>>:
w00 = 0 ; t 2 J 0;
w(tk) = 0; k = 1; 2; :::;m;
w0(tk) = Vk(x0(tk)); k = 1; 2; :::;m;
w(0) = w(T ) = 0:
(3.27)
Then simple computations lead to (3.24).
Remark 3.1 The Greens function G(t; s) and its derivatives have the following prop-
erties (see [9] and [24])
(i) 0  G(t; s)  T
4
:
(ii)
R T
0
G(t; s)ds  T 2
8
:
(iii)
R T
0
jGt(t; s)j ds  T2 :
(iv) jGt(t; s)j  1 and jGs(t; s)j  1
(v)
@2G(t;s)@s@t  = 1T :
3.4.2 Nonlinear Problem
In this section we will present our main results on the existence of solutions for non-
linear boundary value problems for second order of impulsive control system.
Consider the problem8>>>>><>>>>>:
x00 = F (t; x; x0); t 6= tk; t 2 [0; T ];
x(tk) = Uk(x(tk)); k = 1; 2; :::;m;
x0(tk) = Vk(x0(tk)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
(3.28)
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where x 2 Rn is the state variable; F : R+ Rn Rn ! Rn is a piecewise continuous
function; Uk and Vk are impulsive controls with 0 < t1 < t2 < ::: < tm < T .
It follows from Lemma (3.4) that any solution of (3.28) satises
x(t) =
Z T
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
@G(t; tk)
@s
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)); t 2 [0; T ]: (3.29)
Consider the following assumptions:
(H11) F (; x; y) is continuous on J 0 and F (t; ; ) satises a Lipschitz condition
kF (t; x1; y1)  F (t; x2; y2)k   kx1   x2k+  ky1   y2k :
(H12) Uk; Vk are Lipschitz continuous with Lipschitz constant lk and pk, k = 1; :::;m;
respectively.
(H13) T (T + 4) < 8(1   ), where  = maxf; g and  = maxf(1 + 1
T
)
Pm
k=1 lk;
(T
4
+ 1)
Pm
k=1 pkg:
Theorem 3.4 Under assumptions (H11)(H13), problem (3.28) has a unique solu-
tion.
Proof. Dene an operator ' : PC1(J)! PC1(J) by
('x)(t) =
Z T
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
@G(t; tk)
@s
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)); t 2 [0; T ]:
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It is clear that any solution of (3.29) is a xed point of ' and vice-versa. We shall
show that ' is a contraction. Let x; y 2 PC1(J); then
k'(x(t)  '(y(t))k0 
Z T
0
jG(t; s)j kF (s; x(s); x0(s))  F (s; y(s); y0(s))k0 ds
+
mX
k=1
@G(t; tk)@s
 kUk(x(tk))  Uk(y(tk))k0
+
mX
k=1
jG(t; tk)j kVk(x0(tk))  Vk(y0(tk))k0

Z T
0
jG(t; s)j ( kx(s)  y(s)k0 +  kx0(s)  y0(s)k0)ds
+
mX
k=1
@G(t; tk)@s
 lk kx(tk)  y(tk)k0
+
mX
k=1
jG(t; tk)j pk kx0(tk)  y0(tk)k0 :
Now, using conditions (H11), (H12) and the above remark we get
k'(x)  '(y)k0  
T 2
8
kx  yk1 +
mX
k=1
lk kx  yk0 +
T
4
mX
k=1
pk kx0   y0k0 : (3.30)
Next, we have that
d
dt
'x(t) =
Z T
0
Gt(t; s)F (s; x(s); x
0(s))ds 
mX
k=1
@G(t; tk)
@t@s
Uk(x(tk))
+
mX
k=1
Gt(t; tk)Vk(x
0(tk));
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The above inequality implies
 ddt'(x)  ddt'(y)

0
 sup
t2J
f
Z T
0
jGt(t; s)j kF (s; x; x0)  F (s; y; y0)k0 ds
+
mX
k=1
@2G(t; tk)@t@s
 kUk(x)  Uk(y)k0
+
mX
k=1
jGt(t; tk)j kVk(x0)  Vk(y0)k0g:
Hence ddt'x  ddt'y

0
 T
2
kx  yk1 +
mX
k=1
1
T
lk kx  yk0 +
mX
k=1
pk kx0   y0k0 : (3.31)
From (3.30) and (3.31) we get
k'x  'yk1 = k'(x)  '(y)k0 +
 ddt'(x)  ddt'(y)

0
 (T
2
8
+
T
2
) kx  yk1 + (1 +
1
T
)
mX
k=1
lk kx  yk0
+(
T
4
+ 1)
mX
k=1
pk kx0   y0k0 :
Letting  = maxf(1 + 1
T
)
Pm
k=1 lk; (
T
4
+ 1)
Pm
k=1 pkg; we get
k'x  'yk1  ((
T 2
8
+
T
2
) + ) kx  yk1 :
It follows from condition (H13) that ' is contraction. By the Banach xed point
theorem ' has a unique xed point x, which is the unique solution of (3.28).
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Example 3.1 Consider the impulsive control system8>>>>><>>>>>:
x00(t) = 1
2
cosx(t); t 6= tk; t 2 J;
x(tk) =
5
32k
x(tk); k = 1; 2;
x0(tk) = k8x
0(tk); k = 1; 2;
x(0) = x(1) = 0;
(3.32)
where J = [0; 1], t1 = 12 , t2 =
3
4
. We see that  = 1
2
and  = 15
32
. So, for (3.32) we
conclude that there is a unique solution. While, if we take x(tk) = 1k+1x(tk) and
x0(tk) = 12k+1x
0(tk). Then we nd  = 12 and  =
5
3
. We cannot conclude any thing
about uniqueness since (H13) is not satised.
For the next theorem we use the following assumptions:
(H14) F (; x; y) : J ! Rn is continuous on J 0, there exist h : J  R+ ! R+ a
Caratheodory function, nondecreasing with respect to its second argument such
that
kF (t; x(t); y(t))k  h(t; kxk0 + kyk0); a.e. t 2 [0; T ]:
(H15) Uk : Rn ! Rn is continuous and there exists lk > 0 such that
kUk(x)k0  lk; k = 1; 2; :::;m:
(H16) Vk : Rn ! Rn is continuous and there exists pk > 0 such that
kVk(x)k0  pk; k = 1; 2; :::;m:
(H17) lim
!+1
sup 1

R T
0
h(t; )dt+
Pm
k=1

4(T+1)
T (T+4)

lk + pk

< 4
T+4
:
Theorem 3.5 Under assumptions (H14)(H17), problem (3.28) has at least one
solution.
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Proof. The proof is in two steps.
Step1. A priori bound on solutions.
x(t) =
Z T
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
@G(t; tk)
@s
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)); t 2 [0; T ]:
and
x0(t) =
Z T
0
Gt(t; s)F (s; x(s); x
0(s))ds 
mX
k=1
@G(t; tk)
@t@s
Uk(x(tk))
+
mX
k=1
Gt(t; tk)Vk(x
0(tk)); t 2 [0; T ]:
It is easy to see that
kx(t)k  T
4
Z T
0
kF (s; x(s); x0(s))k ds+
mX
k=1
kUk(x(tk))k+ T
4
mX
k=1
kVk(x0(tk))k ;
and
kx0(t)k 
Z T
0
kF (s; x(s); x0(s))k ds+ 1
T
mX
k=1
kUk(x(tk))k+
mX
k=1
kVk(x0(tk))k :
Conditions (H14), (H15) and (H16) lead to
kxk0 + kx0k0  (
T
4
+ 1)
Z T
0
h(s; kxk0 + kx0k0)ds+
mX
k=1
((1 +
1
T
)lk + (
T
4
+ 1)pk):
Since kxk1 = kxk0 + kx0k0 and h is nondecreasing, then
kxk1  (
T
4
+ 1)
Z T
0
h(s; kxk1)ds+
mX
k=1
((1 +
1
T
)lk + (
T
4
+ 1)pk):
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Let
0 = kxk1 :
Then the above inequality gives
4
(T + 4)
 1
0
 Z T
0
h(s; 0)ds+
mX
k=1

4(T + 1)
T (T + 4)

lk + pk
!
: (3.33)
Condition (H17) implies that there exists r > 0 such that for all  > r we have
1

 Z T
0
h(s; )ds+
mX
k=1

4(T + 1)
T (T + 4)

lk + pk
!
<
4
(T + 4)
: (3.34)
Comparing (3.33) and (3.34) we can see that 0  r .
Hence, all possible solution of (3.28) satisfy
kxk1  r :
Step 2. Existence of solutions.
Let 
 = fx 2 PC1(J) : kxk1 < r+1g: Then 
 is an open convex subset of PC1(J):
Dene an operator H : [0; 1] 
! PC1(J) by
H(; x)(t) = 
Z T
0
G(t; s)F (s; x(s); x0(s))ds  
mX
k=1
@G(t; tk)
@t
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)); 0    1:
H(; ) : 
! PC1(J) is compact since it is the sum of two operators, the rst one is
a compact integral operator with kernel the Greens function,and the second is a nite
rank operator, which is also compact (see [71], [94]). Also, it follows from the previous
step that H(; ) has no xed point on @
; the boundary of 
. Consequently, H(; )
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is an admissible homotopy between the constant map H(0; )  0 and H(1; )  '.
Since H(0; ) is essential then H(1; ) is essential, which implies that '  H(1; ) has
a xed point in 
. This xed point is a solution of our problem.
The following assumptions are used in the next theorem.
(H18) There exists h 2 L1(J) such that
kF (t; x(t); y(t))k  h(t) for almost t 2 J:
(H19) Uk : Rn ! Rn is continuous and there exists k > 0 such that
kUk(x)k0  k kxk0 ; k = 1; 2; :::;m:
(H20) Vk : Rn ! Rn is continuous and there exists k > 0 such that
kVk(y)k0  k kyk0 ; k = 1; 2; :::;m:
(H21)  < 1; where  = max
 
1 + 1
T
Pm
k=1 k; (
T
4
+ 1)
Pm
k=1 k
	
:
Theorem 3.6 Under assumptions (H18)(H21), equation (3.28) has at least one
solution.
Proof. We proceed as in step 1 of the proof of the previous result to obtain a priori
bound on solutions. It is clear that
kx(t)k  T
4
Z T
0
kF (s; x(s); x0(s))k ds+
mX
k=1
kUk(x(tk))k+ T
4
mX
k=1
kVk(x0(tk))k ;
and
kx0(t)k 
Z T
0
kF (s; x(s); x0(s))k ds+ 1
T
mX
k=1
kUk(x(tk))k+
mX
k=1
kVk(x0(tk))k :
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(H18), (H19) and (H20) imply
kxk0 + kx0k0  (
T
4
+ 1) khkL1 +
mX
k=1

1 +
1
T

k kxk0 +

T
4
+ 1

k kx0k0

:
Letting  = max
 
1 + 1
T
Pm
k=1 k; (
T
4
+ 1)
Pm
k=1 k
	
we get
kxk1  (
T
4
+ 1) khkL1 +  kxk1 :
Then
(1  ) kxk1  (
T + 4
4
) khkL1 :
Condition (H21) gives
kxk1 
(T + 4)
4(1  ) khkL1 :
Step 2. Existence of solutions.
Dene a nonlinear operator  : PC1(J)! X0 where X0 := fx 2 PC1(J) : x(0) =
x(T ) = 0g by
( x)(t) =
Z T
0
G(t; s)F (s; x(s); x0(s))ds 
mX
k=1
@G(t; tk)
@s
Uk(x(tk))
+
mX
k=1
G(t; tk)Vk(x
0(tk)):
Consider the closed convex set
D := fx 2 X0 : kxk1 
(T + 4)
4(1  ) khkL1g:
Then we can prove that  is continuous, maps D into itself and T (D) is compact. By
the Schauder xed point theorem, we conclude that  has a xed point in D, which
is a solution of our problem (3.28).
Chapter 4
Impulsive Control Problems with
Controls of Bounded Variation
4.1 Introduction
4.1.1 Notation and Denitions
In this section we give some denetions and properties of functions of bounded varia-
tion and distributions. For more information and proofs of results see [68], [93], [106],
[110], and [119].
Space of Functions of Bounded Variation
Let h be any function dened on an interval I = [t0; T ] and consider all possible
partitions of I as
S : t0 = 0 < 1 < ::: < m = T:
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Denition 4.1 The total variation of a function h on I is dened by
V Tt0 (h) = V (h; I) := sup
S
(
mX
i=1
kh(i)  h(i 1)k
)
;
where the supremum is taken over the set of all partitions of I and kk is any norm
on Rn.
Denition 4.2 The function h is called a function of bounded variation on I if the
total variation of h on I is bounded, that is V Tt0 (h) < 1. Also h is called a function
of bounded variation on [t0;1) if h has bounded variation on each interval It = [t0; t];
t0  t <1.
Denition 4.3 The variation function of h on the interval I is dened by
V tt0(h) = V (h; It) := sup
St
(
mX
i=1
kh(i)  h(i 1)k
)
;
where St : t0 = 0 < 1 < ::: < m = t and t < T .
Now we present some important theorems about functions of bounded variation
Theorem 4.1 [119]The set of discontinuity points of any function of bounded varia-
tion is a countable set.
Theorem 4.2 [106]Any function of bounded variation has a nite derivative almost
everywhere.
Theorem 4.3 [119]Any right-continuous function of bounded variation u() on I gen-
erates the unique vector-valued measure dened on (a; b]  I by the relation
((a; b]) = u(b)  u(a);
47
and
(fcg) = u(c)  u(c ); 8c 2 (a; b]:
Theorem 4.4 [68]Let F = fu(t)g be some innite functions dened on [t0; T ]. If
all functions from F satisfy
ju(t)j  C; V Tt0 (u(t))  C; C <1;
then there existes a sequence un(t) 2 F which converges at each point t 2 [t0; T ] to
some function u(t) of bounded variation, such that
ju(t)j  C; V Tt0 (u(t))  C:
Denition 4.4 The space of all functions of bounded variation on I and taking values
in Rn is dened as
BV (I) = BV (I;Rn) := fh : I ! Rn : V (h; I) <1g:
Dene the norm on BV (I) as
khkBV = V (h; I) +
h(t+0 ) :
(BV (I); kkBV ) is a Banach space [95].
Test Functions and Distributions
Let ' be a function dened on an open subset 
 of Rn. The support of ' is the set
supp' = fx 2 
 : '(x) 6= 0g . The set
D(
) = f' 2 C1(
) : supp' is compactg;
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is a linear vector space, and is called the space of test functions. Any function belongs
to D(
) is called test function.
Let f be a mapping dened on D(
) with value in R then f is called a functional.
We write hf; 'i as the number assigned by f to ' 2 D(
). A functional on D is said
to be linear if
hf; 1 + 2i =  hf; 1i+  hf; 2i ;
for any two real numbers ;  and test functions 1; 2. The linear functional f is said
to be continuous if for any sequence of test functions f'ngn2N that converges in D to
zero, the sequence of numbers fhf; 'nign2N converges to zero.
Denition 4.5 A continuous linear functional on D(
) is called a distribution. The
space of all distributions is denoted by D0(
) and is called the dual space of D.
Any distribution generated by a locally integrable function on R, i.e. absolutely
integrable on every nite interval in R, is called regular distribution. Let f be a locally
integrable function on R then f denes a distribution as follow
hf; 'i =
Z +1
 1
f(t)'(t)dt; ' 2 D(R):
Any distribution which is not regular is called singular.
Denition 4.6 The distributional derivative of f is dened by
hf 0; i =  hf; 0i ;  2 D(
):
4.1.2 Review of Some Works Related to Our Study
Consider the system of the form
x0(t) = f(t; x(t)) + g(t; x(t))u0(t); (4.1)
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where u 2 BV , the space of function of bounded variations, and denote by u0() the
distributional derivative of u. Since u is a function of bounded variation, then u0 can
be considered as a Stieltjes measure. So it suddenly changes the state of the system
at the points of discontinuity of u. Thus, we are dealing with an impulsive system.
In 1972, Das, P. C. and Sharma, R. R. [42] consider (4.1) as the perturbation of
x0(t) = f(t; x(t)); (4.2)
They gave the proof of the equivalence between the equation (4.1) and the integral
equation
x(t) = x0 +
Z t
t0
f(s; x(s))ds+
Z t
t0
g(s; x(s))du(s): (4.3)
After that, they gave a result about stability of (4.1) by using Lyapunov function
method.
Leela, S. [75], in 1974, considered (4.1) as in [42]. The author studied the e¤ect
of impulsive perturbations on the stability and assumed that the set x = 0 is asymp-
totically self invariant (ASI) relative to (4.2) and gave su¢ cient conditions for the
stability criteria of the ASI set x = 0 with respect to (4.1).
Pandit, S. G. [97], in 1977, considered (4.1) as in [42]. He used the fact that u
can be written as u1 + u2 where u1 is an absolutely continuous function of bounded
variation and u2 is a sum of jump functions, the jumps being those of u. In his work,
he introduced a generalized Gronwall integral inequality and used it to prove stability
of solutions of (4.1) with respect to the solution of (4.2).
After one year, that is in 1978, Rao, V. S. H. [103] consider the above system
(4.1) as in [42] with g(t; x) = p(t), where p(t) is an integrable function with respect
to u. He used second method of Lyapunov to obtain su¢ cient conditions for uniform
boundedness of solutions of systems (4.1) and (4.2).
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In [102], 1978, Rao, V. S. H., considered the problem (4.1) and the problem (4.2).
He proved the asymptotically equivalence between (4.1) and (4.2) by assuming the
existence of bounded solutions of these systems.
Pandit, S. G. [96], in 1980, considered system (4.1) with g(t; x) = Ax+h(t; x) and
he studied this system as the perturbation of x0(t) = Ax(t)u0(t). He assumed that u
has the form
u(t) = t+
1X
k=1
akHk(t); Hk(t) =
8<: 0; for t < tk;1; for t  tk;
where ak 2 R. In his work he developed a variation of parameters formula and he
proved a result of asymptotic stability of system (4.1).
In 1987, Bressan A. in [35], considered (4.1) with f and g are C1 and C2 func-
tions respectively. He proved that the map  : u! xu can be continuously extended
to bounded integrable control functions and the solution of (4.1) corresponding to a
bounded integrable control function u is dened as the limit of the solutions corre-
sponding to C1-control functions un which converge to u in L1.
In 1988, Bressan, A. and Rampazzo, F. [34] presented a denition of graph-
completion of u denoted by '. Then they dened the generalized solution, x('; ); of
(4.1) relative to '. Finaly they gave the relation between classical, when u is Lipschitz
continuous function, and generalized solutions of (4.1).
Bressan, A. and Rampazzo, F. [33] in 1994, considered (4.1). In this work they
studied this system when the vector elds gi do not commute. They constructed a local
factorization A1  A2 of the state space. Then they introduced a new commutative
control system from (4.1) with single state x1 and u; x2 both playing the role of
controls, where (x1; x2) are coordinates of A1A2. They gave the relationship between
this new system and system (4.1).
In [113], 1997, Shin, C. E., assumed that f in (4.1) is a bounded and Lipschitz
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continuous function and g is continuously di¤erentiable with respect to x and satises
jg(t; )  g(s; )j  '(t) '(s) for some increasing function ' and s < t. In his work, he
dened a unique generalized solution of (4.1) corresponding to a measurable function
of bounded variation under some assumptions on f and g.
In 2000, Shin, C. E. and Ryn, J. H. [111] considered (4.1) with
mX
i=1
jgi(t2; )  gi(t1; )j  '(t2)  '(t1)
for some increasing function ' and t1 < t2. They dened a generalized solution xu(t)
of (4.1) corresponding to u in the set Sk := fu = (u1; :::; um) : [0; T ] ! Rm; each ui
is piecewise constant function such that u is right continuous, the discontinuities of
u do not happen at the discontinuities of ' and the total variation of u is less than
or equal to kg. They proved that there exists M > 0 such that jxu(T )  xv(T )j 
M
TR
0
ju(s)  v(s)j d'(s) for any u; v 2 Sk and for any u; v 2 C1.
In 2002, Filippova, T. F. in [47] , considered the problem8<: x0(t) = f(t; x(t); u(t)) +B(t; x(t))v0(t); t 2 [t0; T ];x(t0) = x0; (4.4)
where u is a measurable control function and v is an impulsive control function.
In her work he studied the problem of the estimation of unknown states for a system
of type (4.4) in an autonomus case with f(t; x(t); u(t)) = A(t)x and B(t; x(t)) = B(t)
and she gave a result about the structure of the crossection of a trajectory tube.
We shall consider in this chapter a more general situation where the functions f
and g depend also on u, thus8<: x0(t) = f(t; x(t); u(t)) + g(t; x(t); u(t))u0(t); t 2 [t0; T ];x(t0) = x0; (4.5)
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where u 2 BV (I;R), I = [t0; T ] and f; g 2 C(I  Rn  R;Rn). In section 2 we give
some preliminaries about functions of bounded variation. In section 3 we present some
basic results that we need later in our work. Our main results about existence and
stability of system (4.5) is presented in section 4.
4.2 Impulsive Control Problems with Controls of
Bounded Variation
We consider a class of impulsive systems with controls as a functions of bounded
variation. Using the topological transversality theorem and Banach contraction xed
point theorem, we derive existence results of solutions of the system. Stability of such
systems is also investigated. Some examples are worked out to illustrate the approach.
4.2.1 Basic Results
In this section we summarize some basic results which we shall use later in this chapter.
Theorem 4.5 Let ffng be a sequence in BV (I). Suppose there is a constant N such
that
kfn(t)k  N for all t 2 I and n = 1; 2; :::;
and
V Tt0 (fn)  N for each n.
Then there is a subsequence of ffng which converges pointwise on I to a limit function
f which is in BV (I).
53
Proof. see [119].
Remark 4.1 We can see in Theorem 4.1 that if kfn(t)k  N for all t 2 I and
n = 1; 2; :::; then
fn(t+0 )  N and hence kfnkBV  2N:
Theorem 4.6 [119] Suppose that f 2 BV (I). Then f is di¤erentiable almost every-
where in I. Let us write (t) = V tt0(f). If E is the subset of (t0; T ) on which f is
di¤erentiable, the function f 0 : E ! R is summable in the Lebesgue sense, andZ
E
jf 0j d  (T )  (t+0 );
where  is the Lebesgue measure.
Denition 4.7 By a solution of (4.1), say x(), is meant a function of bounded vari-
ation whose distributional derivative x0() satises the equation (4.1).
Lemma 4.1 If g is an integrable function with respect to , and F is a distribution
on 
 given by
F (') =
Z


'd; ' 2 D(
);
then the product gF dened by
(gF )(') =
Z


g'd; ' 2 D(
);
is also a distribution on 
.
Proof. See [42].
Lemma 4.2 A function x() = x(; t0; x0) is a solution of (4.5) if and only if it
satises the integral equation
x(t) = x0 +
Z t
t0
f(s; x(s); u(s))ds+
Z t
t0
g(s; x(s); u(s))du(s): (4.6)
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Proof. See [42] or [95].
We introduce the following assumptions.
(H1) f : I  Rn  R! Rn is continuous in (t; x) for all u and satises
kf(t; x; u)k  juj kxk(t)
where () > 0 is a continuous function on [t0; T ], and
kf(t; x; u)  f(t; y; u)k  R1 juj kx  yk :
(H2) g : I  Rn  R! Rn is continuous in (t; x) for all u and satises
kg(t; x; u)k  K;
and
kg(t; x; u)  g(t; y; u)k  R2 kx  yk :
for some constant R2 > 0.
Lemma 4.3 Assume that (H1) and (H2) hold. Then any solution of system (4.5)
is bounded.
Proof. Let x() be a solution of (4.5). By Lemma 4.2 we have
x(t) = x0 +
Z t
t0
f(s; x(s); u(s))ds+
Z t
t0
g(s; x(s); u(s))du(s):
Then
kx(t)k  kx0k+
Z t
t0
kf(s; x(s); u(s))k ds+
Z t
t0
kg(s; x(s); u(s))k d V st0u
 kx0k+
Z t
t0
ju(s)j kx(s)k(s)ds+K
Z t
t0
d
V st0u
 kx0k+K
V Tt0 u+ Z t
t0
ju(s)j kx(s)k(s)ds:
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By using Gronwalls inequality, we get
kx(t)k   kx0k+K V Tt0 u e R Tt0 ju(s)jds;
where  = supf(t); t 2 Ig. Since u is a function of bounded variation then it is
bounded, i.e. there existe M > 0 such that ju(s)j  M for all s 2 [t0; T ]. The last
inequality leads to
kx(t)k   kx0k+K V Tt0 u eMA;
where A = T   t0. This shows that x(t) is bounded.
Lemma 4.4 Assume (H1) and (H2) hold. Then any solution of system (4.5) is a
function of bounded variation.
Proof. Consider any partition of the interval I : t0 = 0 < 1 < ::: < m = T: Then
kx(i)  x(i 1)k 
Z i
i 1
kf(s; x(s); u(s))k ds+
Z i
i 1
kg(s; x(s); u(s))k d V st0u

Z i
i 1
ju(s)j kx(s)k(s)ds+K
Z i
i 1
d
V st0u (4.7)
By taking summation from i = 1 to m, for both sides of the above inequality, we
get
mX
i=1
kx(i)  x(i 1)k 
mX
i=1
Z i
i 1
ju(s)j kx(s)k(s)ds+K
mX
i=1
Z i
i 1
d
V st0u

Z T
t0
ju(s)j kx(s)k(s)ds+K V Tt0 u
 x (V Tt0 juj) +K
V Tt0 u : (4.8)
Hence
mX
i=1
kx(i)  x(i 1)k  (x +K)V Tt0 juj ;
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where x = supfx(t); t 2 Ig: In last inequality (4.8) the right hand side is nite because
the variation of juj on I is bounded. Thus by taking supremum of both sides over any
partition of I we get V Tt0 x <1; that is x 2 BV (I).
Dene the operator
'(x)(t) = x0 +
Z t
t0
f(s; x(s); u(s))ds+
Z t
t0
g(s; x(s); u(s))du(s): (4.9)
Lemma 4.5 Assume that (H1) and (H2) hold. If x 2 BV (I) then '(x) : [t0; T ] !
Rn given by (4.9) is a function of bounded variation on I.
Proof. Assume that i; j 2 [t0; T ] such that i < j, then
k'(x)(i)  '(x)(j)k =
Z j
i
f(s; x(s); u(s))ds+
Z j
i
g(s; x(s); u(s))du(s)


Z j
i
kf(s; x(s); u(s))k ds+
Z j
i
kg(s; x(s); u(s))k dV st0u

Z j
i
ju(s)j kx(s)k(s)ds+K
Z j
i
dV st0u:
Now, for any partition of I, t0 = 0 < 1 < ::: < m = T; we have
mX
i=1
k'(x)(i)  '(x)(i 1)k 
Z T
t0
ju(s)j kx(s)k(s)ds+KV Tt0 u: (4.10)
Since () is continuous on I and u 2 BV (I); then the right hand side of (4.10) is
nite, and we conclude that V Tt0 '(x) <1; that is '(x) 2 BV (I).
Theorem 4.7 Assume that (H1) and (H2) hold. The mapping ' : BV (I) !
BV (I); dened by (4.9), is a bounded compact operator on BV (I).
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Proof. First, we prove that ' is bounded on BV (I); i.e. there exists a constant  > 0
such that k'kBV   for all ' 2 BV (I). By the denition of kkBV we have
k'kBV = V Tt0 '+
'(x(t+0 )) :
Now
'(x(t+0 )) =
x0 +
Z t+0
t0
f(s; x(s); u(s))ds+
Z t+0
t0
g(s; x(s); u(s))du(s)

 kx0k+
Z t+0
t0
ju(s)j kxk(s)ds+K
Z t+0
t0
dV st0u
 kx0k+KV Tt0 u: (4.11)
From (4.10) and (4.11) we get that
k'kBV  kx0k+ L+KV Tt0 u;
where L =
R T
t0
ju(s)j kx(s)k(s)ds. Put  = kx0k+ L+KV Tt0 u; then
k'kBV   <1:
Therefore the operator ' : BV (I) ! BV (I) is a bounded operator on the space
BV (I).
Next, we prove that ' is compact. Assume that xk 2 BV (I); k = 1; 2; :::; is
a bounded sequence in BV (I), i.e. there exists a constant c such that kxkkBV 
c; k = 1; 2; :::. By Theorem 4.5, the sequence fxkg contains a subsequence fxklg which
converges pointwise to a function ~x 2 BV (I), i.e.
lim
k!1
xkl(t) = ~x(t); 8t 2 I: (4.12)
Dene
y(t) = x0 +
Z t
t0
f(s; ~x(s); u(s))ds+
Z t
t0
g(s; ~x(s); u(s))du(s); (4.13)
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so by Lemma 4.2, y 2 BV (I). Put zl(t) = xkl(t)   ~x(t); t 2 I. Then zl(t) 2 BV (I)
and by (4.12) we have
lim
l!1
zl(t) = 0; 8t 2 I: (4.14)
Also,
kzl(t)k 
zl(t)  zl(t+0 )+ zl(t+0 )
 V Tt0 zl +
zl(t+0 )
 kzlkBV
 kxkl   ~xkBV
 c+ k~xkBV , 8t 2 I:
Let juj M: Using denition of ' and y we get
'(xkl(t+0 ))  y(t+0 )  R1M Z t+0
t0
kxkl   ~xk ds+R2
Z t+0
t0
kxkl   ~xk dV st0u
 R1M
Z t+0
t0
kzlk ds+R2
Z t+0
t0
kzlk dV st0u:
Taking the limit of both sides of the inequality we obtain
lim
l!1
'(xkl(t+0 ))  y(t+0 ) = 0: (4.15)
Now, let i; j 2 [t0; T ] such that i < j, then
k['(xkl(j))  y(j)]  ['(xkl(i))  y(i)]k

Z j
i
kf(s; xkl(s); u(s))  f(s; ~x(s); u(s))k ds
+
Z j
i
kg(s; xkl(s); u(s))  g(s; ~x(s); u(s))k du(s)
 R1M
Z j
i
kzlk ds+R2
Z j
i
kzlk dV st0u:
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For any partition of I as t0 = 0 < 1 < ::: < m = T , we get
mX
i=1
k['(xkl(i))  y(i)]  ['(xkl(i 1))  y(i 1)]k
 R1M
Z T
t0
kzlk ds+R2
Z T
t0
kzlk dV st0u:
Taking the supremum of both sides over all partitions of I; and then taking the limit
of both sides as l!1 we get
lim
l!1
V Tt0 ('xkl   y) = 0: (4.16)
Since k(' (xkl)  y)kBV = V Tt0 (' (xkl)  y) +
(' (xkl)  y) (t+0 ) we have
lim
l!1
k' (xkl)  ykBV = 0;
i.e. the sequence f' (xk)g contains a subsequence f' (xkl)g which converges in BV (I)
to y 2 BV (I). This shows that the operator ' is compact.
Now, we are ready to establish our main results
4.2.2 Existence of Solutions
In this section we derive some existence and uniqueness results of solutions to system
(4.5). The proof of these results relies on the topological transversality theorem and
the Banach contraction xed point theorem.
Theorem 4.8 Assume that (H1) and (H2) hold. Then system (4.5) has at least one
solution.
Proof. It follows from Lemma 4.4 that any solution x of (4.5) is bounded in BV (I).
Hence, there is r > 0 such that
kxkBV  r: (4.17)
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Let 
 = fx 2 BV (I) : kxkBV < r+1g: Then 
 is an open bounded and convex subset
of BV (I): For  2 [0; 1] dene an operator H(; ) : 
! BV (I) by
H(; x)(t) = x0 + 
Z t
t0
f(s; x(s); u(s))ds+ 
Z t
t0
g(s; x(s); u(s))du(s);
Since H(; ) = '(); with '() given by (4.9), it follows that H(; ) is compact. It
follows from (4.17) that H(; ) has no xed point on @
, and so it is an admissible
homotopy ([53]) between the constant map H(0; )  0 and H(1; )  '. Since H(0; )
is essential then H(1; ) is essential which implies that '  H(1; ) has a xed point
in 
. This xed point is a solution of our problem.
Theorem 4.9 Assume that, in addition to (H1) and (H2), the following condition
holds
(H3) (R1MA+ 2R2R) < 1, where A = T   t0 and R = V Tt0 u.
Then system (4.5) has a unique solution.
Proof. Any solution of (4.5) is a xed point of the operator '(); dened by
'(x(t)) = x0 +
Z t
t0
f(s; x(s); u(s))ds+
Z t
t0
g(s; x(s); u(s))du(s):
Let x; y 2 BV (I). Then
'(x(t+0 ))  '(y(t+0 )) = jjZ t+0
t0
[f(s; x(s); u(s))  f(s; y(s); u(s))]ds+Z t+0
t0
[g(s; x(s); u(s))  g(s; x(s); u(s))]du(s)jj:
 R1M
Z t+0
t0
kx  yk ds+R2
Z t+0
t0
kx  yk dV st0u
 R2 kx  ykV Tt0 u:
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Let R = V Tt0 u. Since kx  yk  kx  ykBV ; we obtain'(x(t+0 ))  '(y(t+0 ))  R2R kx  ykBV : (4.18)
Let i; j 2 [t0; T ] with i < j. Then
k['(x(j))  '(y(j))]  ['(x(i))  '(y(i))]k
= jj
Z j
i
[f(s; x(s); u(s))  f(s; y(s); u(s))]ds
+
Z j
i
[g(s; x(s); u(s))  g(s; x(s); u(s))]du(s)jj
 R1M
Z j
i
kx  yk ds+R2
Z j
i
kx  yk dV st0u:
For any partition t0 = 0 < 1 < ::: < m = T of the interval I we obtain
mX
i=1
k['(x(i))  '(y(i))]  ['(x(i 1))  '(y(i 1))]k
 R1M
mX
i=1
Z j
i
kx  yk ds+R2
mX
i=1
Z j
i
kx  yk dV st0u
 R1M(T   t0) kx  ykBV +R2V Tt0 u kx  ykBV :
Taking supremum for both sides of the above inequality we get
V Tt0 ('(x)  '(y))  (R1MA+R2R) kx  ykBV : (4.19)
Combining (4.18) and (4.19) we get
k'(x)  '(y)kBV  (R1MA+ 2R2R) kx  ykBV :
Condition (H3) implies that ' is a contraction. By the Banach xed point theorem
' has a unique xed point x, which is the unique solution of (4.5).
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4.2.3 Stability
In this section we are concerned with the stability of solutions of system (4.5).
Denition 4.8 The system (4.5) is said to be stable, if given (; ) with 0 <  < ,
we have kx0kBV   implies kxkBV  .
Theorem 4.10 Assume that the following conditions hold
(i) f : I  Rn  R! Rn is continuous in (t; x) for all u and satises
kf(t; x; u)k  juj kxk(t)
where (t) is a continuous function on [t0; T ].
(ii) g : I  Rn  R! Rn is continuous in (t; x) for all u and satises
kg(t; x; u)k  K juj kxk :
(iii) M(PA+ 2KR) < 1, where P = supt2I j(t)j.
Then system (4.1) is stable in the sense of Denition 4.8.
Proof. Let x be any solution of (4.5). Assume kx0kBV   where  > 0. Using (4.6)
we have
x(t+0 ) = x0 +
Z t+0
t0
f(s; x(s); u(s))ds+
Z t+0
t0
g(s; x(s); u(s))du(s):
Thus
x(t+0 )  kx0k+ Z t+0
t0
kf(s; x(s); u(s))k ds+
Z t+0
t0
kg(s; x(s); u(s))k dV st0u
 kx0kBV +M kxkBV
Z t+0
t0
(s)ds+KM kxkBV V t
+
0
t0 u:
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Notice that kx(s)k  kxkBV for all s 2 I: Since () is continuous on I we havex(t+0 )  +KMR kxkBV ; (4.20)
where V Tt0 u = R: Now, let i; j 2 [t0; T ] with i < j. Then
kx(j)  x(i)k 
Z j
i
kf(s; x(s); u(s))k ds+
Z j
i
kg(s; x(s); u(s))k dV st0u
 M kxkBV
Z j
i
(s)ds+KM kxkBV
Z j
i
dV st0u:
Now, for any partition t0 = 0 < 1 < ::: < m = T of the interval I we obtain
mX
i=1
kx(i)  x(i 1)k  M kxkBV
Z T
t0
(s)ds+KM kxkBV V Tt0 u
 MPA kxkBV +KMR kxkBV ;
where P = supt2I j(t)j. Taking supremum of both sides we get
V Tt0 x M(PA+KR) kxkBV : (4.21)
From (4.20) and (4.21) we have
kxkBV  +M(PA+ 2KR) kxkBV :
Then
(1 M(PA+ 2KR)) kxkBV  :
Since 1 M(PA+ 2KR) > 0 we get
kxkBV 
1
(1 M(PA+ 2KR)) := :
Condition (iii) implies that  > : That is, there exist (; ) such that 0 <  <  and
kx0kBV   implies kxkBV  . This completes the proof of the theorem.
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Example 4.1 Consider the system
x0 = xu ; x(0) = x0; t 2 [0; T ]:
We know that x(t) = x0e
R t
0 u(s)ds: This leads to kxk  kx0k eMt < eut <  where
M = sup
t2[o;T ]
ju(t)j and  = eMT .
Then this system is stable in the sense of Denition 4.8.
Example 4.2 Consider the system
x0 = xu+ xu u0 ; x(0) = x0 , t 2 [0; T ]:
Here we have that x(t) = x0e
R t
0 u(s)ds+
1
2
u2(t)  1
2
u2(0); so that
kxk  kx0k eMt+M2 < eMt+M2 < ;
where  = eMT+M
2
. Then this system is stable using of Denition 4.8 by taking
 = ed where d =MT +M2 > 0 for any  > 0.
Remark 4.2 If 1   M(PA + 2KR) = 0 then the system is stable in the sense of
Denition 4.8, as seen from above Example 4.1.
Remark 4.3 The condition M(PA+2KR) < 1 is too restrictive as seen in Example
4.2.
Chapter 5
Parabolic Impulsive Di¤erential
Equations
5.1 Introduction
Many processes in the applied sciences experience abrupt changes in their states due
to perturbations. The durations of these perturbations are negligeable in comparison
with the duration of each process. It is natural to assume that the perturbations
exhibit an impulsive behavior. A typical example is the modeling of the growth of
a population di¤using through its habitat. The natural growth of the population
is disturbed at some time intervals by, for instance, harvesting, or instantantaneous
stocking. This process has been described by an impulsive initial-boundary value
problem for a semilinear parabolic partial di¤erential equation. The study of this type
of problems started with the pionneer paper [46]. Almost all the works devoted to this
problem have relied on the method of lower and upper solutions. See [19], [38]. In this
chapter we shall study a simpler problem. We investigate the propagation of heat along
a homogeneous rod of length A under the inuence of a nonlinear heat source. We
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assume that the rod is placed along the x-axis. Let u (x; t) represent the temperature
along the rod at position x and time t: We will assume that the initial temperature
along the rod to be u(x; 0) = 0; x 2 [0; A] : At time ti; i = 1; 2; :::;m in (0; T ) with
0 < t1 < ::: < tm < T; called impulse moments, another nonlinear heat source is
applied at (x; ti). The mathematical model is described by the following impulsive
parabolic problem (see [91] for a corresponding linear model). Let D = (0; A) (0; T )
and Pj = f(x; tj); x 2 (0; A)g; P = [mj=1Pj: Our aim is to investigate the existence of
solutions of the following nonlinear impulsive parabolic problem
@u
@t
=
@2u
@x2
+ f(x; t; u); x 2 D nP; (5.1)
u(x; 0) = 0; x 2 [0; A] ; (5.2)
u(0; t) = u(A; t) = 0; t 2 [0; T ); (5.3)
u(x; t+i ) = u(x; t
 
i ) + i
 
x; t i ; u

; (x; ti) 2 Pi; i = 1; 2; :::;m: (5.4)
For the sake of simplicity of the presentation we shall study the case of only one
impulse moment, i.e. m = 1: Our approach shall be based on Greens function and
xed point theorems in appropriate Banach spaces.
5.2 Preliminaries
For u : D ! R we denote its partial derivatives (when they exist) by Dtu = @u=@t,
Dxu = @u=@x; Dxxu = @
2u=@x2:
C(D) denotes the Banach space of continuous functions u : D ! R, endowed with
the norm
juj0 = supfju(x; t)j ; (x; t) 2 Dg:
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We say that u 2 C2;1(D) if u; Dxu; Dxxu and Dtu exist and are continuous on D.
In fact, we can write
C2;1(D) = fu 2 C(D); u(:; t) 2 C2(0; A); t 2 (0; T ) ; u(x; :) 2 C1 (0; T ) ; x 2 (0; A)g:
u 2 C(D) is called Hölder continuous of order  2 (0; 1] if
H (u) = supf ju(x; t)  u(; )j kx  k2 + jt   j=2 ; (x; t) ; (; ) 2 Dg < +1:
In this case we write u 2 C(D) and we dene its norm by
juj = juj0 +H (u) :
If  = 1; u is called Lipschitz continuous. Note that the natural injection i :
C(D)! C(D) is continuous. We say that that C(D) is continuously embedded in
C(D); and we write C(D) ,! C(D):
Also, u 2 C2+;1+(D) if u(:; t) 2 C2+(0; A) for all t 2 (0; T ) and u(x; :) 2
C1+(0; T ) for all x 2 (0; A): For u 2 C2+;1+(D) we dene its norm by
juj2+;1+ = juj + jDxuj + jDxxuj + jDtuj :
Next, we introduce the Lebesgue and Sobolev spaces. For 1  p < +1; we say
that u : (0; A)! R is in Lp(0; A) if u is measurable and R A
0
ju(x)jp dx < +1; in which
case we dene its norm by
jujLp =
Z A
0
ju(x)jp dx
1=p
:
For p = +1, we write
juj1 = ess supfju(x)j ;x 2 (0; A)g
= inf
N(0;A);(N)=0
sup
x2(0;A)nN
ju(x)j ;  = Lebesgue measure.
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We have the natural embeddings Lq(0; A)  Lp(0; A) for p < q: In particular,
L2(0; A)  L1(0; A); for, it is clear that jujL1  jujL2 A1=2:
5.3 Linear Impulsive Parabolic Problem
Now, we turn to the study of the linear impulsive parabolic problem
@u
@t
=
@2u
@x2
+ g(x; t); (x; t) 2 D nP1 , (5.5)
u(x; 0) = 0; x 2 [0; A] ; (5.6)
u(0; t) = u(A; t) = 0; t 2 [0; T ]; (5.7)
u(x; t+1 ) = u(x; t
 
1 ) +  (x; t1) ; (x; t1) 2 P1: (5.8)
The following notations have been introduced in [46]. C2;1(DnP1) is the set of all
functions u : D ! R satisfying the following
(i) u(x; ) 2 C1  D nP1 ;
(ii) u(; t) 2 C2  D nP1 ;
(iii) for w = (u;Dtu;Dxu; Dxxu) let
lim
(y;s)!(x;t 1 )
w(y; s) = w(x; t1);
and lim(y;s)!(x;t+1 )w(y; s) exists for x 2 [0; A]:
Denition 5.1 u 2 C2;1(DnP1) satisfying (5.5) - (5.8) is called a solution of the
impulsive initial-boundary value problem for the parabolic equation.
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Lemma 5.1 Problem (5.5) - (5.8) has a unique solution u 2 C2;1(DnP1) given by
u(x; t) =
Z t
0
Z A
0
G(x; t  s; )g(; s)dds
+
Z A
0
G(x; t  t1; )(; t1)d: (5.9)
Remark 5.1 It is understood that for t < t1,
R A
0
G(x; t  t1; )(; t1)d = 0:
Remark 5.2 The integral representation
R t
0
R A
0
G(x; t s; )g(; s)dds is well known.
For more details we refer the interested reader to the books [48], [70], [98].
Proof. It is well known ( see for instance [129]), that the eigenvalue problem
z"(x) + z(x) = 0; z(0) = z(A) = 0;
has a sequence of distinct eigenvalues
n =
n22
A2
; n = 1; 2; :::;
and a sequence of corresponding orthogonal eigenfunctions
zn(x) = sin
n
A
x; n = 1; 2; :::
We shall look for a solution u(x; t) of the linear problem8>>><>>>:
@u
@t
= @
2u
@x2
+ g(x; t); (x; t) 2 (0; A) (0; T );
u(x; 0) = 0; x 2 [0; A] ;
u(0; t) = u(A; t) = 0; t  0;
in the form
u(x; t) =
1X
n=1
un(t) sin
n
A
x:
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Substituting in the parabolic partial di¤erential equation we see that
u0n(t) + nun(t) = gn(t); un(0) = 0; (5.10)
where gn(t) = 2A
R A
0
g(; t) sin n
A
d:
It follows from (5.10) that
un(t) =
Z t
0
e n(t s)gn(s)ds:
Substituting the expression of gn(t) we obtain
un(t) =
Z t
0
e n(t s)

2
A
Z A
0
g(; s) sin
n
A
d

ds
=
Z t
0
Z A
0
2
A
e n(t s)g(; s) sin
n
A
dds:
Thus
u(t; x) =
1X
n=1
un(t) sin
n
A
x
becomes
u(t; x) =
1X
n=1
Z t
0
Z A
0
2
A
e n(t s)g(; s) sin
n
A
dds

sin
n
A
x:
Notice that the series
1P
n=1
e n(t s) sin n
A
 sin n
A
x is uniformly convergent for t > s.
This will allow us to write
u(t; x) =
Z t
0
Z A
0
"
2
A
1X
n=1
e n(t s) sin
n
A
 sin
n
A
x
#
g(; s)dds
=
Z t
0
Z A
0
G(x; t  s; )g(; s)dds;
where
G(x; t  s; ) = 2
A
1X
n=1
e n(t s) sin
n
A
 sin
n
A
x
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is the Greens function given by its bilinear expantion.
Hence the solution of the problem (5.5), (5.6), (5.7) is given by
u(x; t) =
Z t
0
Z A
0
G(x; t  s; )g(; s)dds: (5.11)
The solution on (0; A) (0; t1) is given by (see (5.11))
u(x; t) =
Z t
0
Z A
0
G(x; t  s; )g(; s)dds; x 2 (0; A); t 2 (0; t1): (5.12)
The solution on (0; A) (t1; t) is given by
u(x; t) =
Z t
t1
Z A
0
G(x; t  s; )g(; s)dds+
Z A
0
G(x; t  t1; )u(; t1)d
+
Z A
0
G(x; t  t1; )(; t1)d
=
Z t
t1
Z A
0
G(x; t  s; )g(; s)dds
+
Z A
0
G(x; t  t1; )
Z t1
0
Z A
0
G(; t1   s; )g(; s)dds

d
+
Z A
0
G(x; t  t1; )(; t1)d
=
Z t
t1
Z A
0
G(x; t  s; )g(; s)dds
+
Z t1
0
Z A
0
Z A
0
G(x; t  t1; )G(; t1   s; )d

g(; s)dds
+
Z A
0
G(x; t  t1; )(; t1)d:
Using the orthogonality property of the eigenfunctions sin n
A
x; n = 1; 2; :::; we can
easily show thatZ A
0
G(x; t  t1; )G(; t1   s; )d = G(x; t  s; ):
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Hence
u(x; t) =
Z t1
0
Z A
0
G(x; t  s; )g(; s)dds
+
Z t
t1
Z A
0
G(x; t  s; )g(; s)dds
+
Z A
0
G(x; t  t1; )(; t1)d:
Finally, we see that
u(x; t) =
Z t
0
Z A
0
G(x; t  s; )g(; s)dds
+
Z A
0
G(x; t  t1; )(; t1)d; (5.13)
is the solution of (5.5), (5.6), (5.7), (5.8).
5.4 Nonlinear Impulsive Parabolic Problems
The following result is a direct consequence of the previous section
Proposition 1 u 2 C2;1(DnP1) is a solution of (5.1), (5.2), (5.3), (5.4) if and only
if u 2 C(DnP1) is a solution of the nonlinear integral equation
u(x; t) =
Z t
0
Z A
0
G(x; t  s; )f(; s; u(; s))dds
+
Z A
0
G(x; t  t1; )1(; t1; u(; t1))d: (5.14)
For u 2 C(DnP1) we dene its norm by
juj0 = supfju(x; t)j ; (x; t) 2 Dg:
73
Then (C(DnP1); jj0) is a Banach space.
Dene an operator  : C(DnP1)! C(DnP1) by
( u)(x; t) = the right-hand side of (5.14).
We introduce the followong conditions
(H1) f(; ; u) : D ! R is Hölder continuous and there exists l : D ! R+, Hölder
continuous such that
jf(x; t; u)  f(x; t; v)j  l(x; t) ju  vj ;
(H2) 1(; ; u) : D ! R is Hölder continuous and there exists  : [0; A] ! R+,
continuous such that
j1(x; t; u)  1(x; t; v)j  (x) ju  vj ;
(H3) sup
(x;t)2 D
R t
0
R A
0
jG(x; t  s; )j l(; s)dds+
sup
(x;t)2 D
R A
0
jG(x; t  t1; )j ()d < 1:
Theorem 5.1 Suppose that (H1), (H2), (H3) are satised. Then the impulsive
initial-boundary value problem (5.1), (5.2), (5.3), (5.4) has a unique solution.
Proof. We shall show that the nonlinear operator  is contraction.
For any (x; t) 2 D, we have
 u(x; t)   v(x; t) =
Z t
0
Z A
0
G(x; t  s; ) [f(; s; u(; s))  f(; s; v(; s))] dds
+
Z A
0
G(x; t  t1; ) [1(; t1; u(; t1))  1(; t1; v(; t1))] d:
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This implies that
j u(x; t)   v(x; t)j 
Z t
0
Z A
0
jG(x; t  s; )j l(; s; ) ju(; s)  v(; s)j dds
+
Z A
0
jG(x; t  t1; )j () ju(; t1)  v(; t1)j d

Z t
0
Z A
0
jG(x; t  s; )j l(; s; )dds
+
Z A
0
jG(x; t  t1; )j ()d

ju  vj0 :
Condition (H3) implies that
j u(x; t)   v(x; t)j   ju  vj0 ;
where
 = sup
(x;t)2 D
Z t
0
Z A
0
jG(x; t  s; )j l(; s)dds
+ sup
(x;t)2 D
Z A
0
jG(x; t  t1; )j ()d.
Hence  is a contraction. By the Banach contraction principle  has a unique
xed point u 2 C(DnP1), which is the unique solution of the integral equation (5.14).
This, in turn, implies that (5.1), (5.2), (5.3), (5.4) has a unique solution.
Our second result is based on the Schauder Nonlinear Alternative (see [53]). We
need the following assumptions:
(Hf)  f(; ; u) : D ! R is Hölder continuous,
 f(x; t; ) : R! R is continuous,
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 there exist p : D ! R Hölder continuous, l0 : R! R continuous and nondecreasing
such that
jf(x; t; u)j  p(x; t)l0(juj):
(H)  1(; ; u) : D ! R is Hölder continuous,
 1(x; t; ) : R! R is continuous,
 there exist q : [0; A] ! R continuous, l1 : R ! R continuous and nondecreasing
such that
j1(x; t1; u)j  q(x)l1(juj):
(Hf;) sup
>0

jGpj0l0()+jGq j0l1() > 1;
where
jGpj0 = sup
(x;t)2 D
Z t
0
Z A
0
jG(x; t  s; )j p(; s)dds;
and
jGqj0 = sup
(x;t)2 D
Z A
0
jG(x; t  t1; )j q()d:
Theorem 5.2 If the conditions (Hf), (H), (Hf;) are satised then problem (5.1),
(5.2), (5.3), (5.4) has at least one solution.
Proof. Let  be the operator dened previously, i.e.
 u(x; t) =
Z t
0
Z A
0
G(x; t  s; )f(; s; u(; s))dds
+
Z A
0
G(x; t  t1; )1(; t1; u(; t1))d:
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We see that
(i)  maps bounded subset of C(DnP1) into bounded subsets. For, let M be a
bounded subset of C(DnP1). Then, there exists r > 0 such that
juj0  r for all u 2M .
We have
j u(x; t)j 
Z t
0
Z A
0
jG(x; t  s; )j p(; s)l0(ju(; s)j)dds
+
Z A
0
jG(x; t  t1; )j q()l1(ju(; t1)j)d

Z t
0
Z A
0
jG(x; t  s; )j p(; s)dds

l0(r)
+
Z A
0
jG(x; t  t1; )j q()d

l1(r)
 jGpj0 l0(r) + jGqj0 l1(r):
Hence
j uj0  R := jGpj0 l0(r) + jGqj0 l1(r):
(ii)  maps bounded subsets of C(DnP1) into equicontinuous substs.
Let u 2M . Then juj0  r.
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Also, let x; y 2 [0; A] and t;  2 (0; T ] with t >  > 0. Then
 u(x; t)   u(y; ) =
Z t
0
Z A
0
G(x; t  s; )f(; s; u(; s))dds
+
Z A
0
G(x; t  t1; )1(; t1; u(; t1))d
 
Z 
0
Z A
0
G(y;    s; )f(; s; u(; s))dds
 
Z A
0
G(y;    t1; )1(; t1; u(; t1))d
=
Z 
0
Z A
0
(G(x; t  s; ) G(y;    s; )) f(; s; u(; s))dds
+
Z t

Z A
0
G(x; t  s; )f(; s; u(; s))dds
+
Z A
0
(G(x; t  t1; ) G(y;    t1; ))1(; t1; u(; t1))d:
Recall that
G(x; t  s; ) = 2
A
1X
n=1
e n(t s) sin
n
A
x sin
n
A
;
with n = n
22
A2
; n = 1; 2; 3; ::: .
It follows that
G(x; t s; ) G(y;  s; ) = 2
A
1X
n=1

e n(t s) sin
n
A
x  e n( s) sin n
A
y

sin
n
A
:
Dene a function hn : D ! R by
hn(x; t  s) = e n(t s) sin n
A
x; n = 1; 2; 3; :::.
Then hn is continuously di¤erentiable and
G(x; t  s; ) G(y;    s; ) = 2
A
1X
n=1
(hn(x; t  s)  hn(y;    s)) sin n
A
:
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The mean value theorem for functions of two variables imply
hn(x; t  s)  hn(y;    s) = @hn
@x
(z; )  (x  y) + @hn
@t
(z; )  (t  );
where z = y + (x  y),  =  + (t  ) and 0 <  < 1.
Now,
@hn
@x
(z; ) =
n
A
e n cos
n
A
z;
and
@hn
@t
(z; ) =  ne n sin n
A
z:
Hence
G(x; t s; ) G(y;  s; ) =
 
2
A2
1X
n=1

ne n( s+(t )) cos
n
A
(y + (x  y))

sin
n
A

!
(x  y)
+
 
2
A
1X
n=1

( n)e n( s+(t )) sin n
A
(y + (x  y))

sin
n
A

!
(t  );
Therefore
jG(x; t  s; ) G(y;    s; )j  2
A
1X
n=1
n
A
jx  yj+ n jt   j

e n( s+(t )):
Similarly, we have
G(x; t  t1; ) G(y;    t1; )  2
A
1X
n=1
n
A
jx  yj+ n jt   j

e n( t1+(t )):
Next, it follows from (Hf) and (H) that
j u(x; t)   u(y; )j 
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Z 
0
Z A
0
jG(x; t  s; ) G(y;    s; )j dds

jpj0 l0(r)
+
Z t

Z A
0
jG(x; t  s; )j dds

jpj0 l0(r)
+
Z A
0
jG(x; t  t1; ) G(y;    t1; )j d

jpj0 l1(r):
The above inequality leads to
j u(x; t)   u(y; )j 
 Z 
0
Z A
0
2
A
1X
n=1
n
A
jx  yj+ n jt   j

e n( s+(t ))dds
!
jpj0 l0(r)
+
Z t

Z A
0
jG(x; t  s; )j dds

jpj0 l0(r)
+
 Z A
0
2
A
1X
n=1
n
A
jx  yj+ n jt   j

e n( t1+(t ))d
!
jpj0 l1(r):
A simple computation givesZ 
0
e n( s+(t ))ds  1
n
e n(t ):
Since n
A
=
p
n the rst term on the right hand side of the above inequality is bounded
by
2
1X
n=1
 jx  yjp
n
+ jt   j

e n(t ) jpj0 l0(r) = 
2
1X
n=1
1p
n
e n(t ) jpj0 l0(r)
!
jx  yj
+
 
2
1X
n=1
e n(t ) jpj0 l0(r)
!
jt   j :
To estimate the third term notice that
   t1 + (t  )     t1;
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so that
e n( t1+(t ))  e n( t1):
Hence the third term is bounded by 
2
1X
n=1
e n( t1)p
n
jpj0 l1(r)
!
jx  yj
+
 
2
1X
n=1
ne
 n( t1) jpj0 l1(r)
!
jt   j :
Finally, we haveZ t

Z A
0
jG(x; t  s; )j dds 
Z t

Z A
0
2
A
1X
n=1
e n(t s)dds
 2
1X
n=1
Z t

e n(t s)ds

1X
n=1
2
n
 
1  e n(t ) :
It is clear that the following series
1X
n=1
1p
n
e n(t ) and
1X
n=1
e n(t );
are uniformly convergent for t >  .
Also,
1X
n=1
1p
n
e n( t1) and
1X
n=1
ne
 n( t1);
are uniformly convergent for  > t1.
Similarly
1X
n=1
2
n
 
1  e n(t )
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is uniformly convergent for t >  .
It follows from the above discussion and inequalities that
 u(x; t)   u(y; )! 0 as (x; t)! (y; ):
This shows that f u; juj0  rg is equicontinuous. Consequently, Ascoli-Arzela the-
orem implies that  (M) is compact. Hence the operator  is completely continuous.
To complete the proof of the theorem, we show that the set of solutions u of
u =  u; 0 <  < 1; is bounded.
To see this, let u be any solution of
u =  u; 0 <  < 1:
Then
u(x; t) = 
Z t
0
Z A
0
G(x; t  s; )f(; s; u(; s))dds
+
Z A
0
G(x; t  t1; )1(; t1; u(; t1))d;
so that
ju(x; t)j 
Z t
0
Z A
0
jG(x; t  s; )j p(; s)l0(ju(; s)j)dds
+
Z A
0
jG(x; t  t1; )j q()l1(ju(; t1)j)d:
Let 0 = juj0. Then
0 
 
sup
(x;t)2D
Z t
0
Z A
0
jG(x; t  s; )j p(; s)dds
!
l0(0)
+
 
sup
(x;t)2D
Z A
0
jG(x; t  t1; )j q()d
!
l1(0)
 jGpj0 l0(0) + jGqj0 l1(0):
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Hence
0
jGpj0 l0(0) + jGqj0 l1(0)
 1: (5.15)
Condition (Hf;) implies that there exists  > 0 such that for all  >  we have

jGpj0 l0() + jGqj0 l1()
> 1: (5.16)
Comparing inequalities (5.15) and (5.16) we see that 0  :
Consequently, we have shown that all solutions of u =  u; 0 <  < 1, satisfy
juj0  :
It follows from Schauder Nonlinear Alternative theorem that  has a xed point.
This xed point is a solution to our original problem. This completes the proof of the
theorem.
Chapter 6
Concluding Remarks
Our main objectives in this thesis were to address the problem of existence, unique-
ness and stability of solutions of impulsive di¤erential systems and impulsive control
systems. Three major areas were invstigated:
 second order impulsive control systems with boundary conditions
8>>>>><>>>>>:
x00(t) = F (t; x(t); x0(t)); t 2 [0; T ]nft1; t2; :::; tmg;
x(tk) = Uk(x(t)); k = 1; 2; :::;m;
x0(tk) = Vk(x0(t)); k = 1; 2; :::;m;
x(0) = x(T ) = 0;
 impulsive control systems with controls as functions of bounded variation
8<: x0(t) = f(t; x(t); u(t)) + g(t; x(t); u(t))u0(t); t 2 [t0; T ];x(t0) = x0;
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 parabolic equations with impulsive e¤ects
@u
@t
=
@2u
@x2
+ f(x; t; u(x; t)); t 2 [0; T ]nft1g; x 2 [0; A] ;
u(x; 0) = 0; x 2 [0; A] ;
u(0; t) = u(A; t) = 0; t 2 [0; T );
u(x; t+1 ) = u(x; t
 
1 ) + 1
 
x; t 1 ; u(x; t
 
1 )

:
We have obtained several interesting results summarized in the following publica-
tions/ prepublications list:
(i) Existence of solutions for second order impulsive boundary value problems, Elect.
J. Di¤. Equ. Vol. 2012, No. 24 (2012), 10pp.
(ii) Impulsive control systems corresponding to controls of bounded variation, (under
review).
(iii) Existence of solutions for second order impulsive control problems with boundary
conditions, (under review).
(iv) Parabolic equations with impulsive e¤ects, (under preparation).
Suggestions for Future Research
It is worthwile to consider the
 use of second method of Lyapunov to study the stability of impulsive control sys-
tems,
 investigation of parabolic impulsive problems with general second order parabolic
operators,
 study of impulsive evolution equations.
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