Abstract-An internal standard X-ray diffraction (XRD) analysis technique permits reproducible and accurate calculation of the mineral contents of rocks, including the major clay mineral families: Fe-rich chlorites ϩ berthierine, Mg-rich chlorites, Fe-rich dioctahedral 2:1 clays and micas, Al-rich dioctahedral 2:1 clays and micas, and kaolinites. A single XRD pattern from an air-dried random specimen is used. Clays are quantified from their 060 reflections, which are well-resolved and insensitive to structural defects. Zincite is used as the internal standard instead of rorundum, because its reflections are more conveniently located and stronger, allowing for a smaller amount of spike (10%). The grinding technique used produces powders free of grains coarser than 20 m and suitable for obtaining random and rigid specimens.
INTRODUCTION
X-ray powder diffraction is the best available technique for the identification and quantification of all minerals present in clay-rich rocks (claystones, mudstones, and marls). Accurate quantitative mineral analysis is important in petrological studies, engineering, and industrial applications of rocks that contain clay minerals. Whereas mineral identification is relatively simple and unambiguous if modern software and good mineral databases are available, accurate quantitative analysis of clays remains a formidable challenge (see reviews by Brindley, 1980; Snyder and Bish, 1989; McManus, 1991; Moore and Reynolds, 1997) .
The main analytical difficulties in quantitative mineral analysis of rocks by X-ray diffraction (QXRD) are related to the chemical and structural characteristics of clay minerals: variable chemical composition, highly variable structures involving different patterns of layer interstratification including swelling interlayers, and various defects that disturb three-dimensional periodicity. These variations result in large differences in the intensities of XRD reflections between different specimens of the same mineral. Such variable intensities can result in large analytical errors in quantitative analysis if intensities are selected improperly. Thus, for natural rocks containing clays, techniques using whole-pattern fitting (Smith et al., 1987) and sequential-pattern stripping (Batchelder and Cressey, 1998) are difficult to apply. Rietveld refinement techniques (Bish and Howard, 1988; Taylor, 1991) face the same difficulty; clay structures are too complex to be modeled and refined for a routine quantitative analysis. Thus, instead of refining the patterns theoretically, a catalog of experimental patterns is used to quantify clays as in the whole-pattern fitting approach (SIRO-QUANT program: Taylor and Matulis, 1994, Ward et al., 1999) .
Whole-pattern methods do not take advantage of the fact that different classes of XRD reflections have very different sensitivity to chemical and structural variations, a phenomenon of particular importance for clay minerals (Moore and Reynolds, 1997, Chapter 10) . In the present authors' opinion, the selection of insensitive analytical reflections offers a better chance for success, and that approach was used in this study.
Another major source of error in quantitative analysis of rocks containing clays is the platy habit of clay crystallites resulting in a tendency for preferred orientation. The degree of orientation of crystallites of the same mineral can vary by an order of magnitude between specimens prepared using the same technique and measurements of orientation are too tedious to be applied for routine analyses . For this reason, the clay minerals content in rocks often has not been measured accurately. Typically the proportions of the clay minerals in a clay size-fraction (e.g. Ͻ2 m) are determined from oriented preparations, and relative variations within the clay group are studied (see review in McManus, 1991) , which may be recalculated into percentages of the bulk rock (e.g. Lynch, 1997) . Such normalization makes it impossible to judge the accuracy of the analysis by the departure from 100%. Furthermore, there is no reason to expect that the relative proportions of clays in a particular size-fraction are representative of the whole rock.
Application of an orienting internal standard (e.g. pyrophyllite: Mossman et al., 1967) does not solve the problem because the degree of orientation of different minerals in the same specimen can be different and relative intensities depend on orientation . Orientation-related problems can be avoided by using a random preparation. Techniques for producing such preparations from clay-rich rocks have been described previously (Smith et al., 1979; Moore and Reynolds, 1997; Hillier, 1999 and references therein) .
Other sources of error in quantitative analyses are not specific to the nature of the clay minerals. Grinding and homogenization procedures are probably the most serious.
This study describes a procedure for quantitative analysis of rocks that contain clays by using random powders and diagnostic reflections that are insensitive, or have acceptably low sensitivity, to structural and chemical variations. Different sources of analytical error were evaluated systematically and an analytical procedure was optimized.
DERIVATION OF THE ANALYTICAL EQUATION
The internal standard technique (Klug and Alexander, 1974, p. 549) was selected because it eliminates the need to measure the sample's mass absorption coefficient. The derivation presented below is similar (but not identical) to that of in that it avoids using reference intensity ratios (RIR) based on corundum, as defined by Chung (1974) , and as applied by many authors utilizing powder diffraction file (PDF) data (e.g. Snyder and Bish, 1989) . To avoid confusion, the notation introduced by , mineral intensity factor (MIF) is used. Our MIF is identical to RIR as redefined by Hubbard and Snyder (1988) , except that ZnO rather than Al 2 O 3 is used as the internal standard.
The wt.% of mineral X (%X) in a mixture m is proportional to the intensity of a reflection of this component (I x ) in the XRD pattern of the mixture (Klug and Alexander, 1974) .
where m * is the mass absorption coefficient of the mixture and K x is a constant for a chosen reflection of mineral X, which depends on the structure, composition and density of mineral X, as well as on the experimental conditions of the XRD scan. This formula applies to thick and homogeneous samples.
Let us assume that a mixture m contains component X and a phase S chosen as an internal standard (spike). Then, a ratio of the content of mineral X (%X) and standard (%S) is
If the values of %X and %S are known and the intensities I X and I S of a chosen pair of reflections belonging to phases X and S are measured, then a socalled mineral intensity factor (MIF) of mineral X in a mixture with the standard can be calculated as
Thus, at a given set of experimental conditions, and for a chosen pair of reflections belonging to mineral X and standard S, MIF X is a constant characteristic for mineral X. Its value does not depend on the concentration of mineral X and standard S in mixtures (if the sample is finely ground to eliminate microabsorption; Bish and Reynolds, 1989) , on the mass absorption coefficient of the mix, or on the type or concentration of other phases in a given mixture. Thus, in general, equation 2 can be re-written as
The MIF values for different minerals are determined by preparing mixtures with known amounts of the mineral of interest and the chosen internal standard. Then, to determine the unknown amount of mineral X (%XЈ) in a sample, a known amount of the standard, M S , is added to the sample. The weight percentages of mineral X (%XЈ) and standard S (%S) in this mixture will be
where M X and M are the masses of mineral X and the sample to which standard is added, respectively. The combination of equations 3, 4 and 5, remembering that %X ϭ (M X ·100)/M, leads to
and the working equation
where I X and I S are the intensities of reflections belonging to X and S in a mixture of a sample with the standard, and %X is the actual amount of the mineral in a sample without the standard. This approach allows for the direct quantitative measurement of each crys- 
EXPERIMENTAL

Sample preparation
Sample splitting. In the initial stage of the study, samples were crushed in a mortar to pass through a 0.4 mm sieve and then several random splits were taken, ground, and diffraction data were collected under the same conditions. Qualitative inspection of the diffraction patterns showed that the relative proportion of various minerals was not the same using this splitting technique. Diffraction data identical within the measurement error were obtained when a louvered laboratory splitter was applied to split the crushed Ͻ0.4 mm samples. This method was then used as a standard procedure.
Sample grinding. Sample grinding is critical for both the precision (counting statistics) and accuracy (extinction, microabsorption, amorphization) of the quantitative analysis of bulk rocks (cf. Bish and Reynolds, 1989) . Most laboratory mills currently in use are incapable of grinding to Ͻ20 m (the maximum grainsize limit: Alexander and Klug, 1948) , because their grinding process produces increasingly broader particle-size distributions, i.e. the coarse-size 'tail' remains. It was shown (O'Connor and Chang, 1986 ) that wetgrinding in a McCrone Micronizing Mill results in a narrow grainsize distribution. Such results were confirmed in the present study by SEM observations. Five minutes is the minimum time required to reduce the grain size of quartz or the shale components to Ͻ20 m. Error in the integrated intensity of the quartz 3.34 Å reflection from five repeat measurements was Ͻ4%.
Longer grinding times (up to 20 min) were tried and rejected. The longer times increase precision of measurement, but the quartz 3.34 Å reflection broadens progressively, and decreases in maximum intensity (up to 47%) and integrated intensity (up to 26%), as observed by many authors (amorphization, e.g. O'Connor and Chang, 1986) . Thus 5 min of grinding was selected as the best compromise value. Grinding was performed in methanol instead of water to accelerate drying of the ground sample and to avoid swelling of shale which could liberate individual clay crystals. In the shale, those crystals are naturally aggregated and these aggregates, if not broken by swelling, ensure random orientation. The use of water in spray-drying can liberate clay crystals without adverse effects because they ultimately end up on the surface of these spherical agglomerates (random orientation). In our technique, we do not use agglomeration and thus it is important to prevent the liberation of individual clay crystals which could orient during side-loading. A ratio of 3 g of sample to 4 ml of methanol was selected as the optimum proportion for the slurry. Less sample in the mill results in measurable contamination of Al 2 O 3 from the grinding rollers.
Internal standard addition and sample homogeneity. Zincite (ZnO) was selected as the internal standard (spike) because it provides stronger and more conveniently (although not perfectly) located reflections than corundum, Al 2 O 3 , which is commonly used (Snyder and Bish, 1989) . Several commercially available products were investigated and Baker ZnO (catalog no. 1314-13-2) was found to be well crystallized (no XRD-detectable traces of amorphous material) and to provide very reproducible diffraction intensities (no large crystals). Additionally, the particle size of this ZnO (ϳ1 m mean size, checked by scanning electron microscopy) is sufficiently small to assume that microabsorption effects are negligible (Snyder and Bish, 1989) . This product has diffraction characteristics comparable to National Bureau of Standards ZnO standard No. 674 (which is ten times more expensive).
Several homogenizing techniques were investigated and it was confirmed that adding ZnO prior to grinding in the McCrone mill (suggested by S. Hillier) produced fully reproducible results on splits from the same sample. Addition of 10 wt.% ZnO to the analyzed samples was selected as the optimum, based on the diffraction intensities. Sample loading and clay particle orientation. Sideloading was found to be more satisfactory than frontloading for three reasons: reproducible density, more rigid specimens and lack of preferred orientation of clay particles. Front-loading circular 2.5 cm diameter holders, designed for use in a 40-position automatic sample changer, were modified to side-loading holders by milling out an appropriate side.
Side-loaded samples (see Moore and Reynolds, 1997, p. 220) can be densely (ϳ0.6 g/cm 3 ) and reproducibly (2-4% of variation in density as opposed to 4-16% for front-loading) packed either by using a Vortexer shaker or by vigorously tapping the sample holder against the tabletop. The preparations packed by this technique are more rigid than front-loaded specimens, and thus they are resistant to deformation during movement in a sample changer. As a result, our side-loaded specimens ( Figure 1b ) produce much more reproducible XRD patterns than our front-loaded ones ( Figure 1a) .
Two tests were performed to address the problem of possible preferred orientation of clay particles. The first ( Figure 2 ) compares diffraction data obtained from side-loaded preparations with that from splits of the same sample prepared by spray-freeze-drying. This technique is a variation (driving water off by sublimation instead of heating) of spray drying, which was shown to produce perfectly random orientation (Smith et al., 1979; Hillier, 1999) dried sample has intrinsically low density, which accounts for the observed differences.
In the second test, a linear relationship was found between wt.% kaolinite and the intensity of the kaolinite reflections 001, 020 and 060 ( Figure 3 ). Such a linear dependence is only possible if there is a completely random orientation of the sample material. If a preferred orientation were present, kaolinite reflection intensity would be stronger when less disturbed by smaller amounts of the isometric quartz grains and an exponential relationship in Figure 3 would result.
The two tests (Figures 2 and 3) are evidence that the applied preparation technique provides the required reproducibility and random orientation of particles necessary for QXRD.
XRD recording conditions
The XRD data were collected on a Siemens D-5000 diffractometer equipped with a 40-position sample holder, theta-theta goniometer, and a Kevex Peltier cooled silicon solid-state detector. CuK␣ radiation was used and the applied voltage was 50 kV with a 40 mA current. Based on five replicate analyses (Figure 4 ), counting 2 s per 0.02Њ2 step was found to produce reproducible diffraction data for non-clay minerals in a reasonable registration time (e.g. 1140-1165 cps integrated intensity for quartz 100 reflection). Better statistics are needed for clay mineral quantification (060 region discussed in detail below) because the diagnostic reflections are weaker and broader than are those of non-clay minerals. Therefore, an additional scan at 5 s per 0.01Њ2 step is required for the 59Њ to 64Њ2 region. These conditions were also used for recording patterns of standard mixtures used for MIF calculations.
For the initial tests, the goniometer settings applied were those that had been used previously in the Texaco laboratory for quantitative analysis: 2.0 mm divergence slit, 2.3Њ incident beam Soller slit, and diffracted beam slits 2 mm, 0.2 mm plus 2.3Њ Soller slit. Angledependent variations in peak intensity ratios for a giv-
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File # 04ee en mineral analyzed alone and in mixtures were observed for these settings. The problem was solved by applying a 0.6 mm receiving slit and removing the diffracted-beam Soller slit. An additional advantage was a significant gain in absolute intensity, which is especially useful in analyzing minerals with low diffraction sensitivity or low concentration. Zincite was found to be a better standard for monitoring machine drift (variation in peak intensity, shape and position, due to instrumental effects) than the Arkansas novaculite quartz plate supplied by the diffractometer manufacturers. The reproducibility of ZnO diffraction measurements from side-loaded powder preparations is better than measurements from novaculite slabs which contain many deep pores and occasional quartz crystals several tens of microns in diameter.
There is no diffracted beam intensity loss due to the sample length in the 2.5 cm diameter circular holders above 9.0Њ2 under the experimental conditions used (Moore and Reynolds, 1997) . Infinite sample thickness is assured at the high-angle end of the experimental range (65Њ2) if the preparation contains at least 30 mg/cm 2 of shale sample with a mass absorption coefficient, * ഠ 45-50.
Selection and measurement of reference minerals
Potential reference samples were first analyzed by XRD to identify mineral contaminants. Samples, which were monomineral or contained small amounts of quantifiable contaminants, were selected for further work. The amount of a contaminant was estimated from chemical analysis by calculation of ideal structural formulae or from XRD data (quartz and albite in K-feldspars measured using MIFs of these minerals and not chemistry, because of Na for K substitution in K-feldspar). Major element chemical analyses were made by X-ray fluorescence (XRF) by X-ray Assay Laboratories (XRAL), Don Mills, Ontario, Canada. If available, several reference samples were used for each mineral. A summary of the reference minerals used and MIF values and associated reflections are shown in Table 1 .
To ensure comparable grinding conditions, all nonclay minerals were mixed with high-defect kaolinite (poorly crystalline Georgia kaolinite, KGa-2, CMS source clay) in a 1:1 ratio and all clay minerals were mixed with quartz in a 1:1 ratio. To each standard mixture, 20 wt.% ZnO was added. Pure reference minerals were also run so they could be used in the peak decomposition routine (see below).
The MIF values were calculated for the diagnostic reflections (see below) using equation 3, and they are summarized in Table 1 . They are calculated relative to the ZnO 100 reflection at 2.81 Å , the ZnO 002 reflection at 2.60 Å , and the ZnO 103 reflection at 1.47 Å . A MIF value averaged for all available samples is used for all the minerals except dolomite and plagioclase feldspar. In practice, the albite MIF is used as the default for plagioclase feldspar, but others are available (Table 1a) if a different plagioclase is identified. A default standard MIF for dolomite is normally used unless independent evidence, generally petrographic, indicates an unusual form or chemistry such as hightemperature dolomite. Six orthoclase and five microcline standards were tested and, after correction for quartz and albite impurities, their calculated MIF values were similar (Table 1) . Sanidine standard was not available. The MIF values are constantly being refined and are added to the database as additional samples of reference minerals become available.
Analytical reflection selection and treatment of XRD data for non-clay minerals
To the greatest extent possible, the diagnostic reflection chosen for each mineral should be significantly intense, free of coincidence with reflections from other common minerals, and stable with respect to peak intensity, shape and position (i.e. minimally affected by chemical and structural variations within a given mineral or mineral group). Because of possible coincidences with other common minerals, the diagnostic reflection chosen for a particular mineral may be different from one rock type to another. The diagnostic reflections chosen for quantitative analysis of shale rocks and carbonate rocks are shown in the diffraction patterns in Figure 5 .
For this study, integrated intensity was measured using the commercial software program, EVA, which is contained in the Bruker/Siemens diffraction software package, Diffrac plus . When no other reflection overlaps with the chosen reflection, a direct measurement can be made after establishing a linear background between two minima of the chosen reflection.
If there is a minor overlap of reflections, it is best to 'fit' the diagnostic reflection with the peak profile measured for the pure mineral, measured under the same experimental conditions (same shape). The XRD scan of the pure mineral is imported into the XRD scan of the sample and peak positions are made to coincide precisely by moving the imported peak along the Њ2 axis. The background level of the pure mineral is adjusted to that of the sample (which includes diffused scattering from disordered clay structures and amorphous materials, producing e.g. a 'hump' in 19-34Њ2 region). Then, the scan of the pure mineral is scaled so that the diagnostic reflections match one another (see Figure 6a) . The integrated intensity of the mineral in the sample can then be measured directly from the scaled reflection of the pure mineral ( Figure  6a ). These direct and 'fitting' intensity measurements can also be performed using an Excel macro program called Rock Jock, which is available from the authors.
Monday Min X ϭ measured integrated intensity with no correction, measured from the unknown sample spectrum.
hkl
Min XЈ ϭ integrated intensity after correction has been applied, i.e. Min XЈ ϭ (Min X Ϫ correction).
hkl hkl hkl
Min X* ϭ integrated intensity measured from a pure reference mineral XRD spectrum. If the overlap of different mineral reflections is significant, it is best to subtract the integrated intensity of one mineral from their intensity sum and obtain the other intensity by difference. This is done by measuring a non-overlapped reflection of the former mineral and applying the peak intensity ratio known from the reference sample diffraction scan to obtain the intensity to be subtracted. The diagnostic reflections are measured the same way both for the standard mixtures (calculation of MIF), and for unknown samples.
Standard peak decomposition techniques, based on fitting analytical functions, were also tried, but the technique of fitting the experimental peak profiles was found to be faster and more reliable. For each mineral and the internal standard, ZnO, a description is given in an Appendix (available on request from the Editorin-Chief or from the authors) which states the diagnostic reflection used along with the method of measuring integrated intensity. Diagnostic reflections and the corrections for overlapping reflections, if required, are also listed in Tables 1 and 1a .
Quantification of clay minerals
The 00l (basal) series of reflections was ruled out for use for quantification of clay minerals in wholerock samples because of the high variability in intensity due to mixed layering and variable chemical composition. Such diffraction effects are well known for chlorites and the illite-smectite family (e.g. Moore and Reynolds, 1997) , but in the course of this study, variations in basal intensities were also found to exist for kaolin minerals, which are free of The reflections having indices h ϭ l ϭ 0 are the best candidates for the analytical reflections, being relatively strong and least sensitive to polytypism and defects (cf. chapter 10 in Moore and Reynolds, 1997) . The region containing 06 and 060 reflections was selected as optimum (as opposed to the 020 and 040 regions), because the reflections of different clays only partially overlap and their maxima can be distinguished readily (Figure 7 ). (Conventionally, 0k and 0k0, h0 and h00 indices are used for the corresponding reflections of clay minerals having turbostratic and 3D periodic structures, respectively. Both types of structures can often be found in shales. For some sheet silicates [phlogopite, chlorite, etc. ] the 060 reflection is isolated, whereas for others [1M and 2M, Al-rich mica polytypes, kaolinite, berthierine, etc.] this reflection coincides with 331 . For simplicity, we use 060 notation.) The kaolinite 060 maximum is located at 1.489 Å ; for aluminous dioctahedral 2:1 clays (montmorillonite, beidellite, illite-smectite, illite, and Al-rich mica) at 1.499-1.505 Å ; for Fe-containing dioctahedral 2:1 clays (nontronite, glauconite, ferruginous illite and celadonite) at 1.51-1.52 Å ; for trioctahedral Mgrich chlorites at 1.549 Å ; and for trioctahedral Fe-rich chlorite and berthierine at 1.55-1.56 Å . Thus, these five categories of clays can be quantified in this region, provided that peak decomposition can be performed successfully.
The chlorite 060 reflection is measured by subtracting the intensity contribution of the quartz 1.54 Å reflection from the measured total after scaling to the quartz reflection that is measured. For the remaining clays, the technique is based on 'fitting', as described in the previous paragraph. The background level of the standard is adjusted to that of the sample at 51Њ2 (the position with least mineralrelated intensity). Fitting, followed by subtracting of the fitted peak is performed in a sequence, starting from the ZnO peak at 1.47 Å , and moving towards lower angles, as illustrated in Figure 8 . The standard shapes of the illite-smectite family peaks differ
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Calculation of mineral composition
The mineral composition of samples can be calculated conveniently in a spreadsheet using equation 6. The dominant trioctahedral clay (berthierine, Fe-rich chlorite or Mg-rich chlorite) and the dominant Fe-or Al-rich 2:1 dioctahedral phase (smectite, 1M, 1M d , or 2M 1 illite or muscovite) have to be specified within the spreadsheet because their MIFs are significantly different (Table 1 ). The 060 reflection for saponite occurs at ϳ1.53 Å , which is between those for berthierine/chlorite and dioctahedral Fe-rich 2:1 layer clays. If saponite is identified, its MIF has to be used (Table 1) , which is similar to chlorite/berthierine, but different from the Fe-rich dioctahedral types. The robustness of the entire analysis can be judged by how far the sum of measured minerals departs from 100%. It must be kept in mind that the presence of amorphous material, including organic matter, will reduce a total mineral sum. A more complete discussion of errors is presented below.
ANALYTICAL PERFORMANCE
Artificial rocks
Three artificial shale samples were created by thoroughly physically mixing selected amounts of reference minerals (Ͻ0.4 mm fractions). The proportions of various minerals were chosen to simulate the range of possible compositions encountered in natural materials. Splits were made of each mixture using a louvered laboratory splitter (see above) and submitted to three commercial vendor laboratories for quantitative analysis by XRD for comparison. The actual compositions of these artificial rocks are listed in Table 2 , along with the mineral contents measured in the Texaco laboratory, using the method described here including grinding, and the compositions determined by the commercial vendors 1-3, who did the grinding themselves. Also shown in Table 2 are the results from a fourth commercial vendor (Vendor 4, Table 2 ) who analyzed the diffraction data obtained in the Texaco laboratory using Rietveld techniques. A detailed description of the analytical and preparation methods from these vendors was not provided. It is known that an internal standard was not used and that results were normalized to 100%. It is also known that vendors 1-3 obtained relative proportions of the clay minerals from oriented aggregate XRD analyses using a clay size-fraction. Clay proportions in the rock were calculated by partitioning the clay species accordingly from a 'total clay' intensity measurement in the bulk powder using the 020 110 composite reflection that is coincident in different dioctahedral clays.
The results by vendors 1-3 reflect their errors associated with sample preparation and diffraction data analysis, whereas those from Vendor 4 reflect our sample preparation error and their data analysis error. This vendor used the method of Rietveld refinement (nonclay minerals), combined with whole-pattern fitting (clay minerals). Our results reflect our sample preparation error, and our data analysis error, except the standard selection error (samples used to make the mixtures were used as standards).
A summary of the accuracy evaluation for each mineral analyzed in the artificial rocks using our technique is listed in Table 3 , based on nine artificial shale samples (including those shown in Table 2 ) and three carbonate composition samples. The accuracy of these analyses is presented as standard error and as the mean difference from the actual value. The largest error is for the 2:1 Fe-rich clays, which is probably because it is a residual quantity and because there are strong interferences from non-clay minerals (i.e. calcite and others). For halite, the integrated intensity from at least two reflections is subtracted from that of the composite reflection (a third is possible if barite is present) and the resulting accuracy is quite low. There are different errors for quartz, calcite and dolomite between shale and carbonate compositions. Separate errors were calculated because of the different wt.% and different reflection overlaps of these minerals in the two rock types.
No systematic underestimation of the most abundant non-clay minerals (those with the strongest reflections) was observed, indicating no measurable error related to the detector dead time (Jenkins, 1989) . This also GALLEY 70
File # 04ee implies that the MIF measurements are free of this error (probably because they were made on mixtures and not pure standards, so the intensities of the strongest reflections were not too high). There seems to be a systematic underestimation of pyrite content, which may be evidence of an error due to microabsorption . This error, if present, is so small that it does not affect other components with high mass absorption coefficients (siderite, glauconite). The errors of the method presented in this paper (Table 2) can be compared with the errors of the reported commercially available analyses, including the Rietveld analyses, only for quartz, calcite, and kaolinite. These three minerals have stable chemical com- positions so the error of standard selection is negligible (negligible for kaolinite only if the 060 reflection is used, because this reflection is not affected by structural defects). This comparison is quite favorable for our technique, also with respect to Rietveld analysis, which performed best among the vendors.
Natural shales
This test was performed in order to obtain a qualitative evaluation for the collected MIF values using a range of different types of natural samples. Individual MIF values cannot be evaluated from natural rock samples, but the overall performance of the technique can be judged by the departure of sum from 100%. The 15 samples investigated, mostly from conventional core mudstones, are from different places around the world (Table 4) . Such mudstone samples are commonly referred to as shales, although the term shale may not adhere to a strict petrological definition (Folk, 1980) . The minerals that were identified by XRD included quartz, K-feldspar, plagioclase, calcite, magnesium calcite, dolomite, siderite, pyrite, halite, chlorite, berthierine, kaolinite and minerals of the illitesmectite group (Table 4) .
The total sum of all minerals evaluated in the 15 natural samples range from 97% to 103% (Table 4) .
These results are considered very good based on the cumulative error performance of 12.4% (Table 3) .
CONCLUSIONS AND FURTHER PERSPECTIVES
The quantitative mineral analysis technique described in this paper allows us to measure accurately mineral compositions of rocks, including clay mineral content. The technique is particularly well suited to clay-rich samples, because diagnostic reflections of clays are weak compared to non-clay minerals. The advantage of this technique is that all minerals, including the clay groups, are quantified individually and directly as the wt.% of the bulk rock, without normalization and without a separate size separation and analysis from oriented preparations. The quality of the results can be judged by the departure of totals from 100%, provided the amorphous components are negligible or were quantified separately. In organic-rich rocks, or rocks containing amorphous metal oxides or hydroxides, this method can reveal the presence of such material by the departure of mineral content sum from 100%.
Using as the criterion the departure of totals from 100%, our results compare favorably with the technique of Smith et al. (1979) , who used 00l clay reflections, spray drying and calculated * from the ma-
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jor element chemical analysis. Our sample preparation technique is better than spray drying (Hiller, 1999) , if a sample changer is used, because it produces rigid specimens, resistant to mechanical deformation that can occur during loading. The results of the artificial shale tests (Table 2) favor our technique over all the commercial ones that were tested, including the Rietveld-based approach. Accuracy could perhaps be further increased and the time taken for analysis reduced if a more sophisticated method of integrated intensity measurements of overlapping reflections were applied. This aspect is particularly important for clays because broad reflections make integrated intensities difficult to measure.
There may be a more suitable internal standard than ZnO that meets size and crystallinity criteria, but that has more conveniently located reflections. Such a standard would increase the clay analysis accuracy by avoiding the kaolinite 1.49 Å / ZnO 1.47 Å partial overlap. If another internal standard were to be used, all MIF values measured with ZnO can be recalculated. Additionally, the present MIF database should be expanded for minerals with a wide range of chemical compositions, in particular dolomite, Mg-calcite and siderite.
The individual clay mineral groups that are quantified with this technique include: kaolinite, 2:1 aluminous clays (smectite ϩ illite-smectite ϩ illite ϩ Alrich mica), 2:1 Fe-rich clays (nontronite ϩ glauconite ϩ Fe-rich illite ϩ celadonite), Mg-rich chlorite and Ferich chlorite ϩ chamosite ϩ biotite. Such grouping of clay species is different from the identification readily available from 00l reflections and advantageous for quantifying relationships between clays of different origin (e.g. those that are Fe-rich and Al-rich). Such clay quantification is also important for geological engineering concerns. Information on the detailed mixedlayer structure of the clay component is not possible by this type of analysis and has to be obtained separately. The most reliable method is a detailed computer simulation of the diffraction data obtained from oriented preparations (e.g. Drits et al., 1997; Lindgreen et al., 2000; McCarty et al., 2000) . Table 4 presents the mineral composition of shales, typical for petroleum basins worldwide. These data show that there is a broad compositional range in these rocks. The non-clay content of such rocks varies from 14 to 64%, mostly due to variation in quartz content (2 to 45%, respectively). Low-quartz rocks are either kaolinite-rich (up to 35%; redeposited laterites or vertisols) or are rich in authigenic 2:1 Fe clays. In highquartz rocks, 2:1 Al clays are dominant (typically 30-50% of the bulk rock). The content of Fe-rich authigenic clays (2:1 Fe clay plus Fe-chlorite plus berthierine) varies widely from 0 to 37%. The remaining minerals occur in subordinate quantities.
