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EXPANSIVITY ON COMMUTATIVE RINGS
ALFONSO ARTIGUE AND MARIANA HAIM
Abstract. In this article we extend the notion of expansivity from topological
dynamics to automorphisms of commutative rings with identity. We show
that a ring admits a 0-expansive automorphism if and only if it is a finite
product of local rings. Generalizing a well known result of compact metric
spaces, we prove that if a ring admits a positively expansive automorphism
then it admits finitely many maximal ideals. We prove its converse for principal
ideal domains. We also consider the topological expansivity induced, in the
spectrum of the ring with the Zariski topology, by an automorphism and some
consequences are derived.
1. Introduction
Given a compact metric space (X, dist) we say that a homeomorphism h : X → X
is expansive if there is δ > 0 such that if x, y ∈ X , x 6= y, then dist(hn(x), hn(y)) > δ
for some n ∈ Z. In [3] the reader can find several results on expansive homeomor-
phisms that show the important role played by expansivity in dynamical systems.
Since [2, 10] it is known that expansivity can be expressed independently of the
metric. In [10] it is shown that expansivity is equivalent to the existence of a topo-
logical generator. In [1] this notion is generalized to topological spaces and examples
on non-Hausdorff spaces are given. The key is to consider the action of h on the
open covers of X . The purpose of this article is to extend the notion of expansivity
to an algebraic context.
If X is a metric space, we consider the commutative unital ring C(X) of con-
tinuous functions f : X → R. A homeomorphism h of X induces an automorphism
of C(X). Open subsets of X are naturally associated to ideals of C(X) and open
covers of X give rise to algebraic generators of C(X). In this way, the dynam-
ical notions that can be expressed in terms of open covers, can be translated to
automorphisms of rings. The rings that we consider are unital and commutative.
Our first result comes from the following topological fact. If X is a finite set
then there is δ > 0 such that dist(hn(x), hn(y)) > δ for all x 6= y and all n ∈ Z, in
particular for n = 0. From a dynamical point of view this example is trivial, the
points are already separated at instant n = 0. This property of the topological space
has nothing to do with the dynamics, but sometimes we refer to it as 0-expansivity
of each homeomorphism. As a particular case, on a finite set, even the identity is
expansive. There is the notion of 0-expansivity in the algebraic framework, and it
depends on the ring and not on the automorphism. In Theorem 3.2, we prove that
0-expansivity holds precisely for finite products of local rings. However, there are
some differences in this new context. In particular, we give an example of a ring
such that the identity is expansive but not 0-expansive (see Remark 3.3).
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Our second result is related to positive expansivity, i.e., the separation occurs
at some n ≥ 0. It is known that if a compact metric space admits a positively
expansive homeomorphism then it is finite, see for example [4]. In Theorem 3.4
we prove that if R admits a positively expansive automorphism then R has finitely
many maximal ideals. Its converse is proved for principal ideal domains in Theorem
3.6.
There is a classical functor from the category of commutative rings to the cate-
gory of topological spaces that associates to a ring its prime spectrum (the set of
all primes ideals of the ring) endowed with the so called Zariski topology. In §4.1,
we show that algebraic expansivity of a ring automorphism is strictly stronger than
topological expansivity of its spectrum. Naturally, this functor shed light on some
proofs during the research. These links are explained in §4.2 and lead to a coun-
terexample for the converse of Theorem 3.4 that we present in §4.3. Moreover, we
show that there is a ring with finite maximal spectrum and such that the identity
is not positively expansive.
This article is organized as follows. In §2 we introduce the main notions of this
paper, prove some basic properties and state the adequacy in the topological context
of our algebraic approach. In §3 we consider some strong forms of expansivity and
prove Theorems 3.2, 3.4 and 3.6. Finally, in §4 we consider topological expansivity
on the prime and maximal spectrum of a ring. We thank Ali Barzanouni for his
kind and useful comments on a preliminary version of this paper.
2. Topological and algebraic expansivity
In this section we present the notion of expansivity of homeomorphisms and its
translation to automorphisms of commutative rings. Under this translation, open
covers correspond to generators of rings.
The following is a general definition that will be used in both contexts (mainly
for A,B open covers and A,B generators of a ring).
Definition 2.1. Let A and B be families of sets. We say that A refines B and
write A ≺ B if for any A ∈ A, there is some B ∈ B such that A ⊆ B.
2.1. Topological expansivity. Let us start introducing some notation, explaining
how to express expansivity without the metric and recalling some known results.
We assume that X is a compact topological space and that the open covers of
X are finite. For each i = 1, . . . , n let Ui be an open cover of X . Following
[2, 10], we consider the open cover ∧ni=1Ui defined as the family of all intersections
of the form U1 ∩ U2 ∩ · · · ∩ Un, with Ui ∈ Ui. If h : X → X is continuous then
h−1(U) = {h−1(U) | U ∈ U} is an open cover of X .
Remark 2.2. If U is an open cover of cardinality k, we define V = ∧ki=1U . It is
easy to see that V ≺ U and V ∧V = V . That is, every open cover can be refined by
an idempotent open cover.
The key to translate expansivity of metric spaces to the language of open covers
is the Lebesgue number. We say that σ > 0 is a Lebesgue number for an open cover
U if dist(x, y) < σ implies that there is U ∈ U such that x, y ∈ U . Every open cover
of a compact metric space has a Lebesgue number (see [9, Theorem 26, p. 154]).
Proposition 2.3. If X is a compact metric space and h : X → X is a homeomor-
phism then the following are equivalent:
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(1) h is expansive,
(2) there exists an open cover U such that for any other open cover V we have
∧|i|≤Nh−i(U) ≺ V for some N ≥ 0.
Proof. Given an expansivity constant δ, take an open cover U such that diam(U) <
δ for all U ∈ U . Let V be an open cover and take σ > 0 a Lebesgue number for
V . Arguing by contradiction, suppose that for each N there are open sets Ui ∈ U ,
|i| ≤ N , such that ∩|i|≤Nh−i(Ui) is not contained in any V ∈ V . Thus, there are
xN , yN ∈ U0 such that dist(hi(xN ), hi(yN )) < δ for all |i| ≤ N and dist(xN , yN ) ≥ σ
(otherwise, there would be V ∈ V containing these points). As X is compact there
are limit points x∗, y∗ of subsequences of xN , yN . We conclude that dist(x∗, y∗) ≥ σ
(i.e., x∗ 6= y∗) and dist(hi(x∗), hi(y∗)) ≤ δ for all i ∈ Z. This contradicts that δ is
an expansivity constant.
Conversely, take an open cover U of X such that for any other open cover V , we
have
⋂N
i=−N h
n(U) ≺ V for some N . Let δ > 0 be a Lebesgue number for U . We
will show that δ is an expansivity constant. Take x, y ∈ X such that dist(x, y) =
ε ∈ (0, δ). Consider an open cover V such that diam(V ) < ε for all V ∈ V . We
know that there is N such that
⋂N
i=−N h
n(U) ≺ V . If dist(hi(x), hi(y)) < δ for
all |i| ≤ N , then for each i we can take Ui ∈ U such that h−i(x), h−i(y) ∈ Ui.
Then x, y ∈ U∗ =
⋂N
i=−N h
i(Ui) ∈
⋂N
i=−N h
n(U), which is a contradiction, since
x, y ∈ U∗ ⊂ V for some V ∈ V and dist(x, y) = ε > diam(V ). 
In light of Proposition 2.3, a homeomorphism h of a topological space is expansive
if there exists an open cover U such that for any other open cover V , there is some
N ≥ 0 such that ∧|i|≤Nh−i(U) ≺ V . It was called refinement expansivity in [1]. We
say that h is positively expansive if there exists an open cover U of X such that for
any other open cover V , there is some N ≥ 0 such that ∧Ni=0h−i(U) ≺ V .1
In what follows, we list some results that will be considered in the generalization
of topological expansivity for commutative rings.
Proposition 2.4. [1, Lemma 3.19] A homeomorphism h : X → X of a compact
topological space is positively expansive if and only if there is an open cover U such
that for every open cover V there is n ≥ 0 such that h−n(U) ≺ V.
An open cover U of X is ≺-minimal if U ≺ V for every open cover V .
Proposition 2.5. The identity of a topological space X is positively expansive if
and only if there is a ≺-minimal open cover.
Proof. It is clear that the open cover U given by Proposition 2.4 is ≺-minimal if
the identity is positively expansive. For the converse, notice that a ≺-minimal open
cover is an expansivity cover for the identity. 
Proposition 2.6. [1, Theorem 3.20] If X is a compact T1-space that admits a
positive expansive homeomorphism then X is a finite set.
In Example 4.7 we will show that Proposition 2.6 is not true if the space is not
assumed to be T1.
1Note that the two topological notions of expansivity can be defined for general metric spaces.
However, in the non compact case, they are not equivalent. Indeed, the existence of a refinement
expansive homeomorphism on X implies compactness of X ([1, Corollary 3.10]), while the defini-
tion with the metric does not (for example f(x) = 2x in R with the usual distance is expansive).
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2.2. Generators. In this section we introduce generators of rings in analogy with
open covers of topological spaces. Throughout this article, R will denote a unital
commutative ring. A finite set I of ideals of R is a generator if R =∑I∈I I. Given
two generators I,J define their product as
IJ = {IJ | I ∈ I, J ∈ J }.
The role of the operation ∧ between open covers is played by the product of gen-
erators.2 The next result summarizes some basic properties of generators that will
be needed in what follows. A ring is local if it has a unique maximal ideal.
Proposition 2.7. The following properties hold:
(1) if I ≺ J and I ′ ≺ J ′ then II ′ ≺ JJ ′,
(2) if I1, . . . , In are generators then Πni=1Ii is a generator,
(3) if α : R→ R is an automorphism and I is a generator then the set α−1(I) =
{α−1(I) | I ∈ I} is a generator,
(4) R is local if and only if R ∈ I for every generator I of R.
Proof. An element in II ′ is an ideal II ′, with I ∈ I, I ′ ∈ I ′. There exist J ∈ J
and J ′ ∈ J ′ such that I ⊆ J and I ′ ⊆ J ′. Therefore II ′ ⊆ JJ ′ ∈ JJ ′.
To prove that Πni=1Ii is a generator note that the distributivity of the product
in a ring allows us to generate the unity with Πni=1Ii.
To prove that α−1(I) is a generator notice that each α−1(I) is an ideal. If 1 ∈ R
is the unity and 1 =
∑
I∈I aI with aI ∈ I, then 1 =
∑
I∈I α
−1(aI). This proves
that α−1(I) generates R.
If R is local and m is its maximal ideal, every ideal J 6= R is contained in m.
Thus, a family of ideals not containing {R} will generate an ideal included in m.
Therefore, R belongs to any generator. Conversely, if m1,m2 are different maximal
ideals, then {m1,m2} is a generator not containing R. 
The next example shows an important difference between open covers of topo-
logical spaces and generators of rings. The example will be also used later. Let
Z2,3 be the subring of Q of rational numbers whose reduced expression
m
n
is such
that n is neither even nor a multiple of 3.
Proposition 2.8. The ring Z2,3 satisfies that:
(1) its ideals are principal,
(2) its maximal ideals are (2) and (3),
(3) its prime ideals are (0), (2) and (3),
(4) a family of ideals I is a generator if and only if (2a), (3b) ∈ I for some
a, b ≥ 0,
(5) its idempotent generators3 are {Z2,3} and {Z2,3, {0}}.
Proof. Take a non zero ideal I and m
n
∈ I in its reduced expression. Multiplying by
n
1 we get m ∈ I. Consider the minimal positive integer m0 in I. It can be shown
that I = (m0).
2Since the intersection of ideals is an ideal, it also makes sense to use ∧ as an operation between
generators. However, we choose the product which seems, in view of Proposition 2.13, (10), the
natural operation in this algebraic context.
3A generator I is idempotent if I2 = I.
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Any integer wich is coprime with 2 and with 3 is invertible, and therefore gener-
ates the ideal R. So every ideal is of the form (2a3b) with a, b ≥ 0 and the maximals
are (2) and (3). 
In Remark 2.2 we explained that every open cover can be refined by an idempo-
tent open cover. In the ring Z2,3, the generator I = {(2), (3)} can not be refined
by an idempotent generator.
2.3. Expansive automorphisms. We say that an automorphism α : R → R of
a commutative unital ring is an expansive automorphism if there is a generator I
such that for every generator J there is N ≥ 0 such that
Π|i|≤Nα
−i(I) ≺ J .
We will say that I is an α-generator of expansivity. Similarly, we say that α : R→ R
is positively expansive if there is a generator I such that for every generator J there
is N ≥ 0 such that
ΠNi=0α
−i(I) ≺ J .
As a first example, note that every automorphism of a ring with finitely many ideals
is expansive Indeed, as there are finitely many generators, the product of them is
a generator of expansivity. In particular, on a finite ring, every automorphism is
expansive.
In what follows we will derive some fundamental properties of expansive auto-
morphisms extending well known result from topological dynamics.
Proposition 2.9. The following properties hold:
(1) every positively expansive automorphism is expansive,
(2) if id : R→ R is expansive then it is positively expansive,
(3) an automorphism α : R→ R is expansive if and only if αn is expansive for
all n ∈ Z, n 6= 0.
Proof. For every generator I and every automorphism α it holds that Π|i|≤Nα−i(I) ≺
ΠNi=0α
−i(I). Therefore, if α is positively expansive with expansive generator I
then α is expansive with the same expansive generator. If α is the identity then
Π|i|≤N id
−i(I) = Π2Ni=0id−i(I) = I2N+1, which proves that expansivity and positive
expansivity are equivalent for the identity.
If α is expansive, consider an expansive generator I. It is clear that I is also an
expansive generator for α−1. Thus, we assume that n > 1. Let J = Π|i|≤nαi(I).
Let K be a generator and from the expansivity of α take N such that Π|i|≤Nαi(I) ≺
K. Assuming that nL ≥ N we have that
Π|j|≤Lα
nj(J ) ≺ Π|i|≤Nαi(I) ≺ K.
This proves that J is an expansive generator for αn. Conversely, it is easy to see
that if I is an expansive generator for αn then I is also an expansive generator for
α. 
The following example is generalized later by Theorem 3.6 to principal ideal
domains.
Example 2.10 (The ring of integers Z). As automorphisms preserve the unit,
the unique automorphism of Z is the identity. It is not expansive. Indeed, any
generator of Z contains Z or contains two principal ideals whose generators are
coprime. Now, assume we have a generator of id-expansivity K. Take another
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generator J = {(p), (p′)} with p, p′ coprime. If K contains R, it is clear that
Rn = R is not included in any of the ideals of J . If K does not contains R, it
contains some (d); chosing p, p′ coprime not dividing d, we get that (d)n can not
be contained in any ideal of J for each n ∈ N.
The properties of local rings sketched in the next example are the key of the
proof of Theorem 3.2.
Example 2.11 (Local rings). If R is local, any generator contains R, so any
automorphism is expansive ({R} is a generator of expansivity). Moreover, we can
take an homogeneous N = 0 in the definition of expansivity and it will do the job.
The following example is simple but important to illustrate some particular prop-
erties of algebraic expansivity.
Example 2.12 (The ring Z2,3 of Proposition 2.8). Its only automorphism is the
identity and a generator is a set of ideals containing the whole ring or containing
two ideals of the form (2m) and (3n), with m,n > 0. We deduce that {(2), (3)} is
a generator of id-expansivity and that id is positive expansive.
2.4. Equivalence in the topological framework. Let C(X) be the ring of con-
tinuous functions from a compact metric spaceX to R. Consider on one side subsets
of X and on the other subsets of C(X). There is a correspondence given as follows:
• for A a subset of X , take A⊥ to be the set of functions vanishing in every
x ∈ A,
• for S a subset of C(X), take S⊥ to be the set of points of X where every
f ∈ S vanishes.
For x ∈ X define mx = {x}⊥.
Proposition 2.13. The following properties hold:
(1) A⊥ is always an idempotent ideal,
(2) S⊥ is always a closed set,
(3) both ⊥ invert inclusion and (A⊥)⊥ ⊇ A, (S⊥)⊥ ⊇ S,
(4) the correspondence x 7→ mx is bijective from X onto the set of maximal
ideals in C(X), in particular, in C(X) every maximal ideal is idempotent,
(5) if U is a finite open cover of X, then the family of ideals
IU = {IU = (U c)⊥ | u ∈ U}
is an idempotent generator of C(X),
(6) if I is a generator of C(X), then the family of open subsets
UI = {(I⊥)c | I ∈ I}
is an open cover of X,
(7) if U ≺ V, then IU ≺ IV ,
(8) if I ≺ J , then UI ≺ UJ ,
(9) if A,B are subsets of X, then (A ∪B)⊥ = A⊥ ∩B⊥,
(10) if S, T are subsets of C(X), then (S · T )⊥ = S⊥ ∪ T⊥.
Proof. It is clear that A⊥ is an ideal and S⊥ is closed. To prove that A⊥ ⊆ [A⊥]2
take f ∈ A⊥ and notice that√|f |,√|f |Sign(f) ∈ A⊥ and f = [√|f |][√|f |Sign(f)].
Item (3) follows from the definitions and a proof of (4) can be found in [5, Theorem
4.9].
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In order to prove (5) consider, for each U ∈ U , the function fU (x) = dist(x,X \
U) ∈ IU . Also, consider f ∈ C(X) given by f(x) =
∑
U∈U fU (x) is positive and
then invertible. As I generates an invertible element, it generates every element in
C(X).
For (6) take a generator I of C(X) and x ∈ X . We will prove that x 6∈ I⊥
for some I ∈ I. If this is not the case, then for all I ∈ I and all f ∈ I, we have
f(x) = 0, and then I would generate an ideal included in mx.
Assertions (7) and (8) come from the fact that when comparing open (instead
of closed) sets and ideals, the inclusion is preserved. Direct proofs lead to the last
two assertions. 
Proposition 2.13 gives us a way of comparing topological notions of the space
X to algebraic notions of the ring C(X). We use it in what follows to compare
topological and algebraic expansivity.
Given a homeomorphism h of X define the automorphism αh : C(X) → C(X)
as αh(f) = f ◦ h−1.
Remark 2.14. Let A be a closed subset of X . Then h(A)⊥ = αh(A
⊥). Indeed,
(h(A))⊥ = {f ∈ C(X) | f(y) = 0 ∀y ∈ h(A)}
= {f ∈ C(X) | f(h(x)) = 0 ∀x ∈ A}
= {f ∈ C(X) | (αh−1(f))(x) = 0 ∀x ∈ A}
= {f ∈ C(X) | αh−1(f) ∈ A⊥}
= {αh(f) ∈ C(X) | f ∈ A⊥}
= αh(A
⊥).
Analogously, it holds that h(S⊥) = (αh(S)
⊥) for S ⊂ C(X).
Using parts (5) to (10) of Proposition 2.13 and Remark 2.14 with the fact that
if I, J are ideals, then IJ ⊆ I ∩ J , we obtain the following result.
Theorem 2.15. For a homeomorphism h : X → X of a compact metric space the
following statements are equivalent:
(1) h is an expansive homeomorphism,
(2) αh : C(X)→ C(X) is an expansive automorphism,
The same is true for positive expansivity.
Proof. Assume that h : X → X is expansive. By Proposition 2.3 there is an expan-
sivity cover U . Consider IU the generator associated to U as in Proposition 2.13.
Given any generator J of C(X) consider the open cover VJ and another open cover
W such that {clos(W ) | W ∈ W} ≺ V . By Proposition 2.3 there is N > 0 such
that ∧|i|≤Nh−i(U) ≺ W .
We will show that Π|i|≤Nα
−i
h (IU ) ≺ J . Given a finite sequence Ui ∈ U , |i| ≤ N ,
there are V ∈ VJ and W ∈ W such that
∩|i|≤Nh−i(Ui) ⊆W ⊆ clos(W ) ⊆ V.
Note that this is possible by refining V by a cover of balls W ′ and then for each
ball B(x, ε′) ∈ W ′, considering B(x, ε) with ε < ε′; the new balls B(x, ε′) form the
W we need.
Given g ∈ Π|i|≤Nα−ih (IUi) we have that g(x) = 0 for all x /∈ W . Let J ∈ J
such that V = (J⊥)c. Note that for any x ∈ V , there is some f ∈ J such that
f(x) 6= 0. In particular this holds for any x ∈ clos(W ) and there is (by preservation
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of the sign) an open cover O = {Oλ | λ ∈ Λ} of clos(W ) such that for each λ ∈ Λ,
there is a function fλ ∈ J such that fλ(x) 6= 0, ∀x ∈ Oλ. Consider a finite subcover
{Oλ1 , · · · , Oλk} of O. The function f = f2λ1 + · · · f2λk ∈ J does not vanish in any
element of clos(W ). Take g˜ ∈ C(X) such that g˜(x) = g(x)
f(x) if x ∈ clos(W ) and
g(x) = 0 if x ∈ V c. As clos(W ) and V c are disjoint closed sets, g˜ can be extended
to a continuous function in X . We obtain that g = g˜f and then g ∈ J .
For the converse, take a (finite) generator I = {I1, I2, · · · , Ik} that makes αh an
expansive automorphism of C(X) and let 1 = f1 + f2 + · · ·+ fk, with each fi ∈ Ii.
Observe that Ui = {x ∈ X | fi(x) 6= 0}, with i ∈ {1, 2, · · · , k}, defines an open
cover of X . We will prove that it is an expansivity cover for h.
Let V be any open cover ofX and consider, for each V ∈ V , the ideal JV = (V c)⊥.
We know by Proposition 2.13 that J = {JV | V ∈ V} is a generator of C(X) and
therefore
Π|i|≤Nα
−i
h (Ii) ≺ J ,
so Π|i|≤Nα
−i
h (fi) ∈ Ji∗ for some i∗.
Now, take x0 ∈
⋂
|i|≤N h
−i(Ui), we have h
i(x0) ∈ Ui and therefore, for all i, we
get α−ih (fi)(x0) = fi(h
i(x0)) 6= 0. Then,
(
Π|i|≤Nα
−i
h (fi)
)
(x0) 6= 0.
As f(x) = 0 for all f ∈ Ji∗ and x ∈ V ci∗ , we deduce that x0 ∈ Vi∗ .
The proof for positive expansivity is similar. 
In the metric framework, it is clear that expansivity is preserved by disjoint union
and by restriction to closed sets (sets need to be close in order that the definition of
expansivity via covers hold; for the general non metric case, see §.4.2). These facts
are translated to the algebraic context by observing that C(X⊔Y ) ∼= C(X)×C(Y )
and that C(Y ) ∼= C(X)Y ⊥ for Y a closed subspace of X . We get that expansivity for
a ring automorphism is preserved under products and under quotients. We present
self-contained proofs of these two facts.
For the next result consider automorphisms αi : Ri → Ri of the rings Ri, i =
1, . . . , n. The product automorphism ×ni=1αi : ×ni=1 Ri → ×ni=1Ri is defined by
(×ni=1αi) (r1, . . . , rn) = (α1(r1), . . . , αn(rn)).
Remark 2.16. For every ideal I ⊂ R1 × · · · × Rn there are ideals Ii ⊂ Ri such
that I = I1 × · · · × In. See [7, Exercise 20, p. 135].
Proposition 2.17. The product automorphism α1 × · · · × αn is expansive if and
only if each αi is expansive.
Proof. Arguing by induction, it is enough to consider n = 2. Suppose that I1, I2
are generators of expansivity for α1 and α2 respectively. Consider the following
generator of R1 ×R2
I = {I1 × I2 | I1 ∈ I1, I2 ∈ I2}.
Take any other generator J of R1 ×R2 and consider the sets of ideals
J1 = {J1 | there is J2 ideal in R2 such that J1 × J2 ∈ J},
J2 = {J2 | there is J1 ideal in R1 such that J1 × J2 ∈ J}.
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Observe that J1,J2 are generators of R1, R2 respectively. Take N such that
Π|i|≤Nα
−i
1 (I1) ≺ J1 and Π|i|≤Nα−i2 (I2) ≺ J2. It is easy to check that Π|i|≤N (α1 ×
α2)
−i(I) ≺ J . This proves that α1 × α2 is expansive.
To prove the converse, suppose that I is an expansive generator for α1×α2 and
consider the family of ideals
I1 = {I1 | there is I2 ideal in R2 such that I1 × I2 ∈ J}.
To prove that I1 is an expansive generator for α1 consider a generator J1 of R1. For
the generator J = {J×R2 | J ∈ J1} there is N such that Π|i|≤N (α1×α2)i(I) ≺ J .
This implies that Π|i|≤Nα
i
1(I1) ≺ J1 and α1 is expansive. 
Proposition 2.18. Let R be a ring and J ⊆ R an ideal. Call R′ the quotient ring
R
J
. For α : R → R an automorphism such that α(J) = J , call α′ : R′ → R′ the
induced automorphism. If α is (positive) expansive then α′ is (positive) expansive.
Proof. Let pi : R→ R′ be the quotient map. We will show that if I is an α-generator
of expansivity then I ′ = {pi(I) | I ∈ I} is an α′-generator of expansivity. It is clear
that I ′ is a generator of R′ and that any generator of R′ is obtained in this way.
Given a generator K′ of R′ consider K = {pi−1(I ′) | I ′ ∈ K′}. Take N such that
Π|i|≤Nα
−i(I) ≺ K. This implies that Π|i|≤Nα′−i(I ′) ≺ K′. For positive expansivity
the proof is similar. 
3. Strong forms of expansivity
In this section we present the main results of this paper. For the proofs of
Theorems 3.2 and 3.4 we introduce some definitions and a lemma.
The radical of an ideal I is the set
√
I = {x ∈ R | xn ∈ I for some integer n}.
Given a set of ideals I define √I = {√I | I ∈ I}.
Lemma 3.1. Suppose that there is r ∈ N such that for every generator K there is
a generator J such that card(J ) ≤ r and J N ≺ K for some N ≥ 1. Then R has
at most r maximal ideals.
Proof. Arguing by contradiction, suppose that there are r + 1 different maximal
ideals m1,m2, . . . ,mr+1. Define Ki = Πj 6=imi. By induction in r, we can prove that∑
j 6=iKi = mi, which implies that K = {K1, · · · ,Kr,Kr+1} is a generator. Note
that no proper subset of K generates.
Take N ≥ 1 and a generator J of cardinal r such that JN ≺ K. Since JN ≺ K,
for each J ∈ J there is KJ ∈ K such that JN ⊆ KJ . This implies that
√
J =√
JN ⊆ √KJ , and
√J ≺ √K. Since the cardinality of √J is at most r, there is
a proper subset K′ of K such that √K′ generates. By [11, Proposition 5.1 (ii) and
(iii)] we have that K′ generates. This contradiction proves the result. 
3.1. Minimal generators. We say that a generator I is ≺-minimal if I ≺ J for
every generator J . In terms of expansivity, the existence of a ≺-minimal generator
of R can be seen as a 0-expansivity of any automorphism of R. Indeed, if I is a
minimal generator of R, then Πi=0α
i(I) ≺ J for every generator J (and every
automorphism α). In particular, the existence of a ≺-minimal generator gives the
positive expansivity of every automorphism.
By Proposition 2.7, if R is local then I = {R} is a ≺-minimal generator. Also, a
finite product of local rings has a ≺-minimal generator. The purpose of this section
is to prove this statement and its converse.
10 A. ARTIGUE AND M. HAIM
We say that a generator is strong minimal if it is ≺-minimal and no proper
subset generates. It is clear that every ≺-minimal generator contains a strong
minimal generator and that a strong minimal generator is unique.
Theorem 3.2. A ring R admits a ≺-minimal generator if and only if it is a finite
product of local rings. In this case, there are exactly k maximal ideals in R and the
strong minimal generator I = {I1, · · · , Ik} is such that:
(1) each ideal in I is idempotent and principal,
(2) I is orthogonal, that is, IiIj = 0 for i 6= j.
Proof. We start assuming that R is the product of the local rings R1, . . . , Rn.
Consider the generator of R given by
I = {(0, · · · , 0, Ri, 0, · · · , 0) | i ∈ {1, . . . , n}}.
By Proposition 2.7 and Remark 2.16 it is easy to check that I is a strong ≺-minimal
generator of R.
To prove the direct part assume that I is a strong minimal generator. We start
showing that for each r = 1, . . . , k, there is a maximal ideal mr such that Ir 6⊆ mr
and Il ⊆ mr, ∀l 6= r. For r = 1, . . . , k consider the ideal Iˆr =
∑
i6=r Ii. Since I has
minimal cardinality we have that Iˆr 6= R. Let mr be a maximal ideal containing
Iˆr. Since I is a generator, we have that Ir 6⊆ mr. It is clear that mi 6= mj when
i 6= j. By Lemma 3.1, we conclude that there are no more maximal ideals.
By Proposition 2.7 we know that I2 is a generator. We will prove that Ir is
idempotent. As I ≺ I2, we know that Ir is included in some ideal of I2. Suppose
Ir ⊆ IjIk. If j 6= r we have Ir ⊆ Ij contradicting the minimality of the cardinality
of I (since J = {Ii | i 6= r} would be a minimal generator included in I). Then
j = r and similarly k = r. This proves that Ir ⊆ I2r .
Take er ∈ Ir , r = 1, . . . , k, such that 1 =
∑k
i=1 ei and define Ji = Rei. Then
J = {J1, . . . , Jk} is a generator and therefore I ≺ J . For each Ir ∈ I there is some
l such that Ir ⊆ Rel ⊆ Il. If l 6= r, it would contradict the strong minimality of I.
Then, l = r and Ir ⊆ Rer ⊆ Ir, so Ir = Rer and Ir is principal.
To prove the orthogonality, for an ideal I consider its annihilator ideal
Ann(I) = {a ∈ R | ax = 0 ∀x ∈ I}.
As ei ∈ (Rei)2 it is easy to deduce that for each i = 1, · · · , k there is some ri ∈ R
such that ei = rie
2
i . This implies (1 − riei) ∈ Ann(Ii) and, as riei ∈ Ii we deduce
that the set {Ii,Ann(Ii)} is a generator. Take j 6= i. As I ≺ {Ii,Ann(Ii)} and
Ij 6⊆ Ii (this would contradict the strong minimality of I) we deduce Ij ⊆ Ann(Ii)
and then IiIj = 0.
To finish the proof of the converse note that each ei is idempotent, since 0 =
ei(1 −
∑
j ej) = ei −
∑
j eiej = ei − e2i . This implies that each Rei can be seen
as a ring with unity ei, and, using orthogonality, R = Re1 × Re2 × · · · × Rek. To
show that each Rei is local take mi ⊆ Rei to be a maximal ideal and observe that
Re1× · · ·Rei−1×mi ×Rei+1 ×Rek is a maximal ideal in R. This gives k different
maximal ideals in R. Assume, without loss of generality, that Re1 is not local.
Then, there is a maximal ideal m′1 6= m1. It is easy to show that this would give a
maximal ideal m′1×Re2×· · ·×Rek different from the k ideals we had, contradicting
that there are k maximal ideals. 
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Remark 3.3. A ring with finitely many maximal ideals may not admit a ≺-minimal
generator. Indeed, by Proposition 2.8 the ring Z2,3 has finitely many maximal ideals
but is has no ≺-minimal generator because for every generator I there is n such
that I ⊀ {(2n), (3n)}. This gives an example of a ring for which the identity is
positively expansive (see Example 2.12) but not 0-expansive.
3.2. Positively expansive automorphisms. We show in what follows that the
existence of a positive expansive automorphism on a ring implies that the ring ad-
mits finitely many maximals. The proof is based on [1, 2], but the non idempotence
of algebraic generators introduces some dificulties.
Theorem 3.4. A ring admitting a positively expansive automorphism has finitely
many maximal ideals.
Proof. Let I be a positively expansive generator of the ring and define In =
Πni=0α
−i(I) for all n ≥ 1. Since α is an automorphism, α(I) is a generator. Thus,
by definition, there is N ∈ N such that IN ≺ α(I). Applying α−1 we obtain
(1) α−1(IN ) ≺ I.
Define J = IN . We will show that
(2) α−n(J 2n) ≺ IN+n for all n ≥ 0.
For n = 0 it is trivial. Suppose that (2) holds for some n. Applying α−1 to (2) we
get
(3) α−n−1(J 2n) ≺ α−1(IN+n).
Since α−1(IN+n) ≺ α−1(IN ), by (1) and (3) we have
(4) α−n−1(J 2n) ≺ I.
As IN+n+1 = α−1(IN+n)I, applying Proposition 2.7 to (3) and (4), we conclude
α−n−1(J 2n+1) = [α−n−1(J 2n)]2 ≺ IN+n+1.
We have proved (2) by induction.
Given any generator K if we take n such that IN+n ≺ K we conclude that
α−n(J 2n) ≺ K. By Lemma 3.1 We conclude that there are finitely many maximal
ideals. 
Corollary 3.5. If a compact metric space admits a positively expansive homeo-
morphism then it is finite.
Proof. The maximal ideals in C(X) are exactly the ideals of the form mx for x ∈ X
(see Proposition 2.13 (4)). We deduce from Theorem 3.4 that X has finitely many
points. 
3.3. Expansivity on principal ideal domains. We recall that in a principal
ideal domain, the maximal ideals are exactly the generated by irreducible elements,
and these are exactly the prime elements of the ring. Moreover, every non invertible
and non zero element admits a unique factorization as a product of irreducible
elements.
Theorem 3.6. If R is a principal ideal domain then the following are equivalent:
(1) R admits a positive expansive automorphism,
(2) the identity is expansive,
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(3) R has finitely many maximal ideals.
Proof. We prove first that (1) implies (3). Suppose that α : R→ R is an expansive
automorphism with generator of expansivity I = {(fi) | i = 1, . . . , k}. Then, for
any p, q coprime, there is some N ∈ N, such that
Πi≤Nα
−i(I) ≺ {(p), (q)}.
Note that, if J .J ′ ≺ {(p), (q)}, then J ≺ {(p), (q)} or J ′ ≺ {(p), (q)}. Indeed,
assume J does not refine {(p), (q)}, then there is some J ∈ J such that J 6⊆ (p)
and J 6⊆ (q). But for any J ′ ∈ J ′ we have JJ ′ ⊆ (p) or JJ ′ ⊆ (q), then using that
J and J ′ are principal, we deduce that every J ′ is a subset of (p) or a subset of (q)
and therefore J ′ ≺ {(p), )(q)}.
Arguing by induction, we get that if the product of finitely many generators
refines {(p), (q)} then necessarily one of them refines {(p), (q)}. We deduce that for
any p, q coprime, there is some n ∈ Z such that
α−n(I) ≺ {(p), (q)}.
Take some I = (f) ∈ I and let X be the set of all irreducible elements ap-
pearing in the decomposition of f . Note that α takes irreducibles into irreducibles,
and assume there is some irreducible p such that αr(p) 6= p, ∀r ∈ Z. As X is
finite, there is some k such that X ⊆ {p, α−1(p), · · · , α−k(p)}. Therefore, we
get the contradiction that for all n ∈ N, α−n(f) 6∈ {(α(p)), (α2(p))} (otherwise
X ∩ {αn+1(p), αn+2)(p)} 6= ∅).
So p is periodic under applications of α, and so is any element of X . Hence, the
set of irreducible appearing in some αn(f), with n ∈ Z is finite. Let us call it X.
Arguing by contradiction, if there were infinitely many irreducible in R, take
s, t 6∈ X and note that α−n(f) 6∈ (s) and α−n(f) 6∈ (t), ∀n ∈ Z.
Now, for (3) implies (2) note first that if there are finitely many maximal ideals
{m1,m2, · · · ,mr} and we define Ki =
∏
j 6=i mi, we get that K = {K1,K2, · · · ,Kr}
is a generator. Moreover, take any other generator J . If J contains R we are done.
If not, take pi to be the irreducible generating mi, we get that Ki is generated by∏
j 6=i pi and also that there is some J ∈ J such that J = (d), with d =
∏
j 6=i p
βj
j .
If β is the maximum of the βi’s, then K
β
i ⊆ J . Also, any crossed product K1K2
being generated by a multiple of all the pi’s, it has a power contained in any ideal
J . The product of three or more Ki’s is included in some product of two of them.
As K is finite, taking N big enough, we get KN ⊆ J . 
Corollary 3.7. If F is a field, then F [x] does not admit positive expansive auto-
morphisms.
Proof. When F is a field, F [x] is a principal ideal domain. As each ideal (x − a),
a ∈ F , is maximal, it follows from Theorem 3.6 that F can not be infinite. Now,
for F finite, there is, for each n ∈ N, at least one irreducible polynomial of degree n
(see [8, Corollary 2, §4.13]). Thus, again Theorem 3.6 gives that there is no positive
expansive automorphism of F [x]. 
4. Spectral expansivity
In this section we consider topological expansivity on the prime spectrum of a
commutative ring, with respect to the Zariski topology.
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4.1. Zariski topology. Given a commutative unital ring R, the spectrum is de-
noted by spec(R) and defined as follows: it is the set of all prime ideals of R
endowed with the topology (known as Zariski topology) whose open sets are the
sets UI consisting of all prime ideals not containing a given ideal I. It is known
that spec(R) is a compact T0 topological space [11]. In fact, spec : Ring → Top is
a functor taking a morphism of rings α : R→ R into the continuos function
spec(α) : spec(R)→ spec(R),
defined by spec(α)(p) = α−1(p). Clearly, if α is an automorphism, then spec(α)
is a homeomorphism with spec(α)−1 = spec(α−1). We will compare topological
expansivity on spec(R) with algebraic expansivity on R.
Remark 4.1. By [11, Proposition 5.1 (ii)] we know that if {Ii} is a family of ideals
then U∑ Ii = ∪UIi . Thus, I is a generator of R if and only if {UI | I ∈ I} is an
open cover of spec(R).
Proposition 4.2. If R has a ≺-minimal generator then spec(R) has a ≺-minimal
cover. If α : R → R is an expansive automorphism then spec(α) is an expansive
homeomorphism. Positive expansivity of α gives positive expansivity of spec(α−1).
Proof. We give the details for the case of α an expansive automorphism, the other
cases are analogous. Suppose that I is an expansive generator of R for α. We will
prove that U = {UI | I ∈ I} is an expansive cover of spec(R) for spec(α). By
Remark 4.1 we know that U is an open cover. Let V be any open cover of spec(R).
By Remark 4.1 there is a generator J such that V = {UJ | J ∈ J }. From the
expansivity of α there is N such that
(5) Π|i|≤Nα
−i(I) ≺ J
Let h = spec(α). We will show that ∧|i|≤Nh−i(U) ≺ V . Consider Ui ∈ U for
|i| ≤ N . Take Ii ∈ I, |i| ≤ N , such that Ui = UIi for all |i| ≤ N . By (5) there is
J ∈ J such that Π|i|≤Nα−i(Ii) ⊂ J . By [11, Proposition 5.1] we conclude that
∩|i|≤Nh−i(Ui) = ∩|i|≤NUαi(Ii) = UΠ|i|≤Nαi(Ii) ⊂ UJ .
This proves that ∧|i|≤Nh−i(U) ≺ V , so h = spec(α) is expansive. 
Remark 4.3. The converse of Proposition 4.2 is false, at least the part of ≺-
minimal generators. By Proposition 2.8, we have that spec(Z2,3) is finite. Hence, it
admits a ≺-minimal open cover. As explained in Remark 3.3, Z2,3 has no ≺-minimal
generator.
4.2. Extension closed subsets. As we have mentioned, expansivity on metric
spaces is preserved by restriction to closed sets. To extend this result, we introduce
the following notion. A subset Y of a topological space X is extension closed if
for every open cover {U1, . . . , Un} of Y there is an open cover {V1, . . . , Vn} of X
such that Ui = Y ∩ Vi for all i = 1, . . . , n. In [1, Proposition 3.12] it is shown
that if h : X → X is expansive and Y ⊂ X is extension closed and h(Y ) = Y then
h : Y → Y is expansive.
Let specm(R) = {p ∈ spec(R) | p is maximal}.
Proposition 4.4. The subspace specm(R) is extension closed in spec(R).
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Proof. Let V be an open cover of specm(R). For each V ∈ V , there is an ideal
I such that V = UI ∩ specm(R). Let I be the set of such ideals I and define
U = {UI | I ∈ I}. To prove that U is an open cover we will show that I generates.
Since V covers specm(R) we know that for each maximal ideal m there is I ∈ I such
that m ∈ UI . This means that I is not contained in m. If I does not generate, then
there is a maximal ideal m∗ such that
∑
I∈I I ⊆ m∗. This contradiction proves the
result. 
This result and Proposition 4.2 imply that if α is an expansive automorphism ofR
then spec(α) is expansive as a homeomorphism in spec(R) and as a homeomorphism
in specm(R).
Remark 4.5. If R is a principal ideal domain, then specm(R) has the cofinite
topology. In [1] it is shown that if a topological space has the cofinite topology
and admits an expansive homeomorphism then it is finite. This result is related to
Proposition 3.6.
Remark 4.6. The space specm(R) is T1. Then, if α : R → R is a positively
expansive automorphism we have that spec(α) restricted to specm(R) is positively
expansive. By Proposition 2.6 we conclude that specm(R) is finite. This is another
proof of Theorem 3.4.
4.3. Spectral spaces. A topological space X is a spectral space [6] if it is T0,
compact4, the compact open subsets are closed under finite intersection and form
an open basis, and every nonempty irreducible closed subset has a generic point.
A closed set A is irreducible if given closed sets B,C such that A = B ∪ C then
B = A or C = A. A point x ∈ A is generic if clos{x} = A.
Let us give an example of a spectral space. Consider the funcion h : R → R
defined as h(x) = 3
√
x and define
X = {−1, 0, 1} ∪ {hi(1/2) | i ∈ Z} ∪ {hi(−1/2) | i ∈ Z}.
On X we consider the topology τ = {(a, b) ∩ X : a < 0 < b} ∪ {∅}. Notice that
every open cover contains two open sets of the form [−1, b) ∩ X and (a, 1] ∩ X ,
which implies that X is compact. It is clear that it is T0. To prove that it is a
spectral space, notice that if −1 < a < 0 < b < 1 then (a, b) ∩ X is open and
compact. Thus, the compact-open subsets form a basis of the topology, closed
under finite intersections. Finally, the irreducible closed subsets are X ∩ [−1, a]
for some a ∈ X ∩ [−1, 0) and X ∩ [b, 1] for some b ∈ X ∩ (0, 1]. Notice that
X ∩ [−1, a] = clos{a} and X ∩ [b, 1] = clos{b}.
Example 4.7. In the space X defined above it holds that:
(1) the identity is not expansive,
(2) h(x) = 3
√
x is positively expansive,
(3) its inverse, h−1(x) = x3 is not positively expansive.
The identity is not expansive because X has no ≺-minimal open cover. The
homeomorphism h(x) = 3
√
x is positively expansive with expansivity cover U =
{[−1, 1/2)∩X, (−1/2, 1]∩X}. It is easy to see that h−1 is not positively expansive.
4A topological space is compact if every open cover admits a finite subcover. For reader’s
convenience we indicate that in [6] this condition is called quasi-compact.
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Remark 4.8. Last example shows that for a ring with finitely many maximal ideals
the identity may not be positively expansive. Indeed, Let X be the spectral space
defined above. By [6], there is a ring R such that spec(R) is homeomorphic to X .
Since X has two minimal closed sets, R has two maximal ideals. Since the identity
of X is not positively expansive we conclude that the identity of R is not positively
expansive.
It would be interesting to characterize the objects (rings and topological spaces)
admitting positively expansive automorphisms.
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