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Abstract
We develop a notion of (principal) differential rank for differential-valued fields,
in analog of the exponential rank developed in [12] and of the difference rank devel-
oped in [16]. We give several characterizations of this rank. We then give a method
to define a derivation on a field of generalized power series and use this method to
show that any totally ordered set can be realized as the principal differential rank
of a H-field.
keywords: Valuation, differential field, differential-valued field, H-field, asymp-
totic couple, generalized power series
MSC 2010: 12H05, 12J10, 12J15, 13F25, 16W60.
Introduction
The rank of a valued field (i.e the order-type of the set of coarsenings of the given
valuation, ordered by inclusion, see [6] and [19]) is an important invariant. It has three
equivalent characterizations: one at the level of the valued field (K, v) itself, another
one at the level of the value group G := v(K×) and a third one at the level of the value
chain Γ := vG(G
6=0) of the value group. Recently, notions of ranks have been developed
for valued fields endowed with an operator; examples of this are the exponential rank
of an ordered exponential field (see [12, Chapter 3, Section 2]) and the difference rank
of a valued difference field (see [16, Section 4]). In this paper, we are interested in pre-
differential-valued fields as introduced by Aschenbrenner and v.d.Dries in [3], i.e valued
fields endowed with a derivation which is in some sense compatible with the valuation
(see Section 4 below for the precise definition). We will pay a special attention to the
class of H-fields (see Definition 4.1) introduced by Aschenbrenner and v.d.Dries in [3]
and [4]. H-fields are a generalization of Hardy fields (introduced by Hardy in [9]). H-
fields are particularly interesting because of the central role they play in the theory of
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transseries and in the model-theoretic study of Hardy fields (see [5]). A substantial
part of our work relies on the theory of asymptotic couples. Asymptotic couples were
introduced by Rosenlicht in [17] and later studied by Aschenbrenner and v.d.Dries in
[2] and also play a central role in the study of H-fields and transseries (see [3],[4] and
[5]). They consist of an ordered abelian group G together with a map ψ : G6=0 → G
satisfying certain properties (see Section 3 below) and appear naturally as the value
group of pre-differential-valued fields.
The first goal of this paper is to introduce and study the differential rank of a
differential-valued field. We start by defining the general notions of “φ-rank” and of
“principal φ-rank” of a valued field endowed with an arbitrary operator φ (see Definition
2.2 below). This allows us to define the (principal) differential rank of a pre-differential-
valued field (K, v,D) as the (principal) φ-rank of the valued field (K, v) where φ is
defined as the logarithmic derivative. In Theorem 4.3, we show that the differential rank
of a pre-differential-valued field (K, v,D) is equal to the ψ-rank (see Definition 2.2) of
the asymptotic couple (G,ψ) associated to (K, v,D), and that it is also equal to the
ω-rank of the value chain Γ if K is a H-field, where ω := ψΓ is the map induced by ψ on
Γ (see Definition 2.4). We then characterize the differential rank via the maps φ, ψ and
ω (see Theorem 4.5).
We want to point out that the notion of (principal) φ-rank defined in Section 2
generalizes simultaneously that of the (principal) exponential rank defined in [12] and
that of the (principal) difference rank defined in [16]. Theorem 4.3 is the analog of [12,
Theorem 3.25] and of [16, Theorem 4.7], and Theorem 4.5 corresponds to [12, Theorem
3.30] and to [16, Theorem 5.3, Corollary 5.4 and Corollary 5.5]. However, we note that
the exponential rank and the difference rank both have a characterization in terms of
residue fields: a coarsening w of v lies in the difference rank of (K, v, σ) if and only if
σ induces an automorphism on the residue field Kw, and a similar result holds for the
exponential rank. It turned out that this characterization does not go through to the
differential case; although the map induced by the derivation on Kw does play a role in
determining whether w is compatible with the logarithmic derivative, it is not enough
to characterize the differential rank. Theorem 4.10 gives a full characterization of the
valuations w which lie in the differential rank.
Our study of the differential rank revealed a problem which does not arise in the
exponential case nor in the difference case. This problem is related to the existence of
“cut points” in asymptotic couples, which is a notion we introduce in Section 3 (Definition
3.1). A cut point of an asymptotic couple (G,ψ) is an element c of G such that ψ(c)
is archimedean-equivalent to c. If (G,ψ) is an asymptotic couple, then the ψ-rank of
G is too coarse to give a satisfactory description of the behavior of ψ. Indeed, if c is
a cut point then any ψ-compatible convex subgroup of G must contain c, which means
that the ψ-rank of G does not give any information on the behavior of ψ between c and
0. This lead us to introduce the notion of (principal) unfolded differential rank. The
unfolded differential rank is obtained by considering a family (ψg)g∈G of translates of ψ.
As g goes to 0, the cut points of ψg also go to 0, which means that the ψg-rank of G gives
more information about ψ than the ψ-rank, provided g is small enough. We then define
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the unfolded differential rank of a pre-differential-valued field with asymptotic couples
(G,ψ) as the union of all the ψg-ranks of G with g ranging in G
<0. The unfolded
differential rank contains the differential rank, and in general this inclusion is strict. We
show that the unfolded differential rank is closely related to the notion of exponential
rank, which makes it an interesting object. In fact, Corollary 4.20 says that we can
view the unfolded differential rank as a sort of generalization of the exponential rank for
pre-differential-valued fields which do not necessarily admit an exponential.
It was shown in [12, Corollary 5.9] (respectively, in [16, Corollary 5.6]) that any
linearly ordered set can be realized as the principal exponential rank (respectively, the
principal difference rank) of an exponential field (respectively, a difference field). The
second goal of this paper is to state a similar result for the differential case. In doing so,
we were confronted with the following question:
Question 1: Given an ordered abelian group G and a field k of characteristic 0, under
which conditions on k and G can we define a derivation on the field of generalized power
series k((G)) making it a differential-valued field? a H-field?
Such a problem has already been studied by the first author and Matusinski in [14]
and [15]. In [14], they considered a field K of generalized power series whose value
group G is a Hahn product of copies of R over a given linear order Φ (see Section 5
for the definition of Hahn product). Assuming that a derivation is already defined on
the chain Φ of fundamental monomials, they gave conditions for this derivation to be
extendable to the group G of monomials and to the whole field K. They then proceeded
to give conditions for this derivation to be of Hardy type. The present paper extends
the results of [14], giving a full answer to Question 1 in the case where D is required
to be a H-derivation (see Section 5 for the definition of H-derivation) and constructing
D explicitly. Our approach uses asymptotic couples. We will first answer the following
question (see Section 3 for the definition of H-type asymptotic couple):
Question 2: Let an H-type asymptotic couple (G,ψ) and a field k of characteristic 0
be given. Under which condition on (G,ψ) and k can we define a derivation D on K :=
k((G)) such that (K, v,D) is a differential-valued field (or a H-field) whose associated
asymptotic couple is (G,ψ)?
We give a full answer to Question 2 in Section 5.1 (Theorem 5.10). We then use
Theorem 5.10 to answer Question 1. Our answer to Question 1 involves the notion of
shift (see Section 5.2 for a definition of this notion). A connection between Hardy-type
derivations and shifts was already established in [14] and [15], where the authors showed
that certain shifts on the value chain Γ of a field of generalized power series K can
be lifted to a Hardy-type derivation on K. We basically show in this paper that any
H-derivation on a field of power series comes from a shift satisfying certain properties
(Theorems 5.14 and 5.18).
The paper is organized as follows. It starts with a preliminary section which sets the
notation and recalls a few basic facts about valuation theory, fields of generalized power
series and quasi-orders. Section 2 introduces the general notion of the φ-rank of a valued
3
field endowed with an operator φ. We show in Proposition 2.5 that, provided φ satisfies
some reasonable condition, the φ-rank of a valued field can be characterized at three
levels: at the level of the field itself, at the level of the value group and the level of the
value chain of the value group. We also show that, if φ happens to be an increasing map
of a quasi-ordered set, then it naturally induces a quasi-order which is helpful for the
characterization of the φ-rank (see Proposition 2.7). This gives us a generalization of [16,
Corollary 5.4 and 5.5] (one can recover the results of [16] by setting A := Γ and φ := σΓ
and applying Proposition 2.7). Section 3 is dedicated to the study of asymptotic couples.
We introduce the notion of cut point (see Definition 3.1), and then use this notion to
describe the behavior of the map ψ of an asymptotic couple. The results of Section 3
will be useful for the study of the differential rank. Section 4 is dedicated to the study
of the differential rank of a pre-differential-valued field. In Section 4.1, we apply Section
2 to the particular case where φ is the logarithmic derivative of a pre-differential-valued
field. Applying Proposition 2.5, we obtain Theorem 4.3, which states that the differential
rank is characterized at the level of the asymptotic couple associated to the field. We
then apply Proposition 2.7 to the case of H-field, and we obtain a characterization of
the differential rank by a quasi-order induced by the logarithmic derivative (Theorem
4.5). Finally, we characterize the coarsenings w of v which lie in the differential rank of
(K, v,D) (Theorem 4.10). In Section 4.2, we introduce the notion of unfolded differential
rank. We characterize the coarsenings w of v which lie in the unfolded differential rank
of (K, v,D) (Theorem 4.17) and show that the unfolded differential rank coincides with
the exponential rank if K is equipped with an exponential (Corollary 4.20). Section 5
is dedicated to the construction of a derivation on a field of generalized power series. In
Section 5.1, we show a method to construct a derivation on a field k((G)) of generalized
power series from a H-type asymptotic couple (G,ψ). We answer Question 2 in Theorem
5.10, giving a necessary and sufficient condition on (G,ψ) for the existence of a derivation
on the field of power series K := k((G)) that makes K a differential-valued field of
asymptotic couple (G,ψ). We actually define the derivation explicitly. We then answer
Question 1 for the case where D is required to be a H-derivation in Section 5.2 (Theorem
5.14). We characterize the existence of a H-derivation on K by the existence of a certain
shift on the value chain Γ of K. In Section 5.3 we answer a variant of Question 1 where
D is required to be Hardy-type, thus relating our work to the work done in [14] and [15].
Finally, in Section 5.4, we show that for any pair of linearly ordered sets (P,R) where
R is a principal final segment of P , there exists a field of generalized power series K
with a Hardy-type derivation making K a H-field of principal differential rank R and of
principal unfolded differential rank P (Theorem 5.23).
1 Preliminaries
For us, a partial map on a set A is a map from some subset B of A to A. The domain
of a partial map φ is denoted by Domφ. The identity map of a set will always be denoted
by id.
Every group considered in this paper is abelian. We recall that a valued group is
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a group G together with a map v : G → Γ ∪ {∞}, where Γ ∪ {∞} is a totally ordered
set with maximum ∞ and such that for any g, h ∈ G, v(g) =∞⇔ g = 0, v(g) = v(−g)
and v(g + h) ≥ min(v(g), v(h)). Γ is called the value chain of the valued group (G, v).
Note that for any g, h ∈ G, v(g−h) > v(g) implies v(g) = v(h); this remark will be used
a lot in this paper.
If (G,≤) is an ordered abelian group, we use the notations G6=0 and G<0 to respec-
tively denote {g ∈ G | g 6= 0} and {g ∈ G | g < 0}. We say that two elements g, h of
the ordered group (G,≤) are archimedean-equivalent if there are n,m ∈ N such that
|g| ≤ n|h| and |h| ≤ m|g|. We say that the ordered group (G,≤) is archimedean if any
two non-zero elements of G are archimedean-equivalent. It is well-known that an ordered
group is archimedean if and only if it is embeddable into (R,+,≤), where ≤ denotes the
usual order of R (see for example [7]). We recall that, if H is a convex subgroup of
(G,≤), then ≤ naturally induces an order on the quotient group G/H (see [7]). We
also recall that ordered abelian groups can be seen as a particular examples of valued
groups: if (G,≤) is an ordered abelian group, then we define its natural valuation,
which we usually denote by vG, as the valuation given by the archimedean relation on
G, i.e vG(g) ≤ vG(h) ⇔ ∃n ∈ N, |h| ≤ n|g|. The set of non-trivial convex subgroups of
(G,≤) is totally ordered by inclusion, its order-type is called the rank of the ordered
group (G,≤). The rank of (G,≤) is order-isomorphic to the set of final segments of Γ
via the map H 7→ vG(H\{0}).
A valued field is a a field K endowed with a map v : K → G ∪ {∞} such that
(K,+, v) is a valued group, G is an ordered abelian group and v(xy) = v(x)+v(y) for all
x, y 6= 0. G is called the value group of (K, v). We will implicitly consider ordered fields
as particular instances of valued fields by considering the natural valuation associated
to the given order. We use the following notation: K
v
−→ G
vG−→ Γ to mean that (K, v)
is a valued field with value group G, vG is the natural valuation of the ordered group G
and Γ is the value chain of (G, vG). For a given valuation v on a field K, we denote by
Ov := {x ∈ K | v(x) ≥ 0} its valuation ring, byMv := {x ∈ K | v(x) > 0} the maximal
ideal of Ov and by Uv := {x ∈ K | v(x) = 0} the group of units of Ov. We recall that
a field valuation is entirely determined by its valuation ring; we will often assimilate a
valuation with its associated ring. If v and w are two valuations on a field K, we say
that w is a coarsening of v if Ov ⊆ Ow. We say that w is a strict coarsening of
v if moreover v 6= w. The set of all strict coarsenings of a given valuation v is totally
ordered by inclusion, and its order type is what we call the rank of the valued field
(K, v). We recall that the map Ow 7→ Gw := v(Uw) defines a bijection from the set of
strict coarsenings of v to the set of non-trivial convex subgroups of (G,≤). Similarly,
the map Gw 7→ Γw := vG(G
6=0
w ) defines a bijection from the set of non-trivial convex
subgroups of G to the set of final segments of Γ. It follows that the rank of a valued field
K
v
−→ G
vG−→ Γ has three equivalent characterizations: the first one is the order type of
the set of all coarsenings of v; the second one is the order type of the set of all convex
subgroups of G; finally, the third one is the order type of the set of all final segments
of Γ. We recall that if w is a coarsening of v, then v induces a valuation on the residue
field Kw which we denote by v
w
. It is the valuation whose valuation ring is the image of
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Ov under the canonical homomorphism Ow → Kw. We also recall that, if (K,≤) is an
ordered field and w a coarsening of its natural valuation, then ≤ induces a field order on
Kw which we denote by ≤w and defined by 0 +Mw <w a+Mw ⇔ (0 < a ∧ a /∈Mw).
One way of constructing valued fields is to construct fields of generalized power
series. Given a field k and an ordered abelian group G, we define the field of power
series k((G)) as the field k((G)) := {a = (ag)g∈G ∈ k
G | supp(a) is well-ordered}
(where supp(a) denotes the support of a, i.e supp(a) = {g ∈ G | ag 6= 0}) endowed with
component-wise addition and a multiplication defined as (ag)g∈G(bg)g∈G = (cg)g∈G where
cg =
∑
h∈G ahbg−h. An element of K is written as a formal sum a :=
∑
g∈G agt
g with
ag ∈ k for all g ∈ G. This field is naturally endowed with a valuation v(a) := min supp(a).
If g = v(a), we say that ag is the leading coefficient and agt
g the leading term of a.
Finally, we want to recall some basic facts about quasi-orders, since Section 2 makes
use of them. A quasi-order (q.o) is a binary relation which is reflexive and transitive.
All q.o’s in this paper are assumed to be total, i.e they satisfy the condition a - b∨b - a
for all a, b. A q.o - on a set A naturally induces an equivalence relation which we denote
by ∼ and defined as a ∼ b ⇔ a - b - a. The q.o - then naturally induces an order
on the quotient A/ ∼ defined as follows: we say that the ∼-class of a is smaller than
the ∼-class of b if and only if a - b (one can easily check that this defines a total order
on A/ ∼). If -1 and -2 are two q.o’s on A, we say that -2 is a coarsening of -1 if
a -1 b ⇒ a -2 b for all a, b ∈ A. If (A,-) is a q.o set and φ : A → A a map, we say
that φ is increasing if a - b⇒ φ(a) - φ(b), and we say that φ is strictly increasing
if a - b⇔ φ(a) - φ(b) for all a, b ∈ A. If B ⊆ A, we say that B is --convex in A, or is
convex in (A,-), if for any a ∈ A and b, c ∈ B, b - a - c implies a ∈ B. We say that B
is a a final segment of (A,-) if for any a ∈ A and b ∈ B, b - a implies a ∈ B. A final
segment of (A,-) is said to be principal if it is of the form B := {a ∈ A | b - a} for
some b ∈ A. B is then called the principal final segment of (A,-) generated by
b. Note that orders and valuations are both particular instances of quasi-orders: indeed,
if v is a valuation on a group G, then v induces a quasi-order, which we denote by -v,
defined by g -v h⇔ v(g) ≥ v(h).
2 The φ-rank of a valued field
We now give a uniform approach to the notion of rank for a valued field with an operator,
generalizing the already existing notions of rank found in [12] and [16]. This will allow
us to define the differential rank in Section 4.1. The classical rank of a valued field
K
v
−→ G
vG−→ Γ is characterized on three different levels: at the level of the field K itself,
at the level of its value group G and at the level of the valuation chain Γ. This is why we
now want to define three notions of φ-ranks: one for quasi-ordered sets, one for groups
and another one for fields. Using quasi-orders instead of orders will be useful to give a
certain characterization of the differential rank, see Theorem 4.5.
We first define the notion of rank of a quasi-ordered set. Let (A,-) be a q.o set. The
rank of the q.o set (A,-) is the order type of the set of all final segments of (A,-),
ordered by inclusion. The principal rank of the q.o set (A,-) is the order type of
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the set of principal final segments of (A,-). Note that the rank of (A,-) is the same as
the rank of (A/ ∼,≤), where ≤ is the order induced by - on A/ ∼. Note also that the
principal rank of (A,-) is isomorphic to (A/ ∼,≤∗), where ≤∗ is the reverse order of ≤
(this is given by the order-reversing bijection a 7→ {b ∈ A | a - b} from A/ ∼ to the set
of principal final segments of A).
Remark 2.1: A final segment is an increasing union of principal final segments. There-
fore, the rank is completely determined up to isomorphism by the principal rank (see
[16, Remark 2.13]). Note that the rank of a totally ordered set (as defined above) is in
fact its order completion (see [18, Definition 2.31]).
Now let φ be a partial map on a set A. We say that a subset B of A is compatible
with φ, or φ-compatible, if for any a ∈ A ∩ Domφ, a ∈ B ⇔ φ(a) ∈ B. If (A,-) is a
quasi-ordered set, φ a partial map on A and b ∈ A, we say that B ⊆ A is the φ-principal
final segment of (A,-) generated by b if B is the smallest φ-compatible final segment
of (A,-) containing b. We say that a final segment B of (A,-) is φ-principal if there
is some b ∈ A such that B is φ-principal generated by b.
Definition 2.2 1. The φ-rank (respectively, the principal φ-rank) of the quasi-
ordered set (A,-) is the order type of the set of φ-compatible (respectively, φ-
principal) final segments of (A,-), ordered by inclusion.
2. If (G,≤) is an ordered abelian group with a partial map φ, we say that H is
the φ-principal convex subgroup of G generated by g if H is the smallest φ-
compatible convex subgroup of G containing g. We define the φ-rank (respectively,
the principal φ-rank) of the ordered group (G,≤) as the order type of the set of
≤-convex φ-compatible (respectively, φ-principal) non-trivial subgroups of G.
3. If (K, v) is a valued field with a partial map φ, we say that a coarsening w of v is
φ-compatible if Uw is φ-compatible as a set. We say that w is the φ-principal
coarsening of v generated by a if Ow is the smallest overring of Ov containing
a such that w is φ-compatible. We define the φ-rank (respectively, the principal
φ-rank) of the valued field (K, v) as the order type of the set of φ-compatible
(respectively, φ-principal) strict coarsenings of v.
Example 2.3 (a) The rank of a q.o set (A,-) is equal to its id-rank.
(b) Let K
v
−→ G
vG−→ Γ be a valued field. Then the classical rank of (K, v) as a valued
field is the id-rank of the valued field (K, v). It is known that it is also equal to the
id-rank of the ordered group (G,≤) and to the id-rank of the ordered set (Γ,≤).
(c) Let (K,≤, exp) be an ordered field endowed with a (GA), (T1)-logarithm as defined
in [12, Chapter 2, Section 1]. Let φ be the logarithm exp−1 restricted to K>0\Ov ,
where v is the natural valuation associated to ≤. One can easily check that our
notion of compatibility coincides with the notion of compatibility defined in [12,
Chapter 3, Section 2]. In particular, a coarsening w of v satisfies our definition of
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compatibility with φ if and only if the logarithm is compatible with w in the sense of
[12]. It follows that the exponential rank of (K,≤, exp) is the φ-rank of the valued
field (K, v).
(d) Let (K, v, σ) be a valued difference field. Then one can check that a coarsening w
of v satisfies our condition of σ-compatibility if and only if w is σ-compatible in the
sense of [16, Section 4]. It follows that the difference rank of (K, v, σ) defined in [16,
Section 4] is equal to the σ-rank of the valued field (K, v).
(e) The first author showed in [12, Theorem 3.25] that the exponential rank of (K,≤
, exp) is also equal to the χ-rank of (G,≤), where χ is the map induced by the
logarithm on the value group G of (K, v). She also showed that it is equal to the
ζ-rank of (Γ,≤), where ζ is the map induced by χ on Γ. She together with Point
and Matusinski also showed similar results for difference fields in [16, Lemmas 4.5
and 4.6].
Following Example 2.3 (e), we now want to show that the φ-rank of a valued field
with an operator φ can be characterized at three different levels, as happens in the
classical case. This can only be done if φ induces a map on its value group, which is why
we need the following definition:
Definition 2.4
We say that a map φ is consistent with a valuation v if v(a) = v(b)⇒ φ(v(a)) = φ(v(b))
for all a, b ∈ Dom(φ). Let K
v
−→ G
vG−→ Γ be a valued field and φ a partial map on
K. If φ is consistent with v, then φ naturally induces a partial map on G defined by
φG(v(a)) = v(φ(a)). If φG is itself consistent with vG, then it induces a partial map φΓ
on Γ defined by φΓ(vG(g)) = vG(φG(g)).
We then have the following result:
Proposition 2.5
Let K
v
−→ G
vG−→ Γ be a valued field and φ a partial map on K. Assume that φ is
consistent with v. Then the φ-rank (respectively, the principal φ-rank ) of (K, v) is
equal to the φG-rank (respectively, the principal φG-rank) of (G,≤), where φG is the
partial map of G induced by φ. If moreover φG is consistent with vG, then the φ-rank
(respectively, the principal φ-rank ) of (K, v) is also equal to the φΓ-rank (respectively,
the principal φΓ-rank) of (Γ,≤), where φΓ denotes the partial map of Γ induced by φG.
Proof. We already know (see [12, Lemma 3.4]) that there is an inclusion-preserving
bijection Ow 7→ Gw := v(Uw) between the set of coarsenings of v and the set of convex
subgroups of G. Let Ow be a coarsening of v and Gw the corresponding subgroup of
G. Assume Ow is φ-compatible, let 0 6= g ∈ G, g = v(a). g ∈ Gw ⇔ a ∈ Uw ⇔ φ(a) ∈
Uw ⇔ φG(g) = v(φ(a)) ∈ Gw, so Gw is φG-compatible. Assume Gw is φG-compatible.
We have a ∈ Uw ⇔ g = v(a) ∈ Gw ⇔ φG(g) ∈ Gw ⇔ v(φ(a)) ∈ Gw ⇔ φ(a) ∈ Uw,
so Ow is φ-compatible. Therefore, there is an inclusion-preserving bijection between
the set of φ-compatible coarsenings of v and the set of φG-compatible convex subgroups
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of G. It also easy to see that a coarsening Ow is φ-principal generated by a if and
only if Gw is φG-principal generated by g := v(a). Thus, we also have an inclusion-
preserving bijection between the set of φ-principal coarsenings of v and the set of φG-
principal convex subgroups of G. This proves the first claim of the proposition. We
could use an analogous proof to show that there is a bijection between φG-compatible
convex subgroups of G and φΓ-compatible final segments of Γ (using the map Gw 7→
vG(Gw\{0})).
Example 2.6 • Consider an ordered exponential field (K,≤, exp) satisfying axioms
(GA), (T1) of [12, Chapter 2, Section 1] and denote by v its natural valuation.
Define φ as the logarithm log := exp−1 restricted to K>0\Ov. One easily sees
that φ is consistent with v. The induced map on G is the contraction map χ
studied in [12, Chapter 2, Section 7]. It then follows from Proposition 2.5 that the
exponential rank of K is equal to the χ-rank of G as stated in [12, Theorem 3.25].
• Consider a difference valued field (K, v, σ), where σ is compatible with v. One
can check that σ is consistent with v, so the difference rank of K is equal to the
σG-rank of G.
In [16, Section 5], the authors characterized the difference rank of a difference field
in terms of an equivalence relation induced by σ. We now give similar results for the
notion of φ-rank in the case where φ is an increasing map. Assume then that (A,-) is
a quasi-ordered set and that φ is an increasing map on A with Domφ = A.
We associate the following relations to φ:
a -φ b⇔ ∃n, k ∈ N0 φn(a) - φk(b).
a ∼φ b⇔ a -φ b ∧ b -φ a.
Proposition 2.7
The relation -φ is a quasi-order on A and a coarsening of -. Moreover, For any --convex
subset B of A the following statements are equivalent:
(i) B is φ-compatible
(ii) B is -φ-convex.
(iii) B is ∼φ-closed, in the sense that for any a, b ∈ A with a ∼φ b, a ∈ B ⇔ b ∈ B.
In particular, the φ-rank of (A,-) is equal to the rank of (A,-φ) and the principal
φ-rank of (A,-) is equal to the principal rank of (A,-φ).
Proof. We start by showing the following:
Claim: If a -φ b and b -φ c, then there are j, k, n ∈ N0 with φk(a) - φj(b) - φn(c).
Proof. By definition of -φ there are k, l,m, n ∈ N0 with φk(a) - φl(b) and φm(b) - φn(c).
Assume that l ≤ m. Since φ is increasing, φk(a) - φl(b) implies
φk+m−l(a) - φm(b) - φn(c), hence the claim. If m < l, then φm(b) - φn(c) implies
φk(a) - φl(b) - φn+l−m(c).
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Now we prove the proposition. Obviously, -φ is reflexive and total because - is, and
thanks to the claim -φ is also transitive, so -φ is a quasi-order. Note that ∼φ is the
equivalence relation induced by the q.o -φ. Now let B be --convex. By definition of
convexity, (ii) implies (iii). Since a ∼φ φ(a) is true for all a, (iii) implies (i). Now let us
prove that (i) implies (ii), so assume B is φ-compatible. Let a, c ∈ B and b ∈ A such
that a -φ b -φ c. By the claim, there are j, k, n ∈ N0 with φk(a) - φj(b) - φn(c). Since
B is φ-compatible we have φk(a), φn(c) ∈ B. Since B is --convex, φk(a) - φj(b) - φn(c)
implies φj(b) ∈ B. By φ-compatibility, this implies b ∈ B. This shows that B is -φ-
convex.
Now let us prove the last statement. We show that a subset B of A is a final segment
of (A,-φ) if and only if it is a φ-compatible final segment of (A,-). Let B be a φ-
compatible final segment of (A,-). Let b ∈ B and a ∈ A with b -φ a. If b ∼φ a then
since (i) implies (iii) we have a ∈ B. If b φ a, then since -φ is a coarsening of - we
must have b  a. Since B is a final segment of (A,-), it follows that a ∈ B. This shows
that B is a final segment of (A,-φ). Conversely, assume that B is a final segment of
(A,-φ). Since -φ is a coarsening of - then B must also be a final segment of (A,-). In
particular, B is --convex and -φ-convex. Since (ii) implies (i), B must be φ-compatible.
This shows that the set of φ-compatible final segments of (A,-) coincides with the set
of final segments of (A,-φ). It then immediately follows that the set of φ-principal final
segments of (A,-) coincides with the set of principal final segments of (A,-φ).
Remark 2.8: By applying Propositions 2.5 and 2.7 to the case of exponential fields
and to the case of difference fields, we recover [12, Theorem 3.30 and Corollary 3.34] and
[16, Corollaries 5.4 and 5.5]. Our relation ∼φ corresponds to ∼σΓ in [16, Section 5] and
to ∼ζ in [12, Chapter 3, Section 4].
3 Asymptotic Couples
This section is dedicated to the study of asymptotic couples. We introduce a notion of
cut point which allows us to describe the structure of an asymptotic couple. Asymptotic
couples naturally arise as the value group of differential-valued fields, which is why the
results of this section will be useful in Section 4 to study the differential rank of a
differential-valued field.
We recall that an asymptotic couple is a pair (G,ψ) consisting of an ordered
abelian group G and a map ψ : G6=0 → G satisfying the following conditions:
(AC1) ψ(g + h) ≥ min(ψ(g), ψ(h)) for any g, h.
(AC2) ψ(ng) = ψ(g) for any g ∈ G, n ∈ N.
(AC3) ψ(g) < ψ(h) + |h| for any g, h ∈ G6=0.
We say that (G,ψ) is a H-type asymptotic couple if moreover the following condition
is satisfied:
(ACH) ∀g, h 6= 0, g ≤ h < 0⇒ ψ(g) ≤ ψ(h).
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H-type asymptotic couples have the good property that the map ψ is constant on
archimedean classes of G, which is not the case for asymptotic couples in general. This
will become important in Section 5 when we define a derivation on power series. Note
that if (G,ψ) is an asymptotic couple, then (G,ψ′) is still an asymptotic couple for any
translate ψ′ := ψ + h of ψ (where h ∈ G).
Notation
In all the rest of this section, (G,ψ) is an asymptotic couple. We will denote by ≤ the
order of G, by vG the natural valuation associated to (G,≤) and by ∼ the equivalence
relation defined by g ∼ h ⇔ vG(g) = vG(h). If g ∈ G and H ⊆ G, we write g < H
to mean that g < h for all h ∈ H; note that if H is a convex subgroup this implies
vG(h) > vG(g) for all h ∈ H. If (G,ψ) happens to be H-type, then ψ is consistent with
vG, in which case we will denote by ω the map induced by ψ on Γ := vG(G
6=0). We
denote by DG the map DG(g) := ψ(g) + g from G
6=0 to G. We denote by Ψ the set
ψ(G6=0). We know from [3, Proposition 2.3(4)] that DG : G
6=0 → G is strictly increasing,
so in particular it is injective. The asymptotic couple (G,ψ) is said to have asymptotic
integration if the map DG is surjective.
We now want to describe the behavior of the map ψ. In order to do this, we introduce
the following notion:
Definition 3.1
We say that c ∈ G is a cut point for ψ if vG(ψ(g)) > vG(g) ⇔ vG(c) > vG(g) for any
g ∈ G6=0. A cut point c for ψ is called regular if c = 0 or if c 6= 0 has the same sign as
ψ(c).
We want to show that cut points always exist, and we want to show how cut points
can be used to describe the behavior of ψ. To do this, we will need the following two
lemmas:
Lemma 3.2
Let (G,ψ) be an asymptotic couple and g, h ∈ G6=0 with g 6= h. Then vG(ψ(g)−ψ(h)) >
vG(g − h).
Proof. See [3, Proposition 2.3.].
Lemma 3.3
Let (G,ψ) be an asymptotic couple. Then the following holds:
(i) For any g ∈ G6=0 with vG(g) ≥ vG(ψ(g)), if vG(h) ≥ vG(ψ(g)) then vG(ψ(h) −
ψ(g)) > vG(ψ(g)); in particular ψ(h) and ψ(g) are archimedean-equivalent and
have the same sign.
(ii) For any c ∈ G6=0, c ∈ G is a cut point for ψ if and only if ψ(c) ∼ c.
(iii) For any c, g ∈ G, if c is a cut point for ψ, then g is a cut point for ψ if and only if
g ∼ c.
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(iv) For any g ∈ G6=0, if vG(g) ≥ vG(ψ(g)), then ψ(g) is a regular cut point for ψ.
(v) If (G,ψ) is H-type and c ∈ G6=0 is a cut point for ψ, then ψ(c) is a fixpoint of ψ.
Proof. For (i): By Lemma 3.2, vG(ψ(h) − ψ(g)) > vG(h − g) ≥ vG(ψ(g)). For (ii):
Assume c is a cut point, then by definition we have vG(c) ≥ vG(ψ(c)), hence by (i)
ψ(ψ(c)) ∼ ψ(c). If vG(c) > vG(ψ(c)) were true, we would have by definition of cut point
vG(ψ(ψ(c))) > vG(ψ(c)), which is impossible; thus, we must have ψ(c) ∼ c. Conversely,
assume ψ(c) ∼ c and let h ∈ G with vG(c) > vG(h). If vG(h) ≥ vG(ψ(h)) were true, we
would have by (i) ψ(c) ∼ ψ(h), a contradiction, so vG(ψ(h)) > vG(h) must hold. Now
take vG(h) ≥ vG(c); then vG(h) ≥ vG(ψ(c)), which by (i) implies we have ψ(h) ∼ ψ(c)
hence vG(h) ≥ vG(ψ(h)). This proves that c is a cut point. (iii) follows directly from
the definition of cut point. For (iv): Let 0 6= g with vG(g) ≥ vG(ψ(g)). Then by (i)
ψ(ψ(g)) ∼ ψ(g), which by (ii) means that ψ(g) is a cut point. Moreover, ψ(g) has
the same sign as ψ(ψ(g)) by (i). For (v): Since (G,ψ) is H-type, ψ is constant on
archimedean classes of G, so c ∼ ψ(c) implies ψ(c) = ψ(ψ(c)).
We can now describe the behavior of ψ and DG using a cut point (we recall that
DG = ψ + id). Roughly speaking, the role of a cut point c is to separate the group into
two parts, on each of which ψ has a different behavior. Indeed, ψ acts like a centripetal
precontraction (see Definition 4.18) on the set of g’s with vG(g) < vG(c), whereas ψ(g)
is close to ψ(c) for all g ∈ G with vG(g) ≥ vG(c). This is given by the next proposition,
which will have important consequences for the differential rank in Section 4:
Proposition 3.4
Let (G,ψ) be an asymptotic couple. Then G admits a regular cut point for ψ. Moreover,
for any regular cut point c and any g 6= 0, the following holds:
(i) If vG(g) ≥ vG(c) 6= ∞, then ψ(g) ∼ c, vG(ψ(g) − ψ(c)) ≥ vG(c) and ψ(g) has the
same sign as c.
(ii) If vG(g) > vG(c) 6=∞, then DG(g) ∼ c and DG(g) has the same sign as c.
(iii) If 0 6= g ∼ c, then vG(DG(g)) ≥ vG(c).
(iv) If vG(c) > vG(g), then vG(ψ(g)) > vG(g), DG(g) ∼ g and DG(g) has the same sign
as g.
Proof. Assume 0 is not a cut point. This means there is g ∈ G with vG(g) ≥ vG(ψ(g)),
which by Lemma 3.3(iv) means that ψ(g) is a regular cut point for ψ. Now let c be a
regular cut point for ψ and 0 6= g. (i) follows from Lemma 3.3(i) and (ii). For (ii): since
by (i) vG(g) > vG(ψ(g)), it follows that g + ψ(g) is equivalent to and has the same sign
as ψ(g), and we conclude by (i). For (iii): vG(DG(g)) = vG(ψ(g) + g) ≥ vG(g) (because
g ∼ ψ(g)). For (iv): vG(ψ(g)) ≥ vG(g) follows from the definition of cut point. It then
follows that ψ(g) + g is equivalent to and has the same sign as g.
Proposition 3.4 allows us to give a criterion to decide whether a given convex sub-
group is ψ-compatible. This will be given by the next three lemmas:
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Lemma 3.5
If c 6= 0 is a cut point and g ∈ G6=0 is such that vG(c) > vG(ψ(g)), then ψ(g) is negative.
In particular, ψ(g) > 0 implies that ψ2(g) is a non-zero cut point for ψ.
Proof. By Lemma 3.3(ii), we have vG(ψ(c) + |c|) ≥ vG(c). If ψ(g) > 0, then vG(c) >
vG(ψ(g)) implies ψ(c) + |c| < ψ(g) which contradicts (AC3). Thus, ψ(g) > 0 implies
vG(ψ(g)) ≥ vG(c), which by Proposition 3.4(i) implies ψ
2(g) ∼ c. Since c 6= 0, it follows
that ψ2(g) 6= 0. By Lemma 3.3(iii), ψ2(g) is then a non-zero cut point for ψ.
Lemma 3.6
Let H be a convex subgroup of G, c a cut point for ψ and assume c ∈ H. Then
g ∈ H ⇒ ψ(g) ∈ H.
Proof. Assume g ∈ H. If vG(g) ≥ vG(c), then Proposition 3.4(i) implies ψ(g) ∼ c. Since
c ∈ H, it follows from the convexity of H that ψ(g) ∈ H. If vG(c) > vG(g), then it
follows from Proposition 3.4(iv) that vG(ψ(g)) > vG(g). Since g ∈ H, it follows from
the convexity of H that ψ(g) ∈ H.
Lemma 3.7
Let c be a cut point for ψ and H a non-trivial convex subgroup of G. Then H is
compatible with ψ if and only if the following two conditions hold:
(i) c ∈ H.
(ii) For any g ∈ G with vG(c) > vG(g), ψ(g) ∈ H ⇒ g ∈ H.
Moreover, if H is compatible with ψ, then ψ(g) < H for any g ∈ G\H.
Proof. Assume that H is compatible with ψ. Then clearly (ii) is true. Towards a
contradiction, assume that c /∈ H and take g ∈ H. By convexity of H, we have vG(g) >
vG(c). By Proposition 3.4(i), this implies ψ(g) ∼ c. It follows from the convexity of H
that ψ(g) /∈ H, which contradicts the fact that H is ψ-compatible. This proves that (i)
must hold. Conversely, assume (i) and (ii) and let us prove that H is compatible with ψ.
It follows from condition (i) and from Lemma 3.6 that g ∈ H ⇒ ψ(g) ∈ H. Now assume
that ψ(g) ∈ H and let us show g ∈ H. If vG(c) > vG(g), this follows from condition
(ii). If vG(g) ≥ vG(c), then since c ∈ H it follows from convexity of H that g ∈ H. This
proves that H is compatible with ψ. Now let g ∈ G\H. Then ψ(g) /∈ H, and since
c ∈ H, the convexity of H implies vG(c) > vG(ψ(g)). It follows from Lemma 3.5 that
ψ(g) is negative. By convexity of H, we then have ψ(g) < H.
Proposition 3.4 shows that the behavior of ψ is particularly simple if 0 is the cut
point for ψ (note that if 0 is a cut point for ψ then it is the only cut point). Indeed,
in that case, ψ acts like a centripetal precontraction map on G<0. Therefore, it can be
practical to transform a given map ψ into another map ψ′ which has 0 as a cut point.
One way of doing that is to translate ψ by a gap or by the maximum of Ψ = ψ(G6=0) if
it exists. We recall that a gap for ψ is an element g ∈ G such that Ψ < g < DG(G
>0).
Aschenbrenner and v.d.Dries showed that the existence of a gap or of a maximum of Ψ
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is connected to the existence of asymptotic integration in (G,ψ). We recall the following
results (see [3, Proposition 2.2 and Theorem 2.6]):
Lemma 3.8
Let (G,ψ) be an asymptotic couple. The following holds:
(i) ψ has at most one gap.
(ii) G\DG(G
6=0) has at most one element.
(iii) If g is a gap for ψ or the maximum of Ψ then G\DG(G
6=0) = {g}. In particular, if
(G,ψ) has asymptotic integration, then Ψ has no maximum and ψ has no gap.
Gaps and maximum of Ψ are connected to our notion of cut point; more precisely,
we have the following:
Lemma 3.9 (i) If g is a gap for ψ or the maximum of Ψ, then g is a regular cut point
for ψ.
(ii) If 0 is a cut point for ψ, then 0 = supΨ and (G,ψ) does not have asymptotic
integration.
Proof. For (ii): Since 0 is the cut point, Proposition 3.4(iv) implies that DG(h) ∼ h for
all h ∈ G6=0. This implies in particular that 0 /∈ DG(G
6=0), which proves that (G,ψ)
does not have asymptotic integration. Assume there is g with ψ(g) > 0. By (AC3), we
have for all h 6= 0: 0 < ψ(g) < DG(|h|), which implies vG(ψ(g)) ≥ vG(DG(|h|)). Since
DG(|h|) ∼ h, we thus have vG(ψ(g)) ≥ |h|. It follows that ψ(ψ(g)) = 0 (otherwise, taking
h := ψ(ψ(g)) we would have vG(ψ(g)) ≥ vG(ψ(ψ(g))), which contradicts the fact the 0
is the cut point). But then by (AC3), ψ(g) < ψ(ψ(g)) + ψ(g) = ψ(g), a contradiction.
Thus, supΨ ≤ 0. For any g < 0, since 0 is a cut point we have g < ψ(g) < 0, hence
supΨ = 0. For (i): Let c be a regular cut point for ψ. If c = 0, then by (ii) we must
have g = 0 = c. Assume c 6= 0. Assume first that vG(c) 6= maxΓ. Then there is h ∈ G
6=0
such that vG(h) > vG(c). By Proposition 3.4(ii), DG(|h|) has the same sign as c and
DG(|h|) ∼ c. By assumption on g, we have ψ(c) ≤ g < DG(|h|). It follows that g ∼ c
and that g has the same sign as c. By Proposition 3.4(i), ψ(g) has the same sign as c and
ψ(g) ∼ c. It follows that ψ(g) as the same sign as g and ψ(g) ∼ g, so g is a regular cut
point by Lemma 3.3(ii). Now assume that vG(c) = max(Γ). It follows from Proposition
3.4(i) that ψ(h) = ψ(c) for any h with h ∼ c. Take h such that 0 < h ≤ |ψ(c)|. Then
h ∼ c, and DG(h) = h+ ψ(h) = h+ ψ(c) has the same sign as ψ(c). By assumption on
g, we have ψ(c) ≤ g < DG(h). It follows that g ∼ c, hence ψ(g) = ψ(c). In particular, g
has the same sign as ψ(g) and g ∼ ψ(g). This shows that g is a regular cut point.
As we mentioned above, if a gap or a maximum of Ψ exists, then we can transform
ψ into a map which has 0 as a cut point. This will become important in Section 4.2:
Lemma 3.10
Assume that c ∈ G is either a gap for ψ or the maximum of Ψ. Define ψ′(g) := ψ(g)− c.
Then 0 is a cut point for ψ′.
14
Proof. Just note that 0 is a gap for ψ′ or a maximum of Ψ′, so the claim follows from
Lemma 3.9(i).
We now want to focus on the case where (G,ψ) is H-type. In that case, there is a
canonical choice for a regular cut point, namely the fixpoint of ψ:
Lemma 3.11
Assume (G,ψ) is H-type. Then 0 is a cut point for ψ if and only if ψ has no fixpoint. If
ψ has a fixpoint, then it is unique and it is a regular cut point for ψ. Moreover, if ψ has
a negative fixpoint, then ψ only takes negative values.
Proof. If 0 is a cut point then by definition vG(ψ(g)) > vG(g) holds for every g 6= 0
so ψ has no fixpoint. If c is a cut point with c 6= 0, then by Lemma 3.3(v) ψ(c) is a
fixpoint of ψ. If d is another fixpoint then by Lemma 3.3(ii) it must be a cut point, so by
Lemma 3.3(iii) d ∼ ψ(c), but since (G,ψ) is H-type this implies ψ(ψ(c)) = ψ(d) hence
ψ(c) = d. This proves the uniqueness of the fixpoint. If c is the fixpoint of G, then we
have in particular c ∼ ψ(c) which by Lemma 3.3(ii) implies that c is a cut point. Finally,
assume c < 0. Since c = ψ(c) is a cut point, we have ψ(g) < 0 for any vG(g) ≥ vG(c)
by Proposition 3.4(i). Now take g with vG(c) > vG(g). Since (G,ψ) is H-type, we have
ψ(g) ≤ ψ(c) = c < 0. Thus, ψ(g) is negative for every g.
Proposition 3.4(i) and (iv) allows us to describe the behavior of the map ω:
Lemma 3.12
Let (G,ψ) be a H-type asymptotic couple and denote by ω the map induced by ψ on Γ.
Let c be a cut point for ψ and α := vG(c). Then we have ω(γ) > γ for all γ with γ < α
and ω(γ) = α for all γ ∈ Γ with α ≤ γ.
In the H-type case, the existence of a gap is part of a trichotomy (see [8, Lemma
2.4]):
Proposition 3.13
Let (G,ψ) be a H-type asymptotic couple. Then exactly one of the following holds:
(i) ψ has a gap
(ii) Ψ has a maximum
(iii) (G,ψ) admits asymptotic integration
Sometimes, it is practical to work with an asymptotic couple where ψ only takes
negative values. The next lemma will be useful in that regard, especially for the proof
of Theorem 4.5:
Lemma 3.14
Let (G,ψ) be a H-type asymptotic couple. There exists x ∈ G<0 such that, if ψˆ denotes
the map ψˆ := ψ + x, α := vG(x) and ωˆ is the map induced by ψˆ on Γ, the following
holds:
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(i) The ψ-rank (respectively, the principal ψ-rank) of (G,≤) is equal to the ψˆ-rank
(respectively, the principal ψˆ-rank) of (G,≤).
(ii) ψˆ(g) < 0 for all g ∈ G6=0.
(iii) for all γ ∈ Γ, ωˆ(γ) = min(α, ω(γ)).
(iv) For any γ, δ ∈ Γ, α ≤ γ ∧ α ≤ δ ⇒ α ≤ ω(γ) = ω(δ).
Proof. If ψ(g) < 0 for all g 6= 0 then we can take x = 0, so assume that there is g with
ψ(g) ≥ 0. We distinguish two cases:
1. 0 = maxΨ. In that case set c = 0 and choose x < 0 with ψ(x) = 0.
2. there exists g with ψ(g) > 0. In that case define c as the fixpoint of ψ which exists
and is positive by Lemma 3.11; set x := −2c.
Note that in both cases, c is a cut-point for ψ, x is a cut point for ψˆ (because
ψˆ(x) ∼ x), ψ(x) = c and vG(c) ≥ vG(x). Let us show (i). We just have to show that for
any convex subgroup H of G, H is ψ-compatible if and only if it is ψˆ-compatible. We
use Lemma 3.7. Assume then that H is ψ-compatible. Then by Lemma 3.7 c ∈ H. Since
ψ(x) = c, it follows by ψ-compatibility of H that x ∈ H. Now take g with ψˆ(g) ∈ H.
We have ψ(g) = ψˆ(g) − x, hence ψ(g) ∈ H. By ψ-compatibility, this implies g ∈ H.
This proves by Lemma 3.7 that H is ψˆ-compatible. Conversely, assume that H is ψˆ-
compatible. Then x ∈ H, and since vG(c) ≥ vG(x) it follows by convexity that c ∈ H.
Now take g ∈ G with ψ(g) ∈ H. Then ψˆ(g) = ψ(g) + x ∈ H, which by ψˆ-compatibility
implies g ∈ H. It follows by Lemma 3.7 that H is ψ-compatible.
Now let us show (ii),(iii),(iv). We first consider case 1. In that case, x is the fixpoint
of ψˆ, so (ii) follows from Lemma 3.11. Clearly, by definition of ψˆ, vG(x) > vG(ψ(g)) ⇒
ψ(g) ∼ ψˆ(g). If vG(ψ(g)) > vG(x), then by definition of ψˆ we have ψˆ(g) ∼ x. Since
Ψ < 0, ψ(g) and x have the same sign, so ψ(g) ∼ x also implies ψˆ(g) ∼ x. This
proves (iii). If vG(g) ≥ vG(x), (ACH) implies ψ(g) ≥ ψ(x) = 0, and since 0 = maxΨ
it follows that ψ(g) = 0, hence (iv). Now let us consider case 2. By (AC3), we have
ψ(g) < c+ψ(c) = 2c for all g ∈ G6=0, hence ψˆ(g) < 0, hence (ii). Clearly, by definition of
ψˆ, vG(x) > vG(ψ(g)) ⇒ ψ(g) ∼ ψˆ(g). Now assume vG(ψ(g)) ≥ vG(x). By Proposition
3.4(i), vG(ψ(g) − c) > vG(c), hence ψˆ(g) = ψ(g) − 2c ∼ c ∼ x. This proves (iii). Now
take g, h with vG(g) ≥ vG(x) and vG(h) ≥ vG(x). Since x ∼ c, Proposition 3.4(i) implies
ψ(g) ∼ c ∼ x ∼ ψ(h), hence (iv).
4 The differential rank
This section introduces and studies the differential rank. We first want to recall the
definitions of the different classes of fields which we are interested in.
We recall that, following Rosenlicht’s definition (see [17]), a differential-valued
field is a triple (K, v,D), where v is a field valuation on K and D a derivation such that
the following is satisfied:
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(DV1) Ov =Mv + C, where C is the field of constants of (K,D).
(DV2) If a ∈ Ov , b ∈Mv and b 6= 0, then v(D(a)) > v(
D(b)
b
).
If (K, v,D) only satisfies (DV2), then we say that it is a pre-differential-valued
field. Note that (DV2) implies that v is trivial on C. If (K, v,D) is a pre-differential
valued field, we will denote by φ its logarithmic derivative restricted to elements of non-
trivial valuation, i.e φ : K\(Uv ∪ {0}) → K, a 7→
D(a)
a
. Note that if (K, v,D) is a
pre-differential-valued field and a ∈ K, a 6= 0, then (K, v, aD) is also a pre-differential-
valued field, where aD denotes the derivation b 7→ aD(b). The notion of pre-differential-
valued field was introduced by Aschenbrenner and v.d.Dries in [3], where they showed in
particular that any pre-differential-valued field can be embedded into a differential-valued
field. A pre-differential-valued field (K, v,D) is said to have asymptotic integration
if for any a ∈ K, there exists b ∈ K such that v(D(b) − a) > v(a). F.-V. Kuhlmann
showed in [11] that if K is spherically complete and has asymptotic integration, then it
has integration.
In [3], the authors also introduced a class of differential-valued fields called H-fields
which turn out to be particularly significant for the theory of transseries and the model-
theoretic study of Hardy fields. They also introduced the weaker notion of pre-H-field and
showed that any pre-H-field can be embedded into a H-field. We recall their definition:
A pre-H-field is a valued ordered differential field (K, v,≤,D) such that :
(PH1) (K, v,D) is a pre-differential-valued field
(PH2) Ov is ≤-convex.
(PH3) for all a ∈ K,a > Ov ⇒ D(a) > 0.
Definition 4.1
An H-field is an ordered differential field (K,≤,D) such that
(H1) (K, v,≤,D) is a pre-H-field, where Ov := {a ∈ K | ∃c ∈ C, |a| ≤ c}.
(H2) Ov = C +Mv
If (K, v,D) is a pre-differential-valued field, then axiom (DV2) implies that the log-
arithmic derivative φ is consistent with v, so it induces a map ψ : G6=0 → G, where
G is the value group of (K, v), and the pair (G,ψ) turns out to be an asymptotic cou-
ple. If (K, v,≤,D) is a pre-H-field, then (G,ψ) is H-type. Note that if (K, v,D) is a
pre-differential-valued field with asymptotic couple (G,ψ) and if a ∈ K, then the pre-
differential-valued field (K, v, aD) has asymptotic couple (G,ψ′), where ψ′ is the map
g 7→ ψ(g)+v(a). One can easily check that a pre-differential-valued field has asymptotic
integration if and only if its asymptotic couple has it.
In all the rest of this section, (K, v,D) will be a pre-differential-valued field whose
field of constants is C and (G,ψ) is its asymptotic couple.
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4.1 Characterization of the differential rank
Applying Section 2 to the special case of pre-differential-valued fields, we introduce the
notion of differential rank:
Definition 4.2
The differential rank (respectively, the principal differential rank) of the pre-differential-
valued field (K, v,D) is the φ-rank (respectively, the principal φ-rank) of the valued field
(K, v), where φ is the map defined on K 6=0\Uv by φ(a) =
D(a)
a
.
Proposition 2.5 then allows us to characterize the differential rank at three different
levels:
Theorem 4.3
Let (K, v,D) be a pre-differential-valued field with asymptotic couple (G,ψ). Then the
differential rank (respectively, the principal differential rank) of (K, v,D) is equal to the
ψ-rank (respectively, the principal ψ-rank) of the ordered abelian group G. Moreover,
if (G,ψ) happens to be H-type, then the differential rank (respectively, the principal
differential rank) of (K, v,D) is also equal to the ω-rank (respectively, the principal
ω-rank) of Γ, where Γ is the value chain of G and ω is the map induced by ψ on Γ.
We now want to express the differential rank as the rank of some quasi-ordered set.
This will give us a differential analog of [16, Theorem 5.3, Corollary 5.4 and Corollary
5.5]. We mentioned in Remark 2.8 that applying our Proposition 2.7 recovers the results
of [16], so our idea is to apply Proposition 2.7 to the differential case to obtain similar
results. One difficulty here is that, even assuming that (G,ψ) is H-type, the maps φ,ψ
and ω are not increasing. We still managed to obtain similar results to those in [16], as
Theorem 4.5 below shows. The idea is to remark that, if ψ is H-type and only takes
negative values, then φ,ψ, ω are increasing, which allows us to apply Proposition 2.7.
If ψ takes non-negative values, one can use Lemma 3.14 which brings back to the case
where ψ only takes negative values.
Similarly to what was done in [16], we define the set PK := K\Ov . We now intro-
duce three binary relations -φ,-ψ,-ω respectively defined on PK , G
<0 and Γ as follows:
a -φ b⇔ ∃n, k ∈ N0, v(φn(a)) ≤ v(φk(b))
g -ψ h⇔ ∃n, k ∈ N0, ψn(g) ≤ ψk(h)
γ -ω δ ⇔ ∃n, k ∈ N0, ωn(γ) ≤ ωk(δ)
Three important remarks are in order: first, it is not obvious from their definitions
that these relations are quasi-orders, but we will show it in Theorem 4.5. Secondly, note
that it can happen that φ(a) /∈ PK when a ∈ PK , which is also a reason why we cannot
apply Proposition 2.7 directly (φ was assumed to be a map from A to itself in Section
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2). Thirdly, it can happen that the term φn(a) is not well-defined for a certain n ∈ N:
indeed, remember that the domain of φ is K 6=0\Uv. Thus, if v(φ(a)) = 0, φ
2(a) is not
well-defined. Therefore, when we write φn(g) it is always implicitly assumed that this
expression is defined, i.e expressions like “φn(g) ≤ φk(h)” should be read as “φn(g), φk(g)
both exist and φn(g) ≤ φk(h) holds”. Note that if we allowed the domain of φ to be K 6=0
then -φ would not be a quasi-order, and Theorem 4.5 would fail. Similar remarks apply
to ψ and ω: G<0 is not necessarily stable under ψ, Γ is not necessarily stable under ω (we
can have ω(γ) =∞), ψ2(g) is not well-defined if ψ(g) = 0 and ω2(γ) is not well-defined
if ω(γ) = ∞. Note however that for any a ∈ Domφ, φn(a) is well-defined if and only
if ψn(v(a)) is, and that we then have v(φn(a)) = ψn(v(a)). Similarly, for any g ∈ G<0,
ψn(g) is well-defined if and only if ωn(vG(g)) is, in which case vG(ψ
n(g)) = ωn(vG(g))
holds. As a consequence, we have the following lemma:
Lemma 4.4
Assume that (G,ψ) is H-type. For all a, b ∈ PK , a -φ b ⇔ v(a) -ψ v(b). For all
g, h ∈ G<0, g -ψ h⇔ vG(g) -ω vG(h).
Proof. The first statement follows directly from the definitions of -ψ and -φ. Note
however that the image of ψ may contain positive elements, and that vG reverses the
order on G>0, so the second statement is not trivial. Let us now prove the second
statement. Let c be a regular cut point for ψ. Take g, h ∈ G<0 and set γ := vG(g) and
δ := vG(h). We first show that g -ψ h ⇒ γ -ω δ. Assume g -ψ h and let n, k ∈ N0
with ψn(g) ≤ ψk(h). If ψk(h) ≤ 0, then this implies vG(ψ
n(g)) ≤ vG(ψ
k(h)), hence
ωn(γ) ≤ ωk(δ), hence γ -ω δ. Assume that 0 < ψ
k(h). Then by Lemma 3.5, ψk+1(h) is
a non-zero cut point for ψ. By Lemma 3.3(iii), this implies ψk+1(h) ∼ c. It follows that
c 6= 0 and vG(c) = ω
k+1(δ). If ψn(g) = 0, then in particular n 6= 0. Moreover, it follows
from Proposition 3.4(i) that vG(c) > vG(ψ
n−1(g)), hence ωn−1(γ) ≤ vG(c) = ω
k+1(δ). If
vG(c) > vG(ψ
n(g)), then ωn(γ) ≤ ωk+1(δ). If 0 6= ψn(g) and vG(ψ
n(g)) ≥ vG(c), then
Proposition 3.4(i) implies ψn+1(g) ∼ c, hence ωn+1(γ) = ωk+1(δ). In any case, we have
γ -ω δ. This proves g -ψ h⇒ γ -ω δ, let us now prove the converse. Assume that γ -ω
δ holds and take n, k ∈ N0 with ωn(γ) ≤ ωk(δ). This implies vG(ψk(h)) ≥ vG(ψn(g)). If
vG(c) > vG(ψ
k(h)), then by Lemma 3.5 ψn(g) and ψk(h) are both negative. Moreover,
it follows from the definition of cut point that vG(ψ
k+1(h)) > vG(ψ
k(h)), so we have
vG(ψ
k+1(h)) > vG(ψ
n(g)). Since ψn(g) < 0, this implies ψn(g) < ψk+1(h), hence g -ψ h.
Now assume that vG(ψ
k(h)) ≥ vG(c). If vG(c) > vG(g), then vG(ψ
k(h)) > vG(g), and
since g < 0 this implies g < ψk(h), so g -ψ h. Similarly, if ψ
k(h) ≥ 0, then g < ψk(h),
so g -ψ h. Assume then that ψ
k(h) < 0 and vG(g) ≥ vG(c). By Proposition 3.4(i),
vG(ψ
k(h)) ≥ vG(c) and vG(g) ≥ vG(c) imply ψ
k+1(h) ∼ c ∼ ψ(g). If c = 0, then this
implies ψk+1(h) = 0 = ψ(g), hence g -ψ h. If c 6= 0, then because (G,ψ) is H-type, the
relations ψk+1(h) ∼ c ∼ ψ(g) imply ψk+2(h) = ψ(c) = ψ2(g), hence g -ψ h. In any case,
we have g -ψ h.
Theorem 4.5
Let (K, v,D) be a pre-differential-valued field with asymptotic couple (G,ψ), assume that
(G,ψ) is H-type and denote by ω the map induced by ψ on Γ. Then the differential rank
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(respectively, the principal differential rank) of (K, v,D) is equal to the rank (respectively
the principal rank) of each one of these q.o sets:
(1) The q.o set (PK ,-φ).
(2) The q.o set (G<0,-ψ).
(3) The q.o set (Γ,-ω).
Proof. Note that thanks to Lemma 4.4, it is sufficient to prove (3). Let us show (3). By
Theorem 4.3, the (principal) differential rank of (K, v,D) is equal to the (principal) ω-
rank of (Γ,≤). Therefore, we just have to show that -ω is a q.o and that the (principal)
rank of (Γ,-ω) is equal to the (principal) ω-rank of (Γ,≤). We first assume that we
have Ψ < 0. In that case, ω is an increasing total map from Γ to Γ. Indeed, Ψ < 0
clearly implies ∞ /∈ ω(Γ). Moreover, if γ := vG(g), δ := vG(h) ∈ Γ and g, h ∈ G
<0 are
such that γ < δ, then we have g < h. Since (G,ψ) is H-type, it follows that ψ(g) ≤ ψ(h)
and by assumption ψ(g) and ψ(h) are negative, so we must have vG(ψ(g)) ≤ vG(ψ(h))
i.e ω(γ) ≤ ω(δ). Thus, we can apply Proposition 2.7, which states that the (principal)
ω-rank of Γ is equal to the (principal) rank of the q.o set (Γ,-ω), so (3) holds. Now
assume that the condition Ψ < 0 is not satisfied. Let x, α, ψˆ, ωˆ be as in Lemma 3.14.
We know from Lemma 3.14 that Ψˆ < 0, so we know by what we just proved that the
(principal) ωˆ-rank of Γ is equal to the (principal) rank of the q.o set (Γ,-ωˆ). Moreover,
it follows from Lemma 3.14 and Theorem 4.3 that the (principal) ωˆ-rank of (Γ,≤) is
equal to the (principal) ω-rank of (Γ,≤). Therefore it only remains to show that -ωˆ
and -ω define the same relation on Γ. We use the following claim which follows directly
from Lemma 3.14(iii) and (iv):
Claim: Let γ ∈ Γ and n ∈ N0. If ωˆn(γ) < α or ωn(γ) < α, then ωl(γ) = ωˆl(γ) < α for
every l ≤ n.
Assume γ -ω δ and take n, k ∈ N0 with ωn(γ) ≤ ωk(δ). If ωk(δ) < α then also
ωn(γ) < α and it follows from the claim that ωˆn(γ) = ωn(γ) ≤ ωk(δ) = ωˆk(δ). Assume
α ≤ ωk(δ). Since α = max ωˆ(Γ), we have ωˆ(γ) ≤ α. Let l ≤ k be minimal with α ≤ ωl(δ).
If l = 0 then ωˆ(γ) ≤ δ. Assume l 6= 0. The claim implies that ωˆl−1(δ) = ωl−1(δ), and
since ωl(δ) ≥ α it follows from Lemma 3.14(3) that ωˆl(δ) = α ≥ ωˆ(γ). This proves
γ -ωˆ δ. Conversely, assume that γ -ωˆ δ holds, ωˆ
n(γ) ≤ ωˆk(δ). If ωˆk(δ) = α, then by
the claim there must be l ≤ k with α ≤ ωl(δ). If γ < α or ωl(δ) =∞ then γ < ωl(δ). If
α ≤ γ and ωl(δ) 6= ∞, Lemma 3.14(4) implies ω(γ) = ωl+1(δ). Now assume ωˆk(δ) < α.
Then also ωˆn(γ) < α, and it follows from the claim that ωn(γ) = ωˆn(γ) ≤ ωˆk(δ) = ωk(δ).
This proves γ -ω δ and concludes the proof of the Theorem.
In the case of ordered exponential fields, we know that the exponential is compatible
with a valuation w if and only if exp induces a map on the residue field Kw (see [12,
Chapter 3, Section 2]). We can then ask if a similar result is true for pre-differential-
valued fields. We say that D induces a derivation D¯ on Kw if D(Ow) ⊆ Ow and
D(Mw) ⊆ Mw for all a, b ∈ Ow. The derivation D¯ is then defined by D¯(a +Mw) :=
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D(a) +Mw (the fact that D¯ is a derivation follows directly from its definition). We
want to characterize the coarsenings w of v such that D induces a derivation on Kw.
The notion of cut point developed above for asymptotic couples plays here an important
role, so we extend this notion to fields: If (K, v,D) is a pre-differential-valued field with
asymptotic couple (G,ψ), we say that y ∈ K is a cut point (respectively, a regular cut
point) for (K, v,D) if v(y) is a cut point (respectively, a regular cut point) for (G,ψ).
Such an element always exists thanks to Proposition 3.4. We recall that v
w
denotes the
valuation induced by v on Kw (see Section 1).
Proposition 4.6
Let (K, v,D) be a pre-differential-valued field, y a regular cut point for K and Ow a
strict coarsening of v. The following holds:
(i) If y /∈ Ow, then D does not induce a map on Kw.
(ii) If y ∈ Mw, and if D induces a derivation on Kw, then D induces the constant
map 0 on Kw.
(iii) If y ∈ Uw, then D induces a non-trivial derivation on Kw making (Kw,
v
w
, D¯) a
pre-differential-valued field. Moreover, if (K, v,D) is a differential-valued field ,
then (Kw, v
w
, D¯) is also a differential-valued field.
Proof. Set Gw := v(Uw) and c := v(y). For (i): Take a ∈ Uw\Uv, so v(a) ∈ Gw\{0}. By
assumption, we have c < Gw, hence vG(v(a)) > vG(c), so by Proposition 3.4(ii) v(D(a))
has the same sign and the same archimedean class as c. It follows that v(D(a)) < Gw,
hence D(a) /∈ Ow. For (ii): By assumption, we have Gw < c, which by Lemma 3.3(ii),
implies Gw < ψ(c). Take a ∈ Uw, and let us show that D(a) ∈ Mw. Assume first
that a ∈ Ov. Then (DV2) implies v(D(a)) > ψ(c). Since Gw < ψ(c), it follows that
Gw < v(D(a)), hence D(a) ∈ Mw. Now assume a ∈ Uw\Ov , so in particular v(a) 6= 0.
Since a ∈ Uw, we have v(a) ∈ Gw. By convexity, vG(v(a)) > vG(c). By Proposition
3.4(ii), DG(v(a)) has the same sign and the same archimedean class as c, hence Gw <
DG(v(a)). This implies D(a) ∈ Mw. For (iii): By assumption, we have c ∈ Gw. Let
a ∈ Ow and let us show that D(a) ∈ Ow. Assume first that a ∈ Ov. If c = 0, then by
Lemma 3.9(ii) we have 0 = supΨ. It then follows from (DV2) that 0 ≤ v(D(a)),which
implies D(a) ∈ Ow. If c 6= 0, then (DV2) implies v(D(a)) > ψ(c). By Lemma 3.3(ii),
ψ(c) ∼ c, hence ψ(c) ∈ Gw by convexity of Gw. It follows that either v(D(a)) ∈ Gw or
Gw < v(D(a)) holds, which implies D(a) ∈ Ow. Now assume a ∈ Ow\Ov , so v(a) 6= 0.
By Proposition 3.4, we either have v(D(a)) ∼ v(a) or vG(v(D(a))) ≥ vG(c). Since
c ∈ Gw and v(a) ∈ Gw, it follows from the convexity of Gw that v(D(a)) ∈ Gw, hence
D(a) ∈ Uw. This shows D(Ow) ⊆ Ow and D(Uw\Uv) ⊆ Uw. Now assume that a ∈ Mw,
so we have Gw < v(a). By assumption we then have vG(c) > vG(v(a)), which by Lemma
3.4(iv) implies that v(D(a)) has same sign and same archimedean class as v(a), hence
Gw < v(D(a)), hence D(a) ∈ Mw. This shows D(Mw) ⊆ Mw, which means that
D induces a derivation D¯ on Kw. Since D(Uw\Uv) ⊆ Uw, D¯ is non-trivial. The fact
that D¯ satisfies (DV2) follows directly from the definition of D¯ and v
w
, so (Kw, v
w
, D¯)
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is a pre-differential-valued field. Moreover, the condition Ov = C +Mv clearly implies
O v
w
= C v
w
+M v
w
, where C v
w
= {c+Mw | c ∈ C}.
In case we start with a pre-H-field, then the induced derivation in Proposition 4.6(iii)
will also be a pre-H-field:
Proposition 4.7
Let (K, v,≤,D) be a pre-H-field and y ∈ K a regular cut point. If w is a coarsening of
v with y ∈ Uw, then (Kw,
v
w
,≤w, D¯) is a pre-H-field. If (K,≤,D) is a H-field, then so is
(Kw,≤w, D¯).
Proof. We know from Proposition 4.6(iii) that (Kw, v
w
, D¯) is a pre-differential-valued
field. It follows from the definitions of v
w
and ≤w that axioms (PH2) and (H2) are
preserved when going to the residue field Kw. Moreover, it directly follows from (PH3)
on K that for any a +Mw ∈ Kw, a +Mw >w O v
w
⇒ D¯(a +Mw) ≥w 0. Now note
that, in the proof of Proposition 4.6(iii), we proved that a ∈ Ow\Ov ⇒ D(a) /∈ Mw. It
follows that a+Mw /∈ O v
w
⇒ D¯(a+Mw) 6= 0. This proves (PH3) for Kw.
Proposition 4.6 states that we cannot completely characterize the elements of the
differential rank of (K, v,D) by looking at the residue fields; indeed, there may be many
coarsenings w of v which are not compatible with φ but still contain y, so that D will
induce a derivation on Kw. Another idea to characterize the differential rank is to look
at the valued field (K,w), where w is a coarsening of v; one can then wonder if (K,w,D)
is still a pre-differential-valued field. The following proposition gives us an answer:
Proposition 4.8
Let (K, v,D) be a pre-differential-valued field (respectively, a pre-H-field), y a regular
cut point for (K, v,D) and w a proper coarsening of v such that y ∈ Uw. Then w is in
the differential rank of (K, v,D) if and only if (K,w,D) is a pre-differential-valued field
(respectively, a pre-H-field).
Proof. Set c := v(y). Let a ∈ Ow and b ∈Mw, b 6= 0. Since b ∈Mw, we have D(b) 6= 0,
so w(φ(b)) 6= ∞. If D(a) = 0 then obviously w(D(a)) > w(φ(b)). Thus, we may
assume w(D(a)), w(φ(b)) 6=∞. Then the inequality w(D(a)) > w(φ(b)) is equivalent to
D(a)
φ(b) ∈ Mw. Assume w is not φ-compatible. Since y ∈ Uw, it follows from Proposition
3.4(i) and (iv) that for all b ∈ Uw, φ(b) ∈ Uw. Therefore, there must exist b /∈ Uw
with φ(b) ∈ Uw, without loss of generality b ∈ Mw (otherwise, take b
−1). Take an
a ∈ Uw\Uv, so v(a) ∈ G
6=0
w . By Proposition 3.4(ii), (iii) and (iv), either DG(v(a)) ∼ v(a)
or vG(DG(v(a))) ≥ vG(c) is true. By assumption, c ∈ Gw, so the convexity of Gw implies
v(D(a)) = DG(v(a)) ∈ Gw, hence D(a) ∈ Uw. We thus have D(a),
1
φ(b) ∈ Ow\Mw, and
since Mw is a prime ideal of Ow this implies
D(a)
φ(b) /∈ Mw, which contradicts (DV2) for
w. Assume now that w is φ-compatible. Take a ∈ Ow with D(a) 6= 0 and b ∈ Mw.
By Proposition 4.6(iii), we know that D(a) ∈ Ow. Since v(b) /∈ Gw and since Gw is ψ-
compatible, we know by Lemma 3.7 that ψ(v(b)) < Gw, hence φ(b) /∈ Ow, so
1
φ(b) ∈Mw,
hence D(a)
φ(b) ∈ Mw. This proves (DV2). Now assume that (K, v,≤,D) is a pre-H-field.
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Since Ov is ≤-convex and w is a coarsening of v, Ow is also ≤-convex, so (K,w,≤,D)
satisfies (PH2). Since Ov ⊆ Ow, it also satisfies (PH3).
Remark 4.9: If w 6= v, (K,w,D) cannot satisfy (DV1), so it is not a differential-valued
field.
Finally, Proposition 4.6 and 4.8 allow us to give a full characterization of coarsenings
w of v which belong to the differential rank of (K, v,D) by looking simultaneously at
the valued field (K,w) and at the residue field Kw:
Theorem 4.10
Let (K, v,D) be a pre-differential-valued field (respectively, a pre-H-field) and w a coars-
ening of v. Then w is in the differential rank of (K, v,D) if and only if the two following
conditions are satisfied:
(1) D induces a non-trivial derivation on Kw.
(2) (K,w,D) is a pre-differential-valued field (respectively, a pre-H-field).
Proof. Take a regular cut point y for (K, v,D) and set c := v(y). If w is φ-compatible,
then by Lemma 3.7 we must have c ∈ Gw hence y ∈ Uw, which by Proposition 4.6
implies that D induces a non-trivial derivation on Kw. We can then apply Proposition
4.8 and we get that (K,w,D) is a pre-differential-valued field (respectively, a pre-H-
field). Conversely, assume (1) and (2) hold. By Proposition 4.6, (1) implies y ∈ Uw, so
we can apply 4.8 and we get that, since (2) holds, w must be in the differential rank of
(K, v,D).
4.2 The unfolded differential rank
Our definition of the differential rank is not quite satisfactory if the cut point for ψ is
not 0. Indeed, by Lemma 3.7, we see that the ψ-rank of G does not give any information
on what happens for “small” elements, i.e elements g with vG(g) ≥ vG(c) where c is a
cut point for ψ. We need to “unfold” the map ψ around 0 to get this information, i.e
we need to translate ψ in order to obtain a new map whose cut point is closer to 0 than
c is, thus gaining information on the behavior of ψ around 0. Ideally, this translate of
ψ should have 0 as a cut point. If ψ happens to have a gap or a maximum g, then
we can do this by considering the map ψ′ := ψ − g, since this map has 0 as the cut
point. However, if (G,ψ) has asymptotic integration, then we cannot obtain a map with
cut point 0 by simply translating ψ. Instead, we need to consider an infinite family of
translates of ψ whose cut points approach 0, and then take the union of their ranks.
Now let us denote by R the ψ-rank of G and by P the principal ψ-rank of G. For any
g ∈ G6=0, let us denote by ψg the map G
6=0 → G, h 7→ ψ(h)−ψ(g). Note that (G,ψg) is
also an asymptotic couple. For every g we choose a cut point cg for ψg. We denote by
Sg the ψg-rank of G and by Qg the ψg-principal rank of G.
Lemma 4.11
Let h ∈ G6=0. For any cut point ch for ψh, we have vG(ch) ≥ vG(h).
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Proof. If ch = 0 this is clear, so assume ch 6= 0. By Lemma 3.3(ii), we have ch ∼ ψh(ch).
By Lemma 3.2, we have vG(ψh(ch)) = vG(ψ(ch) − ψ(h)) > vG(ch − h). It follows that
vG(ch) > vG(ch − h), which implies vG(ch) ≥ vG(h).
Lemma 4.11 shows in particular that we can choose g so that cg is arbitrarily small,
which means that the family {ψg}g∈G is well-suited for our purpose. This motivates the
following definition:
Definition 4.12
The unfolded ψ-rank of the asymptotic couple (G,ψ) is the order-type of the totally
ordered set S :=
⋃
06=g∈G Sg. The principal unfolded ψ-rank of the asymptotic couple
(G,ψ) is the order-type of the totally ordered set Q :=
⋃
06=g∈GQg. If (K, v,D) is a pre-
differential-valued field, we define its unfolded differential rank ( respectively, its
principal unfolded differential rank) as the unfolded ψ-rank of G (respectively the
principal unfolded ψ-rank of G), where (G,ψ) is the asymptotic couple associated to
(K, v,D).
In order to justify Definition 4.12, we still need to check that S and P satisfy the
conditions that we want. We want to show that S contains the ψ-rank of G, and that
the only new subgroups that were added in the process are subgroups contained in
{g ∈ G | vG(g) ≥ vG(c)}, where c is a cut point for ψ.
Lemma 4.13
Let g ∈ G6=0. The following holds:
(i) We have Sg = {H ∈ S | g ∈ H}. In particular, Sg is a final segment of S.
(ii) For any convex subgroup H of G, H ∈ Q if and only if there is h ∈ G such that
H =
⋂
F∈Sh
F .
(iii) We have Qg = {H ∈ Q | g ∈ H}. In particular, Qg is a final segment of Q.
Proof. Let us prove (i). If H ∈ Sg, then obviously H ∈ S. Moreover, we have ψg(g) =
0 ∈ H, so if H ∈ Sg it follows from ψg-compatibility that g ∈ H. This proves Sg ⊆ {H ∈
S | g ∈ H}. Now assume that g ∈ H ∈ S holds. By definition of S, there is h ∈ G such
that H ∈ Sh. Let us show that H ∈ Sg. Let f ∈ G
6=0. We already showed that H ∈ Sh
implies h ∈ H. By definition of Sh, we have f ∈ H ⇔ ψh(f) ∈ H. Moreover, we have
ψh(f) = ψg(f) + ψ(g) − ψ(h). By Lemma 3.2, we have vG(ψ(g) − ψ(h)) > vG(g − h).
Since g, h ∈ H, it follows from convexity of H that ψ(g) − ψ(h) ∈ H. It follows that
ψg(f) ∈ H if and only if ψh(f) ∈ H. It follows that f ∈ H ⇔ ψg(f) ∈ H. This
shows H ∈ Sg. Let us show (ii). By definition of Q, H ∈ Q if and only if there exists
h, f ∈ G such that H =
⋂
f∈F∈Sh
F . Now note that, for any F ∈ S, it follows from (i) that
f ∈ F ∈ Sh ⇔ f, h ∈ F ∈ S ⇔ h ∈ F ∈ Sh, so H =
⋂
f∈F∈Sh
F if and only if H =
⋂
h∈F∈Sf
F .
Therefore, we can assume without loss of generality that vG(f) ≥ vG(h). It follows from
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(i) that f ∈ F ∈ Sh ⇒ h ∈ F ∈ Sh, and since vG(f) ≥ vG(h) it follows from convexity
that h ∈ F ∈ Sh ⇒ f ∈ F ∈ Sh. It follows that H =
⋂
f∈F∈Sh
F holds if and only if
H =
⋂
h∈F∈Sh
F . By (i), we have
⋂
h∈F∈Sh
F =
⋂
F∈Sh
F . This shows (ii). Now let us show (iii).
Assume H ∈ Qg. Then in particular, H ∈ Sg, hence g ∈ H by (i). Assume g ∈ H ∈ Q.
By (ii), there is h such that H =
⋂
F∈Sh
F . Because g ∈ H, we have H =
⋂
g∈F∈Sh
F . It
follows from (i) that, for any F ∈ S, g ∈ F ∈ Sh ⇔ g, h ∈ F ∈ S ⇔ h ∈ F ∈ Sg. It
follows that H =
⋂
h∈F∈Sg
F . This means that H is the smallest element of Sg with h ∈ H,
hence H ∈ Qg.
The principal unfolded differential rank is related to the unfolded differential rank
the same way that principal ranks are usually related to the corresponding rank:
Proposition 4.14
If H is a convex subgroup of G, then H ∈ Q if and only if there exists h ∈ G such that
H is the smallest element of S containing h.
Proof. Let H ∈ Q. It follows from Lemma 4.13(ii) that H =
⋂
F∈Sg
F for some g ∈ G.
It then follows from Lemma 4.13(i) that H =
⋂
g∈F∈S
F , i.e H is the smallest element of
S containing g. Conversely, assume that H is the smallest element of S containing g.
It follows from Lemma 4.13(i) that H is then the smallest element of Sg containing g,
hence H ∈ Qg ⊆ Q.
Now we can describe the connection between the (principal) ψ-rank and the (princi-
pal) unfolded ψ-rank:
Proposition 4.15
Let c be a cut point for ψ. The following holds:
(i) We have R = {H ∈ S | c ∈ H}. In particular, R is a final segment of S.
(ii) We have P = {H ∈ Q | c ∈ H}. In particular, P is a final segment of Q.
(iii) Assume c 6= 0 and let Gc be the ψ-principal subgroup of G generated by c. Then R
(respectively, P ) is the principal final segment of S (respectively, of Q) generated
by Gc.
(iv) Assume c = 0. Then R = S and P = Q.
(v) Assume g is either the maximum of Ψ or a gap for ψ. Then S (respectively,
Q) is equal to the ψ′-rank of G (respectively, the principal ψ′-rank of G), where
ψ′ := ψ − g.
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Proof. Let us prove (i). It follows from Lemma 3.7 that H ∈ R ⇒ c ∈ H. Now
we just have to show that, for any non-trivial convex subgroup H of G containing c,
H ∈ R ⇔ H ∈ S. Let H be a convex subgroup of G containing c. Take g ∈ H 6=0.
It follows from Lemma 4.13(i) that H ∈ S if and only if H ∈ Sg. By Lemma 3.6,
we have ψ(g) ∈ H. For any f ∈ G6=0, we have ψg(f) = ψ(f) − ψ(g), which implies
ψg(f) ∈ H ⇔ ψ(f) ∈ H. It then follows from the definition of R and Sg that H ∈ R
if and only if H ∈ Sg. This shows that H ∈ R if and only if H ∈ S. Now let us show
(ii). Assume H ∈ P . Then there exists g ∈ G such that H is the smallest element of
R containing g. It follows from (i) that H is the smallest element of S containing c
and g. It then follows from convexity that H is the smallest element of S containing
h, where we set h := c if vG(g) ≥ vG(c) and h := g is vG(c) > vG(g). By Proposition
4.14, this implies H ∈ Q. Conversely, assume c ∈ H ∈ Q. Then by Proposition 4.14,
there is g ∈ H such that H is the smallest element of S containing g. Since c ∈ H, it
follows from (i) that H is the smallest element of R containing g, hence H ∈ P . This
shows (ii). (iii) and (iv) then follow directly from (i) and (ii). Let us prove (v). Note
that ψg(h) = ψ
′(h)−ψ′(g) = ψ′g(h) for any g, h. It follows that the (principal) unfolded
ψ-rank of G is equal to the (principal) unfolded ψ′-rank of G. By lemma 3.10, 0 is a cut
point for ψ′. It then follows from (iv) that the (principal) unfolded ψ′-rank of G is equal
to the (principal) ψ′-rank of G.
Remark 4.16: Proposition 4.15 shows that the unfolded differential rank has the
desired properties. Indeed, (i) and (ii) show that the (principal) differential rank is
contained in the (principal) unfolded differential rank and that the only subgroups which
were added in the process are groups which do not contain c. Moreover, (v) shows that
taking the unfolded differential rank generalizes the idea of translating ψ by a gap.
For a pre-differential-valued field (K, v,D) with asymptotic couple (G,ψ), we say
that a coarsening w of v lies in the unfolded differential rank of (K, v,D) if Gw lies
in unfolded ψ-rank of G. We can give an analog of Theorem 4.10 for the unfolded
differential rank, which characterizes the convex subrings of K lying in the unfolded
differential rank:
Theorem 4.17
Let (K, v,D) be a pre-differential-valued field and w a coarsening of v. Then w is in the
unfolded differential rank of (K, v,D) if and only if (K,w,D) is a pre-differential-valued
field.
Proof. Assume w is in the unfolded differential rank of (K, v,D). That means there
is g ∈ G such that Gw is in the ψg-rank of G. Now take a ∈ K with v(a) = ψ(g).
(K, v, aD) is a pre-differential-valued field with asymptotic couple (G,ψg) and Ow is in
the differential rank of (K, v, aD). By Theorem 4.10, it follows that (K,w, aD) is a pre-
differential valued field, so (K,w,D) is also a pre-differential-valued field. Conversely,
assume (K,w,D) is a pre-differential-valued field, w 6= v, and take a ∈ Uw\Ov . Set
g := v(a). By Lemma 4.11, we have vG(cg) ≥ vG(g), so by convexity cg ∈ Gw. By
Proposition 4.6(3) and Theorem 4.10, it follows that Ow is in the differential rank of
(K, v, aD), so Gw is in the ψg-rank of G, so it is in the unfolded ψ-rank of G.
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Finally, we want to connect the unfolded differential rank with the exponential rank
of exponential ordered fields. We recall the following definition from [10, Section 3]:
Definition 4.18
A centripetal precontraction on G is a map χ : G → G satisfying the following
conditions for all g, h ∈ G:
(i) χ(g) = 0⇔ g = 0.
(ii) χ preserves ≤.
(iii) χ(g) = −χ(−g).
(iv) If vG(g) = vG(h) and g, h have the same sign, then χ(g) = χ(h).
(v) |χ(g)| < |g|.
As was already noted in [1, Section 5], asymptotic couples are related to precon-
tractions. Indeed, assume that (G,ψ) has asymptotic integration; then we can define∫
g := D−1G (g) for any g ∈ G (note that DG is injective because it is strictly increasing).
We can then define the map: χ(g) : G<0 → G, g 7→
∫
ψ(g). We extend this map to G
by setting χ(0) := 0 and χ(g) = −χ(−g) for every g > 0. If (G,ψ) is H-type, it is then
easy to see that χ is a centripetal precontraction. If (G,ψ) is not H-type, then χ is not
a precontraction because axiom (ii) above is not satisfied, but the following result still
holds:
Proposition 4.19
If (G,ψ) has asymptotic integration, then the unfolded ψ-rank (respectively, the principal
unfolded ψ-rank) of G coincides with the χ-rank (respectively, the principal χ-rank) of
G.
Proof. We start by showing the following claim:
Claim: For any g, h ∈ G6=0, if vG(g) ≥ vG(χ(h)) then ψg(h) ∼ χ(h).
Proof. Because χ(−h) = −χ(h) and ψg(h) = ψg(−h), it is sufficient to consider the
case h < 0. By definition of χ, we have χ(h) + ψ(χ(h)) = ψ(h), hence χ(h) = ψ(h) −
ψ(χ(h)) = ψg(h) + ψ(g) − ψ(χ(h)) hence χ(h) − ψg(h) = ψ(g) − ψ(χ(h)). By Lemma
3.2, we have vG(ψ(g) − ψ(χ(h))) > vG(g − χ(h)), so if vG(g) ≥ vG(χ(h)) we have
vG(χ(h) − ψg(h)) = vG(ψ(g) − ψ(χ(h))) > vG(χ(h)) which implies χ(h) ∼ ψg(h).
Now let us prove the proposition. Let H be a convex subgroup of G. Assume H is
χ-compatible and take g ∈ H, g 6= 0. By Lemma 4.11, vG(cg) ≥ vG(g), hence cg ∈ H
by convexity. Now take h ∈ G such that ψg(h) ∈ H. If vG(χ(h)) ≥ vG(g) then by
convexity χ(h) ∈ H; if vG(g) ≥ vG(χ(h)) the claim implies χ(h) ∼ ψg(h), hence by
convexity χ(h) ∈ H. In any case we have χ(h) ∈ H, and since H is χ-compatible it
follows that h ∈ H. We proved cg ∈ H and ψg(h) ∈ H ⇒ h ∈ H, so by Lemma 3.7 H is
ψg-compatible, which means that H is in the unfolded ψ-rank of G. Conversely, assume
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H ∈ S and take h ∈ G. Since H ∈ S, there is g ∈ G with H ∈ Sg and by Lemma 4.13(i)
we may assume vG(g) ≥ vG(χ(h)). By the claim, we then have ψg(h) ∈ H ⇔ χ(h) ∈ H.
Since H ∈ Sg, this implies h ∈ H ⇔ χ(h) ∈ H, so H is χ-compatible. This proves that
S is the set of χ-compatible convex subgroups of G. It then follows from Proposition
4.14 that Q is the set of χ-principal convex subgroups of G.
Proposition 4.19 yields an immediate corollary for exponential fields. We refer to
[12] for the definition of v-compatible (GA), (T1)-exponential:
Corollary 4.20
Let (K,≤,D) be a H-field, let v be the natural valuation associated to ≤ and assume that
there exists a v-compatible (GA), (T1)-exponential exp on K such that φ(exp(a)) = D(a)
for any a ∈ K. Then the exponential rank of (K,≤, exp) is equal to the unfolded
differential rank of (K,≤,D).
Proof. We know from [12, Theorem 3.25] that log = exp−1 induces a map χ on G and
that the exponential rank ofK is equal to the χ-rank ofG (note that this also follows from
our Proposition 2.5). With our assumption, it is easy to check that χ(g)+ψ(χ(g)) = ψ(g)
for all g ∈ G<0. By definition of DG, this implies DG(χ(g)) = ψ(g), i.e χ(g) =
∫
ψ(g)
for all g ∈ G<0. Moreover, one can easily check that χ(g) = −χ(−g) for all g ∈ G.
Therefore, χ coincides with the map χ in Proposition 4.19. The claim then follows from
Proposition 4.19.
5 Derivations on power series
The goal of this Section is first to answer Question 2 of the introduction, which then
allows us to partially answer Question 1. We then apply our results to construct a
derivation on a field of generalized power series so that we obtain a H-field of given
principal differential rank and principal unfolded differential rank. If (K, v,D) is a
differential-valued field, then we say that D is a H-derivation if the asymptotic couple
associated to (K, v,D) is H-type. In this section, we will only consider H-derivations.
Therefore, all the asymptotic couples appearing in this section are H-type. Section 5.1
answers Question 2 and Section 5.2 answers a variant of Question 1 where D is required
to be a H-derivation. Section 5.3 answers another variant of Question 1 where we require
D to be of Hardy type (see Definition 5.16), which is connected to the work done in [14]
and [15].
We want to recall a few facts about the theory of valued groups. Let v : G→ Γ∪{∞}
be a valuation. For all γ ∈ Γ, the sets (Gv)
γ := {g ∈ G | v(g) ≥ γ} and (Gv)γ := {g ∈
G | v(g) > γ} are subgroups of G. The quotient groups (Bv)γ := (Gv)
γ/(Gv)γ , γ ∈ Γ,
are called the components of the valued group (G, v). The pair (Γ, ((Bv)γ)γ∈Γ) is called
the skeleton of the valued group (G, v). Given an ordered set Γ and a family of groups
(Bγ)γ∈Γ, we define the Hahn product of the family (Bγ)γ∈Γ, denoted Hγ∈ΓBγ , as the
valued group (G, v), where G := {g = (gγ)γ∈Γ ∈
∏
γ∈ΓBγ | supp(g) is well-ordered} and
v(g) := min supp(g). Here supp(g) denotes the support of g, i.e supp((gγ)γ∈Γ) = {γ ∈
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Γ | gγ 6= 0}. (G, v) is a valued group with skeleton (Γ, (Bγ)γ∈Γ). It is usual to denote
elements of Hγ∈ΓBγ as formal sums
∑
γ∈Γ gγ , where gγ ∈ Bγ for all γ ∈ Γ. We recall
Hahn’s embedding theorem:
Theorem 5.1 (Hahn’s embedding theorem)
Let (G, v) be a divisible valued group satisfying the condition v(ng) = g for all g ∈ G
and n ∈ Z with n 6= 0. Denote by (Γ, (Bγ)γ∈Γ) the skeleton of the valued group (G, v).
Then (G, v) is embeddable as a valued group into the Hahn product Hγ∈ΓBγ .
Throughout this section, k will denote a field, G an ordered abelian group and
K := k((G)) the field of generalized power series generated by k and G. We denote by
v the usual valuation on K, i.e. v(a) = min supp(a). If k is ordered, then K is also an
ordered field, with the order of K being defined as follows: we say that a < b if and only
if ag < bg, where g = v(a− b).
5.1 Defining a derivation of given asymptotic couple
Let k be a field and let (G,ψ) be a H-type asymptotic couple. We would like to define
a derivation D on K making (K, v,D) a pre-differential-valued field whose associated
asymptotic couple is (G,ψ). If k happens to be ordered, then we want (K,≤,D) to be
a H-field. The idea is to view the map ψ : G→ Ψ ∪ {∞} as a valuation (ψ is extended
to G by setting ψ(0) :=∞). We first assume that the valued group (G,ψ) is maximally
valued, i.e (G,ψ) is isomorphic as a valued group to the Hahn product H := Hλ∈Ψ(Bψ)λ.
We will later see that this condition is actually not essential. We shall write elements of
G as sums g :=
∑
λ∈Ψ gλ with gλ ∈ (Bψ)λ. Note that ψ(g) = min{λ ∈ Ψ | λ ∈ supp(g)}.
We shall write Bλ instead of (Bψ)λ for every λ ∈ Ψ.
To define a derivation on K we proceed in three steps: Step 1: define D on the
fundamental monomials, i.e define D(tgλ) for each gλ ∈ Bλ for every λ ∈ Ψ. Step 2:
extend D to all monomials by using a strong Leibniz rule. Step 3: extend D to K by
strong linearity. This idea is inspired by the work in [14]. In [14], the authors assumed
that the map D was already given on the fundamental monomials and gave conditions
for this map to be extendable to the whole field. They only do this in the particular
case where G is a Hahn product of copies of R. Here we do it in a more general setting
since we do not make any assumption on (G,ψ) except that it is a H-type asymptotic
couple; moreover, we define D explicitly on the fundamental monomials. The idea for
step 1 comes from the following remark: if (K, v,D) is a pre-differential-valued field,
then for any a ∈ K we have v(D(a)) = v(a) + ψ(v(a)). Therefore, we naturally want
to define D(t(gλ)) as an element with valuation gλ + λ (note that this expression makes
sense because λ ∈ Ψ ⊆ G). Assume that a family uλ : Bλ → k (λ ∈ Ψ) of group
homomorphisms has been given. Define then D(tgλ) = uλ(gλ)t
gλ+λ. Note that a similar
idea was already used in [4], but only in the case where G is divisible and admits a
valuation basis, which is a strong restriction. Now we use the strong Leibniz rule to
extend D to the set of all monomials of K: let g =
∑
λ∈Ψ gλ ∈ G; the strong Leibniz
rule implies:
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D(tg) := tg
∑
λ∈Ψ
D(tgλ)
tgλ
= tg
∑
λ∈Ψ
uλ(gλ)t
λ.
Note that the support of the family (uλ(gλ)t
λ)λ∈Ψ is included in the support of g so
it is well-ordered, which proves that D(tg) is indeed an element of K. Note also that
since the support of 0 is ∅ we have D(t0) = 0. Finally, we apply strong linearity to
extend D to all elements of K: for a =
∑
g∈G agt
g ∈ K, we define:
D(a) :=
∑
g∈G
agD(t
g) =
∑
06=g∈G
∑
λ∈Ψ
aguλ(gλ)t
g+λ. (†)
Because formula (†) is an infinite sum, it is not clear that this expression is well-
defined. In order to make sense of formula (†), we recall the notion of summability
introduced in [7]. Let (ai)i∈I be a family of elements of K with ai =
∑
g∈G ai,gt
g. We
say that the family (ai)i∈I is summable if the following two conditions are satisfied:
(i) The set A :=
⋃
i∈I supp(ai) is well-ordered
(ii) for any g ∈ A, the set Ag := {i ∈ I | ai,g 6= 0} is finite.
If the family (ai)i∈I is summable, we define its sum as
∑
g∈G bgt
g ∈ K, where bg = 0 if
g /∈ A and bg =
∑
i∈Ag
ai,g if g ∈ A.
Now let a =
∑
g∈G agt
g. We want to prove that the family (agD(t
g))g∈supp(a) is
summable. We set A :=
⋃
g∈supp(a) supp(D(t
g)) = {g + λ | g ∈ supp(a), λ ∈ supp(g)}
and for any g ∈ supp(a) and any λ ∈ supp(g), Ag,λ := {(h, µ) | h ∈ supp(a), µ ∈
supp(h), g+λ = h+µ}. The key to summability is the following fact (see [3, Proposition
2.3(1)]):
Lemma 5.2
For any λ, µ ∈ Ψ with µ 6= λ, ψ(λ− µ) > min(λ, µ).
The next two lemmas will help us prove the summability of (agD(t
g))g∈supp(a):
Lemma 5.3
Let g, h ∈ G with g ≤ h and λ, µ ∈ Ψ such that h+ µ ≤ g + λ. Then
µ ∈ supp(g)⇔ µ ∈ supp(h).
Proof. The case g = h is trivial so assume g < h. Then we must have µ < λ. Moreover,
0 < h − g ≤ λ − µ, hence (since ψ is H-type) ψ(h − g) ≥ ψ(λ − µ), hence by 5.2
ψ(g − h) > min(λ, µ) = µ. Now if µ were in supp(g) but not in supp(h) then µ would
also be in supp(g − h), hence ψ(g − h) ≤ µ, which is a contradiction. This proves the
Lemma.
Lemma 5.4
If (gn + λn)n is a decreasing sequence in A, then (gn)n cannot be strictly increasing. If
(gn)n is constant, then (gn + λn)n is not strictly decreasing.
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Proof. Assume that (gn + λn)n is decreasing and (gn)n increasing. Then for all n ∈ N
we have g0 ≤ gn and gn+ λn ≤ g0 + λ0, so by Lemma 5.3 λn ∈ supp(g0). Since supp(g0)
is well-ordered, it follows that (λn)n cannot be strictly decreasing. Since (gn + λn)n
is decreasing, it follows that (gn)n cannot be strictly increasing. Moreover, if (gn)n is
constant, then (gn + λn)n cannot be strictly decreasing.
Proposition 5.5
The family (agD(t
g))g∈supp(a) is summable.
Proof. Assume there exists a strictly decreasing sequence (gn+ λn)n in A. Without loss
of generality we can assume that (gn)n is either constant, strictly decreasing or strictly
increasing. Since gn ∈ supp(a) for all n, (gn)n cannot be strictly decreasing, so without
loss of generality (gn)n is either constant or strictly increasing. This contradicts Lemma
5.4, and it follows thatA is well-ordered. Now let h+µ ∈ A and assume there is an infinite
subset {(gn, λn) | n ∈ N} of Ah,µ, with (gn, λn) 6= (gm, λm) for all n 6= m. Without loss
of generality we can assume that (gn)n∈N is either constant, strictly decreasing or strictly
increasing. Since the sequence (gn+λn)n∈N is constant, it is in particular decreasing, so
(gn)n cannot be strictly increasing by Lemma 5.4; since supp(a) is well-ordered, (gn)n
cannot be strictly decreasing. Therefore, (gn)n is constant, but then λn must also be
constant, which contradicts (gn, λn) 6= (gm, λm) for all n 6= m. This proves that Ah,µ is
finite.
Thus, formula (†) defines a map on K, and it is easy to see from its definition that
it is a derivation. It remains to see if (K, v,D) is a pre-differential-valued field.
Proposition 5.6
Let a =
∑
g∈G agt
g ∈ K with g = v(a) 6= 0 and λ = ψ(g). Then v(D(a)) ≥ g + λ,
and the coefficient of D(a) at g + λ is aguλ(gλ). In particular, if uλ(gλ) 6= 0 then
v(D(a)) = v(a) + ψ(v(a)).
Proof. Let h + µ ∈ A = {f + ν | f ∈ supp(a), ν ∈ supp(f)} with h + µ ≤ g + λ. Since
g = v(a) and h ∈ supp(a) we have g ≤ h. By 5.3, we have µ ∈ supp(g), and since
λ = ψ(g) it follows that λ ≤ µ, hence g + λ ≤ h + µ. This proves that g + λ ≤ minA.
Now note that if g < h then h+ µ ≤ g + λ would imply µ < λ which would contradict
µ ∈ supp(g), so h+µ = g+λ implies h = g and thus µ = λ. It follows that Ag,λ = {(g, λ)},
and so by formula (†) the coefficient in front of tg+λ is just aguλ(gλ).
If uλ(gλ) = 0, then v(D(a)) is not equal to v(a)+ψ(v(a)). It follows that in general, K
endowed with the derivation D is not even a pre-differential valued field since there may
be constants whose valuation is not trivial. However, (K, v,D) becomes a differential-
valued field if we impose a condition on uλ:
Proposition 5.7
If uλ is injective for every λ ∈ Ψ, then (K, v,D) is a differential-valued field with asymp-
totic couple (G,ψ).
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Proof. By Proposition 5.6, we have v(D(a)) = v(a) + ψ(v(a)) for every a /∈ Uv. In
particular, v(a) 6= 0 implies D(a) 6= 0. It follows that C = k.t0, so (DV1) is satisfied.
Now let a, b ∈ K with v(a), v(b) > 0 and b 6= 0. By Proposition 5.6, we have v(D(a)) =
v(a) + ψ(v(a)) and v(D(b)
b
) = ψ(v(b)). By Axiom (AC3), it follows that v(D(a)) >
v(D(b)
b
). If v(a) = 0, then we write a = c + ǫ with c ∈ C and ǫ ∈ Mv and we have
D(a) = D(ǫ) which brings us back to the case v(a) > 0. This proves (DV2). The
relation v(D(a)) = v(a)+ψ(v(a)) proves that (G,ψ) is the asymptotic couple associated
to (K, v,D).
In the case where k is ordered, we can even make (K, v,D) a H-field under some
additional assumption. Remember that, because (Gψ)λ is convex in (G,≤), the order ≤
induces an order on Bλ defined by g + (Gψ)λ ≤ h+ (Gψ)λ if and only if
(g − h ∈ (Gψ)λ) ∨ (g − h /∈ (Gψ)λ ∧ g ≤ h).
Proposition 5.8
Assume that k is an ordered field and that uλ is an order-reversing embedding of groups
for each λ ∈ Ψ. Then (K,≤,D) is a H-field with asymptotic couple (G,ψ).
Proof. We already know that (K, v,D) is a differential-valued field and that
Ov = {a ∈ K | ∃c ∈ C, |a| ≤ c}. Now assume that a ∈ K is such that a > C,
a =
∑
g∈G agt
g. It follows that, for g := v(a), ag > 0 and g < 0. This implies that
gλ < 0, where λ = ψ(g). By Proposition 5.6, the sign of D(a) is the sign of aguλ(gλ).
Since uλ is order-reversing, it follows that aguλ(gλ) > 0, hence D(a) > 0. This proves
that (K,≤,D) is a H-field.
This solves our problem for the case where (G,ψ) is maximally valued. Now we want
to extend those results to the general case. Assume then that (G,ψ) is an arbitrary
H-type asymptotic couple. Let Ĝ denote the divisible hull of G, i.e. the group G
⊗
ZQ.
Up to isomorphism, Ĝ is the smallest divisible abelian group containing G. It is easy to
see that both ≤ and ψ extend uniquely to Ĝ, so that (Ĝ, ψ) is also a H-type asymptotic
couple. Viewing (Ĝ, ψ) as a valued group, we can use Hahn’s embedding theorem: there
exists an embedding of valued groups ι : (Ĝ, ψ) →֒ (H := Hλ∈ΨB̂λ, ψ), where B̂λ denotes
the divisible hull of Bλ, and ψ is defined on H by ψ(h) = ι(min supp(h)). It remains
to show that H can be endowed with an order extending the one on Ĝ, so that ι is
actually an embedding of asymptotic couples. For this, we use results from [13]. Since ψ
is H-type, it is a coarsening of vG, so it follows from [13, Theorem 3.2] that ≤ induces an
order on each B̂λ. By [13, Theorem 4.6], we can lift this family of orders (≤λ)λ∈Ψ to H.
This gives us a group order on H whose restriction to ι(Ĝ) is exactly the order of Ĝ. Now
if we restrict ι to G, we have an embedding of asymptotic couples ι : (G,ψ) → (H,ψ).
With this embedding ι of asymptotic couples, we can see K as a subfield of k((H)):
consider the embedding ρ :
∑
g∈G agt
g 7→
∑
g∈G agt
ι(g). Note that if k is ordered then
this embedding preserves the order of K. Now we know from what we have done before
that k((H)) can be endowed with a derivation D given by the formula (†). It is easy to
see from this formula that ρ(K) is stable under D, so D is also a derivation on ρ(K)
which gives us a derivation on K. With Proposition 5.6 we could show again that if each
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uλ is injective, then (K, v,D) is a differential-valued field, and if k is ordered and each
uλ is an order-reversing embedding, then (K,≤,D) is a H-field.
Thus, the method described above allows us to define a derivation on any field
of generalized power series k((G)) where (G,ψ) is a given H-type asymptotic couple.
However, if we want to have a differential-valued field, we saw that our method only
works if each Bλ (λ ∈ Ψ) is embeddable into (k,+) as a group. One can then wonder if
we could find a method which does not need this condition; the next proposition proves
that it is not possible:
Proposition 5.9
Let (G,ψ) be a H-type asymptotic couple and k a field. Let D be a derivation on
K := k((G)) such that (K, v,D) is a differential-valued field with asymptotic couple
(G,ψ). Then for each λ ∈ Ψ, there exists a group embedding uλ from Bλ into (k,+). If
moreover k is ordered and (K,≤,D) is a H-field, then we can even choose uλ so that it
is order-reversing.
Proof. We start by showing the following claim:
Claim: Let h, g ∈ G be such that ψ(h) = ψ(g) and ψ(g − h) > ψ(g). Then D(tg) and
D(th) have the same leading coefficient.
Proof. By the product rule, we have D(th) = th−gD(tg)+ tgD(th−g). Moreover, we have
v(th−gD(tg)) = h− g + g + ψ(g) = h+ ψ(g) and
v(tgD(th−g)) = g + h − g + ψ(h − g) = h + ψ(h − g). Since ψ(g − h) > ψ(g), we have
v(th−gD(tg)) < v(tgD(th−g)). It follows that v(D(th)) = v(th−gD(tg)). Therefore, the
leading coefficient of D(th) is the leading coefficient of th−gD(tg), which is equal to the
leading coefficient of D(tg).
Now let λ ∈ Ψ. Set uλ(0) := 0. For any gλ ∈ Bλ, take any g ∈ (Gψ)
λ such that
g + (Gψ)λ = gλ and define uλ(gλ) as the leading coefficient of D(t
g). The claim makes
sure that uλ(gλ) does not depend on the choice of g, so this gives us a well-defined map
uλ : Bλ → k. One can easily check that this is a group homomorphism. The fact that
ker uλ = {0} follows from the fact that D(a) 6= 0 when v(a) 6= 0. Now assume that k is
ordered and that (K,≤,D) is a H-field. Let λ ∈ Ψ and hλ, gλ ∈ Bλ with hλ < gλ. Take
g, h ∈ Gλ with g + (Gψ)λ = gλ and h + (Gψ)λ = hλ. We then have h < g. It follows
that v(th−g) < 0, hence th−g > C, which by (PH3) implies D(th−g) > 0, so the leading
coefficient uλ(hλ − gλ) = uλ(hλ)− uλ(gλ) of D(t
h−g) is positive, hence uλ(hλ) > uλ(gλ),
so uλ is order-reversing.
We can now formulate our answer to Question 2. Note that the existence of an
order-reversing group homomorphism between two groups is equivalent to the existence
of an order-preserving homomorphism between them.
Theorem 5.10
Let k be a field (respectively, an ordered field) and (G,ψ) a H-type asymptotic couple.
Let (Ψ, ((Bψ)λ)λ∈Ψ) be the skeleton of the valuation ψ. There exists a derivation D
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on k((G)) making (k((G)), v,D) a differential valued field (respectively, a H-field) with
asymptotic couple (G,ψ) if and only if each (Bψ)λ is embeddable into (k,+) (respectively,
into (k,+,≤)). In that case, D can be defined by the formula (†).
Proof. It follows directly from Propositions 5.7, 5.8 and 5.9
5.2 Fields of power series admitting a H-derivation
We now want to use Theorem 5.10 to answer Question 1 of the introduction. This
means we need to characterize the ordered groups G which can be endowed with a map
ψ satisfying the properties of Theorem 5.10. Note that if (G,ψ) is a H-type asymptotic
couple, then ψ is consistent with vG, which means that ψ naturally induces two maps
on Γ:
1. the map ψˆ : Γ→ G defined by ψˆ(vG(g)) := ψ(g).
2. the map ω : Γ→ Γ ∪ {∞} defined by ω(γ) := vG(ψˆ(γ)).
The main idea to answer Question 1 is to characterize the maps on Γ which can be lifted
to a map ψ satisfying the conditions of Theorem 5.10. This is connected to the notion
of shift. A map on σ : Γ → Γ ∪ {∞} is called a right-shift if σ(γ) > γ for all γ ∈ Γ.
The authors of [14] already found a connection between shifts on Γ and the existence
of Hardy-type derivations on K. In particular, it was showed in [14] that a shift on
Γ can be lifted to a derivation on R(G), where G = Hγ∈ΓR. We show here that any
H-derivation comes from a shift on Γ (see Theorems 5.14 and 5.18).
We extend the notion of shift to maps from Γ to G≤0: we say that a map σ : Γ→ G≤0
is a right-shift if the map vG ◦ σ : Γ → Γ ∪ {∞} is a right-shift. The following two
lemmas show the connection between asymptotic couples and shifts. The increasing
right-shifts of Γ are exactly the maps induced by asymptotic couples of cut point 0:
Lemma 5.11
Let σ : Γ → G≤0 (respectively, ω : Γ → Γ ∪ {∞}) be a map. Then the following
statements are equivalent:
(i) There exists a map ψ : G6=0 → G such that (G,ψ) is a H-type asymptotic couple
with cut point 0 and σ(vG(g)) = ψ(g) (respectively, ω(vG(g)) = vG(ψ(g))) for all
g ∈ G6=0.
(ii) σ (respectively, ω) is an increasing right-shift.
Proof. Assume that (i) holds. Then by (ACH), σ must be increasing and since 0 is a cut
point then σ must be a right-shift. Moreover, by Lemma 3.9(ii) we have σ(Γ) ⊆ G≤0.
It then follows that ω = vG ◦ σ is an increasing right-shift. Conversely, assume σ is an
increasing right-shift. Define ψ(g) := σ(vG(g)) for any g ∈ G
6=0. (AC2) is obviously
satisfied. Let g, h ∈ G6=0. We have vG(g − h) ≥ min(vG(g), vG(h)), and since σ is
increasing it follows that σ(vG(g − h)) ≥ min(σ(vG(g)), σ(vG(h))) which proves (AC1).
Now assume 0 < h. Since σ is a right-shift, we have vG(ψ(h)) > vG(h), so h+ψ(h) must
34
be positive. Since σ(Γ) ⊆ G≤0, ψ(g) is not positive, so (AC3) holds. Finally, (ACH)
follows directly from the fact that σ is increasing. Now let c be a cut point for ψ. If
c 6= 0, then Lemma 3.3(ii) implies vG(c) = vG(ψ(c)), hence vG(σ(vG(c))) = vG(c), which
contradicts the fact that σ is a right-shift. Therefore, we must have c = 0, and ψ satisfies
the desired conditions. If we are only given an increasing right-shift ω : Γ→ Γ∪{∞}, we
can choose a gδ ∈ G
<0 with vG(gδ) = δ for each δ ∈ ω(Γ). We can then set σ(γ) := gω(γ)
for every γ ∈ Γ. This gives us an increasing right-shift σ : Γ→ G≤0 with ω = vG ◦σ. We
already proves that there exists ψ with 0 as a cut point and such that σ(vG(g)) = ψ(g).
This equality then implies ω(vG(g)) = vG(ψ(g)).
Moreover, there is a natural way of associating a shift to any H-type asymptotic
couple:
Lemma 5.12
Let (G,ψ) be a H-type asymptotic couple. There exists an increasing right-shift
σ : Γ→ G≤0 such that for any g, h ∈ G6=0, σ(vG(g)) ≤ σ(vG(h))⇔ ψ(g) ≤ ψ(h).
Proof. We make a case distinction following Lemma 3.13. Assume first that ψ has a gap
or a maximum c. Set ψ′ := ψ − c and let σ(vG(g)) := ψ
′(g). By Lemma 3.10, 0 is a cut
point for ψ′, so it follows from Lemma 5.11 that σ is an increasing right-shift. It is clear
that σ(vG(g)) ≤ σ(vG(h)) ⇔ ψ
′(g) ≤ ψ′(h) holds. Since ψ′(g) ≤ ψ′(h) ⇔ ψ(g) ≤ ψ(h),
it follows that σ has the desired properties. Now we just have to consider the case
where (G,ψ) has asymptotic integration. In that case, let χ be the same map as in
Proposition 4.19, i.e. χ(0) := 0, χ(g) :=
∫
ψ(g) for all g < 0 and χ(g) := −χ(−g) for
all g > 0. Now define σ by σ(vG(g)) := χ(g). Since χ is a centripetal precontraction, it
follows that σ is an increasing right-shift. It is also clear from the definition of σ that
σ(vG(g)) ≤ σ(vG(h))⇔ χ(g) ≤ χ(h). Moreover, we know from [3, Proposition 2.3] that
the map DG is increasing, so
∫
is also increasing, so χ(g) = χ(h) ⇔ ψ(g) = ψ(h) holds,
which proves that σ satisfies the desired properties.
For any increasing map σ : Γ→ G≤0 and any f ∈ σ(Γ), we now set
Gσ(f,+) := {g ∈ G | σ(vG(g)) ≥ f}∪{0} and Gσ(f,−) := {g ∈ G | σ(vG(g)) > f}∪{0}.
We have the following:
Lemma 5.13
Let σ : Γ → G≤0 be an increasing map. Then for any f ∈ σ(Γ), the sets Gσ(f,+) and
Gσ(f,−) are convex subgroups of G.
Proof. Just note that σ ◦ vG is a valuation and a coarsening of vG.
Lemma 5.13 allows us to define the group Hσ(f) := Gσ(f,+)/Gσ(f,−). Since
Gσ(f,−) is convex, Hσ(f) is naturally an ordered group. This allows us to partially
answer Question 1:
Theorem 5.14
Let G be an ordered abelian group and k a field (respectively, an ordered field). Let Γ
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denote the value chain of G. Then there exists a H-derivation D on K := k((G)) making
(K, v,D) a differential-valued field (respectively, a H-field) if and only if there exists an
increasing map σ : Γ→ G≤0 such that the following holds:
(1) The map vG ◦ σ is a right-shift
(2) For any f ∈ σ(Γ), Hσ(f) is embeddable into (k,+) (respectively, (k,+,≤)).
Proof. Assume that (K, v,D) is a differential-valued field having a H-type asymptotic
couple (G,ψ). By Theorem 5.10, it follows that (Bψ)λ is embeddable in (k,+) for
every λ ∈ Ψ. Now take σ as in Lemma 5.12. Let f ∈ σ(Γ), f = σ(vG(g)) for some
g ∈ G. We have σ(vG(h)) ≥ f ⇔ σ(vG(h)) ≥ σ(vG(g)) ⇔ ψ(h) ≥ ψ(g). It follows that
Gσ(f,+) = (Gψ)
λ, where λ = ψ(g). Similarly, Gσ(f,−) = (Gψ)λ, hence Hσ(f) = (Bψ)λ,
so Hσ(f) is embeddable into (k,+). If (K,≤,D) is a H-field then by Theorem 5.10,
Hσ(f) must be embeddable as an ordered group in (k,+,≤). This proves one direction
of the theorem, let us prove the converse. Assume that such a σ as in the theorem
exists. By Lemma 5.11, there exists ψ on G making (G,ψ) a H-type asymptotic couple
and such that σ is induced by ψ. It follows that, for each λ ∈ Ψ, we have λ ∈ σ(Γ),
(Gψ)
λ = Gσ(λ,+) and (Gψ)λ = Gσ(λ,−). By assumption, it follows that each (Bψ)λ is
embeddable into (k,+), and the existence of D then follows from Theorem 5.10. If each
Hσ(f) is embeddable into (k,+,≤), then so is each (Bψ)λ, and we conclude by Theorem
5.10 again.
Remark 5.15: If we are given a σ as in Theorem 5.14, we can explicitly construct D.
We first define ψ on G by ψ(g) := σ(vG(g)). This gives us a H-type asymptotic couple
(G,ψ). We then define D with formula (†) above.
5.3 Hardy-type derivations
The goal of this section is to characterize fields of power series which can be endowed
with a Hardy-type derivation as defined in [14].
Definition 5.16
If (G,ψ) is an asymptotic couple, we say that ψ is of Hardy type if (G,ψ) is H-type
and ψ(g) = ψ(h) ⇒ vG(g) = vG(h) for all g, h ∈ G
6=0. We say that a derivation D on
an ordered field (K,≤) is of Hardy type if (K,≤,D) is a H-field with asymptotic couple
(G,ψ) such that ψ is of Hardy type.
The natural derivation of a Hardy field is an example of a Hardy-type derivation.
Note that if ψ is Hardy-type, then we have vG(g) = vG(h)⇔ ψ(g) = ψ(h), which means
that ψ and vG are equivalent as valuations. In particular, the valued groups (G, vG) and
(G,ψ) have the same components.
In general, H-derivations are not necessarily Hardy-type derivations. However, the
two notions coincide in a field of power series if the field of coefficients is archimedean:
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Proposition 5.17
Let k be an archimedean ordered field, G an ordered abelian group, K := k((G)) and D
a derivation on K. Then (K,≤,D) is a H-field if and only if D is of Hardy-type.
Proof. Assume (K,≤,D) is a H-field with asymptotic couple (G,ψ). By Theorem 5.10,
each component of the valued group (G,ψ) is embeddable as an ordered group into
(k,+,≤). It follows that each component of the valued group (G,ψ) is archimedean, and
it follows that ψ must be of Hardy type. Indeed, if ψ is not of Hardy type, then there are
g, h ∈ G with vG(g) > vG(h) and ψ(g) = ψ(h). It follows that g, h are not archimedean-
equivalent. Now set λ := ψ(h). Then g + (Gψ)λ, h + (Gψ)λ are two non-zero elements
of (Bψ)λ, but they are not archimedean-equivalent, which is a contradiction.
We can now answer a variant of Question 1, where D is required to be of Hardy
type. The criterion for the existence of D in this case is simpler than the criterion for
the existence of a H-derivation given by Theorem 5.14. In particular, the groups Hσ(f)
from Theorem 5.14 do not appear anymore:
Theorem 5.18
Let G be an ordered abelian group and k an ordered field. Let Γ denote the value chain
of G. Then there exists a Hardy-type derivation D on K := k((G)) if and only if the
following conditions are satisfied:
(1) Each (BvG)γ is embeddable as an ordered group into (k,+,≤).
(2) There exists a strictly increasing right-shift σ : Γ→ G≤0.
Proof. Assume there exists a Hardy-type derivation D on K, denote by ψ the map
induced by the logarithmic derivative on G. By Theorem 5.10, each (Bψ)λ is embeddable
into (k,+,≤). Since D is Hardy-type, it follows that (BvG)γ is embeddable into (k,+,≤)
for every γ ∈ Γ ((G, vG) and (G,ψ) have the same components). This shows (1). Now
take σ as in Lemma 5.12. For all g, h ∈ G6=0, we have by definition of σ: σ(vG(g)) ≤
σ(vG(h)) ⇔ ψ(g) ≤ ψ(h), and because ψ is Hardy-type we have vG(g) ≤ vG(h) ⇔
ψ(g) ≤ ψ(h). This shows that σ is strictly increasing, hence (2). Conversely, assume
that (1) and (2) hold. By Lemma 5.11 there is ψ on G such that σ is induced by ψ. Since
σ is strictly increasing, it is in particular injective, which implies that ψ is Hardy-type.
It then follows from (1) that (Bψ)λ is embeddable into (k,+,≤) for every λ ∈ Ψ. The
existence of D is then given by Theorem 5.10.
In the case where k contains R, we can overlook condition (1) of Theorem 5.18:
Corollary 5.19
Let k be an ordered field containing R and G an ordered abelian group. Let Γ denote
the value chain of G. Then there exists a Hardy-type derivation D on K := k((G)) if
and only if there exists a strictly increasing right-shift σ : Γ→ G≤0.
Proof. Since each (BvG)γ is archimedean, and since k contains R, condition (1) of The-
orem 5.18 is always satisfied, so D exists if and only if condition (2) of Theorem 5.18 is
satisfied.
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Finally, if k is archimedean, we can simplify Theorem 5.14 to give a criterion for the
existence of a H-derivation on K:
Corollary 5.20
Let k be an archimedean ordered field and G an ordered abelian group with value chain
Γ. There exists a derivation D on K := k((G)) making (K,≤,D) a H-field if and only
if the following conditions are satisfied:
(1) Each (BvG)γ is embeddable as an ordered group into (k,+,≤).
(2) There exists a strictly increasing right-shift σ : Γ→ G≤0.
Proof. By Proposition 5.17, there exists a H-derivation on K if and only if there exists
a Hardy-type derivation on K. The claim then follows directly from Theorem 5.18.
5.4 Realizing a linearly ordered set as a principal differential rank
Assume (K, v,D) is a pre-differential valued field with principal differential rank P and
principal unfolded differential rank Q. We know by Proposition 4.15 that P is either a
principal final segment of Q or equal to Q. The goal of this section is to show a converse
statement, i.e that any pair (P,Q) of linearly ordered sets, where P is a principal final
segment of Q or Q = P , can be realized as the pair “(principal differential rank, principal
unfolded differential rank)” of a certain field of power series endowed with a Hardy-type
derivation.
The construction is done in three steps: we first show that any linearly ordered set
Q can be realized as the principal ω-rank of a certain ordered set. We actually give an
explicit example. We then show that there exists an asymptotic couple (G,ψ) whose
principal ψ-rank is P and whose principal unfolded ψ-rank is Q, where P is any principal
final segment of Q or Q itself. Finally, we use Theorem 5.10 to obtain the desired field.
Example 5.21
We want to give an explicit example of an ordered set (Γ,≤) with arbitrary principal
ω-rank.
(a) We first construct an example of principal rank 1. Take Γ1 := Z ordered as usual
an define ω1(n) := n + 1. Then it is easy to check that ω1 is a strictly increasing
right-shift and that the principal ω1-rank of (Γ1,≤) is 1.
(b) We now construct an example which has principal ω-rank (Q,≤), where (Q,≤) is
an arbitrary linearly ordered set. Define Γ := Q× Γ1 and order Γ as follows:
(a, γ) ≤ (b, δ) ⇔ (a <∗ b) ∨ (a = b ∧ γ ≤ δ), where <∗ denotes the reverse order of
<. Now define ω(a, n) := (a, ω1(n)). One sees easily that ω is a strictly increasing
right-shift. Now consider the map: a 7→ {(b, n) ∈ Γ | a ≤ b, n ∈ Z} from Q to the
set of final segments of (Γ,≤). One can see that this is a strictly increasing bijection
from (Q,≤) to the principal ω-rank of (Γ,≤), so (Q,≤) is the principal ω-rank of
(Γ,≤).
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Proposition 5.22
Let Q be a totally ordered set and P a final segment of Q such that P is either equal
to Q or is a principal final segment of Q. Then there exists a H-type asymptotic couple
(G,ψ) whose principal ψ-rank is P and whose principal unfolded ψ-rank is Q. Moreover,
we can choose (G,ψ) so that ψ is of Hardy type.
Proof. Let (Γ,≤) be an ordered set with a strictly increasing shift ω : Γ→ Γ such that
the principal ω-rank of (Γ,≤) is Q (take for instance Example 5.21(b)). Let G := Hγ∈ΓR.
We know from Lemma 5.11 that there exists a map ψ0 on G
6=0 such that (G,ψ0) is a
H-type asymptotic couple with cut point 0 and such that ω is the map induced by ψ0 on
Γ. Since ω is injective, it follows that ψ is of Hardy type. By proposition 4.15(iv), the
principal unfolded ψ0-rank of (G,ψ0) is equal to its principal ψ0-rank which is equal to
Q by Theorem 4.3. If Q = P , then set ψ := ψ0, and then (G,ψ) satisfies the condition
we wanted. Now assume Q 6= P . We know that P is a principal final segment of Q,
which means that there is a ψ0-principal convex subgroup H of G such that P is the set
of ψ0-principal convex subgroups of G containing H. Now let c ∈ H be such that H is
ψ0-principal generated by c and set ψ(g) := ψ0(g)+ c. Obviously, ψ is Hardy-type. Now
note that c is either a gap or a maximum for ψ: indeed, by Lemma 3.9(ii), we have for
all g > 0: ψ0(g) ≤ 0 < ψ0(g) + g, hence ψ0 + c ≤ c < ψ0(g) + c+ g. It then follows from
Proposition 4.15(v) that Q is the principal unfolded ψ-rank of G. Moreover, we know
from Proposition 4.15(ii) that the principal ψ-rank of G is the principal final segment of
Q generated by H, so it is P .
We can now state our Theorem:
Theorem 5.23
Let Q be a totally ordered set and P a final segment of Q such that P is either equal to
Q or is a principal final segment of Q. Then there exists an ordered field k, an ordered
abelian group G and a Hardy-type derivation D on K := k((G)) such that (K,≤,D) is
a H-field of principal differential rank P and of principal unfolded differential rank Q.
Proof. By Proposition 5.22, there exists a H-type asymptotic couple (G,ψ) which has
principal ψ-rank P and principal unfolded ψ-rank Q, and such that ψ is Hardy-type. Now
set K := R((G)). Since ψ is Hardy-type, each (Bψ)λ is archimedean, so it is embeddable
into (R,+,≤). By theorem 5.10, there exists a derivation D on K making (K,≤,D) a
H-field with asymptotic couple (G,ψ). By Theorem 4.3, the principal differential rank
of (K,≤,D) is equal to P and by definition the principal unfolded differential rank of
(K,≤,D) is equal to Q.
Remark 5.24: (i) The differential rank of (K, v,D) is completely determined up to
isomorphism by its principal differential rank. Similarly, the unfolded differential
rank of (K, v,D) is completely determined up to isomorphism by its principal
unfolded differential rank (see Remark 2.1). If P and Q are as in Theorem 5.23,
then their order completions are realized as the differential rank, respectively as
the unfolded differential rank of (K, v,D).
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(ii) It would be interesting to improve Theorem 5.23 by requiringK to have asymptotic
integration. However, our construction in Proposition 5.22 gives us an asymptotic
couple with a gap. In [8, Section 4], Gehret gave methods to extend a given asymp-
totic couple with a gap into an asymptotic couple with asymptotic integration.
However, this construction changes the unfolded differential rank, so we cannot
use it in Theorem 5.23. It is unknown if Theorem 5.23 remains true if we require
the field to have asymptotic integration.
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