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To study mathematical objects, especially those in analysis, from the point
of view of computability is called computable analysis or computability in
analysis. It includes applications of computability theory to analysis, and
applications of analysis to computability theory.
In this paper, we show eectivization of some fundamental theorems in
functional analysis and general topology. In other words, we show, for some
theorems, that the theorem obtained from the original theorem by replacing
some topological concepts with their computational counterparts holds as
well. It is not always possible to eectivize a theorem.
The fundamental theorems examined in this paper are the contraction
theorem, Dini's theorem, and existence and uniqueness of Urysohn's univer-
sal metric space. The contraction theorem is as follows:
If (M;d) is a complete metric space and f : M ! M is a con-
traction, then there exists a unique xed point of f .
We show:
Let (M;d;S) be an eectively locally compact metric space. If f :
M !M is a computable contraction, then Fix f is a computable
point.
Dini's theorem is as follows:
If a sequence of real-valued continuous functions on a compact
space converges pointwise monotonically to a continuous func-
tion, then the sequence converges uniformly to the function.
We show:
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Let (M;d;S) be an eectively compact metric space. Let (fn)
be a computable sequence of real-valued functions on M and f
a computable real-valued function on M . If fn converges point-
wise monotonically to f as n!1, then fn converges eectively
uniformly to f .
Urysohn's universal metric space is a separable metric space U such that
1. for any separable metric space X, there exists an isometric embedding
from X into U , and
2. for any x0; : : : ; xs 1 2 U and any 0; : : : ; s 1 2 R, if
(8i; j) ji   j j  dU (xi; xj)  i + j ;
then there exists y 2 U such that
(8i) dU (xi; y) = i:
It has already shown that Urysohn's universal metric space exists and is
unique up to isometry. We show that Urysohn's universal metric space is a
computable metric space and unique up to computable isometry.
1.1 Brief history of computable analysis
The concept of computability was established in 1930s. The rst important
result on computability is Godel's First Incompleteness Theorem, which is
roughly:
If a formal system T is eective and consistent and contains nat-
ural number theory, then there exists a sentence that is neither
provable nor refutable in T .
Here, eectiveness of a formal system is decidability of the set of all formal
proofs. Thus, Godel's First Incompleteness Theorem is considered one of
the origins of computability.
Soon after that, Turing has introduced a virtual machine, which cur-
rently called a Turing machine, as a model of computation. Many other
models of computation, such as Post system, lambda calculus, etc, are dis-
covered and equivalence of these models to each other was proved. Then,
Church proposed to dene computability by using arbitrarily one of these
equivalent models.
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This concept of computability is based on discrete domains, such as ,
N, etc. It is natural that one of the advanced topics is to construct a theory
on computability on continuous domains such as !, N!, R, etc. This is
the beginning of computable analysis.
One of the earliest important results in computable analysis is Rice's
discovery of the real closed eld of all computable real numbers.
Any real number is a limit of some sequence of rational numbers. Con-
sidering this fact, Rice dened computable real numbers as follows. A real
number x is computable if there exists a sequence of rational numbers, (rn),
such that
1. (rn) can be generated computably, and
2. (rn) converges to x eectively.
And he proved that all computable real numbers form a real closed eld.
The next epoch was Grzegorchik's discovery of computable real func-
tions.
In analysis, we often use conditions of the form
(8" > 0)(9 > 0)P (; "): (1.1)
Here, P satises that 0 < , " < "0, and P (; ") imply P (0; "0). The method
using this kind of conditions is often called \"- method". For example, a
function f : I ! R is uniformly continuous if
(8" > 0)(9 > 0)(8x; x0 2 I)[jx  x0j <  =) jf(x)  f(x0)j < "]: (1.2)
In practice, we often show not only the existence of  for any ", but also
how to calculate a suitable  from ". For example, to prove that the function
f : [0; 1] ! R, f(x) = x2, is uniformly continuous, we show that  = 2" is
sucient.
Thus a question arises; whether we would obtain a stronger result by
replacing \8"9" with \a suitable  is obtained from " by some calculation"
or not.
To answer to this question, we rst formulate \to obtain  from " by
some calculation". The condition (1.1) is equivalent to:
(9' : N! N)(8n 2 N)P (1=2'(n); 1=2n): (1.3)
It is natural that restriction of ' to recursive functions is considered a for-
mulation of \to obtain  from " by some calculation". I.e.,
(9' : N! N; recursive)(8n 2 N)P (1=2'(n); 1=2n): (1.4)
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For example, eective uniform continuity is a straightforward eectiviza-
tion of uniform continuity. A function f : I ! R is eectively uniformly
continuous if
(9' : N! N; recursive)(8n 2 N)(8x; x0 2 I)
[jx  x0j < 1=2'(n) =) jf(x)  f(x0)j < 1=2n]: (1.5)
A function f : I ! R is computable if
1. f maps any computable real to a computable real, and,
2. f is eectively uniformly computable.
Since then, the concept of computability is generalized to apply to more
spaces. Some of them are:
 Banach space with a computability structure (Pour-El & Richards
1983),
? Computable metric space (Weihrauch 1993),
 Frechet space with a computability structure (Washihara 1995),
 Eectively compact metric space (Mori & Tsujii & Yasugi 1997),
 Eectively -compact metric space (Yasugi & Mori & Tsujii 1999),
 Eective uniform space. (Tsujii & Yasugi & Mori 2001).
1.2 Approaches to computable analysis
Currently, three major approaches to computable analysis are been studied.
They are called the axiomatic approach, the representation-based approach,
and the embedding-based approach. Most people believe that these three
approaches are essentially equivalent. The equivalence however has not yet
been totally proved. Ad hoc translation of theorems from one approach to
another has been performed.
In the axiomatic approach, some additional relation S is added to a
mathematical structure X and axioms which the appended relations satisfy
are stated. The additional relation S is often called computability structure.
The set of all computable sequence of points is often used. A function
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f : X ! Y is dened to be computable if it preserves the computability
structure in some sense.
X
f // Y
SX  ///o/o/o SY
In the representation-based approach, rst, choose some symbol spaces.
The set of all nite sequences of symbols with the discrete topology, denoted
by , the set of all !-sequences of symbols with the Cantor topology,
denoted by !, and the Baire space N! are often used. Computability of
functions from a symbol space to another is dened by using Turing machines
or similar virtual machinery. For a space X, dene a partial surjective
function X : S ! X, which acts as a decoder. A function f : X ! Y
is dened to be computable if the following diagram commutes with some











In the embedding-based approach, rst, choose some domains. CPO's
(complete partially ordered sets) are often used. Computability of functions
from a domain to another is dened by using continuity. For a space X,
dene an injective function X : X ! D, which acts as an encoder. A
function f : X ! Y is dened to be computable if the following diagram










Relationship between computable analysis and analysis without com-
putability appears clearly in the axiomatic approach since it is described
as traditional analysis with computability added. However, the axiomatic
approach is less powerful than the representation-based approach at present.
In this paper, we use mainly the axiomatic approach and the representation-
based approach in part.
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1.3 Relations to constructive analysis
Constructive analysis is roughly a system obtained from classical analysis
by removing all unconstructive methods. Hence constructive analysis is
a proper subsystem of classical analysis, i.e., any theorem of constructive
analysis is a theorem of classical analysis but the converse does not hold.
Constructive recursive analysis is roughly a system obtained from con-
structive analysis by adding some axioms that mean \everything is com-
putable" in a sense. Hence constructive recursive analysis contradicts clas-
sical analysis, i.e., some theorem of constructive recursive analysis is a false
statement of classical analysis.
Although computable analysis is a part of classical analysis but con-
structive analysis and constructive recursive analysis are not, computable
analysis shares some tricks with constructive analysis and with constructive
recursive analysis. For example, the following two facts hold.
() There is no eective procedure to decide for any x 2 R whether x < a
or a  x even if a is a computable real number.
() Suppose a; b 2 R are computable and a < b. There exist eective
procedures P; P 0 such that, for any input x 2 R, if P returns true,
then x < b, and if P 0 returns true, then a < x.
This fact corresponds to the following fact on constructive analysis.
(]) \For any real number a and any real number x, it holds that x  a or
a  x" is not provable in constructive analysis.
(]]) \For any real numbers a; b with a < b and any real number x, it holds
that x < b or a < x" is provable even in constructive analysis.
However, there are some major dierences between computable analysis
and constructive analysis.
 Computable analysis is based on classical logic.
Both constructive analysis and constructive recursive analysis ara based
on intuitionistic logic.
 In computable analysis, existence of uncomputable real numbers is
provable.
In constructive analysis, neither existence nor nonexistence of uncom-
putable real numbers is provable.
In constructive recursive analysis, nonexistence of uncomputable real
numbers is provable.
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1.4 Structure of this paper
In Chapter 2, we summarize denitions of computability on the real line and
computability on metric spaces by the axiomatic approach. In Chapter 3,
we eectivize the contraction theorem. In Chapter 4, we eectivize Dini's
theorem. In Chapter 5, we summarize denitions of computability on metric
spaces by the representation-based approach. In Chapter 6, we construct






In this chapter, we summarize denitions used in the next two chapters. In
x2.1, we dene computability on the real line. In x2.2, we dene computabil-
ity on metric spaces by the axiomatic approach.
In this chapter and the next two chapters, we follow the terminology
and the notation in [20] except for some minor modications. Especially,
we start natural numbers with 0. We refer to [14] for computability of reals
and real functions. We refer to [17] for Type 2 computability.
We abbreviate an !-sequence to a sequence, an !2-sequence to a double
sequence, an !k-sequence to a k-tuple sequence, etc. We often identify a
double sequence (xm;n) with a sequence (xn) such that xm;n = xhhm;nii where
hhm;nii = m+(m+ n)(m+ n+ 1)=2. This identication is applicable to k-
tuple sequences by using a standard construction of tupling from a pairing,
hhn1ii = n1, hhn1; : : : ; nk; nk+1ii = hhhhn1; : : : ; nkii; nk+1ii.
We denote the corresponding projection functions by ki , i.e., we dene
ki (hhn1; : : : ; nkii) = ni.
If ' : N ! N is a recursive function, (x'(n)) is said to be an eectively
selected subsequence of (xn).
2.1 Computability in real line
In this section, we summarize denitions on computability in the real line.
Denition 1. A sequence of rational numbers, (rn), is computable if there
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exists recursive functions ; ;  : N! N such that
(8n) rn = (n)  (n)
(n)
:
Denition 2. A sequence of real numbers, (xn), is computable if there exists
a computable double sequence of rational numbers, (rnk), such that
(8n)(8k) jxn   rnkj  12k :
The following proposition is a useful fact in verifying computability of
some real numbers.
Proposition 1. For a sequence of real numbers (xn), the following two
conditions are equivalent:
 (xn) is computable.
 There exist a computable sequence of rational numbers (rn) and a re-
cursive function ' : N! N such that
(8n) jxn   rnj  12'(n) :
2.2 Computability in metric spaces
In this section, we summarize denitions on computability in metric spaces.
Let (M;d) be a metric space. We write B(a; ") = fx 2M j d(a; x) < "g
and B(a; ") = fx 2 M j d(a; x)  "g. A double sequence (xn;k) is said to
converge to (xn) eectively in n and k as k !1 if there exists a recursive
function  : N2 ! N such that, for any p; n; k 2 N, it holds that k   (n; p)
implies d(xn;k; xn)  1=2p. A double sequence (xn;k) is said to converge to
(xn) uniformly in n and exponentially in k as k !1 if for any n; k 2 N, it
holds d(xn;k; xn)  1=2k. A double sequence (xn;k) is said to be an eective
Cauchy sequence as k ! 1 if there exists a recursive function ' : N2 ! N
such that, for any p; n; k; k0 2 N, it holds that '(n; p)  k < k0 implies
d(xn;k; xn;k0)  1=2p.
If (xn;k) converges to (xn) uniformly in n and exponentially in k as
k ! 1, then (xn;k) converges to (xn) eectively in n and k as k ! 1. If
(xn;k) converges to (xn) eectively in n and k as k ! 1, then there exists
an eectively selected subsequence (x0n;k) of (xn;k) such that (x
0
n;k) converges
to (xn) uniformly in n and exponentially in k as k !1.
9
If (xn;k) converges eectively, then (xn;k) is an eective Cauchy sequence.
If an eective Cauchy sequence converges, it converges eectively. However
an eective Cauchy sequence does not always converge.
We summerize here the denitions we will use in this paper.
Denition 3 (Computability structure [13, Denition 5], [20, De-
nition 1.4] ). Let (M;d) be a metric space. A set S of sequences of points
onM is a computability structure on (M;d) if the following three conditions
hold.
1. (Metric axiom) If (xm); (yn) 2 S, then (d(xm; yn))m;n forms a com-
putable double sequence of reals.
2. (Subsequence axiom) If (xn) 2 S and (x0n) is an eectively selected
subsequence of (xn), then (x0n) 2 S.
3. (Limit axiom) If (xn;k) 2 S, (x0n) 2M!, and (xn;k) converges to (x0n)
eectively in n and k as k !1, then (x0n) 2 S.
A sequence in S is said to be a computable sequence. A point x 2 M
is said to be a computable point if (x)n, the sequence such that all of its
elements equal to x, is a computable sequence.
Mori, Tsujii, and Yasugi investigated eective total boundedness, an ef-
fective counterpart of total boundedness, and reached to eectively compact
metric spaces and eectively -compact metric spaces [13][20]. An eectively
compact metric space is a complete and eectively totally bounded metric
space. An eectively -compact metric space is roughly an eective union of
countably many eectively compact metric spaces. We introduce an eec-
tively locally compact metric space as an eectively -compact metric space
with an additional condition.
Denition 4 (Eectively locally compact metric space). A metric
space with a computability structure (M;d;S) is an eectively locally com-
pact metric space if the following two conditions hold.
1. (Completeness) d is a complete metric.
2. There exist a sequence (Kk) of compact subsets and a computable
double sequence (k;i) 2 S such that the following three conditions
holds.
(a) There exist computable functions  : (NN)2 ! N and  : (NN)2 !
N such that: for any k; i 2 NN, if (k[n];i[n]) converges expo-
nentially in n as n ! 1, then B(limn!1 k[n];i[n]; 1=2(k;i)) 
K(k;i).
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(b) (Eective separability) fk;i j i 2 Ng = Kk for any k 2 N.
(c) (Eective -total boundedness) There exists a recursive function
 : N2 ! N such that Si<(k;p)B(k;i; 1=2p)  Kk for any k 2 N.
The denition of an eectively -compact metric space [20, Denition 4.2]
contains the condition
S
k2NKk = M instead of the condition 2a in Deni-
tion 4, which is the only dierence between the two denitions. Since the
condition 2a implies
S
k2NKk = M , an eectively locally compact metric
space is an eectively -compact metric space.
Yasugi, Mori, and Tsujii have dened a computable function from an
eectively -compact metric space to R [20, Denition 4.3]. We adapt their
denition to apply to a function from an eectively locally compact metric
space to an eectively locally compact metric space.
Denition 5 (Computable function). Let (M;d;S) be an eectively
locally compact metric space with (Kk) and (k;i). Let (M 0; d0;S 0) be a
metric space with a computability structure. A function f : M ! M 0 is
computable if the following two conditions hold.
1. (Sequential computability) For any (xn) 2 S, it holds (f(xn)) 2 S 0.
2. (Eective uniform continuity) There exists a recursive function  :
N2 ! N such that for any k 2 N and x; y 2 Kk, it holds that d(x; y) 
1=2 (k;p) implies d0(f(x); f(y))  1=2p.
The Euclidean line R with computable sequences of reals satises De-
nition 4. The computability of real functions by Denition 5 coincides with
the usual computability.
For a q-tuple of eectively locally compact metric spaces (M1; d1;S1),
. . . , (Mq; dq;Sq), construct (M;d;S) by:
M =M1     Mq;
d((x1; : : : ; xq); (x01; : : : ; x
0
q)) = maxfd1(x1; x01); : : : ; dq(xq; x0q)g; 





2 S () (x(n)1 )n 2 S1 ^    ^ (x(n)q )n 2 Sq:
Then (M;d;S) forms an eectively locally compact metric space, which we
call the product space of (M1; d1;S1), . . . , (Mq; dq;Sq). If (M1; d1;S1), . . . ,
(Mq; dq;Sq) are eectively locally compact metric spaces with (K(k)1 ), ((k;i)1 ),




q ), q, 1, q, respectively, then (M;d;S) is an
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eectively locally compact metric space with (Kk), (k;i), , ,  dened by:
Kk = K
(q1(k))













(') = maxf1((q1  q1)  '); : : : ; q((qq  qq)  ')g;
(') = hh1((q1  q1)  '); : : : ; q((qq  qq)  ')ii;
(k; p) = maxf1(q1(k); p); : : : ; q(qq(k); p)g
where q1; : : : ; 
q
q denote the projections.
Denition 6 (Eectively compact metric spaces). Ametric space with
a computability structure (M;d;S) is an eectively compact metric space if
the following two conditions hold.
1. (Completeness) d is a complete metric.
2. There exist a sequence (i) 2 S such that the following two conditions
hold.
(a) (Eective separability) fi j i 2 Ng =M .
(b) (Eective total boundedness) There exists a recursive function
 : N! N such that Si<(p)B(i; 1=2p) =M for any k 2 N.
If (M;d;S) is an eectively compact metric space with (i), then it is
an eectively locally compact metric space with (M)k and (i)k;i. We con-
sider an eectively compact metric space a special case of eectively locally
compact metric spaces.
For a relation S  X1      Xm  Y1      Yn and an m-tuple
(x1; : : : ; xm) 2 X1      Xm, the set f(y1; : : : ; yn) 2 Y1      Yn j
(x1; : : : ; xm; y1; : : : ; yn) 2 Sg is denoted by S(x1; : : : ; xm).
We x some standard tuple functions and corresponding projection func-
tions on N. h-; : : : ; -i denotes the n-tuple function. (-)nk denotes the corre-
sponding kth projection function. We often identify an n-tuple sequence
(xk1;:::;kn) with its serialization (x(k)n1 ;:::;(k)nn)k2N.
We use the terminology and the notation on computability of real num-
bers and of real functions that Pour-El and Richards have used in [14].
The following four denitions are introduced in [20] by Yasugi, Mori,
and Tsujii.
Denition 7. Let (M;d) be a metric space. A set S M! is a computability
structure on (M;d) if the following three conditions hold.
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1. If (xn); (yn) 2 S, then (d(xn; yn0))n;n0 forms a computable double se-
quence of real numbers.
2. If (xn) 2 S and  : N! N is a recursive function, then (x(n)) 2 S.
3. If (xn;k) 2 S, (x0n) 2M!, and (xn;k) converges to (x0n) eectively in n
and k as k !1, then (x0n) 2 S.
An element of S is called a computable sequence in M .
Denition 8. A metric space with a computability structure (M;d;S) is
eectively totally bounded if there exists a computable sequence (el) 2 S and
a recursive function  : N! N such that




(M;d;S) is eectively compact if it is eectively totally bounded and d is a
complete metric.
Denition 9. Let (M;d;S) be a metric space with a computability struc-
ture. A subsetK M is an eectively compact subset ofM if (K; djK ;S \K!)
forms an eectively compact metric space.
In other words, K is an eectively compact subset of (M;d;S) i it is a
compact subset of (M;d) and there exists a computable sequence (el) 2 S
and a recursive function  : N! N such that




Denition 10. Let (M;d;S) be an eectively compact metric space. A
sequence of functions (fn), fn : M ! R, is computable if the following two
conditions hold.
1. (Sequential computability) If (xk) 2 S, then (fn(xk))n;k forms a com-
putable sequence of real numbers.
2. (Eective uniform continuity) There exists a recursive function  :








A function f :M ! R is a computable function if (f)n2N, the sequence whose
elements are always equal to f , is a computable sequence of functions.
The recursive function  in Denition 10 (2) is called an eective modulus




In this chapter, we introduce an eective version of the contraction theorem.
Let (X; d) be a metric space. A function f : X ! X is called a contrac-
tion if there exists a real L with 0 < L < 1 such that d(f(x); f(y))  Ld(x; y)
for any x; y 2 X. If (X; d) is a complete metric space and f : X ! X is
a contraction, then there exists a unique xed point of f . This theorem is
known as the contraction theorem and of wide application.
We will show in x3.1 that if the contraction is a computable function
on an eectively locally compact metric space, then the xed point is a
computable point on the space.
Many facts on computability can be proved by using the eective contrac-
tion theorem. We will give an example in x3.2. The example is the result on
computability of self-similar sets by Kamo and Kawamura. Hutchinson [8]
proved a theorem on existence of self-similar sets and Hata [6] generalized it.
Kamo and Kawamura [10] added the viewpoint of computability to it. We
will rewrite Kamo and Kawamura's proof by using the eective contraction
theorem.
3.1 Eective Contraction Theorem
We denote by Fix f the unique xed point of a contraction f .
We use the following three lemmata in this section.
Lemma 1 (Eective completeness [20, Proposition 1.4]). Let (M;d;S)
be an eectively locally compact metric space. If a computable double se-
quence (xn;k) is an eective Cauchy sequence as k ! 1, then there exists
a computable sequence (xn) such that (xn;k) converges to (xn) as k ! 1
eectively in n and k.
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Lemma 2 (Eective density lemma [13, Proposition 1.2]). Let (M;d;S)
be an eectively locally compact metric space with (Kk) and (k;i). For a se-
quence (xn) 2M!, the following three conditions are equivalent.
1. (xn) is a computable sequence.
2. There exists a recursive function ' : N2 ! N2 such that ('(n;l)) con-
verges to (xn) eectively in n and l as l!1.
3. There exists a recursive function ' : N2 ! N2 such that ('(n;l)) con-
verges to (xn) uniformly in n and exponentially in l as n!1.
Lemma 3 (Iteration). Let (M;d;S) be an eectively locally compact met-
ric space with (Kk) and (k;i). If a 2M is a computable point and f :M !
M is a computable function, then (fn(a))n2N forms a computable sequence
of points.
Proof. Since d(k;i; k0;i0) forms a computable quadruple sequence of reals,
there exists a recursive function  : N5 ! Q such that
(8k; i; k0; i0; l 2 N) jd(k;i; k0;i0)  (k; i; k0; i0; l)j  12l
Let  : (N2)N ! N and  : (N2)N ! N be computable functions such that:
for any ' : N! N2, if ('(n)) converges exponentially in n as n!1, then
B(limn!1 '(n); 1=2('))  K(').
We use Lemma 2 (1 ) 3 ) twice. Since a is a computable point, there
exists a recursive function '0 : N ! N2 such that d('0(l); a)  1=2l for any
l 2 N. Since f is sequentially computable, (f(k;i)) forms a computable
double sequence. Thus there exists a recursive function '00 : N3 ! N2 such
that d('00(k;i;l); f(k;i))  1=2l for any k; i; l 2 N.
Since f is eectively uniformly continuous, there exists a recursive func-
tion  : N2 ! N such that for any k 2 N and x; y 2 Kk, it holds that
d(x; y)  1=2 (k;p) implies d0(f(x); f(y))  1=2p.
We dene a recursive function ' : N2 ! N2 recursively with auxiliary
denitions of kn; pn 2 N and n : N! N2 as follows.
'(0; l) = '0(l); '(n+ 1; l) = '00(n(l); l + 1);
kn = (l 2 N: '(n; l)); pn = (l 2 N: '(n; l));
n(l) = '(n;maxf (kn + 1; l + 1); pn):
It is straightforward from the denition that ' is recursive. We will show
by induction that ' is total and that ('(n;l)) converges to (fn(a)) uniformly
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in n and exponentially in l as l!1. It is trivial that '(0; l) is dened and
d('(0;l); a) < 1=2l for any l 2 N. It remains to show that if '(n; l) is dened
and d('(n;l); fn(a)) < 1=2l for any l 2 N, then '(n + 1; l) is dened and
d('(n+1;l); fn+1(a)) < 1=2l for any l 2 N.




























Due to Lemma 2 (3)1 ), this implies that (fn(a))n2N forms a computable
sequence of points.
We are now ready to introduce the main theorem.
Theorem 1 (Eective contraction theorem). Let (M;d;S) be an ef-
fectively locally compact metric space. If f : M ! M is a computable
contraction, then Fix f is a computable point.
Proof. Let L be a real such that 0 < L < 1 and d(f(x); f(y))  Ld(x; y)
for any x; y 2 M . We can assume without loss of generality that L is a
computable real since otherwise, we can use, instead of L, a computable
real L0 with L < L0 < 1.
We start with a computable point x0 2M and construct a sequence (xn)
by xn+1 = f(xn). Note that (xn) converges to Fix f . Using Lemma 3, we
obtain from computability of x0 and f that (xn) is a computable sequence.
By induction on n, we have d(xn; xn+1)  Lnd(x0; x1). Hence
d(xm; xn)  L
md(x0; x1)
1  L for m < n,
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which implies that (xn) is an eective Cauchy sequence. Using Lemma 1,
we obtain that Fix f is a computable point.
The following form of the eective contraction theorem is often more
convenient to check the computability of the xed point.
Corollary 1. Let (M;d;S) be an eectively locally compact metric space
with (Kk) and (k;i). If f : M ! M is a contraction that maps (k;i) to a
computable sequence, then Fix f is a computable point.
Proof. It suces to show that f is a computable function. From f being a
contraction, it follows immediately that f is eectively uniformly continuous.
What remains to show is that f is sequentially computable.
Let (xn) be a computable sequence. Using Lemma 2, we obtain there
exists a recursive function ' : N2 ! N2 such that ('(n;l)) converges to (xn)
eectively in n and l as l ! 1. Since (f('(n;l))) is an eectively selected
subsequence of (f(k;i)), it holds that (f('(n;l))) is a computable sequence.
Since f is a contraction, (f('(n;l))) converges to (f(xn)) eectively in n
and l as l ! 1. Due to Lemma 2, it follows that (f(xn)) is a computable
sequence.
3.2 Application
3.2.1 Computability of Self-similar Sets
We denote by k-k the Euclidean norm. For a nonempty subset S of Rq, the
function dS : Rq ! [0;+1) is dened by dS(x) = infa2Skx  ak.
Let '1; : : : ; 'm : Rq ! Rq be contractions. Then there exists a unique
nonempty compact subset X of Rq such that
X = '1(X) [    [ 'm(X): (3.1)
Hutchinson [8] rst proved this theorem by using the contraction theo-
rem on the space of nonempty compact subsets of a Euclidean space with
the Hausdor metric. Hata [6] generalized the theorem. Kamo and Kawa-
mura [10] added the viewpoint of computability; they have shown that if
all of '1; : : : ; 'm are computable, then the unique solution X of the equa-
tion (3.1) satises that dX is a computable function. We will rewrite Kamo
and Kawamura's proof by using the eective contraction theorem.
Let K(Rq) denote the set of all nonempty compact subsets of Rq. A











Lemma 4. For any K;L 2 K(Rq) and x 2 Rq, it holds jdK(x)  dL(x)j 
dH(K;L).
Proof. Some manipulation of sup's and inf's yields that










By exchanging K and L, we obtain also that





Therefore, jdK(x)  dL(x)j  dH(K;L).
We denote by SH a set of sequences over K(Rq) such that (Kn) 2 SH
i (dKn) is a computable sequence of functions. We dene Kk = fK 2
K(Rq) j K  B(0; k + 1)g. We call K 2 K(Rq) a rational nite set if K is a
nite set of rational points. Let (k;i)k;i be an eective enumeration of all
rational nite sets in K(Rq) such that (k;i)i is an eective enumeration of
all rational nite sets in Kk for each k.
Lemma 5. If (Km) and (Ln) are eectively selected subsequences of (k;i),
then (supa2Km dLn(a))m;n forms a computable double sequence of reals.
The proof is straightforward from the eectiveness of enumeration of
(k;i).
Proposition 2. (K(Rq); dH;SH) is an eectively locally compact metric
space with (Kk) and (k;i).
Proof. It is a well-known property of the Hausdor metric that (K(Rq); dH)
is a complete metric space.
Next, we verify that SH is a computability structure on (K(Rq); dH).
Lemma 5 implies that if (Km); (Ln) 2 S, then (dH(Km; Ln))m;n forms a
computable sequence of reals, i.e., the metric axiom holds. Checking the
subsequence axiom is straightforward from the properties of computable
real-valued functions on Rq. Lemma 4 implies that if (Kn;k) converges to
(Kn) eectively in n and k as k ! 1, then (dKn;k) uniformly converges to
(dKn) eectively in n and k as k !1. Hence the limit axiom holds.
Finally, we verify that (K(Rq); dH;SH) is an eectively locally compact
metric space with (Kk) and (k;i). It follows immediately from the denition
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that fk;i j i 2 Ng = Kk. It follows from the eectiveness of enumeration of
(k;i) and denseness of (k;i) in Kk that there exists a recursive function
 : N2 ! N such that for any k, it holds Si< (k;p)B(k;i; 1=2p)  Kk. Since
K  B(0; k+1) and dH(K;K 0)  1 imply K 0  B(0; k+2), we have for any
i 2 NN and k 2 N, if (k;i[j]) converges exponentially in j as j ! 1 and
limj!1 k;i[j] 2 Kk, then B(limj!1 k;i[j]; 1)  Kk+1.
The following lemma is used in the proof of Hutchinson and Hata's The-
orem. Refer to [8] or [6] for detail.
Lemma 6. For '1; : : : ; 'm : Rq ! Rq, dene  : K(Rq)! K(Rq) by:
(X) = '1(X) [    [ 'm(X): (3.2)
If all of '1; : : : ; 'm are contractions, then  is a contraction on K(Rq).
In addition, we will use the following lemma.
Lemma 7. For '1; : : : ; 'm : Rq ! Rq, dene  : K(Rq) ! K(Rq) by (3.2)
in Lemma 6. If all of '1; : : : ; 'm are computable functions, then  maps
(k;i) to a computable sequence.




fk'1(a)  xk; : : : ; k'm(a)  xkg: (3.3)
The right-hand side is the minimum of the values of nitely many com-
putable functions and the minimization is uniform on k and i. There-
fore (d(k;i)) is a computable sequence of functions, i.e., ((k;i)) is com-
putable.
Now we prove the result on computability of self-similar sets by using
the eective contraction theorem. Let '1; : : : ; 'm : Rq ! Rq be computable
contractions. Dene  : K(Rq) ! K(Rq) by (3.2) in Lemma 6. By using
Lemmata 6 and 7, we obtain that Fix is a computable point on K(Rq),
i.e., the unique compact nonempty solution X of the equation (3.1) satises
that dX is a computable function.
Theorem 2 (Kamo and Kawamura). Let '1; : : : ; 'm : Rq ! Rq be com-
putable contractions. Then there exists a unique nonempty compact subset X
of Rq such that
X = '1(X) [    [ 'm(X):
For such an X, it holds that dX is a computable function.
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Consider an extension of Hutchinson and Hata's Theorem to systems of
xed-point equations [1]. During this consideration, we implicitly declare the
index j ranging over 1; : : : ; p and we omit the phrase \for any j = 1; : : : ; p ".
Let 'j11; : : : ; 'j1mj1 , . . . , 'jp1; : : : ; 'jpmjp : Rq ! Rq be contractions.
Let each Kj  Rq be a compact subset. Then there exists a unique p-tuple
(X1; : : : ; Xp) of nonempty compact subsets of Rq such that
Xj = Kj[('j11(X1)[  ['j1mj1(X1))[  [('jp1(Xp)[  ['jpmjp(Xp)):
We eectivize also this extended theorem.
Theorem 3. Let 'j11; : : : ; 'j1mj1, . . . , 'jp1; : : : ; 'jpmjp : Rq ! Rq be com-
putable contractions. Let Kj  Rq be a compact subset such that Kj is
empty or dKj is a computable function. Then there exists a unique p-tuple
(X1; : : : ; Xp) of nonempty compact subsets of Rq such that
Xj = Kj[('j11(X1)[  ['j1mj1(X1))[  [('jp1(Xp)[  ['jpmjp(Xp)):
For such a p-tuple (X1; : : : ; Xp), each dXj is a computable function.
The proof is analogous to that for Theorem 2. Use K(Rq)p instead of
K(Rq) as an eectively locally compact space. Use the dening formula
(X1; : : : ; Xp) = (1(X1; : : : ; Xp); : : : ;p(X1; : : : ; Xp));
j(X1; : : : ; Xp)
= Kj [ ('j11(X1) [    [ 'j1mj1(X1)) [    [ ('jp1(Xp) [    [ 'jpmjp(Xp))
instead of (3.2) in Lemmata 6 and 7 to construct a computable contraction 
on Rp. The important intermediate result corresponding to (3.3) in the proof








fk'j11(a)  xk; : : : ; k'j1mj1(a)  xkg
[    [
[
a2kp;ip




; if Kj = ;,
fdKj (x)g otherwise.





If a sequence of real-valued continuous functions on a compact space con-
verges pointwise monotonically to a continuous function, then the sequence
converges uniformly to the function. It is called Dini's theorem and one of
the fundamental theorems in functional analysis and general topology.
From the viewpoint of computability, the question arises: whether we
can eectivize Dini's theorem, in other words, whether there is a theorem
which is a Dini's theorem with some topological concepts replaced by their
computational counterparts. In this chapter, we show a positive answer to
this question in the case of metric spaces, more precisely, the theorem that
if a computable sequence of real-valued functions on an eectively compact
metric space converges pointwise monotonically to a computable function,
then the sequence converges eectively uniformly to the function.
Meanwhile, if a computable sequence of real numbers converges mono-
tonically to a computable real number, then the sequence converges eec-
tively to the real number. It is called the monotonic convergence theorem
[14]. The main theorem in this chapter is not only an eectivization of Dini's
theorem but also an extension of the monotonic convergence theorem to
real-valued continuous functions on eectively compact metric spaces. The
monotonic convergence theorem is considered a special case of our theorem
on C(f0g), the space of all real-valued continuous functions on a singleton.
4.1 Covers
First, we show two propositions with no assumptions on computability.
Proposition 3. Let (M;d) be a metric space. Let K  M be a nonempty
compact subset with (el) 2 M! and  : N ! N such that K = fel j l 2 Ng
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and (8i) K  S(i)l=0 B(el; 1=2i). Then, for any nite sequence of open balls




B(xk; rk) () (9i)(8l  (i))(9k  m) d(xk; el) + 12i < rk:
Proof. ((=) Suppose y 2 K. Then, (9l  (i)) d(y; el) < 1=2i. It follows
that





^ d(xk; el) + 12i < rk

:
This implies (9k  m) d(y; xk) < rk, i.e., y 2
Sm
k=0B(xk; rk). This shows
K  Smk=0B(xk; rk).
(=)) We will prove the contraposition. The negation of the conclusion
is:
(8i)(9l  (i))(8k  m) d(xk; el) + 12i  rk:
By choosing an l for each i, we obtain a function 0 : N! N such that




Since K is sequentially compact, there exists a subsequence (e0((i))) that
converges to a point in K. Let y be the limit. A simple manipulation of
limits yields (8k  m) d(xk; y)  rk, i.e., y 62
Sm
k=0B(xk; rk). This shows
K 6 Smk=0B(xk; rk).
Proposition 4. Let (M;d) be a separable metric space with a dense, at
most countable subset fel j l 2 Ng. Let a be a real number such that a  1.






Proof. Comparison of the distance between the centers with the dierence
between the radii yields B(x; r)  B(el; "i) if d(x; el)+a"i < r. This implies
B(x; r)  Sl;i2N; d(x;el)+a"i<r B(el; "i).
Suppose y 2 B(x; r). There exists an "i such that d(x; y) < r (a+ 1)"i.
Furthermore, there exists an el such that d(y; el) < "i. From these two
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inequalities as well as d(x; el)  d(x; y)+d(y; el), we obtain d(x; el)+a"i < r.






Next, we show two lemmata. Lemma 8 is on a consequence of eective
compactness. Lemma 9 is on another characterization of computable real-
valued functions.
Lemma 8. Let (M;d;S) be a metric space with a computability structure.
For any eectively compact subset K of M and any computable double se-
quence (B(xn;k; rn;k)) of open balls in M , there exists a recursive partial
function  : N * N such that (n) is dened and K  S(n)k=0 B(xn;k; rn;k)
holds if K  S1k=0B(xn;k; rn;k), and (n) is undened otherwise.
Proof. We choose a computable sequence (el) and a recursive function  :




applying Proposition 3 to each nite sequence (B(xn;k; rn;k))k=0;:::;m for n =




B(xn;k; rn;k) () (9i)(8l  (i))(9k  m) d(xn;k; el) + 12i < rn;k:
It is clear that the right-hand side is recursively enumerable in n and m.
Therefore, there exists a primitive recursive predicate ' on N3 such that
(9i0)'(n;m; i0) i K  Smk=0B(xn;k; rn;k). Hence, we can construct  by
(n) ' (minfm0 j '(n; (m0)21; (m0)22)g)21.
Lemma 8 corresponds to \0range  Haine BoreljK" shown by Brattka
and Presser in [2]. The proof here is essentially the same as that in [2] with
some correction for a minor error.
Lemma 9. Let (M;d;S) be an eectively compact metric space. Let (el) 2 S
be dense in M . For any sequence (fn) of real-valued functions on M , the
following two conditions are equivalent.
1. (fn) is a computable sequence of functions.
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2. There exists a recursively enumerable set S  N  Q  Q+  N  N
such that
(8n 2 N)(8c 2 Q)(8r 2 Q+)




Proof. [(1))(2)]. Let  : N2 ! N be an eective modulus of continuity of
(fn). Let S  NQQ+  N N be the set dened by
(n; c; r; l; i) 2 S
() (9j 2 N)







Since  is a recursive function and (fn(el)) is a computable double sequence
of real numbers, it follows immediately from the denition of S that S is a
recursively enumerable set.
Let (l; i) 2 S(n; c; r). Then we have, for some j 2 N,
fn(B(el; 1=2i)) = fn(B(el; 1=2(n;j)))
 (fn(el)  1=2j ; fn(el) + 1=2j)
 (c  r; c+ r):
Therefore, B(el; 1=2i)  f 1n ((c  r; c+ r)). This shows f 1n ((c  r; c+ r)) S
(l;i)2S(n;c;r)B(el; 1=2
i).
Suppose x 2 f 1n ((c  r; c+ r)), i.e., jfn(x)  cj < r. Then, for some
j 2 N, it holds that 2=2j  r   jfn(x)  cj. For such a j, there exists an
el such that d(x; el) < 1=2(n;j). Hence jfn(el)  fn(x)j < 1=2j . By using







 fn(x) + r   jfn(x)  cj  c+ r:
Analogously, by using fn(el)+1=2j > fn(x), we obtain fn(el) 1=2j > c r.
The conjunction of the obtained two inequalities implies (n; c; r; l; (n; j)) 2
S. Therefore, x 2 B(el; 1=2i) for some (l; i) 2 S(n; c; r). This shows




[(2))(1)] (Sequential computability). Suppose (xk) 2 S. From (2), we
obtain
jfn(xk)  cj < 12j () (9l)(9i)





Hence f(n; k; j; c) 2 N  N  N  Q j jfn(xk)  cj < 1=2jg is a recursively
enumerable set. Meanwhile, (8n)(8k)(8j)(9c 2 Q) jfn(xk)  cj < 1=2j holds
since Q is dense in R. Therefore, there exists a computable triple sequence
of rational numbers (cn;k;j) such that (8n)(8k)(8j) jfn(xk)  cn;k;j j < 1=2j ,
i.e., (fn(xk))n;k is a computable double sequence of real numbers.










It is clear that d(el; el0) + 2=2i
0
< 1=2i is a recursively enumerable predicate
of l; i; l0; i0. It is also clear that (8l)(8i)(9l0)(9i0) d(el; el0) + 2=2i0 < 1=2i
holds. Hence there exist recursive functions ;  : N3 ! N such that for any
l; i 2 N,
f(l; i; l0; i0) 2 N N N N j d(el; el0) + 2=2i0 < 1=2ig
= f(l; i; (l; i; k); (l; i; k)) j k 2 Ng:














Since S is a recursively enumerable set, so is f(n; j; l; i; c) 2 NNN












Hence (8n)(8j)(9l)(9i)(9c 2 Q) (n; c; 1=2j+1; l; i) 2 S. Therefore, there
exist recursive functions 0; 0 : N3 ! N and a computable triple sequence
of rational numbers (cn;j;k) such that for any n; j 2 N,
f(n; j; l; i; c) 2 N N N NQ j (n; c; 1=2j+1; l; i) 2 Sg
= f(n; j; 0(n; j; k); 0(n; j; k); cn;j;k) j k 2 Ng:
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0(n;j;k)))  (cn;j;k  1=2j+1; cn;j;k+1=2j+1): (4.4)









Application of Lemma 8 yields that there exists a recursive function  :









Let  : N2 ! N be a recursive function dened by
(n; j) = max
k(n;j)
(0(n; j; (k)21); 
0(n; j; (k)21); (k)
2
2):
Suppose points x; y 2M satisfy d(x; y) < 1=2(n;j). Then there exists some
































Therefore, x; y 2 B(e0(n;j;(k)21); 1=2
0(n;j;(k)21)). With (4.4), this implies
fn(x); fn(y) 2 (cn;j;(k)21   1=2
j+1; cn;j;(k)21 + 1=2
j+1):
Hence jf(x)  f(y)j < 1=2j . This shows that  is an eective modulus of
continuity of (fn).
The condition (2) in Lemma 9 is equivalent to 6-computability dened
by Weihrauch in [18]. Lemma 9 shows that for a real-valued function on
an eectively compact metric space, computability dened by Mori, Tsujii,
and Yasugi in [13] and used in this paper is equivalent to 6-computability.
4.2 Eective Dini's Theorem
Now we are ready to show the eective Dini's theorem.
Theorem 4. Let (M;d;S) be an eectively compact metric space. Let (fn)
be a computable sequence of real-valued functions on M and f a computable
real-valued function on M . If fn converges pointwise monotonically to f as
n!1, then fn converges eectively uniformly to f .
Proof. Let (el) be a computable sequence dense in M .
Let Uj;n = (fn f) 1(( 1=2j ; 1=2j)). Since fn converges pointwise to f ,
it holds that (8j)M = S1n=0 Uj;n. Due to Lemma 9, there exists a recursively









This implies (8j) S(j) 6= ;. Therefore, there exist recursive functions ; ;  :
N2 ! N such that S = f(j; (j; k); (j; k); (j; k)) j j; k 2 Ng. Using these







SinceM itself is a compact subset ofM , application of Lemma 8 yields that






Since B(e(j;k); 1=2(j;k))  Uj;(j;k), this implies (8j) M =
S(j)
k=0 Uj;(j;k).
Since fn converges monotonically to f , it holds that Uj;n  Uj;n0 if n  n0.
Let  : N ! N be a recursive function dened by (j) = maxk(j) (j; k).
We have (8j)(8n  (j)) M = Uj;n, which is equivalent to:
(8j)(8n  (j))(8x 2M) jfn(x)  f(x)j < 12j :






In this chapter, we summarize denitions used in the next chapter. In
x5.1, we dene computability on metric spaces by the representation-based
approach. In x5.2, we show some examples.
5.1 Computability in computable metric space
We denote a standard eective enumeration of rational numbers by Q.
Denition 11. (X; dX ; A; A) is a computable metric space if:
1. (X; dX) is a metric space,
2. A is a dense subset of (X; dX),
3. A is an enumeration of A, i.e. a surjection from N to A, and,
4. the set fhi; j; k; li : Q(k) < dX(A(i); A(j)) < Q(l)g is recursively
enumerable.
A computable metric space dened above is a computable metric space
such that D> is recursively enumerable in [18].
Denition 12. Let (X; dX ; A; A) be a computable metric space. The
Cauchy representation X : N! ! X is dened by
X(p) = x () (8i)(8j > i) d((p[i]); (p[j]))  12i and limi!1 (p[i]) = x:
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A point x 2 X is computable if there exists a recursive sequence p 2 N!
such that X(p) = x.
The Cauchy representation is the representation 3 in Denition 2.4 in
[18]. It is also the normed Cauchy representation in [11][17].
For a computable metric space (X; dX ; A; A), we can construct a com-
putable function X : N! N! ! N! such that for any p; q 2 dom(X), it
holds that R(X(p; q)) = dX(X(p); X(q)). In other words, we can trans-
late the metric dX to a computable function X by using X . Throughout
this chapter and the following chapter, X denotes such a function.
Denition 13. Let (X; dX ; A; A) and (Y; dY ; B; B) be computable met-
ric spaces. A function f : X ! Y is computable if there exists a com-
putable function F : N! ! N! such that for any p 2 dom(X), it holds that
Y (F (p)) = f(X(p)).
Computability dened above is equivalent to 5-computability in Deni-
tion 3.1 in [18].
We often abbreviate A(n) as nA, A  f as fA, X(p) as pX , and X F
as FX . We use abbreviations nQ, fQ, pR, and FR as well.
5.2 Examples
The real line R a computable metric space (R; dR;Q; Q) where dR(x; y) =
jx  yj. Computability of a real number dened by Denition def2:comp.real
coincides with that by Denition 2 in x2.1.
Similarly, a Euclidean space Rn is considered a computable metric space
(Rn; dRn ;Qn; Qn) with the Euclidean metric dRn , the set of all rational
points Qn and the enumeration Qn(hhi1; : : : ; inii) = (Q(i1); : : : ; Q(in)).
The function space C[0; 1], all continuous real-valued functions on [0; 1],
with the max norm kfk = maxx2[0;1]jf(x)j forms a computable metric space
with the set of all polynomial functions with rational coecients as the dense





Urysohn [16] proved that there exists a separable metric space U such that
1. for any separable metric space X, there exists an isometric embedding
from X into U , and
2. for any x0; : : : ; xs 1 2 U and any 0; : : : ; s 1 2 R, if
(8i; j) ji   j j  dU (xi; xj)  i + j ;
then there exists y 2 U such that
(8i) dU (xi; y) = i:
Urysohn also proved that such a space U is unique up to isometry. U is
called Urysohn's universal metric space.
In this chapter, we investigate Urysohn's universal metric space from the
point of view of computability.
6.1 Computability
6.1.1 Construction of U0
We follow Urysohn's construction of U0 (Chap. III in [16]) verifying com-
putability of each step.
Let (Qn) be an eective enumeration of all nite sequences of positive
rational numbers such that lenQn  n.
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We dene dU0(i; j) inductively on maxfi; jg. In the nth step of the
induction, we rst dene dU0(n; n) = 0. Next, we dene dU0(n; j) for j < n
as follows. Let (r(n)0 ; : : : ; r
(n)
sn 1) = Qn. We test the condition




minfdU0(j; k) + r(n)k : k < sng if (4) holds,
maxfdU0(k; k0) : k; k0 < ng otherwise.
Finally, we dene dU0(j; n) = dU0(n; j) for j < n.
It is clear that there exists a recursive function 0 : NN! N such that
dU0 = 0
Q.
Urysohn proved that (N; dU0) forms a metric space (x10 in [16]). As [16]
is written in French and there is no English translation so far as we know,
we outline the proof here.
Positivity, identity, and symmetry are trivial. We prove the triangle
inequality dU0(i; j) + dU0(j; k)  dU0(i; k) by induction on maxfi; j; kg. It is
sucient to show that
(8i; j; k < n) dU0(i; j) + dU0(j; k)  dU0(i; k)
implies
dU0(i; n) + dU0(n; j)  dU0(i; j);
dU0(n; i) + dU0(i; j)  dU0(n; i)
for i; j < n. In the case the condition (4) holds for n, there exist some
k0; k
0
0 < sn such that
dU0(n; i) = dU0(i; k0) + r
(n)
k0














 dU0(i; k0) + dU0(j; k00) + dU0(k0; k00)
 dU0(i; j):
We also have
dU0(n; i) + dU0(i; j) = dU0(i; k0) + dU0(i; j) + r
(n)
k0
 dU0(k0; j) + r(n)k0
 min
k<sn





The case the condition (4) does not hold for n is trivial.
Theorem 5. There exists a recursive function  : (N N) ! N such that
for any m0; : : : ;ms 1 2 N and any n0; : : : ; ns 1 2 N, if
(8i; j < s) jniQ   njQj  dU0(mi;mj)  niQ + njQ; (6.1)
then
(8i < s) dU0(mi; (m0; n0; : : : ;ms 1; ns 1)) = niQ:
Proof. For m0; : : : ;ms 1 2 N and n0; : : : ; ns 1 2 N satisfying (6.1), we
dene (m0; n0; : : : ;ms 1; ns 1) as follows.
Let s0 = maxfm0; : : : ;ms 1g + 1. Let n0k be some appropriate natural
number such that n0k
Q = mini<s(dU0(k;mi) +ni
Q) for each k < s0. We have
n0mi
Q = niQ since dU0(mi;mi0)+ni0
Q  niQ for all i0 < s and dU0(mi;mi0)+
ni0
Q = niQ if i0 = i. In other words,
f(m0; n0Q); : : : ; (ms 1; ns 1Q)g  f(0; n0Q); : : : ; (s0   1; ns0 1Q)g:
We have, for some i < s,
d(k; l) + n0k
Q = d(k; l) + d(k;mi) + niQ
 d(l;mi) + niQ
 min
i<s




Q   n0kQ  d(k; l). Similarly, we obtain n0kQ  n0lQ  d(k; l). We also
have, for some i; j < s,
n0k
Q + n0l
Q = dU0(k;mi) + dU0(l;mj) + ni
Q + njQ
 dU0(k;mi) + dU0(l;mj) + dU0(mi;mj)
 dU0(k; l):
Therefore,
(8k; l < s0) jn0kQ   n0lQj  dU0(k; l)  n0kQ + n0lQ: (6.2)
Dene  : N! N by
(m0; n0; : : : ;ms 1; ns 1) = minfN : QN = (n00Q; : : : ; n0s0 1Q):
It is clear that  is a recursive total function. From the denition of dU0 as
well as (6.2), we obtain







dU0(mi; (m0; n0; : : : ;ms 1; ns 1)) = ni
Q:
6.1.2 Construction of U from U0
Let (U; dU ) be a completion of (N; dU0). We denote the inclusion by Q. We
denote by U0 the image of the inclusion of N into U . Then (U; dU ; U0; U0)
is a computable metric space.
We state three propositions without proofs here. The proofs are te-
dious but straightforward. We use Propositions 5, 6, and 7 in the proof
of Lemma 10 below. We also use Proposition 6 in the proof of Theorem 6
below.
Proposition 5. There exists a computable function 1 : N!  N! ! N
such that if p; q 2 dom(R) and pR < qR, then pR < 1Q(p; q) < qR.
Proposition 6. There exists a computable function 2 : NN (N!) !
N such that if kQ < lQ and p0; : : : ; ps 1 2 dom(R), then the following hold.
 (k; l; p0; : : : ; ps 1) 2 dom(2).
 If 2(k; l; p0; : : : ; ps 1)  s, then (8i < s) piR > kQ.
 If 2(k; l; p0; : : : ; ps 1) = i0 < s, then pi0R < lQ.
Proposition 7. There exists a computable function 3 : N (N!) ! N
such that if kQ > 0 and p0; : : : ; ps 1 2 dom(R), then the following hold.
 3(k; p0; : : : ; ps 1) is dened and is a permutation of (0; : : : ; s  1).
 Let (n0; : : : ; ns 1) = 3(k; p0; : : : ; ps 1). Then, for any i; j < s, if
i < j, then pni
R + kQ > pnj
R.
Lemma 10. There exists a computable function  1 : N (N!N!) ! N
such that for any k 2 N, any p0; : : : ; ps 1 2 dom(U ), and any q0; : : : ; qs 1 2
dom(R), if
kQ > 0 and (8i; j < s) jqiR   qjRj  dU (piU ; pjU )  qiR + qjR; (6.3)
then
(8i < s) qiR   kQ < dU (piU ;  1U0(k; p0; q0; : : : ; ps 1; qs 1)) < qiR + kQ:
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Proof. We show existence of a computable function  1 by constructing a pro-
cedure that computes  1(k; p0; q0; : : : ; ps 1; qs 1) for a given number k 2 N,
given sequences p0; : : : ; ps 1 2 dom(U ), and given sequences q0; : : : ; qs 1 2
dom(R). Throughout this proof, we suppose (6.3) and write kQ as ",
pi
U as xi, and qiR as i.
Let '1; '2 : N! N be recursive functions such that '1Q(k) = kQ=5 and
'2
Q(k) = 2kQ=5. Dene s0 2 N and ; 0 : f0; : : : ; s  1g ! f0; : : : ; s  1g
by the following algorithm using the function 2 in Proposition 6.
(0) := 0;
s0 := 1;
for i from 1 to s  1 do
j := 2('1(k); '2(k); U (p(0); pi); : : : ; U (p(s0 1); pi));




s0 := s0 + 1;

od
It is easy to verify that 1  s0  s, dom(0) = f0; : : : ; s  1g n range(),
and range(0)  dom(). It is also easy to verify
(8i; j 2 range(); i 6= j) dU (pi; pj) > 15";




Let "0 = "=(15s0+5). By using the function 3 in Proposition 7, we can
nd a permutation (t0; : : : ; ts0 1) of (0; : : : ; s0 1) such that for any i; j < s0,
if i < j, then (ti)+"
0 > (tj). We have (8i; j < s0) dU (x(ti); x(tj)) > "=5.
We write x(ti) as x
0
i and (ti) as 
0
i.
We can eectively nd mi; ni 2 N, for each i < s0, such that
dU (x0i;m
U0
i ) < "
0;
0i + 3i"
0 < nQi < 
0
i + (3i+ 1)"
0:
Finding each mi is straightforward. In nding each ni, we use the function




We will verify ji   j j  dU (ai; aj)  i+j . Without loss of generality,
we can assume i < j. We have
j   i < 0j   0i + (3j   3i+ 1)"0
< (3s0 + 1)"0   "0   "0
< d(x0i; x
0
j)  d(x0i; ai)  d(x0j ; aj)
 d(ai; aj):
We also have
i   j < 0i   0j + (3i  3j + 1)"0
< j0i   0j j   "0   "0
< d(x0i; x
0
j)  d(x0i; ai)  d(x0j ; aj)
 d(ai; aj):
We also have
i + j > 0i + 
0
j + (3i+ 3j)"
0












Let m0 = (m0; n0; : : : ;ms0 1; ns0 1) and b = m0
U0 . As an application of
Theorem 5, we obtain dU (ai; b) = i. Thus we have
dU (x0i; b)  dU (ai; b) + dU (x0i; ai)
< i + "0
< 0i + (3i+ 2)"
0







dU (x0i; b)  dU (ai; b)  dU (x0i; ai)
> i   "0
> 0i + (3i  1)"0






Dene  1(k; p0; q0; : : : ; ps 1; qs 1) = m0. We are now ready to complete
the proof. In the case i 2 range(), we have already done. In the case
i 2 dom(0), let j = 0(i). We have




We have a triangle inequality
dU (xj ; b)  dU (xi; xj)  dU (xi; b)  dU (xj ; b) + dU (xi; xj):
Since j 2 dom(), we have




From the condition (6.3), we obtain
i   dU (xi; xj)  j  i + dU (xi; xj):
From these four inequalities, we obtain i   " < dU (xi; b) < i + ".
Theorem 6. There exists a computable function   : (N!  N!) ! N!
such that for any p0; : : : ; ps 1 2 dom(U ) and any q0; : : : ; qs 1 2 dom(R),
if
(8i; j < s) jqiR   qjRj  dU (piU ; pjU )  qiR + qjR; (6.4)
then
(8i < s) dU (piU ;  U (p0; q0; : : : ; ps 1; qs 1)) = qiR:
Proof. We show existence of a computable function   by constructing
a procedure that computes   (p0; q0; : : : ; ps 1; qs 1) for given sequences
p0; : : : ; ps 1 2 dom(U ) and given sequences q0; : : : ; qs 1 2 dom(R).
Throughout this proof, we suppose (6.4) and write piU as xi and qiR as i.
Dene p0 2 dom(U ) by the following algorithm with the function 1
in Proposition 5, the function 2 in Proposition 6, and the function  1 in
Lemma 10.
Let S0 be a subset of f0; : : : ; s  1g such that
(8j 62 S0)(9j0 2 S0) dU (pjU ; pj0U ) < 1,
(8j:j0;2 S0) dU (pjU ; pj0U ) > 0;
By using 1, nd a natural number k0 such that
0 < k0Q < min(fdU (pjU ; pj0U ) : j; j0 2 S0g [ f1g);
p0[0] :=  1(k0; pj0 ; qj0 ; : : : ; pjs0 1 ; qjs0 1) where fj0; : : : ; js0 1g = S0;
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for i from 1 to 1 do
Let Si be a subset of f0; : : : ; s  1g such that
Si  Si 1,
(8j 62 Si+1)(9j0 2 Si+1) dU (pjU ; pj0U ) < 1=2i,
(8j:j0;2 Si+1) dU (pjU ; pj0U ) > 0;
By using 1, nd a natural number ki such that
0 < kiQ < min(fdU (pjU ; pj0U ) : j; j0 2 Sig [ f1=2ig);
p0[i] :=  1(ki; pj0 ; qj0 ; : : : ; pjs0 1 ; qjs0 1 ; p
0[i  1]; (ki)i02N) where
fj0; : : : ; js0 1g = Si;
od
Note that (ki)i02N denotes a sequence repeating ki forever, namely a sequence
such that the i0-th element is ki whatever the index i0 is
It follows immediately from this algorithm that dU (p[i]
U0 ; p[i+ 1]U0) <
1=2i+1. Hence if i < j, then dU (p[i]
U0 ; p[j]U0) < 1=2i. Hence p 2 U . Thus
let y = pU .
If j 2 S1i=0 Si, then
(9i0)(8i  i0) qjR   12i < dU (pj




Hence dU (xj ; y) = j . If j 62
S1
i=0 Si, then xj = xj0 and j = j0 for some
j0 2 S1i=0 Si. Hence dU (xj ; y) = dU (xj0 ; y) = j0 = j .
Dening   (p0; q0; : : : ; ps 1; qs 1) = p0, we complete the proof.
6.2 Computable isometric embedding
6.2.1 Embedding of a computable metric space into U
Urysohn proved that for any separable metric space X, there exists an iso-
metric embedding from X to U . We show that for any computable metric
space X, there exists an isometric computable embedding from X to U .
Dene A : NN! N! by A(m;n) = X((m)i2N; (n)i2N). Here, (n)i2N
denotes a sequence such that the i-th element is n whatever the index i is.
Note that AR(i; j) = dX(iA; jA).
Dene (un) 2 (N!)! by(
u0 = (0)i2N;
un =   (u0; A(0; n); : : : ; un 1; A(n  1; n)) if n  1.
Then, dU (umU ; unU ) = dX(mA; nA). It is trivial that (un) is a computable
sequence of sequences, i.e., (un[i])n;i2N forms a recursive double sequence of
natural numbers.
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Dene I : N! ! N! by I(p) = (up[i+2][i + 1])i2N. It is clear that I is a
computable function.
Suppose p 2 dom(X). If i < j, then
dU (I(p)[i]
U0 ; I(p)[j]U0)
= dU (up[i+2][i+ 1]
U0 ; up[j+2][j + 1]
U0)
 dU (up[i+2][i+ 1]U0 ; up[i+2]U ) + dU (up[i+2]U ; up[j+2]U )























Hence p 2 dom(X) implies I(p) 2 dom(U ).
Suppose p; q 2 dom(X). We have
dU (up[i+2][i+ 1]
U0 ; uq[j+2][j + 1]
U0)
 dU (up[i+2]U ; uq[j+2]U )
+ dU (up[i+2][i+ 1]
U0 ; up[i+2]
U ) + dU (uq[j+2][j + 1]
U0 ; uq[j+2]
U )
 dX(p[i+ 2]A; q[j + 2]A) + 12i+1 +
1
2j+1
! dX(pX ; qX) as i; j !1.
We also have
dU (up[i+2][i+ 1]
U0 ; uq[j+2][j + 1]
U0)
 dU (up[i+2]U ; uq[j+2]U )
  dU (up[i+2][i+ 1]U0 ; up[i+2]U )  dU (uq[j+2][j + 1]U0 ; uq[j+2]U )
 dX(p[i+ 2]A; q[j + 2]A)  12i+1  
1
2j+1





U0 ; uq[j+2][j + 1]
U0) = dX(pX ; qX):
Hence, p; q 2 dom(X) implies dU (I(p)U ; I(q)U ) = dX(pX ; qX).
Dening  : X ! U by (pX) = IU (p), we obtain the following theorem.
Theorem 7. For any computable metric space (X; dX ; A; A), there exists
a computable, isometric function  : X ! U .
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6.3 Computable uniqueness
6.3.1 Uniqueness of U0
We follow Joiner's \back and forth" method (Theorem 2 in [9]) verifying its
eectiveness.
Lemma 11. Let 0 : NN! N and 0 : (NN) ! N be recursive functions.
Suppose 0Q forms a metric on N. Suppose for any m0; : : : ;ms 1 2 N and
any n0; : : : ; ns 1 2 N, if
(8i; j < s) jniQ   njQj  0Q(mi;mj)  niQ + njQ;
then
(8i < s) 0Q(mi; 0Q(m0; n0; : : : ;ms 1; ns 1)) = niQ:
Then, there exists a recursive, bijective function ' : N ! N such that for
any m;m0 2 N, it holds that dU0(m;m0) = 0Q('(m); '(m0)).
Proof. Let 0 : NN! N be a recursive function such that dU0 = 0Q. We
dene (i) and (0i) by the following algorithm.
0 := 0; 00 := 0;
for i from 1 to 1 do
if i is odd then
0i := min(N n f00; : : : ; 0i 1g);





i := min(N n f0; : : : ; i 1g);
0i := 
0(00; 0(0; i); : : : ; 0i 1; 0(i 1; i));

od
And then we dene ' by '(i) = 0i.
This is not precisely an algorithm because it never terminates. We can
however modify this to be an algorithm by inserting some commands to stop
just after '(n) is determined for a given n.
It is clear that ' is a recursive function. It is straightforward to show
that ' is an isometric bijection between (N; dU0) and (N; 0
Q).
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6.3.2 Construction of U 00 in U
0
Lemma 12. Let (U 0; dU 0 ; A0; A0) be a computable metric space. Let   0 :
(N!  N!) ! N! be a computable function such that for any p0; : : : ; ps 1 2
dom(U 0) and any q0; : : : ; qs 1 2 dom(R), if
(8i; j < s) jqiR   qjRj  dU 0(piU 0 ; pjU 0)  qiR + qjR;
then
(8i < s) dU 0(piU 0 ;   0U
0
(p0; q0; : : : ; ps 1; qs 1)) = qiR:
Then, there exist a dense subset U 00  U 0 with an enumeration U 00 : N! U 00,
a computable function 0 : N! N!, and recursive functions 0 : NN! N
and 0 : (N N) ! N such that the following three conditions hold.
1. It holds that U 00 = U 0  0.
2. For any m;m0 2 N, it holds that 0Q(m;m0) = dU 0(U 00(m); U 00(m0)).
3. For any m0; : : : ;ms 1 2 N and any n0; : : : ; ns 1 2 N, if
(8i; j < s) jniQ   njQj  dU 0(U 00(mi); U 00(mj))  niQ + njQ;
then
(8i < s) dU 0(U 00(mi); 0(U 00(m0); n0; : : : ; U 00(ms 1); ns 1)) = niQ:
Sketch of the proof. We use the symbols Qn and rni dened in x6.1.1. Denote
the value of the standard eective pairing function of m and n by hm;ni.
We assume m  hm;ni.
We dene 0 and 0 inductively as follows.
We dene 0(0; 0) = p0q where p0q denotes the natural number such that
p0qQ = 0. We dene 0(0) = (0)i2N.
In the case m = 2n + 1, we rst dene 0(m;m) = p0q. Nest, test the
condition






minf0Q(j; k) + r(n)k : k < sng if (4) holds,
maxf0Q(k; k0) : k; k0 < mg otherwise.
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for j < m. Using (m)j , we dene 
0(m; j) and 0(j;m) for each j by
0Q(m; j) = 0Q(j;m) = (n)j . Finally, we dene
0(m) =   (0(0); 0(m; 0); : : : ; 0(m); 0(m;m  1)):
In the case m = 2hn; ki + 2, we rst dene 0(m;m) = p0q. Next, nd
rational numbers (m)j for j < m, and a computable sequence q
00
m 2 R such
that
(8j; j0 < m) j(m)j   (m)j0 j  0Q(j; j0)  (m)j + (m)j0 ;











To nd them, we use a trick similar to that used in the proof of Theo-
rem 6. Using (m)j , we dene 
0(m; j) and 0(j;m) for each j by 0Q(m; j) =
0Q(j;m) = (n)j . Finally, we dene
0(m) =   (0(0); 0(m; 0); : : : ; 0(m  1); 0(m;m  1); (n)i2N; q00m):
From the case m = 2n+ 1, we obtain that the condition 3 holds. From
the case m = 2hn; ki+ 2, we obtain that U 00 is dense in U 0.
We construct 0 similarly to the construction of  in the proof of Theo-
rem 5.
6.3.3 Uniqueness of U
Theorem 8. Let (U 0; dU 0 ; A0; A0) be a computable metric space. Let   0 :
(N!  N!) ! N! be a computable function such that for any p0; : : : ; ps 1 2
dom(U 0) and any q0; : : : ; qs 1 2 dom(R), if
(8i; j < s) jqiR   qjRj  dU 0(piU 0 ; pjU 0)  qiR + qjR;
then
(8i < s) dU 0(piU 0 ;   0U
0
(p0; q0; : : : ; ps 1; qs 1)) = qiR:
Then, there exists a computable, isometric, bijective function  : U 0 ! U .




Some of the theorems in functional analysis or in general topology hold
with some topological concepts replaced by corresponding computational
concepts.
We have shown that counterparts in computable analysis of some fun-
damental theorems, the contraction theorem, Dini's theorem, and existence
and uniqueness of Urysohn's universal metric space, hold. Furthermore, we
have shown that not only these theorems are straightforward eectivization
of the original theorems but also their proofs are straightforward eectiviza-
tion of the original proofs.
In the cases of the contraction theorem and Dini's theorem, the proof of
the computable counterpart shown in this paper is considered the original
theorem for the non-computable theorem with verication of each step of the
proof preserving computability. In the case of Urysohn's universal metric
space, we need some modication in addition to verication of each step
of the proof preserving computability. The modication, however, does not
change the structure of the proof so much.
This straightforward eectivization will be useful in eectivication of
applications of these theorems.
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