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Abstract 
Baruah, S.K., R.R. Howell, L.E. Rosier, Feasibility problems for recurring tasks on one processor, 
Theoretical Computer Science 118 (1993) 3-20. 
We give a comprehensive summary of our recent research on the feasibility problems for various 
types of hard-real-time preemptive task systems on one processor. We include results on periodic, 
sporadic, and hybrid task systems. While many of the results herein have appeared elsewhere, this is 
the first paper presenting a holistic view of the entire problem. 
1. Introduction 
Scheduling theory as it applies to hard-real-time nvironments has lately become 
a topic of much interest. In a hard-real-time environment, the missing of a single 
deadline may have disastrous consequences; hence, in such an environment, it is 
required that all deadlines be met. The tasks in such an environment are often of 
a recurring nature. For example, in a periodic task system [16, 13, 11, 14, 17, 11, each 
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task makes a request for the processor at regular periodic intervals. Each time 
a request is made, a certain amount of processing time must be allocated to that task 
before its deadline expires. The processing time and the time elapsed between the 
request and the deadline are always the same for each request of a particular task; 
however, these times may be different for different tasks. Preemptions are allowed at 
integer time values’ without penalty. A sporadic task system [17, 15,6, 18, 7, 19,2] is 
similar, except that the request imes cannot be predicted; thus, sporadic task systems 
may be used to model event-driven systems. We do, however, require a minimum 
separation time between successive requests of the same task. We also consider hybrid 
task systems composed of both periodic tasks and sporadic tasks. 
The ultimate goal regarding real-time task systems is to find an offline algorithm 
that will mechanically synthesize online algorithms for scheduling the processor. The 
offline algorithm would first determine thefeasibility of a task system. A task system is 
said to befeasible if any legal set of requests has a corresponding schedule in which no 
deadlines are missed. If the task system is feasible, the offline algorithm would then 
construct a suitable online algorithm for scheduling it. Feasibility is a necessary and 
sufficient condition for the deadline algorithm (see, e.g., [16, 10,4]) to be guaranteed to 
produce a valid schedule (i.e., one in which no deadlines are missed) for any legal set of 
requests. The deadline algorithm, therefore, constitutes a suitable online scheduling 
algorithm whenever one exists. If we could couple the deadline algorithm with 
a polynomial-time or even a pseudo-polynomial-time f asibility test, we would have 
made significant progress toward the realization of a viable algorithm for mechanical 
synthesis. 
The feasibility problem for periodic task systems was examined in [13] and later 
in [l]; for sporadic systems, it was examined in [2]. All the algorithms derived are in 
some way based on the deadline algorithm. The purpose of this paper is to summarize 
the results from [ 1,2], giving a unified approach to all the problems. In the process, we 
are able to streamline many of the proofs and present a comprehensive view of the 
feasibility problems for various types of recurring task systems. Although most of 
these results can be found in either [l] or [2], we do generalize the results on periodic 
systems to allow the deadlines to exceed the periods. Furthermore, we extend the 
results of [l, 21 to hybrid systems. 
We begin in Section 2 by defining task systems in a very general framework. 
Periodic, sporadic, and hybrid task systems are then special cases of a task system. 
Furthermore, the deadline algorithm remains optimal for this very general definition 
- that is, it produces a valid schedule whenever one exists. We then give, as our main 
result of Section 2, a necessary and sufficient condition for a task system to be feasible. 
This condition is a generalization of some of the techniques given in [l, 21. Whenever 
a task system is not feasible, this condition states the existence of a set of requests and 
a time interval such that the processor time required by that set of requests within that 
interval exceeds the time available in the interval. Thus, in order to show a task system 
1 All of the results herein may be extended to allow noninteger preemptions; see [l]. 
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to be infeasible, we need only to consider a function, defined for each set of requests, 
giving the amount of processing time required within each time interval. By finding 
the appropriate set of requests and the appropriate time interval, simply evaluating 
the function will show the task system to be infeasible. What remains to be shown for 
each class of task systems is an upper bound on the cost of finding the appropriate set 
of requests and the appropriate time interval, and of computing the processing time 
required within that interval. 
In Section 3, we consider the feasibility problem for periodic task systems. In [13], 
this problem was shown to be co-NP-hard in the ordinary sense; however, no upper 
bound better than PSPACE was given. We first consider the upper bound. For 
a periodic task system, there is only one legal set of requests. Thus, our main result 
from Section 2 implies that we only need to show how to find the appropriate time 
interval, and how to compute the amount of processing time demanded within it. We 
address both these problems, showing that the time interval may be nondeterministi- 
tally guessed in polynomial time, and the processing time required may be computed 
in polynomial time. Hence, the feasibility problem is shown to be in co-NP. Using the 
framework introduced in Section 2, as well as techniques developed in [2], we 
eliminate much of the dependency on the earlier work of Leung and Merrill [13] that 
was present in [ 11; furthermore, the proofs are steamlined significantly. We conclude 
the section by showing the feasibility problem for periodic task systems to be 
co-NP-complete in the strong sense, even for a very restricted subclass. 
In Section 4, we consider the feasibility problem for sporadic task systems. We first 
show that this problem is equivalent o the feasibility problem for synchronous task 
systems-periodic task systems in which all start times are zero. The upper bounds 
given in Section 3 for periodic task systems, therefore, follow immediately for sporadic 
task systems. Furthermore, we go on to show that for a special case, that makes up the 
vast majority of sporadic (or synchronous) task systems, the feasibility problem can be 
solved in pseudo-polynomial time. This result may be contrasted with a result from 
Section 3, which states that the feasibility problem for periodic task systems is 
co-NP-hard in the strong sense, even if the periodic systems are restricted in the same 
way. As in Section 3, these proofs are more self-contained and streamlined than those 
in [l, 21. At this time, we do not know whether, in general, the feasibility problem for 
sporadic (synchronous) task systems can be solved in pseudo-polynomial time, or 
perhaps even polynomial time. 
In Section 5, we consider the feasibility problem for hybrid task systems. Since 
hybrid task systems are a generalization of periodic task systems, the co-NP-hard 
(in the strong sense) lower bound of Section 3 applies to hybrid task systems. Still, 
even though hybrid task systems are more general than periodic task systems, we are 
able to make use of the upper bounds of Section 3 in dealing with hybrid task systems. 
One can envision a set of periodic task systems each of which behaves as one of the 
possible behaviors of the given hybrid task system (though, clearly, we cannot mimic 
all of the possible behaviors of the hybrid task system in this way). We are able to give 
a succinct proof that if the hybrid task system is infeasible, then one of these periodic 
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task systems must be infeasible; furthermore, it is possible to guess nondeterministi- 
tally the appropriate periodic task system in polynomial time. Therefore, from the 
results of Section 3, the feasibility problem for hybrid task systems is co-NP-complete 
in the strong sense. 
We conclude in Section 6 with a discussion of the remaining open problems and of 
the impact of our results on other problems. In particular, in order to show, in 
Section 3, that the feasibility problem for periodic task systems is co-NP-hard in the 
strong sense, we first show the Simultaneous Congruences Problem [14] to be 
NP-hard in the strong sense. It follows immediately from this last result that several 
problems shown to be co-NP-hard in [14, 121 are, in fact, co-NP-hard in the strong 
sense. 
2. Task systems 
A task system is a set t={T1,..., T”}. The tasks Ti of r may be defined in various 
ways depending upon what type of task system z is (e.g., periodic, sporadic, or hybrid), 
but each Ti always contains in its definition an integer execution time ei> 1 and an 
integer deadline di > ei. Each task may make requests from time to time. Each request 
of task Ti is of the form (i, t), where t E N is the time at which the request was made. In 
the context of r, we call (i, t) a z-request. Each r-request (i, t) requires the processor to 
be allocated to (i, t) for ei time units during the interval [t, t + di). These requirements 
allow preemptions at any integer time value without penalty. Let R be a (possibly 
infinite) set of z-requests. R may or may not be legal; the conditions under which R is 
legal depend upon what type of task system r is. R is schedulable iff the requirements of 
all r-requests in R can be met. z is feasible iff each legal set of z-requests is schedulable. 
In this paper, we discuss three types of task systems: periodic, sporadic, and hybrid. 
Each task Ti in a periodic task system is a 4-tuple, Ti=(sip ei, di,pi)EN4, where 
N denotes the set of natural numbers, si is the start time, ei>, 1 is the execution time, 
di 2 ei is the deadline, and pi > ei is the period. A periodic task system has exactly one 
legal set of requests, {(i, t) 1 t = Si + kpi for some keN}; for a periodic task system r, we 
call this set of r-requests R, . By applying the above definition of feasibility, we can see 
that r is feasible iff R, is schedulable. Each task Ti in a sporadic task system is a triple 
Ti = (ei, di, pi) E N3, where ei < di are as above and pi is the minimum separation time. 
A set R of requests for a sporadic task system is legal iff, for each pair of distinct 
requests (i, tl) and (i, tz), 1 tl - tz 12 pi. A hybrid task system contains both periodic 
tasks and sporadic tasks. Let z = {T, , . . . , T,,, T,,, 1, . . . , T,+,}, where T1, . . . , T,, are 
periodic tasks and T,, + 1, . . . , T,, + ,,, are sporadic tasks. Each periodic task is a 4-tuple as 
in a periodic task system, and each sporadic task is a triple as in a sporadic task 
system. A set R of r-requests is legal iff the following two conditions hold: 
(1) For all i, l<i<n, (i,t)ER iff t=si+kpi for some keN. 
(2) For all i, n + 1~ i<m, for each pair of distinct requests (i, tl) and (i, t2) in R, 
Itl-ttz12Pi. 
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In studying the feasibility of task systems, the notion of an optimal scheduling 
algorithm is very helpful. A scheduling algorithm o is said to be optimal for a certain 
class of task systems if, given any legal set of z-requests R (where z is in the respective 
class), o produces a schedule that satisfies the requirements of all r-requests in 
R whenever R is schedulable. For example, the deadline algorithm of Dertouzos [4], 
which we define below, is optimal for any class of task systems (i.e., no matter how the 
notion of a legal set of tasks requests is defined). Having an optimal scheduling 
algorithm allows us to avoid having to consider all possible ways of scheduling a given 
set of T-requests; instead, we just consider the schedule produced by the deadline 
algorithm, knowing that if it is possible to meet all the requirements, that schedule will 
do so. 
We will now describe the deadline algorithm, which we will denote by o throughout 
the remainder of this paper. First, c is an online algorithm; i.e., (T is an iterative 
algorithm which, when presented with a set of z-requests R (z-request (i, to) in R is 
presented to 0 at time to), determines uniquely (in a manner described below), at each 
instant of time t =O, 1,2, . . . , which active t-request of R - if any - is to be allocated the 
processor. The z-request (i, to) in R is said to be actioe at time t (with respect o C) iff 
to <t < to + di and c did not allocate the processor to (i, to) for ei time units in the 
interval [to, t). o reports failure - but does not terminate - at time t if there is 
a t-request (i, to) in R such that to f di = t and (T did not allocate the processor to (i, to) 
for ci time units in the interval [to, t). 0 can successfully schedule r only if it never 
reports failure when presented with a legal set of z-requests. Hence, c can be expressed 
as a function of R and t: 
I 
(i, to), failure 
(0, 0), failure 
(o.R).(t)= 
(i, to) 
i 
(O,O) 
meaning that (r at time t allocates the processor 
to T-request (i, to) and reports failure, 
meaning that o at time t leaves the processor idle 
and reports failure, 
meaning that 0 at time t allocates the processor 
to z-request (i, to) and does not report failure, 
meaning that 0 at time t leaves the processor idle 
and does not report failure. 
The method o uses to determine which task is to be allocated the processor is as 
follows. At time t, o allocates the processor to the active t-request (if there is one) 
whose deadline is nearest. Ties can be broken in an arbitrary fashion without affecting 
whether or when (a.R) reports failure. Hence, without loss of generality we assume 
that cr chooses active r-request (i, tl) over (j, t2) whenever either tl + di < t2 -I- dj or both 
tl + di = t2 + dj and i <j. We now reproduce the following lemma from [4]. 
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Lemma 2.1 (Dertouzos [4]), r~ is optimalfor task systems; i.e., given a set ofz-requests 
R, (a.R) will construct a schedule for R ifone exists; otherwise, a at some time will report 
failure. 
Let 7=(T1, . . . . T,,) be a periodic, sporadic, or hybrid task system as defined above. 
We define the processor utilization of 7 to be Cl= 1 ei/pi. Intuitively, the processor 
utilization gives the maximum fraction of processor time that can be demanded in any 
legal set of r-requests. Clearly, in any feasible task system, the processor utilization 
can be no more than 1. As a shorthand convention, we will let P = lcm { pl, . . . , p,}. 
Given a set of z-requests R, we also define a function gR : N x N-+N as follows: 
where R(t,, tz)= { (i, t) 1 tl <t < tz-di). Thus, gR(tl, tz) gives the total amount ofexecu- 
tion time required between tl and tZ. The following theorem and its corollary 
demonstrate the importance of the function gR to the feasibility of a task system. 
Theorem 2.2. Let 7 = ( T1, . . . , T,,} be a task system. Suppose 7 is not feasible, and let 
R be a legal set of z-requests for which a reports failure at the earliest time tf . Then for 
some tb < tf, g&b, tf) > tf - tb. 
Proof. Suppose that 7 is not feasible. Let tf 2 0 be the earliest time a reports failure 
with respect o any legal set of z-requests. Let R0 be a legal set of r-requests uch that 
(a.R,) reports failure for the first time at time tf. Consider the finite legal set of 
r-requests RI = R0 - { (i, to) 1 to +di> tf}. Recall that (a.R,) mimics (a. R,) with respect 
to all tie-breaking choices. Over the interval [0, tf), (a. R,) never assigns the processor 
to a z-request from R0 -RI at a time when a request from RI is active. Hence, over 
[0, tf), (a. R,) and (a. RI) make identical assignments with respect o the z-requests in 
RI, Hence, (a.R,) too reports failure for the first time at time tf. 
Suppose at time t,,- 1, 1 <t,<tf, (a.R,) idles the processor, i.e., (a.R,).(t,- l)= 
(0,O). Suppose further that tb is the largest such integer. If the processor is never idle 
before tf, let t,, = 0. Let Rz = {(i, to) E R, ) (i, to) was not assigned the processor by (a. RI) 
in [0, t,)>. Note that Rz is legal. Note also that Rzn{ (i, to) 1 to < tb) =8; otherwise, 
some task would be assigned the processor at time tb- 1. Thus, over [tb, tf), (a.R,) can 
assign the processor only to z-requests in Rz. Hence, (a.R2) will mimic (a.R1) over 
[t,,, tf), and (a. Rz) will report failure for the first time at tf. Note that (a. RI) and, thus, 
(a.R,) never idles the processor over [tb, tf). 
Now let us review the properties of Rz: 
l Each (i, to) E Rz has t,, > tb, 
l Each (i, to) E Rz has to + di < tf, 
l (a.Rz) never idles the processor over [tb, tf), and 
l (a.R,) reports failure exactly once - at time tf . 
From these properties we immediately obtain that gR2(tb, tf)> tf - tb . 0 
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Since gR(tl, tz) > t2 - tl implies that the processor demand exceeds the time avail- 
able in [tl, t2), we have the following corollary. 
Corollary 2.3. Let T = { T1, . . . , T,,} be a task system. z is not feasible ifs there exist 
a legal set of T-requests R and natural numbers tI < t2 such that gR(tl, t2)> t2 - tl. 
Corollary 2.3 gives a necessary and sufficient condition for a task system to be 
infeasible. In the following sections, we will give bounds on t1 and tz for periodic, 
sporadic, and hybrid task systems. We will also show how to compute efficiently the 
appropriate gR(tl, t2). Thus, we will have shown upper bounds for the complexities of 
the feasibility problems for each of the three classes of task systems. 
3. Periodic task systems 
In this section, we show the feasibility problem for periodic task systems to be 
co-NP-complete in the strong sense. Recall that a periodic task system r has only one 
legal set of r-requests - R,. Hence, we first show that given t1 and t2, gR,(tl, t2) can be 
computed in linear time. We then show that tl and t2 from Corollary 2.3 can be 
written down in a polynomial number of bits. It will then follow from Corollary 2.3 
that the feasibility problem is in co-NP. From the results of Leung and Merrill [ 131, it 
follows that the problem is co-NP-complete. In order to show the problem to be 
co-NP-hard in the strong sense, we first show that the Simultaneous Congruences 
Problem is co-NP-hard in the strong sense. It then follows from the reduction given 
by Leung and Merrill [13] that the feasibility problem for periodic task systems is 
co-NP-hard in the strong sense; in fact, we are able to show that this result holds even 
if the processor utilization is bounded above by any fixed positive constant. 
Our first lemma allows us to compute efficiently gR,(tl, t2), given t1 and t2. 
Lemma 3.1. Let r={T, ,,.., T,,) be a periodic task system. Then 
gR,(tl,t2)= C e..max 0 n I 
i=l 
{ , l’2f-di1_ax~,~~l~+I}. 
Proof. Clearly, gR,(tlr t2) can be written as Cy= 1 ei*cR,(i, tl, t2), where cR,(i, tI, t2) 
represents the number of requests (i, to) in R, satisfying to 2 ti and to + di < t2. Thus, 
cR,(i, tI, t2) will be the number of natural numbers k such that k satisfies both 
(1) tl <si+k*pi, 
(2) si+k.pi+di<t,. 
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(1) yields 
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tl -Si 
ka- 
Pi ’ 
The smallest natural number satisfying this is 
tl -Si 
max 0, - 11 11 . Pi 
(2) yields 
ks 
tz-Si_di 
Pi ’ 
The largest integer satisfying this is 
c& ti , t2) - the total number of natural numbers k satisfying both (1) and (2) - is, 
therefore, 
We, therefore, have 
gR,(tl,t2)= i ei.lllaX 0 
i=l 
{ , [z-z-dj-maxb, [yl]+l>. Cl 
The above lemma shows that gR,(tl , tz) can be computed in linear time, given tl and 
t2. What remains to be shown is that tl and tz need not be too large. In the next two 
lemmas we derive an upper bound for t2 (and, hence, ti). 
Lemma 3.2. Let max,si,.{si}<tl<t2. Then gR,(tl +P, t2+P)=gR,(t1,t2). (Recall 
that P=lcm{p, ,..., p,}.) 
Proof. We prove that cR,(i, tl + P, t2 + P) is equal to cR,(i, tl, t2) for all i, 1 <i< n, 
where CR, is as defined in Lemma 3.1. The lemma will then follow. As in the proof of 
Lemma 3.1, we have 
Feasibility problems for recurring tasks on one processor 11 
Since tl> Si, we may replace max (0, r (tl + P - si)/pil} by r(tl + P- si)/pil, and since 
pi divides P, we may extract P/pi from the floor and ceiling terms. Thus, 
Lemma 3.3. Suppose Cr=, ei/pi<l, tl>max,<iQn{si}, and tl>/maxl<is,{di}+tl. 
Then gR,(tl, tz+P)>tz +P-t, implies gR,(tl, t2)>t2-tl. 
Proof. By Lemma 3.1, we have 
as in the proof of Lemma 3.2. Since P/pi 2 0, we now have 
n 
gR,(tl,tZ+P)< 1 
i=l 
ei~~+ei~mtix 
I 
(The last step follows because Cl= 1 ei/pi< 1.) If we now suppose gR,(tl, t2 +P)> 
t,+P-t,, we have 
>t,+P-t,--P 
As a corollary to the above two lemmas and Corollary 2.3, we have the following 
result. 
Corollary 3.4. Suppose T is not feasible and Cy= 1 ei/pi< 1. Then there exist tl and t2, 
O~t,<t2~2.P+maxl~i~~{di}+max,gi~,{si} such that gR,(tl,t2)>tZ-tl. 
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A nondeterministic algorithm to verify that z is not feasible now operates as follows. 
We first determine whether Cl= 1 ei/pi< 1. If so, we guess t1 and t2 subject to the 
constraints of Corollary 3.4. From Corollary 3.4, there exist such t1 and t2 such that 
gR,(tl, t2) > t2 -t, iff r is not feasible. From Lemma 3.1, we can evaluate gR,(tl, t2) in 
polynomial time, and accept or reject accordingly. We, therefore, have the following 
theorem. 
Theorem 3.5. The feasibility problem for periodic task systems is in co-NP. 
We will now show that the feasibility problem for periodic task systems is 
co-NP-hard in the strong sense. In the proof that the feasibility problem is co- 
NP-hard, Leung and Merrill [13] used a reduction from the complement of the 
Simultaneous Congruences Problem (SCP). SCP was shown to be NP-complete in the 
ordinary sense by Leung and Whitehead [ 141. It was left as an open question whether 
SCP was NP-complete in the strong sense [13, 141. This question is important in its 
own right, because several problems have been shown to be NP-hard in the ordinary 
sense via reductions from SCP [14, 121; furthermore, these reductions are all strong 
enough to show NP-hardness in the strong sense if SCP is NP-hard in the strong 
sense. (We discuss these problems further in Section 6.) In what follows, we show 
SCP to be NP-hard in the strong sense. It then follows from the proof of Leung and 
Merrill [13] that the feasibility problem is co-NP-hard in the strong sense. Finally, 
Theorem 3.5 immediately implies that the problem is co-NP-complete. 
We will now introduce the Simultaneous Congruences Problem. Let 
A=((ai,bl),..., (a,,b,)}c_NxN+ and 2~ k < n be given. The Simultaneous Con- 
gruences Problem is to determine whether there is a subset A’cA of k pairs and 
a natural number x such that, for every (ai, bi) E A’, x sz ai(mod bi). In what follows, we 
show this problem to be NP-complete in the strong sense. Our proof uses the 
generalized Chinese remainder theorem (see, e.g., [9]), which we now reproduce. 
Lemma 3.6 (The generalized Chinese remainder theorem). Let A = {(al, b,), . . . , 
(ak, bk)} EN x N+. There is an x such that, for all (a;, bi)E A, x=&mod bi) ifl, for all 
l<i<j<k, aiEaj(modgcd(bi,bj)). 
Thus, we can conclude that if each pair of distinct pairs (ai, bi) and (aj, bj) “collides” 
(i.e., there is an x such that x - ai(mod bi) and x = aj (mod bj)), then there is a simultan- 
eous collision of all pairs. This fact is very useful in the construction that follows. 
The proof by Leung and Whitehead [14] that SCP is NP-hard (in the ordinary 
sense) consisted of a reduction from the CLIQUE problem [8]. Given an undirected 
graph G=(V,E) such that V={ul ,..., u,}, a set of pairs {(aI,bI) ,..., (a”,b.)} was 
constructed such that aiEaj(modgcd(bi, bj)) iff (Vi, uj)EE. Thus, there is a simultan- 
eous collision of k items iff G has a clique of size k. However, since each ai and bi were 
the product of O(n2) distinct prime numbers, the values of ai and bi were not 
polynomial in the size of the description of G. In order to overcome this problem, we 
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give an entirely different reduction, from 3-SAT rather than CLIQUE. (See, e.g., [S] 
for a complete discussion on strong NP-hardness.) 
Lemma 3.1. SCP is NP-complete in the strong sense. 
Proof. Leung and Whitehead [14] have shown SCP to be in NP; so, we need only 
show NP-hardness. The proof is via a polynomial-time reduction from 3-SAT [3]. Let 
C be an instance of 3-SAT over variables x1,... ,x,; without loss of generality, let 
C=/\y=, Cj, Cj=Vi=1 Jk, c where each Cjk is a distinct literal - i.e., either a variable 
or the negation of a variable. Also, without loss of generality, we assume that no clause 
contains both a variable and its negation. 
The intuitive idea of our construction is as follows. We will construct an instance of 
SCP such that a collision of m + n pairs will give a satisfying assignment for C. For 
each variable xi, we will construct a pair (a+, bXi) corresponding to an assignment of 
true to xi, and a pair (aii, bii) corresponding to an assignment offalse to xi; these two 
pairs will be constructed so that they do not collide. On the other hand, we will force 
pairs corresponding to two different variables to collide with each other. Thus, from 
Lemma 3.6, any simultaneous collision of n of these pairs will correspond to some 
assignment o all n variables. Now, for each clause cji Vcjz V Cjg, we will construct 
three pairs (ajk, bjk), 1 <k < 3, one corresponding to each of the three literals in the 
clause. (ajk,bj,) will be constructed to collide with all other pairs except those 
corresponding to literals within the same clause and the pair (aEjjk, bzj,). Thus, 
a collision of m + n pairs will occur iff there is an assignment that makes at least one 
literal in each clause true. 
More formally, let pl, . . . , pm+,, denote the first m + n primes greater than 2. From 
the prime number theorem (see, e.g., [9]), pm+” is bounded by a polynomial in m + n. 
Now, for each i, 1 < i < n, let 
l axi=Pi, 
l a,i=pi-ly and 
0 b,i=bfi=Pi~ 
Note that, since each Pi > 2, a,( < uXi <a?,+, for 1 < i < n. Now, for each j, 1 <j < m, and 
each k, l,<k<3, let 
l ajk = aEjk (defined above), and 
l bjk=bEjrPn+j* 
Clearly, the values of all the integers defined above are bounded by a polynomial in 
m + n. We will now show that there is a collision of m + n pairs iff C is satisfiable. 
*: Suppose there is a collision of m + n pairs at some y. For any variable xi, 
gcd(b,, bii )= pi. Since pi > 2, Pi f pi - 1 (mod pi). Therefore, from Lemma 3.6, (a,,, bXi) 
and (azi, b,,) do not collide; hence, there is at most one pair corresponding to each 
variable in the COlliSiOn at y. For any literal Cjk, if k’#k, gCd(bjk, bjk,)=p,+j since 
cjk and Cjk. are distinct and noncontradictory. Since acjk < pn +j, acJr, c pn + j, and 
aCjk #a+ for all j, k, k’, two pairs corresponding to literals in the same clause do not 
collide. Thus, there is at most one pair corresponding to each clause in the collision 
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at y. Since there are m + n pairs in the collision, there are exactly n pairs corresponding 
to variables, and m pairs corresponding to clauses. Consider the assignment in which 
xi is true iff y=aax, (mod b+), for 1 <i< n. Let cjk be some literal such that y=uj, 
(mod bjk). (Note that there is exactly one such literal in each clause.) Since Ujk = aejk and 
b, is a multiple of bCj,, y E afi, (mod b,,,); SO, Cjk is true in this assignment. Hence, C is 
satisfiable. 
-=: Suppose C is satisfiable, and consider some satisfying assignment. Let 
A’={(Uxi, b,,)Ixi=true}U((U,i, b,,)IXi=fUlSe)U{(ujk,bjk)JCjk=trUe and for all k’<k, 
cjk, =false}. It is easily seen by inspection that any two pairs in A’ collide. Therefore, 
from Lemma 3.6, there is a simultaneous collision of the m + n pairs in A’. 0 
Leung and Merrill [ 13) have given a reduction from SCP to the complement of the 
feasibility problem that causes only a polynomial increase in the values of the integers 
involved; it, therefore, follows from Lemma 3.7 that the feasibility problem is co- 
NP-hard in the strong sense. For completeness, we now reproduce their reduction. 
Theorem 3.8. The feasibility problem for periodic tusk systems is co-NP-hard in the 
strong sense. 
Proof. Let {(uI,bI) ,..., (a,, b,)} and k represent an instance of SCP. Leung and 
Merrill [13] have given the following polynomial-time reduction to the complement 
of the feasibility problem.’ For 1~ i < n, let 
l si=(k- l)ai, 
0 f?i=l, 
l di=k-1, and 
l pi=(k-l)bi. 
Leung and Merrill [13] have shown that this task system is feasible iff there is no 
simultaneous collision of k pairs from the instance of SCP. Furthermore, all the values 
in the task system are bounded by a polynomial in the values in the instance of 
SCP. 0 
The above theorem implies that there is no pseudo-polynomial-time algorithm for 
the feasibility problem for periodic task systems unless P=NP. In fact, we can show 
the following corollary. 
Corollary 3.9. The feasibility problem for periodic tusk systems is co-NP-hard in the 
strong sense even if the systems are restricted to have processor utilization not greater 
than E, where E is any jixed positive constant. 
‘This reduction is actually slightly different from the one by Leung and Merrill [13], but the basic idea is 
the same. 
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Proof. Consider the construction in the proof of Theorem 3.8. If we multiply all the 
start times and periods in this construction by the same positive integer, the proof still 
holds. In particular, if we multiply all the start times and periods by some positive 
integer c 2 n/(e(k - 1) min { bi}), then CT= 1 ei/pi < E. Cl 
The following theorem now follows immediately from Theorem 3.5 and Corollary 
3.9, thus answering another open question posed by Leung and Merrill [13]. 
Theorem 3.10. The feasibility problem for periodic task systems is co-NP-complete in 
the strong sense even if the systems are restricted to have processor utilization not 
greater than E, where E is any fixed positive constant. 
4. Sporadic task systems 
In this section, we consider the feasibility problem for sporadic task systems. Our 
strategy is to reduce this problem to the feasibility problem for a special case of 
periodic task systems known as synchronous task systems - periodic task systems in 
which all start times are zero. Thus, the upper bound given in Theorem 3.5 will hold 
for sporadic task systems. Although we are unable to show either a co-NP-hard lower 
bound or a pseudo-polynomial-time algorithm for the problem, we are able to give 
a pseudo-polynomial-time algorithm for a very important special case. In particular, 
let c be any fixed constant, 0 <c < 1. We show that the feasibility problem for sporadic 
(or synchronous) task systems having processor utilization no more than c can be 
solved in O(n max { pi - di}) time. The constant of proportionality in this complexity 
bound increases as c approaches 1; however, for c =0.99, the constant is still reason- 
ably small. Since any system having processor utilization greater than 1 is not feasible, 
our algorithm runs efficiently for the vast majority of sporadic and synchronous task 
systems. Note that, due to Theorem 3.10, this result does not hold for periodic task 
systems unless P = NP. 
We begin by reducing the feasibility problem for sporadic task systems to the 
feasibility problem for synchronous task systems. Intuitively, a synchronous task 
system behaves like a sporadic task system in which each task always makes a request 
at the earliest legal time. We will be showing that this behavior represents aworst-case 
behavior of a sporadic task system. To this end, we first show that if a sporadic task 
system z is not feasible, any legal set of r-requests that causes B to fail at the earliest 
time also causes 0 to keep the processor busy until the first failure is reported. Using 
this fact, we then show that t1 from Corollary 2.3 may be chosen to be 0 for sporadic 
task systems. Given this fact, it is then a straightforward matter to complete the 
reduction. 
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Lemma 4.1. Let 2=(T, ,..., T,} be a sporadic task system. Zf t is notfeasible and R is 
a legal set of T-requests that causes o to fail at the earliest time tf, then (a. R) never idles 
the processor ouer [0, tf). 
Proof. Suppose (0. R) does idle the processor in [0, tf), and let tb < tf be the latest such 
time. Clearly, all z-requests (i, to) such that tOGtb are inactive at time tb. Let 
RI=((i,tO)ERItO>tb}. Then (a.R,) is identical to (a.R) over [tbfl,tr), and (a.Rt) 
reports failure at tf. Let R2 = { (i, to -tb-l))(i,tO)ER1}. Then (a.R,) over 
[0, tf- tb- 1) is identical to (o.R,) over [tb + 1, tf). Thus, (a. R,) reports failure at 
tr - tb- 1 < tf - a contradiction. 0 
Lemma 4.2. Let T={T1, . . . . T,,} be a sporadic task system. Zf 7 is not feasible and R is 
a legal set of t-requests that causes ts to fail at the earliest time tf, then gs(O, tf)> tf. 
Proof. Let R 1={(i,to)ERIto<tf-di}. Cl ear Y, 1 gR,(Qtf)=gdQtf), and b.Rd re- 
ports failure at time tf. From Lemma 4.1, (0. RI) never idles the processor over [0, tf); 
hence, the amount of processor time allocated in [0, tf) by (a. RI) is tf. Since a deadline 
is missed at tf, and since no z-request in RI has a deadline later than tf, gn, (0, tr) (and, 
hence, gn(O,tt)) must exceed the amount of processor time allocated by (a.R1) in 
CO, tr); i.e., gR(O, tf) > tf. q 
The above lemma shows that ti from Corollary 2.3 may be chosen to be 0. In the 
following lemma, we will show that R from Theorem 2.2 may be chosen to be 
W= uY=i UkBe {(i,kpJ}. 
Lemma 4.3. Let r={T, ,..., T,,} be a sporadic task system. Zf f is not feasible, then for 
@=u;=Iu,20 {(i,kp:)}, ga(O,tr)>tffor some t,>O. 
Proof. Clearly, R = W maximizes gR(O, t) for all t. The lemma, therefore, follows from 
Lemma 4.2. Cl 
Note that the set R given in the above lemma is simply R,,, where r’ is the periodic 
task system constructed from z by setting all start times to zero. Thus, Lemma 4.3 
shows that the feasibility problem for sporadic task systems reduces to the feasibility 
problem for synchronous task systems. In particular, we have the following corollary. 
Corollary 4.4. Let 7 be a sporadic task system, and let T’ be the synchronous task system 
constructed from t by setting all start times to zero. Then z is feasible iflr’ is feasible. 
Note that the above reduction is a bijection from the class of sporadic task systems 
to the class of synchronous task systems; thus, the feasibility problems for the two 
classes are isomorphic. Furthermore, since synchronous task systems are periodic task 
systems, the following theorem follows immediately from Theorem 3.5. 
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Theorem 4.5. The feasibility problem for sporadic task systems is in co-NP. 
We do not know at this time whether the feasibility problem for sporadic (or 
synchronous) task systems is co-NP-hard, or whether there exists a pseudo-poly- 
nomial-time algorithm for the problem. However, we are able to show that unless 
P = NP, Corollary 3.9 does not extend to sporadic or synchronous task systems. In 
particular, we show that for any fixed constant c < 1, the feasibility problem for 
sporadic or synchronous task systems with processor utilization no more than c can 
be solved in O(n max{ pi -di}) time. In fact, the constant of proportionality remains 
fairly small even for c=O.99. Thus, we have an efficient pseudo-polynomial-time 
algorithm for the vast majority of sporadic or synchronous systems. 
Theorem 4.6. Let c be a jxed constant, O<c -K 1. The feasibility problem for syn- 
chronous systems is solvable in O(n max { pi - di >) time if x1= 1 et/pi < C. 
Proof. Let z={T~,..., T,} be a synchronous task system such that I;= 1 ei/pi< c. It 
follows from Lemma 4.3 that r is not feasible iff, for some tf, gR,(O, tf)> t/. We will 
show that tr may be chosen to be less than 
&max{pi-dl). 
Since c is a fixed constant, the above value is linear in max{ pi-di}. Thus, the 
following algorithm solves the feasibility problem in time O(n max { pi-di}): 
t+ 1; 
tlimc &max{pi-dij; 
while t < tlim and t 2 f ei. max 0 
i=l 
{ , [?j+l>do 
t+t+ 1; 
if t = tlim then 
return feasible 
else 
return not feasible 
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-SuPPose SR,(o, tr) > tf. Let I = {i I di < tf }. From Lemma 3.1, we have 
tf <gR,(O, tf) 
=z( [yJ+l)ei 
G c tf--di+Pi e, 
ieI Pi ’ 
= 
<ctf+cmax{pi-di}. 
Solving for tf, we get 
tf<kmax{pi-di). 0 
Corollary 4.7. Let c be a fixed constant, 0 CC < 1. The feasibility problem for sporadic 
task systems is solvable in O(n max { pi - di}) time if I:= 1 et/pi < C. 
5. Hybrid task systems 
In this section, we consider the feasibility problem for hybrid task systems. Since 
hybrid task systems are a generalization of periodic task systems, the lower bound of 
Corollary 3.9 applies. We will provide a matching upper bound to show the problem 
to be co-NP-complete in the strong sense. Our strategy will be similar to that given in 
Section 4, in that we will reduce, in some sense, this problem to the feasibility problem 
for periodic task systems. However, the reduction will not be as strong as the one 
given in Section 4. We will again show that if a given hybrid task system is not feasible, 
start times can be given to the sporadic tasks to produce a periodic task system which 
is not feasible. However, we do not show whether the appropriate start times can be 
efficiently constructed. Instead, we provide upper bounds that allow them to be 
guessed efficiently; this procedure is enough to show the feasibility problem to be in 
co-NP. The following lemma gives the bounds for the start times. 
Lemma5.1. Letz={T1 ,..., T,,,T,,+l ,..., T,,,,} be a hybrid task system in which tasks 
T 1, . . . , T,, are periodic tasks and T,,, 1, . . . , T,,,, are sporadic tasks. If t is not feasible, 
then there exist s,,+l <p,,+l, . . . ,s,,+,,,<P,,+,,, such that B=UyZy utaO ((i, si+kpi)} 
causes o to fail. 
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Proof. Let R be a legal set of r-requests that causes 0 to fail at the earliest time tf. 
From Theorem 2.2, there is a t,, < tr such that gR(tb, tr) > tf - t,,. For each task Ti, 
n + 1~ i < n + m, let si = tb mod pi. Clearly, si <pi. Furthermore, it is easily seen that 
ga(tb, tf)agR(tb, tr) for any legal set of r-requests R. Thus, g&,, tr)> tr- tb, and 
W causes g to fail. q 
A nondeterministic algorithm to determine whether a hybrid task system z is not 
feasible is as follows. First, guess start times for the sporadic tasks subject to the 
constraints of Lemma 5.1, and construct a periodic task system z’ from T by adding 
these start times. Now use the nondeterministic algorithm given in Section 3 to 
determine whether ’ is feasible. Since, clearly, this algorithm runs in polynomial time, 
we have the following theorem. 
Theorem 5.2. The feasibility problem for hybrid task systems is co-NP-complete in the 
strong sense even if the systems are restricted to have processor utilization not greater 
than E, where E is anyjxed positive constant. 
6. Conclusion 
We have shown the feasibility problems for both periodic and hybrid task systems 
to be co-NP-complete in the strong Sense even if their processor utilizations are 
bounded above by any fixed positive constant. On the other hand, the precise 
complexity of the feasibility problem for sporadic (or synchronous) task systems 
remains unknown. The best upper bound known for the problem is co-NP, but the 
problem has not been shown to be co-NP-hard, even in the ordinary sense. Thus, we 
still have no evidence to suggest hat there is no polynomial-time algorithm for the 
problem. Furthermore, our strongest lower bounds for periodic and hybrid task 
systems cannot hold for sporadic task systems unless P = NP; i.e., we have shown that 
for sporadic task systems whose processor utilization is bounded above by a fixed 
constant less than one, there is a pseudo-polynomial-time f asibility test. This fact 
might suggest hat the feasibility problem for sporadic task systems is computation- 
ally easier than for periodic or hybrid task systems. 
Our proof that SCP is NP-hard in the strong sense has several ramifications. Leung 
and Whitehead [14] have shown that, given a periodic task system and a priority 
assignment, he problem of deciding whether the schedule produced by that priority 
assignment is valid is co-NP-hard. They went on to show that the problem of deciding 
whether there exists a priority assignment hat schedules correctly a given periodic 
task system is also co-NP-hard. More recently, Leung [12] has shown that the 
problem of deciding if a task system is schedulable on m> 1 processors by the 
slack-time (the deadline, or any fixed-priority) algorithm is co-NP-hard for each fixed 
m 2 1. In all these cases, the results were shown via a reduction from the complement 
of SCP. Given our result that SCP is NP-hard in the strong sense, each of these results 
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may now be strengthened to co-NP-hard in the strong sense. For a more complete 
discussion of these problems, see [14, 123. 
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