Abstract-According to the Federal Highway Administration, more than a quarter of the bridge decks in the United States are obsolete or deficient and most of them are made of reinforced concrete (RC). Precise decisions for bridge maintenance are in high demand due to the limited budget. Among various nondestructive evaluation techniques, ground penetrating radar (GPR) has gained its popularity for reasons such as high speed and fine resolution. Migration is an important intermediate process for GPR data analysis and its accuracy depends on the velocity or dielectric permittivity estimation of the subsurface. Velocity analysis for commonly adopted bistatic GPR systems is based on an iterative trial-and-error process, which involves a human decision process to obtain the properly migrated data. Besides, for heavily polluted data, it can be hardly possible to perform the visual inspection. Autofocusing techniques are rarely discussed in the field of GPR. In this paper, potential autofocusing metrics are nominated and evaluated by both simulation and experimental data. The effects of noise, aperture width, and crossing rebar signals on the metric performance are investigated and the results demonstrate that the higher-order metrics are the most robust and sensitive autofocusing metrics for the migration of GPR data from RC bridge decks.
I. INTRODUCTION
G ROUND penetrating radar (GPR) has gained its popularity for shallow subsurface investigations in multiple areas [1] , such as archeology [2] , civil engineering [3] , forensics [4] , geophysics [5] , unexpected ordnance (UXO) detection [6] , and utility detection [7] , due to its sensitivity to variations in electrical permittivity, electrical conductivity, and magnetic permeability [8] . Recently, GPR has been recognized by the Federal Highway Administration (FHWA) and many state transportation departments as a primary investigative tool for the evaluation of reinforced concrete (RC) bridge decks [9] . The benefits include fine resolution, data acquisition at the traffic speed, safe and weather independent operations [10] , no need of asphalt removal, deck thickness estimation, rebar localization, rebar diameter estimation [11] , and area estimation of corrosion-induced damages.
The most popular network-level interpretation method for bridge deck GPR data analysis is attenuation mapping based on signals from the top rebar layer and auxiliary approaches include visual or machine-aimed inspections [12] . As the surface collected data deviates from the real subsurface images, both interpretations are mostly performed on back-propagated data. For the hyperbolic or a similar shape caused by a point-like reflector, such as a cylindrical (pipe, cable, or rebar) or a spherical object, the back-propagation process focuses it back to its true physical shape and position [13] . The hyperbolic shape in the GPR profile is the result of the wide antenna beamwidth and the two-way travel (TWT) time variations caused by the antenna movement along the measurement line.
Among various back-propagation techniques, migration is most widely adopted for GPR data. A vital input for a migration process is the velocity (equivalent to the relative dielectric permittivity (RDP) for low loss materials) distribution. Unfortunately, this is usually not prior information and itself is also valuable for the diagnosis. Velocity analysis is a very important topic and has been long discussed in the seismic field. The approaches for obtaining the velocity information include coring, time domain reflectometry (TDR) measurement [14] , [15] , and multifold data analysis [16] . The first two methods can be destructive and require extra systems and measurements. Multifold data analysis uses techniques such as normal moveout (NMO) [17] and residual moveout (RMO) velocity analysis [16] and the setup may be common midpoint, common transmitter, or common receiver. Although velocity analysis based on multifold data has been adopted by some GPR systems, it is not favored by RC bridge deck inspections due to the limited acquisition speed. Besides, the most commonly used NMO velocity analysis also requires clear reflecting layers [18] .
The most popular GPR system for the bridge deck inspection is built with common-offset antennas, where velocity distribution is generally considered harder to obtain than multioffset systems. One possible way to determine the local medium velocity is based on the reflections from the "cooperative" targets that can be prebuilt if none exist in the subsurface. Luckily, for bridge deck inspections, the "cooperative" objects can be the reinforced steel bars and their density is high enough for the optimized maintenance decision making under a tight budget. There are several approaches for velocity determination using "cooperative" targets, such as hyperbola shape analysis, Hough transform, and migration. The first two methods are reported to generate less accurate results or require extra prior information as compared to the migration method [19] . The decision-making process for the migration method is mostly based on the visual inspection of a trial-and-error process [20] , which combines direction change of the migration curves and focus points. Two problems arise from this process. One is the computational cost from the iterative process. There are already researchers working on it and it will not be the focus of this paper. For example, remigration (also known as residual migration or cascaded migration) is developed and applied to generate a batch of migrated radargrams using different migration velocities with less computational cost [21] . The other is the subjective and expensive human decision required in this process. The goal of this paper is to explore possibly accurate, robust, and sensitive autofocusing techniques to replace the visual inspection. Hopefully, it can also generate reasonable results in situations where the visual inspection fails.
Autofocusing techniques have been widely used in other fields such as optical imaging and synthetic aperture radar (SAR). However, the adaptation of the autofocusing techniques to the GPR field has been much less investigated [22] . The very limited work for autofocusing techniques applied in common-offset GPR data is summarized here. The metric "sharpness" is applied for soil dielectric constant analysis [19] and later "minimum support" was proposed for the same application to conquer the inaccuracy caused by unknown medium conductivity [14] . These techniques are only tested on simulated GPR data and both of them are technically semiautomatic because the process still involves human decisions for search areas and thresholds. Mean amplitude energy is adopted in [22] and it is proved to have less satisfying performance for GPR data form RC bridge decks. Remotely relevant work includes [8] , which applied minimum entropy method to localize subsurface object and aimed to solve the problem of rough surface. In their work, the problem of slightly uneven homogeneous medium is transformed into a lateral velocity variant problem. However, the prior information of "nominal velocity" is required and the model formalization is not theoretically rigorous.
In this paper, autofocusing metrics "imported" from other fields are tested and carefully analyzed first by a Monte Carlo simulation for possible factors that might affect the performance of the metrics for GPR data from the RC bridge deck, and then evaluated by the experimental data. Consistent results are obtained from both simulation and experimental data. The remaining part of this paper is organized as follows. Section II summarizes the classic migration algorithms and provides a simplified mathematical deduction of the Stolt frequency and wavenumber (F-K) migration. Assumptions and possible inherent factors for the inaccuracy are also discussed in this section. Section III introduces potential candidates selected from the autofocusing techniques in other fields. Section IV evaluates the performance of these candidates under different simulation conditions and identifies the most robust and sensitive metric. Section V validates the simulation conclusions using experimental data and Section VI concludes the paper.
II. STOLT F-K MIGRATION
A large library of migration algorithms has come into existence since the pioneer work of Jon F. Claerbout with the development of fast computers [23] . The classical algorithms include Kirchhoff integral method [24] , finite-difference migration [25] , Stolt F-K migration [26] , Gazdag phase-shift migration [27] and their cascaded or hybrid versions [20] . They all make use of the wave equations to back-propagate the surface received data back to the scattering sources, and thus obtain an image of the subsurface. Among them, Stolt migration, first brought up in the seismic field, is reported to be the most accurate and computational efficient. F-K migration or its variations have been adopted by satellite SAR processing and widely utilized for GPR data processing [28] . There also exist other newly developed migration techniques that are not based on scalar wave equations, such as vertical offset filtering (VOF) [29] . VOF requires collecting GPR traces repeatedly at the same spot with the antenna lifted at different predetermined heights, which makes it unsuitable for our application by hindering the data acquisition speed and complicating the GPR system. The tests in this paper are based on the results from Stolt migration, but the metrics can be readily generalized to other back-propagation techniques. The theoretic deduction of Stolt migration is briefly introduced as follows.
Here, we consider the surface collected data as a 2-D matrix with being the Cartesian coordinate along the scanning axis, the depth, and the sampling time. Applying the 2-D Fourier transform with respect to to the horizontal spatial frequency and to the angular frequency yields an unfocused F-K domain dataset Accounting only upward coming waves, and introducing the wavenumber along the depth direction , the wavefront in the F-K domain at depth can be acquired by Then, a 2-D IFFT is implemented to transform the data back from the F-K domain and the trick is done during this process
The migrated data will be the inverse Fourier transform at as According to the scalar wave theory in a homogeneous medium where is the propagation velocity ( with the relative dielectric constant, the speed of light in vacuum). After applying Fourier transform and defining the total wavenumber vector , we can obtain After mathematical manipulation, we have and Plugging the above two equations into (4), we finally obtain the migrated data One thing to be kept in mind is the systematic errors in the migration techniques, which will lead to poor image reconstruction and inaccurate target position estimation even if the exact velocity distribution is used [20] . For example, the inherent assumption of circular wavefront neglects wave refraction at the interface and possible anisotropic antenna. Finding the exact wavefront itself is not easy. The theoretical solutions to Maxwell's equation for half-space problems are often too cumbersome to be applied. Even the resulting equations to find the refraction point at the interface for the simple-minded ray tracing method are of fourth-order. Recent attempts include correction on a point-to-point basis [30] and approximating the shape by hyperbola with parameters depending on medium dielectric constant, antenna height, and the propagation time from the source to the wavefront [31] . The exact modeling of the problem is quite difficult, if possible. Another approach is to use experimental calibration to improve the results, which will be our future work. However, if the deviations are within the tolerance of the application, the results without calibration can still be acceptable for current usage.
III. AUTOFOCUSING METRICS
The maximization of image sharpness was originally developed to correct phase errors in incoherent optical imagery [32] . Afterward, a large volume of literature has targeted on the autofocusing techniques in SAR [33] , [34] . For GPR data migration, if the correct velocity distribution is used, the energy will be condensed into a few pixels for a point-like target; otherwise, it will spread into more pixels. This shares certain similarity with SAR autofocusing problems. After a broad review and careful study of the successful autofocusing techniques, the potential candidates for our application are summarized into the following groups: sharpness [35] , support [14] , intensity [34] , entropy [36] , [37] , contrast [33] , [38] , and higher-order statistics [39] . The metrics based on sharpness and minimum support will not be further discussed as they are technically semiautomatic and still involve human decision of the segmented geometrical region around the targeted object and the threshold value. In addition, as there may be a crossing rebar image with high intensity and wide spread haunting the "cooperative" targets, theoretically, these two techniques are not as appealing as other techniques although they can still work to some extent. The rest are introduced as follows.
A. Averaged Intensity Techniques (AIT)
where the index can be 2 or 4, and represent the trace number and the sampled points per trace. When the index is 4, it is equivalent to the classic Muller-Buffington squared-intensity image sharpness metric [35] . A similar idea with a weight on each patch was proposed in [34] .
B. Entropy-Based Technique (EBT)
where .
C. Image Contrast-Based Techniques (ICBT)
where or 2.
D. Higher-Order Techniques (HOT)
where , and are the mean and variance of the data.
IV. SIMULATION STUDY
Before conducting experimental tests, simulation models are developed to study the performance of the metrics. The purpose is to systematically evaluate how the performance will react to possible deteriorating factors: noises, crossing rebar image, aperture width, or the mixed forms.
A. Simulation Setup
A segment of the RC bridge deck is built in a GPR simulator, GprMax 2.0 [40] , which is based on finite difference time domain (FDTD) method, and has been utilized by numerous researchers in the literature [41] . The RDP of the concrete is set to be 6.4 and the conductivity to 0.05 S/m. First, a 2-D model is simulated and the cross section is shown in Fig. 1 . The size of the concrete bridge deck is 2.436 m (8 ft) wide and 0.216 m (8.5 in) deep with an infinite length. A #5 rebar is buried at a depth of 6.35 cm (2.5 in). The transceivers are two line source antennas with a common offset of 3 cm (bistatic acquisition mode) and a stand offset of 0.25 cm. The exciting source for the antenna follows a Ricker function with a center frequency of 2.6 GHz. Real GPR data from bridge decks are sometimes haunted by crossing rebar signals from the same rebar mat, which can be very strong and degrade the metric performance. To study the effects of crossing rebar, a 3-D simulation is also implemented. The reason the other simulation is not performed as a 3-D model is that a 3-D simulation will consume a much longer time, but generate basically visually the same radargrams as the 2-D simulation. The 3-D simulation setup is the same as the 2-D model described above except a few minor differences explained as follows. 1) A #5 rebar is placed directly on top of the rebar at 6.35 cm (2.5 in), but oriented perpendicularly to it. 2) The scan line is parallel to the crossing rebar and 2 cm away from the line right above the crossing bar.
3) The antenna is a Hertzian dipole, which is generally considered equivalent to a line source in a 2-D model. As the radargrams from both 2-D and 3-D simulations are basically the same except an extra bright band similar to the direct waves overlapping the hyperbolic curve in the image, only the generated raw profile from the 2-D simulation collected with a step of 2 cm is shown in Fig. 2(a) .
B. Preprocessing
A typical GPR data is composed of crosstalk, ground bounce, clutter, and rebar reflections. Crosstalk together with ground bounce (also called direct waves) usually exhibit high-intensity energy in the radargram, which can highly deteriorate the interpretation of the reflected signals from buried targets and they are usually removed by the preprocessing. The two most popular methods for that are time gating and background average removal. The former is more suited to uneven surface, but will lose target information if the target is too shallow and the target signals are mixed with the direct waves; the latter has less harm to shallow target signals, but tends to degrade rapidly for moderate roughness. More complicated techniques such as F-K filters [15] or digital filtering [42] are developed in the literature for more difficult situations and this is not the focus of this paper. In this paper, the simulation data are preprocessed by time gating as the direct waves are not mixed with the target signals and the average removal will leave an artificial line for the pixels along rows having target signals. For the experimental data, background average removal is applied instead as the direct waves are mixed with the target signals. In addition to the removal of direct waves, usually the time-zero also needs to be determined. Multiple determination approaches for the time-zero are summarized in the literature [43] . A simple commonly adopted approach is to take the instant value where the Ricker wavelet attains the maximum of the first peak. However, this factor will not be taken into account as it will be calibrated together with other factors such as the antenna distance, stand offset, and systematic errors in the migration process mentioned above, as it does not observably affect the image quality. In addition, the simulation results show that the obtained RDP value is already very close to the true value. The preprocessed radargram from the simulation is shown in Fig. 2(b) .
C. Results and Discussions

1) Clean Radargram:
The migration results with different velocities are shown in Fig. 3 . We can see that the rebar signal is well focused in Fig. 3(c) with the accurate velocity, and a migration smile and a frown are formed in Fig. 3(a) and (b) when the migration velocity is set too high and too low, respectively. The variation of the above normalized metric values (NMV) with the changing RDP is shown in Fig. 4 . For the HOT, better results will be achieved with a higher index. However, if the index is selected too high, it may cause stability issues. Here the index is selected empirically to be 10 for illustration. Fig. 4 shows all metrics give a maximum value around the medium RDP. Reasonable error toleration should be given as the results are not calibrated yet. The sensitivity varies among different metrics: M6(10) gives the highest sensitivity and then followed by M3(4), M4(1), M5(2), M3(2), and M5(1).
2) Noise: Different levels of Gaussian noise is added using the MATLAB function awgn. A Monte Carlo simulation is performed for noise related tests and the results are consistent. A polluted radargram is shown in Fig. 5 , where it is hard to perform visual inspections. The performances of autofocusing metrics for , , and are shown in Fig. 6 . The results show that for higher SNR ( ), all metrics reach a maximum value around the true value of the (10) is much less affected whereas other metrics deteriorate faster. M3(2) and M5(1) first lost the track of the optimal value when the SNR hits . When the SNR reaches , all the metrics fail. The ability to stand lower SNR makes M6(10) a more robust autofocusing metric. The sensitivity order of the metrics generally does not change with different SNR levels.
3) Aperture Width + Noise: The hyperbolic curve has two long decreasing arms. How to confine the search field needs to be taken into consideration. For clean data, the performance may be better with larger apertures. Results show that the sensitivity of all metrics may decrease with smaller aperture and even fails for very small aperture or heavily biased apertures. However, for noisy data, more noise will be included with larger apertures. A compromise should be made. An example is shown in Fig. 7 for , where a smaller aperture actually provides a better performance for the same dataset. For our experimental data, the radargram is segmented according to the rebar intervals and results demonstrate that the width is adequate for current usage. 4) Crossing Rebar + Noise: The real GPR data from bridge decks are sometimes haunted by crossing rebar signals from the same rebar mat, which can be very strong and degrade the metric performance. By comparing Figs. 6 and 8, we observe that the interference of the crossing rebar degrades the sensitivity of the metrics and they lose the effectiveness faster with increasing noise than the cases without crossing rebar signals. Compared to other metrics, M6 (10) is much less affected. The conclusion is ; and (c) . that the interference of the crossing rebar signals deteriorate the metric performance in both aspects of sensitivity and robustness.
V. EXPERIMENTAL STUDY
A. Experimental Setup
A bridge deck section was prepared at the University of Texas at El Paso, as part of a research project to compare NDT technologies for RC bridge decks [45] . A bird's-eye view of the deck is shown in Fig. 9 . The concrete deck has dimensions of ( ), which is large enough to simulate a full scale bridge deck. In addition, the deck is embedded with two mats of uncoated steel reinforcement at the depths of 6.35 cm (2.5 in) and 15.24 cm (6 in). The reinforcement mats are composed of No. 5 steel bars spaced at 20.32 cm (8 in) in the transverse direction and 25.4 cm (10 in) in the longitudinal direction. A Texas Department of Transportation (TxDOT) class S concrete mixture was used for the deck construction. Artificial delaminations made of soft polyester fabric and foams are placed on the rebar mats. For more details of the deck, please refer to [44] and [45] . The GPR data were collected every 5 mm using the GSSI SIR-20 acquisition system equipped with 2.6 GHz antennas. Detailed information about GSSI GPR acquisition systems and antennas is available on the GSSI official website [46] . The time window is 12 ns and the sampling number per scan is 1024. The first dataset to be demonstrated is collected along the red arrowed line in Fig. 9 as it has strong reflections from the crossing rebar. For comparison, another dataset to be demonstrated is collected along the green arrowed line in Fig. 9 , which is away from the crossing rebar location.
B. Results and Discussions
The raw and preprocessed (background average removed) GPR profiles for the first dataset are shown in Fig. 10(a) and (b) , respectively. Fig. 11 gives an example of migrating with a constant velocity. It can be observed that the leftmost rebar is appropriately migrated, but others are undermigrated at different levels, which indicates that our slab cannot be treated as homogenous. Therefore, we first segment the radargram according to the rebar interval, and then search the RDP according to each rebar using the autofocusing techniques discussed earlier, then the image is recovered by concatenating the appropriately migrated piecewise profiles. For illustration, the variations of NMV with changing RDP for the leftmost rebar are shown in Fig. 12 , and the results are similar for others. All the results show that the higher-order metric, M6(10), gives the best results in terms of "hit" ability and sensitivity. M3(2) and M5(1) fail most of the time. Other metrics give moderate results but the search field of the RDP might need to be narrowed if fully automated. The obtained RDP distribution with M6(10) as the autofocusing metric is shown in Fig. 13(a) and the corresponding migrated profile is shown in Fig. 13(b) , where all the rebar signals are well focused. The y-axis is denoted by time for the purpose of imaging and it can be readily translated into depth information with the information of velocity distribution. It can be observed that the RDP value varies monotonically from one side of the bridge deck to the other side. One possible reason for this is presented here. The deck is water-cured during its fabrication process and the GPR data are collected shortly after its fabrication [45] . The deck may have not been positioned absolutely flat, and hence this will affect the moisture/water distribution. If the deck is tilted slightly to one side, it is possible to result in the phenomenon here as the RDP of water is quite high compared to dry concrete, and hence can easily affect the permittivity of the structure.
To illustrate the interfering effect of crossing rebar, another profile that is further away from the crossing bar is also presented here (along the green dashed line in Fig. 9 ). The raw and preprocessed GPR profiles are shown in Fig. 14(a) and (b) , respectively. Comparing with the GPR radargram in Fig. 10 , the profile here is less affected by the nearby crossing rebar signals. The variations of all autofocusing metrics with different RDP values for the leftmost rebar are shown in Fig. 15 . The performance of all autofocusing metrics is better than that in Fig. 12 , which resulted from applying autofocusing metrics to the GPR profile with strong crossing rebar interferences.
As indicated in the simulation study, larger apertures may improve the performance of autofocusing metrics for clean data, but the performance of the metrics may get better if the aperture size is decreased for experimental data because of the ubiquitous existence of noise. It is suggested not to adopt an aperture size bigger than the rebar interval as it will bring in neighboring rebar signals. The metric performance with a smaller aperture size is shown in Fig. 15(b) . In this case, it does not provide significant improvement. Therefore, it is generally considered appropriate to adopt the rebar interval as the aperture size.
The experimental results are consistent with the simulation study although the experimental data come from a more complicated situation. The optimal dielectric constant values obtained from different metrics vary a little bit from each other, but they can still be considered within error tolerance for the purpose of imaging. The RDP distribution with higher precision can be obtained if the calibration mentioned earlier is taken into account.
VI. CONCLUSION
In this paper, multiple autofocusing metrics are introduced and evaluated for the automatic velocity analysis for bistatic GPR data from RC bridge decks. The metrics are first evaluated under different simulation conditions to study how potential factors associated with the RC bridge deck inspection (noise, aperture width, and crossing rebar signal) affect the metric performance. The results show that the higher-order metrics are the most robust and sensitive, and can even generate satisfying results for severely polluted data where visual inspections cannot be performed. Similar conclusions can be drawn from the experimental study. In the experimental study, the RDP distribution with high resolution is obtained automatically with the higher-order autofocusing metric, and all rebar signals are well focused in the migrated profile. The determination of the RDP distribution is not only important for image quality, but also for the material property estimation, which is helpful for the bridge deck assessment.
For optimized maintenance of RC bridge deck under a tight budget, the accuracy and resolution of the RDP distribution provided by the method proposed is generally sufficient for most applications. However, if the RDP values with higher accuracy are required, either more accurate theoretical modeling without assumptions such as circular wavefront, negligible stand offset and antenna offset, or experimental calibration can be adopted. As the theoretical modeling can be difficult to obtain, authors of this paper recommend developing an experimental calibration procedure to improve the accuracy of the approach presented in this paper. 
