We explore the Mayer-Vietoris sequence developed by Chiswell for the fundamental group of a graph of groups when all vertex groups have Property (T). We characterize the vanishing of both first, and first reduced cohomology and use these for various applications. For example, we find necessary and sufficient conditions for the vanishing of the first ℓ 2 -Betti number. Connections to Shalom's Property (H T ) are also explored.
Introduction

1-cohomology
The first cohomology of a group G with coefficients in a unitary representation π : G → U(H) is an object whose study encompasses many interesting themes, such as property (T), the Haagerup property, and other relatives, as well as the first ℓ 2 -Betti number. Chiswell introduced a Mayer-Vietoris sequence for the cohomology of a group acting on a tree, in terms of the cohomologies of the vertex groups and edge groups [Chi76] . The class of groups which admit such actions is quite large and includes limit groups, non-finitely generated countable groups, among others.
In this paper, we first explicitly describe the maps that appear in Chiswell's sequence in low degrees. We study these under the assumption that vertex stabilizers have Property (T), which leads to two major applications. One is concerning the first ℓ 2 -Betti number β 1 (G); the other, the fact that the first cohomology of PSL 2 Q p is non-vanishing precisely when the irreducible representation is special (which is a result of Nebbia [Neb12] ). Before describing those applications in more detail, we emphasize that our proofs are completely elementary and rely on little more than the study of Chiswell's Mayer-Vietoris sequence.
Let G be a locally compact group acting without inversion on a tree T , with quotient graph X =: G\T . Classical by now is the fact that G is isomorphic to the graph of groups decompositions π 1 (G, X, T ), where T ⊂ X is a maximal tree and G represents the local groups (see Section 2 for more details on Bass-Serre theory). Throughout this paper, we will take such actions and decompositions as interchangeable. Also, in order to avoid cumbersome notation, we assume the graph of groups to be reduced (see Definition 17 in Section 5.3). 
Theorem 1. Let X be a graph, T a maximal tree in X, (G, X) a reduced graph of groups, and G = π 1 (G, X, T ). Assume that G v has property (T) for every v ∈ V and
The graph X is a single loop and G
= Z ⋉ G v .
The graph X is a single edge and there is an exact sequence
1 → G e → G → Z/2 * Z/2 → 1.
Every edge group is infinite.
For a locally compact group G, we denote the collection of irreducible unitary representations (up to unitary equivalence) of G byĜ. The second main result is an elementary proof of the following theorem, the hypotheses of which guarantee that there is a unique special representation of G (see Section 6 for more details).
Theorem 2.
[Neb12] Let T be a locally finite, bi-regular tree. Let G be a closed subgroup of Aut(T ), acting transitively on ∂T and with two orbits on V . If π ∈Ĝ\{σ}, where σ is the special representation of G on the first ℓ 2 -cohomology on T , then H 1 (G, π) = 0; on the other hand H 1 (G, σ) is one-dimensional.
Chiswell's Mayer-Vietoris Sequence
If M is any G-module, the cohomology H * (G, M) can be computed by means of a Mayer-Vietoris sequence due to Chiswell [Chi76] :
where:
• V (resp. E) is the vertex set (resp. oriented edge set) of X, and A is an orientation, i.e. a choice of one edge in every pair of two edges with opposite orientation in E;
• G v (resp. G e ) is the vertex group (resp. edge group) attached with v ∈ V (resp. e ∈ E);
• for every subgroup H ⊂ G, the sub-module of H-fixed points in M is M H ;
and the maps ∆, ι, ∂ will be described later. For a locally compact group G, a G-module M is unitary if M is a Hilbert space on which G acts through a strongly continuous unitary representation.
In that case, we also consider the reduced cohomology H * (G, M), i.e. the quotient of cocycles by the closure of coboundaries, where the closure is taken in the topology of uniform convergence on compact subsets. The Delorme-Guichardet theorem (see [Gui72, BdlHV08] ) says that, for a locally compact, 2nd countable group G, Kazhdan's property (T) is equivalent to H 1 (G, M) = 0 for every unitary G-module M. A more recent result by Shalom [Sha00] states that, for G compactly generated, property (T) is equivalent to the vanishing of H 1 (G, V ), for every unitary G-module M.
A locally compact group G has Serre's property (FA) if every continuous, isometric action of G on a tree preserves a vertex or an edge. It is a result by Watatani [Wat82] 1 that property (T) implies property (FA). As a consequence, the fundamental group G of a graph of groups, provided it does not coincide with some vertex group, does not have property (T), as G acts without fixed point on the universal cover of the graph of groups (see [Ser77] ). The Mayer-Vietoris sequence (1) allows in principle to characterize the unitary G-modules M for which H 1 (G, M) = 0. The question we address in this paper is to characterize the unitary G-modules M such that H 1 (G, M) = 0. It is possible to write down the analogue of (1) in reduced cohomology, but easy examples show that it will not in general be exact. However, when the vertex groups have property (T) (in particular when they are compact, so that our result covers the case of locally compact groups acting properly on trees), we can characterize those unitary G-modules M with H 1 (G, M) = 0: Of course the first part of Theorem 3 is an immediate consequence of the Mayer-Vietoris sequence (1), we record it to contrast it with the second part. Theorem 3 constitutes the main tool in the proof of Theorem 1, and we are able to derive various consequences from it.
As semi-direct products by Z can be viewed as particular HNN-extensions, we may apply Theorem 1 to them. We will prove: Corollary 4. Let θ be an automorphism of a locally compact group Γ with property (T). Let M be a unitary G-module, with G =: Γ ⋊ θ Z. Let t be the generator of Z such that tht This paper is organized as follows. Section 2 establishes the necessary framework for studying the Chiswell's Mayer-Vietoris sequence, which is particularly focused on degree 1. In section 3, we study a specific 1-cocycle
, where E is the set of oriented edges of T : it is the cocycle such that b(g) 2 = 2d(gx 0 , x 0 ), used to prove that a group acting properly on a tree has the Haagerup property; we call b the Haagerup cocycle. We re-prove the known fact that b is trivial in H 1 (G, ℓ 2 (E)) if and only if G has a fixed vertex; our proof provides a cohomological characterization of Serre's property (FA). We also prove that b is trivial in H 1 (G, ℓ 2 (E)) if and only if the G-action on T is elementary, i.e. G has a finite orbit in T ∪ ∂T . Section 4 is dedicated to the proof of Theorem 3 and Corollary 4. In Section 5 we study the consequences of the Mayer-Vietoris sequence on the vanishing of the first ℓ 2 -Betti number for groups acting on trees with Property (T) vertex stabilizers; in particular we prove Theorem 1. Section 6 studies the connection with "large" closed groups of automorphisms of a locally finite tree, and it is there that one will find the proof of Nebbia's Theorem 2. The final section 7 is devoted to applications to Shalom's property (H T ) and its relative version.
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Preliminaries
The natural framework for our study is Bass-Serre theory [Ser77] , of which we first recall the relevant parts.
A graph is a pair X = (V, E) where V is the set of vertices, E is the set of oriented edges; E is equipped with a fixed-point free involution e → e and with maps E → V : e → e + and E → V : e → e − (e − is the initial vertex and e + the terminal vertex of the edge e), such that e + = e − for every e ∈ E. An orientation of X is the choice of a fundamental domain for the involution on E.
A graph of groups (G, X) is the data of a connected graph X = (V, E) and, for every v ∈ V a group G v , for every edge e ∈ E a group G e such that G e = G e and a monomorphism σ e : G e → G e + .
Let T be a maximal tree in X. Let F (E) = t e (e ∈ E)|∅ be the free group on E. The fundamental group G =: π 1 (G, X, T ) is the quotient of the free product ( * v∈V G v ) * F (E) by the following set of relations:
−1 e = σ e (g e ) (e ∈ E, g e ∈ G e ) t e t e = 1 (e ∈ E) t e = 1 (e ∈ E(T ))
where E(T ) is the edge set of T . Assume that some orientation A has been chosen. For e ∈ A, we shall identify G e with σ e (G e ), and we shall denote by θ e (instead of σ e ) the monomorphism G e → G e − . Then G can also be described (see [Chi76] , p. 67) as the quotient of the free product ( * v∈V G v ) * F (A) by the relations: t e g e t −1 e = θ e (g e ) (e ∈ A, g e ∈ G e ) t e = 1 (e ∈ E(T ) ∩ A)
We proceed to describe the maps ∆ and ι appearing in the Mayer-Vietoris sequence (1).
• The map ∆ :
arises by restricting the action from G to the G v 's; in particular ∆ :
• The map ι :
Example: Let G = F 2 = t 1 , t 2 |∅ be the free group on two generators, viewed as the fundamental group of the graph of groups with one vertex and two edges, and all groups trivial. For M a G-module, the map ι :
it was shown by Guichardet [Gui72] that ι is not onto, so that H 1 (F 2 , M) = 0 for every unitary G-module M. Note that examples of unitary, irreducible G-modules M with H 1 (G, M) = 0 were constructed in [MV10] .
We come back to the general case, and consider the connecting map
it is not described explicitly in Chiswell's paper [Chi76] , and we are not aware of any published description of this map 2 , although it might of course be known to experts. As it is important for the proof of our main result, we will spend some time on this map, first describing a map∂ :
For two vertices v, w ∈ V , we denote by [v, w] the unique edge path from v to w in the maximal tree T . For e ∈ E(T ), we define 
This translates to the following: For ω = (ω e ) e∈A ∈ e∈A M Ge , we define ω. Note also that
for g v ∈ G v , v ∈ V , and (∂ω)(t e ) = t e (
for e ∈ A.
Lemma 5. For ω ∈ e∈A M Ge , there is a unique extension from the assign-
Furthremore, the class of∂ω is independent of choice of the base-vertex v 0
Proof. Since∂ω is clearly a cocycle (actually a coboundary) on each G v , by the universal property of free products it extends to a cocycle on ( * v∈V G v ) * F (A), also denoted by∂ω. We now check that∂ω preserves relations (3), so that it will descend to a 1-cocycle on G. It is clear by definition of (∂ω)(t e ), and the properties established in Remark 1 that, if e ∈ E(T ) ∩ A, then (∂ω)(t e ) = 0
For e ∈ A and g e ∈ G e , we now check that (∂ω)(t e g e ) = (∂ω)(θ e (g e )t e ), i.e. that t e (∂ω)(g e ) + (∂ω)(t e ) = θ e (g e )(∂ω)(t e ) + (∂ω)(θ e (g e )).
But the LHS is, for v = e + : t e (g e − 1)(
while the RHS is:
Observe now that θ e (g e )t e ω e = t e g e ω e = t e ω e (as ω e ∈ M Ge ), so that the RHS coincides with the LHS. Now, consider∂ ′ ω defined similarly to∂ω but with respect to a base vertex v 1 . It is a straightforward computation, which uses Remark 1, that for each g ∈ (⊔ v∈V G v ) ⊔{t e : e ∈ A} the difference is a co-boundary. Namely,
Lemma 5 allows us to define ∂ : e∈A M Ge → H 1 (G, M) as the composition of∂ with the canonical map
For completeness, we check that ∂ is indeed the map appearing in the Mayer-Vietoris sequence (1).
is exact at e∈A M Ge and H 1 (G, M).
Proof. Exactness at e∈A M Ge : We first prove that ∂ • ι = 0, i.e. that∂ • ι maps into the space B 1 (G, M) of 1-coboundaries. Fix f ∈ v∈V M Gv . For e ∈ E(T ) ∩ A, we have (ιf ) e = (df ) e . So, for v ∈ V and g v ∈ G v :
where we have used f v ∈ M Gv in the last equality. While for e ∈ A:
Since G is generated by the G v 's and the t e 's, we have (∂ιf )(
Ge , we have∂ω ∈ B 1 (G, M), say∂ω(g) = gm − m for some m ∈ M and every g ∈ G. For g v ∈ G v , this yields immediately:
Let us check that ιf = ω, i.e. that, for e ∈ A:
by definition of ω and Equation (5).
Exactness at H 1 (G, M): It is obvious from the fact that∂| Gv is a cobound-
does not change the cohomology class of b, so we may assume that f v 0 = 0.
For e ∈ A, set ω e =: f e + − t
Claim: ω e ∈ M Ge . Indeed, for g e ∈ G e , we have:
e θ e (g e )t e ) = t
−1
e θ e (g e )b(t e ) + t
e f e − − t
e ) where we have used b(g −1 ) = −g −1 b(g) for the last equality. Rearranging, this says g e ω e = ω e , proving the Claim.
Ge such that (ω) e = ω e . It remains to check that ∂ω = b. Notice that, for e ∈ E(T ) ∩ A, we have ω e = (df ) e , so that:
This immediately implies that (∂ω)(g
On the other hand, for e ∈ A:
This concludes the proof.
On the Haagerup Cocycle
Let G act without inversion on the tree T . Denote by V and E the set of vertices and oriented edges, respectively, of the tree T . We then have a natural action of G on ℓ 2 (E) which we will now study. Recall that the removal of an (open) edge disconnects the tree into two connected components, called half-trees. To each h ∈ E, we will associate the connected component which contains h + . This way, we identify E with the set of half-trees: as a half-tree, the edge h corresponds to {x ∈ V : d(x, h + ) < d(x, h − )}. This allows us to write: x ∈ h.
Let x ∈ V and consider the characteristic function 1 x = {h ∈ E : x ∈ h} of the set of edges pointing towards x. With this notation, we fix an initial vertex x 0 ∈ V and consider
Since b is a formal cocycle, the observation that b(g)
. Furthermore, b is bounded if and only if G has a fixed vertex, and similarly, G acts properly on T if and only if b is proper on G. We note that the class of b is independent of the base vertex x 0 . We will call b the Haagerup cocycle with respect to the base vertex x 0 . This cocycle is a witness to the fact that groups that admit a proper action on a tree have the Haagerup property. Note that the class [b] of b is clearly independent of the choice of x 0 ; this will allow to choose x 0 in an appropriate way, when studying cohomological properties of b.
We wish to now understand when this cocycle is trivial in the context of Chiswell's Mayer-Vietoris sequence. Let X = (V, E) be the quotient graph G\T . Fix a base vertex v 0 ∈ V , a maximal tree T of X, and an orientation A of E. Denoting by p : T → X the quotient map, we construct a section j of p as in section 8.4 of [Coh89] . Namely, we first choose a connected lift j(T ) ⊂ T ; so j is already defined on V and E(T ). For e ∈ A\E(T ), we find an edgeẽ of T with p(ẽ) = e andẽ + = j(ẽ + ). We then set j(e) =ẽ and j(e) =ẽ.
We use j to define a graph of groups G on X, with G v = G j(v) for v ∈ V and G e = G j(e) for e ∈ A; then G e is naturally included as a subgroup in G e + . To define the monomorphism ϑ e : G e → G e − , we use the natural inclusion when e ∈ A ∩ E(T ); when e ∈ A\E(T ), noticing that j(e) − and j(e − ) are in the same G-orbit, we select t e ∈ G with t e (j(e) − ) = j(e − ) and we set ϑ e (g e ) = t e g e t −1 e for g e ∈ G e . We now observe that b is clearly bounded, hence cohomologically trivial on each vertex group G v (v ∈ V ). This means that [b] is in the kernel of ∆ :
, so by the Mayer-Vietoris sequence (1) it is in the image of ∂. We explicitly describe an element of e∈A ℓ 2 (E)
Ge that maps to [b] . Let us define ω e = δ j(e) − δ j(e) for e ∈ A; observe that ω ∈ e∈A ℓ 2 (E) Ge . Proof. Observe first that for e ∈ A:
Formally ω| T = df , where
Now, let e ∈ A; using j(e) + = j(e + ) and t e (j(e) − ) = j(e − ):
Since∂ω agrees with b on the generators (⊔ v∈V G v ) ⊔ {t e : e ∈ A} by Lemma 5 we have that∂ω = b.
Lemma 8. Let G be a group acting on a tree T without inversion. The following are equivalent:
Proof. (b) ⇒ (c) G admits a globally fixed vertex x 0 , so that G = G v 0 , where v 0 = p(x 0 ). Since G is one of the G v 's, restriction of ∆ to the corresponding factor of v H 1 (G v , ℓ 2 (E)) is the identity, and ∆ is injective. 
which is essentially Poincaré's lemma).
From Lemma 8 and the Delorme-Guichardet Theorem, we immediately deduce the following consequence, that provides a cohomological characterization of Serre's property (FA):
Corollary 9. A group G has Serre's property (FA) if and only, for any action of G without inversion on a tree T , the map ∆ :
We now explore the triviality of the Haagerup cocycle in reduced cohomology.
Proof. Let C denote a choice of one representative in each F 2 -orbit in E. Since the F 2 -action is free, this choice identifies the ℓ 2 (E) ∼ = ⊕ c∈C ℓ 2 (F 2 ), as an F 2 -module, where the direct sum is endowed with the diagonal left regular representation of F 2 . So the result follows from the observation that ℓ 2 (F 2 ) does not have F 2 -almost invariant vectors, which is guaranteed by the nonamenability of F 2 .
Definition 11. A group G acting on a tree T is said to be elementary if it has a finite orbit in T or ∂T .
If one has a finite orbit in ∂T but not in T , then the orbit must have size at most 2. This follows for example from Propositions 1 and 2 of [PV91] along with the classification of isometries.
We now recall a little about the structure of the stabilizers Aut(T ) ξ 0 and Aut(T ) {ξ 0 ,ξ 1 } where ξ 0 , ξ 1 ∈ ∂T . The group Aut(T ) ξ 0 contains the collection of its elliptic elements as a normal subgroup R ξ 0 = ∪ v∈T stab[v, ξ 0 ). The map that associates to each element in Aut(T ) ξ 0 its signed translation length is a homomorphism to Z with kernel R ξ 0 , see [PV91, Lemme 4]; we call it the Busemann homomorphism. Choosing a ∈ Aut(T ) ξ 0 a hyperbolic element with minimal translation length (or setting a = 1 otherwise) describes an isomorphism
This provides Aut(T ) ξ 0 with a normal form, i.e. for each g ∈ Aut(T ) ξ 0 there is a unique n ∈ Z and r ∈ R ξ 0 such that g = a n r. Next, consider G = Aut(T ) {ξ 0 ,ξ 1 } ; observe that it contains, as a subgroup of index at most two,
where again, it's possible that a = 1. Also observe that the elements of G\G 0 are elliptic, as a hyperbolic element must belong to G 0 . If [G : G 0 ] = 2, then G fits in a short exact sequence:
We can be slightly more precise. Let g 1 ∈ G\G 0 . Since g 1 preserves {ξ 0 , ξ 1 } it must also preserve A, the geodesic between ξ 0 and ξ 1 . Therefore, g 1 restricts to an elliptic isometry of A and by choice of g 1 ∈ G \ G 0 we see that the restriction has order 2 and hence has a fixed vertex x 0 ∈ A.
Finally, we observe that these descriptions and canonical forms hold by restriction to any subgroup or Aut(T ) ξ 0 or Aut(T ) {ξ 0 ,ξ 1 } .
To simplify notation which will quickly become cumbersome, let
The fact that ¾ x,y 2 = 2d(x, y) should give the reader an idea of why the notation was chosen this way. Observe that if b is the Haagerup cocycle with respect to base point x 0 then
and only if the G-action is elementary.
Proof. Assume the G-action is non-elementary. Then, by [PV91] there exists a freely acting F 2 ≤ G. By Lemma 10, ℓ 2 (E) has no F 2 -almost invariant vectors, hence no G-almost invariant vectors. By Guichardet's result:
Chosing a hyperbolic isometry a ∈ G of minimal translation length ℓ(a), every element of G may be described uniquely as a N r for N ∈ Z and r ∈ R ξ 0 ∩ G. Replacing a by a −1 if necessary, we may assume that ξ 0 is a contracting fixed point for a.
Let F ⊂ G be a finite set. Then F ⊂ {a N r : M ′ ≤ N ≤ M, r ∈ F 0 } where F 0 is a finite subset of R ξ 0 , with 1 ∈ F 0 . We begin by considering the case where F = {a N r : 0 ≤ N ≤ M, r ∈ F 0 }. Let A be the axis of a. The elements of the finite set F 0 ⊂ R ξ 0 must have a common fixed point t which allows us to choose x 0 ∈ [t, ξ 0 ) ∩ A, that we take as base-point for the Haagerup cocycle.
To simplify notation, let x n = a n x 0 for n ∈ Z and observe that if ℓ(a)
is the translation length of a then ¾ x k ,x k+1 2 = 2ℓ(a). With this, we have that, for N ∈ Z and r ∈ F 0 b(a
2 n This part is concluded by observing that, if K is an arbitrary finite subset of G, then for N ≫ 0, the set a N K is contained in a finite set F of the above form. Defining the 1-cocycle c n as c n = b − b n , we then have, for h ∈ F :
so by the triangle inequality:
Case 2: G does not have a fixed point in ∂T but preserves {ξ 0 , ξ 1 } ⊂ ∂T .
and observe that G 0 has index 2 in G. Clearly, every hyperbolic element of G must have fixed point set {ξ 0 , ξ 1 } and hence every element of G \ G 0 is elliptic. Furthermore, G 0 must contain a hyperbolic element as G does not have a finite orbit in T . Choose a ∈ G 0 a hyperbolic element of minimal translation length along the axis A which is the geodesic between ξ 0 and ξ 1 . Fix g 1 ∈ G \ G 0 elliptic.
Let F ⊂ G be a finite set and without loss of generality, assume that
which is a subset of R ξ 0 ∩ R ξ 1 ), and M = max{|N| : a N r ∈ F 1 for some r ∈ K 1 }. Now, observe that the normal subgroup R ξ 0 ∩ R ξ 1 acts trivially on A and in particular so do the elements of K 1 and all its conjugates. Choose x 0 ∈ A to be a fixed point of g 1 which is hence also fixed by the elements of K 1 . This is easily seen to imply that g 1 a k x 0 = a −k x 0 for k ∈ Z. As in Case (1) set
, where x k = a k x 0 and b n (g) = gv n − v n . We then
It is straightforward to check that since g 1 maps x k to x −k , we have that b ′ n (g 1 ) = 0, and furthermore, since x 0 is a fixed point for g 1 it is also true that b(g 1 ) = 0. This implies that both b and b n are g 1 -equivariant. Now, let 0 ≤ N ≤ M, n > N, and r ∈ K 0 . We compute:
Where the last inequality follows by consider the application of Case (1) to G 0 , and the finite set F 1 ⊂ G 0 .
Proof of Theorem 3 and first applications 4.1 Proof of Theorem 3(ii)
We first assume that ι : v∈V M Gv → e∈A M Ge has dense image. Now, observing the explicit formula for∂ we see that ∂ : e∈A M Ge → H 1 (G, M) is continuous for the product topology. Furthermore, the assumption of Property (T) for the vertex groups implies that H 1 (G v , M) = 0 for each v. This means that ∂ is onto, by the Mayer-Vietoris sequence (1). We therefore have that∂ :
Ge , which means∂| ker(∂) has dense image in B 1 (G, M). This of course means that
Conversely, assume that H 1 (G, M) = 0. Continuing to assume that all vertex groups have Property (T), the Mayer-Vietoris sequence yields that ∂ : e∈A M Ge → Z 1 (G, M) is onto and that im(ι) = ker(∂). Therefore, choosing ω ∈ e∈A M Ge , we must show that ω can be approximated by elements in the image of ι. By assumption, there exists a sequence (m k ) k≥1 of vectors in M such that∂ω(g) = lim k→∞ gm k − m k . By definition of∂ω| Gv , the sequence (
Suppose not, for some v ∈ V . Passing to a subsequence, we may assume
is an almost G v -invariant sequence of unit vectors in (M Gv ) ⊥ , which clearly has no non-zero G v -invariant vector. This contradicts property (T) for G v , establishing the claim.
The proof of the theorem is then finished by showing that ω = lim k→∞ ι(f k ). But, for e ∈ A:
By the Claim, the two terms in brackets go to 0 for k → ∞. It remains to show that lim k→∞ ω e − (−m k +
e (∂ω(t e )) − ω e = −t 
Homomorphisms to C
As we already mentioned, Theorem 3(i) immediately follows from the MayerVietoris sequence (1). However, some special cases of it, deserve being recorded.
When M is the trivial 1-dimensional G-module, trivially H 1 (G, M) = Hom(G, C). We can apply Theorem 3 to that situation. ii) X = G\T is a tree.
Proof. (i) ⇒ (ii)
This implication is actually perfectly general: by the presentation for the group G, it admits a homomorphism onto the free group generated by stable letters t e , with e ∈ A\T by trivializing all vertex groups, and mapping each stable letter in A to itself. So if Hom(G, C) = 0, the set A\T must be empty, i.e. X is a tree.
(ii) ⇒ (i) By Theorem 3, we must show that ι : C V → C A is onto; but since C is the trivial module, ι is just the discrete coboundary operator on X, which is clearly onto when X is a tree (either finite or infinite).
The case of HNN-extensions
Let G = HNN(Γ, A, θ) be an HNN-extension, where A is a subgroup of Γ and θ : A → Γ is a monomorphism. Recall from [Ser77] that G can be seen as the fundamental group of a graph of groups with one vertex, with group Γ, and one edge, with group A. Let t be the stable letter in G corresponding to the unique edge, satisfying tat −1 = θ(a), for every a ∈ A. If A = Γ and θ is an automorphism of Γ, then G is the semi-direct product Γ ⋊ θ Z.
The map ι :
Proof of Corollary 4. First observe that
In other words, 1 is not an eigenvalue of t| M Γ if and only if M G = 0.
, and it is enough to check that
, which is non-zero as G maps onto Z. We may now prove the first statement of Corollary 4. Assume first that H 1 (G, M) = 0. By Theorem 1, the map (1 − t −1 )| M Γ is then onto. By the previous claim, it follows that M G = 0 and so ι = (1 − t −1 )| M Γ is also injective and therefore invertible, meaning that 1 is not a spectral value of t| M Γ . Conversely, if 1 is not a spectral value of t| M Γ , then (
We now pass to the second statement of Corollary 4. If H 1 (G, M) = 0, then by the claim, 1 is not an eigenvalue of t| M Γ . Conversely, if 1 is not an eigenvalue, then (Im((
In Section 7, we will give another proof of Corollary 4 part (ii) which is related to Shalom's Property (H T ).
5 The first ℓ 2 -Betti number
Some formulae
Bekka and the second named author showed that if G is a discrete group then the von Neumann dimension of the G-module H 1 (G, ℓ 2 (G)) equals β 1 (G), the first ℓ 2 -Betti number of G. Hence β 1 (G) = 0 if and only if H 1 (G, ℓ 2 (G)) = 0, see [BV97] . (Here the module structure comes from the left regular representation of G on ℓ 2 (G).) Let G be a countably infinite group acting without inversion and cocompactly 4 on a tree T , with quotient graph X = (V, E) = G\T . We denote by β i the i-th L 2 -Betti number. The following was obtained by J. Schafer ([Sch03] , Cor. 3.12, (ii)) under the stronger assumption that vertex groups are amenable. Recall that β 1 vanishes for amenable groups, property (T) groups, and also groups with Shalom's Property (H T ) (see Section 7 for the definition). Therefore, the following applies to graphs of groups where vertex groups satisfy one of these properties. Proposition 14. Assume that, for every vertex v of T the stabilizer G v satisfies β 1 (G v ) = 0. Then either E = ∅, V = {v 0 }, and β 1 (G) = 0 or
Proof. Let Y be the geometric realization of T , so that Y is a contractible, 1-dimensional CW-complex. Let Y ′ be the set of vertices of T , viewed as a sub-complex of Y . According to [CG86, Lemma 2.3], the relative L 2 -cohomology sequence:
is weakly exact. Assume dim G H 1 (2) (Y ′ ; G) = 0 (we will see below that this follows from our assumptions); then by the rank theorem for von Neumann dimension, the alternate sum of the G-dimensions of the first five non-trivial terms is zero. The result will then follow from a computation of the Gdimensions of the six terms in this sequence.
Let EG be a contractible CW-complex endowed with a proper, free Gaction. For a G-CW-complex Z, we may define
(see [CG86, Proposition 2.2]) using the fact that the action of G on Z × EG is now free.
EG is a contractible CW-complex on which G acts properly freely. By uniqueness of EG, the space Y × EG is G-equivariantly homotopic to
(where the last equality is by definition).
where the previous to last equality is [CG86, Proposition 2.5]. In par-
Recall that the relative L 2 -cohomology is the cohomology of the complex
In degree 0, we have C 
This gives us that
and since Y (2) = ∅ we have that
So the co-boundary operator
by an argument similar to Part (ii) above (by choosing one representative for each G-orbit in Y
(1) and using the fact that β 0 (G e ) = 1 |Ge| ).
Let us introduce a bit of notation. If T is a tree, v a base-vertex, we denote by α : E → V \{v} the bijection that maps an edge e to its vertex most remote from v. Observe that this gives two orientations A v (T ) and A v (T ) on E(T ) by requiring that e ∈ A v (T ) if and only if e + = α(e) and e ∈ A v (T ) if and only if e − = α(e).
Now let e ′ ∈ E(T ) be an oriented edge. Define A e ′ (T ) an orientation on E(T ) as follows:
Observe that the map A e ′ \ {e
given by e → e + is a bijection. This follows easily from the fact that any two vertices in a tree can be connected by a unique path.
With this notation in place, we have the following:
Proposition 15. Let X be a graph with at least two vertices and T a maximal tree in X. Let G = π 1 (G, X, T ). Assume that
′ ∈ E(T ) and assume the orientation on the edges has been chosen so that A ⊃ A e ′ (T ). Then:
Proof. Our assumptions will allow us to use the equation in Proposition 14. Using the decomposition A = (A \ A e ′ (T )) ∪ A e ′ (T ), the bijection
given by e → e + , and the fact that V (T ) = V we get
Combining these, we have
.
Sufficient conditions for vanishing and non-vanishing Proposition 16. Let G be a graph of groups with at least one edge, such that all vertex groups have property (T). The following are true:
1. If for every edge e we have |G e | = ∞, then H 1 (G, ℓ 2 (G)) = 0.
If there is an edge
e ∈ A such that |G e | < ∞ and e + = e − then H 1 (G, ℓ 2 (G)) = 0.
e ∈ A such that |G e | < ∞, e + = e − and both
Proof.
(1) By Theorem 3, we have that
Ge is onto. If for every e ∈ A we have that |G e | = ∞ then ℓ 2 (G) Ge = {0} and ι is onto.
(2) Assume that for every e ∈ A we have |G e | < ∞ and e + = e − . By contradiction assume that H 1 (G, ℓ 2 (G)) = {0} then ι is onto by Theorem 3, and in particular, there is an f such that ι(f ) e = χ Ge . Let v := e + = e − . Then, we have that
. Taking x = t ±n e for n ∈ N, a straightforward induction shows that if n ≥ 1 then f v (t n e ) = f v (t e ) and
2 (G) and t e is an infinite subgroup of G, we conclude that f v (1) = f v (t e ) = 0.
On the other hand, f v (1) − f v (t e ) = χ Ge (1) = 1 which means that either f v (1) = 0 or f v (t e ) = 0, a contradiction.
(3) Assume that there is e ∈ A such that |G e | < ∞, e + = e − and [G e + : G e ] ≥ 2 and [G e − : t e G e t −1 e ] ≥ 2.
Fix such an e and set v := e + and u = e − . We may then take e to be in the maximal spanning tree of the quotient graph so that
∈ G e . By assumption, there is a g v ∈ G v \ G e and a g u ∈ G u \ G e . Then, g v g u is a hyperbolic isometry of the tree (from which the graph of groups decomposition comes). This means that for each n ∈ N the element (g v g u ) n ∈ G is distinct and not in G e . We claim that
n / ∈ G e , and f u and f v are G u and G v -invariant respectively, we have that
Therefore, the set {g ∈ G : f v (g) = f v (1)} is infinite. This means that f v (1) = 0. A similar argument shows that f u (1) = 0. But this is impossible as f v (1) − f u (1) = χ Ge (1) = χ Ge (1) = 1, a contradiction. Therefore, ι is not onto. As is pointed out in [dC09] , one may pass from an unreduced graph of groups to a reduced one simply by retracting edges e ∈ E such that e + = e − and G e = G e + without affecting the isomorphism type of the group.
Reduced graphs of groups
We make the important observation that the cases of Proposition 16 account for all possibilities whenever the graph of groups is reduced. Indeed either |G e | = ∞ for every e ∈ A (which is case (1)), or there is an edge e ∈ A such that |G e | < ∞. Then either e + = e − and we are in case (2) or for every e ∈ A such that |G e | < ∞ we must have that e + = e − . For such edge e we must have [G e + : G e ] ≥ 2 and [G e − : t e G e t −1 e ] ≥ 2 (which is case (3)) because the graph of groups is reduced.
We now turn to the proof of Theorem 1. We recall the theorem (and slightly rephrase one of the items):
Theorem 18. Let X be a graph, T a maximal tree in X, (G, X) a reduced graph of groups, and G = π 1 (G, X, T ). Assume that G v has property (T) for every v ∈ V and 
The graph X is a single loop and G
3. The graph X is a single edge with |G e | < ∞, e + = e − and [G e ± : G e ] = 2.
Every edge group is infinite.
Proof. If X = {v} is a single vertex then G = G v has property (T) and therefore, β 1 (G) = 0 [BV97] . Assume X is a single loop with G = Z ⋉ G v . Then, G e ∼ = G v and we have that β 1 (G) = 0 by Proposition 14.
If X is a single edge then G = G e + * Ge G e − is an amalgamated product. Assuming that |G e | < ∞ and [G e ± : G e ] = 2. Then we may again apply Proposition 14 to deduce that
Finally, suppose that every edge group is infinite. It then follows that all vertex groups are infinite as well, and hence by Proposition 14, we conclude that β 1 (G) = 0.
Conversely, suppose that β 1 (G) = 0. If there exists a vertex v such that |G v | = ∞ then G is non-amenable as it contains an infinite subgroup with Property (T). By Proposition 16, either X is a single vertex and G = G v or all edge groups are infinite.
Suppose then that |G v | < ∞ for every v ∈ V . If X is a single vertex, then we are in case (1). If X is a bouquet with vertex v then the equation from Proposition 14 gives that
which means that there is a single edge e and G = Z ⋉ G v .
Next, assume that X has at least two vertices and fixing T ⊂ X a maximal tree, T must contain at least one edge. Fix an orientation A of E, and e ′ ∈ A ∩ T . As in Proposition 15, assume that A ⊃ A e ′ (T ) then
Observing that all the terms are non-negative, we conclude that A = A e ′ (T ). Also since we have assumed that the graph of groups is reduced, meaning that [G e + : G e ] ≥ 2, we must have that A = A e ′ (T ) = {e ′ } and G is an amalgamated product.
Therefore, which means that pq = p + q ⇔ p(q − 1) = q ⇔ (p − 1)q = p. Since p − 1 divides p and q − 1 divides q, we immediately get p = q = 2.
6 Large groups of automorphisms of T In this section we are concerned with closed subgroups G of the automorphism group of a locally finite tree T , acting transitively on the boundary ∂T . It is known (see Proposition I.10.2 in [FTN91] ) that G has one or two orbits on the set V of vertices of T , so that T is either regular or bi-regular. We denote byĜ the dual of G, i.e. the set of irreducible unitary representations of G, up to unitary equivalence.
Pointwise stabilizers in G of finite subtrees of T , form a basis of compact open neighborhoods of the identity in G; for J a finite subtree, let G J be its pointwise stabilizer in G. For π ∈Ĝ, let P π,J be the orthogonal projection from the Hilbert space of π, onto the subspace of π(G J )-fixed vectors. We denote by ℓ π the minimum cardinality of (the vertex set of) a finite subtree J such that P π,J = 0. Following [FTN91] , we say that:
Note that π is spherical if and only if π is a spherical representation with respect to the Gelfand pair (G, G a ), where G a is the stabilizer of an arbitrary vertex a ∈ V .
Our aim in this section is to give a new proof of a result of Nebbia [Neb12] describing H 1 (G, π), for π ∈Ĝ; a feature of our proof is that Nebbia appeals to Delorme's theorem [Del75] for the vanishing of the first cohomology of a non-trivial spherical representation associated with an arbitrary Gelfand pair. In our situation, we bypass the use of Delorme's result thanks to the concrete description of spherical representations from [FTN91] .
The case of two orbits on V
If G has two orbits on V , then G acts without inversion on T , with fundamental domain an edge e = [a, b], so G appears as an amalgamated product G = G a * Ge G b . (Examples are provided by G = P SL 2 (F ), where F is a non-archimedean local field; or by G = Aut + (T ), the subgroup generated by elliptic automorphisms.) In this case G has a unique special representation σ (see Theorem III.2.6 in [FTN91] , and the comments following the proof).
We now turn to the proof of Theorem 2:
Proof. Let M π be the Hilbert space of π. If ℓ π > 2, then M Ge π = {0}, so the result follows from Theorem 3.
Assume ℓ π = 1; if π is the trivial representation, then H 1 (G, π) = 0 follows from Corollary 13 above. So we may assume that π is non-trivial, and appeal to the realization of π as a boundary representation, as in Chapter II of [FTN91] : the space M π is then a suitable completion of the space of locally constant functions on ∂T , and there exists s ∈]0, 1[∪(
where P (g, ω) is the Radon-Nikodym derivative dνga dνa (ω), where ν x , for x ∈ V , is the unique G x -invariant probability measure on ∂T .
Let ∂T = ∂T a ∪ ∂T b be the partition of ∂T induced by the edge e: so ∂T a is the set of ends ω such that the ray 
The case of one orbit on V
In this case T is a (q + 1)-regular tree, on which G acts with inversions and transitively on the vertex set of T . Examples of this situation are provided by G = Aut(T ), or G = P GL 2 (F ), with F a non-archimedean local field; less classical examples appear in [Ama96] . Since G acts with inversions on T , Theorem 3 does not apply immediately. To remedy this, we pass to the first barycentric subdivision T 1 of T , where the assumptions of Theorem 3 hold.
The new action of G on T 1 has a single edge as a quotient with vertex set {a, b} and edge set {e}. Say that a corresponds to some vertexã of T , and b corresponds to some edgeẽ of T , withã ∈ẽ.
With this notation, we have that G a = stab G (ã) and G b = stab G (ẽ) and G e = G a ∩ G b . (Here, stab G (ẽ) denotes those elements of G which preservẽ e as a set whereas G e corresponds to the point-wise stabilizer ofẽ in G, so [stab G (ẽ) : G e ] ≤ 2.) And so
In this case, the pair (G, G b ) is a Gelfand pair (see Lemma II.4.1 in [FTN91] ). Moreover, up to unitary eqivalence, G has two special representations σ + , σ − , distinguished by the fact that σ + is a spherical representation for the Gelfand pair (G, G b ), while σ − is not (see Theorem III.2.6 in [FTN91] ). The following result has been obtained by Amann [Ama03] for G = Aut(T ), and by Nebbia [Neb12] in the general case. Proof. If ℓ π > 2 or if π is the trivial 1-dimensional representation, the proof is the same as for the corresponding cases in Theorem 2.
If π is non-trivial and ℓ π = 1, the proof is analogous to the corresponding case in Theorem 2: using the realization of π as a boundary representation, we have that M vectors in ℓ 2 (E) and hence the image of the restriction map H 1 (G, ℓ 2 (E)) −→ H 1 (A, ℓ 2 (E)) is trivial. Since the Haagerup cocycle is defined on the full automorphism group Aut(T ) it is in the image of the restriction map and therefore, by Theorem 12, the action of A is elementary.
If in addition, A is 2-almost perfect, then a subgroup of index at most two would necessarily be in the kernel of the Busemann homomorphism.
The following is an immediate corollary to Theorem 3 (ii). Proof. Since G is non-amenable, it is in particular infinite. This means that the left regular representation neither has invariant vectors nor almost invariant vectors. Therefore, we have that H 1 (G, ℓ 2 (G)) = H 1 (G, ℓ 2 (G)) and since G has property (H T ) we conclude that H 1 (G, ℓ 2 (G)) = {0}. Now, observe that given a graph of groups decomposition for G, all edge groups are infinite if and only if this remains true after the decomposition is reduced. Proposition 16 and the remark following Definition 17 conclude the proof.
We now turn to a different proof of Corollary 4 part (ii), that we actually generalize as follows: Corollary 4 part (ii) corresponds to the special case G = Γ⋊Z and N = Γ.
Proof.
a) Let M be a unitary G-module with M G = 0. We must prove that H 1 (G, M) = 0.
By the Hochschild-Serre exact sequence (see [Gui80] , section 8.1 in Chapter I), we have:
where the first non-trivial map is induced by a continuous map B 1 (G/N, M N ) → B 1 (G, M) obtained by viewing a M N -valued cocycle on G/N, as a Mvalued cocycle on G; and the next map is induced by restriction of cocycles from G to N. As N has property (T), we have H 1 (N, M) = 0, so there is an isomorphism H 1 (G/N, M N ) ≃ H 1 (G, M) which, using the description on cocycles, is easily seen to be a topological isomorphism. In particular we also have b) The direct implication follows from Property (H T ). The converse follows from the fact that H 1 (G, M G ) is a direct summand in H 1 (G, M)
(as M G is a direct summand in M), and if M G = 0 our assumption ensures that H 1 (G, M G ) = hom(G, M G ) is non-zero.
