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Abstract
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1 Introduction
The problem of classification of irreducible characters is an extremely diffi-
cult, ”wild”´ problem for some groups like the unitriangular UT(n,Fq) and
the parabolic subgroups in Chevalley groups. For these groups, it seems log-
ical to construct a first approximation of the theory of irreducible characters,
which is called a supercharacter theory.
The notion of a supercharacter theory was suggested by P.Diaconis and
I.M.Isaacs in 2008 in the paper [1]. A priori a group admits several super-
character theories, one of the ones is the theory of irreducible representations.
If it is impossible to classify the irreducible charcaters for a given group, then
the goal is to construct a supercharacter theory that provides the best ap-
proximation of the theory of irreducible characters. One of examples of such
a theory is the theory of basic characters of C.Andre´ (see [2, 3, 4, 5, 6]) for
the unitriangular group and the supercharacter theory for the algebra groups
[1] (by definition, an algebra group is a group of the form 1 + J , where J is
a finite dimensional associative nilpotent algebra).
Many papers were devoted to construction of supercharacter theories for
different groups and to development of the general theory. Observe a few of
them: supercharacters for abelian groups and their application in the number
theory [7, 8], the superinduction for the algebra groups [9, 10, 11], the super-
character theory for Sylov subgroups of the orthogonal and symplectic groups
∗The research is supported by the grant RSF-DFG 16-41-1013
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over a finite field [12], application in the random walk problem on groups [16],
the supercharacter theory for semidirect products [13, 14], characterization
of the Hopf algebra of supercharacters for the unitriangular group [15]. One
can found the bibliography in the paper [15].
In the most of these papers the supecharacter theories were constructed
for unipotent group closely related to the unitriangular group. One of the
main goals is to enlarge the list groups that admit a good supercharacter
theory. From the unitriangular group it is natural to move to the construc-
tion of supercharacter theories for the Borel and the parabolic subgroups in
GL(n,Fq). The main problem is to construct a supercharacter theory, which
would be a natural continuation of the supercharacter theory for algebra
groups by P.Diaconis and I.M.Isaacs.
In the series of papers [17, 18, 19, 20], the author constructed the supercha-
racter theory for the finite groups of triangular type; a special case of these
groups is the triangular group T(n,Fq). This theory provides the better
approximation of the theory of irreducible representations than the general
construction of supercharacters for semidirect products from the paper [13].
In the above papers, we calculate supercharacter values on superclasses for
the triangular group [17], research the restriction and induction in the frame-
work of constructed supercharacter theory, prove the Frobenius reciprocity
theorem for supercharacters [19], obtain an analog of A.A.Kirillov formula
for supercharacters [18], characterize the Hopf algebra of supercharacters
of the triangular group as partially symmetric functions in noncommuting
variables [20].
In the present paper, we formulate conjectures on a supercharacter theory
for the parabolic subgroups of the group GL(n,Fq) (see Conjectures 3.3, 3.5,
3.7). We prove these conjectures for the parabolic subgroups with blocks of
orders 6 2 (see Theorems 4.4, 4.5, 6.2, 6.4). Some statements are proved
for an arbitrary parabolic subgroup (see Propositions 4.2 and 5.3). In the
constructed supercharacter theory, we combine the theory of irreducible char-
acters of the group GL(2,Fq) and the theory of basic characters of C.Andre´.
2 Notion of a supercharacter theory
Recall the notion of a supercharacter theory from the paper [1]. Let G be
an arbitrary finite group, 1 ∈ G be the unit element. Let we have a pair
(Ch,K), where Ch = {χ1, . . . , χm} is a system of pairwise disjoint characters
of the group G, and K = {K1, . . . , Km} is a partition of the group G.
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Definition 2.1 The pair (Ch,K) is said to determine a supercharacter the-
ory if it satisfies the following conditions:
1) each character χi is constant on each subset Kj;
2) {1} ∈ K.
The characters of Ch are called supercharacters, and the subsets from K
are superclasses.
Observe that the number of superclasses equals to the number of super-
characters. The square table of supercharacter values on superclasses is
called a supercharacter table.
Let Xi denote the support of character χi (i.e. the set of all irreducible
components of χi). It can be seen the importance of condition 2) from the
following lemma.
Lemma 2.2 [1, Lemma 2.1] Let the system of disjoint characters Ch and
the partition K obey the condition 1). Then the condition 2) is equivalent to
the following condition
2’) the system of supports X = {X1, . . . , Xm} is a partition of the set of irre-
ducible characters Irr(G); moreover, each character χi equals to the character
σi =
∑
ψ∈Xi
ψ(1)ψ
up to a constant factor.
So, the supercharacter character defines a pair of partitions (X ,K) (where
X is a partition of Irr(G), and K is the one of the group G) of equal number
of components such that each character σi is constant on each Kj. One can
take this property as a definition of a supercharacter theory.
Observe some other properties of the systems Ch and K.
Proposition 2.3 [1, Theorem 2.2.]
1) Each superclass is a union of conjugacy classes.
2) The partition K is uniquely defined by the partition X and vice versa.
3) The principal character is a supercharacter (up to a constant factor).
3 Conjectures for the parabolic subgroups of GL(n,Fq)
Let P be a parabolic subgroup of GL(n,Fq) with blocks of orders n1, . . . , ns
that contains the group of upper triangular matrices T(n,Fq). The subgroup
P is a semidirect product P = RN , where R is a direct product of the
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subgroups Ri = GL(ni,Fq), i = 1, 2, . . . , s, and N = 1 + J is an unipotent
subgroup. Observe that J is an associative subalgebra invariant with respect
to the left and right multiplication of P . The subgroupN is an algebra group;
it admits the supercharacter theory by P.Diaconis and I.M.Isaacs.
We define a root as an arbitrary pair of positive integers (i, j), where
1 6 i, j 6 n, i 6= j. For the root α = (i, j), the number i will is called a
number of row of the root α (notation i = row(α)). Respectively, j = col(α)
is the number of column of the root α.
The Weyl group W = Sn naturally acts on the set of roots by w(i, j) =
(w(i), w(j)). The root (i, j) is positive if i < j. For each root α = (i, j),
we denote by Eα the corresponding matrix unit. Consider the subset ∆J of
positive roots such that {Eα : α ∈ ∆J} is a basis of J . The action of W on
roots induces the action of the Weyl group WR of the subgroup R on ∆J .
Introduce the following equivalence relation on J .
Definition 3.1 The elements x, x′ ∈ J are equivalent if there exist the
elements r ∈ R and a, b ∈ N such that x′ = raxbr−1.
Observe that the equivalence classes coincide with the orbits of the group
P˜ = R⋉ (N ×N) on J .
Definition 3.2 A subset D ∈ ∆J is a rook placement if there is no more
then one root of D in each row and column ( C.Andre´ used the term a ”basic
subset”).
For the rook placement D, we construct the element
xD =
∑
α∈D
Eα. (1)
Conjecture 3.3
1) For any x ∈ J there exists a rook placement D in ∆J such that x is
equivalent to xD.
2) Two elements xD and xD′ are equivalent if and only if D and D
′ are con-
jugated with respect to the action of WR on ∆J .
Define the left and right actions of the group P on the dual space J∗ by
the formulas gλ(x) = λ(xg) and λg(x) = λ(gx). This actions enable us to
define an equivalence relation on J∗.
Definition 3.4 We say that the elements λ, λ′ ∈ J∗ are equivalent if
there exist the elements r ∈ R and a, b ∈ N such that λ′ = raλbr−1.
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As above the equivalence classes coincide with the orbits of action of the
group P˜ on J∗. Let {E∗α : α ∈ ∆J} be a dual basis with respect to the basis
{Eα} in J . For the rook placement D, we define the element
λD =
∑
α∈D
E∗α. (2)
Let us formulate the conjecture dual to Conjecture 3.3.
Conjecture 3.5
1) For any λ ∈ J∗ there exists a rook placement D in ∆J such that λ is
equivalent to λD.
2) Two elements λD and λD′ are equivalent if and only if D and D
′ are con-
jugated with respect to the action of WR on ∆J .
Let us define an equivalence relation on the group P .
Definition 3.6 We say that the elements g, g′ ∈ P are equivalent if there
exist the elements r ∈ R and a, b ∈ N such that
g′ = 1 + ra(g − 1)br−1.
Each equivalence class K(g) is an orbit of the group P˜ on P .
Let us construct the system of characters. Let D be a rook placement in
∆J , and λD be the corresponding linear form. Consider the stabilizer ND,right
of λD with respect to the right action on the group N on J
∗. The subgroup
ND,right is an algebra group ND,right = 1 + JD,right, where JD,right consists of
all x ∈ J such that λD(xy) = 0 for any y ∈ J .
Let RD,right (respectively, RD,left) be a stabilizer of λD with respect to the
right (respectively, left) action of the group R on J∗. Denote by R◦D the
subgroup
R◦D = RD,right ∩RD,left.
Form the subgroup PD = R
◦
DND,right. Each element of this subgroup can be
uniquely presented in the form g = r + x, where r ∈ R◦D and x ∈ JD,right.
Fix a nontrivial character t → εt of the additive group of the field Fq
with values in the multiplicative group C∗. Let T be a representation of the
subgroup R◦D with the character θ. Denote by Ξ the representation of the
group PD defined as follows
Ξ(g) = T (r)ελD(x),
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where g = r + x, r ∈ R◦D, x ∈ JD,right. Let us show that Ξ is really a
representation:
Ξ(gg′) = Ξ((r + x)(r′ + x′)) = Ξ(rr′ + r′x+ x′r + xx′) =
T (rr′)ελD(r
′x)ελD(x
′r)ελD(xx
′) = T (r)T (r′)ελD(x)ελD(x
′) = Ξ(g)Ξ(g′).
The representation Ξ has the character
ξD,θ(g) = θ(r)ε
λD(x).
Consider the induced character
χD,θ = Ind(ξD,θ, PD, P ). (3)
The subgroup R◦D is a normal subgroup in
RD = {r ∈ R : rλDr
−1 = λD}.
A character θ of the subgroup R◦D is called RD-irreducible if
θ =
∑
r∈RD/R◦D
rψr−1
for some irreducible character ψ of the subgroup R◦D.
Conjecture 3.7 The system of characters {χD,θ} (here D runs through
the set of representatives of WR-orbits on rook placements in ∆J , and θ runs
through the set of RD-irreducible characters of the subgroup R
◦
D) and the
partition of P into the equivalence classes {K(g)} (see definition 3.6) give
rise to a supercharacter theory of the parabolic subgroup P .
4 The equivalence classes in parabolic subgroups
Let P be a parabolic subgroup in GL(n,Fq) of type (n1, . . . , ns). Divide the
segment I = [1, n] into the consecutive segments I = I1 ∪ . . . ∪ Is of sizes
n1, . . . , ns. The set of roots ∆J is divided into the blocks
∆J =
⋃
16k<ℓ6s
Ik × Iℓ.
For each 1 6 k 6 s, we define a kth block-row in ∆J as the union of blocks
Ik × Ij over all k < j 6 s. Respectively, a ℓth block-column is the union
Ii × Iℓ over all 1 6 i < ℓ.
Definition 4.1
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1) Let Ak ⊆ Ik and Aℓ ⊆ Iℓ for k < ℓ. If |Ak| = |Aℓ|, then we refer to the
subset Ak ×Aℓ in Ik × Iℓ as a block-rook.
2) A subset D in ∆J is a block-rook placement if D is a union of block-rooks,
which do not attack each other. The last means that each row and each
column intersects with no more than one block-rook.
3) We say that the element xD in J is associated with a block-rook placement
D if
xD =
∑
(i,j)∈D
xijEij,
moreover, for each block-rook Ak × Aℓ ⊂ D the submatrix
{xij : i ∈ Ak, j ∈ Aℓ}
is non-degenerate.
4) We say that the element λD in J
∗ is associated with a block-rook placement
D if
λD =
∑
(i,j)∈D
λijE
∗
ij,
moreover, for each block-rook Ak × Aℓ ⊂ D the submatrix
{λij : i ∈ Ak, j ∈ Aℓ}
is non-degenerate.
Proposition 4.2 Let P be a parabolic subgroup in GL(n,Fq) of type (n1, . . . , ns).
Then any element from J is equivalent to some element associated with a
block-rook placement.
Proof Let x ∈ J . We shall say a row in x is short if all its non-zero
elements are sited in some single block. Replacing x with an equivalent el-
ement one can consider that all rows of x are short and the row systems of
each block-row and of each block-column are linearly independent.
By induction on k, we shall prove that any element x ∈ J is equivalent
to the element obeying the condition: all its block-columns with numbers
≥ k are associated with a block-rook placement. We start from the last
sth block-column. For any r ∈ Rs, the adjoint action x 7→ rxr
−1 is indeed
the right-hand multiplication by r−1; it changes short rows in the last sth
column and preserve the other short rows. Acting by some appropriate
element r ∈ Rs we change the last block-column of x to be associated with
some block-rook placement D(s).
Assume that the statement is proved for k+1; let us prove it for k. Suppose
that x is an element of J , and all its block-columns with numbers > k + 1
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are associated with the block-rook placement D(k+1). Let L1, . . . , Lm be the
series of block-rooks of the kth block-row sited in the increasing order of
block-columns. Let l1, . . . , lm be the orders of the block-rooks L1, . . . , Lm.
Acting by the appropriate element of the Weyl groupWRk one can make the
rows of the first block-rook L1 to be the first l1 rows in Ik, the rows of L2 to
be the next l2 rows of Ik and so on. Take lm+1 = nk − l1 − . . .− lm.
Consider the standard parabolic subgroup Pk(l) in Rk with block sizes
l = (l1, . . . , lm, lm+1).
Define a subgroup Nk+1 of N that consists of elements whose nonzero non-
diagonal entries are sited in the block-rows and block-columns with numbers
> k.
For any r ∈ Pk(l), there exists a ∈ Nk+1 such that the element rxr
−1a
obeys the condition: all its block-columns with numbers ≥ k + 1 are associ-
ated with the block-rook placement D(k+1), as well as x. The transformation
x 7→ rxr−1a acts on the kth block-column by multiplication x 7→ xr−1.
Choosing the appropriate element r ∈ Pk(l) one can obtain the equivalent
element rxr−1a whose block-columns with numbers > k are associated with
a block-rook placement. ✷
Similar statement is true for J∗.
Proposition 4.3 Any element from J∗ is equivalent to some element as-
sociated with a block-rook placement.
The following statement proves the Conjecture 3.3 for parabolic subgroups
of small block order.
Theorem 4.4 Let P be a parabolic subgroup of GL(n,Fq) with blocks of
orders 6 2.
1) For any x ∈ J there exists the rook placement D in ∆J such that x is
equivalent to xD.
2) Two element xD and xD′ are equivalent if and only if D and D
′ are con-
jugated with respect to the action of WR on ∆J .
Proof
Item 1. Applying Proposition 4.2 we consider that x = xD for some block-
rook placement D. If all block-rooks from D have order equal to 1, then
the statement can be easily proved using the adjoint action of the diagonal
subgroup. Suppose that D has a block-rook of size 2× 2. It can be included
into a maximal chain L1, . . . , Lm of 2 × 2-size block-rooks of D subject the
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requirement col(Li) = row(Li+1). Let row(Lk) = Iik. Suppose that there are
two 1 × 1 rooks in the i1th block-column and in the imth block-row. The
other cases can be treated similarly. Using the adjoint action of the Weyl
group of Ri1 we can site the 1×1-rooks in the i1th block-column such that the
row number and the column number of one of them are less then the ones of
other. Analogically, we can site the rooks in the imth block-row. We denote
by X1, . . . , Xm the chain of submatrices of x associated with L1, . . . , Lm. See
the following picture.
Ri1X1
Ri2X2
Ri3
As in the proof of Proposition 4.2 for any triangular 2× 2-matrix t1 ∈ Ri1
there exists a ∈ N such that at1xt
−1
1 is associated with the same block-rook
placement as x. Similarly, for any triangular 2 × 2-matrix t2 ∈ Rim there
exists b ∈ N such that the element t1xt
−1
1 b is associated with the same block-
rook placement as x. For any chain ri1, ri2, . . . , rim, rim+1, where rik ∈ Rik and
ri1 = t1, rim+1 = t2, there exists the equivalent element x
′ with the chain of
submatrices
X ′k = rikXkr
−1
ik+1
, 1 6 k 6 m.
Then the matrix Y = X1 · · ·Xm is transformed into
Y ′ = X ′1 · · ·X
′
m = ri1Y r
−1
im+1
= t1Y t
−1
2 .
There exists triangular matrices t1, t2 such that Y
′ is a permutation. Choos-
ing consistently ri2, . . . , rim we make all X
′
1, . . . , X
′
m−1 to be permutations
(moreover, unit matrices). Since Y ′ is a permutation, X ′m is also a permuta-
tion.
Proceeding these transformations for each maximal chain of 2 × 2 block-
rooks we prove the statement 1).
Item 2. Suppose that x = xD is equivalent to x
′ = xD′. Let us show that
x is conjugated to x′ with respect to WR. For each 1 6 k < ℓ 6 s we
write Mk,ℓ(x) for the submatrix of x with the systems of rows and columns
Ik∪ . . .∪Iℓ. Easy to see that x ∼ x
′ implies that the submatricesMk,ℓ(x) and
Mk,ℓ(x
′) are also equivalent. In particular, the ranks of submatrices Mk,ℓ(x)
andMk,ℓ(x
′) coincide. Therefore, x and x′ have equal number of ones in each
block.
Each nonzero 2× 2-block of the matrix x can be included into a maximal
chain of nonzero 2×2-blocks X1, . . . , Xm (as in the previous Item) that can’t
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be extended due to one of the following reasons: all columns with numbers
of row(X1) consist of zeros, or all rows with numbers of col(Xm) consist of
zeroes, or the chain can be extended to
C(x) = {X0, X1, . . . , Xm, Xm+1}, col(Xi) = row(Xi+1),
where the first block X0 is a nonzero {1 × 2}-row and Xm+1 is a nonzero
{2 × 1}-column. We consider the last case; the other cases can be studied
similarly. Let MC(x) be the smallest submatrix of x that contains the chain
of blocks C(x); let MC(x
′) be the similar submatrix of x′. Easy to prove
that if the matrices x and x′ are equivalent, then MC(x) and MC(x
′) are
conjugated with respect to R.
Suppose that the blocks X1, . . . , Xm are non-degenerate. Acting on x and
x′ by the appropriate element w ∈ WR we can obtain that X0 = X
′
0 = (1, 0)
and the matrices X1, . . . , Xm, X
′
1, . . . , X
′
m are coincide with the unit matrix.
The last blocks Xm+1 and X
′
m+1 can either
(
1
0
)
or
(
0
1
)
. If this column
is different in x and x′, then the matrices MC(x) and MC(x
′) have different
Jordan type, and, therefore, they are not cojugated with respect to R. Hence,
the submatricesMC(x) andMC(x
′) are equal (after conjugation by w ∈ WR).
If the chain of blocks X1, . . . , Xm contains degenerate matrices, then we
consider the subchains of non-degenerate blocks in it and deal with each
subchain as above.
Considering each maximal block chain we conclude that if x ∼ x′, then D
and D′ are conjugated with respect to WR. ✷
The similar statement if true for J∗.
Theorem 4.5 Let P be a parabolic subgroup in GL(n,Fq) with blocks of
orders 6 2. Then 1) for any λ ∈ J there exists a rook placement D in ∆J
such that λ is equivalent to λD.
2) Two elements λD and λD′ are equivalent if and only if D and D
′ are
conjugated with respect to the action of WR on ∆J .
5 Supercharacters
The statements of this section are proved for an arbitrary parabolic subgroup.
Let P be a parabolic subgroup of GL(n,Fq) of type (n1, . . . , ns). Let D be
a block-rook placement in ∆J , and λD be an element of J
∗ associated with
D. The subgroups RD, R
◦
D
and the characters ξD,θ, χD,θ are defined as for
usual rook placement D.
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Notice that RD,right, RD,left, R
◦
D
and JD,right depend on D and don’t depend
of the element λD associated with the block-rook placement D; you can see
this in the following example:
D =
⊗⊗
⊗⊗
, JD,right =
* * * * * *
* * * * * *
* * * *
* * * *
* * * *
* * * *
, R◦
D
=
× × × ×
× × × ×
0 0
0 0 1 0
0 1
× ×
× ×
× ×
× ×
× ×
× × 1 0
0 1
0 0
0 0
Observe that the stabilizer RλD = {g ∈ P : gλDg
−1 = λD} depends on the
choice of λD associated with D. The same is true for the subgroup S ⊃ RλD
defined below.
Let us describe the subalgebra JD,right. We say a root α ∈ ∆J is sub-
ordinated to the root γ ∈ D if they belong to a common row and the
block-column number of α is less then the one of γ. In this case, if α =
(i, j), γ = (i, k) with j < k, then the positive root β = (j, k) belongs to ∆J .
We say a root α ∈ ∆J is subordinated to D if it is subordinated to some
root γ ∈ D. Denote
Jk,ℓ = span{Eα : α ∈ Ik × Iℓ}
and (JD,right)k,l is the intersection of JD,right with Jk,ℓ. Easy to prove the fol-
lowing lemma.
Lemma 5.1 1) The subalgebra JD,right is spanned by the system {Eα},
where α ∈ ∆J doesn’t subordinate to D.
2) The subalgebra JD,right decomposes into a sum of subspaces
JD,right =
m∑
k,ℓ=1
(JD,right)k,ℓ .
Let S be subgroup of P that consists of all g0 ∈ P such that the action
Adg0(x) preserve JD,right and stabilize the restriction of λD on JD,right.
Lemma 5.2 Let g0 ∈ S and g0 = bt, where b ∈ N and t ∈ R. Then
1) for any r ∈ R◦
D
the element Adt(r) also belongs to R
◦
D
;
2) the formula Adg0(r) mod N = trt
−1 defines the action of subgroup S on
R◦
D
.
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Proof If r ∈ RD,right, then λD(r)x = λD(x) and
λD(Adg0(r)x) = λD(x)
for any x ∈ JD,right. The element Adg0(r) is presented in the form
Adg0(r) = g0rg0
−1 = btrt−1b−1 = r1b1, (4)
where r1 = trt
−1 ∈ R and b1 = r
−1
1 br1b
−1. Then
λD(r1b1x) = λD(x) (5)
for any x ∈ JD,right. For the linear form λD, which is associated with the
block-rook placement, the equality (6) is equivalent to the pair of equalities
λD(r1x) = λD(x), and λD(b1x) = λD(x), (6)
for any x ∈ JD,right.
Since r1 belongs to the reductive part R, the first equality is equivalent
to λD(r1x) = λD(x) for any x ∈ J , i.e. r ∈ RD,right. Similarly for r ∈ RD,left.
Therefore, if r ∈ R◦
D
, then trt−1 ∈ R◦
D
. This proves 1) and 2). ✷
Proposition 5.3 Let θ and θ′ be disjoint S-invariant characters of the
subgroup R◦
D
. Then the characters χD,θ and χD,θ′ are disjoint.
Proof Denote ξ = ξD,θ and ξ
′ = ξD,θ′. Respectively, χ = χD,θ = Ind(ξ, PD, P )
and χ′ = χD,θ′ = Ind(ξ
′, PD, P ).
It follows from the Intertwining Number Theorem [21, 44.5] that the
characters χ and χ′ are disjoint if and only if for any g0 ∈ P there exists a
subgroup H in PD such that g0Hg
−1
0 ⊂ PD and the characters
ξ(g0)(h) = ξ(g0hg
−1
0 ) and ξ
′(h) are disjoint on the subgroup H. (7)
Order the set of pairs (k, ℓ), 1 6 k < ℓ 6 m, as follows
(1, m) < (2, m) < . . . < (m− 1, m) < (1, m− 1) < (2, m− 1) < . . . < (1, 2).
The set of roots ∆J contains the chain of subsets
∆k,ℓJ =
⋃
(k1,ℓ1)<(k,ℓ)
Ik1 × Iℓ1. (8)
The algebra J contains the chain of ideals Jk,ℓ = span{Eα : α ∈ ∆
k,ℓ
J }.
Intersecting Jk,ℓ with JD,right we obtain the chain of subalgebras
Jk,ℓ
D,right = JD,right ∩ J
k,ℓ. (9)
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We are aiming to show that one of the following subgroups 1 + Jk,ℓ
D,right or
PD = R
◦
D
ND,right can be taken as the subgroup H from (7).
Let g0 ∈ P . Present g0 in the form g0 = bt, where b ∈ N and t ∈ R. In
order to prove (7), we consider the element b to be of the form b = 1 + u,
where
u =
∑
α subordinates D
uαEα, uα ∈ Fq. (10)
Item 1. Consider the first subalgebra J1,m
D,right in the chain. The subalgebra
J1,m
D,rightis an ideal in J ; therefore, it is Adg0-invariant. If the restriction of λ
on J1,m
D,right is not invariant with respect to Adg0, then the disjoint condition
(7) is relized with H = 1+ J1,m
D,right. This proves that the characters χ and χ
′
are disjoint.
Item 2. Consider the subalgebraM = Jk,ℓ
D,right and its previous subalgebra,
denote M ′, in the chain (9). We simplify the notations: DM = D ∩∆
k,ℓ and
DM ′ is the intersection of D with the previous subset in (8). Suppose that
the subalgebra M ′ and the restriction λ|M ′ of the linear form λD on M
′ are
invariant with respect to Adg0.
Item 2a. Let us show that the subalgebra M is invariant with respect to
Adt. As t ∈ R, the element t is a block-diagonal matrix
t = (t1, . . . , tk, . . . tℓ, . . . , ts).
It is sufficient to prove that the (k, ℓ)-block Mk,ℓ in M is invariant with
respect to transformation x→ tkxt
−1
ℓ . Since JD,right is invariant with respect
to right-hand multiplication by any elements from P , it is sufficient to show
that the block Mk,ℓ is invariant by with respect to x→ tkx.
In order to simplify notations, we assume that the kth block-row is divided
into two strips of sizes nk = n
′
k + n
′′
k; in the first n
′
k rows there is no roots
from DM ′, and each of the last n
′′
k rows has a root from DM ′.
Then Mk,ℓ and the right stabilizer RDM′ ,right consist of the block matrices
of the form
Mk,ℓ =
(
∗ ∗
0 0
)
, RDM′ ,right =
(
∗ ∗
0 E
)
. (11)
As the subalgebraM ′ and the restriction λ|M ′ are invariant with respect to
Adg0, the Lemma 5.2 implies that r → trt
−1 transform RDM′ ,right into itself.
Then tk has the form
tk =
(
∗ ∗
0 ∗
)
. (12)
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Therefore, Mk,ℓ is invariant with respect to x→ tkx.
Item 2b. Let us show that M is invariant with respect to Adb, where
g0 = bt, b = 1 + u and u has the form (10).
Assume the contrary; then there exists Ejm ∈Mk,ℓ such that
Adb(Ejm) /∈M.
Since M is a right ideal in J , this is equivalent to bEjm /∈ M . By (10), we
obtain
bEjm =
∑
(i,j) subordinate D
uijEijEjm =
∑
(i,j) subordinate D
uijEim /∈M.
There exists a root α = (i, j) such that uij 6= 0 and it subordinates to some
root γ = (i, p) ∈ DM ′, where m < p, together with (i,m). As Ejm ∈ Mk,ℓ,
the root element Ejp belong to M ; more precisely it belongs to some block
Mk,ℓ′, where ℓ < ℓ
′. Take Y = Ad−1t (Ejp). As well as Ejp, the element Y
belongs to the first n′k rows of the kth block-row. Therefore, Y ∈ Mk,ℓ′ and
λD(Y ) = 0. According to the assumption of Item 2 the subalgebra M
′ and
the linear form λ|M ′ are invariant with respect to Adg0; then
Adg0(Y ) = Adb(Ejp) ∈M
′ and λD(Adg0(Y )) = λD(Y ) = 0.
The root γ belongs to some block-rook A × B ∈ DM ′. Therefore, the
root α can be included into a system of roots α1 = (i1, j), . . . , α|A| = (i|A|, j)
being subordinated to to the same block-rookA×B, where A = {i1, . . . , i|A|}.
Similarly to α we have EicjEjp = Eicp and (ic, p) ∈ A×B for any 1 6 c 6 |A|.
The element Adg0(Y ) can be presented in the form
Adg0(Y ) = Adb(Ejp) =
∑
16c6|A|
uαcEicp + Z,
where Z ∈M ′ and λD(Z) = 0.
Then
λD(Adg0(Y )) =
∑
16c6|A|
uαcλicp = 0,
where λicp = λD(Eicp). Since the matrix {λicp : ic ∈ A, p ∈ B} is non-
degenerate (see Definition 4.1), we have uαc = 0 for any 1 6 c 6 |A|. This
contradicts to choice of the root α with uα 6= 0. We conclude that M is
invariant with respect to Adb. The statement of Item 2b) is proved.
Item 2c. So, the subalgebra M is invariant with respect to Adt and Adb.
Therefore, it is Adg0-invariant. If Adg0(λD|M) 6= λD|M , then the characters
Adg0ξ and ξ
′ don’t coincide on the subgroup 1 + M ; the condition (7) is
fulfilled. The characters χ are χ′ disjoint.
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Item 3. Suppose that Adg0 preserve all subalgebras J
k,ℓ
D,right and the linear
form λD on them. Let us show that in this case the subgroup H = PD is
invariant with respect to Adg0 and the disjoint condition (7) is valid on H.
Item 3a. Suppose as above that b = 1+u, and u has the form (10). Let us
prove that, for any r ∈ RD,right, the element r
−1ur is presented in the form
r−1ur = u+ v, where v ∈ JD,right and λD(v) = 0.
It is sufficient to show that the equality r−1k Eαrℓ = Eα+v, where v ∈ JD,right
and λD(v) = 0 is valid for any (k, ℓ) and for any Eα ∈ Jk,ℓ with uα 6= 0 (see
(10)).
Similarly to Item 2a, in order to simplify notations, we suppose that the
kth row is decomposed into tow strips nk = n
′
k + n
′′
k such that there is no
roots from D in the first n′k rows of the kth block-row, and in each of the
others n′′k row there is a root from D. Analogically, we decompose the ℓth
block-row nℓ = n
′
ℓ + n
′′
ℓ . Since r ∈ RD,right, we have
rk =
(
A1 B1
0 En′′k
)
, rℓ =
(
A2 B2
0 En′′ℓ
)
,
where En′′k and En′′ℓ are the unit matrices of orders n
′′
k and n
′′
ℓ .
As the root α = (i, j) is subordinated to D, the row i is one of the last
n′′k rows of the kth block-row. If the jth row is one of the first n
′
ℓ rows of
the ℓth block row, then there exists a root (j, p) such that Ejp ∈ JD,right and
(i, p) ∈ D. Arguing as in the Item 2b, we may show that the assumption of
Item 3 contradicts to uα 6= 0. Therefore, the jth row is one of the last n
′′
ℓ
rows of the ℓth block row, and Eα (as an element of the block Jk,ℓ) has the
form Eα =
(
0 0
0 U
)
, where U is a submatrix of size n′′k × n
′′
ℓ . We have
r−1k Eαrℓ =
(
A1 B1
0 Ek
)−1(
0 0
0 U
)(
A2 B2
0 Eℓ
)
=
(
0 ∗
0 U
)
= Eα+
(
0 ∗
0 0
)
.
This proves the statemnet of Item 3a.
Item 3b. From (4) we obtain g0rg
−1
0 = r1b1, where r1 = trt
−1 ∈ R and
b1 = r
−1
1 br1b
−1 ∈ N . By the condition of Item 3, the element g0 belongs to
S. According to Lemma 5.2 the element r1 belongs to R
◦
D
. Let us show that
b1 ∈ ND,right and ξ(b1) = 1.
Really, from Item 3a, we have r−11 br1 = 1 + r
−1
1 ur1 = 1 + u + v, where
v ∈ JD,right and λD(v) = 0. Then
b1 = (1 + u + v)(1 + u)
−1) = 1 + v(1 + u)−1 = 1 + v + vu1
for some u1 ∈ J . Since JD,right is a right ideal of J , we have vu1 ∈ JD,right and
15
λD(vu1) = 0. Hence b1 ∈ ND,right. Then
ξ(b1) = ε
λD(v+vu1) = ελD(v)ελD(vu1) = 1.
Item 3c. From Item 3b) g0rg
−1
0 ∈ PD. Let us prove the disjoint condition
(7). For h = ra ∈ PD, where r ∈ R
0
D
and a ∈ ND,right, we obtain
ξ(g0)(h) = ξ(g0rag
−1
0 ) = ξ(g0rg
−1
0 g0ag
−1
0 ) = θ(trt
−1)ξ(b1)ξ(g0ag
−1
0 ).
By condition, the character θ is invariant with respect to S; then θ(trt−1) =
θ(r). By Item 3b, ξ(b1) = 1. By the condition of Item 3, ξ(g0ag
−1
0 ) = ξ(a).
Finally, we get
ξ(g0)(h) = θ(r)ελD(a−1)
.
Comparing with ξ′(h) = θ′(r)ελD(a−1), we conclude that the disjoint con-
dition (7) is valid for H = PD. The characters χ and χ
′ are disjoint. ✷
Proposition 5.4 The characters {χD,θ} are constant on the equivalence
classes {K(g)}.
Proof Let χ = χD,θ and ξ = ξD,θ.
Item 1. Let g ∈ PD, a ∈ N . Let us prove that if g
′ = 1 + (g − 1)a ∈ PD,
then χ(g′) = χ(g).
As g ∈ PD, we get g = r+x, where r ∈ R
◦
D
and x ∈ JD,right. Let a = 1+u,
where u ∈ J . Then g′ = r+ y, where r ∈ R◦
D
and y = (r− 1)u+ x+ xu ∈ J .
The equalities
λDr = λD, λD(r − 1)u = 0, λDx = 0 and λDxu = 0
imply λDy = λD(r − 1)u + λDx + λDxu = 0. Therefore, y ∈ JD,right and
g′ ∈ PD.
We obtain
ξ(g′) = θ(h)ελD((r−1)u+x+xu) = θ(r)ελD(x) = ξ(g). (13)
Denote Λ(g) = {s ∈ G| s−1gs ∈ PD}.
Let us show that Λ(g′) = Λ(g) for any g ∈ PD. Indeed, s
−1g′s = 1 +
(s−1gs − 1)s−1as. As we saw above if s−1gs ∈ PD, then s
−1g′s ∈ PD. This
proves Λ(g) ⊂ Λ(g′). The converse inclusion can be proved analogically.
The formula (13) implies
ξ(s−1g′s) = ξ(s−1gs), (14)
for any s ∈ Λ(g). Hence
χ(g′) =
1
|PD|
∑
s∈Λ(g′)
ξ(s−1g′s) =
1
|PD|
∑
s∈Λ(g)
ξ(s−1gs) = χ(g). (15)
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Item 2. The characters are constant on conjugacy classes. Therefore, for
any g0 ∈ P , we have χ(g0gg
−1
0 ) = χ(g). Then χ is constant on K(g) for any
g ∈ PD. If an equivalence class has empty intersection with PD, then the
value of χ is zero on this class. ✷
6 The case of blocks of small orders
Let P be a parabolic subgroup with blocks (n1, . . . , ns), where nk 6 2. We
prove conjectures of section 3 in this case.
Let Cl2 stand for the set of representatives of conjugasy classes for the
group GL(2,Fq) that contains the matrices of the form
(
a 0
0 1
)
with a 6= 0
and
(
1 1
0 1
)
.
Notations 6.1 Denote by B the set of pairs (D, ρ), where D is a repre-
sentative of the WR-orbits on rook placements in ∆J , and ρ = (ρ1, . . . , ρs)
is an element of R such that each block ρ∗ obeys one of the following condi-
tions:
1) The order of the block ρ∗ = (aii) equals to 1.
1a) If there are no roots of D in the ith row and in the ith column, then aii
is an arbitrary element of F∗q.
1b) If there is a root of D in the ith row or in the ith column, then aii = 1.
2) The order of the block ρ∗ =
(
ai,i ai,i+1
ai+1,i ai+1,i+1
)
equals to 2.
2a) If there are no roots of D in the ρ∗ block-row and in the ρ∗ block column,
then ρ∗ is an arbitrary element of Cl2.
2b) If there is a root of D in the {i + 1}th row, and there is no roots
of D in the ith row and in the ρ∗ block-column, then ρ∗ =
(
a 0
0 1
)
or
ρ∗ =
(
1 1
0 1
)
.
If we invert here i and i + 1, then we substitute ρ∗ for σρ∗σ
−1, where
σ =
(
0 1
1 0
)
.
2c) If there is a root of D in the ith column, and there is no roots of D
in the {i + 1}th column and in the ρ∗ block-row, then ρ∗ =
(
1 0
0 a
)
or
ρ∗ =
(
1 1
0 1
)
.
17
If we invert here i and i+ 1, then we substitute ρ∗ for σρ∗σ
−1.
2d) If the {i + 1}th row and the {i + 1}th column have roots of D, then
ρ∗ =
(
a 0
0 1
)
. If we substitute here i + 1 for i, then ρ∗ is substituted for
σρ∗σ
−1.
2e) If the {i + 1}th row and the ith column have roots of D, then ρ∗ =(
1 1
0 1
)
or ρ∗ =
(
1 0
0 1
)
.
If we invert here i+ 1 and i, then ρ∗ is substituted for σρ∗σ
−1.
2f) If there are two roots of D either in the ρ∗ block-row, or in the ρ∗ block-
column, then ρ∗ =
(
1 0
0 1
)
.
By any pair (D, ρ) ∈ B, we define an element gD,ρ = ρ + xD, where xD
from (1). Here are some example of matrices of the form gD,ρ:
1
1
1
A ,
1
1
1
1
a
1 ,
1
1
1
1
a ,
1
1
1
1
1
1
1 ,
1
1
1
11
1 ,
a
b
A .
Theorem 6.2 Let P be a parabolic subgroup with blocks of orders 6 2. Then
1) an arbitrary element g of P is equivalent (see definition 3.6) to some el-
ement gD,ρ constructed by the pair (D, ρ) ∈ B;
2) the element gD,ρ is uniquely defined by g;
3) the group P decomposes into the system of subsets KD,ρ = K(gD,ρ).
Proof 1) Let g = r + x, where r ∈ R, x ∈ J . Acting by AdR we ob-
tain r of the form r = (r1, . . . , rs), where each r∗ is an element of Cl2. There
exist A,B ∈ N such that the element g′ = 1 + A(g − 1)B satisfies the con-
ditions:
i) if the block r∗ is such that det(r∗ − 1) 6= 0, then g
′ = r + x′, where x′ has
the zero r∗ block-row and zero r∗ block-column;
ii) if r∗ =
(
ai,i ai,i+1
ai+1,i ai+1,i+1
)
, where ai,i = a /∈ {0, 1}, ai,i+1 = ai+1,i = 0 and
ai+1,i+1 = 1, then x
′ has the zero ith row and zero ith column;
iii) if ai,i = ai,i+1 = ai+1,i+1 = 1, ai+1,i = 0, then x
′ has the zero ith row and
zero {i+ 1}th column.
Arguing as in the proof of Theorem 4.4 one can show that the element
g′ = r + x′ is equivalent to g′′ = r + xD, where all roots of D belong to
rows and columns listed above. This implies 1). The statement 2) is proved
similarly to the proof of Item 2 from Theorem 4.4. ✷
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Notations 6.3 Denote by A the set of pairs (D, θ), where D is a rep-
resentative of the WR-orbits on the rook placements of ∆J , and θ is an
RD-irreducible representation of the subgroup P
◦
D.
Theorem 6.4 Let P be a parabolic subgroup with blocks of orders 6 2.
Then the system of characters
{χD,θ : (D, θ) ∈ A}
and the partition of the subgroup P into the subsets
{KD,ρ : (D, ρ) ∈ B}
give rise to a supercharacter theory of the group P .
Proof
Item 1. Let us show that |A| = |B|. It is sufficient to prove that the fibers
AD and BD have equal number of elements for any D. The subgroup R
◦
D
decomposes into a product R◦D = R
◦
D,1× . . .×R
◦
D,s. We denote by α∗ and β∗
a contribution of the block R∗ in |AD| and |BD|.
Let us show that α∗ = β∗ in each of the cases listed in Definition 6.1. If
the order of block R∗ equals to 1, then in the case 1a ρ∗ runs through F
∗
q and
β∗ = q− 1. On the other hand, in this case, R
◦
D,∗ = F
∗
q and α∗ = q− 1. Then
α∗ = β∗ = q − 1. In the case 1b, we have α∗ = β∗ = 1.
Let the order of the block R∗ equals to 2. Then in the case 2a, we obtain
α∗ = β∗ since RD,∗ = GL(2,Fq) and the number of conjugacy classes equals
to the number of irreducible characters. In the case 2b, the subgroup R◦D,∗
coincides with the subgroup of matrices
{(
a b
0 1
)}
. The projection RD,∗
of the stabilizer RD onto R∗ is contained in the normalizer
NormD,∗ =
{(
a b
0 c
)}
(16)
of the subgroup R◦D,∗ in GL(2,Fq). Each irreducible character of R
◦
D,∗ is
invariant with respect to NormD,∗ and, therefore, with respect to RD,∗. Then
α∗ = β∗ = q.
The cases 2b, 2c, 2d are processed analogically. Consider the case 2e.
Here β∗ = 2. The subgroup R
◦
D,∗ coincides with the subgroup of matrices{(
1 b
0 1
)}
. The subgroup RD contains the subgroup Hi of the diagonal
matrices a11 = a, . . . , aii = a, ai+1,i+1 = b, . . . , ann = b. The projection of Hi
onto R∗ is the subgroup Hi,∗ =
{(
a 0
0 b
)}
. Therefore, RD,∗ coincides with
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NormD,∗ from (16). The number of NormD,∗-irreducible characters of R
◦
D,∗
equals to 2. We have α∗ = β∗ = 2.
Finally, in the last case 2f, we get R◦D,∗ = {1} and α∗ = β∗ = 1. This
proves the statement of Item 1.
Item 2. Let us show that the characters {χD,θ} are pairwise disjoint.
Consider the case D and D′ belong to differentWR-orbits. The restriction
of the character {χD,θ} on the subgroup N is a sum of characters of the
form χwD, where w ∈ WR, and χD is a supercharacter of the subgroup
N constructed by λD in the paper [1] of P.Diaconis and I.M.Isaacs. The
characters χD and χD′ are disjoint if they belong to different left-right N -
orbits. As D and D′ belong to different WR-orbits, then λD and λD′ are
not equivalent (see Theorem 4.5), and the restrictions of characters {χD,θ}
and {χD′,θ′} on N are disjoint. Then the characters {χD,θ} and {χD′,θ′} are
disjoint.
Suppose that D = D′. Apply the Proposition 5.3. It is sufficient to prove
that the RD-invariant characters θ and θ
′ are invariant with respect to the
subgroup S defined in the previous section. Indeed, let S∗ be the projection
of the subgroup S onto the block R∗. Then RD,∗ ⊆ S∗ ⊆ NormD,∗. In each
of case 1a − 1b and 2a − 2f the RD-invariancy of characters implies their
S-invariancy. The characters {χD,θ} and {χD′,θ} are disjoint.
Item 3. By Proposition 5.4, the characters {χD,θ} are constant on the
equivalence classes {KD,ρ}; this proves condition 1) of Definition 2.1. Finally,
{1} is an equivalence class of the unit element of the subgroup P .
According to the Definition 2.1 the system of characters {χD,θ} and the
partition of P into equivalence classes {KD,ρ} give rise to a supercharacter
theory of the subgroup P . ✷
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