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IWR, Universita¨t Heidelberg, Im Neuenheimer Feld 368, 69120 Heidelberg, Germany
In this paper we present a new and elementary approach for proving the main results of
Katz (1996) using the Jordan–Pochhammer matrices of Takano and Bannai (1976) and
Haraoka (1994). We find an explicit version of the middle convolution of Katz (1996) that
connects certain tuples of matrices in linear groups. From this, Katz’ existence algorithm
for rigid tuples in linear groups can easily be deduced. It can further be shown that the
convolution operation on tuples commutes with the braid group action.
This yields a new approach in inverse Galois theory for realizing subgroups of lin-
ear groups regularly as Galois groups over Q. This approach is then applied to realize
numerous series of classical groups regularly as Galois groups over Q.
In the Appendix we treat an additive version of the convolution.
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1. Introduction
In his book Rigid Local Systems, Katz (1996) studies ordinary complex differential equa-
tions that have only regular singularities. Every such nth-order equation S yields a tuple
T of matrices in GLn(C) arising from analytic continuation of the local solutions at the
base point along simple paths around the singularities of S. The concept of using the
tuple T to investigate S was introduced by Riemann and is a major tool in the study
of the solutions of S, see Beukers and Heckman (1989), Deligne (1970), Katz (1996) and
the references therein.
It is well known that if S is free from accessory parameters then T is determined (up
to simultaneous conjugation in GLn(C)) by the Jordan canonical forms of its elements,
see Simpson (1990) or Katz (1996). Those tuples T are called physically rigid in Katz
(1996) or linearly rigid in Strambach and Vo¨lklein (1999). This property of T imposes
strong conditions on the behaviour of the solutions of S.
Perhaps the best-studied ordinary differential equations are the generalized hypergeo-
metric differential equations (see Levelt, 1961; Beukers and Heckman, 1989; Sasai, 1992)
and the Jordan–Pochhammer differential equations (see Pochhammer, 1870; Takano and
Bannai, 1976; Haraoka, 1994) which are free from accessory parameters. We call the
corresponding tuples Levelt triples respectively Jordan–Pochhammer tuples.
One of Katz’ (1996) main results is an algorithm to test whether there exists a linearly
rigid tuple in GLn(C) whose elements generate an irreducible subgroup and have given
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Jordan canonical forms, allowing a systematic study of regular systems which are free
from accessory parameters.
The main ingredient of Katz’ existence algorithm is a middle convolution functor of
the category of perverse sheaves on the punctured line which translates to an operation
on tuples in linear groups, see Katz (1996, Chapters 2 and 3). This operation preserves
irreducibility and linear rigidity but changes the dimension. In Section 2 we give a purely
algebraic analogon of this functor. We call it the convolution functor. The essential in-
gredient is that there are explicit matrices defined over an integral ring over Z for the
Jordan–Pochhammer tuples computed by Takano and Bannai (1976). The idea is to re-
place the scalars which occur in these normal forms by suitable matrices. In Sections 2–4
we prove fundamental properties of this functor, re-proving many of Katz’ results; in
particular, we prove that Katz’ existence algorithm is valid over any algebraically closed
field. In Section 5 we study further properties of the convolution functor. We show that
the convolution functor is compatible with dualization and the braid group action on
tuples.
Similar results are obtained by Vo¨lklein (1999) using the braid group instead of Jordan–
Pochhammer matrices.
Sections 6–7 contain preliminary results which are needed for the applications of the
convolution to the inverse Galois problem in Sections 8–10.
In Sections 8 and 9 we prove that the groups PSO2m+1(q), PGO+2m(q), PGO
−
4m+2(q)
and PSp2m(q) appear regularly as Galois groups over Q if q is odd and m > q.
So far the only known results for orthogonal groups were for a prime field. For an
overview of the results see Malle and Matzat (1999) or Reiter (1999). In the symplectic
case this extends results of Thompson and Vo¨lklein (1998) who prove that the groups
PSp2m(q) occur regularly as Galois groups over Q if q is a square, or m is odd and
q ≡ 3, 5 mod 8, or m is even and q ≡ 5, 7 mod 12.
We also get similar results in the even-characteristic case, see Theorems 8.4 and 9.2 for
details. The absence of −1 makes this case more involved and the results are not always
as smooth as in odd characteristics.
In Section 10 we get Galois realizations for linear and unitary groups in even charac-
teristic which extend results of Vo¨lklein (1991) and are complementary to the results of
Dettweiler and Reiter (1999).
In the proofs of the above-mentioned results we make use of the following unifying
approach for the realization of subgroups of linear groups, based on the convolution.
One starts with a subgroup H ≤ GLm(q) of a linear group of low dimension (where
the braid group action can easily be computed) and then applies a suitable sequence of
convolution and scalar multiplication to end up with groups G ≤ GLn(q) with m  n
(where usually the computation of the braid group action is nearly impossible). In most
cases the braid group action on the tuples inH and on the corresponding tuples inG is the
same, since the convolution respects the braiding action (for example, if both H and G are
self-normalizing in their corresponding linear groups). A (regular) Galois realization of
H, obtained by rigidity or the braid group action on tuples (for this see Fried, 1977; Fried
and Vo¨lklein, 1991; Matzat, 1991; Vo¨lklein, 1996; Dettweiler, 1999; Malle and Matzat,
1999), implies then a realization of G or the corresponding projective group G/Z(G)
(if some natural conditions on the used scalars are fulfilled and the normalizer of H in
GLn(q) behaves nicely).
For example, one can start with a (linearly rigid) r-tuple in GL1(q), apply the con-
volution to it and end up with a rigid r-tuple in GLr−1(q). These tuples are modular
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Jordan–Pochhammer tuples, called Thompson tuples in Vo¨lklein (1998). They were used
in Vo¨lklein (1998) to realize the groups GL2m(q) regularly as Galois groups over Q if
q < 2m and q is odd. Applying the convolution to these tuples again, one can recover the
tuples of Dettweiler and Reiter (1999) which were used to realize the groups GL2m+1(q)
if q < 2m and q is odd.
In our case we apply these methods to tuples in dihedral groups and generalized quater-
nion groups, considered as subgroups of GL2(q). Here the braid group acts as an ele-
mentary abelian 2-group. Then a criterion of Matzat (1991), together with the above-
described process, yields the mentioned Galois realizations in the odd-characteristic case.
In even characteristic we consider more generally normalizers of maximally split tori of
linear groups in higher dimensions.
In an appendix we indicate a proof of the additive version of Katz’ algorithm. This
was motivated by Kostov’s work on the Deligne–Simpson problem, see Kostov (1999).
2. Definition of the Convolution Functor
In this section we define a functor of the category of modules of the free group Fr on r
(r ∈ N) generators, using the explicit normal forms of the monodromy generators of the
Jordan–Pochhammer equations computed by Takano and Bannai (1976). It turns out
that this functor has all the properties of the middle convolution functor MC in Katz
(1996, Chapter 5), thus we will call it the convolution functor.
Notation 2.1. Let K be a field andM be a K-vector space. We call T := (Tr, . . . , T1) ∈
GL(M)r an (r-)tuple in GL(M). If T is a tuple we denote by 〈T〉 the subgroup ofGL(M)
generated by Tr, . . . , T1. If T is a tuple in GL(M) then we set T∞ := Tr · · ·T1.
We write En for the identity matrix in GLn(K). If v is an element of Kn×m we denote
by vtr the transpose of v.
In this paper we deal with left modules (and write (Tr, . . . , T1) instead of (T1, . . . , Tr))
since this seems most suitable for our proofs.
Let Rep(K[Fr]) be the category of finite-dimensional K[Fr] modules. We think of the
objects of Rep(K[Fr]) as pairs (T,M), where T is an r-tuple in GL(M). Sometimes we
write M for the module (T,M), if T is understood. A morphism of modules (T,M)→
(T′,M′) is a linear map φ :M→M′ such that
φ ◦ Ti = T ′i ◦ φ, i = 1, . . . , r.
For a geometric interpretation of Rep(C[Fr]) in terms of local systems see Deligne
(1970) and Katz (1996, Chapter 1).
We call T (absolutely) irreducible if (T,M) is an (absolutely) irreducible module.
In the following we always take V := Kn (where Kn denotes the n-dimensional space
of column vectors) and view it as a module (A,V), where A is a fixed r-tuple in GLn(K).
We start with a generalization of the well known normal forms of the Pochhammer
tuples computed in Takano and Bannai (1976) (see also Haraoka, 1994) in the one-
dimensional case where Ai ∈ K×:
Definition 2.2. For λ ∈ K× (and A as above) we define a tuple G = (Gr, . . . , G1) in
GLrn(K), where Gi is the identity block matrix outside the ith block row and is of the
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following form:
Gi :=

En 0 . . . 0
. . .
(A1 − 1) . . . λAi λ(Ai+1 − 1) . . . λ(Ar − 1)
. . .
0 . . . 0 En
 .
By straightforward computation we get
Remark 2.3.
G∞ − λ · Ern =

En 0 · · · 0
0 A1
...
...
. . . 0
0 · · · 0 Ar−1 · · ·A1


λ(A1 − 1), . . . , λ(Ar − 1)
...
...
λ(A1 − 1), . . . , λ(Ar − 1)
 .
We now determine two 〈G〉-invariant subspaces K and L in Vr (where Vr/K corre-
sponds to M(∞,F) and Vr/K+L corresponds to M(∞,F)/M(∞,F)I(∞) in Katz (1996,
Chapter 3)).
Lemma 2.4. The vector spaces
K := KV := (ker(A1 − 1), . . . , ker(Ar − 1))tr
and
L := LV(λ) :=
⋂
i≤r
ker(Gi − 1)
are 〈G〉-invariant.
Proof. Clear from the definitions. 2
Definition 2.5. (Convolution) We denote by Cλ(A) the tuple G and by MCλ(A)
the tuple induced by G in GL(Vr/(K + L)). Further we define Cλ(V) to be the module
(Cλ(A),Vr) and MCλ(V) to be the module (MCλ(A),Vr/(K + L)). We call MCλ(A)
the convolution of A with λ and MCλ(V) convolution of V with λ.
Any module homomorphism φ : (A,V)→ (A′,V ′) induces a morphism
Cλ(φ) : (Cλ(A),Vr)→ (Cλ(A′), (V ′)r), (v1, . . . , vr)tr 7→ (φ(v1), . . . , φ(vr))tr.
Then Cλ(φ) also induces a transformation of maps MCλ(φ) : MCλ(V)→MCλ(V ′).
A straightforward calculation yields the following proposition.
Proposition 2.6. The transformations Cλ and MCλ are functors of the category
Rep(K[Fr]) to itself.
We now show some properties of the spaces K, L and the convolution, which will be
needed in Section 3.
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Lemma 2.7. (a) If λ 6= 1 (respectively λ = 1) then
L = {(u,A1u, . . . , Ar−1 · · ·A1u)tr | u ∈ ker(λA∞ − 1)},
respectively
L = {(v1, . . . , vr)tr |∑(Ai − 1)vi = 0}.
(b) Let λ 6= 1. Then
K ∩ L = 0.
Moreover, dim(MCλ(V)) =
∑
rk(Ai − 1)− dim(L).
Proof. (a) Let
L′ := {(u,A1u, . . . , Ar−1 · · ·A1u)tr | u ∈ ker(λA∞ − 1)}.
By the definition of the Gi we have
(Gi−1)(u,A1u, . . . , Ar−1 · · ·A1u)tr = (0, . . . , 0,−u+λA∞u, 0, . . . , 0)tr, i = 1, . . . , r,
where the nontrivial entry is at the ith position. The expression on the right-hand side of
the last equation is zero if u ∈ ker(λA∞−1), giving the inclusion L′ ≤ L =
⋂
i ker(Gi−1).
Let λ 6= 1 and w := (w1, . . . , wr)tr ∈ L. The equations (Gi − 1)w = 0, i = 1, . . . , r,
give
li := (A1 − 1)w1 + (A2 − 1)w2 + · · ·+ (λAi − 1)wi + (Ai+1 − 1)λwi+1 + · · · = 0
for i = 1, . . . , r. Considering li − li+1, i = 1, . . . , r − 1, we get
wi+1 = Aiwi, i = 1, . . . , r − 1.
Substituting this into l1 = 0 gives
(λA∞ − 1)w1 = 0
and the inclusion L ≤ L′.
The case λ = 1 is obvious.
(b) Let (u,A1u, . . . , Ar−1 · · ·A1u)tr ∈ L∩K. Then (Ai−1)Ai−1 · · ·A1u = 0 for 1 ≤ i ≤ r.
Hence Ai · · ·A1u = Ai−1 · · ·A1u = · · · = u and (Ai − 1)Ai−1 · · ·A1u = (Ai − 1)u = 0.
Thus we get u ∈ ∩iker(Ai − 1) ∩ ker(λA∞ − 1) = 0. 2
The next lemma shows that the functor MCλ respects inclusions.
Lemma 2.8. (a) For W ≤ V we denote by Wr the corresponding subspace of Vr. If W
is 〈A〉-invariant then Wr is 〈G〉 = 〈Cλ(A)〉-invariant. Further, we have
MCλ(W) ≤MCλ(V).
(b) Let V =W1 ⊕W2. Then MCλ(V) = MCλ(W1)⊕MCλ(W2).
Proof. (a) The first part follows from the matrix representation of the Gi. The second
claim follows from the following identity (that is obviously true for λ = 1, so we can
assume λ 6= 1): Wr ∩ (KV + LV) = KW + LW . Obviously,
KW + LW ≤ Wr ∩ (KV + LV).
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If (w1, . . . , wr)tr ∈ KV + LV is an element in Wr then wi = ki + Ai−1 · · ·A1l, where
ki ∈ ker(Ai − 1) and l ∈ ker(λA∞ − 1) by Lemma 2.7. We have∑
(Ai − 1)wi =
∑
(Ai − 1)Ai−1 · · ·A1l = (A∞ − 1)l = (λ−1 − 1)l.
Since
∑
(Ai − 1)wi ∈ W and λ 6= 1 we get l ∈ W. This also gives ki ∈ W and the claim.
(b) This follows immediately from (a). 2
3. Multiplicativity of the Convolution Functor
One of the main properties of the convolution functor is that it preserves irreducibility
under some natural restrictions. This property follows from the multiplicativity of the
convolution functor (see Theorem 3.5 below) as noted in Katz (1996, Chapter 2). We
start with two technical conditions on V needed below.
We say that V satisfies (∗) if⋂
j 6=i
ker(Aj − 1) ∩ ker(τAi − 1) = 0, i = 1, . . . r, ∀τ ∈ K×.
Let
Ui(τ) :=
∑
j 6=i
im(Aj − 1) + im(τAi − 1), i = 1, . . . , r, τ ∈ K×
and
U∞ := Ur+1 :=
∑
i≤r
im(Ai − 1).
We say that V satisfies (∗∗) if
Ui(τ) = V, i = 1, . . . , r, ∀τ ∈ K×.
Note that in this case we also have Ur+1 = V.
Remark 3.1. The spaces Ui(τ), i = 1, . . . , r, and Ur+1 are 〈A〉-invariant. The conditions
(∗) and (∗∗) are always fulfilled if V is irreducible and dim(V) > 1, or dim(V) = 1 and
there are at least two nontrivial elements in A. This is similar to the condition on the
category Tan(U,Γ) in Katz (1996, Chapter 5.10).
Proposition 3.2. Let λ = 1 and Ur+1 = V. Then the modules MC1(V) and V are
isomorphic.
Proof. For λ = 1 we obtain
L =
{
(v1, . . . , vr)tr |
∑
(Ai − 1)vi = 0
}
by Lemma 2.7(a). Consider the map
φ : Vr → V, (v1, . . . , vr)tr 7→
∑
(Ai − 1)vi.
This map is surjective, since by Ur+1 = V we have φ(Vr) = Ur+1 = V. We have L =
ker(φ). Note that K ⊆ L, again by Lemma 2.7(a). It remains to show that
φ ◦Gi = Ai ◦ φ,
which is readily checked. 2
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Lemma 3.3. If V satisfies (∗) then we have
MCλ2(MCλ1(V)) = MCλ2(Vr)/MCλ2(KV + LV(λ1)).
Proof. We can assume λ1, λ2 6= 1 by Proposition 3.2. Let M := MCλ1(V) and G¯i the
transformation of M induced by Gi, i = 1, . . . , r. Let
K1 := KV , L1 := LV(λ1), K2 := KVr , L2 := LVr (λ2).
The claim follows from
(i) KM = (K2 +Kr1 + Lr1)/(Kr1 + Lr1)
and
(ii) LM = (L2 +Kr1 + Lr1)/(Kr1 + Lr1).
The inclusion (K2 +Kr1 + Lr1)/(Kr1 + Lr1) ≤ KM is clear. We have
KM = (ker(G¯1 − 1), . . . , ker(G¯r − 1))tr,
where
ker(G¯i − 1) = {w +K1 + L1 ∈M | (Gi − 1)w ∈ K1 + L1}.
Here
(Gi − 1)w = (0, . . . , 0, ∗, 0, . . . , 0)tr
= (k1 + l, k2 +A1l, . . . , kr +Ar−1 · · ·A1l)tr,
where ki ∈ ker(Ai − 1) and l ∈ ker(λ1A∞ − 1). This gives l ∈ ker(Aj − 1) for j =
1, . . . , r, j 6= i, and l ∈ ker(λ1Ai − 1). By (∗) we have
(Gi − 1)w ∈ (0, . . . , 0, ker(Ai − 1), 0, . . . , 0)tr
and w ∈ ker(Gi − 1) +K1 giving (i).
Again the inclusion (L2 +Kr1 +Lr1)/(Kr1 +Lr1) ≤ LM is clear. If λ2 6= λ−11 (respectively
λ2 = λ−11 ) then (ii) follows from the definitions (respectively from ∩ri=1ker(Ai−1) = 0). 2
Proposition 3.4. If the condition (∗) (respectively (∗∗)) holds for V then (∗) (respec-
tively (∗∗)) also holds for MCλ(V).
Proof. Assume first τ = 1. By Lemma 3.3 we have to show that
∩(ker(Gi − 1) +K1) = L1 +K1.
Let v = (v1, . . . , vr)tr ∈ ∩ker(Gi − 1) +K1. The system of equations
(Gj − 1)v ∈ (0, . . . , ker(Aj − 1), 0, . . . , )tr
yields (Ai − 1)vj ∈ ker(Aj − 1) for i 6= j and (λAj − 1)vj ∈ ker(Aj − 1). Thus
(Aj − 1)vj ∈ ∩i6=jker(Ai − 1) ∩ ker(λAj − 1) = 0.
Hence v ∈ (∩ker(Gi − 1)) +K1 = L1 +K1, giving (∗) for τ = 1.
Let now τ 6= 1. Let v ∈ (∩j 6=iker(Gj − 1) +K1)∩ (ker(τGi − 1) +K1 +L1). This gives
(τGi − 1)v ∈ K1 + L1
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and
(Gj − 1)v ∈ K1, j 6= i.
Solving the equations imposed by this inclusion yields v ∈ K1 + L1.
The claim on (∗∗) follows immediately from the definitions. 2
Now we come to the multiplicativity of the convolution (see also Katz, 1996, 5.1.5):
Theorem 3.5. (Multiplicativity) If V satisfies (∗) and (∗∗) then the modules
MCλ2λ1 (V) and MCλ2(MCλ1 (V)) are isomorphic.
Proof. Let Cλ1(A) = G and Cλ2(G) = H and Cλ2λ1(A) = G
′. We show that the map
φ : Cλ2(Cλ1(V)) = (Vr)r → Cλ2λ1(V) = Vr, (v1, . . . , vr)tr 7→
∑
(Gi − 1)vi,
induces the desired module isomorphism
φ : MCλ2(MCλ1(V))→MCλ2λ1(V).
We can assume λ1 6= 1 and λ2 6= 1 by Proposition 3.2. Let
K1 := KV , L1 := LV(λ1), K2 := KVr , L2 := LVr (λ2), K′ := KV , L′ := LV(λ2λ1).
We have
MCλ2(MCλ1(V)) = MCλ2(Vr)/MCλ2(K1 + L1) = (Vr)r/((K1 + L1)r +K2 + L2),
where the first equality follows from Lemma 3.3 and the second from Lemma 2.8. By
definition (see Lemma 2.4) we get K2 = ker(φ) (note that Lr1 ≤ K2). Moreover, we have
φ(K1r) =
∑
(Gi − 1)(K1) = K1 = K′
by the definition of K1 and Gi. Further, we have
φ(L2) = ker(λ2G∞ − 1) = L′
by Lemma 2.7(a) and Remark 2.3.
Note that the map φ is surjective (by the definition of Gi and Proposition 3.4). We
have
dim(K2 + L2 +Kr1) = dim(L′ +K′) + dim(K2)
and
dim(K2) = r(r − 1)dim(V)
because of Ui(λ) = V. This gives dim(Vr/(K2 + L2 + Kr1)) = dim(Vr/(K′ + L)) which
proves that φ¯ is an isomorphism of vector spaces.
Finally, we want to prove φ ◦ (Hi − 1) = (G′i − 1) ◦ φ. By Definition 2.2 we get
φ((Hi − 1)(0, . . . , vj , 0, . . .)tr) =
 (Gi − 1)(Gj − 1)vj j < i(Gi − 1)(λ2Gj − 1)vj j = i(Gi − 1)λ2(Gj − 1)vj j > i

= (0, . . . , wi, 0, . . . , 0)tr,
An Algorithm of Katz 769
where
wi =

(Aj − 1)Z(Gj − 1)vj j < i
(λ2λ1Aj − 1)Z(Gj − 1)vj j = i
(Aj − 1)λ1λ2Z(Gj − 1)vj j > i
and Z(Gj − 1) denotes the jth block row of Gj − 1. By the definition of G′i we have
(G′i − 1)φ((0, . . . , vj , 0, . . .)tr) = (G′i − 1)(Gj − 1)vj = (0, . . . , wi, 0, . . . , 0)tr
and the claim follows.2
As in the proof of Theorem 2.9.8 in Katz (1996) we get the following corollary.
Corollary 3.6. (Irreducibility) Let V be a module satisfying (∗) and (∗∗). Then V
is irreducible if and only if MCλ(V) is irreducible.
Proof. Let M be a minimal nonzero submodule of MCλ(V). Then M satisfies (∗) by
Proposition 3.4. Since M is irreducible and satisfies (∗) it follows that M also satisfies
(∗∗). Applying the convolution MCλ−1 to MCλ(V) we get W := MCλ−1(M) ≤ V by
Lemma 2.8 and the above theorem. The irreducibility of V forcesW to be the zero module
or V. Theorem 3.5 gives MCλ(W) =M. ThenM is the zero module or MCλ(V) giving
the irreducibility of MCλ(V).
The other direction follows now from Theorem 3.5. 2
4. Katz’ Existence Algorithm
In this section we outline Katz’ existence algorithm for linearly rigid tuples, see Katz
(1996, Chapter 6). Our methods yield a unifying approach to Katz’ existence algorithm,
valid over any algebraically closed field, whereas Katz uses the theory of l-adic Fourier
transform in characteristic p > 0 as geometric tool to prove his results over the complex
numbers (Deligne communicated to the authors that Katz’ method is also valid for fields
of characteristic p > 0 using etale cohomology).
The next lemma shows the relation between the Jordan canonical forms of two tuples
connected via convolution. This is analogous to Katz (1996, Chapter 6.0).
Lemma 4.1. (a) If Ui(λ) = V then the K-linear map
φi : im(Gi|MCλ(V) − 1)→ im(Ai− 1), w = (0, . . . , wi, . . . , 0)tr +K+L 7→ (Ai− 1)wi
is an isomorphism. Further we have φi ◦Gi = λAi ◦ φi.
(b) If Ur+1 = V then the K-linear map
φ∞ : im(G∞|MCλ(V) − λ)→ im(λA∞ − 1), (w1, . . . , wr)tr +K + L 7→ (λA∞ − 1)w1
is an isomorphism. Further, we have φ∞ ◦ (G∞ − λ) = (λA∞ − 1) ◦ φ∞.
Proof. (a) The map φi is well defined and injective, because L ≤ ker(Gi − 1). In
addition φi is surjective, if Ui(λ) = V. Hence we have
φi(Gi(Gi − 1)(w +K + L)) = (Ai − 1)λAiwi = λAiφi((Gi − 1)(w +K + L)).
This shows the claim.
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(b) The map φ∞ is well defined and injective, since φ∞((G∞ − λ)L) = 0 and (G∞ −
λ)K = 0. Hence,
φ∞((G∞ − λ)(G∞ − λ)(w +K + L)) = (λA∞ − 1)2w1
= (λA∞ − 1)φ∞((G∞ − λ)(w +K + L)).
2
Corollary 4.2. If V satisfies (∗∗) then
rk(Ai − 1) = rk(Gi|MCλ(V) − 1),
for i = 1, . . . , r and
rk(λA∞ − 1) = rk(G∞|MCλ(V) − λ).
Proof. This follows from the above lemma and Lemma 2.7 as in Katz (1996, Chap-
ter 6.0), since the proof in Katz (1996) depends only on numerical data of the Jordan
canonical forms of Ai and Gi. 2
Definition 4.3. (Katz, 1996) Let T be an irreducible tuple in GLn(K) such that
T∞ = 1. Then we call
r∑
i=1
dim(CMatn(K)(Ti))− (r − 2)n2
the index of rigidity.
Corollary 4.4. If V satisfies (∗∗) then the index of rigidity is preserved by application
of the convolution.
Proof. This follows from Lemmata 4.1 and 2.7 as in Katz (1996, Chapter 6.0). 2
Lemma 4.5. (Scott, 1977) Let T be a tuple in GLn(K), such that T∞ = 1. If the
group 〈T〉 is irreducible then
r∑
i=1
rk(Ti − 1) ≥ 2n.
Definition 4.6. A tuple T in GLn(K) is called linearly rigid if for any other tuple T′ in
GLn(K), such that Ti (respectively T∞) is conjugate to T ′i for i = 1, . . . , r, (respectively
T ′∞) we have an element X ∈ GLn(K) with Ti = T ′iX for i = 1, . . . , r, and T∞ = T ′∞X .
Lemma 4.7. An irreducible tuple T in GLn(K) is linearly rigid if and only if the index
of rigidity is 2.
The last result was proved by Deligne in Simpson (1990, Lemma 6) and by Katz (1996,
Theorem 1.1.2), in characteristic zero. The general case was proved in Strambach and
Vo¨lklein (1999).
Definition 4.8. (Multiplication) Let Λ := (λr, . . . , λ1) ∈ (K×)r. We call the tuple
MΛ(T) := (λrTr, . . . , λ1T1)
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the multiplication of T with Λ.
The following theorem is one of the main results in Katz (1996, see Chapter 5.2 and
Lemma 6.3.7).
Theorem 4.9. Any irreducible linearly rigid tuple in GLn(K) is connected to a tuple in
GL1(K) by an iterative application of multiplication and convolution.
Proof. We show that for any linearly rigid and irreducible tuple T = (Tr, . . . , T1),
T∞ = 1, in GLn(K), n ≥ 2, there are λi ∈ K× such that
r∑
i
rk(λiTi − 1) < 2n.
We set ni = min{rk(λiTi − 1) | λi ∈ K}. Since
r∑
i=1
dim(CMatn(K)(Ti)) = (r − 2)n2 + 2
≤
r∑
i=1
(n/(n− ni))(n− ni)2 = rn2 − n
r∑
i=1
ni,
we get
r∑
i=1
ni < (2n2 − 2)/n < 2n.
Let λ := λ1 · · ·λr. By Scott’s lemma (Lemma 4.5) we know λ 6= 1. Applying the convo-
lution with λ−1 to the tuple (λrTr, . . . , λ1T1) we get a linearly rigid irreducible tuple in
dimension n′ < n by Corollary 3.6, Corollary 4.4 and Lemma 2.7(b). 2
Remark 4.10. Katz (1996) uses the above arguments to give an explicit algorithm to
test the existence of irreducible linearly rigid tuples in GLn(C) in terms of the Jordan
canonical forms of their elements, see Katz (1996, Chapter 6). Since the above results do
not depend on K it follows that Katz’ existence algorithm holds for linear groups over
any algebraically closed field.
Let T be a tuple in GLn(K) and L be the field extension of K arising from adjoining
the eigenvalues of the elements T1, . . . , Tr, T∞ to K. It follows from the above proof that
if T is an absolutely irreducible and linearly rigid tuple in GLn(K) then T is connected
to a tuple in GL1(L) by an iterative application of multiplication and convolution using
only scalars in L.
Remark 4.11. Linearly rigid tuples can be used to obtain regular Galois realizations
over Q for classical groups of Lie type via the rigidity criterion (see Malle and Matzat,
1999, Theorem I.4.11). The main examples are:
(a) GL2m(q) and GU2m(q) if 2m > q, q odd, using the modular Jordan–Pochhammer
tuples in Vo¨lklein (1998) (there called Thompson tuples).
(b) GL2m+1(q) and GU2m+1(q) if 2m + 1 > q, q odd, using the tuples of Dettweiler
and Reiter (1999) .
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(c) Classical groups of Lie-type over a prime field Fp under some congruence restrictions
on p using modular Levelt triples: see, for example, Reiter (1999) or Vo¨lklein (1998)
(there called Belyi triples) and the references therein.
5. Further Properties
In this section we investigate further properties of the convolution functor which will
be crucial for our applications to Galois theory in Sections 8–10.
Firstly we show that the convolution is compatible with the braiding action, dualization
and inversion.
The Artin braid group Br is generated by elements β1, . . . , βr−1 which satisfy the
relations
βiβi+1βi = βi+1βiβi+1 if i < r − 1 and βiβj = βjβi if | i− j |> 1.
The braid group Br acts on the set of r-tuples via
Tβi = (Tr, . . . , Ti+2, Ti, T−1i Ti+1Ti, Ti−1, . . . , T1).
If (T,M) is a module then we denote by Mβi the module (Tβi ,M).
Theorem 5.1. The modules Cλ(Vβ) and (Cλ(V))β respectively MCλ(Vβ)
and (MCλ(V))β are isomorphic for all β ∈ Br.
Proof. Let A := (Ar, . . . , A1), G = Cλ(A) and Cλ(Aβi) =: G˜. To prove the claim for
Cλ we have to find matrices D(βi), such that
D(βi)G˜j = G
βi
j D(βi).
It is readily checked that the following matrices satisfy this equation for i = 1, . . . , r− 1.
For i < r we set D(βi) the identity matrix outside the (i, i + 1)-block row and block
column and
D(βi)(i,i+1) =
(−A−1i (Ai+1 − 1)Ai 1
Ai 0
)
.
Since D(βi)(KVβi ) = K and D(βi)(LVβi ) = L the claim follows for MCλ. 2
Remark 5.2. In the case that the matrices Ai are elements of K× and are all equal the
map Br → GLr(K), induced by βi 7→ D(βi) (where D(βi) is as in the above proof), is
the Burau representation (see, for example, Magnus, Karass and Solitar, 1976, p. 173).
Let (T,M) ∈ Rep(K[Fr]). We identify the dual vector space M∗ with M via the
pairing
〈, 〉 :M∗ ×M→ K, 〈v1, v2〉 := vtr1 v2,
and define the orthogonal complement
W⊥ := {α ∈M∗ | 〈α,w〉 = 0 ∀w ∈ W}
for any subspace W ≤ M. Further we set Ttr := (T1tr, . . . , Trtr) and identify the dual
module M∗ with (Ttr,M).
With these notations we have the following lemma.
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Lemma 5.3. The orthogonal complements of KV respectively LV are the spaces
W1 := ⊕i(Atri − 1)V∗
respectively
W2 := {(w1, . . . , wr)tr ∈ Vr∗ | (E,Atr1 , . . . , Atr1 · · ·Atrr−1)(w1, . . . , wr)tr ∈ (λAtr∞ − 1)V∗}.
Further, we have (MCλ(V))∗ ' W1 ∩W2 (as modules).
Proof. This follows immediately from the definitions of KV and LV . 2
Motivated by Katz (1996, p. 46), we prove that the functor MCλ preserves duality.
Theorem 5.4. If V∗ satisfies (∗) and (∗∗) then the modules MCλ(V∗) and MCλ(V)∗
are isomorphic.
Proof. We show that MCλ−1(MCλ(V)∗) is isomorphic to V∗. Let Cλ(A) = G and
Gtr := (Gtr1 , . . . , G
tr
r ) and H := Cλ−1(G
tr).
Consider the map
φ : (W1 ∩W2)r → V∗, (w1, . . . , wr)tr 7→
∑
wi,r−i+1,
where wi = (wi,1, . . . , wi,r)tr. We have
KW1∩W2 = ⊕iker(Gtrr−i+1 − 1) ∈ ker(φ).
This follows from
(Gtrr+1−i − 1)(0, . . . , vr+1−i, 0, . . .)tr = ((Atr1 − 1)vr+1−i, . . . , (Atrr − 1)vr+1−i))tr 6= 0
for vr+1−i 6= 0 by (∗).
We have
LW1∩W2 = {(l, Gtrr l, Gtrr−1Gtrr l, . . .)tr | l = (l1, . . . , lr)tr ∈ ker(Gtr1 · · ·Gtrr − λ)}.
By Remark 2.3 we get
λ(Atri − 1)(l1 +Atr1 l2 + · · ·+Atr1 · · ·Atrr−1lr) = 0,
for i = 1, . . . , r. This and (∗) gives
l1 +Atr1 l2 + · · ·+Atr1 · · ·Atrr−1lr = 0.
It follows from
φ(LW1∩W2) = lr + ((Atrr−1 − 1)lr + lr−1) + · · · = 0
that LW1∩W2 is in ker(φ). Finally, we get by straightforward computation that
φ((Hi − 1)(0, . . . , wj , 0, . . .)tr) = (Atrr+1−i − 1)wj,r−j+1.2
Let (T,M) ∈ Rep(K[Fr]). We denote by T−1 the tuple (T−11 , . . . , T−1r ) and by M−1
the module (T−1,M).
Theorem 5.5. If V satisfies (∗) and (∗∗) then the modules MCλ(V−1) and MCλ−1(V)−1
are isomorphic.
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Proof. Here we only indicate the proof. We have Cλ−1((Cλ−1(A))−1)−1 =: (Hr, . . . ,H1)
and Cλ−1(A−1) = (Gr, . . . , G1). Hence we get a map
φ : (Vr)r → V, (w1, . . . , wr)tr 7→ pi1(G−1∞ − λ−1)
∑
(G−1i − 1)wr−i+1,
where pi1 is the projection onto the first coordinate, with φ ◦Hi = Ai ◦ φ. 2
To determine the group generated by a tuple it is sometimes useful to coalesce two
elements.
Lemma 5.6. Let Ui(λ) = V for i = 1, . . . , r, and Ur+1 = V. Let A′ = (Ar, . . . , A2A1),
V ′ be the module (A′,V) and G′ = Cλ(A′). Then
Vr ≥ W = {(w1, A1w1, w3, . . . , wr)tr | wi ∈ V}
is invariant under the action of 〈H := (Gr, . . . , G3, G2G1)〉. The map
φ :W → Vr−1, w := (w1, . . . , wr)tr 7→ (w1, w3, . . . , wr)tr
satisfies
φ ◦Hi = G′i ◦ φ, i = 1, . . . , r − 1,
and further we have φ((K + L) ∩W) ≤ KV′ + LV′ .
Proof. The first assertion follows from
G2G1(w1, A1w1, w3, . . . , wr)tr = (w′1, A1w
′
1, w3, . . . , wr)
tr,
where w′1 = λw1 +
∑
i λ(Ai − 1)wi. Obviously,
L ≤ W and K ∩W = {(v1, . . . , vr)tr | vi ∈ ker(Ai − 1), A1v1 = v2}.
Thus v1, v2 ∈ ker(A1 − 1) ∩ ker(A2 − 1) ≤ ker(A2A1 − 1). 2
We next generalize the Hermitian form of Haraoka (1994), invariant under the Jordan–
Pochhammer tuples.
Theorem 5.7. Let X ∈ Matn(K) satisfy Atri XAi = X for i = 1, . . . , r. Then we have
Cλ−1(Ai)tr(Yj,k)Cλ(Ai) = (Yj,k)
where Yj,j = Xλ−1/2(λ − A−1j )(1 − Aj), Yj,k = Xλ1/2(A−1j − 1)(Ak − 1), j < k and
Yj,k = Xλ−1/2(A−1j − 1)(Ak − 1), j > k.
Proof. The proof consists of a straightforward checking of the corresponding system of
linear equations. 2
Corollary 5.8. In the notation of Theorem 5.7 and Lemma 5.3 we get
(Yj,k)(K + L) = 0 and (Yj,k)(Vr) ≤ W1 ∩W2.
Corollary 5.9. Let K = C. We denote by − : C→ C the complex conjugation. Assume
that X
tr
= X and Ai
tr
XAi = X. Then (Yj,k) is Hermitian and Cλ(Ai)
tr
(Yj,k)Cλ(Ai) =
(Yj,k).
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Now we show that the convolution with −1 preserves self-duality.
Corollary 5.10. Assume that AitrXAi = X and let λ = −1. Then (Yi,j)tr = ±(Yi,j),
if Xtr = ∓X. Thus if 〈A〉 is a subgroup of an orthogonal (respectively symplectic) group
then 〈C−1(A)〉 and 〈MC−1(A)〉 are subgroups of a symplectic (respectively orthogonal)
group.
Proof. We get Y trj,k = ±Yk,j for Xtr = ∓X. 2
The following remark in Beukers and Heckman (1989, Theorem 4.8), is useful to decide
whether a tuple generates a finite group (see Beukers and Heckman, 1989; Haraoka, 1994).
Remark 5.11. Let the matrices Ai be defined over Z[], where  is a root of unity. Then
the group 〈A〉 is finite if and only if Xσ is positive definite for all σ in Gal(Q()/Q).
Remark 5.12. The signature of the Hermitian form was computed for the Levelt triples
corresponding to the hypergeometric equations nFn−1 in Beukers and Heckman (1989)
and Sasai (1992).
The following technical result is needed in the proof of Theorem 5.14 below.
Remark 5.13. Let (A,V) ∈ Rep(K[Fr]) be an irreducible module such that at least
two Ai ∈ GLn(K) are nontrivial and let 1 6= λ ∈ K×. Further, let T∞ = λ−1. Then we
get the following module (G˜,Vr−1) induced by the action of the elements of Cλ(A) on
Vr/L = Vr−1:
G˜1 − 1 = diag(−A1,−A2A1, . . . ,−Ar−1 · · ·A1)
λ(A2 − 1) . . . λ(Ar − 1)...
λ(A2 − 1) . . . λ(Ar − 1)

and the elements G˜i, i = 2, . . . r, are identity matrices outside the (i − 1)th block row
and the (i− 1)th block row is of the form
(A2 − 1, . . . , λAi, λ(Ai+1 − 1), . . . , λ(Ar − 1)).
The 〈G˜〉-invariant subspace K˜V which corresponds to KV = ⊕ri=1ker(Ai − 1) is
⊕ri=2ker(Ai − 1)⊕ {(A1v, . . . , Ar−1 · · ·A1v)tr | v ∈ ker(A1 − 1)}.
Proof. We get the claim using the base transformation
X :=

1 0 . . .
−A1 1 0
−A2A1 0 1 0
...
. . .
−Ar−1 · · ·A1 0 . . . 1

(since X(L) = (V, 0, . . . , 0)tr). 2
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Let (T,M) be as above, λ2, λ1 ∈ K× and L := K(λ2, λ1). We set
M(λ2,λ1)(T) := (Tr, . . . , T3, λ2T2, λ1T1)
and
M(λ2,λ1)(T,M) := ((Tr, . . . , T3, λ2T2, λ1T1),M⊗ L).
The following theorem and corollary will be needed in Sections 8–10 below to get
Galois realizations for classical groups in even characteristic. The idea there is to replace
the convolution MC−1, used in the odd-characteristic case, by the sequence
M(λ−11 ,λ
−1
2 )
◦MCλ1λ2 ◦M(λ1λ−12 ,λ2λ−11 ) ◦MC(λ1λ2)−1 ◦M(λ2,λ1)
occurring in the theorem below.
Theorem 5.14. Let (A,V) ∈ Rep(K[Fr]) be an irreducible module such that there are at
least two nontrivial elements Ai, Aj ∈ GLn(K) and let λ1, λ2 ∈ K× such that λ1λ2 6= 1
and λ1λ−12 6= 1. Then the modules
M(λ−11 ,λ
−1
2 )
◦MCλ1λ2 ◦M(λ1λ−12 ,λ2λ−11 ) ◦MC(λ1λ2)−1 ◦M(λ2,λ1)(A,V)
and
M(λ1,λ2) ◦MC(λ1λ2)−1 ◦M(λ−11 λ2,λ−12 λ1) ◦MC(λ1λ2) ◦M(λ−12 ,λ−11 )(A,V)
are isomorphic.
Proof. Let L = K(λ1, λ2) and W = V ⊗ L.
Let (G˜,Wr−1) be the module induced by the action of the elements of C(λ1λ2)−1 ◦
Mλ2,λ1(T) on
Wr/LW((λ1λ2)−1) ' Wr−1
(see Remark 5.13). Let, further, (H, (Wr−1)r−1) be the module induced by the action of
the elements of Cλ1λ2 ◦M(λ1λ−12 ,λ2λ−1)1 (G˜) on
(Wr−1)r/LWr−1(λ1λ2) ' (Wr−1)r−1.
Consider the map
φ : (Wr−1)r−1 → (Wr−1,Wr−2)tr,
(v2, . . . , vr) 7→
(
diag(λ2T2 − 1, T3 − 1, . . . , Tr − 1)(λ1λ−12 G˜2 − 1)v2
diag(T3 − 1, . . . , Tr − 1)
∑r
i=3(G˜i − 1)vi
)
.
Then K˜Wr−1 + K˜W
r−1 ≤ ker(φ) by Definition 2.5 and Remark 5.13. Further,
φ ◦ λ−12 H1 = X1 ◦ φ, φ ◦ λ−11 H2 = X2 ◦ φ, φ ◦Hi = Xi ◦ φ, i = 3, . . . , r.
Here X2 is a block matrix with entries
(X2)1,1 =

A2 A2 − λ−12 . . . A2 − λ−12
0 λ1 0 . . .
. . .
0 . . . λ1
 ,
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(X2)1,2 =

A2 − λ−12 . . . A2 − λ−12
(λ1 − λ2) 0 . . .
. . .
0 . . . (λ1 − λ2)
 ,
(X2)2,1 = 0 and (X2)2,2 = λ−11 · E(r−2)n.
If i > 2 then Xi is the identity matrix outside the ((r − 1) + i − 2)th block row and
the ((r − 1) + i− 2)th block row is of the form
(Ti − 1, . . . , λ−1Ti − 1, λ−1(Ti − 1), . . . , λ−1(Ti − 1), Ti − 1, . . . , Ti, Ti − 1, . . . , Ti − 1),
where (Xi)r−1+i−2,i−1 = λ−1Ti−1, (Xi)r−1+i−2,r = Ti−1, (Xi)r−1+i−2,r−1+i−2 = Ti−1.
(The element X1 is now determined by φ ◦Hr · · ·H1 = λ ◦ φ.) Thus
M(λ−11 ,λ
−1
2 )
◦MCλ1λ2 ◦M(λ1λ−12 ,λ2λ−11 ) ◦MC(λ1λ2)−1 ◦M(λ2,λ1)(T,M) = (X, im(φ)).
Analogously we get
M(λ1,λ2) ◦MC(λ1λ2)−1 ◦M(λ−11 λ,2λ−12 λ1) ◦MC(λ1λ2) ◦M(λ−12 ,λ−11 )(T,M) = (X
′, im(φ′))
Now the claim follows from Y XiY −1 = X ′i for i = 1, . . . , r, where Y is a block matrix
with
Y1,1 =

En (λ−12 − λ2)/(λ1 − λ2)En . . . (λ−12 − λ2)/(λ1 − λ2)En
0 −(λ1λ2)−1En 0 . . . 0
0 0
. . . . . . 0
0 . . . 0 −(λ1λ2)−1En
 ,
Y2,1 =
 0 (λ1 − λ
−1
1 )/(λ1 − λ2)En . . . 0
...
. . .
0 . . . 0 (λ1 − λ−11 )/(λ1 − λ2)En

Y2,2 = E(r−2)n and Y1,2 = 0. 2
As a consequence of the above theorem we get the following corollary.
Corollary 5.15. Let (A,V) ∈ Rep(K[Fr]) be an irreducible module such that there
are at least two nontrivial elements Ai, Aj ∈ GLn(K) and let λ1, λ2 ∈ K× such that
λ1λ2 6= 1 and λ1λ−12 6= 1.
(a) Let 〈A〉 be an orthogonal or symplectic group. Then the group
〈M(λ−11 ,λ−12 ) ◦MCλ1λ2 ◦M(λ1λ−12 ,λ2λ−11 ) ◦MC(λ1λ2)−1 ◦M(λ2,λ1)(A)〉
is either orthogonal or symplectic.
(b) Let K = Fq and λqi = λ
−1
i . Then
〈M(λ−11 ,λ−12 ) ◦MCλ1λ2 ◦M(λ1λ−12 ,λ2λ−11 ) ◦MC(λ1λ2)−1 ◦M(λ2,λ1)(A)〉 ≤ GLn(q).
Proof. (a) This follows from the above theorem and the Theorems 5.4 and 5.5.
(b) The claim follows from the above theorem and the fact that the convolution com-
mutes with field automorphisms γ, i.e. (MCλ(A))γ = MCλγ (Aγ). 2
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6. Group Theoretic Preliminaries
In this section we provide the group theoretic background needed for the Galois real-
izations in Sections 8–10 below.
We call an element X ∈ GLn(q), q = pl, (p a prime) a perspectivity (resp. biperspec-
tivity) if X is semisimple with rk(X − 1) = 1 (resp. rk(X − 1) = 2) or if X is unipotent
with rk(X − 1) = 1 (resp. rk(X − 1) = 2 and (X − 1)2 = 0). A semisimple perspectivity
is called a homology and a unipotent perspectivity is called a transvection.
The following classification theorems due to Kantor and Wagner will be crucial in
Sections 8–10 to identify the generated subgroups.
Proposition 6.1. (Wagner, 1980–1981) Let G be a primitive irreducible subgroup of
GLn(q), n > 8, q odd, not containing a transvection. Let H 6= 1 be a normal subgroup of
G generated by reflections. Then one of the following holds (up to conjugation):
(a) Ωn(q0) ≤ G ≤ Z(G)SOn(q0), Fq0 ≤ Fq and n is odd (by Ωn(q0) we denote the
commutator subgroup of SOn(q0)).
(b) Ω±n (q0) ≤ G ≤ Z(G)CO±n (q0), Fq0 ≤ Fq and n is even (with CO±n (q0) we denote
the conformal orthogonal group).
(c) Sn+1 = H ≤ G ≤ Z(G)Sn+1 and p 6 | n+ 1.
(d) Sn+2 = H ≤ G ≤ Z(G)Sn+2 and p | n+ 2.
Proposition 6.2. (Wagner, 1978) Let G be a primitive irreducible subgroup of
GLn(q), n > 2. If G contains a homology of order m > 2 then one of the following
holds:
(a) SLn(q0) ≤ G ≤ Z(G) ·GLn(q0), Fq0 ≤ Fq and m | (q0 − 1).
(b) SUn(q0) ≤ G ≤ Z(G) ·GUn(q0), Fq20 ≤ Fq and m | (q0 + 1).
(c) SU3(2) ≤ G ≤ Z(G) ·GU3(2), m = 3, n = 3, p 6= 2 and 3 | (q − 1).
(d) SU4(2) ≤ G ≤ Z(G) ·GU4(2), m = 3, n = 4, p 6= 2 and 3 | (q − 1).
Proposition 6.3. (Wagner, 1974) Let H ≤ GLn(q), n > 2, q odd, be an irreducible
group generated by transvections. Then one of the following holds (up to conjugation):
(a) H = SLn(q0) and Fq0 ≤ Fq.
(b) H = Spn(q0), Fq0 ≤ Fq and n is even.
(c) H = SUn(q0) and Fq20 ≤ Fq.
Proposition 6.4. (Kantor, 1979) Let G ≤ GLn(q), n > 2, q even, be an irreducible
primitive group containing a transvection. Further, let H ≤ G be a normal subgroup
generated by transvections.
(a) If n = 2m then H is (up to conjugation) one of the following groups:
(i) SL2m(q0) and Fq0 ≤ Fq.
(ii) Sp2m(q0) and Fq0 ≤ Fq.
(iii) SU2m(q0) and Fq20 ≤ Fq.
(iv) GO±2m(q0) and Fq0 ≤ Fq.
(v) S2m+1, S2m+2.
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(vi) 3 · U4(3).22 and n = 6, q 6= 2.
(b) If n = 2m+ 1 then H is (up to conjugation) one of the following groups:
(i) SL2m+1(q0) and Fq0 ≤ Fq.
(ii) SU2m+1(q0) and Fq20 ≤ Fq.
(iii) 3 ·A6 and n = 3, q 6= 2.
The following technical propositions will be needed in the next sections to ensure the
primitivity of the generated subgroups.
Proposition 6.5. Let T := (Tl, . . . , T1, Sk, . . . , S1, Um, . . . , U1) be an irreducible tuple
in GLn(q) such that T∞ is a scalar, the Ti are semisimple perspectivities, the Si are
semisimple biperspectivities and the Ui are unipotent elements with (Ui − 1)p−1 = 0,
where p | q is odd. If m ≥ 1 and n− 2 > k′ :=| {Si | rk(Si + 1) = n− 2} | then 〈T〉 is a
primitive subgroup of GLn(q).
Proof. Let V = V1 ⊕ · · · ⊕ Vl, l > 1, be a decomposition of V such that 〈T〉 permutes
the Vi. If there exist i and j such that UiVj 6= Vj then the unipotent element Ui has a
Jordan block of length at least p, a contradiction to (Ui − 1)p−1 = 0. By m > 0 we get
dim(Vi) ≥ 2. Thus TiVj = Vj , j = 1, . . . , l, for all perspectivities Ti. Since the Vi are
permuted by the biperspectivities we get dim(Vi) = 2 and rk(Si+1) = n−2 for φ(Si) 6= 1.
Taking the image of T in the symmetric group Sl we get a k-tuple of transpositions and
trivial elements whose product is 1 and the generated subgroup is transitive. Now the
theorem of Ree (1971) gives k′ ≥ 2(l − 1) = dim(V)− 2. 2
Proposition 6.6. Let T ∈ GLn(q)r be an absolutely irreducible tuple such that T∞
is a scalar and m =
∑r
i=1 rk(Ti − 1). Let x ∈ N be the maximal length of a Jordan
block occurring in the Jordan decompositions of T1, . . . , Tr which is not divisible by p and
V1 ⊕ · · · ⊕ Vl be a 〈T〉-invariant decomposition of Fnq . Let φ : 〈T〉 7→ Sl be the induced
map. Then φ(Ti) = 1 for rk(Ti − 1) < dim(V1) and
dim(V1) ≥ max{x, n−m/2 + 1/2(a+ b)},
where
a =
∑
Ti semisimple rk(Ti−1)<dim(V1)
rk(Ti − 1)
and
b =
∑
Ti unipotent
( ∑
Jordan blocks
length of Jordan blocks of Ti not divisible by p
)
.
Proof. Obviously
dim(V1) ·
( ∑
cycles of φ(Ti)
cyclelength− 1
)
≤ rk(Ti − 1).
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Since im(φ) is a transitive subgroup we get
r∑
i=1
dim(V1) ·
( ∑
cycles of φ(Ti)
cyclelength− 1
)
≥ dim(V1)(2l − 2) = 2n− 2dim(V1)
by Ree (1971). If T is a unipotent element then any nontrivial cycle of φ(T ) corresponds
to a unipotent block of length divisible by p. If rk(Ti − 1) < dim(V1) we get φ(Ti) = 1.
Thus the claim follows. 2
Definition 6.7. Let G be a finite group and C := (Cl, . . . , C1) a tuple of conjugacy
classes of G. We call such a tuple Q-rational or V -symmetric if for all i ∈ N which are
relatively prime to the order of G, there exists a permutation β ∈ V ≤ Sl such that
(Cil , . . . , C
i
1) = (Cβ(l), . . . , Cβ(1)) (here we set C
i := {Xi | X ∈ C}). We call a conjugacy
class C1 of G rational if the tuple (C1) is rational.
The following lemma will ensure the rationality of the unipotent classes used in Sec-
tions 8–10.
Lemma 6.8. Let u ∈ GLn(q) be a unipotent element and ri the number of Jordan blocks
of length i occurring in the Jordan canonical form of u.
(a) Let q be odd. If u ∈ Spn(q) and the numbers r2j are even then the conjugacy class
of u in Spn(q) is rational.
(b) Let q be odd. If u ∈ GOn(q),  ∈ {0,±}, then the conjugacy class of u in GOn(q)
is rational.
(c) Let q be even. If u is an element of GO±n (q), resp. Spn(q), then the conjugacy class
of u in GO±n (q), resp. Spn(q), is rational.
Proof. (a) Let K denote the algebraic closure of the field Fq, G = Spn(K) and R the
unipotent radical of CG(u). By Springer and Steinberg (1970, IV, 2.25), we have
CG(u)/R '
∏
i odd
Spri(K)×
∏
i even
GO[ri/2](K).
Let F be the Frobenius homomorphism such that the fixed group GF equals Spn(q).
In G there is only one conjugacy class with given numbers r1, r2, . . ., compare with
Springer and Steinberg (1970, IV, 2.15). By the Lang–Steinberg theorem we get that the
cardinality of unipotent GF -classes with data r1, r2, . . . is equal to |CG(u)/CG(u)0|. We
can assume by conjugation that
u ∈
∏
Spiri(q)
such that the image ui of u in Spiri(q) under the ith projection pri has ri Jordan blocks
of length i. If i is odd then there exists just one such class in Spiri(q) by Lang–Steinberg.
If i and ri are even then the class of ui in Spiri(K) splits into two classes in Spiri(q) since
the centralizer of ui in Spiri(K) is (modulo unipotent radical) isomorphic to GO[ri/2](K).
Clearly, one such class intersects the stabilizer S ' GLiri/2(q) of a maximal isotropic
subspace nontrivially. Since all unipotent classes in the groups GLiri/2(q) are rational
both GF -classes are rational and the claim follows now by induction.
(b) Let K be as above, G = GOn(K) and R the unipotent radical of CG(u). By
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Springer and Steinberg (1970, IV, 2.25), we have
CG(u)/R '
∏
i even
Spri(K)×
∏
i odd
GO[ri/2](K).
Since the groups Spri(K) are connected we can assume by induction that ri = 0 for i
even. The G-class of u splits into 2k GF -classes by Lang–Steinberg as above (here k+1 is
the number of odd i such that ri 6= 0, see Springer and Steinberg, 1970, IV, 2.27. There
are 2k nonconjugate subgroups of GF isomorphic to
∏
GOiiri(q). We show that each of
the 2k GF -classes intersects non trivially with exactly one of these subgroups: assume
that u ∈ GO+n (q) ∩ GO−n (q) = GOn(K)F where  is a reflection. Then  ∈ CG(u), a
contradiction.
Let i = F (i) be an involution such that CG(i) = GOn−m(K)×GOm(K) and n−m is
odd and n is even. Then we get two non GF conjugate subgroups CG(i)F and CG(ig)F
where g−1F (g) = i. Hence u ∈ CG(i) and ug are not conjugate in GF since i ∈ CG(u)−
C0G(u) and the claim follows.
(c) Let u ∈ Spn(q). We can assume by conjugation that
u ∈
∏
Spiri(q)
such that the image ui of u in Spiri(q) under the ith projection pri has ri Jordan blocks
of length i. The groups GO±iri(q) are subgroups of Spiri(q) which have only one class
of unipotent elements with ri Jordan blocks of length i if i is even and ri is odd or
if i is odd and ri is even and two such classes if i and ri are even (see Spaltenstein,
1982, 2.6 and 2.9). But in the latter case the dimensions of the centralizers are different
(see Spaltenstein, 1982, 2.8). Hence these classes are rational. Since CG(ui) contains no
transvection, the corresponding classes in GO±iri(q) have trivial intersection giving the
claim. The claim for the orthogonal groups follows analogously. 2
7. Braid Group Action and Galois Realizations
In this section we collect some notation and investigate the braid group action on tu-
ples which are connected to certain normalizers of maximally split tori in linear groups.
Further, we provide the basic Galois realization criteria, essentially due to results of
Matzat (1991), based on the braiding action.
Remark 7.1. The pure braid group Br is the kernel of the homomorphism
Br → Sr, βi 7→ (i, i+ 1)
and is generated by the elements
βij = βi · · ·βj−2β2j−1β−1j−2 · · ·β−1i for 1 ≤ i < j ≤ r.
For a given tuple T we denote by C(T) := (C∞, Cr, . . . , C1) the associated tuple
of conjugacy classes in the generated group 〈T〉. Here Ci := T 〈T〉i , i = 1, . . . , r, and
C∞ := Cr+1 := T
〈T〉
∞ .
Let
N (T) := {T′ | 〈T′〉 = 〈T〉, T ′i ∈ Ci and T ′∞ ∈ C∞}/ ≡,
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where ≡ denotes the equivalence relation induced by simultaneous conjugation in 〈T〉.
We denote the equivalence class of T by [T].
The tuples in the following lemma will play an essential role in what follows.
Lemma 7.2. Let H ≤ GLn(q) be the semidirect product of the group D of diagonal
elements with 〈ρ〉, where ρ is the permutation matrix of order n which permutes the
coordinates cyclically. Let T := (Tr, . . . , T1) be a tuple in H ≤ GLn(q) consisting of two
elements T1, T2 ∈ 〈ρ〉 of order n, k homologies T3, . . . , Tk+2 ∈ D, k ≥ 1, and r − (k + 2)
central elements such that T∞ = 1. Then
(a) the cardinality of N (T) is nk−1.
(b) the pure braid group acts transitively as abelian group isomorphic to (Z/n · Z)k−1
on N (T).
Proof. (a) Let [T′] ∈ N (T). By simultaneous conjugation we may assume T ′3 = T3.
Since D is abelian it follows from the structure of the group H that the elements
T ′4, . . . , T
′
k+2 are now uniquely determined (because they are uniquely determined by the
position of their nontrivial eigenvalue). Then also T ′1 and T
′
2 are uniquely determined.
Thus the cardinality of N (T) is nk−1.
(b) The element β1,2 ∈ Br acts on [T′] ∈ N (T) by conjugation of the elements T ′1, T ′2
with T ′2T
′
1. It follows from the product relation that T
′
2T
′
1 ∈ D implying that β1,2 fixes
[T′].
Since D is abelian it follows that the braids βi,j , 3 ≤ i < j ≤ r, fix T and that the
braids βi,j , i = 1, 2, 3 ≤ j ≤ r, act as conjugation of Tj with Ti (i.e. they are of order n
if 3 ≤ j ≤ k+ 2). Since the equivalence class of an element [T′] ∈ N (T) depends only on
the positions of the nontrivial eigenvalues of T ′4, . . . , T
′
k+2 if we fix T
′
3 (see (a)) and we can
arbitrarily change these positions, conjugating with a suitable word W (β1,4, . . . , β1,k+2),
it follows that the pure braid group acts transitively on N (T) and that the induced
permutation group is isomorphic to (Z/n · Z)k−1. 2
This generalizes results of Thompson and Vo¨lklein (1998) for tuples in symplectic
groups, since these tuples are connected via MC−1 to tuples in dihedral groups considered
as subgroups of GL2(q).
Definition 7.3. Let T be a tuple in GLn(q), such that T∞ is a scalar matrix and 〈T〉 is
absolutely irreducible. We say C(T) is GL-stable if all X ∈ NGLn(q)(〈T〉) with CXi = Ci
are in Z(GLn(q)) · 〈T〉 for i = 1, . . . , r.
The next proposition shows the importance of the above tuples for the realization of
Galois groups.
Proposition 7.4. Let K be a finite field, T ∈ GLn(K)r be as in Lemma 7.2, S ∈
GLm(K¯)rbe an r-tuple which arises from an iterative application of scalar multiplication
and convolution to T and let S¯ ∈ (〈S〉/Z(〈S〉))r be the induced tuple in 〈S〉/Z(〈S〉).
Further assume that 〈S¯〉 has trivial centre.
(a) Assume that C(S) is Q-rational, N (S¯) is a single orbit under the pure braid group
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and that the classes of S1 and S2 are rational. If C(S) is GL-stable then the group
〈S¯〉 occurs regularly as Galois group over Q.
(b) Assume that C(S) is Q-rational, N (S¯) is a single orbit under the pure braid group
and that the classes of S1 and S2 are unipotent and their union is rational. Let all
other unipotent classes be rational. If C(S) is GL-stable then the group 〈S¯〉 occurs
regularly as Galois group over Q.
(c) Assume that C(S) is Q-rational and that the class of S1 is rational and equal to
the class of S2. Further assume that N (S¯) splits into two orbits N1,N2 under the
pure braid group which are permuted by 〈β1〉. If Br acts on N1 as on N (T) then
the group 〈S¯〉 occurs regularly as Galois group over Q.
Proof. (a),(b) Since the convolution and scalar multiplication commute with the braid-
ing action, see Theorem 5.1, and C(S) is GL-stable, we can carry out the braid compu-
tations in N (T). The length of the jth braid orbit Zj(S) = Z〈β1,j ,β2,j〉j+1 , where Zr(S) =
[S]〈β1,r,β2,r〉, is then n for 3 ≤ j ≤ k + 2 and 1 for k + 2 < j ≤ r, by Lemma 7.2.
By definition (see Malle and Matzat, 1999, III.5.2) the jth braid orbit genus gj is zero.
Since the oddness condition (Oj) in Malle and Matzat (1999, III, Theorem 5.7) is ful-
filled, we get a geometric Galois extension of the group 〈S¯〉 over a rational function field
KA
S¯
= kA
S¯
(x1, . . . , xr)(x) by Matzat (1991, Satz 5.2), with A = Inn(〈S¯〉).
If we choose V ≤ Sr−2 in a way that the Condition (1) of Matzat (1991, Zusatz 6.2),
is fulfilled, then the claim (a) follows from Matzat (1991, Folgerung 6.3), (i.e. we have
kA
S¯
= Q).
By the assumption on the conjugacy classes we can choose V = V1 × V2 ≤ Sr−2 × S2
such that condition (1) of Matzat (1991, Zusatz 6.2), is valid for V1 and V2; then the
claim (b) follows from Matzat (1991, Folgerung 6.3), (the proof of Satz 6.3 remains valid
under the Condition V = V1 × V2, since 〈βi,j | 3 ≤ i ≤ j〉 and 〈β1,2〉 are contained in
stab(S)).
(c) By the assumption on the conjugacy classes we can choose V = V1×V2 ≤ Sr−2×S2
such that condition (1) (resp. (2)) of Matzat (1991, Zusatz 6.2), is valid for V1 (resp. V2);
then the claim follows from Matzat (1991, Folgerung 6.3). 2
8. Symplectic Groups as Galois Groups Over Q
Theorem 8.1. The symplectic groups PSp2m(q) occur regularly as Galois groups over
Q if m > q, q is odd and m > 2.
Theorem 8.1 is proved in Thompson and Vo¨lklein (1998) under the additional restric-
tions that q is a square, or m is odd and q ≡ 3, 5 mod 8, or m is even and q ≡ 5, 7 mod 12.
The proof of Theorem 8.1 consists of the following two lemmata.
Lemma 8.2. The groups PSp2m(q) occur regularly as Galois groups over Q if m is even,
q is odd and m > max{φ(q − 1)/2, φ(q + 1)/2, 2}.
Proof. Let first q 6= 3, q ≡ 3 mod 4 (note that this implies that −1 is a nonsquare
in F×q ) and r = m + 2. Let α be a generator of F×q and k = φ(q − 1)/2. Let T1, T2 be
reflections in GO+2 (q) and S1, . . . , Sk be biperspectivities with eigenvalues αi, α
−1
i , where
the αi run through the primitive powers of α, such that the r-tuple
T := (−1, . . . ,−1, Sk . . . , S1, T2, T1)
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with T∞ = −1 is rational.
Note that T1, T2 differ by a nonsquare in 〈Sk, . . . , S1〉, i.e. they are not conjugate in
GO+2 (q) (this follows from the rationality condition).
We apply the convolution MC−1 to this r-tuple and obtain the tuple
T˜ := (Ur−2−k, . . . , U1, S˜k, . . . , S˜1, T˜2, T˜1)
in Sp2r−4(q) with T˜∞ = −1 by Lemma 2.7 and Corollary 5.10. Here the elements T˜1, T˜2
are transvections, S˜1, . . . , S˜k are biperspectivities with eigenvalues −αi,−α−1i and Ui are
unipotent biperspectivities by Lemma 4.1.
Let G be the (irreducible by Corollary 3.6) group generated by the elements of the
tuple T˜. Proposition 6.5 gives the primitivity of G. It follows now from Proposition 6.3
that G = Sp2r−4(q) since r > 3.
We want to show that T˜1 and T˜2 are not conjugate in Sp2r−4(q): By Lemma 5.6 the
group
H˜ := 〈Ur−2−k · · · S˜1, T˜2, T˜1〉
has a factor group isomorphic to Sp2(q) since we can assume by braiding that Sk · · ·S1
has order (q − 1)/2. The elements T˜1 and T˜2 have a common eigenspace of codimension
2 for the eigenvalue 1. This gives that H˜ is actually isomorphic to Sp2(q). Again by
Lemma 5.6 we know that the element (−1)Ur−2−k · · · S˜1 is a nonsquare in H ' Sp2(q)
and thus T˜1, T˜2 are not conjugate in H. The group Sp2r−4(q) has, as the group H,
exactly two classes of transvections and each class intersects H nontrivially. It follows
that T˜1 and T˜2 are not conjugate in Sp2r−4(q) and that the tuple C(T˜) is rational by
Lemma 6.8.
Since both classes of transvections are permuted by elements in CSp2r−4(q)\Sp2r−4(q)
the class vector C(T˜) is GL-stable. Thus N (T˜) is a single orbit under the pure braid
group. Let T¯ be the corresponding tuple in the group PSp2r−4(q). It follows from Scott’s
Lemma 4.5 that also N (T¯) is a single orbit under the pure braid group. The claim follows
now from Proposition 7.4(b).
If q ≡ 1 mod 4 then we start with a similar tuple in GO−2 (q) and continue as above.
If q = 3 then we set k = 1 and S1 to be the (rational) element of order four in GO−2 (q)
and continue as above. 2
Lemma 8.3. The groups PSp2m(q) occur regularly as Galois groups over Q if q,m are
odd and m > max{φ(q − 1) + 2, φ(q + 1) + 4}.
Proof. Let first q ≡ 3 mod 4, q 6= 3, α be a generator of F×q and k = φ(q − 1)/2. Let
T = (−1, . . . ,−1, Sk, . . . , S1, T2, T1)
be an r-tuple in the generalized quaternion group Q2(q−1) ≤ Sp2(q) (i.e. the normalizer of
a maximal nonsplit torus in Sp2(q)), where T1 is a nondiagonal element of order 4, T2 is
a nondiagonal element of order 4 not conjugate to T1 and S1, . . . , Sk be biperspectivities
with eigenvalues αi, α−1i , where the αi run through the primitive powers of α such that
T∞ = −1. Note that then r is odd since −1 is a nonsquare.
We apply the convolution MC−1 to this r-tuple and obtain the tuple
T˜ := (Ur−2−k, . . . , U1, S˜k, . . . , S˜1, T˜2, T˜1), T˜∞ = −1,
in an orthogonal group of dimension 2r − 2 by Corollary 5.10 and Lemma 2.7. Here the
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elements T˜1, T˜2 are biperspectivities with eigenvalues of order 4, S˜1, . . . , S˜k are biper-
spectivities with nontrivial eigenvalues −αi,−α−1i and Ui are unipotent biperspectiv-
ities.
Now let m = 2r − 1, hence m ≡ 1 mod 4. We apply the convolution MC−1 to the
enlarged (r + 2)-tuple
(−1,−1, Ur−2−k, . . . , U1, S˜k, . . . , S˜1, T˜2, T˜1)
and get an (r + 2)-tuple
S˜ := (X2, X1, Yr−2−k, . . . , Y1, Dk, . . . , D1, R2, R1), S˜∞ = −1,
in Sp2m(q) by Corollary 5.10 and Lemma 2.7. Here the elements R1, R2 are biperspectiv-
ities with eigenvalues of order 4, Di (respectively Yi) are biperspectivities with the same
nontrivial eigenvalues as Ti (respectively (−1,−1)) and the Xi are unipotent with m− 1
2-blocks and two 1-blocks.
Proposition 6.5 gives the primitivity of G. It follows now from Kleidman and Liebeck
(1990, Table 3.5.C), that G = Sp2m(q) since r > 3 and
〈X2, X1, Yr−2−k, . . . , Y1, Dk, . . . , D1, R2R1〉
has a factor group isomorphic to GLm−2(q) by Lemma 5.6 and Proposition 6.2.
Since C(S˜) is not GL-stable, N (S˜) splits into two orbits under the pure braid group.
Let S¯ be the tuple in the group PSp2m(q) corresponding to S˜. Scott’s lemma gives that
also N (S¯) splits into two orbits under the pure braid group.
We want to show that the element β1 permutes these orbits.
Assume there is an element H ∈ Sp2m(q), such that S˜β1 = (S˜β)H , where β is an
element of the pure braid group. By Lemma 5.6 we get a factor of
〈X2X1Yr−2−k · · ·Y1Dk · · ·D1, R1, R2〉
as a subgroup of Q2(q−1), as in the proof of Lemma 8.2. Since R1, R2 are not conjugate
in Q2(q−1), we get a contradiction.
The claim follows now from Proposition 7.4(c) since the unipotent elements Xi are
rational in Sp2m(q) by Lemma 6.8(a).
For the remaining cases m ≡ 3 mod 4 we apply the convolution MC−1 to the r-tuple
(Ur−2−k, . . . , U3,−U2,−U1, S˜k, . . . , S˜1, T˜2, T˜1)
and proceed as above.
If q ≡ 1 mod 4 we start we a corresponding tuple in Q2(q+1) (the normalizer a nonsplit
torus in Sp2(q)) and proceed as above.
If q = 3 we set k = 1 and S1 to be the (rational) element of order four in Q2(q+1) and
continue as above. 2
We are now going to re-prove results of Magaard, Strambach and Vo¨lklein (1998) using
the convolution. In the following we denote by  a third root of unity.
Theorem 8.4. The symplectic groups Sp2m(q) occur regularly as Galois groups over Q
if q 6= 4 is even and m > q + 1.
Proof. The case q = 2 is settled in Reiter (1999) or Vo¨lklein (1998). Thus we can
assume q > 2. The proof of the theorem now splits into several similar cases.
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(a) Let m be odd and q ≡ 1 mod 3. We start with a tuple T in GO+2 (q), where
T1 is the identity matrix, T2, T3 are transvections, T4, . . . , Tk+3 are biperspectivities with
eigenvalues αi, α−1i , where k = φ(q−1)/2 and the αi run through the primitive powers of
a generator of F×q , Tk+4, . . . , Tr are biperspectivities with eigenvalues , −1 and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in Sp4r−10(q) by Corollary 5.15(a), where S1 is a unipotent
element with two Jordan blocks of length 3 and 2r − 8 Jordan blocks of length 2, S2 is
similar to
diag( · E2r−5, −1 · E2r−5),
S3 is a transvection, S4, . . . , Sr biperspectivities with the same nontrivial eigenvalues as
T4, . . . , Tr and S∞ = 1.
We want to show 〈S〉 = Sp4r−10(q). Obviously 〈S〉 is primitive by Proposition 6.6. Now
Proposition 6.4 yields 〈S〉 = Sp4r−10(q). (The Dickson invariant, i.e. the homomorphism
D : GO±2m(q)→ Z2, X 7→ (−1)rk(X−1),
rules out the orthogonal groups, since
∏
iD(Si) = −1. Since q > 4 the class of the
element S4 is not rational. Hence 〈S〉 cannot be a symmetric group.) The claim on the
Galois realizations follows now from Proposition 7.4(a).
(b) Let m be odd and q ≡ 2 mod 3. Then we start with a corresponding tuple T in
GO−2 (q) and proceed as in (a).
(c) Let m be even and q ≡ 1 mod 3. We start with a tuple T in GO+2 (q), where T1 is a
biperspectivity with eigenvalues , −1, T2, T3 are transvections, T4, . . . , Tk+3 are biper-
spectivities with eigenvalues αi, α−1i , where k = φ(q − 1)/2 and the αi run through the
primitive powers of a generator of F×q , Tk+4, . . . , Tr are biperspectivities with eigenvalues
, −1 and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in Sp4r−12(q), where S1 is a unipotent element with 2r − 6
Jordan blocks of length 2, S2 is similar to
diag( · E2r−6, −1 · E2r−6),
S3 is a transvection, S4, . . . , Sr biperspectivities with the same nontrivial eigenvalues as
T4, . . . , Tr and S∞ = 1. Now proceed as in (a).
(d) Let m be even and q ≡ 2 mod 3. Then we start with a corresponding tuple T in
GO−2 (q) and proceed as in (c). 2
In the case q = 4 we get the following result (compare with Magaard, Strambach and
Vo¨lklein, 1998, Remark 4):
Lemma 8.5. The symplectic groups Sp4m+2(4) occur regularly as Galois groups over Q.
Proof. Let λ be a fifth root of unity. Let T be a triple in Sp2(4) = 〈T〉 formed by
a biperspectivity T1 with eigenvalues λ, λ−1 and a biperspectivity T2 with eigenvalues
λ2, λ−2 and a transvection T3. Note that this triple is linearly rigid. Now we apply
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iteratively the sequence
M(λ−2,λ−1) ◦MCλ3 ◦M(λ,λ−1) ◦MCλ−3 ◦M(λ,λ2)
and get for any m a triple S in Sp2m(4) where the semisimple part of S1 (resp. S2)
is similar to diag(λEm, λ−1Em) (resp. diag(λ2Em, λ−2Em)) and the unipotent part of
S1 and S2 has two Jordan blocks of length m. For m odd the group 〈S〉 is primitive by
Proposition 6.6. Hence 〈S〉 = Sp2m(4) by Proposition 6.4. Now the rigidity criterion (see,
for example, Malle and Matzat, 1999, Theorem I.4.8) yields the claim. 2
9. Orthogonal Groups as Galois Groups Over Q
The main results of this section are the following two theorems.
Theorem 9.1. The orthogonal groups SO2m+1(q), PGO+2m(q), PSO
+
2m(q), PGO
−
4m+2(q)
and PSO−4m+2(q) occur regularly as Galois groups over Q, if m > q, q is odd and m > 7.
Theorem 9.2. Let q be a power of 2 and m ∈ N.
(i) If 2m > q and q 6= 4 then the groups GO+4m(q) and SO+4m(q) occur regularly as
Galois groups over Q.
(ii) If 2m > q and q ≡ 1 mod 3 then the groups GO+4m+2(q) and SO+4m+2(q) occur
regularly as Galois groups over Q.
(iii) If 2m > q and q ≡ 2 mod 3 then the groups GO−4m+2(q) and SO−4m+2(q) occur
regularly as Galois groups over Q.
The proof of Theorem 9.1 consists of the following results.
Lemma 9.3. The groups SO2m+1(q) occur regularly as Galois groups over Q if q is odd
and m > max{φ(q + 1), 4}.
Proof. We start with the tuple T˜ in Sp2r−4(q) as in the proof of Lemma 8.2 coming
from a tuple in GO−2 (q).
Let m be even: we apply the convolution MC−1 to the enlarged tuple
S := (−1, Ur−2−k, . . . , U1, S˜k, . . . , S˜1,−T˜2, T˜1)
in Sp2r−4(q) and get an (r + 1)-tuple S˜ := (X2, Sr−2, . . . , S1, X1, R) with S˜∞ = −1 in
GO4r−7(q) by Lemma 2.7 and Corollary 5.10. Here the element X1 is a unipotent element
with 2r− 6 2-blocks and one 3-block, R is a reflection, S1, . . . , Sr−2 are biperspectivities
with nontrivial eigenvalues αi, α−1i and X2 is unipotent with 2r − 4 2-blocks.
By Proposition 6.5 we know that G is a primitive subgroup of GO4r−7(q). By Propo-
sition 6.1 we get G ≥ Ω4r−7(q) for 4r − 7 > 8. (To exclude the symmetric groups we
note that that for every semisimple element X of order > 3 contained in such symmetric
groups we have rk(X − 1) ≥ 3. Since the order of the element S1 is q + 1 > 3 the claim
follows.) Since the spinor norm of the element S1 is −1 by Reiter (1999, Folgerung 5.1),
we have G = GO4r−7(q).
Since the unipotent elements are rational in GO4r−7(q) by Lemma 6.8(b) and G is self-
normalizing in GL4r−7(q) the claim follows from Scott’s lemma and Proposition 7.4(a).
Let m be odd: apply the convolution MC−1 to the tuple
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S′ := (−Ur−2−k, Ur−3−k, . . . , U1, S˜k, . . . , S˜1,−T˜2, T˜1)
in Sp2r−4(q) and get a r-tuple S˜′ = (X2, Sr−3, . . . , S1, X1, R) in GO4r−9(q), 4r − 9 > 9,
by Corollary 5.10. Here the element X1 is unipotent with 2r−6 2-blocks and one 3-block,
R is a reflection, S1, . . . , Sr−3 are biperspectivities with eigenvalues αi, α−1i and X2 is
unipotent with 2r− 8 2-blocks and two 3-blocks. Now we proceed as above to realize the
groups SO4r−9(q). 2
Corollary 9.4. If q ≡ 3, 5 mod 8 then we obtain regular Galois realizations of the
simple groups Ω2m+1(q) (under the same restrictions to m, q as in Lemma 9.3).
Proof. We modify the semisimple elements Si in the tuple T in GO±2 (q) in a way that
Spin(Si) = 1 except for one element of order 4. Then the tuple S˜ has exactly two elements
with spinor norm −1 in SO2m+1(q). Let N/Q(x) be the regular Galois extension with
Galois group isomorphic to SO2m+1(q). Then NΩ2m+1(q)/Q(x) is an extension of degree
2 ramified in only two places, so the fixed field is again a rational function field. 2
Lemma 9.5. The groups PGO+2m(q) and PSO
+
2m(q) occur regularly as Galois groups over
Q if q is odd and m > max{φ(q − 1), 7}.
Proof. Let q 6= 3 and m be odd: we start with the tuple T˜ in Sp2r−4(q) as in the proof
of Lemma 8.2 that is connected to a tuple in GO+2 (q). We apply the convolution MC−1
to the enlarged (r + 2)-tuple
S := (−1,−1, Ur−2−k, . . . , U1, S˜k, . . . , S˜1, T˜2, T˜1)
and get an (r + 2)-tuple
S˜ := (X2, X1, Yr−2−k, . . . , Y1, Tk, . . . , T1, R2, R1)
in an orthogonal group in dimension 4r − 6. Here the elements R1, R2 are reflections,
Ti (respectively Yi) are biperspectivities with eigenvalues αi, α−1i (respectively (−1,−1))
and Xi are unipotent with 2r − 4 2-blocks.
We want to show that 〈S˜〉 = GO+4r−6(q): We know by Dettweiler and Reiter (1999)
and Lemma 5.6 that the group
H := 〈R2R1, Tk, . . . , T1, Yr−2−k, . . . , Y1, X1, X2〉
is isomorphic to GL2r−3(q) for 2r − 3 > 7. Now the claim follows from Kleidman and
Liebeck (1990, Table 3.5. E-F).
Since all unipotent elements are rational in GO+4r−6(q) and the diagonal automorphism
permutes the classes of reflections inGO+4r−6(q) we get a regular Galois extensionM/Q(x)
for PGO+4r−6(q) by Proposition 7.4(a). Considering the Galois extension M/M
PSO+4r−6(q)
the claim follows for the groups PSO+4r−6(q).
Let q 6= 3 and m be even: we apply the convolution MC−1 to the (r + 1)-tuple
S := (−1,−Ur−2−k, Ur−3−k, . . . , U1, S˜k, . . . , S˜1, T˜2, T˜1)
in Sp2r−4(q) and get an (r + 1)-tuple
S˜ := (X2, X1, Yr−3−k, . . . , Y2, Tk, . . . , T1, R2, R1)
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in an orthogonal group in dimension 4r−8 by Corollary 5.10. Here the elements R1, R2 are
reflections, Ti (respectively Yi) are biperspectivities with eigenvalues αi, α−1i (respectively
(−1,−1)), X1 is unipotent with 2r − 8 2-blocks and two 3-blocks and X2 is unipotent
with 2r − 4 2-blocks. Now we proceed as above.
Let q = 3. We start with a tuple S in Sp2r−4(3) (as in the proof of Lemma 8.2) that
is connected to a tuple in GO−2 (3) and end up (as above) with a tuple S˜ in GO
+
4r−8(3).
As above, we get that 〈S˜〉 contains a subgroup isomorphic to GU2r−4(3). Then we have
〈S˜〉 = GO+4r−8(3) by Kleidman and Liebeck (1990, Tables 3.5). The claim for the groups
PGO+4r−8(3) follows now from Proposition 7.4(a). If m is odd then the claim for the
groups PGO+2m(3) is settled by Reiter (1999). 2
Lemma 9.6. The groups PGO−2m(q) (respectively PSO
−
2m(q)) occur regularly as Galois
groups over Q if q, m are odd and m > max(φ(q + 1), 7).
Proof. The claim for GO−2m(q),m odd, follows analogously to the above proof by con-
sidering the corresponding tuples T in the group GO−2 (q) (since we find GUm(q) as a
subgroup in the orthogonal group of dimension 2m the generated group is GO−2m(q) by
Kleidman and Liebeck (1990, Tables 3.5)). 2
We come to the proof of Theorem 9.2(i)–(iii). In the following we denote by  a third
root of unity.
Lemma 9.7. The orthogonal groups GO+4m(q) and SO
+
4m(q) occur regularly as Galois
groups over Q if q 6= 4 is even and 2m > q.
Proof. The case q = 2 is settled in Reiter (1999) and Vo¨lklein (1998). Thus we can
assume q > 2.
(a) Let q ≡ 1 mod 3. We start with a tuple T in GO+2 (q), where the elements T1, T2
are identity matrices, T3, T4 are transvections, T5, . . . , Tk+4 are biperspectivities with
eigenvalues αi, α−1i , where k = φ(q − 1)/2 and the eigenvalues αi, α−1i run through the
primitive powers of a generator of F×q , Tk+5, . . . , Tr are biperspectivities with eigenvalues
, −1 and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in Sp4r−12(q) by Corollary 5.15, where S1 is a unipotent
element with two Jordan blocks of length 3 and 2r − 10 Jordan blocks of length 2, the
element S2 is similar to diag( · E2r−6, −1 · E2r−6), S3, S4 are transvections, S5, . . . , Sr
biperspectivities with the same nontrivial eigenvalues as T5, . . . , Tr and S∞ = 1.
We want to determine the generated subgroup 〈S〉. We get the primitivity of
H := 〈Sr, . . . , S5, S4 · S3, S2, S1〉
on a (2r− 6)-dimensional subspace using Proposition 6.5. The results of Proposition 6.2
give then that H is actually isomorphic to GL2r−6(q) and is a subgroup of GO+4r−12(q).
Now it is clear how to choose the transvections S4, S3 such that the product is a biper-
spectivity in such a manner that 〈S〉 = GO+4r−12(q).
Now the claim follows from Proposition 7.4(a) as in Lemma 9.3.
(b) Let q ≡ 2 mod 3. Then we start with a corresponding tuple T in GO−2 (q) and
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proceed as above. Here the generated subgroup H is isomorphic to GU2r−6(q) which is
a maximal subgroup of GO+4r−12(q). Now the claim follows as in (a). 2
Lemma 9.8. Let q be even and 2m > q.
(i) If q ≡ 1 mod 3 then the groups GO+4m+2(q) and SO+4m+2(q) occur regularly as Galois
groups over Q.
(ii) If q ≡ 2 mod 3 then the groups GO−4m+2(q) and SO−4m+2(q) occur regularly as Galois
groups over Q.
Proof. (i) Let q ≡ 1 mod 3 and q 6= 4. Then we start with a tuple T in GO+2 (q),
where T1 is the identity matrix, T2 is a biperspectivity with eigenvalues , −1, T3, T4
are transvections, T5, . . . , Tk+4 are biperspectivities with eigenvalues αi, α−1i , where k =
φ(q−1)/2 and the αi run through the primitive powers of a generator of F×q , Tk+5, . . . , Tr,
are biperspectivities with eigenvalues , −1 and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in GL4r−10(q), where S1 is a unipotent element with two
Jordan blocks of length 3 and 2r − 8 Jordan blocks of length 2, S22 is similar to
diag( · E2r−5, −1 · E2r−5)
and S32 is a unipotent biperspectivity, S3, S4 are transvections, S5, . . . , Sr biperspectivities
with the same nontrivial eigenvalues as T5, . . . , Tr and S∞ = 1.
Now we can proceed as in the proof of Lemma 9.7(a).
Now let q = 4 and λ be a fifth root of unity. Then we start with a tuple T in GO+2 (4),
where T1, T2 are identity matrices, T3, T4 are transvections, and T5, . . . Tr are biperspec-
tivities with eigenvalues , −1.
Now we apply the sequence
M(λ−2,λ−1) ◦MCλ3 ◦M(λ,λ−1) ◦MCλ−3 ◦M(λ,λ2)
and get an r-tuple S in Sp4r−10(4) by Corollary 5.15, where S1 is similar to
diag(λE2r−6, E2, λ−1E2r−6)
and S2 is similar to S21 . Similar to the proof of Lemma 9.7 we get 〈S1, S2, S3S4, S5, . . . , Sr〉
' GL2r−5(4) and 〈S〉 = GO+4r−10(4). Now the claim follows as above.
(ii) The claim on the groups GO−4m+2(q) follows as in (i) if we take a corresponding
tuple in GO−2 (q). 2
10. Linear Groups in Even Characteristic as Galois Groups Over Q
Theorem 10.1. Let q be a power of 2 and m ∈ N.
(i) If m > 20q then the unitary group PGUm(q) occurs regularly as Galois group over
Q.
(ii) If m > q + 5 then the linear group PGL2m(q), q 6= 4, occurs regularly as Galois
group over Q.
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(iii) Let p1 be a prime divisor of q − 1, k0 := φ(p1) 6≡ 0 mod 13 and m > 20q be odd.
Then the projective linear group PGLm(q) occurs regularly as Galois group over Q.
The last theorem generalizes results of Vo¨lklein (1991) who proved the results in even
dimension if q 6= 4 is a power of 4 and q < 2m.
In the following we denote by  a third root of unity.
The proof of Theorem 10.1 consists of the following results.
Lemma 10.2. The linear groups GL2m(2) occur regularly as Galois groups over Q.
Proof. (a) Let m ≡ 0 mod 2. Let T be a quadruple in GL3(2) = 〈T〉 formed by
biperspectivities T1, T2 with eigenvalues , −1 and transvections T3, T4 such that
T4 · · ·T1 = 1.
We want to show that the group GL3(2) occurs regularly as Galois group over Q:
We work in the notation of Malle and Matzat (1999, Section 7.4.), with σ = T, A =
Inn(〈T〉) and V := 〈(1, 2)〉. With the ho-program of Przywara (1998) one computes the
permutation action of β˜1, β˜2, β˜3 ∈ HVS on the HVS -orbit B := BVS (T) (here S is a suitable
V -configuration and β˜1, . . . , β˜3 are as in Malle and Matzat (1999), Theorem 7.8 (a)).
The permutation types of β˜1, β˜2, β˜3 ∈ HVS on B are (4)2(7)2(3)2(2)1, (4)4(3)4(1)2 and
(2)15, respectively. Thus the symmetrized braid genus
gV4 (T) = 1− |B|+ 1/2 ·
3∑
i=1
(|B| − ci)
is zero (here ci denotes the number of cycles in the permutation type of β˜i). Moreover, we
have B = N (T), again by the ho-program. This implies the rigidity of B in the sense of
Malle and Matzat (1999, Section 7). Since the class vector C(T) is also V -symmetric and
the odd cycle condition is fulfilled it follows from Malle and Matzat (1999, Theorem 7.10),
that the group GL3(2) occurs regularly as Galois group over Q. (One could also work
with Dettweiler (1999, Satz 4.1), using the plane curve defined by x(x+ 1)(x2 − y) = 0,
to get the same statement.)
Applying now iteratively
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T we get a quadruple S in GL2m(2) by Corollary 5.15(b), where S1 is unipotent with
one Jordan block of length m+ 1 and one Jordan block of length m−1, S2 is an element
whose unipotent part has two Jordan blocks of length m and whose semisimple part
is similar to diag( · Em, −1 · Em), S3, S4 are transvections and S∞ = 1. Since 〈S〉 is
obviously primitive we get 〈S〉 = GL2m(2) by Proposition 6.4.
Since the braiding action factors through the Hurwitz braid group and commutes
with the convolution, see Theorem 5.1, it follows with an analogous reasoning as in the
GL3(2)-case that the groups GL2m(2) occur regularly as Galois groups over Q.
(b) Let m ≡ 1 mod 4. Now let T be the following 5-tuple in GL3(2), where T1 is the
identity matrix, T2, T3 are biperspectivities with eigenvalues , −1, T4, T5 are transvec-
tions and T∞ = 1.
Applying iteratively
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
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we get 5-tuples S in GL8k+2(2), k ∈ N, where S1 is unipotent with three Jordan blocks of
length 2k+1 and one Jordan block of length 2k−1, S2 is an element whose unipotent part
has two Jordan blocks of length k+1 and six Jordan forms of length k whose semisimple
part is similar to diag( · E4k+1, −1 · E4k+1), S3 is a biperspectivity with eigenvalues
, −1, S4, S5 are transvections and S∞ = 1. Now we can proceed as in (a).
(c) Let m ≡ 3 mod 4. Now let T be the following 5-tuple in GL3(2), where T1 is a
biperspectivity with eigenvalues , −1, T2 is the identity matrix, T3 is a biperspectivity
with eigenvalues , −1, T4, T5 are transvections and T∞ = 1.
Applying iteratively
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
we get 5-tuples S in GL8k−2(2), k ∈ N, where S1 is unipotent with one Jordan block of
length 2k+ 1 and three Jordan blocks of length 2k−1, S2 is an element whose unipotent
part has six Jordan blocks of length k and two Jordan blocks of length k − 1 whose
semisimple part is similar to diag( · E4k−1, −1 · E4k−1), S3 is a biperspectivity with
eigenvalues , −1, S4, S5 are transvections and S∞ = 1. Now we can proceed as in (a). 2
Lemma 10.3. Let q be even and m > q + 5. Then the linear group PGL2m(q), q > 4,
and the unitary group PGU2m(q) occur regularly as Galois group over Q.
Proof. (a) Let m be odd and q ≡ 1 mod 3. We start with a tuple T in Z(GL2(q)) ×
GO+2 (q), where T1 is the identity matrix, T2, T3 are transvections, T4, . . . , Tk+3 are per-
spectivities with eigenvalues αi, where k = φ(q−1) and the αi run through the primitive
powers of a generator of F×q , Tk+4, . . . , Tr are biperspectivities with eigenvalues , −1
and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in GL4r−2k−6(q), where S1 is a unipotent element with
two Jordan blocks of length 3 and 2r − k − 5 Jordan blocks of length 2, S2 is similar
to diag( · E2r−k−3, −1 · E2r−k−3), S3 is a transvection, S4, . . . , Sr (bi-)perspectivities
with the same nontrivial eigenvalues as T4, . . . , Tr and S∞ = 1. Since the generated
group is primitive by Proposition 6.6 and contains a perspectivity of order φ(q − 1) the
group 〈S〉 is GL4r−2k−6(q) by Proposition 6.2. The Galois realizations follow now from
Proposition 7.4.
(b) Let m be odd and q ≡ 2 mod 3. We start with a tuple T in Z(GL2(q))×GO−2 (q),
where T1 is the identity matrix, T2, T3 are transvections, T4, . . . , Tk+3 are central elements
with eigenvalues αi, where k = φ(q − 1) and the αi run through the primitive powers of
a generator of F×q , Tk+4, . . . , Tr are biperspectivities with eigenvalues , −1 and T∞ = 1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in GL4r−10(q2), where S1 is a unipotent element with
two Jordan blocks of length 3 and 2r − 8 Jordan blocks of length 2, S2 is similar to
diag( · E2r−5, −1 · E2r−5), S3 is a transvection, S4, . . . , Sr biperspectivities with the
same nontrivial eigenvalues as T4, . . . , Tr and S∞ = 1. By Corollary 5.15 we know
〈S〉 ≤ GL4r−10(q). Since the generated group is primitive and contains a perspectivity
of order φ(q − 1) the group 〈S〉 is GL4r−10(q).
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(c) Let m be even. Then we start with a tuple corresponding to (a) resp. (b), where
the first two elements are identity matrices and continue as above.
In the case of the unitary groups we take the corresponding tuples in Z(GU2(q))
GO±2 (q). 2
The above lemma can also partly be proved using linearly rigid tuples.
Remark 10.4. Let q be even and 2m ≥ q.
(a) Let q ≡ 1 mod 3 and q 6= 4. Then the linear group GL4m(q) occurs regularly as
Galois group over Q.
(b) Let q ≡ 2 mod 3. Then the unitary group GU4m(q) occurs regularly as Galois group
over Q.
Proof. First we prove the linear case. Let q ≡ 1 mod 3. We take an r-tuple T in GL1(q),
where T1, T2 are identity elements, T3, . . . , Tk+2 are elements αi, where k = φ(q− 1) and
the αi run through the primitive powers of a generator of F×q , Tk+3, . . . , T(r−(k+2))/2 are
equal to  and the elements T(r−(k−2))/2+1, . . . , Tr are equal to −1.
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in GL2r−4(q), where S1 is a unipotent element with one Jordan
block of length 3 and r− 4 Jordan blocks of length 2, S2 is similar to diag( ·Er−2, −1 ·
Er−2), S3, . . . , Sr are perspectivities with the same nontrivial eigenvalues as T3, . . . , Tr.
The claim for the groups GL4m(q) where q ≡ 1 mod 3 follows now from the rigidity
criterion, see Malle and Matzat (1999, Theorem I.4.8), and the remark following it.
In the unitary case we start with a corresponding tuple in GU1(q) and proceed as
above. 2
Lemma 10.5. Let q be even and n > 20q be odd.
(i) The projective unitary group PGUn(q) occurs regularly as Galois group over Q.
(ii) Let p1 be a prime divisor of q − 1 such that k0 := φ(p1) 6≡ 0 mod 13. Then the
projective linear group PGLn(q) occurs regularly as Galois group over Q.
Proof. Let q 6= 4 and k = φ(q− 1), H ≤ GLn0(q) be as in Lemma 7.2 and T ∈ Hr, r =
k0 · s+ 4 + k, be the following tuple: the elements T1, T2 are identity matrices, T3, T4 are
nondiagonal elements of order n0 as in Lemma 7.2, T5, . . . , Tk0s+4 are homologies with
nontrivial eigenvalues γ1, . . . , γk0 (each of them occurs s times), where the elements γi
run through the primitive powers of a generator of a subgroup of F×q of order p1, and the
elements Tk0s+5, . . . , Tr are homologies with nontrivial eigenvalues α1, . . . , αk, where the
αi run through the primitive powers of a generator of Fq.
We apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and get a tuple T′ in GLn1(q), n1 = 2(k + sk0 + 2(n0 − 1)).
We then enlarge this tuple T′ by an identity matrix and apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
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again to obtain an (r + 1)-tuple S in GLn2(q), n2 = 6k + 6sk0 + 13n0 − 12. It is easy to
see that the generated subgroup 〈S〉 is primitive thus we have 〈S〉 = GLn2(q) by Wagner
(1978). The claim for the projective linear groups follows now from Proposition 7.4(a).
Now let q = 4, r even and T ∈ Hr, H ≤ GLn0(q) as in Lemma 7.2, be the following
tuple: the elements T1, T2 are identity matrices, T3, T4 are nondiagonal elements of order
n0 as in Lemma 7.2, T5, . . . , T(r−4)/2 are homologies with nontrivial eigenvalues  and
T(r−4)/2+1, . . . , Tr are homologies with nontrivial eigenvalues −1. Further let λ be a fifth
root of unity. Now we apply the sequence
M(λ−2,λ−1) ◦MCλ3 ◦M(λ,λ−1) ◦MCλ−3 ◦M(λ,λ2)
and get an r-tuple S in GL5n0−12+2r(4), where S1 is similar to
diag(λE2n0−6+r, En0 , λ
−1E2n0−6+r)
and S2 is similar to S21 . Now we can proceed as above.
The claim on the unitary groups follows now analogously if one starts in the semidirect
product of the subgroup of the group of diagonal matrices of GLn0(q
2) of norm one with
a group of order n0 as in Lemma 7.2. Observe that in this case we do not have any further
restrictions since q + 1 6≡ 1 mod 13 in any case. 2
The following lemma is a special case of Lemma 10.5 and is interesting because of the
use of linearly rigid tuples.
Lemma 10.6. Let q be even, m ≥ 6q and m ≡ 1 mod 12. If q ≡ 1 mod 3 and q 6= 4 then
the linear group GLm(q) occurs regularly as Galois group over Q. If q ≡ 2 mod 3 then
the unitary group GUm(q) occurs regularly as Galois group over Q.
Proof. We start with an (r+ 1)-tuple T in GL2r−4(q), where T1 is the identity matrix
and Ti = Si−1 for i = 2, . . . , r + 1 (Si as in the above remark).
Now we apply the sequence
M(−1,1) ◦MC ◦M(,−1) ◦MC−1 ◦M(1,)
to T and obtain a tuple S in GL6r−11(q), where S1 is a unipotent element with 2r − 4
Jordan blocks of length 3, S2 is similar to diag( · E3r−6, E1, −1 · E3r−6). Using Malle
and Matzat (1999, Theorem I.4.8), and the Remark following it, we get regular Galois
realizations for the linear groups GL12k+1(q) if 2k > q and q ≡ 1 mod 3.
Analogously we get the claim for the unitary groups. 2
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A. Appendix: Katz’ Existence Algorithm (Additive Version)
The Deligne–Simpson problem can be formulated as follows. Give necessary and suf-
ficient conditions for the choice of conjugacy classes Cj ⊆ GLn(C) so that there exist
irreducible (r + 1)-tuples of matrices Tj ∈ Cj satisfying the equality
Tr+1 · · ·T1 = En.
Kostov (1999) solves this problem for the case of generic eigenvalues. One of his main
tools is an additive version of the convolution operation. In this appendix we outline how
to get the additive convolution for general fields K using the monodromy generators of
the Jordan–Pochhammer equations.
Notation A.1. Let K be a field and λ ∈ K. We call T := (Tr, . . . , T1) ∈ Matn(K)r
a tuple in Matn(K). If T is a tuple we denote by 〈T〉 the sub-algebra of Matn(K)
generated by Tr, . . . , T1 and by V the natural left 〈T〉-module of dimension n. We call
T irreducible if V is an irreducible 〈T〉-module. If T is a tuple in Matn(K), then we set
T∞ := Tr + · · ·+ T1.
We start with an analogue of Definition 2.2
Definition A.2. Let λ ∈ K and A := (Ar, . . . , A1) be a tuple in Matn(K). Then we
define a tuple G = (Gr, . . . , G1) where Gi ∈ Matrn(K), such that Gi is the zero (block-)
matrix outside the ith block row:
Gi =

0 . . . 0
. . .
A1 . . . Ai + λ Ai+1 . . . Ar
. . .
0 . . . 0
 .
Remark A.3. Obviously,
G∞ − λ · Ern =
Z...
Z
 ,
where Z = (A1, . . . , Ar).
Now we determine two 〈G〉-invariant subspaces K and L in Vr analogous to Lemma 2.4.
(The proofs of the following statements are analogous to their multiplicative version and
they are left to the reader.)
Lemma A.4. (a) The vector space
K := KV := (ker(A1), . . . , ker(Ar))tr
is a 〈G〉-module.
(b) The vector space
L := LV(λ) := ∩i≤rker(Gi)
is a 〈G〉-module.
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If λ 6= 0 then
L = {(u, . . . , u)tr | u ∈ ker(A∞ + λ)}.
If λ = 0 then
L =
{
(v1, . . . , vr)tr |
∑
Aivi = 0
}
.
Corollary A.5. Let λ 6= 0. Then
K ∩ L = 0.
Now we can define the additive convolution.
Definition A.6. (a) We denote by Cλ(V ) the 〈G〉-module Vr and by MCλ(V) the
〈G〉-module Vr/(K + L). We also denote by Cλ(A) the tuple G = (Gr, . . . , G1) and
by MCλ(A) the tuple of the induced transformations of Vr/(K + L). We call MCλ the
additive convolution of V with λ.
(b) Let Λ = (λr, . . . , λ1) be an r-tuple in Matn(K), where the λi are scalars. We call
MΛ(T) := (λr + Tr, . . . , λ1 + T1),
where MΛ(T)∞ = λ∞ + T∞, the addition with Λ.
(c) We call two tuples T and T′ connected by Katz’ algorithm if T′ is a result of an
iterative application of convolution and addition to T.
In an obvious way we can transfer all other statements of the multiplicative version
in Sections 2–5 to the additive case. However, in the following case we get a slightly
different version.
Definition A.7. The symmetric group Sr is generated by σ1, . . . , σr−1, where σi =
(i, i+ 1). Further Sr operates on an r-tuple T := (Tr, . . . , T1) via
Tσi = (Tr, . . . , Ti, Ti+1, Ti−1 . . . , T1), i = 1, . . . , r − 1.
If V is a 〈T〉-module then we denote by Vσi the corresponding 〈Tσi〉-module.
Theorem A.8. The modules Cλ(Vσ) and (Cλ(V))σ respectively MCλ(Vσ) and
(MCλ(V))σ are isomorphic for all σ ∈ Sr.
Proof. Let A = (Ar, . . . , A1), G = Cλ(A) and Cλ(Aσi) = G˜. To prove the claim for
Cλ we have to find matrices X(σi), such that
X(σi)G˜j = Gσij X(σi).
It is readily checked that the following matrices satisfy this equation for i = 1, . . . , r− 1.
For i < r we set X(σi) the identity matrix outside the (i, i + 1)-block row and block
column and
X(σi)(i,i+1) =
(
0 En
En 0
)
.
Since X(σi)(KVσi ) = K and X(σi)(LVσi ) = L the claim follows for MCλ. 2
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Theorem A.9. Let Atri X = −XAi. Then (C−λ(Ai))tr(Yj,k) = −(Yj,k)Cλ(Ai), where
Yj,j = X(Aj + λ)Ai
and
Yj,k = XAjAk, j 6= k.
Corollary A.10. The form (Yj,k) restricted to K and L is zero.
Lemma A.11. (Scott, 1977) Let T be a tuple in Matn(K) such that T∞ = 0. If the
algebra generated by 〈T〉 is irreducible then∑
rk(Ti) ≥ 2n.
The additive version of the Scott formula follows easily from the multiplicative version
(see Kostov, 1999, Lemma 35).
Definition A.12. A tuple T in Matn(K) is called linearly rigid if for any other tuple
T′ in Matn(K), such that T ′i is conjugate to Ti in Matn(K) for i = 1, . . . , r,∞ we have
an element X ∈ GLn(K) with Ti = T ′iX for i = 1, . . . , r,∞.
The following remark is well known (or see Katz, 1996, Theorem 1.1.2)
Remark A.13. If an irreducible tuple T in Matn(K) is linearly rigid then the index of
rigidity is 2.
Analogously to Section 4 we get an additive analogon of Katz’ existence algorithm:
Theorem A.14. Any irreducible tuple in Matn(K) whose index of rigidity is 2 is con-
nected by Katz’ algorithm to a tuple in Mat1(K).
Corollary A.15. An irreducible tuple T in Matn(K) is linearly rigid if and only if the
index of rigidity is 2.
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