Introduction
Let (R, m) be a Noetherian local ring of dimension d and let I be an mprimary ideal. A sequence of ideals I = {I n } n∈Z is called an I-admissible filtration if there exists a k ∈ N such that for all n, m ∈ Z, I n+1 ⊆ I n , I m I n ⊆ I n+m and I n ⊆ I n ⊆ I n−k .
The Rees algebra R(I) and the associated graded ring G(I) of the filtration I are defined as
I n /I n+1 .
For the I-adic filtration I = {I n }, we put R(I) = R(I) and G(I) = G(I).
Note that I is an I-admissible filtration if and only if R(I) is a finitely generated R(I)-module. Rees [10] proved that the integral closure filtration {I n } is an I-admissible filtration if and only if R is analytically unramified.
Marley [9] showed that if I is an I-admissible filtration then the Hilbert function H I (n) = λ(R/I n ), where λ denotes length as R-module, coincides with a polynomial P I (x) ∈ Q[x] of degree d for large n. This polynomial is Huenke's fundamental lemma is deduced as a consequence.
1.
A Formula for the Chern Number e 1 (I)
In this section we give a formula for the Chern number of an I-admissible filtration in terms of the Euler Characteristics of subcomplexes of a Koszul complex. Let (R, m) be a d-dimensional local ring and I be an m-primary ideal. Let {I n } n∈Z be an I-admissible filtration. Let x = x 1 , . . . , x d ∈ I be a minimal reduction of I. In order to prove the main theorem we define for n ∈ Z the complex K (n) (x, I) which is a sub-complex of the Koszul complex given by
For a numerical function f : 
Proof. Consider for n ∈ Z the modified Koszul complex
with I n = R for n ≤ 0 and the differentials are induced by the differentials of the Koszul complex K . = K . (x). Then we get
Notice that △ d P I (n) = e 0 (I) and
By Serre's Theorem [1, Theorem 4.7.6] we have e 0 (I) = χ(K . ). Therefore
Consider the exact sequence of complexes
Then from the exact sequence (1) we have
From Proposition 2.9 of [6] it follows that
Applications of the Formula in dimension one
In this section we explicitly write down the formula for the Chern number in one dimensional local rings as consequences of Theorem 1.1. As applications we unify several results in dimension one. The next result was proved for Cohen-Macaulay local rings in [5] .
Theorem 2.1. Let (R, m) be a 1-dimensional local ring and I be an mprimary ideal and I = {I n } n∈Z be an I-admissible filtration. Let J = (x) ⊆ I 1 be a minimal reduction. Then
In particular, if R is Cohen-Macaulay then
Proof. From Theorem 1.1 we have
where the complex K (n) (I) is given as
Note that
and
Hence
If R is Cohen-Macaulay, then x is a regular element and so (0 : x) = 0.
Hence we have
The next result is a deep theorem of Rees valid in any dimension. The proof given here in dimension one for admissible filtrations is new and straightforward. Proof. Let J = (x) ⊆ I 1 . Consider the complex
Let H I/J (n) = λ(I n /J n ) be the Hilbert function and P I/J (n) denote the corresponding Hilbert polynomial. Note that
Since e 0 (I) = e 0 (J), e 0 (I/J) = 0. Hence for large n we have
Notice that
Observe that (J n : x) = J n−1 + (0 : x). Hence we have
By Artin-Rees Lemma,
) for some n 0 and for all n ≥ n 0 . Since λ(H 0 m (R)) < ∞, for large n we have
Hence for large n, I n = JI n−1 . Thus J is a reduction of I. 
Proof. From Equation (2) we have
which implies e 0 (I) − λ(R/I n ) + λ(R/I n−1 ) = λ(I n /JI n−1 ).
Thus we have λ(I n−1 /I n )+λ(I n /JI n−1 ) = e 0 (I). Hence λ(I n−1 /I n ) ≤ e 0 (I) for n ≥ 1 and equality holds if and only if I n = JI n−1 . 
Then
(1) H I (n) = P I (n) for all n ≥ 1.
(2) If (x) is a minimal reduction of I then I n = xI n−1 for all n ≥ 2.
Proof. From Theorem 2.1 we have e 1 (I) = n≥1 λ (I n /JI n−1 ). Since
we get n≥2 λ (I n /JI n−1 ) = 0. Hence I n = JI n−1 for all n ≥ 2. From Equation (2) we have
for n ≥ 2. Hence
Hence H I (n) = P I (n) for all n ≥ 1. 
(1) H I (n) = P I (n) for all n > 1. From Equation (2) we have △[P I (n) − H I (n)] = 0 for all n ≥ 3 and λ(I 2 /xI) = 1. Note that
for all n ≥ 3 and
Hence H I (n) = P I (n) for all n > 1.
Applications of the Formula in dimension two
In this section we derive the formula for the Chern number in dimension 2 as a consequence of Theorem 1.1 and as an application derive Huneke's fundamental Lemma.
Proposition 3.1. Let (R, m) be a 2-dimensional local ring and let J = (x, y) be a parameter ideal. Let J = {J n } be a J-admissible filtration with
. (J ) be the subcomplex of the Koszul complex K.(x, y) defined as :
Proof. In order to calculate the first homology of the above complex we calculate ker g n and image f n .
Observe that ker g n ∼ = (x : y) ∩ J n−1 through the map (a, b) → b. Indeed, as
x is a regular element, for each b ∈ (x : y) there exists a unique a ∈ R such that ax = by and since x * is G(J )-regular J n : x = J n−1 for all n ≥ 2, so a ∈ J n−1 . Thus ker g n ∼ = (x : y) ∩ J n−1 . Notice that image f n = {(cy, cx)|c ∈ J n−2 }. Since image f n ⊆ ker g n , we have image f n ∼ = (x)J n−2 . Hence 1 and x * ∈ J 1 /J 2 be a nonzerodivisor in G(J ). Then
Proof. By Theorem 1.1 we have
Since depth G(J ) ≥ 1 and x * is a nonzerodivisor so x is a nonzerodivisor and hence H 2 (K . ) = 0. Therefore H 2 (K (n) (J )) = 0 for all n. By Proposition 3.1 we have
Corollary 3.3. Let (R, m) be a 2-dimensional analytically unramified local ring and J = (x, y) be a parameter ideal. Then
where J denote the integral closure of J.
Proof. Since R is analytically unramified, J = {J n } is a J-admissible filtration and by [9, Theorem 3 .25] depth G(F) ≥ 1. Hence by Theorem 3.2 we are done.
Next we derive Huneke's Fundamental Lemma for I-admissible filtrations.
For this purpose we need the following Lemma. 
Then for n ∈ Z, the following hold: Proof. From Equation (2) we have
where K (n) (I) is the complex 0 −→ I n−2 −→ (I n−1 ) 2 −→ I n −→ 0.
Note that H 0 (K (n) (I)) = I n /JI n−1 and H 2 (K (n) (I)) = (0 : J) ∩ I n−2 = 0 as R is Cohen-Macaulay. From the exact sequence of complexes (1) 
