Abstract. The symmetrized bidisc G2 is defined by
Introduction
Denote by D the unit disk in the complex plane C. The classical Schwarz lemma says the following: Now the classical Schwarz lemma has become a crucial theme in many branches of mathematical research (see, for instance, Ahlfors [5] , Rodin [25] , Tsuji [29] and Yau [31] ). Also, there are many results (see, for instance, Alexander [6] , Migliorini-Vlacci [22] , Pommerenke [24] , Tauraso-Vlacci [27] ) concerning the boundary behavior of various maps, and it is natural to consider various boundary version of the classical Schwarz lemma. There is a classical Schwarz lemma at the boundary as follows (see, for instance, Garnett [13] .
The idea of Schwarz lemmas at the boundary of the unit disk has seen considerable activity in the past 10 years or so (see, for instance, Chelst [9] , Krantz [19] and Osserman [23] ). Wu [30] generalized the classical Schwarz lemma for holomorphic mappings to higher dimension as follows. Burns-Krantz [8] established a new Schwarz lemma at the boundary, where they obtained a new rigidity result for holomorphic mappings (see Bracci-Tauraso-Vlacci [7] , Gentili-Vlacci [14] and Huang-Krantz [17] for related research). Huang [16] further strengthened the result of BurnsKrantz for holomorphic mappings with an interior fixed point. By using the boundary behavior of the Carathédory and Kobayashi metrics on bounded strongly pseudoconvex domains with smooth boundary (see Graham [15] ), recently, Liu-Tang [20, 21] generalize the boundary Schwarz lemma to strongly pseudoconvex domains in C n . The domain G 2 ⊂ C 2 defined by
is called the symmetrized bidisc. The symmetrized bidisc is a bounded pseudoconvex domain. It is important because it is the first known example of a bounded pseudoconvex domain for which the Carathéodory and Lempert functions coincide, but which cannot be exhausted by domains biholomorphic to convex ones (see Costara [10] ). Moreover, the symmetrized bidisc plays also an important role in solving the Pick-Nevanlinna Interpolation Problem in dimension two (cf. Agler-Young [3] Following this line, we study the boundary Schwarz lemma for the symmetrized bidisc G 2 in this paper. Note that the symmetrized bidisc is a bounded inhomogeneous domain without smooth boundary, and especially the symmetrized bidisc has no strongly pseudoconvex boundary point and the boundary behavior of both Carathéodory and Kobayashi metrics over the symmetrized bidisc is hard to describe precisely. We need to find a different approach for such a study. Because the symmetrized bidisc has no strong pseudoconvex boundary point, our boundary Schwarz lemma in the paper differs greatly from the earlier related results (e.g., see Liu-Tang [20, 21] ).
Preliminaries
In this section,we exhibit some notations and collect several basic lemmas, which will be used in the subsequent section. (1) (s, p) ∈ G 2 ; (2) the roots of the equation
4) |s| < 2 and for all ω ∈ T, 2p − ωs 2 − ωs < 1;
(5) |p| < 1 and there exists β ∈ D,such that s = βp + β; (6) 2|s − sp| + |s 2 − 4p| + |s| 2 < 4.
Suppose that Ω is a domain in C n . Let H(Ω, D) be the set of all holomorphic mappings from Ω into D. For any z ∈ Ω and ξ ∈ C n ,
is said to be the infinitesimal form of Carathéodory metric of Ω. Here J f (z) = ( ∂f ∂z1 , · · · , ∂f ∂zn ). Agler-Young [4] give the form of the Carathéodory metric of the symmetrized bidisc G 2 .
The Schwarz Lemma at the Boundary 3 From the proof of Corollary 4.4 in [4] , we can get another formula of F C (z, ξ) as
which is very useful for our calculation.
The royal variety Σ of the symmetrized bidisc G 2 plays an important role in the study of the symmetrized bidisc. The royal variety of G 2 is defined by
Note that Jarnicki-Pflug [18] completely describe the group of holomorphic automorphisms for the symmetrized bidisc G 2 as follows.
where
Because Aut(G 2 ) does not act transitively on G 2 , the symmetrized bidisc is inhomogeneous. But the group Aut(G 2 ) acts transitively on Σ.
The following lemma characterizes the contraction property of the Carathéodory metric, which is also a version of Schwarz lemma.
Moreover, if φ : G 2 → G 2 be a biholomorphic mapping, then we have
With the form of the Carathéodory metric of G 2 in Lemma 2.2 and the holomorphic automorphism group of G 2 in Lemma 2.3, we can get the explicit formula of the Carathéodory metric at some points of G 2 as follows.
Proof. By Lemma 2.3, we can take H hα ∈ Aut(G 2 ) such that H hα (s 0 , p 0 ) = (0, 0), where
A direct calculation shows that
By Lemma 2.2, we have
By Lemma 2.4, it follows that
The proof is complete.
Lemma 2.6
If s ∈ C with |s| < 1, then, for any β ∈ C, we have
Proof. By Lemma 2.2, for any s ∈ C, |s| < 1 and β ∈ C, we have
Notice that
This, together with (2.1), implies
So we only need to find
Let c = sω with c = a + bi, then |c| = |s| < 1 and a 2 + b 2 = |s| 2 , where a, b ∈ R. Notice that
where a ∈ R and |a| |s|.
Let f (a) =
. Then a simple calculation shows that
This, together with (2.2), implies
Main Results
In this section, we present the main results in the article. We study the Schwarz lemma at the boundary points (e iθ , 0), (0, e iθ ) and (2α, α 2 ) (θ ∈ [0, 2π), α ∈ C and |α| = 1), which will be exhibited in Theorem 3.1, Theorem 3.2 and Theorem 3.3 respectively.
That is,
.
Moreover, we have
The eigenvectors of J f (z 0 ) with respect to µ have the form of
where α ∈ C − {0}. Moreover, we have
Moreover, the inequalities in (iv) and (v) are sharp
Proof. The proof is divided into four steps.
Step 1. From the equivalence of (1) and (6) in Lemma 2.1, we can see that
is a defining function for G 2 . A simple calculation shows that
We can easily verify that ∂G 2 has C 1 boundary near z 0 and
Denote by T z0 (∂G 2 ) and T
(∂G 2 ) the tangent space and holomorphic tangent space to ∂G 2 at z 0 = (e iθ , 0) (θ ∈ [0, 2π)) respectively. Then
Since f is holomorphic at z 0 , we assume that f is holomorphic on a neighborhood V of z 0 . For any α = (α 1 , α 2 ) ′ ∈ T z0 (∂G 2 ), take the smooth curve γ :
This implies that
Consequently, there exists λ ∈ R such that
That is
It follows that
This means that λ is an eigenvalue of J f (z 0 ) ′ . Since λ ∈ R, it is also an eigenvalue of
′ is a normal vector to ∂G 2 at z 0 . The proof of (iii) is complete.
Step 2. Let
From the equivalence of (1) and (4) in Lemma 2.1, we know that g is a holomorphic mapping from D to D and g is holomorphic at ξ = 1 with g(1) = e −2iθ e iθ f1(e iθ ,0)−2f2(e iθ ,0) 2−e −iθ f1(e iθ ,0) = 1. By Theorem 1.2, we have
. The proof of (ii) is complete.
Step 3. Notice that for any α ∈ T
(1,0) z0
(∂G 2 ). Similar to the proof of (3.1), we obtain
(∂G 2 ) be an eigenvector of J f (z 0 ) with respect to µ, where α ∈ C − {0}. That is
Let t ∈ (0, 1). By Lemma 2.2, we obtain
By Lemma 2.4, the contraction property of the Carathéodory metric, we have
This, together with Lemma 2.6, yields
for any t ∈ (0, 1). As t → 1 − , we obtain |µ| 1. Moreover, by taking the identity mapping on G 2 , it is easy to check that the inequality is sharp. The proof of (iv) is complete.
Step
By (iii) and (iv) which we have proved before, together with λ = µ, we obtain
and
Let ∆ be the discriminant of the characteristic polynomial of J f (z 0 ), then
Thus, λ = µ is a root of order 2 of the characteristic polynomial of J f (z 0 ). Therefore, λ and µ are the all eigenvalues of the linear transformation J f (z 0 ) on C 2 . So, from |µ| 1 by (iv), we get
The proof of (i) and (v) is complete. Finally we show that the inequalities in (iv) and (v) are sharp. Obviously the identity mapping on G 2 is an example to make the inequalities in (iv) and (v) as equalities. Beside the identity mapping, we can also consider the holomorphic mapping
Then we obtain µ = 
Moreover, the inequalities in (ii), (iv) and (v) are sharp.
Proof. The proof is divided into three steps.
and such that φ 1 (0) = 0, φ 1 (1) = e −iθ f 2 (0, e iθ ) = 1. Then by Theorem 1.2, we have
where ω ∈ T is any fixed complex number. Then from the equivalence of (1) and (4) 
∂p (z 0 ) = ci with c ∈ R. Suppose that c = 0, then we have
That is a contradiction if we take the identity mapping on the G 2 . Hence we have c = 0. It implies ∂f1 ∂p (z 0 ) = 0. 
Similar to the case of θ = 0 we know that it is a contradiction. Thus we have
′ is an eigenvector of J f (z 0 ) with respect to λ.
The proof of (i), (ii) and (iii) is complete.
Step 2. By Lemma 2.2, for any p ∈ C with 0 < |p| < 1, we have
By Lemma 2.4, for any 0 < t < 1, take any fixed ξ 1 ∈ C with ξ 1 = 0, we have
here t is in a left neighborhood of 1. Thus
This means
As t → 1 − , then we obtain | ∂f2 ∂s (z 0 )| λ.
Step 3. By Lemma 2.2, for any 0 < t < 1 and (ξ 1 , ξ 2 ) ′ ∈ C 2 , we have
One can easily prove that
so we have lim
Similarly, we can get
so we have
As t → 1 − , we obtain
Let (ξ 1 , ξ 2 ) ′ be an eigenvector of J f (z 0 ) with respect to the eigenvalue µ = ∂f1 ∂s (z 0 ) , then it follows that λ sup
We next prove that sup
In fact, assume sup
that is, for any ω ∈ T, we have
Take ω = e − θ 2 i , then we get ξ 2 = 0. We can also take ω = 1 and obtain ξ 1 = 0. So we get ξ 1 = ξ 2 = 0, which is in contradiction to the fact that (ξ 1 , ξ 2 )
′ is an eigenvector of J f (z 0 ) with respect to the eigenvalue µ = ∂f1 ∂s (z 0 ). This means
So we can easily get
The proof of (iv) and (v) is complete. Finally we show that the inequalities in (ii), (iv) and (v) are sharp. Obviously the identity mapping on symmetrized bidisc G 2 shows that these inequalities are sharp. Beside the identity mapping on G 2 , there are so many other examples. Considering the holomorphic mapping
Then we have λ = ∂f2 ∂p (z 0 ) = 1 and ∂f2 ∂s (z 0 ) = ie θ 2 i . That means the inequality in (ii) and the inequality in (iv) are sharp. In order to verify that the first inequality in (iv) and the inequalities in (v) are sharp, we consider the holomorphic mapping
where Remark. The condition f (0) = 0 in Theorem 3.2 can not be removed. Consider 
2 ) ∈ ∂G 2 with α ∈ C and |α| = 1. If f is holomorphic at z 0 and f (z 0 ) = z 0 , then for the eigenvalues λ, µ of J f (z 0 ), the following statements hold:
′ is an eigenvector of J f (z 0 ) with respect to λ. That is
Then B − Aα ∈ R and |µ| B − Aα;
Moreover, the inequalities in (i), (iii) and (iv) are sharp.
Step 1. Take
2 ) = 1. Then by Theorem 1.2, we have
Then by Theorem 1.2 again, we have
∂p (z 0 ). Now we want to prove λ 1 = λ 2 . The proof is divided into three cases.
Case 1. α = 1. For any fixed θ : 0 < θ < π, take
From the equivalence of (1) and (4) in Lemma 2.1, we can easily get that ψ 3 : D → D is holomorphic in D ∪ {1} and such that ψ 3 (0) = 0, ψ 3 (1) = 1. Notice that
Then by Theorem 1.2, we have
which implies λ 1 = λ 2 . Case 2. α = −1. For any fixed θ : 0 < θ < π, take
Then ψ 3 : D → D is is holomorphic in D ∪ {1} and such that ψ 3 (0) = 0, ψ 3 (1) = 1. Notice that
Then we have
which implies λ 1 = λ 2 . Case 3. α = −1 and 1. Take
, ξ ∈ D.
Then we obtain
This implies (α − α)λ 1 − 2(α − 1)λ 2 ∈ R. Let α = a + bi. Since α = −1 and 1, we have b = 0.
By Lemma 2.5, for any 0 < t < 1, we have
This, together with (3.5), (3.6) and (3.7), implies that for any 0 < t < 1,
That means B − Aα ∈ R. Moreover, we have B − Aα 0. The proof of the first part of (iv) is complete.
Step 3. From (3.8), together with the result in step 2, we obtain
∂s (z 0 ). As t → 1 − , then we obtain
Since det J f (z 0 ) = µλ, it follows that |µ| B − Aα.
Then we can conclude that
The proof of (iii) and (iv) is complete. Moreover, considering the identity mapping on symmetrized bidisc G 2 , we can find that the inequalities in (i), (iii) and (iv) are sharp. The proof is complete.
From our main results Theorem 3.1, Theorem 3.2 and Theorem 3.3, we can obtain a boundary Schwarz lemma for holomorphic function h(s, p) : G 2 → D and holomorphic mapping ϕ(z) : D → G 2 at boundary points (e iθ , 0), (0, e iθ ) and (2α, α 2 ) (θ ∈ [0, 2π), α ∈ C and |α| = 1) of G 2 , which we can summarize as following corollaries. Proof. Define f (s, p) = (0, ωh(s, p)), then f : G 2 → G 2 is a holomorphic mapping and satisfies the conditions of Theorem 3.2. From Theorem 3.2 we can obtain the statements in the corollary. Moreover, considering the mapping
then we can easily prove that the inequalities in corollary are sharp. Moreover, the inequality above is sharp.
Proof. Define f (s, p) = (2ωh(s, p), ω 2 h(s, p) 2 ), then f : G 2 → G 2 is a holomorphic mapping and satisfies the conditions of Theorem 3.3. It follows from Theorem 3.3 that the Corollary is proved. Moreover, considering the mapping Φ(s, p) = s − 2βp 2 − βs :
where β ∈ T and β = α, then the inequality turns out to be sharp.
Remark. In fact, the above three corollaries can also be conducted from the Carathéodory metric of G 2 and the boundary Schwarz lemma of the unit disc D, but the calculation process is very complicated. Here we give a simpler proof. where ω is any fixed number with |ω| < 1. Then f : G 2 → G 2 is a holomorphic mapping and satisfies the conditions of Theorem 3.3. It follows from Theorem 3.3 that the corollary is proved. Moreover, for any fixed λ ∈ ∂D, considering the holomorphic mapping
then the inequality turns out to be sharp.
