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AN INTERPOLATION OF METRICS AND SPACES OF
METRICS
YOSHITO ISHIKI
Abstract. We provide an interpolation theorem of a family of
metrics defined on closed subsets of metrizable spaces. As an ap-
plication, we observe that various sets of all metrics with properties
appeared in metric geometry are dense intersections of countable
open subsets in spaces of metrics on metrizable spaces. For in-
stance, our study is applicable to the set of all non-doubling metrics
and the set of all non-uniformly disconnected metrics.
1. Intoroduction
For a metrizable space X , we denote by M(X) the set of all metrics
on X which generates the same topology as the original one on X .
In 1930, Hausdorff [13] proved the extension theorem stating that for
every metrizable space X , for every closed subset A of X and for every
d ∈ M(A), there exists D ∈ M(X) such that D|A2 = d (see Theorem
2.1). We define a function DX : M(X)×M(X)→ [0,∞] by
DX(d, e) = sup
(x,y)∈X2
|d(x, y)− e(x, y)|.
The functionDX is a metric on M(X) valued in [0,∞]. Throughout this
paper, we consider that M(X) is always equipped with the topology
generated by DX . We generalize the Hausdorff extension theorem to
an interpolation theorem of metrics with an approximation by DX .
A family {Si}i∈I of subsets of a topological space X is said to be
discrete if for every x ∈ X there exists a neighborhood of x intersecting
at most single member of {Si}i∈I .
One of our main results is the following interpolation theorem:
Theorem 1.1. Let X be a metrizable space, and let {Ai}i∈I be a dis-
crete family of closed subsets of X. Then for every metric d ∈ M(X),
and for every family {ei}i∈I of metrics with ei ∈ M(Ai), there exists a
metric m ∈ M(X) satisfying the following:
(1) for every i ∈ I we have m|A2i = ei;
(2) DX(m, d) = supi∈I DAi(eAi , d|A2i ).
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Moreover, if X is completely metrizable, and if each ei ∈ M(Ai) is a
complete metric, then we can choose m ∈ M(X) as a complete metric
on X.
A central idea of the proof of Theorem 1.1 is a correspondense be-
tween a metric on a metrizable space and a topological embedding from
a metrizable space into a Banach space. A metric d on a metrizable
space X induces a topological embedding from X into a Banach space
such as the Kuratowski embedding (see Theorem 2.8). Conversely, a
topological embedding F from a metrizable space X into a Banach
space V with norm ‖ · ‖V induces a metric m ∈ M(X) on X defined by
m(x, y) = ‖F (x)−F (y)‖V . In the proof of Theorem 1.1, we utilize this
correspondence to translate the statement of Theorem 1.1 into an inter-
polation problem on topological embeddings into a Banach space. We
then resolve such a problem by using the Michael continuous selection
theorem (see Theorem 2.2), and by using a similar method to Kura-
towski [18] (see also [14] and [1]) of converting a continuous function
into a topological embedding by extending a codomain.
Theorem 1.1 enables us to investigate dense Gδ subsets in the topol-
ogy of the space (M(X),DX) for a metrizable space X . To describe our
second result precisely, we define a class of geometric properties that
unify various properties appeared in metric geometry.
Remark 1.1. For every metrizable space X , and for every closed sub-
set A of X , Nguyen Van Khue and Nguyen To Nhu [20] constructed
a Lipschitz metric extensor from (M(A),DA) into (M(X),DX), and a
monotone continuous metric extensor from M(A) into M(X); moreover,
if X is completely metrizable, then each of these metric extensors maps
any complete metric in M(A) into a complete metric in M(X). To ob-
tain such metric extensors, they used the Dugundji extension theorem
concerning locally convex topological linear spaces.
Let P∗(N) be the set of all non-empty subsets of N. For a topological
space T , we denote by F(T ) the set of all closed subsets of T . For a
subset W ∈ P∗(N), and for a set S, we denote by Seq(W,S) the set of
all finite injective sequences {ai}
n
i=1 in S with n ∈ W .
Definition 1.1. Let Q be an at most countable set, P a topological
space. Let F : Q → F(P ) and G : Q → P∗(N) be maps. Let Z be a
set. Let φ be a correspondence assigning a pair (q,X) of q ∈ Q and a
metrizable space X to a map φq,X : Seq(G(q), X) × Z ×M(X) → P .
We say that a sextuple (Q,P, F,G, Z, φ) is a transmissible paremeter if
for every metrizable space X , for every q ∈ Q, and for every z ∈ Z the
following are satisfied:
(TP1) for every a ∈ Seq(G(q), X) the map φq,X(a, z) : M(X) → P
defined by φq,X(a, z)(d) = φq,X(a, z, d) is continuous;
(TP2) for every d ∈ M(X), if S is a subset of X and a ∈ Seq(G(q), S),
then we have φq,X(a, z, d) = φq,S(a, z, d|S2).
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We introduce a property determined by a transmissible parameter.
Definition 1.2. Let G = (Q,P, F,G, Z, φ) be a transmissible param-
eter. We say that a metric space (X, d) satisfies the G-transmissible
property if there exists q ∈ Q such that for every z ∈ Z and for every
a ∈ Seq(G(q), X) we have φq,X(a, z, d) ∈ F (q). We say that (X, d) sat-
isfies the anti-G-transmissible property if (X, d) satisfies the negation
of the G-transmissible property; namely, for every q ∈ Q there exist
z ∈ Z and a ∈ Seq(G(q), X) with φq,X(a, z, d) ∈ X \ F (q). A property
on metric spaces is a transmissible property (resp. anti-transmissible
property) if it is equivalent to a G-transmissible property (resp. anti-
G-transmissible property) for some transmissible parameter G.
The class of transmissible properties contains various properties ap-
peared in metric geometry.
Example 1.1. The following properties on metric spaces are transmis-
sible properties (see Section 4).
(1) the doubling property;
(2) the uniform disconnectedness;
(3) satisfying the ultratriangle inequality;
(4) satisfying the Ptolemy inequality;
(5) the Gromov Cyclm(0) condition;
(6) the Gromov hyperbolicity.
To state our second result, we need a more additional condition for
transmissible properties.
Definition 1.3. Let G = (Q,P, F,G, Z, φ) be a transmissible parame-
ter. We say that G is singular if for each q ∈ Q and for every ǫ ∈ (0,∞)
there exist z ∈ Z and a finite metrizable space (R, dR) such that
(1) δdR(R) ≤ ǫ, where δdR(R) stands for the diameter of R;
(2) card(R) ∈ G(q), where card stands for the cardinality;
(3) φq,R(R, z, dR) ∈ X \ F (q).
Note that not all transmissible parameters are singular; especially,
the Gromov hyperbolicity does not have a singular transmissible pa-
rameter (see Proposition 4.21).
Due to Theorem 1.1, we obtain the following theorem on dense Gδ
subsets in spaces of metrics:
Theorem 1.2. Let G be a singular transmissible parameter. For every
non-discrete metrizable space X, the set of all d ∈ M(X) for which
(X, d) satisfies the anti-G-transmissible property is dense Gδ in M(X).
Theorem 1.2 can be considered as an analogue of Banach’s famous
result stating that the set of all nowhere differentiable continuous func-
tions contains a dense Gδ set in a function space.
4 YOSHITO ISHIKI
Remark 1.2. Theorem 1.2 holds true for the space CM(X) of all com-
plete metrics in M(X) (see Theorems 4.7).
We can apply Theorem 1.2 to the properties (1)–(5) mentioned in
Example 1.1. Therefore we conclude that the set of all metrics not
satisfying these properties are dense Gδ in spaces of metrics (see also
Corollary 4.16). We also conclude that the set of all metrics with rich
pseudo-cones is dense Gδ in spaces of metrics (see Theorem 4.14).
Our third result is based on the fact that for second countable locally
compact space X the space M(X) is a Baire space (see Lemma 5.1).
For a property P on metric spaces, we say that a metric space (X, d)
satisfies the local P if every non-empty open metric subspace of X
satisfies the property P .
As a local version of Theorem 1.2, we obtain the following:
Theorem 1.3. Let X be a second countable, locally compact locally
non-discrete space. Then for every singular transmissible parameter
G, the set of all metrics d ∈ M(X) for which (X, d) satisfies the local
anti-G-transmissible property is dense Gδ in M(X).
Note that all second countable locally compact spaces are metrizable,
which is a consequence of the Urysohn metrization theorem.
The organization of this paper is as follows: In Section 2, we review
the basic or classical theorems on topological spaces and metric spaces.
In Section 3, we prove Theorem 1.1. In Section 4, we prove Theorem 1.2
and show that various properties in metric geometry are transmissible
properties. In Section 5, we prove Theorem 1.3.
Acknowledgements. The author would like to thank Professor Koichi
Nagano for his advice and constant encouragement.
2. Preliminaries
In this paper, the symbol N stands for the set of all positive integers.
Let (X, d) be a metric space. Let A be a subset of X . We denote
by δd(A) the diameter of A. We denote by B(x, r) (resp. U(x, r)) the
closed (resp. open) ball centered at x with radius r.
2.1. The Hausdorff extension theorem. The following celebrated
theorem was first proven by Hausdorff [13] (cf [14], [1], [3], [2], [24]).
Theorem 2.1. Let X be a metrizable space, and let A be a closed
subset of X. Then for every d ∈ M(A) there exists D ∈ M(X) with
D|A2 = d. Moreover, if X is completely metrizable, and if d ∈ M(A) is
a complete metric on A, then we can choose D ∈ M(X) as a complete
metric on X.
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2.2. The Michael continuous selection theorem. Let V be a Ba-
nach space. We denote by CC(V ) the set of all non-empty closed
convex subsets of V . For a topological space X we say that a map
φ : X → CC(V ) is lower semi-continuous if for every open subset O of
V the set { x ∈ X | φ(x) ∩O 6= ∅ } is open in X .
The following theorem is known as one of the Michael continuous
selection theorems proven in [22].
Theorem 2.2. Let X be a paracompact space, and A a closed subsets
of X. Let V be a Banach space. Let φ : X → CC(V ) be a lower semi-
continuous map. If a continuous map f : A→ B satisfies f(x) ∈ φ(x)
for all x ∈ A, then there exists a continuous map F : X → V with
F |A = f such that for every x ∈ X we have F (x) ∈ φ(x).
By using linear structure, we have the following:
Proposition 2.3. Let V be a Banach space, and x, y ∈ V . Then for
every r ∈ (0,∞) we have
H(B(x, r), B(y, r)) = ‖x− y‖V ,
where H is the Hausdorff distance induced from the norm ‖ · ‖V of V .
Corollary 2.4. Let X be a topological space, and let V be a Banach
space. Let H : X → V be a continuous map and r ∈ (0,∞). Then
a map φ : X → CC(V ) defined by φ(x) = B(H(x), r) is lower semi-
continuous.
Proof. For every open subset O of V , and for every point a ∈ X with
φ(a)∩O 6= ∅, choose u ∈ φ(a)∩O and l ∈ (0,∞) with U(u, l) ⊂ O. By
Proposition 2.3, we can take δ ∈ (0,∞) such that for every x ∈ U(a, δ)
we have
H(φ(x), φ(a)) = ‖H(x)−H(a)‖V < l.
Then we have φ(x) ∩ U(u, l) 6= ∅, and hence φ(x) ∩ O 6= ∅. Therefore
the set { x ∈ X | φ(x) ∩O 6= ∅ } is open in X . 
2.3. Paracompact spaces. The following theorem is known as the
Stone theorem proven in [23].
Theorem 2.5. All metrizable spaces are paracompact.
By this theorem, we can apply Theorem 2.2 to all metrizable space.
Let X be a topological space. We say that a family {uj}j∈J of
continuous functions on X valued in [0, 1] is a partition of unity of X if
for every x ∈ X we have
∑
j∈J uj(x) = 1. A partition of unity {uj}j∈J
of X is locally finite if the family {u−1j ((0, 1])}j∈J of open subsets of X
is locally finite. For an open covering {Ui}i∈I of X , a partition of unity
{uj}j∈J of X is subordinated to {Ui}i∈I if the family {u
−1
j ((0, 1])}j∈J is
a refinement of {Ui}i∈I .
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The following proposition guarantees the existence of a locally finite
partition of unity on paracompact spaces. The proof can be seen in
[21, Proposition 2].
Proposition 2.6. Every open covering of a paracompact space has a
locally finite partition of unity subordinated to it.
Corollary 2.7. Let X be a paracompact space, and let {Ai}i∈I be a
discrete family of closed subsets of X. Then there exists a locally finite
partition of unity {ui}i∈I of X with the same index set I such that for
every i ∈ I and for every x ∈ Ai we have ui(x) = 1.
Proof. Since X is paracompact, we can take a discrete family {Ui}i∈I
of open subsets of X with Ai ⊂ Ui (see [8, Theorems 5.1.17, 5.1.18.]).
Fix o ∈ I. Replace Uo with X \
⋃
i 6=oAi. Since {Ai}i∈I is discrete, the
set Uo is open. By the definitions, {Ui}i∈I is an open covering of X .
Thus by Proposition 2.6, there exists a locally finite partition of unity
{uj}j∈J of X subordinated to {Ui}i∈I . Put K(o) = J \
⋃
i∈I\{o}K(i).
For each i ∈ I \ {o}, put
K(i) = { j ∈ J | u−1j ((0, 1]) ∩Ai 6= ∅ }.
For each i ∈ I, define a map vi : X → [0, 1] by
vi(x) =
∑
j∈K(i)
uj(x).
For all i, j ∈ I, if Ai ∩ Uj 6= ∅, then i = j. Thus {K(i)}i∈I is mutually
disjoint, and for every i ∈ I and for every x ∈ Ai we have ui(x) = 1.
Since {uj}j∈J is a locally finite partition of unity of X , so is {vi}i∈I . 
2.4. The Kuratowski embedding theorem. For a metric space
(X, d), we denote by Cb(X) the Banach space of all bounded continu-
ous functions on X equipped with the supremum norm. For x ∈ X , we
denote by dx the function from X to R defined by dx(p) = d(x, p). The
following theorem, which states that every metric space is isometrically
embeddable into Banach spaces, is known as the Kuratowski embed-
ding theorem. The proof can be seen in, for example, [8, Theorem
4.3.14.].
Theorem 2.8. Let (X, d) be a metric space. Take o ∈ X. Then the
map K : X → Cb(X) defined by K(x) = dx − do is an isometric
embedding. Moreover, if (X, d) is bounded, the map L : X → Cb(X)
defined by L(x) = dx is an isometric embedding.
2.5. Baire spaces. A topological space X is said to be Baire if the
intersections of countable dense open subsets of X are dense in X .
The following is known as the Baire category theorem.
Theorem 2.9. Every completely metrizable space is a Baire space.
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Since Gδ subset of completely metrizable space is completely metriz-
able (see, e.g. [26, Theorem 24.12]), we obtain the following:
Lemma 2.10. Every Gδ subset of a completely metrizable space is a
Baire space.
3. An interpolation Theorem of metrics
In this section, we prove Theorem 1.1.
3.1. Amalgamation lemmas. Let X and Y be sets, and let τ : X →
Y be a bijection. For a metric d on Y , we denote by τ ∗d the metric on
X defined by (τ ∗d)(x, y) = d(τ(x), τ(y)). Note that the map τ is an
isometry between (X, τ ∗d) and (Y, d).
The following proposition can be considered as a specific case of the
realization of a Gromov–Hausdorff distance of two metric spaces (see
[5, Chapter 7]).
Proposition 3.1. Let X be a metrizable space. For r ∈ (0,∞), let
d, e ∈ M(X) with DX(d, e) ≤ r. Put X0 = X, and let X1 be a set with
card(X1) = card(X0) and X0∩X1 = ∅. Let τ : X0 → X1 be a bijection.
Then there exists a metric h ∈ M(X0 ⊔X1) such that
(1) h|X2
0
= d;
(2) h|X2
1
= (τ−1)∗e;
(3) for every x ∈ X0 we have h(x, τ(x)) = r/2.
Proof. We define a symmetric function h : (X0 ⊔X1)
2 → [0,∞) by
h(x, y) =


d(x, y) if x, y ∈ X0;
e(x, y) if x, y ∈ X1;
infa∈X0(d(x, a) + r/2 + e(τ(a), y)) if (x, y) ∈ X0 ×X1.
By the definition, for every x ∈ X , we have h(x, τ(x)) ≥ r/2, and
h(x, τ(x)) ≤ d(x, x) + r/2 + e(τ(x), τ(x)) = r/2.
Therefore for every x ∈ X we have h(x, τ(x)) = r/2.
We next prove that h satisfies the triangle inequality. In the case
where x, y ∈ X0 and z ∈ X1, for all a, b ∈ X0 we have
h(x, y) = d(x, y) ≤ d(x, a) + d(a, b) + d(b, y)
≤ d(x, a) + r + e(τ(a), τ(b)) + d(b, y)
≤ d(x, a) + r + e(τ(a), z) + e((τ(b), z) + d(b, y)
≤ (d(x, a) + r/2 + e(τ(a), z)) + (d(y, b) + r/2 + e(τ(b), z)),
and hence we obtain h(x, y) ≤ h(x, z) + h(z, y). In the case where
x, z ∈ X0 and y ∈ X1, for all a ∈ X0 we have
h(x, y) ≤ d(x, a) + r/2 + e(τ(a), y)
≤ d(x, z) + (d(z, a) + r/2 + e(τ(a), y)),
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and hence h(x, y) ≤ h(x, z) + h(z, y). By replacing the role of X0 with
that of X1, we conclude that h satisfies the triangle inequality. 
The following two propositions are known as amalgamations of met-
rics. The proof can be seen in, for example, [4] (cf [25], [9]). For the
sake of self-containedness, we give a proof.
Proposition 3.2. Let (X, dX) and (Y, dY ) be metric spaces, and let
Z = X ∩ Y . If Z 6= ∅ and dX |Z2 = dY |Z2, then there exists a metric h
on X ∪ Y such that
(1) h|X2 = dX ;
(2) h|Y 2 = dY .
Proof. We define a symmetric function h : (X ∪ Y )2 → [0,∞) by
h(x, y) =


dX(x, y) if x, y ∈ X ;
dY (x, y) if x, y ∈ Y ;
infz∈Z(dX(x, z) + dY (z, y)) if (x, y) ∈ X × Y .
Since dX |Z2 = dY |Z2, the function h is well-defined. By the definition,
h satisfies the conditions (1) and (2).
We next prove that h satisfies the triangle inequality. In the case
where x, y ∈ X and z ∈ Y , for all a, b ∈ Z we have
h(x, y) = dX(x, y) ≤ dX(x, a) + dX(a, b) + dX(b, y)
= dX(x, a) + dY (a, b) + dX(b, y)
≤ (dX(x, a) + dY (a, z)) + (dY (z, b) + dX(b, y)),
and hence we obtain h(x, y) ≤ h(x, z) + h(z, y). In the case where
x, z ∈ X and y ∈ Y , for all a ∈ Z we have
h(x, y) ≤ dX(x, a) + dY (a, y)
≤ dX(x, z) + dX(z, a) + dY (a, y),
and hence we have h(x, y) ≤ h(x, z)+h(z, y). By replacing the role ofX
with that of Y , we conclude that h satisfies the triangle inequality. 
For a mutually disjoint family {Ti}i∈I of topological spaces, we con-
sider that the space
∐
i∈I Ti is always equipped with the direct sum
topology.
Proposition 3.3. Let (X, dX) and (Y, dY ) be metric spaces. If X∩Y =
∅, then for every r ∈ (0,∞) there exists a metric h ∈ M(X ⊔ Y ) such
that
(1) h|X2 = dX ;
(2) h|Y 2 = dY ;
(3) for all x ∈ X and y ∈ Y we have r ≤ h(x, y).
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Proof. Take two fixed points a ∈ X and b ∈ Y . Take r ∈ (0,∞). We
define a symmetric function h : (X ∪ Y )2 → [0,∞) by
h(x, y) =


dX(x, y) if x, y ∈ X ;
dY (x, y) if x, y ∈ Y ;
dX(x, a) + r + dY (b, y). if (x, y) ∈ X × Y .
Then the conditions (1), (2) and (3) are satisfied.
We prove that the function h satisfies the triangle inequality. In the
case where x, y ∈ X and z ∈ Y , we have
h(x, y) = dX(x, y) ≤ dX(x, a) + dX(a, y)
≤ (dX(x, a) + r + dY (b, z)) + (dX(y, a) + r + dY (b, z))
= h(x, z) + h(z, y).
In the case where x, z ∈ X and y ∈ Y , we have
h(x, y) = dX(x, a) + r + dY (b, y)
≤ dX(x, z) + dX(z, a) + r + dY (b, y) = h(x, z) + h(z, y).
By replacing the role of X with that of Y , we conclude that h satisfies
the triangle inequality. 
Lemma 3.4. Let {(Ai.ei)}i∈I be a mutually disjoint family of metric
spaces. Then there exists a metric h ∈ M(
∐
i∈I Ai) such that for every
i ∈ I we have h|A2i = ei.
Proof. We may assume that I is an ordinal. By transfinite induction,
we define a desired metric h as follows: Let a ∈ I +1. Assume that for
every b < a we already define metrics {hb}b<a such that
(1) if i < j < a, then for all x, y ∈ Ai we have hj(x, y) = hi(x, y);
(2) for every i < a we have hb ∈ M(
∐
i<bAi);
(3) if i 6= j and x ∈ Ai and y ∈ Aj , then we have 1 ≤ hb(x, y).
If a = b+1, we can define a metric ha ∈ M(
∐
i<aAi) by using Proposi-
tion 3.3 for X =
∐
i<bAi, Y = Aa and r = 1. Assume that a is a limit
ordinal. We define a function ha on
(∐
i<aAi
)2
by
ha(x, y) = hi(x, y),
where i < a is the first ordinal with x, y ∈
∐
k<iAk. By the inductive
hypothesis (1), the function ha is well-defined. From the hypotheses
(2) and (3), it follows that ha is a metric with ha ∈ M(
∐
i<aAi). Put
h = hI , then the proof is completed. 
Lemma 3.5. Let X be a metrizable space, and let {Ai}i∈I be a discrete
family of closed subsets of X. Let d ∈ M(X), and let {ei}i∈I be a family
of metrics with ei ∈M(Ai). Put
η = sup
i∈I
DAi(eAi, d|A2i )
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and assume that η < ∞. Let {Bi}i∈I be a mutually disjoint family of
sets such that for all i ∈ I we have card(Bi) = card(Ai) and X∩Bi = ∅.
Let τ :
∐
i∈I Ai →
∐
i∈I Bi be a bijection such that for each i ∈ I the
map τi = τ |Ai is a bijection between Ai and Bi. Then there exists a
metric h on X ⊔
∐
i∈I Bi such that
(1) for every i ∈ I we have h|B2i = (τ
−1
i )
∗ei;
(2) h|X2 = d;
(3) for every x ∈
∐
i∈I Ai we have h(x, τ(x)) = η/2.
Proof. By Proposition 3.1, for all i ∈ I, we find a metric li ∈ M(Ai⊔Bi)
such that
(1) li|A2i = d|A2i ;
(2) li|B2i = (τ
−1
i )
∗ei;
(3) for all x ∈ Ai we have li(x, τ(x)) = η/2.
By Lemma 3.4, we obtain a metric k ∈ M(
∐
i∈I(Ai ⊔Bi)) such that for
each i ∈ I we have k|(Ai⊔Bi)2 = li. Since X∩(
∐
i∈I(Ai⊔Bi)) =
∐
i∈I Ai,
by Proposition 3.2, we obtain a metric h on X ⊔
∐
i∈I Bi such that
(1) h|X2 = d;
(2) h|(∐i∈I Bi)2 = k|(
∐
i∈I Bi)
2 .
By the definitions of metrics li and k, we conclude that h is a metric
as required. 
3.2. Proof of Theorem 1.1. Before proving Theorem 1.1, we recall:
Proposition 3.6. Let T be a topological space, and let {Si}i∈I be a
discrete family of closed subsets of T . Then
⋃
i∈I Si is closed in T .
Proof of Theorem 1.1. Let X be a metrizable space, and let {Ai}i∈I be
a discrete family of closed subsets of X . Take a metric d ∈ M(X), and
a family {ei}i∈I of metrics with ei ∈ M(Ai).
Put η = supi∈I DAi(ei, d|A2i ). If η = ∞, then Theorem 1.1 follows
from Lemma 3.4 and the Hausdorff extension theorem 2.1.
We may assume η < ∞. Let {Bi}i∈I and τ :
∐
i∈I Ai →
∐
i∈I Bi be
the same family and the same map as in Lemma 3.5, respectively. Put
Z = X ⊔
∐
i∈I Bi. By Lemma 3.5, we find a metric h on Z such that
(1) for every i ∈ I we have h|B2i = (τ
−1
i )
∗ei;
(2) h|X2 = d;
(3) for every x ∈
∐
i∈I Ai we have h(x, τ(x)) = η/2.
We can take an isometric embedding H : Z → Y from (Z, h) into a
Banach space (Y, ‖ · ‖Y ) (see e.g., the Kuratowski embedding theorem
2.8). Define a map φ : Z → CC(Y ) by φ(x) = B(H(x), η/2). By
Corollary 2.4, the map φ is lower semi-continuous. For each i ∈ I,
we define a map fi : Ai → Y by fi(x) = H(τ(x)). Then each fi is
continuous. By the property (3) of h, for every x ∈ Ai we have fi(x) ∈
φ(x). Due to the Stone theorem 2.5, the space X is paracompact. Thus
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for each i ∈ I we can apply the Michael selection theorem 2.2 to the
map fi, and hence we obtain a continuous map Fi : X → Y such that
Fi|Ai = fi and for every x ∈ Ai we have Fi(x) ∈ φ(x). Note that
Fi(x) ∈ φ(x) means that ‖Fi(x)−H(x)‖Y ≤ η/2.
By Corollary 2.7, there exists a locally finite partition of unity {ui}i∈I
of X such that for every i ∈ I and for every x ∈ Ai we have ui(x) = 1.
Define a map F : X → Y by
F (x) =
∑
i∈I
ui(x)Fi(x).
Since {ui}i∈I is locally finite, the map F is continuous. Note that for
every x ∈ X we have
‖F (x)−H(x)‖Y =
∥∥∥∥∥
∑
i∈I
ui(x)Fi(x)−
∑
i∈I
ui(x)H(x)
∥∥∥∥∥
Y
=
∑
i∈I
ui(x)‖Fi(x)−H(x)‖Y ≤ η/2.
By Lemma 3.4, we obtain a metric k ∈ M(
∐
i∈I Ai) such that for
every i ∈ I we have k|A2i = ei. Since k generates the same topology
as
∐
i∈I Ai and
∐
i∈I Ai is closed in X (see Proposition 3.6), we can
apply the Hausdorff extension theorem 2.1 to the metric k, and hence
there exists a metric r ∈ M(X) such that for every i ∈ I we have
r|A2i = ei. Put l = min{r, η/2}. Note that l ∈ M(X). We consider that
the product Banach space Y × Cb(X) is equipped with the max norm
defined by ‖(x, y)‖ = max{‖x‖Y , ‖y‖Cb(X)}.
Define a map E : X → Y × Cb(X) by
E(x) = (F (x), lx),
where lx is a bounded function on X defined by lx(p) = l(x, p). By the
Kuratowski embedding theorem 2.8, the map L : X → Cb(X) defined
by L(x) = lx is an isometric embedding. Therefore E is a topological
embedding. We also define a map K : X → Y × Cb(X) by
K(x) = (H(x), 0).
Then, by the definition of the norm of Y × Cb(X), the map K from
(X, d) to (Y × Cb(X), ‖ · ‖) is an isometry. Since for every x ∈ X we
have ‖F (x)−H(x)‖Y ≤ η/2 and ‖lx‖Cb(X) ≤ η/2, we obtain
‖E(x)−K(x)‖ = max{‖F (x)−H(x)‖Y , ‖lx‖Cb(X)} ≤ η/2.
Define a function m : X2 → [0,∞) by m(x, y) = ‖E(x) − E(y)‖,
then m is a metric on X . Since E is a topological embedding, we
see that m ∈ M(X). For every i ∈ I, and for all x, y ∈ Ai, we have
‖F (x)− F (y)‖Y = ei(x, y) and
‖lx − ly‖Cb(X) = l(x, y) ≤ r(x, y) = ei(x, y);
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thus we obtain
‖E(x)− E(y)‖ = max{‖F (x)− F (y)‖Y , ‖lx − ly‖Cb(X)} = ei(x, y),
and hence m|A2i = ei. Moreover, we have η ≤ DX(m, d). We also
obtain the opposite inequality DX(m, d) ≤ η; indeed, for all x, y ∈ X ,
|m(x, y)− d(x, y)| =
∣∣‖E(x)− E(y)‖ − ‖K(x)−K(y)‖∣∣
≤ ‖E(y)−K(y)‖+ ‖E(x)−K(x)‖ ≤ η/2 + η/2 = η.
Therefore we conclude that DX(m, d) = η. This completes the proof
of the former part of Theorem 1.1.
By the latter part of the Hausdorff theorem 2.1, we can choose l as
a complete metric. Then m become a complete metric. This leads to
the proof of the latter part of Theorem 1.1. 
In Theorem 1.1, by letting I be a singleton, we obtain the following:
Corollary 3.7. Let X be a metrizable space, and let A be a closed
subset of X. Then for every d ∈ M(X), and for every e ∈ M(A), there
exists a metric m ∈ M(X) satisfying the following:
(1) m|A2 = e;
(2) DX(m, d) = DA(e, d|A2).
Moreover, if X is completely metrizable, and if e ∈ M(A) is a complete
metric, then we can choose m ∈ M(X) as a complete metric on X.
4. Transmissible properties
In this section we discuss transmissible properties, and prove Theo-
rem 1.2. We also show that various properties in metric geometry are
transmissible properties.
4.1. Proof of Theorem 1.2. By the condition (TP2) in Definition
1.1, we obtain the following:
Lemma 4.1. Let G be a transmissible parameter. If a metric space
(X, d) satisfies the G-transmissible property, then so does every metric
subspace of (X, d).
By the virtue of Lemma 4.1, we use the word “transmissible”.
Corollary 4.2. Let G be a transmissible parameter, and let (X, d) be
a metric space. If there exists a metric subspace of (X, d) satisfies the
anti-G-transmissible property, then so does (X, d).
Let X be a metrizable space, and let G = (Q,P, F,G, Z, φ) be a
transmissible parameter. For q ∈ Q, for a ∈ Seq(G(q), X) and for
z ∈ Z, we denote by S(X,G, q, a, z) the set of all d ∈ M(X) such that
φq,X(A, h, d) ∈ X \ F (q). We also denote by S(X,G) the set of all
d ∈ M(X) such that (X, d) satisfies the anti-G-transmissible property.
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Proposition 4.3. Let X be a metrizable space, G = (Q,P, F,G, Z, φ)
a transmissible parameter. Then for all q ∈ Q, a ∈ Seq(G(q), X) and
z ∈ Z, the set S(X,G, q, a, z) is open in M(X).
Proof. Fix q ∈ Q, a ∈ Seq(G(q), X) and z ∈ Z. Since the map
φq,X(a, z) : M(X)→ P is continuous, the set S(X,G, q, a, z) is open in
M(X). 
Corollary 4.4. Let X be a metrizable space, G = (Q,P, F,G, Z, φ) a
transmissible parameter. Then the set S(X,G) is Gδ in M(X). More-
over, if the set Q is finite, then S(X,G) is open in M(X).
Proof. By the definitions of S(X,G) and S(X,G, q, a, z), we have
S(X,G) =
⋂
q∈Q
⋃
a∈Seq(G(q),X)
⋃
z∈Z
S(X,G, q, a, z).
This equality together with Proposition 4.3 proves the lemma. 
We say that a topological space is an (ω0 + 1)-space if it is home-
omorphic to the one-point compactification of the countable discrete
topological space.
Lemma 4.5. Let G be a singular transmissible parameter. Then there
exists an (ω0+1)-metric space with arbitrary small diameter satisfying
the anti-G-transmissible property.
Proof. Let G = (Q,P, F,G, Z, φ). Fix ǫ ∈ (0,∞). By the singularity
of G, there exists a sequence {(Ri, di)}i∈N of finite metric spaces such
that for each i ∈ N there exists zi ∈ Z s atisfying
(1) δdi(Ri) ≤ ǫ · 2
−i;
(2) card(Ri) ∈ G(i);
(3) φi,Ri(Ri, zi, di) ∈ X \ F (i).
Put
L = {∞} ⊔
∐
i∈N
Ri,
and define a metric dL on L by
dL(x, y) =


di(x, y) if x, y ∈ Xi for some i;
ǫ ·max{2−i, 2−j} if x ∈ Xi, y ∈ Xj for some i 6= j;
ǫ · 2−i if x =∞, y ∈ Xi for some i;
ǫ · 2−i if x ∈ Xi, y =∞ for some i.
Then (L, dL) is an (ω0 + 1)-metric space with δdL(L) ≤ ǫ. By the
properties (2) and (3) of {(Ri, di)}i∈N, the metric space (L, dL) satisfies
the anti-G-transmissible property. 
Remark 4.1. It is also true that a transmissible parameter G is singular
if and only if there exists an (ω0+1)-metric space with arbitrary small
diameter satisfying the anti-G-transmissible property.
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Let G be a transmissible parameter. For a non-discrete metriz-
able space X , and for an (ω0 + 1)-subspace R of X , we denote by
T (X,R,G) the set of all d ∈ M(X) for which (R, d|R2) satisfies the
anti-G-transmissible property.
As a consequence of Corollary 3.7, we obtain the following:
Proposition 4.6. Let G = (Q,P, F,G, Z, φ) be a singular transmissi-
ble parameter. Then for every non-discrete metrizable space X, and for
every (ω0 + 1)-subspace R of X, the set T (X,R,G) is dense in M(X).
Proof. Fix d ∈ M(X) and ǫ ∈ (0,∞). From the singularity of G, by
Lemma 4.5, it follows that there exists an (ω0 + 1)-metric space (L, e)
satisfying the anti-G-transmissible property and δe(L) < ǫ/2. Since R
is an (ω0 + 1)-space, there exists an (ω0 + 1) subspace S of R with
δd(S) < ǫ/2. Let τ : S → L be a homeomorphism. By the definitions
of S and e, we have DS(d|S2, τ
∗e) < ǫ. By Corollary 3.7, we obtain
a metric m ∈ M(X) such that m|S2 = τ
∗e and DX(m, d) < ǫ. By
Corollary 4.2, the metric space (X,m) satisfies the anti-G-transmissible
property. Since d and ǫ are arbitrary, we conclude that T (X,R,G) is
dense in M(X). 
Proof of Theorem 1.2. Let X be a non-discrete metrizable space, and
let G be a singular transmissible parameter. Since X is non-discrete,
there exists an (ω0 + 1)-subspace R of X . By the definitions, we have
T (X,R,G) ⊂ S(X,G).
By Proposition 4.6 and Corollary 4.4, the set S(X,G) is dense Gδ in
M(X). This finishes the proof. 
For a complete metrizable space X , we denote by CM(X) the set of
all complete metrics in M(X). From the latter part of Corollary 3.7,
we deduce the following:
Theorem 4.7. Let G be a singular transmissible parameter. For every
non-discrete completely metrizable space X, the set of all d ∈ CM(X)
for which (X, d) satisfies the anti-G-transmissible property is dense Gδ
in CM(X).
4.2. The doubling property and the uniform disconnectedness.
For a metic space (X, d) and for a subset A of X , we set
αd(A) = inf{ d(x, y) | x, y ∈ A and x 6= y }.
A metric space (X, d) is said to be doubling if there exist C ∈ (0,∞)
and α ∈ (0,∞) such that for every finite subset A of X we have
card(A) ≤ C
(
δd(A)
αd(A)
)α
.
Note that (X, d) is doubling if and only if (X, d) has finite Assouad
dimension (see e.g., [15, Section 10]).
By the definitions of the topology of M(X), αd and δd, we obtain:
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Lemma 4.8. Let X be a metrizable space. Fix a finite subset A of
X. Then maps B,D : M(X) → R defined by B(d) = αd(A) and
D(d) = δd(A) is continuous.
Proposition 4.9. The doubling property on metric spaces is a trans-
missible property with a singular transmissible parameter.
Proof. Define a map D : (Q>0)
2 → F((R>0)
2) by
D((q1, q2)) = { (x, y) ∈ (R>0)
2 | x ≤ q1y
q2 },
and define a constant map GD : (Q>0)
2 → P(N)∗ by GD(q) = [2,∞).
Put ZD = {1}. For each metrizable space X , and for each q ∈ (Q>0)
2,
define a map φq,XD : Seq(G(q), X)× ZD ×M(X)→ R by
φq,XD ({ai}
N
i=1, 1, d) =
(
N,
δd({ ai | i ∈ {1, . . . , N} })
αd({ ai | i ∈ {1, . . . , N} })
)
.
Let DB = ((Q>0)
2, (R>0)
2, D,GD, {1}, φD). Then DB satisfies the
condition(TP2) in Definition 1.1. By the Lemma 4.8, we see that DB
satisfies the condition (TP1). Hence DB is a transmissible parameter.
The DB-transmissible property is equivalent to the doubling property.
We next prove that DB is singular. For q = (q1, q2) ∈ (Q>0)
2 and for
ǫ ∈ (0,∞), we denote by (Rq, dq) a finite metric space with card(Rq) >
q1+1 on which all distances of distinct two points are equal to ǫ. Then
δdq(Rq) = ǫ, and
φq,Rq(Rq, 1, dq) = (card(Rq), 1) 6∈ D(q).
This implies the proposition. 
Remark 4.2. Let Z be the set of all integers with discrete topology, and
let D ∈ M(Z) be the relative metric on Z induced from the Euclidean
metric on R. Then D has a neighborhood U in M(X) such that for
every d ∈ U the space (Z, d) is doubling.
A metric space (X, d) is said to be uniformly disconnected if there
exists δ ∈ (0, 1) such that if a finite sequence {zi}
N
i=1 in X satisfies
d(zi, zi+1) < δd(z1, zN), then we have N = 1. Note that a metric
space is uniformly disconnected if and only if it is bi-Lipschitz to an
ultrametric space (see e.g., [19, Lemma 5.1.10.]).
By the definition of the topology of M(X), we obtain:
Lemma 4.10. Let X be a metrizable space. Fix two points a, b in X.
Then a map f : M(X)→ R defined by f(d) = d(a, b) is continuous.
Proposition 4.11. The uniform disconnectedness on metic spaces is
a transmissible property with a singular parameter.
Proof. Define a map U : Q ∩ (0, 1)→ F((R≥0)
2) by
U(q) = { (x, y) ∈ (R≥0)
2 | x ≥ qy },
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and define a constant map GU : Q∩(0, 1)→ P
∗(N) by GU(q) = [2,∞).
Put ZU = {1}. For each metrizable space X , and for each q ∈ Q∩(0, 1),
define a map φq,XU : Seq(GU(q), X)× ZU ×M(X)→ (R≥0)
2 by
φq,XUD({ai}
N
i=1, 1, d) =
(
max
1≤i≤N−1
d(ai, ai+1), d(a1, aN)
)
.
Let UD = (Q ∩ (0, 1), (R>0)
2, U,GU , {1}, φUD). Then UD satisfies the
conditions (TP2) in Definition 1.1. By Lemma 4.10, we see that UD
satisfies the condition (TP1). Hence UD is a transmissible parameter,
and the UD-transmissible property is equivalent to the uniform discon-
nectedness. We next prove that UD is singular. For every q ∈ Q∩(0, 1),
take n ∈ N with 1/n < q. Put
Rq = { ǫ · i/n | i ∈ Z ∩ [0, n] },
and let dq be the relative metric on Rq induced from the Euclidean
metric. Then δdq(Rq) = ǫ, and
φ
q,Rq
UD ({ai}
N
i=1, 1, dq) = (ǫ/n, ǫ) 6∈ U(q).
This leads to the proposition. 
Remark 4.3. Let C be a countable discrete space, and let D ∈ M(C)
be a metric on which all distances of two distinct points in C is equal
to 1. Then D has a neighborhood U in M(C) such that for every d ∈ U
the space (C, d) is uniformly disconnected.
4.3. Rich pseudo-cones. Let (X, d) be a metric space. Let {Ai}i∈N
be a sequence of subsets of X , and let {ui}i∈N be a sequence in (0,∞).
We say that a metric space (P, dP ) is a pseudo-cone of X approximated
by ({Ai}i∈N, {ui}i∈N) if
lim
i→∞
GH((Ai, ui · d|A2i ), (P, dP )) = 0
(see [17]), where GH is the Gromov–Hausdorff distance (see [5]). For a
metric space (X, d), we denote by P(X, d) the class of all pseudo-cones
of (X, d). Let F be the class of all finite metric spaces on which all
distances are in rational numbers. We denote by G the quotient class
of F divided by the isometric equivalence. Note that G is countable.
We say that a metric space (X, d) has rich pseudo-cones if F is
contained in P(X, d).
Proposition 4.12. The rich pseudo-cones property on metric spaces is
an anti-transmissible property with a singular transmissible parameter.
Proof. Let {(Fn, dn)}n∈N be a complete representation system of G . Let
Fn = {fn,l}
card(Fi)
l=1 . Define a function R : N
2 → R by
R(n,m) = { y ∈ R | y ≥ 2−m },
and define a map GR : N
2 → P∗(N) by GR(n,m) = {card(Fn)}.
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For each k = (n,m) ∈ N2, for each metrizable space X , for each
{ai}
M
i=1 ∈ Seq(GR(k), X), and for all i, j ∈ {1, . . . ,M} we define a
function rki,j({ai}
M
i=1) : (0,∞)×M(X)→ R by
rki,j({ai}
M
i=1)(z, d) = |z
−1d(ai, aj)− dn(fn,i, fn,j)|
if i, j ∈ {1, . . . ,M}; otherwise, we define rki,j({ai}
M
i=1)(z, d) = 0. By
Lemma 4.10, the map rki,j({ai}
M
i=1) is continuous.
Define a map φk,XR : Seq(G(k), X)× (0,∞)×M(X)→ R by
φqR({ai}
M
i=1, z, d) = max
i,j∈{1,...,M}
rki,j({ai}
M
i=1)(z, d).
Let R = (N2,R, R,GR, (0,∞), φr). Then R satisfies the conditions
(TP1) and (TP2) in Definition 1.1, and hence it is a transmissible
parameter.
For a metric space (X, d), the anti-R-transmissible property means
that for every n ∈ N, and for every m ∈ N, there exist a finite subspace
A = {ai}
card(Fn)
i=1 of X and a positive number z ∈ (0,∞) such that for
all i, j ∈ {1, . . . , card(Fn)} we have
|z−1d(ai, aj)− dn(fn,i, fn,j)| < 2
−m;
in particular, GH((A, z−1d|A2), (Fn, dn)) < 2
−(m+1). Thus F is con-
tained in P(X, d). This implies that (X, d) has rich pseudo-cones.
We next prove the opposite. If (X, d) has rich pseudo-cones, then for
every (F, dF ) ∈ F , and for every ǫ ∈ (0,∞), there exist a positive
number z ∈ (0,∞) and a subset A of X with card(A) = card(F ) such
that GH((A, z−1d|A2), (F, dF )) < ǫ. Thus (X, d) satisfies the anti-R-
transmissible property. We next prove that R is singular. For each
(n,m) ∈ N2 and for each ǫ ∈ (0,∞), we put
(R, dR) = (Fn, (ǫ/δdn(Fn)) · dn).
Then we have δdR(R) = ǫ, and
φ
(n,m),R
R
(
{fn,l}
card(Fn)
l=1 , δdn(Fn)/ǫ, dR
)
= 0 6∈ R(n,m).
Therefore R is singular. This completes the proof. 
Since every compact metric space is arbitrarily approximated by
members of F in the sense of Gromov–Hausdorff, we obtain:
Proposition 4.13. A metric space (X, d) has rich pseudo-cones if and
only if P(X, d) contains all compact metric spaces.
From Theorem 1.2, we deduce the following:
Theorem 4.14. For every metrizable space X, the set of all metrics
d ∈ M(X) for which (X, d) has rich pseudo-cones is dense Gδ in M(X).
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Remark 4.4. Chen and Rossi [7] introduced the notion of locally rich
compact metric spaces. They investigated the distribution of locally
rich metric spaces in a space of compact metric spaces with respect to
the Gromov–Hausdorff distance, and they also studied this subject in
the Euclidean setting in a space of compact subspaces.
4.4. Metric inequality. Let f : R(
n
2
) → R be a continuous function.
We say that a metric space (X, d) satisfies the (n, f)-metric inequality
if for all n points a1, . . . , an in X we have f({d(ai, aj)}i 6=j) ≥ 0. We
say that a function f : R(
n
2
) → R is positively sub-homogeneous if there
exists s ∈ (0,∞) such that for every x ∈ R(
n
2
) and for every c ∈ (0,∞)
we have f(r · x) ≤ rcf(x).
Proposition 4.15. For n ∈ N, let f : R(
n
2
) → R be a continuous func-
tion. Then satisfying the (n, f)-metric inequality on metric spaces is a
transmissible property. Moreover, if f is positively sub-homogeneous,
and if there exists a metric space not satisfying the (n, f)-metric in-
equality, then satisfying the (n, f)-metric inequality on metric spaces is
a transmissible property with a singular transmissible parameter.
Proof. Let Q = {1} and define a map F : Q→ F(R) by F (1) = [0,∞).
Define a map G : Q → P∗(N) by G(1) = {n}. For each metrizable
space X , we define a map φ1,X : Seq(n,X)× {1} ×M(X)→ R by
φ1,X({ai}
n
i=1, 1, d) = f({d(ai, aj)}i 6=j).
Let G = ({1},R, F, G, {1}, φ). Then G is a transmissible parameter.
We next show the latter part. Since there exists a metric space
not satisfying the (n, f)-metric inequality, there exists a metric space
(S, dS) with card(S) = n not satisfying the (n, f)-metric inequality.
Let c ∈ (0,∞) be a positive number such that for every x ∈ R(
n
2),
and for every r ∈ (0,∞) we have f(r · x) ≤ rcf(x). Let S = {si}
n
i=1
and assume that f({dS(si, sj)}i 6=j) < 0. For every ǫ ∈ (0,∞), put
(R, dR) = (S, ǫ · dS). Thus we have δdR(R) = ǫ, and
φ1,R({si}
n
i=1, 1, dR) = f({ǫ · dS(si, sj)}) = ǫ
cf({dS(si, sj)}) < 0.
This implies that G is singular. This finishes the proof. 
Combining Theorem 1.2, Corollary 4.4 and Proposition 4.15, we ob-
tain the following corollary:
Corollary 4.16. Let X be a non-discrete metrizable space. For n ∈ N,
let f : R(
n
2
) → R be a continuous function. If f is positively sub-
homogeneous, and if there exists a metric space not satisfying the (n, f)-
metric inequality, then the set of all metrics d in M(X) for which the
space (X, d) does not satisfy the (n, f)-metric inequality is dense open
in M(X).
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We say that a metric space (X, d) satisfies the ultratriangle inequality
if for all three points a1, a2, a3 in X we have
d(a1, a3) ≤ max{d(a1, a2), d(a2, a3)}.
Proposition 4.17. Define a function f : R(
3
2
) → R by
f(x) = max{x1,2, x2,3} − x1,3.
Then the ultrametric inequality on metric spaces is equivalent to the
(3, f)-metric inequality, and f is positively sub-homogeneous.
We say that a metric space (X, d) satisfies the Ptolemy inequality if
for all four points a1, a2, a3, a4 in X we have
d(a1, a3)d(a2, a4) ≤ d(a1, a2)d(a3, a4) + d(a1, a4)d(a2, a3).
Proposition 4.18. Define a function f : R(
4
2
) → R by
f(x) = x2,3x1,4 + x1,2x3,4 − x1,3x2,4.
Then the Ptolemy inequality on metric spaces is equivalent to the (4, f)-
metric inequality, and f is positively sub-homogeneous.
Gromov [11] introduced the cycle condition for metric spaces as fol-
lows: Let m ∈ N and κ ∈ R. Let (M(κ), dM(κ)) be the two-dimensional
space form of constant curvature κ. We say that a metric space (X, d)
satisfies the Cyclm(κ) condition if for every map f : Z/mZ→ X there
exists a map g : Z/mZ→M(κ) such that
(1) for all i ∈ Z/mZ, we have
dM(κ)(g(i), g(i+ 1)) ≤ d(f(i), f(i+ 1));
(2) for all i, j ∈ Z/mZ with i− j 6= ±1, we have
dM(κ)(g(i), g(j)) ≥ d(f(i), f(j)),
where the symbol + stands for the addition of Z/mZ.
Proposition 4.19. For every m ∈ N, the Cyclm(0) condition can
be represented by an (m,C)-metric inequality for some positively sub-
homogeneous function C.
Proof. For a map g : Z/mZ → R2, we define two functions C1,g, C2,g :
R(
m
2 ) → R by
C1,g(x) = min
i∈Z/mZ
{xi,i+1 − dM(0)(g(i), g(i+ 1))},
C2,g(x) = min
i,j∈Z/mZ, i−j 6=±1
{dM(0)(g(i), g(j))− xi,j}.
We define a function C : R(
m
2
) → R by
C(x) = sup
g:Z/mZ→M(0)
{C1,g(x), C2,g(x)}.
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Then C is continuous. For every r ∈ (0,∞) we have
C(r · x) = sup
g:Z/mZ→M(0)
{C1,g(r · x), C2,g(r · x)}
= r · sup
g:Z/mZ→M(0)
{C1,g/r(r · x), C2,g/r(r · x)}
= r · sup
g:Z/mZ→M(0)
{C1,g(x), C2g(x)}.
Thus the function C is positively sub-homogeneous.
If m points a1, . . . , am in X satisfy C({d(ai, aj)}i 6=j) ≥ 0, then there
exists a map g : Z/mZ → M(0) such that C1,g({d(ai, aj)}i 6=j) ≥ 0
and C2,g({d(ai, aj)}i 6=j) ≥ 0. These two inequalities are equivalent
to the conditions (1) and (2) in the Cyclm(0) condition, respectively.
Therefore the Cyclm(0) condition is equivalent to the (m,C)-metric
inequality. 
Gromov [12] introduced the notion of the Gromov hyperbolicity. We
say that (X, d) is Gromov hyperbolic if there exists δ ∈ [0,∞) such that
for all four points a1, a2, a3, a4 in X we have
d(a1, a3) + d(a2, a4)
≤ max{d(a1, a2) + d(a3, a4), d(a1, a4) + d(a2, a3)}+ 2δ,
Proposition 4.20. Define a function f : R(
4
2) → R by
f(x) = sup
δ∈[0,∞)
{max{x1,2 + x3,4, x1,4 + x2,3}+ 2δ − (x1,3 + x2,4)}.
Then the Gromov hyperbolicity on metric spaces is equivalent to satis-
fying the (4, f)-metric inequality.
Since for every metrizable space X the set of all bounded metrics
in M(X) is open in M(X), and since every bounded metric space is
Gromov hyperbolic, we obtain the following:
Proposition 4.21. The Gromov hyperbolicity on metric spaces is not
equivalent to any transmissible property with a singular transmissible
parameter.
5. Local Transmissible properties
In this section, we prove Theorem 1.3.
The following lemma plays a key role in the proof of Theorem 1.3.
Lemma 5.1. For a second countable locally compact metrizable space
X, the space M(X) is a Baire space.
Proof. Let C(X2) be the set of all real-valued continuous functions on
X2. We define a metric E on C(X2) by
E(f, g) = min
{
1, sup
(x,y)∈X2
|f(x, y)− g(x, y)|
}
.
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Note that the metric E|M(X)2 on M(X) generates the same topology as
DX on M(X).
Note that the space (C(X2), E) is completely metrizable. By Lemma
2.10, in order to prove the lemma, it suffices to show that M(X) is Gδ
in (C(X2), E).
We denote by P the set of all f ∈ C(X2) such that
(1) for every x ∈ X we have f(x) ≥ 0 and f(x, x) = 0;
(2) for all x, y ∈ X we have f(x, y) = f(y, x);
(3) for all x, y, z ∈ X we have f(x, y) ≤ f(x, z) + f(z, y).
Namely, P is the set of all continuous pseudo-metrics on X . Note that
P is a closed subset in the metric space (C(X2), E). Since all closed
subsets of a metric space are Gδ in the whole space, the set P is Gδ in
(C(X2), E).
Now we take a sequence {Dn}n∈N of compact subsets of X
2 with⋃
n∈NDn = X
2 \∆X , where ∆X is the diagonal set of X
2, and take a
sequence {Kn}n∈N of compact subsets of X with Kn ⊂ INT(Kn+1) and⋃
n∈NKn = X , where INT means the interior. For every n ∈ N, let Ln
be the set of all f ∈ C(X2) for which there exist c ∈ (0,∞) and N ∈ N
such that for each k > N we have
inf
x∈Kn
inf
y∈X\Kk
f(x, y) > c.
For each n ∈ N, let En be the set of all f ∈ C(X
2) such that for each
(x, y) ∈ Dn we have 0 < f(x, y). Note that each Ln and each En are
open subsets in (C(X2), E).
We next prove that
M(X) = P ∩
(⋂
n∈N
Ln
)
∩
(⋂
n∈N
En
)
.
Take d ∈ M(X). Since d is a metric, we have d ∈ P and d ∈
⋂
n∈NEn.
Since Kn ⊂ INT(Kn+1) and d ∈ M(X), for each N ∈ N and for each
k > N we have
0 < d(KN , X \ INT(KN+1)) ≤ d(KN , X \KN+1) ≤ d(KN , X \Kk).
Thus d ∈
⋂
n∈N Ln, and hence we obtain
M(X) ⊂ P ∩
(⋂
n∈N
Ln
)
∩
(⋂
n∈N
En
)
.
Next take d ∈ P ∩
(⋂
n∈N Ln
)
∩
(⋂
n∈NEn
)
. Since d ∈ P ∩
(⋂
n∈NEn
)
,
the function d is continuous on X2 and it is a metric on X . We show
that for every metric e ∈ M(X), the metric d is topologically equivalent
to e. Since d is continuous on X2, the metric d generates a weaker
topology than that of (X, e). Namely, if xn → a in (X, e), then xn → a
in (X, d). Assume next that xn → a in (X, d). Since {Kn}n∈N is a
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covering of X , there exists a member KM such that a ∈ KM . If there
exist infinitely many i with (X \Ki) ∩ {xn}n∈N 6= ∅, we have
lim inf
i→∞
d(KM , X \Ki) ≤ lim
j→∞
d(a, xj) = 0.
This contradicts d ∈
⋂
n∈N Ln. Hence there exists m ∈ N such that
{xn}n∈N is contained in Km. If there exists r ∈ (0,∞) such that
infinitely many n satisfy e(xn, a) ≥ r, then by the compactness of
Km, there exists a convergent subsequence {xψ(n)}n∈N in (X, e) with
e(xψ(n), a) ≥ r. Since d generates a weaker topology than that of
(X, e), and since xn → a in (X, d), the limit point of {xψ(n)}n∈N in
(X, e) coincides with the point a. This is a contradiction. Hence d
generates the same topology as e, and hence
M(X) ⊃ P ∩
(⋂
n∈N
Ln
)
∩
(⋂
n∈N
En
)
.
Therefore we conclude that M(X) is a Gδ subset of (C(X
2), E). 
Proof of Theorem 1.3. Let X be a second countable, locally compact
locally non-discrete space, and let G be a singular transmissible pa-
rameter. Let G = (Q,P, F,G, Z, φ). Let S be the set of all metrics
d ∈ M(X) for which (X, d) satisfies the local anti-G-transmissible prop-
erty. Let {Ui}i∈N be a countable open base of X , and let {Ri}i∈N be
a family of (ω0 + 1)-subspaces of X with Ri ⊂ Ui. Since {Ui}i∈N is an
open base of X , by Lemma 4.1, we have
S =
⋂
i∈N
⋂
q∈Q
⋃
z∈Z
⋃
a∈Seq(G(q),Ui)
S(X,G, q, a, z).
Corollary 4.4 implies that S is Gδ in M(X). For each i ∈ N, the set⋂
q∈Q
⋃
z∈Z
⋃
a∈Seq(G(q),Ui)
S(X,G, q, a, z)
contains T (X,Ri,G). Proposition 4.6 implies that each T (X,Ri,G) is
dense in M(X). By Lemma 5.1, the space M(X) is a Baire space, and
hence S is dense Gδ in M(X). This completes the proof. 
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