In the paper, we deal with the relations among several generalized second-order directional derivatives. The results partially solve the problem which of the second-order optimality conditions is more useful.
Introduction and preliminaries
Second-order nonsmooth analysis by virtue of generalized second-order directional derivatives has been extensively studied. Applications of secondorder directional derivatives are presented for optimality conditions related to nonsmooth optimization problems in, e.g., [3] , [7] , [12] , [18] , [20] and of optimal control problems in [14] .
Various second-order directional derivatives have been introduced and studied. It seems to be useful to give relations among them. In [1, 2] , equivalence relations between second-order differentiability of a convex function and the * -weak Gâteaux differentiability of its subgradients in the Banach space are given. Relations between the Chaney second-order directional derivative and a type of the Ben-Tal-Zowe directional derivative are investigated for a locally Lipschitz function in [11] .
X.Q. Yang established connections among several upper and lower generalized second-order directional derivatives and gave applications of his results in [19, 20] .
The main purpose of this paper is to establish connections among the generalized lower second-order directional derivative in the sense of MichelPenot [12] , the second-order directional derivatives given in [16] , the Schwartz second-order directional derivative (see for example [10] ), and the secondorder directional derivatives defined in [7] . We apply these relations in characterizing the convexity property and to optimization theory.
Throughout this paper, we assume that X is a normed space and X * denotes its topological dual. The unit sphere in X is denoted by S X . We reserve a symbol x * , x for the value of a functional x * ∈ X on an element
We use a symbol (a, b) for an open segment with endpoints a, b. Moreover, we suppose that a = b. If X is just R, then we assume that a < b.
The domain of a function f is denoted by D(f ).
We recall at first several facts.
Definition 1.2 [4] . Let f : X → R be Lipschitz near x, and let v ∈ X. The Clarke upper generalized directional derivative of f at x in the direction v is defined by
and the Clarke generalized gradient of f at x is defined by
Theorem 1.1 (the Lebourg theorem of a mean value [13] ). Let f : X → R be Lipschitz on an open set U, x, y ∈ U . Then there exists a point u ∈ (x, y) with the property
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Proposition 1.1 [5] . If f i : X → R is Lipschitz near x ∈ X and s i ∈ R for every i = 1, 2, . . . , n, then
is Lipschitz near x too, and we have
.
The upper and lower generalized second-order directional derivatives are defined, respectively, by
Definition 1.4 [15] . Let f : X → R be a C 1,1 function, i.e., f is Gâteaux differentiable with locally Lipschitz derivative. Then the generalized lower second-order directional derivative of f at x in the sense of Michel-Penot is defined by
where f (x) denotes the Gâteaux derivative of f at x.
The Schwarz generalized second-order directional derivative is defined by
, and the generalized strict second-order directional derivative f * * (x)(u, v) of f at x in direction (u, v) are defined respectively as follows:
The first assertion holds also for the generalized second-order directional derivative and for the left generalized second-order directional derivative.
Analogously as in the smooth analysis, it is very useful to give the characterization of convexity by the generalized second-order directional derivatives for various classes of functions. On relations among the generalized ... 
Much attention has been focused on nonsmooth sufficient second-order conditions for strict local minimum.
Definition 1.7 [6] . A function f : X → R is called twice uniformly locally Lipschitzian at x if there exist neighbourhoods X 0 of x and U of zero such that f ∞ (X 0 )(U, U ) is bounded in R.
Proposition 1.5 [6]. A function f is twice uniformly locally Lipschitzian at x if and only if
In [8] , it is considered the following kind of directional derivative for a func-
Theorem 1.5 [8] . Let f : R n → R be Lipschitz nearx and twice locally Lipschitzian. If f • +u (x, u) ≥ 0 for all u ∈ X, then a sufficient condition for x to be a strict local minimum is that f ∞ (x)(u, u) > 0 for every u ∈ X, u = 0.
f (x) = 0, and f + (x)(h, h) > 0 whenever h ∈ S R n . Then f attains a strict local minimum atx.
Second-order characterizations of a convex function
With respect to Proposition 1.3, it is straightforward to verify the following relation [16] . Now we give a relation among the Schwartz generalized second-order directional derivative f S (x)(h, h) and the generalized second-order directional derivative f (x)(h, h) for a locally Lipschitz function. We note that for a function of one variable, f S (x) = f S (x)(1, 1) and f (x) = f (x)(1, 1). Proposition 1.1 and Proposition 1.2 imply the following lemma.
Lemma 2.2. Let ϕ be a function of one real variable which is Lipschitz near
Then ϕ (0) = −∞.
P roof. Consider an arbitrary K < 0. By the hypothesis, for every δ > 0 there exists x, 0 < |x| < δ with the property
Suppose that x > 0. Thanks to the Lebourg theorem of a mean value, we can find 0 < λ(x) < x satisfying
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It follows from (1) and (2) that
The same result we obtain also in the case x < 0. Since 0 ∈ ∂ c ϕ(0) and K was arbitrary, ϕ (0) = −∞.
We note that the Lebourg theorem is true also under weaker assumptions (compare with its proof in [5] ). We give a version for a function of one real variable, which we will use in the sequel. 
and consider a function ϕ of one real variable given near 0 by
it suffices to show that ϕ (0) ≤ ϕ S (0). According to Lemma 2.2, this inequality is true for ϕ S (0) = +∞, and ϕ S (0) = −∞. So we can suppose that lim sup
Then one has 
Using Lemma 2.1,
This yields lim inf
Furthermore, 
