Abstract-Bacterial meningitis is still a life-threatening disease, and early diagnosis of pathogen can be crucial to improving survival rate. Using the surface-enhanced Raman scattering (SERS) platform developed by our group, the pathogens can be differentiated on the basis of their SERS spectra which are believed to related to their surface chemical components. We collected the SERS spectra of ten pathogens: Streptococcus pneumoniae(Spn), Streptococcus agalactiae (group B streptococcus, GBS), Staphylococcus aureus (Sa), Pseudomonas aeruginosae (Psa), Acinetobacter baumannii (Ab), Klebsiella pneumoniae (Kp), Neisseria meningitidis (Nm), Listeria monocytogenes (Lm), Haemophilus influenzae (Hi), and Escherichia coli (E.coli). These samples were obtained from patients in National Taiwan University Hospital, and were believed to represent the real diversity of clinical pathogens. Using the support vector machine (SVM) method, the classification accuracy can achieve around 88%. However, we noted that SVM cannot distinguish between [E.coli, Kp] and [Sa, Hi] due to the fact that the global features of these two groups of pathogens are very similar. We therefore incorporated a classification tree method that can focus on local differences in classification rules. This improved the accuracy to 90%. To get a better understanding of the SERS signals, we also compared several other classification methods. In addition, rule extraction method which attempts to explain why classifier fail or succeed is also discussed. Our preliminary results are interesting, encouraging, and await more thorough investigation.
I. INTRODUCTION
Surface-enhanced Raman scattering (SERS) overcomes the limitation of low scattering efficiency of Raman spectroscope and facilitates a fast and convenient identification of vibration signal of molecules from chemical or biological entities [1] , [2] . In this paper, we focus on bacterial meningitis application, since bacterial meningitis is still a lethal disease, and early identification of the species of the pathogen plays a vital role in devising an effective treatment plan. An improved SERS platform [3] , [4] were utilized to acquire SERS spectrum samples. Since the samples were taken from patients, this naturally represents a more realistic yet challenging scenario where ten common bacterial meningitis pathogens from National Taiwan University Hospital including Spn, GBS, Sa, Psa, Ab, Kp, Nm, Lm, Hi, and E.coli were collected for this study.
Support vector machine (SVM) have been applied to Raman spectrum classification [5] , [6] . The previous studies focused on classification with Raman intensity feature. However, from our experience, we noticed that when global intensity profiles are similar, SVM suffers ambiguity. To overcome the limitation, our spectra were subjected to peak identification process [7] , [8] , to produce a peak position sequence -a sequence of integers where peaks appeared. With the intensity sequence and peak sequence, we address the classification problem by a hybrid SVM/CART model where two-level procedure is considered [9] . For better interpretation of these models, it is desired to generate or extract rules from models derived. We describe some preliminary observations and explanations of the behavior of trained classification models.
The remainder of the paper is organized as follows. In Section II, we review SVM and CART. The concept and implementation procedure of hybrid SVM/CART are described in Section III. The results of our approach are examined and compared with other methods in Section IV. Lastly, we discuss relevant issues and future work in Section V.
II. BACKGROUND
SVM is a supervised learning method proposed by Cortes and Vapnik in 1995 [10] . The idea of SVM is to map input vectors into a high-dimensional feature space, and then to find a hyperplane that separates the mapped features with maximum soft margin [11] . Being a binary classifier, SVM can be applied to problems of multi-classes with one-versusone (OVO) or one-versus-all (OVA) strategy. The idea of the strategy is to decompose a multi-class problem into many pairwise problems, and combine these binary classification results for a final prediction. LIBSVM [12] was used as our SVM implementation tool and OVO strategy was applied. Classification and Regression Tree (CART) was proposed by Beinmen in 1984 [13] . The purpose of CART is to construct prediction models from data. The models are trained by partitioning the data space recursively and search a simple "if then" rule within each partition. In this discussion, we want to search rules like "if there is a peak at certain wavelengths, then this spectrum belongs to some species." for each pairwise classification. CART was pruned according to Occam's razor principle, and the number of leaf nodes is equal to the number of sample classes after CART pruning in this study. Only two leaf nodes were preserved for a binary-class CART. This CART model used only one rule, or one peak, to separate two-species spectrums. This two leaf CART model has lower complexity than SVM with intensity feature. We wish this CART model can focus on local yet reproducible features and compensate for the overfitting risk of SVM especially when global spectral patterns are similar and the number of training data is limited.
III. MATERIAL AND METHODS
Meningitis SERS spectra were collected, classified and the performance and rules of final classifiers were compared.
A. Samples
National Taiwan University Hospital collected 79 clinical samples comprising ten species of bacteria, which are common pathogens causing meningitis. In addition to these clinical samples, we also analyzed 17 standard bacteria samples from American Type Culture Collection (ATCC). For each sample, a set of SERS spectra were acquired in one experiment. We call such set of spectra a task.
B. SERS Platform
Bacterial suspension (10 µl) were placed on the Agnanoparticles imbedded in anodic aluminum oxide substrate with nanochannels developed by our laboratory [3] . The spectrum was collected by Raman spectromicroscopy, (HR800, Jobin-Yvon) equipped with a HeNe laser at 632.8 nm and NA 0.95 100x water-immersion objective lens. The Laser power intensity is about 10 5 W/cm 2 . Raman signals were collected from the information-rich part of the spectrum between 400 and 1600 cm −1 for integration time of 1 to 3 seconds. A series of preprocessing steps were performed and details can be found in our previous reports [7] , [8] . The number of tasks and number of spectra for each species are listed in Table I . As implied by the number of tasks, these results are preliminary.
C. Features and Classification Methods
Spectral intensity features are used for the hybrid SVM/CART model in the first level classification. In the second level classification, spectrum is further processed, going through the peak identification proposed by our previous works [7] , [8] , to produce a peak sequence. Thus, each raw spectrum is associated to two representative feature vectors, namely the intensity sequence and the peak sequence. We want to search rules like "If there is a peak at a particular wavelength, then the spectrum belongs to a specific species" in the second level. Unfortunately, as is the case with most biological spectrum, peak positions often shift. Thus, before finding rules associated to the above description, we have to first perform peak alignment. In our approach, we simply assume that peak shift is within a certain range, i.e. δ nm. When peak location difference between peaks of any two spectra is smaller than δ nm, we consider these peaks as identical. The same idea is used in [14] . We hope δ is small enough to have irrelevant peaks excluded. On the other hand, we hope δ is large enough to reasonably capture the peak shift. Here we have simply chosen δ as ten times the spectrum resolution units, i.e., about 11.36 nm, according to our empirical observations of peak distribution. Only the peak position feature was considered; other peak information, such as intensity and width, were not used here.
As the number of attributes, 1060, is larger than the number of binary training samples, less than 800, we simply chose linear kernel SVM in the first level since it is not necessary to map our sample vectors into higher dimensional feature spaces. The pretest result of radial basis function kernel SVM also supported this argument. Another advantage of using linear kernel SVM is that we can extract rules simply from the normal vector of hyperplane [5] . In the second level classification, a set of less confident binary SVM models are identified and the worse binary SVM models will be replaced with CART. In our discussion, less confident models represent those yielded G score on the validation are lower than µ − σ, where G is the geometric mean of sensitivity and specificity [15] , µ is the average G score of all binary SVM, and σ is the G score standard deviation of all binary SVM. We only checked the less confident binary SVM to reduce training time. Four-fold cross-validation was applied to model selection in this stage. After finishing this comparison, we retrained the preferred binary classifiers, SVM or CART, with all available training data. For the testing process, each binary classifier would label all samples in each task and the majority of predicted results in that task will be the final task label.
D. Validation
To validate our models, we separated spectra into training/testing sets according to their task labels. For examples, if a spectral data set which included 200 spectra of two species bacteria was collected from ten tasks, task based partition strategy for five-fold cross-validation would assign samples of 8 tasks, 4 tasks for each species, for training, and assign samples of 2 tasks, 1 task for each species, for testing each turn. This strategy can guarantee that classifiers would not "see" training samples that came from the same task of testing data and it is also much closer to the case of clinical application than task-regardless strategy.
We compared the five-fold cross-validation accuracy of several models: KNN, multi-class c-SVM with spectrum and peak feature, linear naive Bayesian classifier (LNBC) with spectrum feature, and CART with peak feature. In the KNN model, K ranges from 1 to 10, and we only listed the best result. In the first level classification of hybrid SVM/CART, the linear kernel and C=10 (searched through 10 −5 , 10 −4 , ..., 10 5 with first training data set) were used. In the second level CART classification, task based partition method was also implemented. We used the Matlab 2008.b Statistic Toolbox to perform KNN, along with the linear naive Bayesian classifier, and CART [16] .
IV. RESULTS AND DISCUSSION
The five-fold cross-validation accuracy for various machine learning algorithms are summarized in Table II . We used the notation method(feature) to denote the classification method and feature type respectively. We note that the average task accuracy of the two-level classifier, SVM(s)+CART(p), is 90.00±0.063% (the number after "±" is the standard deviation of five-fold accuracy. "s" represent intensity feature, and "p" represent peak feature.), which is the best accuracy rate among the other one level classifiers listed in Table II . This result is consistent with previous discussion [9] that showed advantage of a hybrid model. Next, we want to investigate why hybrid model is better. We examined all 45 pairwise comparisons among ten species and noted that SVM usually performed well, only 2 pairs out 45 with accuracy lower than 85%. They are [E.coli, Kp] and [Hi, Sa]. We therefore focused on these 2 pairs and the results are shown in Table III . The binary CART classifier with the peak feature is preferred when in consideration of classification between E.coli and Kp. The accuracy of CART(p) was 0.857 ± 0.035, which was better than the accuracy of the binary SVM, 0.802±0.100. And "the peak at 1244 nm" was usually a criterion of the single-node CART in each cross-validation run. We plotted the peak distribution of each spectrum of E.coli and Kp in Fig. 1 , where each row corresponds to a spectrum and a dot in a row represents a peak appeared in that position. It is noted that E.coli has a consistent peak at around 1244 nm while Kp does not (as indicated by the arrow in Fig. 1 ). We tried to extract human comprehensible rules from the SVM decision function. Since we are using linear kernel, the decision value for a testing sample is simply the inner product of the feature vector of the sample and the normal vector minus a constant [11] . Therefore, if normal vector have a high absolute value at certain wavelength, the difference at that wavelength is more important for classification. If we check the normal vector 400 600 800 1000 1200 1400 1600
E.coli Kp Figure 1 . Peak distribution of Escherichia coli and Klebsiella pneumoniae SERS spectrum. We can see the main peak difference that the decision tree identified between the two species is at 1240 nm.
of the decision function for [E.coli, Kp], line 3 in Fig. 2 , the weight around wavelength 1244 nm is also significant. However, in the mean spectrum of E.coli (second dash line in Fig. 2) , only a minor peak showed out around 1244 nm, the intensity difference is not significant enough to dominate the decision. In other words, although SVM can pick out regions around 1244 nm by assigning large weight, but due to the high complexity of these SVM models and relatively small sample size, other random effects might make SVM to learn from innocent coincidence pattern (marked by arrows in Fig. 2 ). [Hi, Sa] is another tough case for SVM. As shown in bottom of Fig. 2 , the mean spectra of Hi and Sa are very similar, and the important features that the normal vector points out (marked by circle on bottom blue line in Fig. 2 better than that of previous two cases. From first blue line in Fig. 2 , we can see wavelength regions with relative high weight (marked by circles on first blue line in Fig. 2 ) really capture the differential region of two species that are apparent to the naked eye (marked by circles on first dash and red lines in Fig. 2 ).
V. CONCLUSION AND FUTURE WORK
In this paper, we present preliminary results on classification of different pathogenic species of bacterial meningitis using SERS in a process that is close to the clinical setting. We collected samples from hospital, and used task based classification to reflect the fact that clinical pathogens cannot be acquired beforehand. The results show that it is feasible to use SERS spectra of the pathogens to identify their species. Rules of employed classifiers can be extracted and compared, so that we can have more confidence and a better understanding of these classifiers. The hybrid SVM/CART model yields better performance than standard multi-class c-SVM (with intensity feature). However, we must point out that our data set is small, and we are still in the process of collecting more samples. We are also trying to reduce the complexity of our target classifier set, that is to reduce its VC dimension, so that the theoretical generalization error bound can be applied and produce reasonable bounds.
