Abstract
Introduction
Learners are different: they have different needs, learning goals, cultural backgrounds, domain expertise and a wide range of skills, abilities, preferences, interests, processing speeds, etc. Besides, learning content adapted to a learner's need has been shown to produce more effective learning, as learners respond better to such personalized content. Therefore, in recent years, personalization has become the key element in the learning process in order to find appropriate learning content which satisfies a learner's need and supports the accomplishment of a specific learning objective, thus enhancing the effectiveness and efficiency of the learning activity and achieving higher learner satisfaction. The need for personalization and adaptation has even accompanied the evolution of the learning object definition from any entity -digital or non-digital -that may be used for learning, education or training [1] to a collection of information objects assembled using metadata to match the personality and needs of the individual learner [2] . Recognizing its importance, personalization has been investigated in various different areas and systems in the learning context such as the intelligent tutoring systems, the adaptive hypermedia systems and the information filtering and recommender systems. However, the majority of these systems either makes information about a learner available as predefined stereotypes or try to generate a learner model that is not based on learner modeling standards. Moreover, this system dependent learner model representation does not allow the reuse or the exchange of learner information between different learning environments.
This paper is concerned with learner modeling and its role in achieving personalized adaptive learning (PAL). PAL is one of the key research areas in the EU Network of Excellence PROLEARN that focuses on improving the efficiency and cost effectiveness of learning, for individuals and organizations, independent of time, place, and pace. We present the system LM-DTM (Learner Models Deployment, Transformation and Matching) that supports PAL by managing learner models. The rest of the paper is structured as follows: Section 2 highlights possible solutions to provide personalization of the learning process by means of metadata, standards and learner models. Section 3 covers the standard based LM-DTM environment. Finally, Section 4 gives a summary of the paper and outlines perspectives for future work.
Learner Modeling for PAL
Learner modeling/profiling is the cornerstone of the personalization process. PAL requires also the use of metadata for describing learner profiles and learning resources as well as adopted, common, open and accredited standards. The degree of adaptivity of provided learning contents is proportional to the information available about the learner's characteristics and features. A commonly agreed representation of learner profiles is still missing. In recent years, there have been some efforts to standardize learner profiles. The two most important specifications in this area are the IEEE Personal and Private Information (PAPI) [4] and the IMS Learner Information Package (LIP) [5] . Standards for bindings of the abstract data model such as the XML binding have also been produced for both specifications. The aim of those standards is to define a standard exchange format for learner metadata and make information on learner profiles available in a flexible way that permits storage, manipulation, access and more advanced searching. There are significant differences in the metadata defined in PAPI and LIP standards. The focus of PAPI is to provide a minimum of an information set that would enable tracking a learner's performance during his/her study. Accordingly, this standard specifies categories such as performance, portfolio and relations to other learners. Unlike PAPI, LIP offers richer structures and aspects, takes into account important learner's features such as goal and interest and describes learner's characteristics for the purpose of personalization of content. As shown in figure 1 , using LIP as analysis base, all PAPI features can be expressed via IMS features explicitly (e.g. Personal) or implicitly (e.g. the Relations category in PAPI can be represented in LIP via relationships between different records of the Identification category). Besides, PAPI does not cover important learner's features such as interest and goal. Furthermore, unlike PAPI, which is limited regarding implementation examples and readability, LIP is extensible, has an implementation from the IMS, provides best practice guides, and is easier to use and read. On this account, we opt for the LIP solution, and we use it as a baseline for learner modeling in LM-DTM. Since PAPI is being used as learner modeling standard from several learning environments, a transform operator has also been implemented to generate a PAPI-compliant learner model from a LIP-based one, thus ensuring more flexibility and interoperability.
LM-DTM Structure and Implementation
The success in our case depends largely on the learner model retrieval performance and how these models are built, stored and mapped. For achieving this, a first, standard based software prototype for deployment, transformation, matching of learner models is currently being implemented and will be described in the following. In LM-DTM, the learner or the system user is asked to define features describing the learner profile. The new learner model is then constructed and shown in the left frame of the LM-DTM graphical user interface, depicted in figure 2, either as an XML DOM tree view or as XML code text. In order to enhance interoperability among learning platforms, a learner profile can also be imported to the LM-DTM environment as an XML document. The composed learner model is based on features inspired by the LIP standard and its XML representation is conform to the LIP XML binding. However, learning environments, though based on learning modeling standards, cannot be expected to use the same representation scheme. Therefore, some mechanism is needed to transform at least between the two most important learner modeling formats namely LIP and PAPI. Based on a detailed comparison of these two standards, a set of XSLT files are maintained which represent mappings from LIP to PAPI core features.
Figure 2. LM-DTM graphical user interface
After building the learner models, the next issue to consider is their storage and retrieval. In order to effectively store and manage learner profiles, we have chosen a native XML database: Apache Xindice. The learner model defined in the deployment step can be matched to other models which are stored in the XML learner modeling repository. For this step, we have designed a vector model-based matching and rating algorithm [3] which is currently being implemented. The outputs of this algorithm are identifiers of the results found and a ranking as a degree of similarity and relevance of each result. The algorithm takes into account the personalization domain (i.e. learning environment). We have delimited two learning environments: learning in the educational environment (educational learning) and learning in the context of work where learning is an integrated part of working (corporate learning or learning on demand). Based on the personalization domain, different learner features are assigned different weights in the matching and rating algorithm according to their importance and relevance. Additionally, the Xindice indexing system is used to define indexes on those features in order to speed the queries´ run-time performance.
The matching and rating algorithm performs as follows: Using XPath, queries are constructed on the basis of a set of core learner features that the system user has defined in the deployment step. The queries are then sent to the XML learner model repository to get relevant sections and feature values from the learner models already stored in the repository and to compare them with the user's defined values in the deployment step. During this comparison, similarity and rating heuristics have to be applied. Similarity by features with values in a predefined value set, such as language preference, can be easily exploited. However, for more complex features with, for instance, subfeatures or textual ranges, additional heuristics and powerful statistical methods have to be applied. On this account, a similarity sim i is calculated for each defined core feature f i using the vector model. Thereafter, we calculate the global similarity as follows: sim global = sim i .w i . The weights w i represent the relative importance of the core feature f i and are set according to the learning context as discussed above.
Conclusion and Future Work
The focus of this paper was e-Learning personalization. We have shown that metadata, standards, learner modeling and powerful information retrieval techniques are crucial factors for achieving PAL. A standard based environement for deployment, transformation and matching of learner models has been presented. We have designed an algorithm for matching and ranking of learner models using the vector model for similarity calculation at the core feature level. However, an experimental evaluation of the retrieval quality of our matching algorithm is still missing. In further work, we plan to integrate the LM-DTM environment in a complete, standard based learning environment using LOM as learning resource annotation standard and including learner model based learning object retrieval techniques. Furthermore, we will evaluate schema matching algorithms and other model management techniques. Besides, methods that support XML-oriented information retrieval such as the extented vector model will be investigated to enhance the retrieval performance.
