INTRODUCTION
In this paper, we assess the feasibility of using an adaptive spatial averaging technique for general ultrasonic flaw detection, and in particular, for the detection of hard-alpha inclusions in aircraft titanium alloys. Fig. 1 depicts the different components and processes in a ultrasonic sequential detection procedure. In order to achieve the best overall performance of this procedure, it is necessary to optimize each of the processes. Toward solving the hard-alpha problem under the Engine Titanium Consortium [1] , the implementation of a multi-zone system [2] represents the current attempt to optimize the processes in the data acquisition stage. For the optimization of the other processes in the succeeding stages, a signal and image processing subtask has been identified and established. Within this subtask, the research team at Iowa State University is undertaking a series of investigations which involve various approaches including signal processing [3] [4] [5] , statistical analyses [6] [7] , and artificial intelligence [6] [7] . Earlier work in signal processing was focused on the traditional processing of individual A-scan waveforms (top route in Fig. 1) . Presently, the effort is extended by incorporating scan plan relationship into signal filtering to further enhance the flaw detectability. Conceptually, this extension is closely related to the statistical K-sample inference method described in [7] .
In the following, the spatial averaging concept is first introduced. New processing algorithms are then proposed for combining the least mean squares scheme of adaptive filtering with some non-linear post-processing algorithms using multiple references. Preliminary results of applying these new algorithms to experimental flat-bottom hole data acquired from a titanium sample are presented. Comparative studies with synthetic aperture focusing imaging and splitspectrum processing are also presented.
SPATIAL AVERAGING CONCEPT
Material noise generated from grain scattering can often be reduced by taking the average of multiple measurements containing ultrasonic signals from the same flaw at different scan positions. This technique, known as spatial averaging, works due to the fact that the ultrasonic responses from a small flaw (with respect to wave length) observed in a small aperture are mostly in-phase except some time delay and amplitude drop related to the spatial translation of the This spatial averaging concept has been the physical basis for imaging methods such as synthetic aperture focusing technique (SAFT) [8] . The standard SAFT algorithm consists of two basic operations performed on A-scan data: delay and sum. First the differences of time-of-flight in the data among the neighboring transducer positions are corrected (delayed) and, second, these corrected data are summed over to be the result at current transducer position. This technique provides more flexibility in inspecting complex geometry than that using a fixed lens, and works well for cases of fair signal-to-noise ratio (SNR) condition. When SNR is poor as in the hardalpha problem, however, simple summation becomes less effective and advanced techniques are needed. Adaptive filtering, as will discussed below, is one such advanced tool capable of "weightin~" the summation operation for further SNR enhancement. Adaptive filtering is a new branch of modem signal processing of increasing importance. It relies for its operation on recursive algorithms. which make it possible to perform satisfactorily in a noisy environment. Among various linear adaptive filters. the least mean squares(LMS) algorithm is one of the most popular and applied techniques. The underlying principle of this algorithm is the method of steepest descent. which. if properly approximated in practical computing. is suitable for real-time applications. Using the past filtered data points of the same length as the filter. the LMS algorithm calculates a running weighted sum as the result for current data point. If the past data points of the test data set synchronize (in-phase) with those of reference data set (as in the flaw signal case). the weighted sum is built up to be an amplification. Otherwise. the components in the weighted sum will cancel each other (as in the noise case). leading to an amplitude reduction. The technical details of LMS algorithm can be found in the literature (for example. [9] [10] [11] ) and will not be provided here. Using the LMS algorithm. Zhu and Weight [10] [11] have shown that a neighboring A-scan trace can be used as reference to filter the target A-scan trace for flaw detection. In this work. we will extend the above idea to the full scan plan using multiple reference data.
As shown in Fig. 3 . a "region of interest" bounded by dashed lines is situated in a portion of a rectangular scan pattern. . For simplicity. here we let this "region of interest" coincide with a "flaw region" in which the flaw signal amplitude reaches maximum at the target scan position (black dot at center of the flaw region in Fig. 3 ; also the central transducer position in Fig. 2) . In reality. the presence of flaw and its relative position would be unknown. An exhaustive test of every such "region of interest" will be needed in an inspection process. The shape and size (numbers of scan positions) of the region of interest is equivalent to the aperture in SAFT. and there is generally a trade-off between processing time and detection performance. Our detection strategy is to apply the LMS algorithm to each pair of the unknown test A-scan data at the current position (the central target point in Fig. 3 for our case) and its surrounding reference Ascan data (gray dots in Fig. 3 ) taken at an optimal scan spacing. The filtered output A-scan data from each of the pairs are then post-processed by new non-linear "assembly" routines for secondary enhancement. These nonlinear "assembly" algorithms we developed are similar to those utilized in split-spectrum technique [3] with some modifications. In particular. amplitude minimization and hybrid amplitude minimization/in-phase (polarity) amplification schemes were found most effective even in low signal-to-noise ratio situations. The essence of the new postprocessing schemes are given as follows.
At any time instance t; in the target A-scan data. the post-processing output. OCt;). using the amplitude minimization scheme is OCt;) = min. [Sj(t;). j = 1.2 ..... M]. i = 1.2 ..... N where SiCt;) is the rectified A-scan output of the raw data pair after filtered by LMS algorithm as mentioned above. M and N are the numbers of reference data sets and target A-scan data length. respectively. If further enhanced by the in-phase amplification scheme. the final output. O' (t;) can be expressed by in which K is the total number of in-phase amplitudes at instance ti accumulated over the M reference data sets. and should be greater or equal to Ml2. The setting for base B will affect the SNR enhancement but has less influence on probabilities of detection and false alarm, since it applies same scale of amplification to both flaw and noise signals.
We have tested the new adaptive spatial averaging on experimental data measured from aircraft titanium alloys. The test data was acquired at normal-incidence, focused on a #1 flatbottom hole 0.5" below front surface using a 7.5 MHz wideband transducer. Fig. 4 (a) shows the raw A-scan before filtering, where peak: SNR was about 2.5:1. After processing by the minimization algorithm using only four reference data, the output peak: SNR has been improved to 3.6: 1 (Fig.4 (b». The SNR enhancement is most significant when the hybrid minimization/inphase-amplification algorithm was applied also using 4 reference data and a base value of 2. It is seen that the peak: SNR has been increased to 13: 1, resulting in a SNR enhancement of more than 14 dB (Fig. 4(c». Note that in all tested cases we have not corrected the time-of-flight differences between the A-scan data. This correction, as normally required by SAFf, is expected to improve the result even better. It should also be pointed out that the scan spacing (spatial sampling rate) is influenced by a number of factors such as the transducer beam width, the range of flaw size, the flaw scattering characteristics and the degree of noise correlation. One may have to balance the importance of these factors to determine the optimal scan spacing, since some of these factors are conflicting with the others.
SUMMARY AND DISCUSSIONS
In this paper, we have demonstrated the feasibility of using the new proposed adaptive spatial averaging algorithms for ultrasonic flaw detection. Other than the scan plan and geometry, this technique assumes no a priori knowledge of the problem. As shown in the test example, it can achieve significant SNR enhancement without processing massive data (and hence low computation cost) as compared with other imaging techniques.
Next, a comparative study with split-spectrum method is in order. It is observed that splitspectrum is superior to spatial adaptive filtering in the high signal-to-noise ratio situations in which the flaw signal strength is significant. In the low signal-to-noise ratio situations, the performance of split-spectrum degrades rapidly as previously reported [3] , while spatial adaptive filtering maintains expected enhancement ability since it requires only the phase alignments among the output data. The spatial adaptive averaging utilizes a simple linear combiner and is more efficient than split spectrum which uses windowed fast Fourier transforms. For the cases shown in this work, the ratio of computation time between the new adaptive spatial averaging and splitspectrum technique is as low as 1:25. Adaptive spatial averaging, however, consumes more data storage space than split-spectrum since the former needs to pre-store multiple reference data in the computer (for fast assess) and the latter operates on the target data directly. Fortunately, in the billet inspection during the manufacturing of titanium alloys, the billet's cylindrical geometry has naturally limited the storage size to a manageable number. Hence, this storage requirement does not seem to post an implementation problem given today's low-cost computer data storage capacity. (a)the raw data before filtering, (b) after processed by minimization algorithms using 4 reference data, and (c) after processed by hybrid minimizationlin-phase-amplification algorithm using 4 reference data.
In the future, we will conduct extensive testing of the new spatial adaptive filtering technique on a variety of experimental data for different flaw types and signal-to-noise ratios, including evaluating the performance quantitatively using probabilities of detection and false alarm measures. We will also investigate other adaptive filtering algorithms to speed up the convergence rate, which has been known sluggish for the least mean squares algorithm. Within the framework of spatial averaging, the hybrid use of adaptive filtering and the proposed postprocessing algorithms can be viewed as one special class. Thus, it would be beneficial to also investigate the applicability of other advanced methods such as pattern recognition and artificial neural network in the generalized sense.
