Introduction {#s1}
============

Interactions between proteins play a central role in the processes happening in the cells, from DNA replication to protein degradation ([@bib21]; [@bib1]; [@bib40]; [@bib42]). Perturbations in those interaction networks can lead to disease ([@bib52]; [@bib54]). Characterizing these protein--protein interactions (PPIs) is therefore crucial for a proper understanding of mechanisms in biological processes for disease research and for drug development, as most common targets of drugs are proteins (such as enzymes, ion channels, and receptors).

Exploring recognition processes at atomic level requires knowledge of the three-dimensional (3D) structure of the associated molecular complexes. It is however the binding affinity (BA) (i.e., the natural inclination of molecules to associate) that defines whether or not complex formation will occur. The BA is therefore the key for understanding and predicting recognition, association and dysfunction phenomena related to protein complexes. It has been shown that changes in BA caused by mutations or post-translational modification errors lead to various diseases ([@bib58]). Commonly, the affinity of an interaction is described through the equilibrium dissociation constant K~d~, or, in thermodynamic terms, the Gibbs free energy ΔG (ΔG = RT ln K~d~). Measuring K~d~ values experimentally is a time-consuming and expensive process. Many computational methods aimed at predicting BA have been developed. Gaining the ability to predict BA is indeed an urgent need as it offers great opportunities not only to control interactions and develop innovative therapeutics ([@bib25]; [@bib2]; [@bib6]; [@bib26]; [@bib12]), but also for other applications such as protein engineering ([@bib27]; [@bib51]), computational mutagenesis ([@bib7]), and docking ([@bib15]).

Different methods aimed at predicting BA have been proposed throughout the years, varying greatly in terms of accuracy and computational cost. Exact methods such as free energy perturbation and thermodynamics integration can be very accurate, but due to their computational costs their application is extremely limited (mostly to low throughput studies and mainly for small drug binding or mutations). Methods based on empirical functions (empirical, force-field-based potentials, statistical potentials, and scoring functions used in docking) are much faster ([@bib20]; [@bib33]; [@bib61]; [@bib4]; [@bib53]; [@bib5]; [@bib36]; [@bib46]; [@bib37]; [@bib55]; [@bib24]; [@bib32]). However, even if some have been very successful on small training sets ([@bib16]; [@bib4]), most published models still fail to systematically predict BA ([@bib22]) for large datasets or discriminate between binders and non-binders ([@bib50]; [@bib14]). The main weaknesses of these methods are that they usually neglect factors such as conformational changes upon binding, allosteric regulation, and solvent and co-factor effects, which may all contribute to the binding strength.

Binding between two proteins is mainly defined by their contact region, the interface, and it is indeed the network of contacts between surface residues that holds complexes together, defines their specificity and contributes to their interaction strength. The importance of such inter-residue contacts has already been established in docking. In the Critical Assessment of Prediction of Interactions (CAPRI) experiment ([@bib19]), for instance, assessment of the accuracy of the docked models is based on a combination of positional root mean square deviation (RMSD) criteria and conservation of intermolecular contacts with respect to the native structure ([@bib30]). In the context of scoring, considering the conservation of contacts at the interface across docking models has been shown to improve the ranking of docked models ([@bib41]; [@bib10]). The atom contact frequency in a set of predictions, a similar concept, has also been included in the ZRANK docking pipeline ([@bib18]). Next to their use in scoring, contacts have been introduced as a way to cluster docking solutions based on the fraction of common inter-residue contacts among a set of decoys ([@bib49]).

However, in addition to properties of the interface, a recent work has also demonstrated an effect of the non-interacting surface (NIS) on BA ([@bib24]), a finding that has been corroborated in a recent study by Marillet et al. ([@bib34]).

Here we show how the network of contacts at the interface of a protein--protein complex can help in describing the BA of the interaction. Based on the number contacts at the interface, we propose an innovative and very simple method to predict BA. To this end we used the protein--protein BA benchmark ([@bib23]) consisting of 144 non-redundant protein--protein complexes with experimentally determined K~d~ (ΔG) and available 3D structures.

Our results show that interfacial contacts, which have so far been neglected in the rationalization and prediction of BA, can be considered the best structural property to describe binding strength. Based on this observation, we describe an extremely simple BA predictor that accounts for different types of contacts and shows the best performance reported so far (to our knowledge) on such a large and diversified dataset of complexes. Its performance is compared to other previously published predictor methods ([@bib36]). Further, we analyze the impact of the experimental method used to characterize BA on the prediction performance.

Results and discussion {#s2}
======================

Considering the critical role of the BA in the study of protein--protein complexes and the still elusive approaches to predict it ([@bib22]; [@bib14]), we demonstrate here that the network of inter-residue contacts (ICs) between two interacting proteins is a good descriptor for the BA. Using the structure-based BA benchmark of [@bib23], we correlated ICs with experimentally determined BA data (K~d~ or ΔG) for protein complexes (bound forms). The diversity of experimental methods used to measure BA in this benchmark allows us to underline their limitations and reliability for use in BA prediction. From the original dataset of 144 complexes, we removed the cases with ambiguity in the exact K~d~ values and all complexes with missing or unresolved residues (\>2) at the interface (data reported in [Supplementary file 1](#SD1-data){ref-type="supplementary-material"}). For the remaining 122 complexes, we calculated the number of ICs and evaluated their correlation (expressed through the Pearson\'s correlation coefficient *R*) with the experimental ΔGs. We describe the influence of various properties on the results, such as the distance cut-off defining a contact and the experimental method used for BA measurement.

Correlation between ICs and BA {#s2-1}
------------------------------

In a protein complex the interactions are usually of relatively short range. Recently, however, [@bib24] revealed the unexpected contribution of NIS residues to BA. We therefore systematically evaluated the effect of the distance on defining the inter-residues network by varying the cut-off distance between 3 Å and 20 Å (see 'Materials and methods'). For each distance cut-off the number of ICs was correlated with the experimental ΔGs. The results, reported in [Figure 1](#fig1){ref-type="fig"}, show that the highest correlation is achieved at a cut-off of 4.0 Å, (*R*~*ICs*~ = −0.50, ρ \< 0.0001). This correlation decreases slowly until 8.0 Å (*R*~*ICs*~ = −0.41, ρ \< 0.0001) and drops at higher distances. We also evaluated the ranking power of the ICs, expressed through the Spearman\'s correlation coefficient *S*, which follows the same trend as *R* with slightly higher absolute values ([Figure 1](#fig1){ref-type="fig"}).10.7554/eLife.07454.003Figure 1.Correlation between number of inter-residue contacts and binding affinity (ΔGs) as a function of the distance cut-off used to calculate the contacts.Both the Pearson\'s *R* (dark grey bars) and the Spearman\'s *S* (light grey-patterned bars) correlation coefficient are reported.**DOI:** [http://dx.doi.org/10.7554/eLife.07454.003](10.7554/eLife.07454.003)

How experimental BA methods affect the correlations {#s2-2}
---------------------------------------------------

Many different experimental methods can be used to determine the ΔG of a protein--protein complex. Each presents different characteristics so that the measured ΔG values depend on the method used, its sensitivity and the strength of the interactions that are being measured. For the set of 122 complexes used in this work, ten different experimental methods have been used to detect the ΔGs: stopped-flow fluorimetry (8 cases), surface plasmon resonance (SPR) (40 cases), high performance liquid chromatography (HPLC)/UV absorption spectroscopy (14 cases), sedimentation (1 case), radioligand binding (competitive binding experiments) (2 cases), potentiometry (1 case), reduction assay (1 case), isothermal titration calorimetry (ITC) (19 cases), inhibition assay (17 cases), fluorescence spectrophotometric assays (19 cases).

We analyzed separately the BAs from the various experimental methods with enough data points (≥8) and compared the prediction performance with the full data set. As reported in [Table 1](#tbl1){ref-type="table"}, the correlations between ICs and experimental ΔGs increased to *R*~*ICs*~ = −0.70 (ρ = 0.03), *R*~*ICs*~ = −0.53 (ρ = 0.0003), *R*~*ICs*~ = −0.65 (ρ = 0.006) and *R*~*ICs*~ = −0.55 (ρ = 0.006) in the case of ΔGs determined by stopped-flow fluorimetry, SPR, spectroscopic methods and ITC, respectively. For the 17 cases measured by inhibition assays and the 19 by fluorescence spectrophotometry techniques the correlations were meaningless (*R*~*ICs*~ = 0.04 with ρ = 0.9 and *R*~*ICs*~ = 0.05 with ρ = 0.8, respectively). These are indirect methods useful in calculating relative binding strengths (known as IC50s), but these have limitations when used to calculate absolute BA values ([@bib29]; [@bib60]; [@bib35]).10.7554/eLife.07454.004Table 1.Pearson\'s correlations and p-values (ρ) between inter-residue contacts (ICs) and buried surface area (BSA) and experimental binding affinities (ΔGs) for the entire dataset and subsets corresponding to various experimental method**DOI:** [http://dx.doi.org/10.7554/eLife.07454.004](10.7554/eLife.07454.004)Class\#Complexes*R*~ICs~*R*~BSA~All122−0.50(ρ \< 0.0001)−0.32(ρ = 0.002)Stopped-flow8−0.70(ρ = 0.03)−0.55(ρ = 0.08)SPR39−0.53(ρ = 0.0003)−0.44(ρ = 0.002)Spectroscopy14−0.65(ρ = 0.006)−0.27(ρ = 0.2)ITC20−0.55(ρ = 0.006)−0.64(ρ = 0.001)Inhibition assay170.05(ρ = 0.4)−0.08(ρ = 0.4)Fluorescence190.04(ρ = 0.4)0.34(ρ = 0.1)[^1]

Removing the cases from inhibition assays and fluorescence spectrophotometry methods, and all others for which only a few data points were reported (potentiometry, radioligand, reduction assay, and sedimentation), we end up with a reliable dataset of 81 structures (a 'cleaned' dataset) showing an increased correlation of *R*~*ICs*~ = −0.59 (ρ \< 0.0001) at the re-optimized distance threshold of 5.5 Å to define a contact ([Figure 2](#fig2){ref-type="fig"}). All further results will therefore refer to the 5.5 Å cut-off to define ICs.10.7554/eLife.07454.005Figure 2.Plots of inter-residue contacts (ICs) vs experimentally determined binding affinities (ΔGs) of protein--protein complexes.(**A**) Full dataset (122 complexes), (**B**) reliable experimental methods only (stopped-flow, surface plasmon resonance, spectroscopy, isothermal titration calorimetry) (81 complexes), and (**C**) non-reliable experimental methods (inhibition assay and fluorescence) (36 complexes). The trend line and corresponding Pearson correlation coefficients and p-values (ρ) are reported in each plot; binding affinities are reported as absolute values.**DOI:** [http://dx.doi.org/10.7554/eLife.07454.005](10.7554/eLife.07454.005)

Structural properties contributing to BA {#s2-3}
----------------------------------------

In order to assess which structural property might be the best descriptor for the binding strength, we calculated on the 'cleaned' dataset values for the widely used buried surface area (BSA), the NIS characteristics (recently shown to contribute in the BA) ([@bib24]), and our ICs. We further classified these properties based on the amino acid type---polar/apolar---for BSA and NIS, and contact types---polar/polar, polar/charged, polar/apolar, charged/charged, charged/apolar, apolar/apolar---for the ICs. For the latter we also considered the hydrophobic/hydrophilic classification. For all these, we evaluated whether this finer classification (resulting, of course, in more parameters in our model) improves the correlations. It is clear from the results summarized in [Table 2](#tbl2){ref-type="table"} that the number of ICs is a better descriptor than the BSA, with *R*~*ICs_total*~ = −0.59 (ρ \< 0.0001) vs R~BSA_total~ = −0.46 (ρ \< 0.0001). When distinguishing between the amino acid properties, the factors that contribute the most to BA are the number of ICs between polar and apolar residues (*R* = −0.56, ρ \< 0.0001) and between hydrophilic residues (*R* = −0.53, ρ \< 0.0001). However, none of these individual classes shows better correlation than the total ICs and BSA. All the calculated data are provided in [Supplementary file 2](#SD2-data){ref-type="supplementary-material"}.10.7554/eLife.07454.006Table 2.Pearson\'s correlations and p-values between experimental binding affinities and the inter-residue contacts (ICs), buried surface area (BSA) and non-interacting surface (NIS) ([@bib24]) properties calculated on the 'cleaned' dataset**DOI:** [http://dx.doi.org/10.7554/eLife.07454.006](10.7554/eLife.07454.006)PropertyRp-value**ICs_total**−0.59\<0.0001ICs_charged/charged−0.17=0.06ICs_charged/polar−0.26=0.009ICs_charged/apolar−0.45\<0.0001ICs_polar/polar−0.13=0.1ICs_polar/apolar−0.56\<0.0001ICs_apolar/apolar−0.34=0.001ICs_hydrophilic/hydrophilic−0.53\<0.0001ICs_hydrophilic/hydrophobic−0.34=0.001ICs_hydrophobic/hydrophilic−0.05=0.3BSA_total−0.46\<0.0001BSA_polar−0.36=0.0005BSA_apolar−0.47\<0.0001%NIS_polar0.07=0.06%NIS_apolar−0.33=0.001%NIS_charged0.28=0.006[^2]

In order to assess the predictor power of the above-described structural properties, we built different predictor models (contacts-based, BSA-based, NIS-based and combinations of these), optimizing the following model:$$\text{Model N: }\Delta\text{G}_{\text{calc}} = \text{w}_{1}\text{P}_{1} + \text{w}_{2}\text{P}_{2} + \operatorname{....} + \text{Q},$$where *P*~*N*~ values are the properties used to train Model N, *w*~*N*~ values are the weight and *Q* is a shift value. To avoid the problem of over-fitting when many variables are used (\>3), we applied the Akaike\'s Information Criterion (AIC) stepwise selection method implemented in R ([@bib47]) in order to identify (and consider only) the significant variables among the training ones. Each derived model, with associated weights *w*~*N*~ and performance, is reported in [Table 3](#tbl3){ref-type="table"}.10.7554/eLife.07454.007Table 3.Optimization of binding affinity predictor models based on the regression model ΔG~calc~ = w~1~P~1~ + w~2~P~2~ + .... + Q**DOI:** [http://dx.doi.org/10.7554/eLife.07454.007](10.7554/eLife.07454.007)Properties (*P*~*N*~)Model 1Model 2Model 3Model 4Model 5Model 6ICs_total0.07782\-\-\-\--ICs_charged/charged\--/\--0.09420ICs_charged/polar\--/\--/ICs_charged/apolar\--0.11627\--0.10038ICs_polar/polar\--−0.12655\--−0.19522ICs_polar/apolar\--0.23595\--0.22609ICs_apolar/apolar\--/\--/ICs_hydrophil/hydrophil\-\--0.09055\--ICs_hydrophil/hydrophob\-\--0.05726\--ICs_hydrophob/hydrophil\-\--0.06037\--BSA_total-0.00278\-\-\--BSA_polar\-\-\--0.00131-BSA_apolar\-\-\--0.00400-%NIS_polar\-\-\-\--/%NIS_apolar\-\-\-\--−0.18786%NIS_charged\-\-\-\--−0.13872Intercept (Q)4.788395.660325.137664.904525.4480915.9433*R*−0.59−0.46−0.67−0.60−0.48−0.73p-value\<0.0001\<0.0001\<0.0001\<0.0001\<0.0001\<0.0001RMSE (kcal mol^−1^)2.252.462.082.222.451.89[^3]

Models 1 and 2 were trained on ICs_total and BSA_total, respectively, with a better performance of the ICs-based model (as already reported in [Table 2](#tbl2){ref-type="table"}) (root mean square errors \[RMSEs\] of 2.25 and 2.46 kcal/mol, for ICs and BSA, respectively). Models 3 and 4 have been trained using the ICs classified by residue type (polarity in Model 3, hydrophobicity in Model 4). While single amino-acid-type ICs properties do not improve the correlations, their linear combination results in a significant improvement from *R* = −0.59 (ρ \< 0.0001) for Model 1 to *R* = −0.67 (ρ \< 0.0001) for Model 3 and R = −-0.60 for Model 4 (ρ \< 0.0001). Model 5 has been trained on the polar/apolar classification of the Horton and Lewis BSA model, ([@bib16]), with a slightly improved performance compared with Model 2 based on the total BSA, but it is still worse than any of the contact-based models (i.e., Model 1, Model 3, and Model 4).

Among the models that are based on properties of the *interface* of the binding site, the one based on polarity-classification of ICs (i.e., Model 3) shows the best performance. We therefore added to it the *NIS* properties in order to obtain a full description of the structural properties of the complex, resulting in Model 6. After AIC evaluation, we obtained the following linear equation:$$\Delta\text{G}_{\text{calc}} = 0.09459\text{ ICs}_{\text{charged}/\text{charged}} + 0.10007\text{ ICs}_{\text{charged\_apolar}} - 0.19577\text{ ICs}_{\text{polar}/\text{polar}} + 0.22671\text{ ICs}_{\text{polar/apolar}} - 0.18681\text{\%NIS}_{\text{apola}}\text{r} - 0.13810\text{\%NIS}_{\text{charged}} + 15.9433.$$

Fourfold cross-validation results for this model (repeated 10 times) are reported in [Supplementary file 3](#SD3-data){ref-type="supplementary-material"}, showing consistency in terms of coefficient and prediction accuracy. A scatter plot of predicted vs experimental affinities is reported in [Figure 3](#fig3){ref-type="fig"}. The most relevant contributions to BA are the number of ICs made by charged and polar residues (ICs\_~charged/charged~ and ICs\_~polar/polar~ in [Equation 2](#equ2){ref-type="disp-formula"}), while the apolar residues are only counted when interacting with charged and polar ones (ICs\_~charged/apolar~ and ICs\_~polar/apolar~ in [Equation 2](#equ2){ref-type="disp-formula"}). This ICs/NIS-based model show the best performance of any model developed so far, with *R* = −0.73 and RMSE = 1.89 kcal mol^−1^.10.7554/eLife.07454.008Figure 3.Scatter plot of predicted vs experimental binding affinities.The predictions were made according to the inter-residue contacts (ICs)/non-interacting surface (NIS)-based model (Model 6, [Equation 2](#equ2){ref-type="disp-formula"}) for the cleaned dataset of 81 protein--protein complexes. The correlation for all 81 complexes yields an *R* of −0.73 (ρ \< 0.0001) with a RMSE of 1.89 kcal mol^−1^. When only rigid cases (interface RMSD between superimposed free and bound components ≤1.0 Å, red triangles) are considered, the correlation increases to *R* = −0.75 (ρ \< 0.0001) with a RMSE of 1.88 kcal mol^−1^, while for flexible cases (interface RMSD \>1.0 Å; yellow rhombus) *R* = −0.73 (ρ \< 0.0001) with a RMSE of 1.88 kcal mol^−1^. The x = y line is shown as reference; binding affinities are reported as absolute values.**DOI:** [http://dx.doi.org/10.7554/eLife.07454.008](10.7554/eLife.07454.008)

The effect of conformational changes on BA-prediction accuracy {#s2-4}
--------------------------------------------------------------

In many assemblies, the structure of free monomers differs from their structure in the oligomeric state (the 'bound' form) due to the association process. The affinity benchmark also reports the interface RMSD (i_rmsd) between the unbound and bound structures. This is a measure of how much conformational change takes place upon association. We investigated if our model would have a higher predictive power when classifying the complexes according to their amplitude of conformational change upon binding. Predictions made with our combined contacts and NIS model (Model 6, [Equation 2](#equ2){ref-type="disp-formula"}) are much less sensitive to conformational changes than all previous models ([Figure 3](#fig3){ref-type="fig"} and [Figure 4](#fig4){ref-type="fig"}), with only minor differences in performance between rigid (i_rmsd ≤ 1.0 Å*, R* = −0.75 and RMSE = 1.88 kcal mol^−1^) and flexible cases (i_rmsd \> 1.0 Å, *R* = −0.73 and RMSE = 1.89 kcal mol^−1^). This indicates that, in contrast to previous predictors, the number of interface residue contacts is a rather robust predictor that is less sensitive to conformational changes.10.7554/eLife.07454.009Figure 4.Comparison of the performance of our ICs/NIS-based model (Model 6, [Equation 2](#equ2){ref-type="disp-formula"}) with other predictor models reported by [@bib36] and the CCHarPPI ([@bib38], [@bib39]) webserver.The performance is expressed as Pearson\'s Correlation coefficient between experimental and predicted binding affinities. Predictions were made on the common set of 79 complexes between our cleaned dataset, the data tested by [@bib36] and the CCHarPPI ([@bib38], [@bib39]) pre-calculated data. Correlations for the entire set and the rigid (43) and flexible (36) complexes are reported as absolute values for easier comparison (methods marked with asterisk showed original negative correlations).**DOI:** [http://dx.doi.org/10.7554/eLife.07454.009](10.7554/eLife.07454.009)

In order to perform a fair comparison with other previously published methods, we calculated their performance on the complexes that are in common between our clean dataset, the one reported by [@bib36], and the pre-calculated data on the Computational Characterisation of Protein--Protein Interactions (CCHarPPI) web server, ending up in 79 protein--protein complexes ([Figure 4](#fig4){ref-type="fig"}). The considered models include the 'global surface model' of [@bib24], the BSA-based model of [@bib16], the top three best performing methods reported by [@bib36] (their consensus model, DFIRE \[[@bib31]\] and PMF\[[@bib53]\]) and the composite scoring functions reported by the CCHarPPI webserver \[[@bib38], [@bib39]\], such as ZRANK \[[@bib43]\], ZRANK2 \[[@bib44]\], RosettaDock \[[@bib8]\], PyDock \[[@bib9]\], FireDock \[[@bib3]\], PISA \[[@bib59]\], PIE \[[@bib48]\], and SIPPER \[[@bib45]\]. As shown in [Figure 4](#fig4){ref-type="fig"}, our ICs/NIS-based model (Model 6) outperforms all other methods tested. It is also less sensitive to conformational changes. All associated data are provided in [Supplementary file 4](#SD4-data){ref-type="supplementary-material"}. In addition to the composite scoring function of CCharPPI, none of the other 99 intermolecular parameters reported by CCharPPI outperformed our model, even if some show correlations above −0.50.

Insights on the difference between ICs and BSA {#s2-5}
----------------------------------------------

The ICs introduced in this work to describe BA seem to be a 'higher level definition' structural parameter than the BSA since they express not only the contact surface but also the pairwise non-bonded interactions that the two proteins make, which is related to the packing of the interface. Indeed, a weak complex is expected to be less tightly packed than a strong one, a difference that should be better reflected in the ICs than in the BSA. In particular, the origin of this difference might reside in the fact that the contribution of each residue to the BSA will greatly depend on the solvent-accessible surface area of the residue in the free form, whereas this does not affect ICs. To illustrate this point we checked the main differences between ICs and BSA for the complex between Fab D3H44 and Tissue factor (PDB code: 1JPS \[[@bib13]\]; ΔG~exp~ = −13.6 kcal mol^−1^). This complex has a BSA of 1852 Å^2^ and 83 ICs at 5.5 Å, resulting in a ICs-based affinity prediction of −12.8 kcal mol^−1^ and a BSA-based one of −10.3 kcal mol^−1^. The relative contribution of each interfacial Fab residue to the total BSA and number of ICs is shown in [Figure 5A---figure supplement 1A](#fig5s1){ref-type="fig"}: The contributions of the various residues to the ICs are more equally distributed than for the BSA. The latter shows high contributions for some residues, which is closely related to their solvent-accessible surface area (ASA) in the free form (defined here as the conformation extracted from the complex, that is, without any conformational changes---see 'Materials and methods') (see [Figure 5B---figure supplement 1](#fig5s1){ref-type="fig"}) and the surface representation in [Figure 5](#fig5){ref-type="fig"}. Indeed, because BSA~Fab~ = ASA~Fab_free~ −ASA~Fab_complex~, when a residue is at the core of the binding interface (in other words totally shielded by Tissue factor) the ASA~Fab_complex~ will be close to 0, resulting in BSA~Fab~ ∼ASA~Fab_free~. In contrast, residues already almost fully buried in the free form will not contribute to the BSA, whereas they might be able to form contacts in our ICs model.10.7554/eLife.07454.010Figure 5.Surface representation of Fab D3H44; residues at the interface are colored according to their contribution (in percentage) to **(A)** the buried surface area (BSA) of Fab upon complex formation and **(B)** the total number of inter-residue contacts (ICs) made.Increasing graduation of pink is used for the ranges 0--2%, 2--4%, 4--6%, and above 6% of BSA/ICs contribution. (**C**) Surface representation of Fab D3H44 (gray) in complex with Tissue factor (light blue), PDB code: 1JPS ([@bib13]). Fab D3H44 is represented in all panels with the same orientation. Values of residues BSA/ICs contribution are reported in [Supplementary file 5](#SD5-data){ref-type="supplementary-material"}. The following figure supplement is available for [Figure 5](#fig5){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.07454.010](10.7554/eLife.07454.010)10.7554/eLife.07454.011Figure 5---figure supplement 1Comparison between BSA and ICs relative contribution.(**A**) Relative contribution (percentage) of each Fab D3H44 interfacial residues to the total BSA (hot pink) and ICs (green).(**B**) Corresponding solvent-accessible surface area in Å^2^ of the Fab D3H44 residues in the free form (separated proteins taken from the complex).**DOI:** [http://dx.doi.org/10.7554/eLife.07454.011](10.7554/eLife.07454.011)

To report an example of this, the three residues GLU_H31, TYR_H32, and TYR_H33 located at the core of binding site (see [Figure 5](#fig5){ref-type="fig"}) contribute equally to the ICs calculation (6%), while they account for 10.5%, 5.6%, and 8.1% of the BSA~Fab~, respectively. On the other hand, residues such as ILE_H29, TYR_H53 and ASP_H99, which are already highly buried in the free form and therefore contribute less than 0.1% to the BSA~Fab~, are still making contacts, contributing between 1.2% and 2.4% in the calculation of ICs. In general, it seems that our ICs-based model is accounting more evenly than the BSA model for the contributions of highly solvent-accessible and buried residues, which leads to a higher prediction accuracy.

Concluding remarks {#s2-6}
------------------

Our new ICs/NIS-based BA model predicts BAs with an unprecedented accuracy (*R* = −0.73, ρ \< 0.0001; RMSE = 1.89 kcal mol^−1^), on a large, various and reliable dataset of 81 complexes. It achieves this by making use of only two structural features: the interfacial residue--residue contacts and the contribution of the NIS. Unsurprisingly, the higher the number of interfacial contacts, the stronger the binding strength, which is consistent both with the previously reported evidence that interfaces tend to be larger and more tightly packed with increasing interaction strength ([@bib40]) and with the simple BSA models introduced by [@bib11] and [@bib16]. BSA and the number of contacts at the interface are of course somewhat related, but the number of interface contacts shows much better correlations with binding strength than the BSA.

In summary, our study demonstrated that interface contacts, decomposed into their polar/apolar/charged characteristics, and combined with contributions of the NIS based on the recent work of [@bib24] (in particular the percentage of apolar and charged surface), lead to the best BA predictor for protein--protein complexes reported to date. Importantly, these are less sensitive to conformational changes occurring upon binding, which are one of the challenging aspects to deal with for both structure and affinity prediction.

Materials and methods {#s3}
=====================

Dataset {#s3-1}
-------

In order to evaluate the relationship between the contacts at the interface and the experimental BA in protein--protein complexes, we used the bound structures from the structure-based protein--protein BA benchmark of [@bib23]. It contains 144 non-redundant protein--protein complexes with known 3D structures (of both the unbound and bound components) and associated experimental ΔG values.

From this dataset we removed: (i) three cases (PDB codes: 1NSN, 1UUG, and 1IQD) for which the ΔG has not a unique value (reported as \> −14 kcal/mol, \> −18 kcal/mol, and \> −15 kcal/mol, respectively), and (ii) all the complexes that show gaps or unresolved fragments at the binding interface (considering a gap to be a missing segment longer than two residues). 19 cases were discarded in total (for details see [Supplementary file 1](#SD1-data){ref-type="supplementary-material"}). This resulted in a dataset of 122 complexes, covering diverse types of biological functions including antibody/antigen (A or AB with bound antibody, 10 cases), enzyme/inhibitors (EI, 34 cases), enzyme/substrate (ES, 9 cases), enzyme/regulatory subunit (ER, 7 cases), G-protein containing (OG, 15 cases), membrane receptors (OR, 7 cases), miscellaneous (OX, 26 cases), and non-cognate complexes (NC, 9 cases). The dataset includes both weak and strong complexes in terms of interaction strength, with ΔG values ranging between −4.3 and −18.6 kcal/mol.

The published benchmark also reports for each entry the interface C-alpha RMSD (i_rmsd) between unbound and bound form, which provides an estimate of the amplitude of the conformational changes that take place upon binding. Our clean dataset has i_rmsd ranging between 0.17 Å and 4.90 Å. The interacting area, expressed in terms of BSA upon complex formation, ranges from 808 Å^2^ to 3370 Å^2^.

Contacts, BSA and NIS calculation {#s3-2}
---------------------------------

We calculated the number of interface residue pair-wise contacts (ICs) for each complex using the COCOMAPS web tool ([@bib57]). Two residues are considered in contact if a pair of (any) atoms belonging to two residues is closer than a defined cut-off distance. To systematically evaluate the impact of the cut-off distance on the correlation between ICs and BA, we varied the cut-off between 3 Å and 20 Å in steps of 0.5 Å in the range 5--8 Å and 1.0 Å from 8 Å and above.

The BSA upon complex formation was calculated using NACCESS ([@bib17]) as:$$\text{BSA} = \left( {\text{ASA}_{\text{protein}1}{+ \text{ASA}}_{\text{protein}2}} \right) - \text{ASA}_{\text{complex}},$$where ASA~protein1~ and ASA~protein2~ are the solvent-accessible surface areas calculated from the free components (i.e., the separated bound conformation of the proteins---note that this is different from the unbound form of the protein) using a 1.4 Å radius sphere.

The NIS properties (i.e., percentage of polar, apolar and charged residues on the NIS) were calculated as described in [@bib24].

Residues were classified based on their physico-chemical properties as follow:polar: C, H, N, Q, S, T, Y, Wapolar: A, F, G, I, V, M, Pcharged: E, D, K, R.

The hydrophobic nature of the residues was defined according to the Kyte--Doolittle hydrophobicity index ([@bib28]).

The scripts for calculation of ICs (polar/apolar/charged divided) and NIS are available at: <http://bonvinlab.org/software>. A description of how to predict binding affinity with our approach is described in details in Bio-Protocol ([@bib56]).

Correlations, prediction power and cross-validation {#s3-3}
---------------------------------------------------

To assess the linear dependence between two variables (i.e., the experimental BA and the structural properties tested, such as ICs), the Pearson product-momentum correlation coefficients (*R*) were calculated. The ranking power of ICs with BA was also calculated as reported by the Spearman\'s correlation parameter *S*.

We trained different models ([Equation 1](#equ1){ref-type="disp-formula"}) using linear regression in R ([@bib47]); to avoid problem of over-fitting when many variables were used (\>3) we applied the AIC stepwise selection approach (backward and forward) in order to identify the significant terms and calculate weights only for them.

Cross-validation on the final model was performed by partitioning the dataset into four complementary subsets, training on the 75% of the data (training set) and validating on the other 25% (prediction set). Such fourfold cross-validation was repeated 10 times.

Comparison with other methods {#s3-4}
-----------------------------

We compared our method with other BA predictors, potentials and composite scoring functions. Their performance is reported as correlation (*R*) between the predicted BA (or potential) and the experimental BAs. The comparison was made for 79 protein--protein complexes that are in common between our cleaned dataset of 81 structures and the 137 complexes reported by [@bib36].

Predicted BAs for the 'global surface model' developed by [@bib24] have been calculated through the program provided by the authors; the Horton & Lewis BSA-based model (1992) ([@bib16]) was re-trained on our clean dataset (reported as Model 5); data for the consensus model reported by [@bib36], DFIRE ([@bib31]), and PMF ([@bib53]) are provided in ([@bib36]); data of the composite scoring ZRANK ([@bib43]), ZRANK2 ([@bib44]), RosettaDock ([@bib8]), PyDock ([@bib9]), FireDock (the total energy, the antibody--antigen energy and the enzyme-inhibitor energy) ([@bib3]), PISA ([@bib59]), PIE ([@bib48]), and SIPPER ([@bib45]) were obtained as pre-calculated data from the CCHarPPI webserver ([@bib38], [@bib39]). Apart from the composite scoring function, CCHarPPI reports 99 additional intermolecular parameters, such as potential functions, energy functions, and various descriptors. The performance of each of them has been compared with our model.
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###### 

List of entries removed from the original binding affinity benchmark ([@bib1]) because of gaps at interface.

**DOI:** [http://dx.doi.org/10.7554/eLife.07454.012](10.7554/eLife.07454.012)

10.7554/eLife.07454.013

###### 

ICs, NIS and BSA values (and their sub-classification) calculated on the cleaned dataset. Correlations of these to the binding affinity are reported in [Table 2](#tbl2){ref-type="table"}.

**DOI:** [http://dx.doi.org/10.7554/eLife.07454.013](10.7554/eLife.07454.013)

10.7554/eLife.07454.014

###### 

Table summarizing the weights (*w*~*N*~) and performance (expressed as Pearson\'s coefficient *R* and RMSE) of the fourfold cross-validation, repeated 10 times, of the following binding affinity regression model: $$\Delta\text{G}_{\text{calc}} = \text{w}_{1}\text{ICs}_{\text{charged}/\text{charged}} + \text{w}_{2}\text{ ICs}_{\text{charged\_apolar}} - \text{w}_{3}\text{ ICs}_{\text{polar}/\text{polar}} + \text{w}_{\text{4}}\text{ ICs}_{\text{polar}/\text{apolar}} + \text{w}_{5}\text{ \%NIS}_{\text{apolar}} + \text{w}_{6}\text{ \%NIS}_{\text{charged}} + \text{Q}.$$Each coefficient has been reported as average on the four models trained on the respective folds.

**DOI:** [http://dx.doi.org/10.7554/eLife.07454.014](10.7554/eLife.07454.014)

10.7554/eLife.07454.015

###### 

Predicted binding affinities based on ICs (this work) and other methods (see 'Materials and methods') for the set of 79 common complexes between the cleaned dataset and the data tested reported by [@bib36]. Performance results are summarized in [Figure 4](#fig4){ref-type="fig"}.

**DOI:** [http://dx.doi.org/10.7554/eLife.07454.015](10.7554/eLife.07454.015)

10.7554/eLife.07454.016

###### 

List of Fab D3H44 antibody residues in the binding interface of the complex with the Tissue factor (PDB code of the complex: 1JPS). For each residue N, its relative contribution (expressed as a percentage) to the total number of inter-residue contacts made and to the total buried surface area of the Fab is reported. IC~N~ and BSA~N~ are the interface contacts and the buried surface area of residue N, respectively; IC~total~ is 83; BSA~Fab_total~ is evaluated as half of the BSA for the complex corresponding to 926 Å^2^.

**DOI:** [http://dx.doi.org/10.7554/eLife.07454.016](10.7554/eLife.07454.016)

Major datasets {#s5-1}
--------------

The following previously published datasets were used:

Kastritis PL, Moal IH, Hwang H, Weng Z, Bates PA, Bonvin AMJJ, Janin J, 2011,A structure-based benchmark for protein--protein binding affinity,<http://onlinelibrary.wiley.com/doi/10.1002/pro.580/suppinfo>,Publicly available at the Wiley Online Library.

Moal IH, Jiménez-García B, Fernández-Recio J, 2015,CCharPPI: Computational Characterisation of Protein--Protein Interactions,<http://life.bsc.es/pid/ccharppi/info/affinity_benchmark>,Publicly available at the Computational Characterisation of Protein--Protein Interactions.
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eLife posts the editorial decision letter and author response on a selection of the published articles (subject to the approval of the authors). An edited version of the letter sent to the authors after peer review is shown, indicating the substantive concerns or comments; minor concerns are not usually shown. Reviewers have the opportunity to discuss the decision before the letter is sent (see [review process](http://elifesciences.org/review-process)). Similarly, the author response typically shows only responses to the major concerns raised by the reviewers.

Thank you for sending your work entitled "Contacts-based prediction of binding affinity in protein-protein complexes" for consideration at *eLife*. Your article has been favorably evaluated by Michael Marletta (Senior editor), a Reviewing editor, and two reviewers.

Both reviewers found the manuscript interesting and we would like to invite the authors to submit a revised manuscript that addresses the reviewers\' comments.

*Reviewer \#1*:

The authors wish to predict binding affinity (BA), clearly a problem whose importance is hard to overstate. This is a mature field, and has an excellent tradition of methodological contributions with discussion of physicochemical significance. The authors find that ICs are more strongly correlated to BA than buried surface area (BSA) is. No explanation is provided for this, which I think should be corrected. I also think since prior workers have separated BSA into polar and nonpolar contributions, counted hydrogen bonds, etc., the authors should do the same for ICs, as this may improve the results.

It is interesting that IC appears to be a better predictor of BA compared to BSA, even though IC seems a cruder measure. Please try to find the underlying reason for this. I suspect I know the reason.

The fact that the 4Å cutoff is optimal is significant, in my opinion. The authors should try to explain.

It is not clear that the minimum correlation is at 20Å, since this is the largest interface distance tested.

Mean absolute error is not a very standard error measure. Please use a measure that is more common in the literature.

The fact that only three fitting parameters were used effectively eliminates the possibility of overfitting. Still, I think the success of the method raises important questions. Do all contacts contribute equally to BA? What if contacts were to be grouped into e.g. salt bridges, hydrogen bonds, hydrophobic, etc.? I don\'t think it would be hard to count these. Horton and Lewis did something like this, separating polar from nonpolar buried surface area. I don\'t see that they report the error, but their [Table 2](#tbl2){ref-type="table"} suggests it is comparable to that in the present work. Chothia and Janin also indicate the importance of separating polar and nonpolar contacts. The current results are not compared quantitatively to methods from the literature. Doing this would make it clear to what extent the new method is better than the existing ones.

In general I think this paper is promising. I don\'t doubt that it will eventually be published, either here or elsewhere. However the questions it raises ought to be answered. Otherwise this paper will merely report a phenomenon, without adding understanding. Also the comparison to past methods should be improved.

*Reviewer \#2*:

It is an interesting work dealing with the prediction of energies of protein - protein interactions. Some aspects of the work should be improved.

The authors do not report the performance of other methods when applied to the same dataset. I see only the comparison of the performance of inter-residue contacts to buried surface area. The report of an explicit comparison of results obtained on the same dataset by other approaches, well quoted into the Introduction, should improve the quality of the article.

In the paragraph "The effect of conformation changes on BA prediction\'s accuracy" the authors refers again to other models to indicate their method as preferred for being less sensitive to conformational changes, without reporting a comparison of the results obtained by that models for the two subsets of rigid and flexible complexes.

The training and prediction sets give quite different results. This should be discussed and explained. Maybe, the random division in the two sets could be repeated a high number of times, and a mean result could be considered.

10.7554/eLife.07454.018

Author response

Reviewer \#1:

*The authors wish to predict binding affinity (BA), clearly a problem whose importance is hard to overstate. This is a mature field, and has an excellent tradition of methodological contributions with discussion of physicochemical significance. The authors find that ICs are more strongly correlated to BA than buried surface area (BSA) is. No explanation is provided for this, which I think should be corrected. I also think since prior workers have separated BSA into polar and nonpolar contributions, counted hydrogen bonds, etc., the authors should do the same for ICs, as this may improve the results*.

*It is interesting that IC appears to be a better predictor of BA compared to BSA, even though IC seems a cruder measure. Please try to find the underlying reason for this. I suspect I know the reason*.

To shed light about the better performance of ICs vs BSA, we analyzed in detail some cases comparing differences between interface residues in terms of their their BSA and ICs. In the revisited manuscript we report the results of this analysis using as test case the complex between the Fab D3H44 and the Tissue factor, focusing the attention on Fab interface (PDB code; 1JPS); the new data are in paragraph "Insights on the difference between ICs and BSA", including details in [Figure 5](#fig5){ref-type="fig"}, [Figure 5--figure supplement 1](#fig5s1){ref-type="fig"}, and [Supplementary file 5](#SD5-data){ref-type="supplementary-material"}.

Considering one of the two interacting protein (but the same concepts applies to the other as well), both ICs and BSA parameters detect roughly the same residues at the interface, but when counting the contribution of each residue to the total BSA and ICs the results can greatly vary. To highlight this, we calculate the relative contribution (percentage) of each residue to the total BSA or number of ICs.

We found the following aspects:

The contribution of a residue to the ICs mostly depends on its position with respect to the binding partner rather than its solvent accessibility: every core residues (even those rather buried already in the free form), i.e. the ones positioned at the center of the binding site equally facing the interacting partner, have about the same contribution to the total ICs value (around 6% in the reported example case).

The contribution of each residue to the BSA highly depends on its ASA in the free form instead of its relative position with respect to the binding partner. Indeed, as BSA ~protein~ = ASA~protein_free~ -- ASA~protein_in_complex~, the core residues will be almost totally shielded by the interacting protein (means ASA~protein\ \_\ in_complex~ ∼ 0), resulting in BSA~protein~ ∼ ASA~protein_free~. This implies that residues already quite buried in the free form will have small contribution while they still might make several contacts. This results in an unequal contribution of residues in the interface (see new [Figure 5](#fig5){ref-type="fig"}). As an illustration, in the example case reported in the revisited paragraph, ASP_H52, which has a ASA of ∼ 20 Å^2^ in the free form, contributes poorly to the BSA while still forming 4 ICs. Further examples are reported in the text (subsection "Insights on the difference between ICs and BSA"). This dependency of the BSA on the ASA of the free form brings an unequal evaluation of core residues and an underestimation of partially buried residues located anyhow in an optimal position to contact the partner. The ICs seem less biased toward the size of the residue itself and more influenced by its orientation with respect to the binding partner.

*The fact that the 4Å cutoff is optimal is significant, in my opinion. The authors should try to explain*.

The 4Å cutoff is indeed close to the well accepted value of 3.9Å used to define non -bonded contacts for example in the ligplot/dimplot software. This optimal value was obtained considering the complete initial dataset; however, after removing the data collected with less reliable experimental methods we re- optimize such threshold up to 5.5 Å, at which we got the highest Pearson's correlation coefficient (*R*) of -0.59. We then kept this 5.5Å cutoff for the further analysis on the reliable dataset.

This 5.5Å threshold allows us to include different non-bonded interactions, including salt-bridged (often counted up to 5Å cutoff).

*It is not clear that the minimum correlation is at 20Å, since this is the largest interface distance tested*.

Considering it is a new approach to correlate contacts with the binding affinity, we tested the impact of distance threshold on the correlation, checking correlations in the range between 3.0 Å and 20.0 Å. We observed the maximum correlation at 5.5 Å followed by a gradually drop off (reaching the low significant value of *R* = -0.18); therefore we would not expect an increasing of it after 20.0 Å. Also increasing the cutoff further would make the ICs dependent on the protein sizes as more contacts will be detected for larger proteins, even at similar interface sizes.

*Mean absolute error is not a very standard error measure. Please use a measure that is more common in the literature*.

We changed it reporting the more commonly used Root Mean Square Error (RMSE) (for instance as reported in Moal et al. Bioinformatics 2011).

*The fact that only three fitting parameters were used effectively eliminates the possibility of overfitting. Still, I think the success of the method raises important questions. Do all contacts contribute equally to BA? What if contacts were to be grouped into e.g. salt bridges, hydrogen bonds, hydrophobic, etc.? I don\'t think it would be hard to count these. Horton and Lewis did something like this, separating polar from nonpolar buried surface area. I don\'t see that they report the error, but their* [*Table 2*](#tbl2){ref-type="table"} *suggests it is comparable to that in the present work. Chothia and Janin also indicate the importance of separating polar and nonpolar contacts*.

This was an excellent suggestion! Following the reviewer suggestion, we checked if all residues contributed equally to the ICs parameter classifying them (and the resulting contact classes) according to their polar/apolar/charged character and to their hydrophobic/hydrophilic one. We trained multiple models using those different classifications. The results have been reported in the new paragraph "Structural properties contributing to binding affinity"*,* with updated [Figure 3](#fig3){ref-type="fig"} and two new supplementary tables ([Table 2 and 3](#tbl2 tbl3){ref-type="table"}, [Supplementary file 2](#SD2-data){ref-type="supplementary-material"} and [Supplementary file 3](#SD3-data){ref-type="supplementary-material"}).

As foreseen by the reviewer, the correlations improve in all the classification considered. In particular, from a correlation of *R*= -0.59 when considering all the ICs, we obtained a correlation of -0.67 and -0.60 for the polarity- and hydrophobicity- based classification, respectively. Improvements have been observed also for the BSA, which *R* went from -0.46 to -0.48 when polarity classification has been considered.

Based on these new findings, we then trained the combined ICs/NIS (Non Interacting Surface, in Kastritis et al. JMB 2014) models using polarity-based ICs classification. From *R*= -0.67 obtained in the previous version of the work, we reached a correlation of *R*= -0.73 in this revisited version!

Finally, due to the fact that some of the tested models were trained on more than 3 parameters, we applied the AIC method to detect only the significant variables bypassing the risk of overfitting (details added in the Materials and methods section, paragraph "Correlations, prediction power and cross-validation").

*The current results are not compared quantitatively to methods from the literature. Doing this would make it clear to what extent the new method is better than the existing ones*.

We added this part (subsection "The effect of conformational changes on binding affinity prediction accuracy" and [Figure 4](#fig4){ref-type="fig"}), providing comparisons with a large number of other methods (110 in total). From the plot it is clear that our method outperforms all reported ones and is also the most robust in case of conformational changes.

*In general I think this paper is promising. I don\'t doubt that it will eventually be published, either here or elsewhere. However the questions it raises ought to be answered. Otherwise this paper will merely report a phenomenon, without adding understanding. Also the comparison to past methods should be improved*.

We hope the new insights we added and the clear comparison with the past methods made clearer the new aspects (and performance) presented in the work.

Reviewer \#2:

*It is an interesting work dealing with the prediction of energies of protein - protein interactions. Some aspects of the work should be improved*.

*The authors do not report the performance of other methods when applied to the same dataset. I see only the comparison of the performance of inter-residue contacts to buried surface area. The report of an explicit comparison of results obtained on the same dataset by other approaches, well quoted into the Introduction, should improve the quality of the article*.

We thank the reviewer for his/her comments that helped us improve the quality of our work. Comparison with existing methods have been added (as also asked by reviewer 1) and is reported in subsection "The effect of conformational changes on binding affinity prediction accuracy" and in [Figure 4](#fig4){ref-type="fig"}.

*In the paragraph "The effect of conformation changes on BA prediction\'s accuracy" the authors refers again to other models to indicate their method as preferred for being less sensitive to conformational changes, without reporting a comparison of the results obtained by that models for the two subsets of rigid and flexible complexes*.

The impact of conformational changes upon binding on the predicting power of our model has been reported in the paragraph "The effect of conformational changes on binding affinity prediction accuracy", and in [Figure 3](#fig3){ref-type="fig"}, clearly showing the high stability of the performance even in cases of high conformational changes (defined "flexible"): *R* on total dataset = -0.73, *R* on rigid cases = - 0.75, *R* on flexible cases = -0.73. Results on the all, rigid and flexible cases for our and other tested methods are also reported in [Figure 4](#fig4){ref-type="fig"}, in which our method shows the highest stability (little difference in prediction performance).

*The training and prediction sets give quite different results. This should be discussed and explained. Maybe, the random division in the two sets could be repeated a high number of times, and a mean result could be considered*.

Considering the improved results we obtained after addressing Reviewer 1's comments, we updated our model removing that part.

[^1]: The ICs were calculated for a 4.0 Å cut-off.

[^2]: A fine classification of those properties based on the polar/apolar/charged and hydrophobic/hydrophilic nature of the amino acids is also reported. The property with the highest *R* value is highlighted in bold. The corresponding data are provided in [Supplementary file 2](#SD2-data){ref-type="supplementary-material"}.

[^3]: The weights *w*~*N*~ are reported for each properties *P*~*N*~ used to train Model N. Properties that have not been used for training the Model or have been evaluated as not relevant from the Akaike\'s An Information Criterion (AIC) evaluation are reported as '-' and '/', respectively. At the bottom of the table, the correlation coefficient and prediction error (expressed as *R* and RMSE) are reported.
