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Design Optimization of Response 
Amplitudes in Viscously Damped 
Structures 
An optimization technique is presented which reduces the response of damped linear 
systems without neglecting the cost of the required design changes. A two-part func-
tion represents the design objective as a weighted sum of a function of the response 
levels at important locations on the structure in critical frequency ranges, and a 
function of the cost of potential design changes. Numerical examples are included, 
and experimental verification of the technique's ability to reduce response at a 
specified location on a beam is also included. The technique is shown by these ex-
amples to be an effective design tool. 
1 Introduction 
Control of the vibrational response of a structure is depen-
dent on three characteristic properties: natural frequencies, 
mode shapes, and damping. Separating natural frequencies 
from excitation frequencies is useful when the excitation fre-
quencies can be narrowly banded, and when modal density is 
low (Lin, 1981, and Starkey, 1986). The response amplitude of 
specific locations on the structure can also be reduced by 
shifting mode shape node-points through mass and stiffness 
modifications (Kim, 1983, Sandstrom, 1984, and Elwany, 
1984). Though this does not necessarily decrease the maximum 
modal response amplitudes, it may reposition the location of 
the maximum response to noncritical locations within the 
structure. Modifying the amount and/or the distribution of 
the damping material within the structure (Kitis, 1983, and 
Lunden, 1979) also reduces the amplitude of responses at 
resonance, but increases the amplitude of response at anti-
resonances. 
The benefits of improving vibrational response in these 
ways usually come at the expense of design alterations. The 
optimization methods discussed in Lin (1981), Kim (1983), 
Sandstrom (1982) Elwany (1984), Kitis (1983), and Lunden 
(1979) do not use this cost-benefit relationship in establishing 
the optimum design. Unnecessarily costly designs may result. 
Starkey and Bernard (1986), and Starkey (1984) have 
developed a design technique for improving the structural 
response while still being sensitive to the cost of the improve-
ment. The method uses a dual objective function which quan-
tifies the structural response to a random input and the cost of 
the structural design changes required to minimize the 
response. This paper extends this work to include damping. 
Examples and experimental verification of the technique are 
included here also. 
2 Objective Function Development 
The design problem can be quantified by an objective func-
tion which becomes smaller as the design improves. There are 
two goals of the design problem: minimize the amplitude of 
vibration of the structure, and minimize the size of the design 
changes necessary to reduce the amplitude of vibration. Since 
these two goals may conflict, a dual objective function, which 
is a linear combination of the two design goals, will be used to 
quantify the design problem. 
A useful form of the objective function is 
F(u,\,e)=G(u,\)+aS(e) (1) 
where G(u,X) is called the response function and is a function 
of the eigenvectors u and the eigenvalues X of the structure. 
S(e) is called the design parameter function and is a function 
of the vector of design variables e. The coefficient a weights 
the relative importance of the two design objectives. 
The response function provides a measure of the amplitude 
of vibration at specific locations and in specific modes for the 
structure. The eigenvectors and eigenvalues, which are the in-
dependent variables in the response function, are themselves 
functions of the design variables. Therefore, the response 
function can be expressed as an implicit function of the design 
variables by 
G(u,X)=G([/(e),X(e)) (2) 
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Equation (3) is necessary for a numerical solution of the 
problem. Equation (4) ensures that the function is finite 
valued, which guarantees the existence of solutions. It is often 
convenient to further restrict G to be positive valued so that 
the complete objective function will be positive, though this is 
not necessary. 
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The design parameter function is a measure of the cost of a 
design, measured relative to a standard or reference design. 
Cost is meant in its broadest sense here, to include any 
measure that the designer may choose that reflects his/her 
concept of a good design. It could include, for example, 
manufacturability, strength or size as well as actual cost. A 
reference design is one which represents a minimum cost, as 
determined by the measurement criteria chosen by the 
designer. Determining cost with respect to a reference design 
allows the cost measurement scale to start at zero (no design 
change) and increase as the deviation from the reference in-
creases. The design parameter function studied here is 
S{t)=£tSi(ei,ef) (5) 
1 = 1 
where S, (e,-,epf) is the cost associated with changing the design 
from e-ef to e,, and r is the number of design variables. 
A typical form for the design parameter function in one 
variable is shown in Fig. 1. This function may reflect, for ex-
ample, ease of manufacture of a part as a function of one of 
its dimensions. A useful class of design parameter functions is 
defined by the following characteristics: 
S/(eref) = 0 
de, 









Equation (6) is imposed so that the design parameter objective 
makes no contribution to the total objective function value 
when the design parameters are at their reference values. 
Equations (7) and (8) insure that S(e) will have only a single 
minimum. Equation (9) is helpful for a numerical solution to 
the problem. 
The primary purpose of the coefficient a is to weight the im-
portance of the vibration amplitude and the size of design 
change in the objective function. The value for this parameter 
is determined by the nature of the design problem. Because a 
is part of the design parameter function, it must be positive to 
satisfy equation (8) above. 
The argument for the existence of at least one minima for 
the objective function, equation (1), is relatively straightfor-
ward when the design variables are constrained. Since the 
function has a finite interval and since the function value is 
eref 
Fig. 1 Typical design parameter function 
bounded within the interval, a minimum value for the func-
tion must occur either within the bounds or at the boundary 
limits. Further, if the function is known to be convex 
everywhere within the interval, it is guaranteed to have a 
unique minimum. Based on this discussion, the objective func-
tion can now be specialized to measure response amplitudes in 
viscously damped structures. 
3 Response Function Details 
Using lumped parameter modeling techniques, dynamic 
system are often modeled as 
imix} + lQ[i)+lK\lx} (10) 
where [M], [CI, and [K] are the (nxn) mass, damping, and 
stiffness matrices, (xj is the («x 1) vector of physical coor-
dinates, and [f) is the (n x 1) vector of applied forces. Using a 
first order transformation of the form 
(11) 
( y ) 
equation (10) can be written in the following form 
[M](y!+[*]{y) = (P) 
where 
[M] = 
The transfer function relating the motion of any point on the 
structure y, to an applied harmonic force, P-, with frequency 
co can be derived from equation (11) and is given by 
[0] [M] " 
[M] [C] J 
[K] = 
l"[-Afl [0]" 
JO] [K] J 
( P | = no 
I If 
yi = £ uikuJk ^i /M / t ( /w+&w i t - / t t l t Vw!) (12) 
where Uilc and Ujk are the /th and 7th locations of the eigenvec-
tor for mode k, mk, and $k are the modal mass and modal 
damping for mode k, o>k is the natural frequency for mode k 
and the coefficient / = v - 1. 
For a system with widely separated modes, the response 
near mode k is dominated by the kth term of equation (12). 
When o>~o)k and damping is light (i.e. ff « 1 ) , the response is 
dominated by the term 
y-, uiku, ik vjk (13) 
Pj mk$kwk 
The amplitude of response of point y, given by equation (13) is 
generally a complex number. Since the amplitude ratio is 
usually more critical than the phase between yt and Pjt the 
modulus of (13) is taken to obtain a real scalar to be used in 




uijkuJk UU^))] mktk"k 
If the system model does not include damping, the response 
function in the form of equation (14) is not valid because the 
undamped frequency response function is undefined at 
resonance. Without damping equation (12) reduces to 
yt 
pj *=i mk(iu-iak) 
(15) 
The 2«-term summation of equation (15) can be written as 
an n-term summation of conjugate pairs as 
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y-, uikuJk u?kujk jk ^ (16) 
pj k~\ mk ('« - i">k) mtO'o> - ('"*) *) 
The displacement terms (*,_„ —yit and/}_„ =P,-) can then be 
written 
uikuJk utku% xi-n _ y 
•/}-« t= i mk(io>-io>k) ' mk*(io>-(io>k)*) 
(17) 
Because damping is zero the mode shapes in (17) are all real 
(Uik = U*k) and the modal masses are purely imaginary 
(mk = ink). Equation (17) can be simplified to 
2o>kUikUj jk xi~n _ 1p 
fj-n *=1 / i * ( w | - U 2 ) 
(18) 
Letting the term 2uk be a scaling factor of eigenvectors such 
that Vik=V2cTk Uik, then near mode & equation (18) reduces to 
VikVjk 
fj-n M < 4 - " ) 





Equation (20) is useful if the phase of x, and/} is 0. However, 
if the phase is 180 degrees the response function is 
G(t/(e),X(e)) = Vi*K jk 
Hk 
(21) 
Notice that in all of the response functions the eigenvector 
scaling cancels out since both numerator and denominator are 
proportional to eigenvectors squared. 
In order for equations (14), (20), and (21) to be used as the 
response function, they must be shown to satisfy equations (3) 
and (4). The eigenvectors \]j are normalized for convenience 
such that the largest entry has value 1. Since all mk, k= 1, . . . 
n are non-zero, then equations (20) and (21) will all have a 
finite value. The natural frequency wk is positive valued for all 
nonrigid body modes. Assmuing that the mode of interest is 
not a rigid body mode, then equations (14), (20), and (21) will 
be finite. The derivatives dXJ/de and d\/de are continuous as 
are the derivatives dG/dU and dG/d\, therefore the 
derivatives dG/de, are continuous. The objective functions are 
finite, positive valued functions with continuous derivatives, 
therefore they are useful forms for the response function. 
A useful form for the design parameter function S(e) is 
S(e)=D(e;-ep
f)2 (22) 
where e'e! is a reference value for the design parameter. This 
function causes the value of the objective to increase as the 
design parameters move away from their reference values. 
Those values which the optimizer drives farthest from their 
reference values are most effective in reducing the amplitude 
of vibration. Since equation (22) is a quadratic function, it is 
apparent that it satisfies equations (6) through (9). 
4 Examples 
Two examples will now be given to illustrate the design pro-
cedure. The first is a two-degree-of-freedom oscillator which 
is simple enough to work closed-form when the dampers are 
neglected. Damping is then included to show its effect on the 
response optimization. The second example is a beam in 
lateral vibration. Experiments were conducted in the original 
and modified beams to verify the algorithms. Damping, 
however, was not included in the beam example since current 
finite element damping models are inadequate. 
Fig. 2 Two-mass, three-spring, three-damper system 
5.1 Two-Degree-of-Freedom Example. An objective 
function, consisting of response and design functions defined 
in Section 5, will be used to optimize the design of the two-
mass three-spring system shown in Fig. 2. The response to be 
minimized is that of mass 1 due to a harmonic force applied to 
mass 1. The response is assumed to be dominated by the first 
mode, so the objective function will focus on mode one only. 
The design parameter is the size of spring 3. 
The equations of motion for this system neglecting damp-
ing, are 
m, 0 k i + kt K j 
- * , k-y+k 
(23) 
All mass and stiffness values where F] = / , e'"' and / is v 
are initially at 1, and damping is set to zero. Solving the un-
damped eigenvalue problem in the usual way yields the eigen-
values and the eigenvectors. Substituting the first eigenvector 
into equation (23) and simplifying, results in the response 
function 
G = 2[{k\ - 2A-3 + 5) - (k3 - \)(k\ - 2k3 + 5)
1/2]" (24) 
Taking a reference value of 1 for k3 and substituting into 




Combining equations (24) and (25) the objective function is 
F(k3) = 2[(k\ - 2A-3 + 5) - (k3 - 1)(A:
2 - 2k3 + 5)
1/2] -
+ a(l-A:3)2 (26) 
Plots of F(k-j) with values for a of 0, .1 and 1 are shown in 
Fig. 3. It can be shown that this objective function is convex 
for a > 0.07, which guarantees unique unconstrained 
minimums for two of the cases shown in Fig. 3 (a = 0.1, and 
a = 1.0). The third case in Fig. 3 is not convex, though it still 
has only one minimum (at the constraint boundary), due to 
the simplified nature of this example. 
Table 1 shows the effect of k3 on the amplitude of the 
transfer function. These results show that the vibration 
amplitude of mass 1 is not very sensitive to changes in the stiff-
ness of spring 3. A change in k3 of 93 percent results in a 
decrease in the numerator of the amplitude function of only 24 
percent. The sensitivity of xx to k3 is low over the entire range 
of values for k3. In fact, the numerator of the amplitude func-
tion changes from .526 to 1.0 as k} varies from 0.0 to °°. 
The design of the two-degree-of-freedom oscillator, shown 
in Fig. 2, is again optimized. This time damping is included 
and all system components are design parameters. The system 
design will be optimized using the response function given in 
equation (14) and the cost function given in equation (22). The 
response to be minimized is that of mass 1, due to a harmonic 
force with frequency equal to the first damped natural fre-
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Fig. 3 Objective function dependence upon weighting parameter a 
















quency of the system, applied to mass 1. The objective func-
tion for this problem is 
F=D\(Re(Jh^))\(Im(J^)) 
W2f2C02 
+ ̂ I)(e,-e, r e f)2 (28) 
The design variable reference values for this problem are 
f5.0i= 1,2,3 (KUK2,K3) 
e,K' = -{0.5i = 4,5,6(Ci,C2,C3) 
[50 / = 7,8 (M,,M2) 
The design parameter values were constrained to be within 
the following limits: 
1.0<KUK2,K3<10.0 
0.1 <C,,C2,C3< 1.0 
10.0 <M,,M,< 100.0 
(29) 
Using Rosen's Gradient Projection Method (Rao, 1984) the 
values of the design variables which minimize equation (28) 
and satisfy the constraints in (29) were found. The design 
parameter values which resulted from optimizing equation 
(28) with three different sets of D, and D2 values are given in 
Table 2. Plots of the frequency response function for the 3 sets 
of design parameter values are given in Fig. 4. The plots in 
Fig. 4 show an increase in the magnitude of the response at the 
first natural frequency as the value of D2 increases. As the 
value of D2 is increased, the design variable values which op-
Forcing Frequency (rad/sec) 
Fig. 4 Frequency response plots for D2 =0 , 1,100, °° 
timize equation (28) become closer to the design variable 
reference values. But larger D2 values also limit the amount of 
reduction possible in the height of the first peak. Thus, the 
designer has the ability to explore the tradeoffs among the 
solutions by adjusting D2. 
Another interesting observation concerns the second mode 
peak in this example. Notice that reducing D2 from 100 to 1 
has reduced the height of the first peak, but increased the 
height of the second peak. The objective function used here 
assigned no cost to this. Thus, care must be taken in setting up 
the objective function to truly account for the design intent. 
Because the constraint functions are simply limits on the 
maximum and minimum values of the design variables, the 
Kuhn-Tucker conditions can be stated as follows: 
(1) If the value of the design variable is at a constraint, 
the partial derivative of the objective function with respect to 
that constrained variable must have the same sign as the 
allowable change in the value of the design variable. 
(2) If the value of the variable is unconstrained, then the 
partial derivative with respect to that design variable must be 
zero. 
Inspection of Tables 2 and 3 show that these conditions are 
satisfied, so that at least a local minimum has been found. To 
check for other global solutions, the objective function was 
evaluated with many sets of design parameters covering the 
range of the design space. No lower values of the objective 
function were found for this example. 
5.2 Beam Example. In this example it is desired to 
reduce the amplitude of vibration at point 5 on the beam 
shown in Fig. 5 by varying the width of the beam; The beam 
vibration is due to a harmonic force applied at point 5 on the 
beam with a frequency near the fifth natural frequency of the 
beam. The beam is a composite of 10 sections with equal 
length and thickness but with variable width. The results of 
the analytical optimization will be verified by experiments. 
Using all of the beam section widths as design variables and 
taking 2.00 inches as the reference values, the design 
parameter function can be expressed using equation (22) as 
S(e )=£ (e , -2 .00 ) 2 (30) 
Assuming that the beam is a lightly damped structure the 
response function can be expressed using equation (20) with i, 
j , and k equal to 5, so that 
278/Vol . 112, JULY 1990 Transactions of the ASME 
Downloaded From: https://vibrationacoustics.asmedigitalcollection.asme.org on 06/29/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use










































































Partial Derivatives of she Objective Function 
With Respect to the Design Variables 
3F 




























Fig. 5 Geometry of uniform beam 
G(U,X) = Uls (31) 
Damping was neglected because (1) modeling techniques for 
damping are not well established yet, and (2) techniques for 
designing damping treatments to produce a specified [C] 
matrix or modal damping set are also not well understood. U5i 
and m5 are determined from the solution to the undamped 
eigenvalue problem 
[-co2[M] + [Z]](U) = |0] (32) 
A finite element analysis was performed to determine the M 
and K matrices in equation (32). The beam was initially mod-
eled using 10 elements of equal length and variable width. The 
K matrix was determined using a four-degree-of-freedom 
beam finite element, and the M matrix was determined using a 
consistent mass formulation (Yang, 1986). 
The finite element model was verified using experimental 
modal analysis (Ewins, 1984). A uniform steel beam 36 inches 
long, 2 inches wide, and .5 inches thick was hung vertically to 
simulate the free-free end conditions. The eigenvectors and 
eigenvalues for ten modes (2 rigid body and 8 dynamic) were 
determined from an analysis of the frequency response func-
tions and from the mass properties of the beam. The eigenvec-
tor for mode 5 is shown in Fig. 6 along with the eigenvector 
determined using finite element analysis. 
Two checks on the model were performed: a comparison 
plot of the eigenvalues shown in Fig. 7 and a Modal Assurance 
Criteria (MAC) Matrix (Ewins, 1984) shown in Table 4. In the 
comparison plot (Fig. 7) perfect correlation of the eigenvalues 
would be indicated if the plotted values fell on the line of unit 
Fig. 6 Comparison of experimental and theoretical mode 5 eigenvec-
tors for the uniform-width beam 
predicted frequency (Hz) 
Fig. 7 Comparison of the measured and predicted natural frequencies 
for the uniform beam (modeled with 10 finite elements) 
slope. The comparison in Fig. 7 shows a good correlation be-
tween the experimental and theoretical eigenvalues. Perfect 
correlation of the eigenvectors is indicated when the Modal 
Assurance Criteria Matrix is the identify matrix. Table 4 
shows a good correlation for modes 3-7 (dynamic modes 1-5). 
The first two modes, which are the rigid body modes, have a 
poor correlation because any linear combination of the two 
modes are valid rigid body modes. The linear dependence of 
the 2 modes is shown by the off-diagonal terms. Since the cor-
relation of modes 8, 9, and 10 (dynamic modes 6, 7, and 8) 
could have an effect on the problem of minimizing mode 5 
amplitudes, the models (both test and experimental) were in-
creased from 10 to 20 degrees of freedom to improve 
accuracy. 
Using the finite element model of the beam, a value for the 
objective function can be determined for any combination of 
beam section widths. The objective function was optimized us-
ing a univariate search coupled with a decreasing interval ex-
haustive search (Rao, 1984). Because of element width to 
length ratio constraints, the individual beam section widths 
were constrained to be 
1.5<W,<3.0 (33) 
The beam section widths which resulted from the optimization 
are shown in Table 5. Tabulated along with the beam widths 
are the first partial derivatives of the objective function with 
respect to each design variable evaluated at the optimum value 
of the design variables. Inspection of the values in Table 5 
show that the design variables meet the conditions necessary 
for a local minimum of the objective function. 
An experimental modal analysis was performed to validate 
the results of the optimization. A beam with section widths 
listed in Table 5 was tested at 20 locations along the length of 
the beam using the procedure described above. The ex-
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Table 4 Modal assurance criteria for the uniform beam (modeled using 










































































































































Table 6 Modal assurance criteria for the optimized beam (modeled us-







































































































Fig. 8 Comparison of theoretical and experimental mode 5 eigenvector 
of the optimized beam 
perimental and theoretical eigenvectors for mode five are 
shown in Fig. 8. A comparison plot of the eigenvalues for 
modes 2 through 10 is shown in Fig. 9. The MAC matrix is 
shown in Table 6. These comparisons show that the ex-
perimental and analytical models are in good agreement for 
the dynamics modes (2-10). 
Figure 10 shows a plot of the mode 5 eigenvector for a beam 
of uniform width and one with width values given in Table 5. 
Point 5 shows a decrease in amplitude from .86 for the 
uniform beam to .54 for the optimized beam. 
5 Conclusions 
A technique has been presented for reducing structural 
dynamic response by modifying the structural design. The 
structural design modification effects the response amplitude 
through changes in the characteristic mode shapes and 
characteristic damping. Exploration of the trade-offs between 
predicted frequency (Hz) 
Fig. 9 Comparison of the measured and predicted natural frequencies 
for the optimized beam (modeled with 20 finite elements) 
- uniform 
• optimized 
Fig. 10 Comparison of the fifth mode shape, before and after beam 
modifications 
the cost of the design changes and the size of improvement in 
the response can be conducted. Two examples have been in-
cluded to demonstrate the procedure, one numerical example 
of a two-degree-of-freedom system and the other an ex-
perimentally verified structure with 20 degrees of freedom and 
10 design variables. Based on these studies, the technique is an 
effective redesign tool. 
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