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LOCAL INVARIANTS OF MINIMAL GENERIC CURVES ON
RATIONAL SURFACES
JOSE´ IGNACIO COGOLLUDO-AGUSTI´N, TAMA´S LA´SZLO´, JORGE MARTI´N-MORALES,
AND ANDRA´S NE´METHI
Abstract. Let (C, 0) be a reduced curve germ in a normal surface singularity (X, 0).
The main goal is to recover the delta invariant δ(C) of the abstract curve (C, 0) from the
topology of the embedding (C, 0) ⊂ (X, 0). We give explicit formulae whenever (C, 0) is
minimal generic and (X, 0) is rational (as a continuation of [8, 9]).
Additionally we prove that if (X, 0) is a quotient singularity, then δ(C) only admits the
values r−1 or r, where r is the number or irreducible components of (C, 0). (δ(C) = r−1
realizes the extremal lower bound, valid only for ‘ordinary r–tuples’.)
1. Introduction
The present note is a natural continuation of the manuscripts [8, 9]. The main setup
is the following. We fix a complex normal surface singularity (X, 0), and an embedded
reduced curve germ (C, 0) on it. We wish to connect the analytic invariants of the abstract
curve (C, 0), eg. its delta invariant δ(C), with the embedded geometry of the pair (C, 0) ⊂
(X, 0). The goal is to recover δ(C) from the embedded topology of the pair under certain
restrictions (eg. when (X, 0) is rational).
One can attack this problem in two different ways, either analytically as in [8], or via
topological tools, as in [9]. The first one is based on vanishing theorems (valid from a
certain bound of Chern classes), the second one is based on the machinery of multivariable
zeta (Poincare´) functions/series, their counting functions and surgery formulae. These
formulae are valid again only for certain bound of the corresponding Chern classes (in
this case one relies on asymptotically true formulae, and the bounds from which their
validity is true has geometrical consequences).
In both theories, these bounds impose some restrictions on the topology of the curve
(C, 0), in such cases the discussion is optimal. In this article we call such curves minimal
generic curves of (X, 0).
In the body of the paper we determine δ(C) for any ‘minimal generic curve germ’ (C, 0)
embedded into a rational surface singularity (X, 0) from the topology of the embedding.
The proof is based on a surgery formula of the multivariable topological Poincare´ series
and several recent developments in the area (see eg. [19, 20, 17, 18, 8, 9]).
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Surprisingly, it turns out that the minimality condition imposed by being ‘minimal
generic’ is reflected as an extremal behavior in the value of the delta invariant as well.
Recall that if (C, 0) is an abstract reduced curve germ with r irreducible components,
then δ(C) ≥ r − 1, and δ(C) = r − 1 is realized for the very special family of ‘ordinary
r–tuples’. They are analytically isomorphic with the union of the r axes of (Cr, 0), or
with the union of r smooth generic lines in (Cr, 0).
It turns out that ‘minimal generic’ curve germs on a cyclic quotient singularity are all
ordinary r–tuples, a fact firstly noticed in [11] (a work, which partly motivated our work).
In the present note we indicate several proofs of this fact (of rather different nature).
But what is even more surprising is that this behavior almost survives whenever (X, 0)
is an arbitrary quotient singularity.
Our main result states that in such a case (i.e. if (X, 0) is quotient singularity and
(C, 0) is a minimal generic curve germ on it) δ(C) ∈ {r−1, r}. (δ(C) = r for r ≥ 3 means
that (C, 0) is isomorphic with r lines in (Cr−1, 0) in generic position.)
The paper is organized as follows. In the preliminary section 2 we recall all the needed
material (with additional comments and remarks, in order to help the understanding of
the main connections and ideas) regarding normal surface singularities. We discuss the
definition of minimal generic curves, their connection with special minimal Chern classes
(rational divisors), and the related Laufer algorithm. Then we continue with a material
related with multivariable series, the topological and analytical Poincare´ series, counting
functions, and finally the surgery formula. We refer to [19, 20, 17, 18, 8, 9] for more
details. Here we also discuss in short the connection with the kappa invariant, which was
historically one of the major motivations, cf. [7, 11].
In section 3 we discuss the case when (X, 0) is a cyclic quotient singularity. A formula
for the delta invariant of minimal generic curves is already known (see [11]), but we
present several alternative proofs using different techniques, which shed some light into
the general problem.
Section 4 is devoted to developing the theory of minimal generic curves on rational
surface singularities with star-shaped minimal resolution graphs (here in some parts the
rationality is not even needed). In Theorem 4.5 we provide a formula for the delta invariant
of minimal generic curves on rational surface singularities with a star-shaped graph.
In section 5 the main result is applied to quotient surface singularities. As a result, in
Theorem 5.1 we describe the formula for the delta invariant of minimal generic curves on
quotient singularities based only on the information provided by the dual graph.
Section 6 is devoted to proving Theorem 5.1 and describing the exceptional cases where
the general formula does not apply. The different nature of these cases should definitely
be better understood.
2. Preliminaries
2.1. Topological invariants of surface singularities.
2.1.1. Normal singularities, good resolutions, and dual graphs. Let us consider
a complex normal surface singularity (X, 0), that is, a complex surface germ such that
its local ring of functions OX,0 is integrally closed in its field of fractions. Equivalently,
this means that any bounded holomorphic function on X \ {0} can be holomorphically
extended to X .
Let π : X˜ → X be a resolution, that is, a proper holomorphic map from a smooth
surface X˜ to a given representative of (X, 0) such that π is biholomorphic outside π−1({0}).
Moreover, we will require π to be a good resolution, which means that the exceptional set
π−1({0}) is a union of smooth curves that intersect each other transversally.
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A good resolution for normal surfaces always exists, but is not unique. Given a good
resolution, we define its dual graph, as a decorated graph, say Γ, whose set of vertices,
V , is in bijection with {Ev}v∈V the irreducible components of the exceptional set of π.
Two vertices u, v are connected in Γ if and only if Eu ∩ Ev 6= ∅. Moreover, each vertex
is decorated with two numbers, namely E2v , g(Ev), where E
2
v is the self-intersection of the
compact Riemann surface Ev in X˜ and g(Ev) is its genus.
Associated to the dual graph Γ there is an intersection matrix M = (mu,v)u,v∈V given
as the intersection matrix of the curves {Ev}v∈V in X˜ , that is, mu,v := (Eu, Ev). This
matrix is given as the numbers E2v in the diagonal entries mv,v and the incidence matrix
coefficients of Γ outside the diagonal.
2.1.2. The link of a normal surface singularity. If one assumes (X, 0) is embedded
in an affine germ (CN , 0), then the link Σ of (X, 0) is defined as the intersection of X with
a small enough (2N − 1)-dimensional sphere centered in 0. The topology of Σ does not
depend on the embedding or the small-enough sphere. Moreover, (X, 0) is a cone over Σ
and hence Σ ∼ X \ {0} ∼= X˜ \ π−1(0), Σ ∼= ∂X˜ , where ∼ represents the same homotopy
type.
In this paper we assume that the link Σ is a rational homology sphere (QHS3 for short).
This is equivalent to asking the dual graph Γ of a good resolution to be a connected tree,
where all Ev’s are rational, that is g(Ev) = 0 for all v ∈ V .
2.1.3. Divisor lattice structure. Define the lattice L as H2(X˜,Z). It is generated
by the exceptional divisors Ev, v ∈ V , that is, L = ⊕v∈V Z〈Ev〉. In the homology exact
sequence of the pair (X˜,Σ) one has H2(Σ,Z) = 0, H1(X˜,Z) = 0, hence the exact sequence
has the form:
(1) 0→ L→ H2(X˜,Σ,Z)→ H1(Σ,Z)→ 0.
Set L′ := Hom(H2(X˜,Z),Z). The Lefschetz-Poincare´ dualityH2(X˜,Σ,Z) ∼= H2(X˜,Z) de-
fines a perfect pairing L⊗H2(X˜,Σ,Z)→ Z. Hence L′ can be identified with H2(X˜,Σ,Z).
By (1) L′/L ∼= H1(Σ,Z), which will be denoted by H . Note that since Σ is a QHS3, H is
a finite abelian group. In fact, even if Σ is not QHS3, since the intersection form on L is
non–degenerate, H2(X˜,Z)→ H2(X˜,Σ,Z) is injective, and L′/L = Tors(H1(Σ,Z)).
As mentioned above, since the intersection form is non–degenerate, L′ embeds into
LQ := L ⊗ Q, and it can be identified with the rational cycles {ℓ′ ∈ LQ | (ℓ′, L)Q ∈ Z},
where ( , ) denotes the intersection form on L and ( , )Q its extension to LQ. Hence, in the
sequel we regard L′ as ⊕v∈V Z〈E∗v〉, the lattice generated by the rational cycles E∗v ∈ LQ,
v ∈ V , where (E∗u, Ev)Q = −δu,v (Kronecker delta) for any u, v ∈ V . The inclusion L ⊂ L′
in the bases {Ev}v and {E∗v}v is given by the intersection matrix of L as follows:
Ev = −
∑
u∈V
(Ev, Eu)E
∗
u.
Given an element ℓ′ ∈ L′ we denote by [ℓ′] ∈ H its class in H . In fact, L′ ⊂ LQ sits
naturally in the superlattice 1
d
L, where d := |H| is the order of H and L is identified with
its integral points. The inclusion L′ ⊂ LQ is given by −M−1, where M is the intersection
matrix of Γ. The matrix −M−1 has positive entries, since M is negative definite. Note
that the coefficients of the cycles E∗v ’s, are the columns of −M−1.
The elements E∗v have the following geometrical interpretation as well: consider γv ⊂ X˜
a curvette associated with Ev, that is, a smooth irreducible curve in X˜ intersecting Ev
transversally. Then π∗π∗(γv) = γv + E
∗
v (see 2.2.4 for the notation π
∗).
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2.1.4. The canonical divisor and canonical cycle. Let KX˜ be the canonical divisor in
the smooth surface X˜ . The canonical divisor in X is defined as KX := π∗(KX˜). Note that
Kπ := KX˜ − π∗(KX) has support on the exceptional set π−1(0). The divisor Kπ is called
the relative canonical divisor of π, and it is determined topologically by the adjunction
formula, which imposes the following linear system
(2) (Kπ + Ev, Ev) = −2, for all v ∈ V
In particular Kπ ∈ L′. In some cases, it is more convenient to use the (anti)canonical
cycle ZK := −Kπ. Using (2), ZK can be written as
(3) ZK = E −
∑
v∈V
(2− valv)E∗v ,
where E =
∑
v∈V Ev and valv is the valency of v.
Recall that by the Riemann-Roch theorem χ(Oℓ) = −12(ℓ, ℓ−ZK). This motivates the
definition χ(ℓ′) := −1
2
(ℓ′, ℓ′ − ZK) ∈ Q for any ℓ′ ∈ L′.
2.1.5. The H–partition of L′. The lattice L′ admits a partition parametrized by the
group H , where for any h ∈ H one sets
(4) L′h = {ℓ′ ∈ L′ | [ℓ′] = h} ⊂ L′.
Note that L′0 = L. Given h ∈ H one can define rh :=
∑
v rvEv ∈ L′h as the unique
element of L′h such that 0 ≤ rv < 1 for all v. Equivalently, rh =
∑
v{l′v}Ev for any
ℓ′ =
∑
v l
′
vEv ∈ L′h, where 0 ≤ {·} < 1 represents the usual fractional part.
2.1.6. Examples. Quotient singularities. An infinite family of examples of normal
surface singularities with a QHS3-link is provided by the quotient X = C2/G of C2 by
the action of a small finite subgroup G of GL(2,C). These are called quotient surface
singularities. Note that H = G/[G,G] is finite, hence any such (X, 0) has a QHS3-link.
If G1, G2 ⊂ GL(2,C), then X1 = C2/G1 and X2 = C2/G2 are isomorphic if and only if
G1 and G2 are conjugated. In particular, it can happen that G1 and G2 are isomorphic
as abstract groups but X1 and X2 are not.
A full classification of the small finite subgroups of GL(2,C) up to conjugation was
provided by Brieskorn [2] (also a complete list of dual graphs is given by Nikulin in [31]).
The simplest ones are the finite cyclic groups, G = Zd. In this case any 0 < q < d,
gcd(d, q) = 1 provides a possible linear representations on C2 given by the diagonal
matrices
ξ 7→
(
ξ 0
0 ξq
)
,
where Zd = {ξ ∈ C : ξd = 1}. The quotient space usually is denoted by Xd,q, or 1d(1, q).
The quotient spaces 1
d
(1, q1) and
1
d
(1, q2) are isomorphic if and only if q2 ∈ {q1, q′1}, where
q1q
′
1 ≡ 1 (mod d).
For d = 2 there is only one quotient singularity, which can also be given by the germ
x2 + y2 + z2 = 0. However, for d = 3 there are two non–isomorphic ones: 1
3
(1, 1) is a
complete intersection singularity in C4 whereas 1
3
(1, 2) is a hypersurface in C3 (moreover,
their embedding dimensions are 4 and 3 respectively).
For more details (including the minimal resolution graphs of 1
d
(1, q)) see section 3.
From a different point of view, McKay [23] proved that there is a 1–1 correspondence
between minimal graphs of quotient singularities and conjugacy classes of finite subgroups
in GL(2,C). This is known as the McKay correspondence. (E.g., regarding the previous
pair, the graph of 1
3
(1, 1) has one vertex, whereas 1
3
(1, 2) has two vertices.)
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2.2. The notion of minimal generic curve germs of (X, 0). We define the rational
Lipman cone by
SQ := {ℓ′ ∈ LQ | (ℓ′, Ev) ≤ 0 for all v ∈ V },
which is a cone generated over Q≥0 by E∗v . By 2.1.3, if s ∈ SQ \ {0} then all the Ev–
coordinates of s are strict positive.
Define S ′ := SQ ∩ L′ as the semigroup (monoid) of anti-nef rational cycles of L′; it is
generated over Z≥0 by the cycles E∗v . As mentioned in section 2.1.3, any element of S ′
can be obtained as the exceptional part of the pull-back of an effective divisor of X .
Set also S := SQ ∩ L.
2.2.1. Artin’s fundamental cycle and other minimal cycles. The Lipman cone S ′
also admits a natural equivariant partition S ′h = S ′ ∩ L′h indexed by H .
For ℓ′1, ℓ
′
2 ∈ LQ with ℓ′i =
∑
v l
′
ivEv (i = {1, 2}) one considers an order relation ℓ′1 ≥ ℓ′2
defined coordinatewise by l′1v ≥ l′2v for all v ∈ V . In particular, ℓ′ is an effective rational
cycle if ℓ′ ≥ 0. We set also min{ℓ′1, ℓ′2} :=
∑
vmin{l′1v, l′2v}Ev and analogously min{F}
for a finite subset F ⊂ LQ.
First note that S = S ′0 has the following properties:
(1) if Z =
∑
nvEv ∈ S and Z 6= 0, then nv > 0 for all v ∈ V ,
(2) if Z1, Z2 ∈ S, then Z1 + Z2 ∈ S,
(3) if Z1, Z2 ∈ S, then min{Z1, Z2} ∈ S.
As a consequence, one can define the unique minimal element Zmin of S \ {0}, called the
Artin’s fundamental cycle (minimal cycle or numerical cycle). It satisfy Zmin ≥ E.
Similarly, for any h ∈ H , Sh has the following properties:
(1) s1, s2 ∈ S ′h implies s2 − s1 ∈ L and hence min{s1, s2} ∈ S ′h,
(2) for any s ∈ LQ the set {s′ ∈ S ′h | s′ 6≥ s} is finite,
(3) for any h there exists a unique minimal cycle sh := min{S ′h} (see 2.2.2 below).
Note that for h = 0 one has s0 = min{S ′0} = 0, while Zmin = min{S ′0 \ 0} ≥ E.
In general, for an arbitrary graph it is very difficult to determine the cycles sh. For
strings or star-shaped graphs see e.g. [24]. These will be revised in this note as well.
2.2.2. Generalized Laufer’s algorithm. [24, Lemma 7.4] For any ℓ′ ∈ L′ there exists
a unique minimal element s(ℓ′) of the set {s ∈ S ′ | s− ℓ′ ∈ L≥0}. It can be obtained by
the following algorithm. Set x0 := ℓ
′. Then one constructs a computation sequence {xi}i
as follows. If xi is already constructed and xi 6∈ S ′ then there exits some Ev(i) such that
(xi, Ev(i)) > 0. Then take xi+1 := xi+Ev(i). Then the procedure after finitely many steps
stops, say at xt, and necessarily xt = s(ℓ
′).
Note that s(rh) = sh and rh ≤ sh, however, in general rh 6= sh. (This fact does not
contradict the minimality of sh in S ′h since rh might not sit in S ′h.)
2.2.3. Laufer’s criterion for rationality. The classical algorithm of Laufer con-
structs a computation sequence from E (or, from any Ev) to Zmin. According to [22],
(X, 0) is rational if and only if along this computation sequence (xi, Ev(i)) = 1 always. (In
particular, χ(Zmin) = 1 too, this identity is Artin’s criterion for rationality.)
2.2.4. Minimal generic h–curves on a surface singularity. Consider a reduced curve
(or an effective Weil divisor) (C, 0) in (X, 0). Let C˜ denote its strict transform by π. Then
we define a cycle ℓ′C ∈ L′ in such a way that the divisor ℓ′C + C˜ is numerically trivial:
(ℓ′C+C˜, Ev) = 0 for all v. We write this fact in the language of divisors as π
∗(C) = ℓ′C+C˜.
Definition 2.1. Fix some h ∈ H and the minimal good resolution. We say that (C, 0) is
(1) an h–curve if [ℓ′C ] = h;
6 J.I. COGOLLUDO, T. LA´SZLO´, J. MARTI´N, AND A. NE´METHI
(2) a minimal h–curve if ℓ′C = sh;
(3) a minimal generic h–curve if ℓ′C = sh and all the components of C˜ are smooth and
do not intersect each other, and they intersect E transversally.
Also, a curve (C, 0) ⊂ (X, 0) is called minimal generic if it is a minimal generic h–curve
for some h ∈ H .
Note that minimal generic curves were introduced as generic curves in [11] and studied
in the context of cyclic quotient singularities, however we think the term minimal generic
is more appropriate.
From the definition it follows that for h = 0 the minimal h–curve is the empty curve,
what we might include or we might eliminate (though when we compare this picture with
some other classification statements usually it is convenient to have the empty curve also
included).
Note that for fixed h ∈ H , all minimal generic h–curves are topologically equivalent: the
number of components intersecting transversally Ev is exactly cv, where sh =
∑
v cvE
∗
v .
Analytically (in Pic(X˜)) these curves might be different. However, if (X, 0) is rational
(when Pic(X˜) = L′), for fixed h, all the minimal generic h–curves are linearly equivalent.
In this case we will call such a curve ‘the’ minimal generic curve associated with h.
A minimal generic curve (C, 0) is not necessarily irreducible and if irreducible it is not
necessarily smooth (though C˜ is smooth) (see Examples 6.3 and 6.3). Note also that if
we take an irreducible smooth C˜ intersecting Ev transversally, then C = π(C˜) is a generic
[E∗v ]–curve, but not necessarily minimal. Indeed, eg., since the E8 graph is unimodular,
the only minimal generic curve is the empty one.
In general, as sh is hard to characterize, the position of the (strict transforms of the)
minimal generic curves is also hard to characterize.
However, if (X, 0) is a cyclic quotient singularity, then any irreducible transversal
smooth curve C˜ (intersecting any Ev) represents its minimal generic h–class (a fact proved
in [11], see also the detailed discussion in section 3). This provides in the case of the mini-
mal resolution of a cyclic quotient a bijection between irreducible minimal generic curves,
the vertices of the dual graph, and the full special OX -modules in the spirit of the McKay
correspondence.
2.3. Multivariable series. Let Z[[L′]] be the Z-module consisting of the Z-linear com-
binations of the monomials tℓ
′
:=
∏
v∈V t
l′v
v , where ℓ′ =
∑
v l
′
vEv ∈ L′. Note that it is a
Z-submodule of the formal power series in variables t1/dv , t
−1/d
v , v ∈ V .
Consider a multivariable series S(t) =
∑
ℓ′∈L′ a(ℓ
′)tℓ
′ ∈ Z[[L′]]. Let SuppS(t) :=
{ℓ′ ∈ L′ | a(ℓ′) 6= 0} be the support of the series and we assume the following finiteness
condition: for any x ∈ L′
(5) {ℓ′ ∈ SuppS(t) | ℓ′ 6≥ x} is finite.
Throughout this paper we will use multivariable series in Z[[L′]] as well as in Z[[L′I ]]
for any I ⊂ V , where L′I = prI(L′) is the projection of L′ via prI : LQ → ⊕v∈IQ〈Ev〉.
For example, if S(t) ∈ Z[[L′]] then S(tI) := S(t)|tv=1,v /∈I is an element of Z[[L′I ]]. In the
sequel we use the notation ℓ′I = ℓ
′|I := prI(ℓ′) and tℓ′I := tℓ′|tv=1,v /∈I for any ℓ′ ∈ L′. Each
coefficient aI(x) of S(tI) is obtained as a summation of certain coefficients a(y) of S(t),
where y runs over {ℓ′ ∈ SuppS(t) | ℓ′|I = x} (this is a finite sum by (5)). Moreover, S(tI)
satisfies a similar finiteness property as (5) in the variables tI .
Any S(t) ∈ Z[[L′]] decomposes in a unique way as S(t) = ∑h Sh(t), where Sh(t) :=∑
[ℓ′]=h a(ℓ
′)tℓ
′
. The series Sh(t) is called the h-part of S(t). Note that theH-decomposition
of the series S(tI) is not well defined. That is, the restriction Sh(t)|tv=1,v /∈I of the h-part
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Sh(t) cannot be recovered from S(tI) in general, since the class of ℓ
′ cannot be recovered
from ℓ′|I . Hence, the notation Sh(tI) (defined as (Sh(t))|tv=1,v /∈I) is not ambiguous, but
requires certain caution.
2.3.1. The multivariable topological Poincare´ series. The multivariable topological
Poincare´ series (cf. [4, 5, 27]) is the Taylor expansion Z(t) =
∑
ℓ′ z(ℓ
′)tℓ
′ ∈ Z[[L′]] at the
origin of the rational zeta function
(6) f(t) =
∏
v∈V
(1− tE∗v )valv−2.
One can consider its H-decomposition Z(t) =
∑
h∈H Zh(t). The support of Z(t) is in
the Lipman cone S ′. Note that by 2.2.1(2) for any x ∈ L′ the set {ℓ′ ∈ S ′ | ℓ′ 6≥ x} is
finite. Hence for any h ∈ H one can consider the counting function QΓh(t) = Qh(t) of
Zh(t) defined as
(7) Qh(t) : L
′ −→ Z, x 7→
∑
ℓ′x, [ℓ′]=h
z(ℓ′).
Furthermore, for any h ∈ H and I ⊂ V one can also consider the counting function
QΓh,I(t) = Qh,I(t) of Zh(tI) defined as
(8) Qh,I(t) : L
′ −→ Z, x 7→
∑
ℓ′|Ix|I , [ℓ′]=h
z(ℓ′).
2.3.2. Surgery formulas for the counting function Qh(t). Let us fix I ⊂ V . The set
of vertices V \I determines the connected full subgraphs {Γk}k, ∪kΓk = Γ\I. For each k we
consider the inclusion operator jk : L(Γk)→ L(Γ), Ev(Γi) 7→ Ev(Γ), identifying naturally
the corresponding E–base elements in the two graphs. This preserves the intersection
forms. Let j∗k : L
′(Γ) → L′(Γk) be its dual, defined by j∗k(E∗v (Γ)) = E∗v (Γk) if v ∈
V (Γk), and j
∗
k(E
∗
v (Γ)) = 0 otherwise. Then one has the projection formula (j
∗
k(ℓ
′), ℓ)Γk =
(ℓ′, jk(ℓ))Γ for any ℓ
′ ∈ L′(Γ) and ℓ ∈ L(Γk). This implies that
(9) j∗k(ZK) = ZK(Γk),
where ZK = ZK(Γ), respectively ZK(Γk), are the (anti)canonical cycles of Γ and Γk
respectively. Note also that j∗k(Ev(Γ)) = Ev(Γk) for any v ∈ V (Γk).
Furthermore, one has the following formula regarding the pull–back of the cycles sh.
Lemma 2.2 ([17, 21]). For any h ∈ H one has j∗k(sh) = s[j∗k(sh)] ∈ L′(Γk).
For any fixed h ∈ H one has the following surgery formula for the counting functions:
Theorem 2.3 ([17, Theorem 3.2.2],[9, Corollary 3.8]). For any ℓ′ =
∑
v avE
∗
v with av ≫ 0
and with the notation [ℓ′] = h one has the identity
(10) QΓh (ℓ
′) = QΓh,I (ℓ
′) +
∑
k
QΓk[j∗
k
(ℓ′)](j
∗
k(ℓ
′)).
Moreover, if Γ is rational, then (10) holds on the entire cone ZK+S ′, and Q[ZK ](ZK) = 0.
2.3.3. The multivariable analytic Poincare´ series. Parallel to Z(t) there is a series
defined using the analytic structure of (X, 0) (and a fixed resolution). Although in this
note it will not be really used, for the convenience of the reader we include its definition
here (together with the CDGZ–identity), since this correspondence was a leading moti-
vation in the work of the authors, and initiated and resulted several of the statements,
which are central in this discussion. (Eg., Theorem 2.3 was motivated by an analytic
surgery formula.)
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We fix a good resolution π of X . Consider c : Y → X , the universal abelian covering of
(X, 0), let Y˜ be the normalized pull-back of π and c, and denote by πY and c˜ the induced
maps by the pull-back completing the following commutative diagram.
(11) Y˜
#
c˜
//
πY

X˜
π

Y c
// X
We define the following H-equivariant L′-indexed divisorial filtration of the local ring
OY,0: for any given ℓ′ ∈ L′ set
(12) F(ℓ′) := {g ∈ OY,0 | div(g ◦ πY ) ≥ c˜∗(ℓ′)}.
It is worth mentioning that the pull-back c˜∗(ℓ′) is an integral cycle in Y˜ for any ℓ′ ∈ L′,
cf. [27, Lemma 3.3]. The natural action of H on (Y, 0) induces an action on OY,0 as
follows: h · g(y) = g(h · y), g ∈ OY,0, h ∈ H . This action decomposes OY,0 as ⊕λ∈Hˆ(OY,0)λ
according to the characters λ ∈ Hˆ := Hom(H,C∗), where
(13) (OY,0)λ := {g ∈ OY,0 | g(h · y) = λ(h)g(y), ∀y ∈ Y, h ∈ H}.
Note that there exists a natural isomorphism θ : H → Hˆ given by h 7→ exp(2π√−1(ℓ′, ·)) ∈
Hom(H,C∗), where ℓ′ is any element of L′ with h = [ℓ′].
The subspace F(ℓ′) is invariant under this action and F(ℓ′)θ(h) = F(ℓ′) ∩ (OY,0)θ(h).
Thus, one can define the Hilbert function h(ℓ′) for any ℓ′ ∈ L′ as the dimension of the
θ([ℓ′])-eigenspace (OY,0/F(ℓ′))θ([ℓ′]). The corresponding multivariable Hilbert series is
(14) H(t) =
∑
ℓ′∈L′
h(ℓ′)tℓ
′ ∈ Z[[L′]].
The multivariable analytic Poincare´ series P (t) =
∑
ℓ′∈L′ p(ℓ
′)tℓ
′
can be defined by
(15) P (t) = −H(t) ·
∏
v∈V
(1− t−1v ).
2.3.4. The CDGZ-identity. The CDGZ-identity, named after Campillo, Delgado and
Gusein-Zade thanks to their contributions in [4] and [5] relates the Poincare´ series P (t)
and Z(t) for rational surface singularities.
Theorem 2.4 (CDGZ-identity [4]). A rational surface singularity (X, 0) and any of its
resolution π satisfy the identity
(16) P (t) = Z(t).
The fourth author in [26], [27] extended the result for larger families of normal surface
singularities with rational homology sphere link. The largest family for which the CDGZ-
identity holds is the family of splice-quotient singularities with their special resolutions
satisfying the end-curve conditions (see [28]).
2.4. Invariants of abstract curve germs. In this section we recall the most relevant
local invariants of a curve germ considered in this paper.
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2.4.1. The delta invariant. The delta invariant δ(C) of a reduced curve germ (C, 0)
is defined as follows. Let γ : (C, 0)˜→ (C, 0) be the normalization, where (C, 0)˜ is the
corresponding multigerm. Then δ(C) := dimC γ∗O(C,0)˜/O(C,0).
Usually we also write r (or r(C)) for the number of irreducible components of (C, 0).
The delta invariant of a reduced curve can be determined inductively from the delta
invariant of the components and the Hironaka generalized intersection multiplicity. In-
deed, assume (C, 0) is embedded in some (Cn, 0), and assume that (C, 0) is the union of
two (not necessarily irreducible) germs (C ′1, 0) and (C
′
2, 0) without common irreducible
components. Assume that (C ′i, 0) is defined by the ideal Ii in O(Cn,0) (i = 1, 2). Then one
can define Hironaka’s intersection multiplicity by (C ′1, C
′
2)Hir := dimC (O(Cn,0)/(I1 + I2)).
Then, one has the following formula of Hironaka, see [15] or [33, 2.1] and [3],
(17) δ(C) = δ(C ′1) + δ(C
′
2) + (C
′
1, C
′
2)Hir.
In particular, if (C, 0) has r irreducible components, then using induction (and the obvious
inequality (C ′1, C
′
2)Hir ≥ 1) we get
(18) δ(C) ≥ r − 1.
2.4.2. Ordinary r–tuples. [3, 13, 14, 33] If a reduced (abstract) curve germ (C, 0) is
(analytically equivalent with) the union of the coordinate axes of (Cr, 0), then we call
(C, 0) an ordinary r–tuple. Using e.g. Hironaka’s formula we get that δ(C) = r− 1. This
shows that the ordinary r–tuples realizes the optimal minimum of the bound (18). In
fact, this property characterizes them: if for a curve (C, 0) with r components one has
δ(C) = r − 1 then (C, 0) is necessarily an ordinary r–tuple. Their notation is Rrr.
2.4.3. Rr−1r type r–tuples. [3, 13, 14, 33] Recall that a curve of type R
r
r consists of r lines
in (Cr, 0) in general position. We generalize this as follows. For r ≥ 3, Rr−1r denotes (the
isomorphism class of) r lines in (Cr−1, 0) in general position. The plane curve singularity
A3 (resp. A2) with equation {x4+y2 = 0} (resp. {x3+y2 = 0}) will also be denoted by R12
and R01 respectively. Then, it turns out that a curve singularity (C, 0) with r components
is Rr−1r if and only if δ(C) = r.
2.5. Invariants of embedded curve germs. We fix a normal surface singularity (X, 0)
with a QHS3-link, and we consider a reduced curve germ (C, 0) ⊂ (X, 0). Next we recall
the definition and some properties of the kappa invariant κX(C), an embedded invariant
of the pair (C, 0) ⊂ (X, 0). The interplay between δ(C) and κX(C) has been studied
in [8, 9]. This connection produced several explicit formulae for the delta invariant of
minimal generic curves embedded into rational surface singularities. Furthermore, the
definition (and several expressions) of κX(C) explains and motivates several expressions
intensively used in the present note.
2.5.1. The κ–invariant of a cycle. Fix a good resolution π : X˜ → X . For any ℓ′ ∈ L′
define
(19) κX˜(ℓ
′) := h(ZK + ℓ
′) = dimC
( OY,0
F(ZK + ℓ′)
)
θ([ZK+ℓ′])
,
where (Y, 0) is the universal abelian covering of (X, 0) as described in (11). Note that
κX˜(ℓ
′) in this way is defined via the analytic filtration ℓ′ 7→ F(ℓ′), or equivalently, in
terms of the Hilbert series H(t), which can be identified with the counting function of
the analytic Poincare´ series P (t). However, if (X, 0) is rational, then by the CDGZ–
identity 2.4 P (t) = Z(t), hence κX˜(ℓ
′) is computable from the counting function of Z(t)
as Q[ZK+ℓ′](ZK + ℓ
′), cf. [8, 9]. (In general, this expression is called the ‘topological’
κ–invariant.)
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Next, assume that (C, 0) is a reduced curve germ on (X, 0) (with QHS3 link, but
not necessarily rational) and choose a good embedded resolution π : X˜ → X of the
pair (C, 0) ⊂ (X, 0). Then consider the strict transform C˜ and the total transform
π∗(C) = ℓ′C + C˜ as in 2.2.4. Note that ℓ
′
C ∈ S ′. It turns out that the invariant κX˜(ℓ′C) is
independent of the resolution π (see [8, Corollary 3.4]).
This justifies the following definition of the κ–invariant of a reduced curve germ (C, 0) ⊂
(X, 0), where (X, 0) has a QHS3 link.
Definition 2.5. The κ–invariant of the pair (C, 0) ⊂ (X, 0) is defined as
(20) κX(C) = κX˜(ℓ
′
C) = dimC
( OY
F(ZK + ℓ′C)
)
θ([ZK+ℓ
′
C
])
.
One of the main results of [8] relates κX(C) and the δ–invariant of (C, 0) as follows.
Theorem 2.6 ([8, Theorem 1.1 & 1.2]). If (X, 0) is a rational surface singularity and
(C, 0) ⊂ (X, 0) a reduced curve germ, then
(21) κX(C) = δ(C) = χ(−ℓ′C)− χ(s−[ℓ′C ]).
In this paper we consider the problem of calculating the delta invariant of minimal
generic curves embedded into rational surface singularities.
3. Old and new results for cyclic quotient singularities
3.1. Let (X, 0) be a cyclic quotient surface singularity with the notation (X, 0) := 1
d
(1, q),
cf. 2.1.6. The dual graph Γ of the minimal resolution ofX is the following string of vertices
(see eg. [1])
−k1 −k2 −k3 −ks
E1 E2 E3 Es
where the numerical data {ki}si=1 (ki ≥ 2) is encoded by the Hirzebruch–Jung (negative)
continued fraction expansion
d
q
= k1 − 1
k2 − 1k3−...
:= [k1, . . . , ks].
We also set 0 < q′ < d so that qq′ ≡ 1 (mod d). Moreover, for any 1 ≤ i ≤ j ≤ s
we write the continued fraction [ki, . . . , kj] as a rational number dij/qij with dij > 0 and
gcd(dij, qij) = 1. Notice that dij is the determinant of the intersection matrix associated
with the substring with vertices vi, . . . , vj. Then, d1,s = d, d2,s = q and d1,s−1 = q
′. We
also set di,i−1 := 1 and dij := 0 for j < i− 1.
Below we use the notation ⌊−⌋ for the integral part, {−} for the fractional part, and
⌈−⌉ for the ceiling function.
We choose the class [E∗s ] as a generator of H = Zd. For any class a[E
∗
s ] with 0 ≤ a < d
we consider the minimal cycle sa[E∗s ] and we write sa[E∗s ] =
∑s
i=1 aiE
∗
i . Then by [24, section
10.3], one has
(22) a = d2,s · a1 + d3,s · a2 + . . .+ ds,s · as−1 + as,
and the coefficients ai are expressed from the integer a via the following recursive identity
(23) ai =
⌊a−∑i−1j=1 dj+1,s · aj
di+1,s
⌋
(1 ≤ i ≤ s);
see also [11, Section 2.2]. In particular, a1 = ⌊a/q⌋.
For each fixed h = [aE∗s ] the entries {ai}si=1 identify the minimal generic h–curve.
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3.1.1. Example. Assume that n/q = 15/11 = [2, 2, 3, 2, 2]. Then the possible entries
(a1, . . . , a5) representing some sa[E∗s ] are the following 5–tuples
(1, 0, 1, 0, 0), (1, 0, 0, 1, 0), (1, 0, 0, 0, 1), (1, 0, 0, 0, 0), (0, 1, 1, 0, 0),
(0, 1, 0, 1, 0), (0, 1, 0, 0, 1), (0, 1, 0, 0, 0), (0, 0, 2, 0, 0), (0, 0, 1, 1, 0),
(0, 0, 1, 0, 1), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (0, 0, 0, 0, 1), (0, 0, 0, 0, 0).
3.2. We consider a minimal generic curve (C, 0) on (X, 0) whose associated cycle is
ℓ′C =
∑s
i=1 aiE
∗
i = sh for some h = a[E
∗
s ], 0 < a < s. If we denote by r(C) the number of
irreducible components of C, then we get r(C) =
∑
i ai.
In this case one has the following simple formula for the delta invariant of (C, 0) in
terms of the number of its branches.
Theorem 3.1 ([11]). For a minimal generic curve C on a cyclic quotient singularity
(X, 0) one has δ(C) = r(C) − 1. In particular, (C, 0) is an ordinary r(C)–tuple. (Cf.
2.4.2.)
In the rest of the section, we summarize the existing proofs for the formula of Theo-
rem 3.1.
3.2.1. The first proof was developed by the first and third authors in [11] using the
methods of weighted blow-ups and an analytic type surgery formula for κX(C). The
authors used explicit equations for the irreducible minimal generic curves as xqi − yq¯i,
where qi is a remainder appearing in the Hirzebruch-Jung decomposition of
d
q
and q¯iq = qi
mod d. The key of the proof is to show that κX(C) can be obtained recursively as
κX(C) = κπ + κX′(C
′) where π′ : X ′ → X is a weighted blow-up and κπ is either ki or
ki − 1, where ki is the number of transversal cuts on the exceptional divisor, depending
on whether or not π is the last blow-up in the resolution. The invariant κπ is obtained as
the number of integer points in a triangle
(24) κπ := #{(i, j) ∈ Z2 | i, j ≥ 1, k ≥ i+ qj ≡ k mod d} =
{
ki − 1 if k = kiq
ki otherwise.
3.2.2. The second proof follows from one of the main result of [8] and [9] saying that
for rational singularities (X, 0) and for (C, 0) as above one has δ(C) = χ(−sh)− χ(s−h).
The point is that when (X, 0) is cyclic quotient, the term Exp := χ(−sh) − χ(s−h) can
be calculated explicitly. We follow [8, Example 5.9]. Indeed, we may write
(25) Exp = χ(sh)− χ(s−h)− (sh, ZK)
since χ(−sh) = χ(sh)− (sh, ZK). Then one can calculate
χ(sh) = χ(s[aE∗s ]) =
a(1− d)
2d
+
a∑
i=1
{
iq′
d
}
using [24, 10.5.1]. Since −h = [(d− a)E∗s ], χ(s−h) equals
(26)
χ(s−h) =
(d− a)(1− d)
2d
+
d−a∑
j=1
{
jq′
d
}
=
(d− a)(1− d)
2d
+
d−1∑
i=1
(
1−
{
iq′
d
})
−
a−1∑
i=1
(
1−
{
iq′
d
})
,
12 J.I. COGOLLUDO, T. LA´SZLO´, J. MARTI´N, AND A. NE´METHI
which implies
χ(sh)− χ(s−h) = a
d
− 1−
{
aq′
d
}
.
On the other hand ZK = E−E∗1−E∗s by (3), hence we get (sh, ZK) = (sh, E)−(sh, E∗1+E∗s )
where the first term is easily identified with (sh, E) = −r(C). For calculating the second
term first we write −(E∗1 , E∗i ) = di+1,s/d (1 ≤ i ≤ s) following [24]. Then (sh, E∗1) =
−(∑i di+1,s · ai)/d = −a/d follows from (22). In order to compute (sh, E∗s ) we create
formally the symmetric situation. Since [E∗1 ] = [qE
∗
s ] and [E
∗
s ] = [q
′E∗1 ], h = [aE
∗
s ] =
[aq′E∗1 ]. Write a
′ ≡ aq′ (mod d), 0 < a′ < d. Then for h = [a′E∗1 ] and sh = s[a′E∗1 ] =∑
i aiE
∗
i the symmetric formula is
(sh, E
∗
s ) = −
a′
d
=
⌊
aq′
d
⌋
− aq
′
d
.
Thus, by above calculation we get (sh, ZK) = a/d−⌊aq′/d⌋+aq′/d− r(C). Finally, using
also (25) and (26) we deduce Exp = r(C)− 1.
3.2.3. The third proof seems to reinterpret 3.2.1 in the language of Poincare´ series. It
is based on the surgery formula (10). It is more in the spirit of the topological approach
developed in [9]. Here we use surgery formula techniques for the counting function of the
coefficients of the topological Poincare´ series, which will also serve as a base for further
generalizations.
We proceed by induction on the number of vertices |V | of Γ. First we assume that Γ
contains only one vertex with self-intersection −d. Then ZK = (1 − 2/d)E and for any
0 < a < d the cycle of the generic curve is ℓ′C = s[aE∗] = aE
∗ = (a/d)E (cf. (23)). The
topological Poincare´ series associated with Γ is expressed as Z(t) =
∑
x≥0(x+ 1)t
x/d. By
Theorem 2.6 we know that δ(C) = Q[ZK+ℓ′C ] (ZK + ℓ
′
C). In order to calculate it, we need
to sum all the coefficients (x + 1) corresponding to x ≥ 0, for which x < d − 2 + a and
x ≡ d− 2 + a (mod d). Since there exists only one such x, namely x = a− 2, we get that
δ(C) = a− 1, which proves the statement for |V | = 1.
Now assume |V | > 1. Let v1 be the first vertex of the string and we denote by Γ2 the
substring which we get from Γ by deleting v1 and its adjacent edge. Denote the inclusion
operator by j2 : L(Γ2)→ L(Γ) and consider its dual operator j∗2 as in section 2.3.2. Then
we apply the surgery formula in Theorem 2.3 for v1 and the cycle ZK + ℓ
′
C ∈ ZK + S ′ in
the rational surface context. Thus, we have
(27) Q[ZK+ℓ′C ] (ZK + ℓ
′
C) = Q[ZK+ℓ′C ],v1 (ZK + ℓ
′
C) +Q
Γ2
[j∗
2
(ZK+ℓ
′
C
)](j
∗
2(ZK + ℓ
′
C)).
First of all notice that by (9) one has j∗2(ZK) = ZK(Γ2) where ZK(Γ2) is the anti-canonical
cycle associated with Γ2. We set the notation ℓ
′
C,2 := j
∗
2(ℓ
′
C) =
∑s
i=2 aiE
∗
i for the pull–back
of the cycle ℓ′C =
∑s
i=1 aiE
∗
i .
Since C is a minimal generic curve one has ℓ′C = sh for h = [ℓ
′
C ] ∈ H , hence by
Lemma 2.2 we obtain that ℓ′C,2 is the cycle of a minimal generic curve C2 on the cyclic
quotient singularity whose minimal resolution graph is Γ2. Note that ℓ
′
C,2 = 0 exactly
when
∑s
i=2 ai = 0, in this case the corresponding restricted curve is empty. From (22)
this happens exactly when q|a. Thus, by the inductive step, the second term of the
right-hand side of (27) is
(28) QΓ2[ZK,2+ℓ′C,2]
(ZK,2 + ℓ
′
C,2) = δ(C2) =
{ −1 +∑si=2ai if q ∤ a
0 otherwise
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It remains to calculate Q[ZK+sh],v1 (ZK + sh) from the topological Poincare´ series Z(t) of
Γ. Z(t), by definition, can be written in the following form
Z(t) = T
[ 1
(1− tE∗1 )(1− tE∗s )
]
=
∑
x,y≥0
txE
∗
1
+yE∗s .
Then we have to count all the cycles ℓ′ = xE∗1 + yE
∗
s satisfying the following properties:
(i) ℓ′|E1 < (ZK + sh)|E1
(ii) [ℓ′] = [ZK + sh].
Recall that h = [aE∗s ] for some 0 < a < d. Then one has sh|E1 = a/d. Similarly
[ZK ] = [(d − q − 1)E∗s ], hence ZK |E1 = (d − q − 1)/d. Moreover, since E∗1 |E1 = q/d and
E∗s |E1 = 1/d the above counting problem with conditions (i) and (ii) can be transformed
into the following lattice points counting: we count pairs of integers x′, y′ ≥ 1 satisfying
(i) x′q + y′ < d+ a and (ii) x′q + y′ ≡ a (mod d).
This means that x′q + y′ = a with x′ ≥ 1 and y′ ≥ 1. The number of such pairs (x′, y′) is
exactly ⌊a/q⌋ if q ∤ a, and it is ⌊a/q⌋ − 1 if q|a. Finally note that from (23) ⌊a/q⌋ = a1.
Hence these facts combined with (28) ends the proof.
The connection between the counting function Q[ZK ]+h,v and the invariant κπ from the
first proof (24) remains to be better understood.
3.2.4. The fourth proof, again new, appears in [10]. Originally we planned to insert it
in [8], or as an Appendix of the present manuscript, but during the reduction it evolved
into an independent manuscript. It considers the canonical (minimal) embedding of the
cyclic quotient singularity into Ce via its invariant monomials, and then one studies the
tangent application of the parametrized curves C˜ → Ce. One of the advantages of this
proof is that it can be naturally generalized for more general classes of singularities (X, 0),
and provides a direct method to compute the delta invariant of (C, 0) even in those cases
when the statement of Theorem 3.1 is not true.
Remark 3.2. The proofs in §3.2.1 and §3.2.3 end up with a certain lattice point counting.
In fact, in proof in §3.2.2 this aspect appears subtly in the arithmetical computation as
well: behind these arithmetical formulae one can recognize either lattice point counting,
or the corresponding Dedekind sum interpretations. The third proof makes connection
with surgery formulae as well via explicit calculations of Ehrhart type quasi-polynomials.
The proof §3.2.4 is completely different, it is more algebraic.
4. Delta invariant of minimal generic curves on rational singularities
4.1. The surgery formula. Let Γ be the minimal good dual resolution graph of a ratio-
nal singularity (X, 0). Consider a minimal generic curve (C, 0) on (X, 0) with its associated
cycle sh for some h ∈ H , h 6= 0.
Let N denote the set of nodes of Γ, i.e. vertices with valency κv ≥ 3. Assume that
N 6= ∅ (the N = ∅ case has been already discussed in section 3). Then the other vertices
V \ N determine the collection of connected strings {Γk}k, which are minimal resolution
graphs of cyclic quotient singularities. We also consider for any Γk the inclusion operator
jk and its dual j
∗
k considered in section 2.3.2.
Fix h ∈ H , h 6= 0, and write sh =
∑
v∈V avE
∗
v =
∑
v∈N avE
∗
v +
∑
k
∑
v∈V (Γk)
av,kE
∗
v,k
with av ∈ Z≥0. Then for every k we have the cycles sh,k := j∗k(sh) =
∑
v∈V (Γk)
av,kE
∗
v,k
on the minimal resolution of the corresponding cyclic quotient singularities (Xk, 0). Each
sh,k is also an irreducible minimal cycle sh,k = s[j∗
k
(sh)] on Γk by Lemma 2.2. It corresponds
to the curve (Ck, 0), the union of those components of (C, 0), which intersect E(Γk) =
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∪v∈V (Γk)Ev. The curve (Ck, 0) is nonempty if and only if rk(C) :=
∑
v∈V (Γk)
av,k > 0. In
such a case rk(C) is the the number of branches of (Ck, 0). Hence, whenever sh,k 6= 0 (i.e.
Ck is nonempty), by Theorem 3.1 one obtains that δ(Ck) =
∑
v∈V (Γk)
av,k − 1.
Set also r(C) :=
∑
v av =
∑
k rk(C) +
∑
v∈N av for the number of components of C.
We apply the surgery formula from Theorem 2.3 in the rational singularity context for
the set of nodes N and the cycle ZK + sh ∈ ZK + S ′ in order to deduce the following
identity
(29) Q[ZK+sh] (ZK + sh) = Q[ZK+sh],N (ZK + sh) +Q
Γk
[j∗
k
(ZK+sh)]
(j∗k(ZK + sh)).
Then the above discussion implies the following surgery type formula for the delta invari-
ant.
Proposition 4.1. δ(C) = Q[ZK+sh],N (ZK + sh) +
∑
k:rk(C)>0
(rk(C)− 1).
4.2. The topology of star-shaped graphs.
4.2.1. In this section we focus on the topology of singularities (X, 0) whose minimal good
resolution graph Γ is star-shaped. Let v0 be the central vertex, i.e. the only node of Γ.
In this section will not assume that the graph is rational.
Note that the link of (X, 0) in this case is a Seifert rational homology sphere whose
Seifert structure is determined by its normalized Seifert invariants. Our aim is to ex-
press arithmetically the value Q[ZK+sh],v0(ZK + sh) of the one-variable counting function
Q[ZK+sh],v0(t) in terms of the Seifert invariants.
4.2.2. Seifert invariants, lifts and equivariant decomposition of Z(t) (cf. [19, Sec-
tion 6]). Assume that the star-shaped graph Γ has ν legs. Each leg is a string with normal-
ized Seifert invariants (di, qi) where 0 < qi < di and gcd(di, qi) = 1, i = 1, . . . , ν. That is,
if the ith leg has si vertices, say vi1, . . . , visi with self-intersection numbers −ki1, . . . ,−kisi
such that vi1 is connected by the central vertex, then they are expressed by the Hirzebruch–
Jung continued fraction di/qi = [ki1, . . . , kisi] (kij ≥ 2), see section 3. The corresponding
base elements in L will be denoted by {Eij}sij=1. The central vertex v0 with decoration
−k defines the higher-valency element E0 in L.
We use the notation from section 3, for example we will write dij1j2 for the determinant
of the subchain of the ith leg connecting the vertices vij1 and vij2.
The plumbed 3-manifold associated with such a star-shaped graph Γ, or, equivalently,
the link of (X, 0), has a Seifert structure and the collection of normalized Seifert invariants
is denoted by Sf = (−k; (di, qi)νi=1). The orbifold Euler number is defined as
e = −k +
∑
i
qi/di.
The negative definiteness of the intersection form is equivalent to e < 0.
Fix some h ∈ H . We say that ℓ ∈ L′ is a lift of h if [ℓ′h] = h; ℓ′h is called a reduced lift of
h if [ℓ′h] = h and ℓ
′
h has the form
∑ν
i=0 ciE
∗
i , where we abbreviate Ei := Eisi for simplicity.
Note that in general any coefficient of a lift might depend on the choice of the lift.
Next we list some useful identities regarding the intersection of the dual base elements:
(E∗0 , E
∗
0) = 1/e, (E
∗
0 , E
∗
i ) = 1/die, (E
∗
ij , E
∗
0) = (d
i
j+1,si
E∗isi , E
∗
0), and [E
∗
ij ] = [d
i
j+1,si
E∗isi] for
any 1 ≤ i ≤ ν, 1 ≤ j ≤ si (see eg. [24, 11.1] or [19, Section 6.1]).
For any cycle ℓ′ ∈ L′ the E0-coefficient of ℓ′ will be denoted by ℓ′0 := (ℓ′,−E∗0). Fur-
thermore, if ℓ′ = c0E
∗
0 +
∑
i,j cijE
∗
ij ∈ L′, then we define its reduced transform by
(30) ℓ′red := c0E
∗
0 +
∑
i,j
cij · dij+1,siE∗i .
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Write ℓ′red =
∑ν
i=0 ciE
∗
i . The above identities show that [ℓ
′] = [ℓ′red] in H , ℓ
′
0 = ℓ
′
red,0, and
this coefficient can be expressed as
(31) ℓ′red,0 =
1
|e|(c0 +
ν∑
i=1
ci
di
).
Thus, for any fixed h ∈ H , if ℓ′h ∈ L′ is a lift of h then its reduced transform is a reduced
lift of h with the same E0-coefficient.
4.2.3. The coefficients of sh.
In this subsection we characterize those elements ℓ′ = a0E
∗
0+
∑
i,j aijE
∗
ij ∈ L′, which are
of type sh for some h ∈ H . This means that if we take {a0, {aij}ij} generic transversal discs
along each irreducible exceptional divisor {E0, {Eij}ij}, then their collection constitutes
the strict transform of a minimal generic curve. We follow [24, Prop. 11.5].
Let us consider the reduced transform ℓ′red =
∑ν
i=0 aiE
∗
i of ℓ
′ as well.
Clearly ℓ′ determines ℓ′red canonically by (30). Conversely, we claim that whenever ℓ
′
equals some sh then from its reduced transform ℓ
′
red one can recover ℓ
′. First recall that
in the cyclic quotient case, for any 0 ≤ a < d, the number a (that is, the class a[E∗s ])
determines sa[E∗s ] =
∑s
i=1 aiE
∗
i via the algorithms described in section 3, see eg. (23).
In a very same way, each ai (i = 1, . . . , ν) determines {aij}sij=1 by the same algorithms,
eg. by (23).
Next we wish to characterize the coefficients of ℓ′red. By [24], ℓ
′
red =
∑ν
i=0 aiE
∗
i is the
reduced transform of some sh if and only if
(32)
{
a0 ≥ 0, di > ai ≥ 0 (1 ≤ i ≤ ν)
1 + a0 − kt+
∑ν
i=1
⌊
qit+ai
di
⌋
≤ 0 for any t > 0.
Note that the last restriction for t = 1 gives a0 ≤ k − 1 as well.
4.2.4. The topological Poincare´ series reduced to the variable v0. In the sequel,
associated with any h ∈ H we fix a reduced lift ℓ′ =∑νi=0 ciE∗i and we define the following
quasi-linear function
(33) Nc : Z→ R, Nc(n) := 1 + c0 + kn−
ν∑
i=1
⌈qin− ci
di
⌉
, n ∈ Z,
where the index vector c := (c0, . . . , cν) reflects for the dependence of Nc on the chosen
reduced lift. Then, by [19, (6.2.3)] (see also [20] for the general case) the h-equivariant
part of the topological Poincare´ series Z(t), reduced to the node v0, can be expressed as
follows
(34) Zh(t) =
∑
n≥−ℓ′
0
max{0,Nc(n)} tn+ℓ′0.
Remark 4.2. Consider the trivial class h = 0 with the obvious reduced lift ℓ′ = 0. Then the
function from (33) N0(n) := 1+kn−
∑m
i=1⌈qin/di⌉ is the Dolgachev–Pinkham–Demazure
function (see eg. [32]) targeting the dimension of the n-graded piece of the local algebra
of the weighted homogeneous singularity whose resolution graph is Γ.
4.2.5. Interpretation of Q[ZK+sh],v0(ZK + sh). Now we can apply the previous section
to express the counting function Q[ZK+sh],v0(ZK + sh). Fix h ∈ H and write sh = a0E∗0 +∑
i,j aijE
∗
ij as above. We consider its reduced transform sh,red = a0E
∗
0 +
∑
i aiE
∗
i where
ai :=
∑
j aijd
i
j+1,si
.
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The key here is to choose the special reduced lift ZK − E + sh,red associated with the
class [ZK + sh], which by using (3) reads as
ZK − E + sh,red = (a0 + ν − 2)E∗0 +
∑
i
(ai − 1)E∗i .
Its E0-coefficient can be computed by the above intersection identities, it is γ + sh,0 =
(1/|e|)(a0 + ν − 2 +
∑
i(ai − 1)/di), with the notation γ := ZK,0 − 1.
Remark 4.3. Note that γ is a key numerical invariant which can be expressed as γ =
(ν − 2 −∑i 1/di)/|e| ∈ Q. It has several names in the literature: the ‘exponent’ of the
weighted homogeneous germ (X, 0), or −γ is called the log discrepancy of E0. oγ (where
o is the order of the class of E∗0 in H) also appears as the Goto–Watanabe a–invariant (cf.
[12, (3.1.4)]) of the universal abelian covering of (X, 0). In [30] eγ appears as the orbifold
Euler characteristic (see also [29, 3.3.6]).
By (34) the corresponding [ZK + sh]-part of the topological Poincare´ series is
(35)
Z[ZK+sh](t) =
∑
n≥−γ−sh,0
max{0,Na˜(n)} tn+γ+sh,0,
Na˜(n) = a0 + ν − 1 + kn−
ν∑
i=1
⌈qin− ai + 1
di
⌉
associated with the index vector a˜ = (a0 + ν − 2, a1 − 1, . . . , aν − 1).
Note that the E0–coefficient of Zk + sh is one larger than γ+ sh,0. Therefore, using the
definition of the counting function one gets
(36) Q[ZK+sh],v0(ZK + sh) =
∑
−γ−sh,0≤n≤0
max{0,Na˜(n)}.
4.2.6. Let us mention immediately that the summation interval is not empty, that is,
−γ − sh,0 ≤ 0 whenever h 6= 0. Indeed, sh,0 = (a0 +
∑
i ai/di)/|e|, cf. (31). On the other
hand, by [24], ZK,0 = 1+χ/e, where χ is the orbifold Euler characteristic 2−ν+
∑
i 1/di.
Therefore we have to check the inequality
a0 +
∑
i
ai/di ≥ χ = 2− ν +
∑
i
1/di,
which follows by an elementary computation, since each di ≥ 2 and at least one of the
member of {a0, a1, . . . , aν} is non–zero.
4.2.7. Next, we relate the above formula (36) with another expression associated with
the class h ∈ H . By the ‘combinatorial duality’ Theorem 4.4.1 of [18] we have that
Q[ZK ]+h,v0(ZK− r−h) = pc(Z−h(t)), where pc(Z−h(t)) denotes the periodic constant of the
series Z−h. Note that Q[ZK ]+h,v0(ZK − r−h) counts the coefficients in Z[ZK+sh](t) with the
condition that the exponent n+γ+sh,0 satisfies 0 ≤ n+γ+sh,0 < ZK,0−r−h,0 = γ+1−r−h,0,
or, −γ − sh,0 ≤ n < 1− r−h,0 − sh,0.
Write sh,0 as rh,0 +∆h for some ∆h ∈ Z≥0. Note also that r−h,0 = 1 − rh,0 if rh,0 6= 0,
otherwise it is zero. Hence 1− r−h,0− sh,0 = 1− r−h,0− rh,0−∆h equals −∆h if rh,0 6= 0,
and equals −∆h + 1 otherwise. It can also be written as 1 + ⌊−sh,0⌋. Hence
(37) pc(Z−h(t)) =
∑
−γ−sh,0≤n≤⌊−sh,0⌋
max{0,Na˜(n)}.
Note that the summation in the right-hand side is non–empty only if −γ−sh,0 ≤ ⌊−sh,0⌋.
This in the case rh,0 = 0 means γ ≥ 0, and in the case rh,0 6= 0 means γ + rh ≥ 1.
(Otherwise pc(Z−h(t)) = 0 automatically.)
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Note that in general we have the following facts. If (X, 0) is ADE then ZK = 0, hence
γ = −1. In all other cases ZK > 0, hence γ > −1. If (X, 0) is quotient singularity then
all the coefficients of Zk are less than 1, hence γ < 0.
Summarized, if −γ − sh,0 ≤ ⌊−sh,0⌋ then
(38) Q[ZK+sh],v0(ZK + sh) = pc(Z−h(t)) +
∑
1+⌊−sh,0⌋≤n≤0
max{0,Na˜(n)}.
The sum on the right-hand side can also be empty in some cases.
Finally let us comment the expression pc(Z−h(t)). For any star-shaped graph pc(Z−h(t))
can be identified with the (normalized) Seiberg–Witten invariant associated with the link
(and spinc structure corresponding to −h). For this identity and expression see eg. [27] or
[19]. If the CDGZ identity holds, then it equals the equivariant geometric genus pg(X, 0)−h
(the (−h)–equivariant part of the geometric genus of the universal abelian covering) [27].
This is true even if the CDGZ identity does not hold, but the equivariant Seiberg–Witten
Conjecture holds (see again [27]). If (X, 0) is rational then it can be replaced by a much
simpler combinatorial expression, see below.
We emphasize again that the identities of this subsection 4.2 hold for any star-shaped
graph whose plumbing (Seifert) 3–manifold is a rational homology sphere, and the ratio-
nality of Γ is not required.
Remark 4.4. Using the criterion (32) one verifies that Na˜(n) ≤ ν − 2 for any n < 0.
4.3. The case of rational star-shaped graphs. Next, we wish to add some comments
regarding the formulae of subsection 4.2 in the case when Γ is rational. By 2.2.3, if Γ is
rational then necessarily −ev0 ≥ ν − 1, where ev0 denotes the self-intersection E20 of E0.
In the rational case, the CDGZ identity, or the equivariant Seiberg–Witten Conjecture
hold, hence pc(Z−h(t)) = pg(X, 0)−h. Furthermore, it can be reinterpreted combinatori-
ally (see [25, Cor. 4.5.3] or [19, 6.4]) as
pc(Z−h(t)) = χ(r−h)− χ(s−h).
The identity pc(Z−h(t)) = pg(X, 0)−h has the following interpretation too. Note that∑
h pg(X, 0)−h is exactly the geometric genus of the universal abelian covering. pg(X, 0)0 =
pg(X, 0) = 0 by the rationality of (X, 0), but the vanishing of the other terms tests whether
the universal abelian covering is rational or not. (Eg., the rational graph with Seifert
invariants (−2; (3, 1)3i=1) has non–rational universal abelian covering, cf. [25, Ex. 4.5.4].)
If (X, 0) is a quotient singularity then the universal abelian covering is an ADE germ,
hence in this case pc(Z−h(t)) = χ(r−h)− χ(s−h) = pg(X, 0)−h = 0 for any h ∈ H .
4.4. The delta invariant formula revisited. Assume that Γ is star-shaped and ratio-
nal, and we adopt the notations and results of the previous subsections.
Let us compute the contribution Na˜(0). Note that ai = 0 if and only if
∑
j aij = 0 if
and only if ri(C) = 0. Therefore,
Na˜(0) = a0 + ν − 1−
∑
i:ri(C)6=0
⌈
1− ai
di
⌉
−
∑
i:ri(C)=0
⌈
1
di
⌉
.
Since ai < di (cf. (32)), we get Na˜(0) = a0 + ν − 1 − #{i : ri(C) = 0}. This identity
combined with Proposition 4.1 and (36) provides the following.
Theorem 4.5. If (C, 0) is a minimal generic curve germ on a rational singularity (X, 0)
with a star-shaped graph, r(C) is the number of components of (C, 0), and
∑ν
i=0 aiE
∗
i is
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the reduced transform of sh 6= 0, then
(39) δ(C) = r(C)− 1 +
∑
−γ−sh,0≤n≤−1
max{0,Na˜(n)}.
In particular, (C, 0) is an ordinary r(C)–tuple if and only if the above sum vanishes.
Furthermore, if −γ − sh,0 ≤ ⌊−sh,0⌋ then
(40) δ(C) = r(C)− 1 + χ(r−h)− χ(s−h) +
∑
−⌊sh,0⌋≤n≤−1
max{0,Na˜(n)}.
Recall that χ(r−h) ≥ χ(s−h). Hence the above expressions show exactly how far the
minimal generic curve numerically from an ordinary r(C)-tuple is.
4.4.1. Further topological connections. Consider again the series Z[ZK+sh](t) from (35).
The following series is called the polynomial part of Z[ZK+sh](t) in [19, (6.2.4)]:
(41) Z+[ZK+sh](t) =
∑
n≥−γ−sh,0
max{0,−Na˜(n)} tn+γ+sh,0 .
According to [19, 25], since (X, 0) is rational, Z+[ZK+sh](1) = pg(X, 0)[ZK ]+h = χ(r[ZK ]+h))−
χ(s[ZK ]+h). Therefore, if the universal abelian covering of (X, 0) is rational then Z
+
[ZK+sh]
(1) =
pg(X, 0)[ZK ]+h = 0, hence in this case Na˜(n) ≥ 0 for all n ≥ −γ − sh,0.
This fact, for (X, 0) quotient singularity, and for the relevant interval −γ−sh,0 ≤ n ≤ 0,
will be verified combinatorially in 5.2.2.
5. Minimal generic curves on quotient singularities
5.1. The general formula. Let (X, 0) be a non-cyclic quotient singularity.
It is well–known that (X, 0) is a quotient singularity if and only if Γ is numerically log
terminal, that is, all the coefficients of ZK are < 1.
If Γ is minimal and star-shaped (but not a string) then (X, 0) is quotient if and only if
ν = 3 and
∑
i 1/di > 1. (Recall that from Laufer algorithm we also have k ≥ 2.)
In particular, γ ∈ [−1, 0) and the inequality −γ − sh,0 ≤ ⌊−sh,0⌋ never happens.
Note that ν = 3 and Remark 4.4 show that max{0,Na˜(n)} ∈ {0, 1} for any n < 0. In
fact, by 4.4.1, max{0,Na˜(n)} = Na˜(n) for n < 0, a fact which will be reproved in 5.2.2.
Then from the previous section we have the delta invariant formula (39), subject to the
new conditions imposed by the fact that (X, 0) is a non–cyclic quotient singularity.
5.2. Let us concentrate first one the summation interval in the formula of (39) (h 6= 0).
Note that if −γ − sh,0 ≤ −1, then sh,0 ≥ 1 − γ. Since γ < 0 (because (X, 0) is a
quotient) we get that necessarily sh,0 > 1. This proves (via (39)) the following.
5.2.1. Claim 1. If sh,0 ≤ 1 then δ(C) = r(C)−1, hence (C, 0) is an ordinary r(C)–tuple.
Next, we wish to eliminate ‘max’ from the expression max{0,Na˜(n)} for some n.
5.2.2. Claim 2. If −γ − sh,0 ≤ −t ≤ 0, then Na˜(−t) ≥ 0.
Indeed, using the same identities as in 4.2.6, we see that −γ − sh,0 ≤ −t reads as
a0 +
∑
i
ai/di ≥ t|e|+ χ = t(k −
∑
i
qi/di)− 1 +
∑
i
1/di,
or
(42) Pa˜(t) ≥ 0, where Pa˜(t) := 1 + a0 − kt+
∑
i
qit+ ai − 1
di
.
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This can/should be compared with the following two expressions. The first one is
(43) Na˜(−t) = 2 + a0 − kt+
ν∑
i=1
⌊qit+ ai − 1
di
⌋
.
The second one is the expression from (32)
(44) Ra˜(t) = 1 + a0 − kt +
ν∑
i=1
⌊qit+ ai
di
⌋
.
By the minimality assumption and (32), if a˜ represents some sh, then Ra˜(t) ≤ 0 for any
t > 0. Also, as we already mentioned (and it can be seen easily), Na˜(−t) ≤ Ra˜(t) + 1.
We wish to prove that (42) implies Na˜(−t) ≥ 0. Write (qit+ ai)/di as ⌊(qit+ ai)/di⌋+
ri/di for some 0 ≤ ri < di. Then
Na˜(−t)−Pa˜(t) = 1+
∑
i:ri=0
(−1+ 1
di
)
+
∑
i:ri 6=0
(− ri − 1
di
)
= 1+
∑
i
1
di
+
∑
i:ri=0
(−1)+
∑
i:ri 6=0
−ri
di
.
Since
∑
i 1/di > 1 (and we have three legs), the right-hand side is > −1, hence Na˜(−t)−
Pa˜(t) > −1, or Na˜(−t) > Pa˜(t)− 1 ≥ −1. Since it is an integer, we obtain the claim.
Note also that Na˜(−1)−Ra˜(1) = 1−#{i : ri = 0}. Hence we get
5.2.3. Claim 3. Na˜(−1) = 1 then necessarily Ra˜(1) = 0 and ri > 0 for all i.
Maybe it is worth to notice that for Na˜(−1) we have the upper bound 1, and we also
proved that Na˜(−1) ≥ 0 whenever −γ − sh,0 ≤ −1. But, in general, there exists no lower
bound, for it, it can be a very negative number (if k ≪ 0).
5.3. We can now restate Theorem 4.5 for the particular case of quotient surface singu-
larities providing a very explicit formula for the delta invariant of minimal generic curves.
The two exceptional cases where the general formula does not apply are described by their
Seifert invariants (see 4.2.2) and the description of the minimal generic cycle sh follows
the notation in Figures 1 and 2.
Theorem 5.1. If (C, 0) is a minimal generic curve germ on a quotient singularity (X, 0),
then
δ(C) = r(C)− 1 + ε(C), ε(C) ∈ {0, 1}.
The explicit value of ε(C) is given as:
ε(C) =

0 if (X, 0) is cyclic, E6, E7, or sh,0 ≤ 1,
1 if (X, 0) is (−2; (2, 1), (3, 2), (5, 2)) and sh = E∗3,1 + E∗1,1,
1 if (X, 0) is (−2; (2, 1), (3, 2), (5, 3)) and sh = E∗1,1,
Na˜(−1) otherwise,
where
(45) Na˜(−1) = 2 + a0 − k +
ν∑
i=1
⌊qi + ai − 1
di
⌋
.
Moreover, (C, 0) is of type Rrr if ε(C) = 0, and of type R
r−1
r if ε(C) = 1 (cf. Examples
2.4.2 and 2.4.3).
Remark 5.2.
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(1) The exceptional cases in Theorem 5.1 are special in the sense that Na˜(−1) = 0
and Na˜(−2) = 1 (see Examples 6.3(5) and 6.4(5)). These are the only exceptions
in the quotient singularity case where there is a contribution from Na˜(n) = 0 for
n < −1 (compare with equation (39)).
(2) In (45) the term Na˜(−1) is in general non-trivial, as we will see several examples
in the sequel. This corresponds in particular to the fact that not any minimal
general curve is an ordinary r(C)–tuple.
(3) On the other hand, the above Theorem has the following consequence: If (C, 0) is
a minimal generic curve on (X, 0) then any sub-collection of (C, 0) with r(C)− 1
components is an ordinary (r(C)−1)–tuple (since any proper subsets of any Rrr or
Rr−1r is an ordinary r
′–tuple). This means that a nontrivial contribution of type
Na˜(−1) can appear only for the ‘maximal elements’ of type sh (and not for all of
them). (Compare also with 5.2.3.) Maximality here means the following: sh is
maximal if sh + E
∗
v does not equal sh+[E∗v ] for any v.
This fact is hard to see directly. However, we can exemplify it in the following
two cases.
First assume that a˜ represents sh and sh + E
∗
0 = sh+[E∗0 ] too, that is, a˜ + E
∗
0 is
also a ‘minimal system’. Then Na˜(−t) ≤ Ra˜(t) + 1 = Ra˜+E∗
0
(t) ≤ 0 for any t > 0.
Similarly, if d1 = 2, and E1 is the (−2)–exceptional curve of this leg, we have a
similar statement (with a slightly different proof). If a˜ represents sh and sh+E
∗
1 =
sh+[E∗
1
], then Na˜(−t) = Ra˜+E∗
1
(t) ≤ 0 for any t > 0.
Example 5.3. A non-quotient rational singularity. We end this section with an
example, which shows that if (X, 0) is a non-quotient singularity then δ(C) − r(C) + 1
can be strict larger than one (hence (C, 0) is not of type Rrr or R
r−1
r ).
Assume that the graph of (X, 0) is the following.
E0(−4) E∗0 = (12 , 14 , 14 , 14 , 14)
E1(−2) E2(−2)
E3(−2) E4(−2)
One verifies that ZK = 2E
∗
0 and Zmin = E, hence (X, 0) is minimal rational.
Choose ℓ′ = 3E∗0 ∈ S ′ and h = [ℓ′] ∈ H . The cycle rh is ℓ′ − E0 and it does not belong
to S ′, so sh = ℓ′. Let C be the reduced curve associated with sh. Clearly r(C) = 3.
Note that γ = ZK,0 − 1 = 0, hence in (39) −γ − sh,0 = −3/2 and δ(C) = r(C) − 1 +
max{0,Na˜(−1)}. But a direct verification shows that Na˜(−1) = 2.
This example shows that ν = 3 is a necessary condition in Theorem 5.1. In fact,
increasing ν = k, one can construct rational star-shaped graphs as above with (−2)-legs
and δ(C)− r(C) = k − 3.
6. Proof of Theorem 5.1
Recall that Theorem 5.1 in the cyclic case has already been discussed in section 3. For
the non-cyclic quotient singularities the proof is based on (39), after showing that, except
for the exceptional cases, only n = −1 might give a non-zero contribution from Na˜(n).
This will be the purpose of the coming section.
LOCAL INVARIANTS OF MINIMAL GENERIC CURVES ON RATIONAL SURFACES 21
6.1. Preliminary results. First we will prove two combinatorial lemmas covering dif-
ferent families (with some overlaps) of non-cyclic quotient singularities.
Lemma 6.1. If (X, 0) is a non-cyclic quotient singularity, then for any h ∈ H the
following facts hold: {
if k ≥ 3 then sh,0 < 2
if k = 2 and q1 = q2 = q3 = 1 then sh,0 ≤ 2.
Proof. Assume that sh = a0E
∗
0 +
∑
ij aijE
∗
ij . Then by the discussion from 4.2.2
(46) sh,0 = (sh,red)0 =
(
a0 +
∑
i
ai/di
)
/|e|.
In the first case we need to show that this expression is < 2. Formula (33) for n = −1
becomes
1 + a0 − k +
∑
i
⌊(qi + ai)/di⌋ ≤ 0.
Note that by (32) ai < di. Let I be the set of indeces when qi + ai ≥ di. Hence the above
ineguality reads as 1 + a0 − k +#I ≤ 0. Using this we have
a0 +
∑
i
ai
di
≤ k − 1−#I +
∑
i 6∈I
di − 1− qi
di
+
(∑
i∈I
di − 1− qi
di
+
∑
i∈I
qi
di
)
≤ k − 1 +
∑
i
di − 1− qi
di
.
Hence it is enough to prove that
(47) k − 1 +
∑
i
di − 1− qi
di
< 2|e|,
or |e| + 2 −∑i 1/di < 2|e|. This transforms into 2 −∑i 1/di < |e| = k −∑i qi/di. But
k −∑i qi/di ≥ k −∑i(d1 − 1)/di = k − 3 +∑i 1/di, hence it is enough to prove that
k − 3 +∑i 1/di > 2 −∑i 1/di. This is k + 2∑i 1/di > 5, which is true for k ≥ 3 since∑
i 1/di > 1. In the second case we repeat the argument and we stop at (47), where we
have equallity. 
Example 6.2. For k = 2, in general, there exists no such bound for sh,0, in fact there
exist no universal bound at all for sh,0. Eg., if we take the Dd+2 graph (with all decorations
−2), with Seifert invariants (2, 1), (2, 1), (d, d− 1), and if E1 denotes the end vertex of a
(2, 1) leg, then E∗1 = s[E∗1 ] and sh,0 = d/2, a number which can be arbitrarily large.
Lemma 6.3. If (X, 0) is a non-cyclic quotient singularity with k = 2 and q1 = q2 = 1
then Na˜(n) ≤ 0 for any n < −1.
Proof. We compare Na˜(−(t + 1)) with Ra˜(t). Note that if we use for the third floor
expression ⌊x+ (q3 − 1)/d3⌋ ≤ ⌊x⌋ + 1 we get Na˜(−(t+ 1)) ≤ Ra˜(t) ≤ 0. 
6.2. The non-cyclic case. To end the proof, first assume that k ≥ 3. Then by Lemma 6.1
sh,0 < 2, hence −γ − sh,0 > −2, hence the summation in (39) reduces to the term corre-
sponding to n = −1. Then, by Claim 2 from 5.2.2, we have Na˜(−1) ≥ 0 as well.
By Laufer’s criterion k ≥ ν − 1 = 2, hence the only remaining case is k = 2, what we
will assume next.
If q1 = q2 = 1, then by Lemma 6.3 we conclude again that only the term n = −1
contributes. Note that this case includes all the infinite family of Seifert invariants
(−2; (2, 1), (2, 1), (d3, q3)).
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Next assume that Γ is one of the classical E6, E7, and E8 graphs. Their groups H are Z3,
Z2, and Z1 respectively (hence the case E8 contains no non–zero sh). In the first two cases
one verifies easily that each non–zero sh is represented by an irreducible curve supported
in an end exceptional divisor, along which the multiplicity of the minimal cycle Zmin is
one. This means that the irreducible curve (C, 0) (embedded in (X, 0) ⊂ (Ce, 0), where
e = 3 is the embedded dimension of (X, 0)) is intersected by the generic hyperplane with
intersection multiplicity 1. This means that (C, 0) is smooth, hence R11. (The statements
regarding these examples can also be verified directly.)
In this way we covered all cases, except for the singularities with Seifert invariants
(−2; (2, 1), (3, 2), (5, 3)) and (−2; (2, 1), (3, 2), (5, 2)). There are verified below.
6.3. The exceptional singularity (−2; (2, 1), (3, 2), (5, 2)). In this case one has H =
Z/13Z[E∗0 ]. The canonical cycle is ZK = E
∗
3,1 with ZK,0 = 12/13.
Consider any representative of a class h ∈ H , say hE∗0 . Using the generalized Laufer’s
algorithm one obtains the minimal cycle sh.
E0 (−2)
E3,1(−3)
E3,2(−2)
E2,1(−2)
E1,1(−2)
E2,2(−2)
Figure 1.
Note that if sh = a0E
∗
0 +
∑
i,j ai,jE
∗
i,j , then
sh,red =
3∑
i=0
aiE
∗
i = a0E
∗
0 + a1,1E
∗
1 + (2a2,1 + a2,2)E
∗
2 + (2a3,1 + a3,2)E
∗
3 ,
where E∗1 = E
∗
1,1, E
∗
2 = E
∗
2,2, E
∗
3 = E
∗
3,2 (see 4.2.3) and hence Na˜(−t) equals
(48) 2 + a0 − 2t+
⌊t+ a1,1 − 1
2
⌋
+
⌊2t+ 2a2,1 + a2,2 − 1
3
⌋
+
⌊2t+ 2a3,1 + a3,2 − 1
5
⌋
.
The values of the delta invariant for the minimal generic h-curves Ch for h 6= 0 are given
below. They are obtained from Theorem 4.5. Each κ(sh) is obtained using Theorem 2.6.
The values Na˜(n) for −⌊sh,0 + γ⌋ ≤ n ≤ −1 are obtained explicitly from sh,red and (48).
(1) sh,0 ≤ 1, ⌊sh,0 + γ⌋ = 0 for:
δ(C3) = κ(E
∗
3,1) = 0, δ(C8) = κ(E
∗
3,2) = 0, δ(C9) = κ(E
∗
2,2) = 0.
(2) sh,0 > 1, ⌊sh,0 + γ⌋ = 1, Na˜(−1) = 0 for:
δ(C2) = κ(E
∗
3,2 + E
∗
1,1) = 1, δ(C4) = κ(E
∗
3,2 + E
∗
2,2) = 1, δ(C7) = κ(E
∗
1,1) = 0,
δ(C11) = κ(E
∗
3,1 + E
∗
3,2) = 1, δ(C12) = κ(E
∗
3,1 + E
∗
2,2) = 1.
(3) sh,0 > 1, ⌊sh,0 + γ⌋ = 1, Na˜(−1) = 1 for:
δ(C5) = κ(E
∗
2,1) = 1, δ(C6) = κ(2E
∗
3,1) = 2.
(4) sh,0 > 1, ⌊sh,0 + γ⌋ = 2, Na˜(−1) = 1, Na˜(−2) = 0 for:
δ(C1) = κ(E
∗
0) = 1.
(5) sh,0 > 1, ⌊sh,0 + γ⌋ = 2, Na˜(−1) = 0, Na˜(−2) = 1 for:
δ(C10) = κ(E
∗
3,1 + E
∗
1,1) = 2.
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Note that the classes of the irreducible cuts are the following: [E∗0 ] = 1, [E
∗
1,1] = 7,
[E∗2,1] = 5, and [E
∗
2,2] = 9, [E
∗
3,1] = 3, [E
∗
3,2] = 8.
The curves C3, C7, C8, and C9 are smooth irreducible minimal generic, that is, of type
R11. The curve C1 and C5 are singular irreducible minimal generic h-curves, that is, of
type R01, As for the rest, C6 and C10 are not irreducible with smooth tangent components,
that is, of type R12, see 2.4.3 and the remaining ones are nodal, that is, of type R
2
2.
6.4. The exceptional singularity (−2; (2, 1), (3, 2), (5, 3)). Similarly, one has H =
Z/7Z[E∗0 ]. The canonical cycle is ZK = E
∗
3,2 with ZK,0 = 6/7.
E0 (−2)
E3,1(−2)
E3,2(−3)
E2,1(−2)
E1,1(−2)
E2,2(−2)
Figure 2.
The values of the delta invariant for the minimal generic h-curves Ch for h 6= 0 are
given below. Note that here the expression of Na˜(−t) becomes:
Na˜(−t) = 2+ a0− 2t+
⌊t + a1,1 − 1
2
⌋
+
⌊2t+ 2a2,1 + a2,2 − 1
3
⌋
+
⌊3t+ 3a3,1 + a3,2 − 1
5
⌋
.
(1) sh,0 ≤ 1, ⌊sh,0 + γ⌋ = 0 for:
δ(C3) = κ(E
∗
3,2) = 0.
(2) sh,0 > 1, ⌊sh,0 + γ⌋ = 1, Na˜(−1) = 0 for:
δ(C5) = κ(E
∗
2,2) = 0, δ(C6) = κ(2E
∗
3,2) = 1.
(3) sh,0 > 1, ⌊sh,0 + γ⌋ = 2, Na˜(−1) = 0, Na˜(−2) = 0 for:
δ(C1) = κ(E
∗
3,2 + E
∗
2,2) = 1.
(4) sh,0 > 1, ⌊sh,0 + γ⌋ = 2, Na˜(−1) = 1, Na˜(−2) = 0 for:
δ(C2) = κ(E
∗
3,1) = 1.
(5) sh,0 > 1, ⌊sh,0 + γ⌋ = 2, Na˜(−1) = 0, Na˜(−2) = 1 for:
δ(C4) = κ(E
∗
1,1) = 1.
The classes of the irreducible cuts are the following: [E∗0 ] = 1, [E
∗
1,1] = 4, [E
∗
2,1] =
[E∗3,2] = 3, [E
∗
2,2] = 5, and [E
∗
3,1] = 2.
This ends the proof of the theorem.
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