In this note, we find the distribution of times for which a Brownian motion has visited every point on a circle. We hope that this note will lead to finding the distribution of the covering time for Brownian motion for a variety of random graph structures.
Introduction
The first time, θ L , that a Brownian motion on a circle of circumference L has visited every point of the circle is known to have the following Laplace transform
It is clear that the first time, θ, that the range (which is always an interval) of a standard Wiener process, W , has a given length, L, has the same Laplace transform and distribution as θ L . Thus, we can call θ to be θ L . We study the maximum, M, of W until the first visit, τ −a to the point, −a, on the negative half-axis. We say that a switchback occurs when W hits −a before the length of the range is L. After a switchback the process continues (from the other side) and the size of the starting range is now strictly larger than a, as a Brownian motion is strictly positive at some point if it starts at zero. This structure allows us to formulate a recurrence, where a is replaced by a + M. As soon as M + a is larger than L, the waiting time, θ L , occurs. We will solve the recurrence in closed form.
We also show that the number ν = ν a,L , of switchbacks has a Poisson distribution with parameter λ = log L a , namely,
Thus, as a ↓ 0, the number of switchbacks tends towards infinity at a logarithmic rate. The Poissonity of ν a,L arises in a rather non-transparent way in this problem.
We hope that this note will lead to finding the distribution of the covering time for Brownian motion for various graph structures in current literature, such as in Aldous (1989) , Lyons and Pemantle (1992) , Georgakopoulos and Winkler (2011), and Zuckerman (1989) . We also hope that the note will be an invaluable addition to the handbook of Borodin and Salminen (2002) .
The length of the range of a Wiener process
Consider a Wiener process, W (t), t ≥ 0, a Gaussian process with mean zero and covariance min(s, t). For each fixed, a > 0, let M a denote the maximum positive value of W (t) before the first hitting time of −a. Note that
We proceed by finding a recurrence for
where conditioning on a means that we start at one end of an interval of length a, which is the present range of W , and continue until the range is of length L. Note that we must have a > 0, otherwise we would will hit the negative half axis x < a immediately. We first find the joint distribution of τ −a and M in the form
Since for any c
is a martingale, and noting that
, we have
Rewriting this equation for −c in the place of c, we get a second equation for F (s, y) and G(s, y), and we solve this simultaneous pair to obtain F (s, y) = sinh cy sinh c(a + y) and G(s, y) = sinh ca sinh c(a + y) .
Starting at the right hand end of [−a, 0] (supposing it is the current range of W ) the process might go all the way to M ≥ L − a or we might have M < L − a. In the latter case, we arrive at −a, the other end of the range at time τ −a , and we are left with the same problem as when we started with the range [−a, 0], except that now a has increased to a + M. We use the expression for G(s, y) above and note that if we differentiate y inside 1 M <y we delineate the probability that M ∈ dy. This then gives the recurrence, or more properly, the integral equation, for f (a) = f (s, a, L), c = √ 2s,
Using the expression for F (s, y) we get
Carrying out the differentiation and using simple algebra yields
Finally, substituting x = a + y gives the integral equation
Fortuntately, this is easy to solve: divide by sinh ca, and let
Now differentiate on a and get a differential equation for
Noting that f (L) = 1, g(L) = 1 sinh cL and we have
We now can let a ↓ 0. The limit is
Integrating the logarithmic derivative, we get
Since by Oberhettinger and Badii (1973) ,
we can expand cosh 2 s 2 −1 in powers of exp − √ 2s , to obtain an infinite series representation of the density of θ 1 . Namely, we can write:
By the above identity, we have, inverting term-by-term,
The number of switchbacks
The argument that the number of switchbacks has a Poisson distribution with parameter λ = ln L a is similar to the argument above to obtain the distribution of θ L , and it is even simpler. We give it below.
Define
where ν L,a is the number of switchbacks starting from an endpoint of an interval of length a > 0 before the interval grows to length L. Since ν L,a = 0 with probability a/L and
Thus,
It is straightforward to verify directly, or to use the differential equation argument used to find the Laplace transform of θ L , that f (a) = exp (−λ(t − 1)) , λ = ln L a .
Conclusion
In this note we have solved for the explicit density for the distribution of times for which a Brownian motion has visited every point on a circle. The result should be helpful to researchers investigating covering times of Brownian motion on random graphs.
