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Abstract—In recent years, big data analytics has been a new 
growing research area and the essence of cloud computing is 
used to support a shared pool of resources. In educational 
mining, the huge volume of student data needs analytics 
technologies to extract valuable knowledge. It has been 
recognized that a high performance accuracy of student 
prediction model will be helpful for student and stakeholders. 
In this experiment, feature selection methods were proposed to 
identify the most significant and intrinsic features before 
classification methods were used. Experiment was conducted to 
evaluate the performance of the prediction model. The result of 
the experiment showed that mutual information in feature 
selection method with neural network classifier gave the best 
overall accuracy at 90.60% for student’s data at Rajamangala 
University of Technology Thanyaburi. This experiment is 
extremely useful for students, teachers and management to 
find useful knowledge not only in identifying the problem areas 
and reasons that affect student’s performance, but also in 
understanding the feature selection and classification methods, 
which are the most effective way to analyze student’s 
performance on a cloud computing environment.  
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In recent year, big data and data analytics are both hot topics 
in the world of science and technology. In terms of big data, 
a “3Vs” model is interpreted as three important 
characteristics: volume, velocity and variety. The large 
amount of data generated in real life such as bioinformatics, 
marketing, medicine, and social network becomes a huge 
volume, which is accumulated at a very fast speed and 
continuous streaming information. Velocity refers to the 
speedy and timely data collection and data analysis to utilize 
the commercial value. Big data in terms of variety could be 
defined as the various types of data stored in data lakes, 
which have many variety style and no prior database 
designed, and it can be traditional structured, semi-
structured or unstructured [1].  
Data science is a discipline that integrates several fields 
e.g. mathematics, statistics, information science, machine 
learning, and data mining to process in terms of extracts or 
generate an in-depth insight from data in various forms.   
Data analytics plays a key role in scientists’ life. The large 
amount of data requires new techniques, algorithms and 
analytics to automatically extract valuable hidden 
knowledge. Gaining understanding and analyzing data using 
affective techniques and suitable platforms become 
significant in the field of big data [2-3]. 
Cloud computing is a paradigm for infrastructure, 
platforms, and software consumption, in which users 
consume from a shared pool of resources, such as networks, 
servers, storage, applications, and services that service 
provider manages [4]. Cloud computing technologies can be 
divided into three levels: infrastructure as a service (IaaS), 
platform as a service (PaaS), and software as a service 
(SaaS), as shown in figure 1. Nowadays, there are many 
cloud providers such as Amazon Web Services (AWS), 
Google, Microsoft Azure and etc. There are providers who 
provide infrastructure as a service (IaaS) only, while there 
are providers who provide infrastructure as a service (IaaS) 
as well as platform as a service (PaaS). In public cloud 
environment, user has to pay for on-demand computing 





Figure 1: Cloud computing architecture 
 
In 2015, there were more than 138 universities distributed 
all over every regions in Thailand.  Many universities have 
more than one campus, serving as an equal educational 
opportunity to the Thai people. For example, Rajamangala 
University of Technology has nine campuses located in 
every region in Thailand, there were more than 23,748 
students from 11 faculties studied n the main campus in 
2015. The large amount of student data, whose volume is 
very high considered as big data, which can be analyzed 
using analytic technologies is potentially valuable. 
Specifically, the student data can be analyzed to obtain 
information not only for improving academic planning and 
informing valuable information for decision, but also 
making decisions and strategies for academic planning and 
management. 
In this research, Microsoft azure has been proposed as the 
machine learning in a cloud-based platform. In the 
framework, feature selection method was applied to reduce 
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some features in student data to retain high accuracy without 
losing any important information. Three methods in the 
feature selection, namely Chi-square, Pearson Correlation, 
and Mutual information were used to find the best set of 
feature for each method. The classification method in 
supervised learning, namely the Decision forest and neural 
network were trained using the feature set and then the 
performance was compared to make the final decision. 
After the introduction, materials and methods including 
the proposed model is presented in Section II, follow by the 
result and discussion in Section III. Finally, Section IV 
provides the conclusion of this research. 
 
II. MATERIALS AND METHODS 
 
A. Big Data  
In cloud–based framework, data comprising more than 
five million from students who registered at the open 
university of China (OUC) indicated that there were some 
significant rules via K-Mean clustering and Apriori 
associated algorithm. The result showed that the students’ 
learning skills have been grouped into four groups namely, 
attitudinal skills, cognitive skills, communication skills, and 
relational skills [7]. The advantage of big data did not only 
improve PHP Programming teaching method in vocational 
colleges in China, but also gave high learning efficiency and 
teachers’ professional competency [8]. Big data analytics 
was discussed with the learning performance prediction 
system in collaborative learning to conduct the most 
efficient curriculum paths, course, module, and individual 
knowledge in order to maximize student potential. Extreme 
learning machine based feed forward neural networks and 
regression tree were used to predict group performance [9]. 
A real-life adult dataset from UCI machine learning 
repository acted as a big data to conduct a pre-clustered 
classification method and multiple classifier system to 
combine the result of clustering [10]. 
 
B. Feature Selection 
Feature selection was used in data pre-processing to find 
out the most significant and intrinsic features. The methods 
used in Microsoft azure were Chi-square, Pearson 
correlation coefficient, and Mutual information. 
 
a. Chi-square 
In feature selection, chi-square was applied to test the 
independence of two kinds of comparison: The tests of 
independence and the tests of goodness of fit. The test of 
independence was assessed by chi-square and estimated 
whether the class label is independent of a feature. The score 
of chi-square score with c class and r values is defined as 
Equation (1) and (2). 
 













where: n = number for samples 
 n*j  = amount of samples in class j 
 nij, ni* = amount of samples value with the ith 
value of the feature. 
 
Chi-square was applied in the feature selection method to 
separate the factors of successful from unsuccessful students 
in Chittagong University before using CART and CHAID 
tree classifiers. From their experiment, Chi-square selected 
the most importance factors that can separate the successful 
from the unsuccessful students as follows: financial support, 
age group and gender [11]. In the Malay opinion mining and 
sentiment analysis research, seven methods of feature 
selection e.g. principal components analysis (PCA), Gini 
Index, chi-square, Relief-F (RE), support vector machines 
(SVM) and others, were used in feature selection step on 
three machine learning classifiers.  Although, SVM 
provided the highest accuracy performance in order to 
classify Malay sentiment comparing with other feature 
selection, chi-square gave more high accuracy performance 
than RE and PCA [12]. 
 
b. Pearson Correlation Coefficient 
Pearson’s linear correlation coefficient is a statistic 
measurement, which measures the strength of relation 
between the distribution of feature values x and the class 
label c. Pearson’s linear correlation coefficient is defined as 







∑ (𝑥𝑖 − ?̅?𝑖)(𝑐𝑖 − 𝑐?̅?)𝑖




where, (X, C) = ± 1, if feature value x are linear dependent. 
Otn the other hand, uncorrelated is represented by zero.  
The purpose of the research experiment was to combine 
several variable selection methods (e.g. Pearson coefficients, 
Kolmogorov-Smirnovtest and the Fisher criterion score) and 
dimensionality reduction algorithms e.g. PCA. The 
experiment composed of two steps. The first step is 
extracting informative features with a variable selection 
algorithm from the data. Then, dimensionality reduction to 
extract the most informative directions was applied. Their 
dataset come from two publicly available datasets: the 
YALE dataset and the AR dataset. The accuracy result 
makes sense only when using the same utility function in 
both stages [13]. A Pearson Redundancy Based Filter 
(PRBF) was used in feature selection method to remove 
redundancy in bioinformatics dataset, which is high-
dimensional data. Support vector machine was used to 
evaluate the performance of PRBF algorithm. The result 
showed that PRBF algorithm works well with a linear SVM 
for n > 100 samples [14].   
 
c. Mutual Information 
Mutual information (MI) of two random variables is the 
variables' mutual dependence measurement in information 
theory. Two discrete random variables of X and Y in mutual 
information can be defined as Equation (5) and (6). 
 







Here, P X (x) and P Y (y) are the marginal. 
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Feature selection based on mutual information was 
applied in four different datasets to select a good feature 
according the maximal statistical dependency criteria (max-
dependence, max-relevance, and min-redundancy). Max-
dependence (MaxRel) and max-relevance and min-
redundancy (mRMR) method were used in this experiment, 
and the performance accuracy was evaluated by naïve bay 
(NB), linear discriminant analysis (LDA), and support 
vectors machines (SVM). The result of the mutual 
information based on mRMR showed outstanding high 
classification accuracy [15]. In the study of the students’ 
performance in Rajamangala University of Technology 
Thanyaburi Thailand, several feature selection method (filter 
and wrapper method) were presented to find the best 
accuracy. mRMR, showed a minimum and significant 
feature subset with high accuracy of students’ performance 
[16].   
 
C. The Proposed Model 
The main idea of our work is shown in the proposed 




Figure 2: Proposed Framework 
 
a. Data Preprocessing Step 
In this research, we used data from the Faculty of 
Engineering, Rajamangala University of Technology 
Thanyaburi, Pathumthani, Thailand from year 2004 to 2012. 
There was a large amount of student log data registered in 
the subjects during their first year of study. 630,503 records 
had been grouped into 7,537 records based on student_ID. 
We were interested only the subjects registered by first year 
student and their admittance data. Hence, the feature dataset 
in this experiment consisted of 15 features as shown in 
Table 1. 
In the data pre-processing step, data cleaning is a task to 
remove noisy and correct inconsistent of the data, for 
example student’s record with grade ‘W’ letter, which 
means student withdraw that subject. Thus, student’s record 
with grade ‘W’ letter shall be removed from this 
experiment. In student record, students who regrade the 
subject and get a 'B', the grade is in the form of 'B$', which 
means that this student has grade 'B' after regrading. 
Therefore, cleaning data for this record is to remove '$' letter 
from this attribute. In our experiment, we transformed 
student’s GPA data in data transform step by discretizing 
into categorical classes. A class is divided into three classes 
consisting of high, medium, and low, as shown in Table 2. 
 
Table 1 
List of feature 
 
Feature no. Feature name Description 
1 year_entry Student’s entry year 
2 year_curr Year of curriculum 
3 level Type of student 
4 program Student program 
5 admit Type of student entry 
6 cal1 Calculus1 Subject 
7 cal2 Calculus2 Subject 
8 cal3 Calculus3 Subject 
9 phy1 Physic1 Subject 
10 phy2 Physic2 Subject 
11 chem Chemistry Subject 
12 com Computer programming Subject 
13 mat Material Subject 
14 mech Mechanic Subject 





Class Possible Value (GPA Range) 
High 3.00 - 4.00 
Medium 2.00 - 2.99 
Low 1.00 - 1.99 
 
b. Feature Selection Step 
The proposed model used three feature selection methods: 
Chi-square, Pearson Correlation, and Mutual information. 
We applied each method with a full dataset to find a set of 
significant feature.  We were interested in 5 and 10 
significant features as shown in Table 3. 
 
Table 3 
List of Significant Features 
 
Method 5 10 
Chi-square 
cal3, phy2, 
chem, cal2, mat 
cal3, phy2, chem, cal2, mat, 
com, cal1, mech, phy1, draw 
Pearson 
Correlation 
cal3, cal1, cal2, 
mat, phy2 
cal3, cal1, cal2, mat, phy2, 




cal2, com, mat 
cal3, phy2, cal2, com, mat, 
chem, cal1, mech, phy1, draw 
 
c. Classification Step 
We selected a classical classification model in supervised 
method to evaluate a performance of machine learning 
model. Decision forest and neural network were selected to 
do this work.    
 
d. Evaluation Step 
In machine learning, a specific table named as confusion 
matrix represents a visualization of the performance of 
supervised learning. Confusion matrix is composed of two 
rows and two columns that reports the numbers of true 
positives, true negatives, false positives, and false negatives 







true positives false positives 
false negatives true  negatives 
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The overall performance accuracy of this model is 
verified by ten-fold cross validation test.  70% of the 
training dataset were randomly used and 30% were for 
testing. 
 
III. RESULTS AND DISCUSSION 
 
We applied an experiment on Microsoft Azure platform 
by creating a machine learning workspace, as shown in 





Figure 3: Example of machine Learning Workspace 
 
We created each classification model in Azure ML-studio, 
selected an item on the left hand using the drag and drop 
function. After that, the properties were set for each item 
using default parameter in Azure ML-studio. An example of 
the model of classification created in Azure ML-studio is as 




Figure 4: Example of classification model in ML-studio 
 
After we set all the experiments in every method we used 
in our research, we run Azure in all the experiments on the 
cloud computing. An example of the results of this 
experiment is as shown in the confusion matrix with 10 
features subset for Chi-Dtree, Chi-NN, PCC-Dtree, PCC-
NN, MI-Dtree, and MI-NN method in Figure 5-7 
respectively. 
From Figure 5-7, the number of students in class 1, class 
2, and 3 were 114, 6442, and 941 respectively. True positive 
in class 2 and class 3 showed high percentage in every 
model, which means that the models can be predicted the 
class correctly.  On the other hand, the percentage of true 
positive in class 1 showed something unsatisfied.  
The overall accuracy of prediction model, which has three 
feature selection methods (Chi-square, Pearson correlation 
coefficient, and Mutual information) and two classification 
methods (D-Tree and Neural network) with 5, 10 and all 



















Method 5 10 All 
Chi -Dtree 88.31 90.07 90.38 
Chi-NN 89.94 90.39 89.9 
PCC-Dtree 88.43 89.46 90.38 
PCC-NN 90.03 90.57 89.9 
MI-Dtree 88.78 89.87 90.38 




Figure 8: Comparative results of Chi, PCC, and MI 
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In this experiment, the overall accuracy showed that 
mutual information with 10 significant features in feature 
selection method with neural network classifier gave the 




We applied a large student data set, as a big data, to find a 
prediction model to classify the students’ performance on 
Microsoft Azure platform. In the pre-processing step, we 
used three feature selection methods, namely Chi-square, 
Pearson correlation coefficient, and mutual information to 
find a significant feature in terms of each method. Then, the 
classification mining technique was applied on the dataset. 
The result of this experiment was evaluated by the confusion 
matrix and the overall accuracy with ten-fold cross 
validation. Mutual information in the feature selection 
method with neural network classifier gave the best overall 
accuracy at 90.60%. 
Although, the overall accuracy of the proposed model was 
high, the confusion matrix seemed to be in conflict in some 
classes e.g. class 1(class low). The imbalance of the data 
may be the cause of this assumption. Therefore, we will 
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