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1. INTRODUCTION 
Let E be an ordered Banach space with positive cone P and let 
f: R, x P -+ P be a completely continuous map. In this paper we 
study the solvability of the equation 
x = f(h, x). (1) 
In particular, we are interested in the set A, of those X E R, for which 
f(h, a) has at least two distinct fixed points. We shall assume that for 
every X > O,f(h, *) is asymptotically linear and thatf(h, 0) # 0. Then, 
by imposing some additional technical hypotheses, we shall show that 
A, contains an interval which will be characterized by the asymptotical 
behaviour of the map f. Simple one-dimensional examples show that 
our result is optimal, in the sense that there are maps for which A, 
coincides with the given interval. 
In a forthcoming paper we shall study asymptotically linear order- 
convex maps. In that case we shall be able to characterize completely 
the set A,. 
It should be mentioned that the case where for every h E R, , 
f(h, 0) = 0 is much easier to investigate. In this case, the existence of 
at least two distinct fixed points off (A, -), for given h E 08, , can be 
shown by employing the results of [S] and [I 51. 
This paper was stimulated by a recent publication by J. P. Keener 
and H. B. Keller [13]. In that paper, the authors study nonlinear 
elliptic eigenvalue problems of the form 
Lx = A+(*, x) in Q, 
Bx=O on Zi, 
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where Q is a bounded smooth domain in RN, N > 2, L is a second order 
strongly uniformly elliptic differential operator, and B is a boundary 
operator. The pair (L, B) is supposed to be self-adjoint and to satisfy 
Schauder a priori estimates and the strong maximum principle. 
As for the nonlinearity, it is required that 4 E Cz(n x R,), that for 
every (t, 7) E Q X R, , +(t, 0) > 0, A& d > 0, and Mt, 4 > 0, 
where the index 4 denotes the partial derivative with respect to the 
second variable. Furthermore, the authors suppose that for every 
tESZ, 
and that the limit 
A&>: = f+% MY 7) (3) 
exists in R. (It is easily seen that, due to the convexity of (b(t, e), 
condition (3) is equivalent to condition H-5 in [13]). 
Under these hypotheses, Keener and Keller show that there exists 
X* > 0 such that for every X E (0, X*], problem (2) has a minimal 
positive solution, and it has no solution at all for h > X*. Moreover, 
there exists E > 0 such that for every X E (h* - E, h*), the boundary 
value problem (2) has at least two positive solutions. 
It will be a consequence of our general results that it is not necessary 
to assume that +(t, .) is increasing and convex. Moreover, we shall be 
able to give a lower bound for E in terms of &, . 
For a complete description of our results concerning the nonlinear 
elliptic eigenvalue problem (2), we need some preparation. 
Let X be a nonempty set and let f be a real-valued function on X. 
Then we write f > 0, if for all x E X, f(x) > 0. If f > 0 but f # 0, 
then we write f > 0. In this case, f is said to be positive. 
Let Sz be a bounded domain in RN, N > 2, with boundary aQ 
belonging to the class C2+u, for some p E (0, 1). We consider a second 
order strongly uniformly elliptic differential operator. 
Lx:=- 5 
i.k=1 
aik & + 2 Ui $ + ax, 
i-1 
with real coefficients uik , ai , u E 0(Q), i, k = l,..., N, and we 
suppose that a >, 0. 
We denote by ax/+ the directional derivative with respect to an 
outward pointing, nowhere tangent vector field /3 on Z&! of class 
Cl+H. 
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Then we consider boundary operators of the form 
By: = pdc + s(ax/ap), 
where we assume that either @,, = 1 and S = 0 (Dirichlet boundary 
operator) or 6 = 1 and /I0 E Cl+@(aQ) (Neumann OY regular oblique 
deriwative boundary operator). In the latter case we suppose that 
&, > 0 and that u and /3,, are not both identically zero. 
We suppose that 4 E C2(sZ x Iw,) satisfies for every (t, [) E 3;! x R, , 
4(t, 5) > 0, that the limit (3) exists uniformly in t E Q, and that for 
every t E Illi, gL(t) > 0. 
Under these hypotheses we study the nonlinear elliptic eigenvalue 
problem (2), where h E IL!, . By a solution of (2), for fixed h E R, , we 
mean a classical solution, i.e., a function x E C2(Q) n C”(a). By a 
minimal solution we mean a solution x such that every solution x 
satisfies X < x, i.e., x - X > 0. 
It should be remarked that, for h > 0, by the strong maximum 
principle, every solution x satisfies x(t) > 0 for all t E Q. Moreover, 
if 8 = 1 (Neumann or regular oblique derivative boundary value 
problem), then no nontrivial solution can have a zero. Finally, our 
hypotheses imply that every solution belongs to C2+u(a). 
The following theorem gives a rather complete description of the 
solvability of problem (2). 
THEOREM. There exists A* > 0 such that for every h E (0, A*), the 
boundary value problem (2) has a minimal positive solution 3((h), and no 
solution for h > A*. The map h -+ X(X) from (0, A*) into C2+lr(D) is left 
continuous and strictly increasing, in the sense that A1 < A2 implies 
%(A,) < 3(A2). Problem (2) has a solution for A = A*, in fact, a minimal 
positive solution %(A*), if and only if (11 %(X)l& 1 0 < X < A*> is 
bounded. This is the case ;f and onZy if x*: = lim,,A+-, E(A) exists in 
C2+w(a), in which case x* = %(A*). 
Denote by A, the principal (i.e., least) eigenvalue of the linear ezkenvalue 
problem. 
Ly = q,y in 52, 
By = 0 on af2. 
Then 0 < A, < A*. If liml+AI--O 11 ~(A)ll,-cn) = co, then A, = A*. On the 
other hand, zy A, < h *, then the boundary value problem (2) has a 
minimal positive solution for h = A*. 
The set of all positive solutions of (2) is unbounded in C(a). However, 
for every jixed h # A, , the set of solutions of (2) is bounded in C2+*(a). 
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For every h E (A, , A*), the nonlinear boundary value problem (2) has 
at least two distinct (positive) solutions. 
Finally, suppose that there exists a positive function y E C(n) and a 
constant p > 0 such that for all t E Sz and all r] > p, 
Then A, < A*. 
4(4 7) - d&9 717 G -r(t). (4) 
Observe that (4) implies that for every t E B and 7 > p, the tangent 
to +(t, .) at 7 intersects the negative q-axis. 
It should be remarked (compare Theor. (7.2)) that the first part of 
the Theorem is true without the assumption that C$ is asymptotically 
linear (i.e., without hypothesis (3)). In fact, a somewhat weaker version 
of the left continuity of z(e) has been shown under additional 
hypotheses on (L, B) and 4, in [17] (compare also [I 1, 141). 
Furthermore, it is well known that for every X E (0, A*), the minimal 
positive solution s(h) can be constructed iteratively (e.g., [2, 14, 211). 
Hence, in principle it is possible to approximate A* numerically 
(compare also [23]). 
In the following paragraph we shall study a map g mapping an 
open subset of Iw x E into F, where E and F are real Banach spaces. 
Under suitable hypotheses, we shall investigate the solvability of the 
equation g(h, x) = 0 in the neighborhood of a point (A, , x,,) for which 
g,(X, , x0) is not invertible. The derived result will be of considerable 
importance for our study of problem (1). 
In Paragraph 3 we collect the needed results about ordered Banach 
spaces and increasing maps. 
In the following paragraph we study problem (1) without hypotheses 
concerning the asymptotic behaviour off. The main result is contained 
in Theorem (4.11) namely a sufficient condition for the existence of 
multiple fixed points. 
In Paragraph 5 we study problem (1) under the additional hypothesis 
thatf (A, *) is asymptotically linear. In particular, we shall give sufficient 
conditions for the applicability of Theorem (4.11). The main results 
are contained in Theorem (5.7) and Theorem (5.10). 
In the following paragraph we remove the previously made 
hypotheses that P has nonempty interior and that f is strongly 
increasing. For simplicity, in this paragraph we restrict our considera- 
tions to Hammerstein operators. 
In the last paragraph we apply the abstract results to the boundary 
value problem (2). In particular, we prove the Theorem stated above. 
For simplicity, we restrict our considerations to completely con- 
5W17/2-4 
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tinuous maps. However, the reader familiar with the theory of 
set-contractions, will be able to verify that, under the appropriate hypo- 
theses, all of our results can be extended to the class of strict set- 
contractions. 
2. A LOCAL INVERSION THEOREM 
In this paragraph we shall prove a theorem concerning the local 
invertibility of nonlinear equations in general Banach spaces. This 
result will play an important role in our study of fixed point equations 
in ordered Banach spaces. It is related to, although distinct from the 
abstract result in the paper by Ambrosetti and Prodi [8]. (Compare 
also [lo, 131). 
2.1 THEOREM. Let E and F be real Banach spaces, let U be an open 
subset of E, and let J be an open interval in R. Suppose that for some 
k 2 2, g : J x U -+ F is a k-times continuously dzj&ntiable map. 
Moreover, suppose that (A,, , x,,) E J x U satis$es the following conditions. 
(9 g(X, , 4 = 0; 
(ii) g,(X, , x,,) has one-dimensional kernel spanned by q, E E 
and image of codimension one, where im(g,()b , x,,)) = 
{x~F~(~~,x)=O}with+~~F*; 
(iii) t40 , gdb , x0)) f 0. 
Then there exist an E > 0,. an open interval I C J containing A,, , 
an open neighborhood V C U of x,, , and a k-times continuously dzy- 
ferentiable map u -P (A(u), x(u)) from (-c, e) into I x V satisfying 
(A(O), x(O)) = (A, , x,,) such that the statement 
(X,x)EIX V and g(A,x)=O 
is equivalent o the statement 
u E (--E, E) and (A, x) = (h(a), x(u)). 
Furthermore, 
v9 = 0, w-v = 440 9 &(4l 9 d%112M40 9 MO ! “%N9 
and for each complement Y of span(z,) in E, there exists y E Cl((-c, l ), Y) 
satisfying y(0) = 0, such that for every u E (-E, E), 
x(u) = x0 + +o + Y(O)). 
FIXED POINTS 179 
Proof. Without loss of generality we may assume that 
@a, x0) = (O,O). 
Definer:JX U-+Fby 
y(X, x): = g(h x) - g,(O, op - gzp, 0)x. 
Then Y E Ck(J x U, F) and 
y’(h x) = (Yh(h x)9 ya(k x)) = (g,(h x) - g,(O, 0)s g&4 x) - g,(O, 0)). 
Hence 
Y(0, 0) = 0, Y’(0, 0) = 0. (1) 
Let Y be an arbitrary vector subspace of E, complementary to 
span(z,). Then Y is closed, and for every x E E, there exists a unique 
(a, y) E R x Y such that x = y + uzO . Hence g(h, X) = 0 if and 
only if 
&!a@, 0)Y + g,(O, 0)X + y(h y + 4 = 0. (2) 
Choose p E F with (+0 , p) = 1 and denote by p the projection 
idF-(&;)y:F -+ im(g,(O, 0)) =: FI . 
Then (A, y + uz,,) is a solution of (2) if and only if both of the following 
equations are satisfied: 
A(Y, A, 4: = gdo, 0)~ + pw, ofi) + pw Y + 4) = 0, 
and 
Here, for some 6 > 0 and some open neighborhood W of zero in Y, 
h E Ck( W x (--6, 8)2, Fl). Moreover, 
h(0, 0,O) = 0, 
Hence h,(O, 0,O) = g,(O, 0), and gJ0, 0) is an isomorphism from 
Y onto Fl . Therefore, by the implicit function theorem, there exist 
a p E (0,6) and a map y E Ck((-p, p)“, Y) satisfying y(O, 0) = 0 such 
that the statement 
(y, A, u) E W x (--6, S)2 and h(y, A, u) = 0 
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is equivalent to the statement 
64 4 E (7% PI2 and Y = $4 4. 
Now define 4 E Ck((-P, p)“, R) by 
90 4: = ($0 7 gd0, O))X + (Al > 44 Y(4 4 + GJ>>* (4) 
Then $(O, 0) = 0 and 
Hence, by (l), 
MO, 0) = (#Jo 9gA(o> 0)) i 0. (5) 
Therefore, by the implicit function theorem, there exist E, p1 E (0, p) 
and X E Ck((--E, E), R) satisfying X(0) = 0 such that the statement 
(4 4 E c-f% 9 PlY and #(A, u) = 0 
is equivalent to the statement 
UE (--E, E) and x = X(u). 
By differentiating the identity 
#(u), u> = 0, u E (-E, e), 
we obtain 
and 
Gw, UN4 + Yw(4,4 = a (6) 
$Mw, ww + h(W, 4 Pw412 + wAow)9 4Y4 + 94Aw9 4 = 0. 
(7) 
From (4) we find 
and 
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Hence, X(0) = 0, (I), (5), and (6) imply h’(0) = 0. Now, (7) together 
with (5) gives 
WJ) = -(k7q(o, ww, 0)) = -c+o > yxzK4 Wo(O, o)+%12)/(411 &(O,0). 
(8) 
The definition of p gives for every u E (-6, E), 
QNo), 4,w, 4 = 0. (9) 
Hence by differentiating, 
I$(***)(jqX(u)), 0) +) + S&w, 4) + Ma**) h’(u) + 4***) = 03 
where the partial derivatives of h are being evaluated at (y”(h(o), a), 
A(u), u). Therefore, (I), (3), and X’(0) = 0 imply 
0 = w4 40) jo(O, 0) = g&A 0) 9&A O), 
which together with jIjO(O, 0) E Y, gives yO(O, 0) = 0. Hence by (g), 
W) = -(do 9 yz+(O, w%]“)/(Al , g,a(O, 0)). 
Now we define j(q) E Ck(( -z, E), Y) by 
jyu): = j+(u), 0). (10) 
Then, by (9), for every u E (-E, E), I@(u), X(u), u) = 0. Set I: =( -pl, pr) 
and V: = W x (-6, E). Then the construction of the map (h(e), 9(e)) 
shows that the statement 
(A, x) EI x V and g(h, x) = 0 
is equivalent to the statement 
Finally, (10) together with X’(0) = 0 and YJO, 0) = 0 give 
P’(O) = jQ0, 0) h’(O) + Y,(O, 0) = 0. 
Hence, by Taylor’s theorem, 
j(u) = CT2 ~01jqn7)(1 - T) d7 = q(u), 




y(u): = u jol jJ”(m)( 1 - r) d7. 
Clearly, y(e) E C((-•E, E), Y) and y(O) = 0. 
Suppose that u # 0. Then (11) gives 
~(4 = ; jou I”(E)(o - 0 dt. 
Hence y( *) is continuously differentiable on (-z, E)\(O) and 
Y’(U) = ; jouYW dt - ;Y(u). 
At u = 0 we obtain 
y’(0) = ljz ;y(u) = p$ jolj”(UT)(l 
Hence (12) implies that 
Iii y’(u) = 9”(O) - y’(0) : 
thus showing that y(a) E P((--E, Q), Y). 
= 
- T) dr = ; y(O). 
; p”(O), 
Q.E.D. 
3. ORDERED BANACH SPACES AND INCREASING MAPS 
In this paragraph we collect, mostly without proof, the needed 
results on ordered Banach spaces. For proofs we refer to [l2, 15, 
16, 221. 
In the remainder of this paper, the results of this paragraph will be 
used, usually without further mention. 
Let E be a real Banach space. A subset P of E is called a cone if 
it is closed, convex, invariant under multiplication with nonnegative 
real numbers (that is, for every (Y E R, : = [0, co), olP C P), and if 
Pn (-P) = (0). G iven a cone P in E, we define an ordering in E by 
writing x < y if and only if y - x E P. Then (E, P) is called an ordered 
Bunach space (OBS) with positive cone P. The elements in P: = P\(O) 
are called positive, and we write x < y to meany - x E P. Henceforth, 
R will always be considered on OBS with positive cone R, . 
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The positive cone P of an OBS (E, P) is called generating if E = 
P - P. Every cone with nonempty interior is generating. P is called 
normal if there exists u > 0 such that 0 < x < y implies 11 x I\ < u /I y 11. 
The norm on E is called monotone if 0 < x < y implies 11 x 11 < II y 11. 
The positive cone of an OBS E is normal if and only if there exists an 
equivalent monotone norm on E. 
For every pair X, y E E with x < y, we denote by [x, y] the order 
interval between x and y, that is 
[x,y] ={ZEEIx~z~y)=(x+P)n(y--P). 
Hence every order interval is closed and convex. The cone P is 
normal if and only if every order interval is bounded. 
An element e E P is called order unit if E = u(A[-e, e]j h E R,}. 
This is the case if and only if e is an interior point of P. Given an order 
unit e on E, we can define a new norm, 11 */le, on E, the order unit norm 
or e-norm, by 
/I x I/& : = inf{h > 0 1 --he < x < Xe}. 
In other words, II . lie is the Minkowski functional of [-e, e]. Hence 
all order unit norms are equivalent, and every order unit norm is 
monotone. The e-norm is weaker than 11 *(I, and if P is normal, then 
the two norms are equivalent. Hence if P is normal and has nonempty 
interior, every e E p defines an equivalent order unit norm on E. 
Let (E, P) and (F, Q) be OBSs and let D be a nonempty subset of 
E. A map f : D --t F is called increasing if for every pair x, y E D with 
x < y, f(x) <f(y), strictly increasing if f(x) <f(y), and strongly 
increasing iff (y) -f(x) E Q. A 1’ n-rear increasing (or strictly increasing, 
or strongly increasing) map u : E --+ F is called positive (or strictly 
positive, or strongly positive, respectively). *Hence u : E + F is positive 
if u(P) CQ, strictly positive if u(P) C Q, and strongly positive if 
@I c s. 
We denote by P* the set of all positive continuous linear functionals 
on the OBS (E, P), that is 
FJ* ={+EE*I(~,P)CR+}. 
The next lemma is an easy consequence of the basic separation 
theorem for convex sets in topological vector spaces (compare [16]). 
3.1 LEMMA. Let (E, P) be an OBS .Then x G P if and only if for 
every + E P*, (4, x) > 0. Moreover, x > 0 if and only if x E P and there 
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exists $ E P* with (4, x) > 0. Finally, if P has nonempty interior, then 
x E f ;f and only 27 for every 4 E P*\(O), (4, x) > 0. 
Let (E, P) be an OBS. We denote by B the open unit ball in E and 
with S its boundary, the unit sphere. Moreover we set B+: = B n P 
and S+: = S n P. 
A subset D C E is P-open if for every x E D, there exists p E k+ such 
that x + pB+ C D. Hence P and every open set are P-open. 
Let (E, P) be an OBS with generating positive cone, let D C E be 
P-open, and let F be an arbitrary Banach space. A map f : D --+ F is 
right-d@entiabZe if for every x E D, there exists a bounded linear 
operator ,f+‘(x): E -+ F such that 
For every x E D, f+‘(x), the right-derivative of f at x, is uniquely 
determined. If the map f+’ from D into L(E, F), the Banach space of 
bounded linear operators, is continuous, then f is said to be continuously 
right-d#erentiabZe. Suppose that D is open and that f is continuous 
and continuously right-differentiable. Then (compare [ 15, Theor. 3.11) 
f is continuously differentiable, and for every x E D, f+‘(x) = f ‘(x). 
The map f : D -+ F is completely continuous if it is continuous and 
maps bounded sets into compact sets. If f : D -+ F is completely 
continuous and right-differentiable, then (compare [ 15, Theor. 3.21) 
for every x E D, f+‘(x) is a compact linear operator. 
3.2 PROPOSITION. Let (E, P) and (F, Q) be OBSs, and let P be 
generating. Let D C E be convex and P-open, and suppose that f : D -+ F 
is continuous and right-dzzerentiable. Then f is increasing ;f and only 
iffor every x E D, f+‘(x) is p osi ive. If for all but countably many x E D, t 
f+‘(x) is strictly positive (or strongly positive), then f is strictly increasing 
(0~ strongly increasing, respectively). 
Proof. Letf : D -+ F be increasing and let x E D be arbitrary. Then 
for every h E P, 
hil+ T-‘(f(x + Th) - f(x)) = f+‘(x)h 3 0. 
Hence f+‘(x) is positive. 
Let X, y E D with x < y be given. Then for every 4 E Q*, the 
function CQ : [0, I] + R defined by 
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is continuous on [0, l] and right-differentiable on [0, 1) with right 
derivative 
Suppose that for every x E D, f+‘(x) is positive. Then for every 
7 E [O, I], a:,+(~) >, 0, and hence, by the classical result for functions 
of one variable am( 1) - or,(O) = (4,f(r) -f(x)) > 0. This being true 
for every # E Q*, Lemma (3.1) implies thatf(r) -f(x) > 0. Hence f 
is increasing. 
Suppose now that for all but countably many x ED, f+‘(x) is strictly 
positive. Then for every pair X, y E D with x < y, there exists T E [0, l] 
such that f+‘(x + ~(y - x)) is strictly positive. Hence by Lemma 
(3. l), there exists I$ E Q* such that 
f&+(4 = (6 f+‘@ + dY - XMY - 4) > 0. 
This implies ($,f(r) -f(x)) > 0 which, again by Lemma (3.1), gives 
f(Y) -f(x) > 0. 
Now suppose that for all but countably many XE D, f+‘(x) is 
strongly positive. Then by Lemma (3.1), the preceding argument 
applies to every 4 E Q*\(O), thus showing that f(r) -f(x) E 8. 
Q.E.D. 
Let (E, P) be an OBS with generating positive cone and let F be an 
arbitrary Banach space. A map f : P +F is called asymptotically 
linear (along P) if there existsf’( GO) EL(E, F) such that 
Again, f’(co) is uniquely determined and called the derivative at 
in..nity (along P). Iff is completely continuous, thenf’( co) is compact. 
If (F, Q) is an ordered Banach space and if f(P) C Q, then f’( co) is a 
positive linear operator ([15, Lemma 3.31). 
The map f : P -+ F is called bounded if it maps bounded sets into 
bounded sets. Suppose that f : P + F is bounded and right-differen- 
tiable. Suppose in addition that there exists u EL(E, F) such that 
lim ,,s,,+mf+‘(~) = u in L(E, F). Then (compare [15, Theor. 3.41) f is 
asymptotically linear andf’( co) = u. 
We close this paragraph by giving the needed results on positive 
linear operators. 
Let (E, P) be an ordered Banach space whose positive cone is 
normal and has nonempty interior. Suppose that u : E -+ E is a 
strongly positive linear operator. Then (e.g., [22]) u is continuous and 
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has positive spectral radius r(u): = lim+, Ij ui Ill/j. Moreover, r(u) is 
an eigenvalue of dual operator u* having an eigenfunction 4 E E* 
which is strictly positive. If in addition, u is compact then, by the 
famous Krein-Rutman theory [16], Y(U) is a simple eigenvalue of u 
having a positive eigenfunction. Moreover in this case, r(u) is the 
only eigenvalue of u having a positive eigenfunction. 
4. THE GENERAL STRUCTURE OF THE SOLUTION SET 
Let (E, P) be an ordered Banach space and let f : R, x P + P be a 
completely continuous map. In this paragraph we shall study the 
structure of the solution set .Z of the equation x = f (A, x), where 
z : = {(A, x) E R, x P 1 x = f(A, x)]. 
We begin with the following general theorem. 
4.1 THEOREM. (a) Th e so u I t ion set .X is locally compact. 
(b) Suppose that the following hypothesis is satisfied: 
i 
f(0, 0) = 0; for ewery x E P, f(0, x) # x; 
(If,,) there exists p > 0 such that for ewery x E P with 11 x I/ = p, and 
mfly UE [I, CO),f(O, x) # cu. 
Then Z contains an unbounded component emanating from (0,O). 
Proof. (a) For every bounded closed subset A C R, x P, the 
complete continuity off easily implies that A n .Z is compact. 
(b) This has been shown in [6, Theor. 21 under the hypothesis that 
f(0, a) = 0. Th e easy extension of this result to the more general 
situation of the present theorem is left to the reader. Q.E.D. 
In the following we shall denote by A the projection of the solution 
set Z into the first coordinate space, that is, 
A = {A E 08, 1 there exists x E P with x = f(A, x)}. 
The following proposition gives a sufficient condition for A to be 
bounded. 
4.2 PROPOSITION. Let P be normal with nonempty interior. Suppose 
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that there exists g : I$!+ -+ p and a strongly positive linear operator 
u:E-+Esuchthatforevery(h,x)Efi+ x P, 
Then X E A implies A < I/r(u). 
Proof. Let 4 E E* be a strictly positive eigenfunction of U* 
belonging to the eigenvalue Y(U). Suppose that (A, x) E Z with A > 0. 
Then 
implies 
(6 4 - w w> = (4, x)(1 - Mu)) >, (4, g(q) > 0. 
Q.E.D. 
We shall set 
A* := sup A. 
Observe that by Theorem (4.I), hypothesis (I&,) implies that A* > 0. 
Moreover, if A* < co, then the projection of Z into P contains an 
unbounded component emanating from 0. 
Let D be a nonempty subset of some OBS (E, P) and let f be a fixed 
point of some map g : D --+ E. Then E is a minimalfixed point of g in 
D if every fixed point x of g in D satisfies E < x. Clearly, there is 
at most one minimal fixed point of g in D. 
4.3 PROPOSITION. Let (E, P) be an OBS with normal positive cone, 
and let g : P + P be increasing and completely continuous. Then g has a 
fixed point if and only if th ere exists x E P with g(x) < x. If g has a fixed 
point, it has a minimal $xed point X, and every x E P with g(x) < x 
satisjes x < x. If there are two points x, y E P with y < x such that 
Y G g(y) and i!(x) G x, then g has a minimal $xed point in the order 
interval b, x]. 
Proof. Clearly, if x is a fixed point of g, then g(x) < x. Hence the 
given condition is necessary. 
First suppose that there are x, y E P with y < x such that y < g(y) 
and g(x) < x. Then it is easily seen (e.g., compare [4, Theor. 31) that 
X(y): = limi+,gj(y) exists and is the minimal fixed point of g in 
Ii Xl- 
Suppose now that there exists x E P with g(x) < x. Then, since 
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necessarily 0 <g(O), the p revious result, applied to [0, x], gives 
the existence of a minimal fixed point X(O) in [0, x]. But, X(O) being 
obviously independent of x, it follows that X: = X(O) is the minimal 
fixed point of g in P. Q.E.D. 
In the following, we shall consider R x E an OBS with positive 
cone R, x P. Then, as an application of Proposition (4.3), we obtain 
the following important theorem. 
4.4 THEOREM. Let (E, P) be un OBS with normal positive cone, and 
let f : R, x P + P be a completely continuous map satisfyingf (0,O) = 0. 
Suppose that the restriction off to [0, A*) x P is increasing. Then A is 
an interval containing 0, and for every h E A, there exists a minimal 
fixed point x(X) off (A, a). The map x(m): A -+ P is increasing and left 
continuous. If A* < co, then A* E A if and only zf (x(X)1 0 < h < A*} is 
bounded. Furthermore, if for every x E P, f (*, x) is strictly increasing, 
then x(a) is strictly increasing too. 
Proof. Clearly, 0 E A and zero is the minimal fixed point of 
f (0, *). By Proposition (4.3), for every X E A, f (A, *) has a minimal 
fixed point %(A). Moreover, if 0 ,< p < A, then x(h) = f (A, Z(h)) > 
f ()(I, W) and, a !z ain by Proposition (4.3), p E A and T(P) < z(h) with 
strict inequality if the last hypothesis of the theorem is satisfied. 
For every h E A, the fact that x(*) is increasing implies that 
(@)I 0 < P < 4 C P, $41. H ence, by the normality of P, this set is 
bounded. Now, by the complete continuity off, it is easily seen that 
x, : = limrtA 3(p) exists. Hence, by the local compactness of 27, x, is 
a fixed point off (A, e). Clearly, X, < x(h) and therefore, by the mini- 
mality of %(A), X, = S(X). This shows that %(a) is left continuous. 
Moreover, the last argument, applied to X = A*, shows that, if A* 
is finite, A* E A if {a(h)] 0 < h < A*} is bounded. Q.E.D. 
For completeness we include a proof of the following, essentially 
known lemma (compare [4, 151). 
4.5 LEMMA. Let (E, P) b e an OBS whose positive cone is normal 
and has interior points. Let x0 E P be a fixed point of the completely 
continuous map g : P + P. Suppose that g is dz@rentiable at x,, and that 
g’(x,,) is strongly positive. Then there exists h E P and TV > 0 such that, 
for all 7 E (0, 7J, 
r(g’(x,)) < 1 implies 
I 
g(x, + 4 < x0 + 4 
g(xo - 4) > x, - Th 
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and 
r(g’(x,)) > 1 implies 
I 
g(q + 4 > x0 + 4 
g(xo - Th) < x0 - Th. 
Proof. Denote by h a positive eigenfunction of the compact, 
strongly positive linear operator g’(xo) belonging to the eigenvalue 
&, : = r(g’(x,)). Clearly h E P. Then, P being normal, we may assume 
that E is given the h-norm. Hence, since A,, # 1, there exists 7. > 0 
such that for all 7 E [-TV , ~~1, -IA,- 1 Ih<+[g(xo+Th)- 
g(xo) - Tg’(x,)h] < 1 A, - 1 1 h. Hence 
[-I ho - 1 1 +(x, - I)] h < T-‘[&o + Th) - (30 + Th)] 
< [I ho - 1 I +(A, - l)lh 
and the statement follows. Q.E.D. 
4.6 LEMMA. Let (E, P) b e an OBS whose positive cone is normal and 
has nonempty interior. Let g : P --+ P be completely continuous and 
continuously right-dz&entiable, such that for every x E 13, g+‘(x) is 
strongly positive. Suppose that there are y, z E P with z - y E P, such 
that g(y) > y and such that g has a minimalfixed point 5 in [y, z]. Then 
f E intli), z] implies r(g+‘(%)) < 1. 
Proof. Since x E int[y, x], 3 E P. Hence g is differentiable at x and 
g’(n) = g+‘(x). M oreover, by continuity, for every x E P, g+‘(x) is 
positive. Hence by Proposition (3.2), g is increasing. 
Suppose that A: = r(g’(%)) > 1. Then by Lemma (4.5), there exists 
h G P such that x - h E intb, z] and g(K - h) < E - h. Hence by 
Proposition (4.3), g has a fixed point x* E b, x - h]. This contradicts 
the minimality of E in b, z]. Q.E.D. 
For easy reference we introduce the following hypothesis (H). 
w 
(E, P) is an OBS whose positive cone is normal and has nonempty 
interior. 
The map f : R, x P-t P is completely continuous and twice con- 
tinuously right-differentiable, and it satisfies f (0,O) = 0. 
For every (p, y) E (0, A*) x P, 
f ‘(cl, Y> = (f&y), f& ~1): R x E -, E is stro@y positive. 
Observe that (H) implies that f I@+ x P) is twice continuously 
differentiable, and that the derivative and the right-derivative coincide. 
Hence there is no need for a more complicated notation for the deri- 
vative, expressing the fact that it is the right-derivative. 
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By Proposition (3.2), f 1 ((0, A*) x P) is strongly increasing. Hence, 
for every (A, X) E (0, A*) x P, f(h, X) E P. Therefore, for every 
h E (0, A*), f(h .) h as a minimal fixed point %(A), and %(A) E P. 
For every (EL, y) E (0, A*) x P, f&y) is strongly positive and 
compact. Hence r(f&, y)) is positive, and it is a simple eigenvalue of 
f,(p, y) having a unique normalized positive eigenfunction h. In 
addition, the dual operator [f& JJ)] * has a unique normalized 
strictly positive eigenfunction 4 E E* belonging to the eigenvalue 
r(f,(p, y)). This implies that 
CA fh, YN > 0, 
and by applying Theorem (2.1) to g : [w, x P -+ E, where 
g(k x) : = A- - f(h 4, 
we obtain the following lemma. 
4.7 LEMMA. Let hypothesis (H) be satisfied and suppose that for some 
(p, y) E Z with p > 0, r(f& y)) = 1. Then there exists a number 
E > 0, an open interval I C n?e+ containing I”, an open neighborhood 
V C p of y, and a twice continuously d$jkntiabZe map o ---t (X(a), x(u)) 
from (-E, 6) into I x V’, satisfying (p, y) = (X(O), x(O)), such that the 
statement 
(A,X)EIX v and x=f(A,x) 
is equivalent o the statement 
u E (4, 6) and (A, x) = (h(o), X(U)). 
Moreover, 
and there exists y(o) E Cl(( -E, E), E) with y(0) = 0, such that for every 
u E (-6, E), 
X(Q) = y + a(h + y(o)). (1) 
In the following two lemmas we give some consequences of this local 
representation of the solution set. 
4.8 LEMMA. Let the hypotheses of Lemma (4.7) be satisfied. Then 
there exists c,, E (0, E) such that for every u E (-E,, , E,,), x’(u) E p. 
Hence x(e): (-Q, Q) + P is strongly increasing. 
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Proof. By differentiating (1) we obtain 
x’(o) = h + y(u) + q+J). 
Without loss of generality we may assume that E is given the h-norm. 
Hence, by the continuity of y’(e), there exists e0 E (0, E) such that for 
all u E (-Ed, l s), 
--h/2 <y(u) + q’(u) < h/2. 
Therefore, for every u E (-E,, , E,,), 
h/2 < X’(U) < 3h/2, 
which shows that x’(u) E: P. Now the last part of the statement follows 
from Proposition (3.2). Q.E.D. 
4.9 LEMMA. Let the hypotheses of Lemma (4.7) be satisfied. Then for 
f=flY u E (-0 , d, 
sign h’(u) = sign[l - r(f,(X(u), x(u)))]. 
Proof. By differentiating the identity 
44 - f@(o), x(4) = 0, (J E (-6, E), 
we obtain 
We denote by 4(u) the normalized strictly positive eigenfunction of 
[fzw-4 +))I* b 1 e onging to the eigenvalue r(f&(a), X(U))). Then 
~(WW, fnN4,4J>>) = 11 - y(f&w, +ww> -w>* 
By Lemma (4.8), for every (T E (--es, eO), the inequality ($(a), x’(u)) >0 
is true. Hence the assertion follows. Q.E.D. 
Let U be a bounded open subset of some Banach space E, and let 
f : U--f E be a completely continuous map having no fixed point on 
the boundary 8U. Then 
d(id -f, u, 01, 
the Leray-Schauder degree of id - f over U with respect to zero is 
well defined. In the following we shall make free use of the basic 
properties of the Leray-Schauder degree. For a complete representa- 
tion of degree theory for compact vector fields we refer to [7]. 
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4.10 LEMMA. Let hypothesis (H) be satis$ed, suppose that for some 
P E K44, ~(fz(cLt W)) = 19 and let p be a point of continuity of 
5(e). Suppose that there exists an open neighborhood V C P of x(p) such 
that 2(p) is the onZy fixed point of f(p, .) in i;i. Then 
d(id - f(p, .), v, 0) = 1. 
Proof. By Lemma (4.7) there exist an open interval I1 C R, 
containing p, an open neighborhood V, C V of X(P), a positive 
number E, and a Cl-map u -+ (X(a), X(G)) from (-•E, E) into I1 x VI , 
satisfying (A(O), x(0)) = (p, g(p)), such that 
Jc n (4 x v*> = {(W, X(4) IfJ E (3 c)>. (2) 
Hence, p being a point of continuity of x(e), we can find an open 
interval I C I1 , containing p, such that for every X E 1, f(X) E VI . By 
Lemma (4.8) we may assume that x(a) : (-E, E) + p is strongly 
increasing. We set A, : = sup I and W: = VI n (%(A+) - p). Then 
W is an open neighborhood of X(P) in p; for every (T E (-E, E), 
44 E J+‘, and f (A+ , +) has exactly one fixed point in E. Moreover we 
may assume that for every h E [p, X+),f(h, +) does not have fixed points 
on aIV. Finally, by the excision property of the Leray-Schauder 
degree, 
d(id - f(p, *), V, 0) = d(id - f(p, -1, W, 0). 
Next we show that in every neighborhood of 0 in [0, E), there exists 
CJ with r(f,(h(a), X(G))) < 1. Indeed, let this be false. Then there 
exists us E (0, E) such that for every u E [0, a,,], r(f,(h(u), x(u))) 2 1. 
Hence, by Lemma (4.9), for every u E [0, at,], h’(a) < 0, and therefore 
h(o) < CL. Since x(e) is strongly increasing and since 2 is locally 
compact, 
But this contradicts the fact that p is a point of continuity of x(e). 
Choose q, E (0, E) such that r(f,(h(u,), ~(a,,))) < 1. Then by the 
implicit function theorem, there exists an open neighborhood IV, C W 
of x(o,J such that x(uJ is the only fixed point off (h(u,), -) in Pr . 
The basic properties of the Leray-Schauder degree(e.g., [7, Theor. 6.31) 
imply 
d(id - f(h(u,), .), WI , 0) = 1. 
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Hence by the additivity of the degree, 
= d(id - f(A(u,), a), w, , 0) + d(d - f(&J, -1, W\Fl , 0) 
= 1 + d(id - f(h(u,), *), W\Wl, 0). 
Moreover, by the homotopy invariance property, 
d(id - f(p, *), W, 0) = d(id - f(A(qJ, *>, W, 0). 
Hence it remains to be shown that 
d(id -f(h(u,), e), W\Wl , 0) = 0. 
Relation (2) and the fact that x(e) is strongly increasing on (-E, E) 
imply that all fixed points of f(X(us), a) in w\W, are contained in 
(@c-%) + $1” WJCJ - P)) n (W\W- 
Set U+ : = (w\W,) n (x(us) + P) and U_ : = (w\w,) n (x(q,) - P). 
Then, by the additivity property of the degree, 
d(d - f(qcJ), -1, w\R , 0) 
= d(id - f(h(u,), -), U+ , 0) + d(id - f(44, *I, U- , 0). 
By Lemma (4.9), h’(u,) > 0. By means of this inequality and the fact 
that x(m) is strongly increasing, it is easily seen that for every 
h (5 [CL, &Jl~ f(k -1 h as no fixed point on au, . Hence the homotopy 
invariance property of the degree gives 
Since X(P) is the oniy fured point of f(p, *) in W, and since X(P) = 
x(0) < x(G~),~(P, *) has no fixed point in U+ . Hence 
d(id -f(p, *), u, ) 0) = 0. 
Analogously we find that for every h E [h(a,), h,], f(h, .) has no 
fixed point on aU_ . Hence 
d(id - f(A(uo), .), ZJ- , 0) = d(id - f(A+ , -), u- , 0). 
By construction of W, f(h+ , *) has only the fixed point %(A+) in w. 
Sf-W17/2-5 
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Clearly, E(h+) > x(u,,). Hence f(A+ , .) has no fixed point in U-, 
which implies 
d(id -f(h, ) .), u- , 0) = 0. 
Now the assertion follows. Q.E.D. 
After these preparations we are ready for the proof of the main result 
of this paragraph. 
4.11 THEOREM. Let hypothesis (H) be satsi$ed and suppose that 
h* < CO. Moreover, suppose that for some p E (0, A*), there exists 
p: = p(p) > 0 such that 
zntb, ~0) x P)C[IL, ~0) x pB+, 
(i.e., for every (A, x) E 2 with X > /J., the estimate 11 x 11 < p holds). Then, 
for ~WY X E [pJ*),f@, -)h as at least two distinct fixed points. 
Proof. Since g(m) is increasing, it follows that 
z n (IA 4 x f’> C [P, 4 x ((W + p> n pB+). 
Moreover, F(P) belonging to p, there exists y E P with P(P) - y E J’. 
Hence 
Q: =(y +P)npB 
is a bounded open subset of P such that for every A, > A*, 
zn ([p, 4 x p>Ch &I x Q. 
Hence, by the homotopy invariance of the Leray-Schauder degree, for 
every h E h &I, 
d(id -f(h, -), Q, 0) = d(id -f(Al , *), 52, 0). 
Since f (A, , -) h as no fixed points at all, the last equality shows that 
d(id -f(h, *), Q, 0) = 0. 
Now let X E lj~, A*) be an arbitrary point of continuity of S(S). Then 
Lemma (6.4) (withy = 0 and an arbitrary z E P satisfying z - %(A) E P) 
implies that r(f,(X, %(A))) < 1. If r(f,(X, x(h))) < 1, then there exists an 
open neighborhood Y C Sz of Z(A) such that 
d(id - f(A, .), V, 0) = 1, 
(e.g. [7, Theor. 6.31). 
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Suppose now that r(f,(h, K(A))) = 1, and suppose that there exists 
an open neighborhood I’ of %(A) with V C 51 such that f(h) is the only 
fixed point off@, .) in P. Then Lemma (4.10) gives 
d(id - f(h, *), v, 0) = 1. 
Hence in each of these two cases, by the additivity property of the 
Leray-Schauder degree, 
d(id - f(A, *), sz\v, 0) = d(id - f(h, *), a, 0) - d(id - f(A, -), v, 0) = -1. 
Thereforefth, *) h as a fixed point in Q\V. These considerations imply 
that f(A, *) has at least two distinct fixed points provided X E [CL, A*) 
is a point of continuity of X(m). 
Finally suppose that X E [p, A*) is a point of discontinuity of z(m). 
Then, by the local compactness of Z, 
x* := hrlo x(p), 
is a fixed point off@, e), and x* > z(X). Q.E.D. 
Observe that, by Theorem (4.4), the hypotheses of Theorem (4.11) 
imply that A = [0, A*]. 
5. ASYMPTOTICALLY LINEAR MAPS 
In this paragraph we shall give sufficient conditions for the appli- 
cability of Theorem (4.11). Th is will be done for a class of asymptot- 
ically linear maps satisfying the following hypothesis. 
/ 
(E, P) is un OBS whose positive cone is normal and has nonempty 
interior. 
The map f : R, x P + P is completely continuous such that 
(H,) f (a, x)[l x 11-l : R, 4 P is continuous, un;formZy on unbounded 
sequences in P. 
For every h E [0, A*] n R, , f(A, -): P-+ P has a derivative at 
infinity, f&i, co), such that for X > 0, f&t, 00) is strongly positive, 
and fz(O, a3) is either zero or strongly positive. 
The following proposition gives a simple sufficient condition 
quarenteering that hypothesis (H,) is satisfied. 
5.1 PROPOSITION. Let (E, P) be an OBS with normal positiwe cone 
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having nonempty interior. Let g, h : P -+ P be completely continuous and 
asymptotically linear. Suppose that g’(a) is strongly positive and that 
h’(a) is either strongly positive or zero. Then f : R+ x P -+ P, &j&i by 
f@, 4 = Mx) + h(x), 
satisjks hypothesis (H,), provided for every h E fi+ , hg’( Go) + h’( oo) is 
strongly positive. 
Proof. For every pair (A, x), (CL, x) E R, x P, 
f(h Xl X l/V - f(b 4 x 11-l = 0 - ~.)d4 x 11-l. 
Since 
Awl *II-l = d(~)(4ll x II) + k@) - g’(~)4/ll x II 
is obviously bounded on unbounded sequences in I’, it follows that 
f (-, x)II x I/--l is continuous, uniformly on unbounded sequences in P. 
The remaining parts of the statement are obvious. Q.E.D. 
In the following we shall study the structure of the solution set A 
under hypothesis (H,). 
5.2 LEMMA. Let hypothesis (H,) be satisjied. Suppose that there 
exists a septumce ((Ai , xi)) in Z with Aj+p and (1 xj (( -+ a~. Then 
p E [0, A*] r? R, and r(f& co)) = 1. Moreover, qf,(O, a) = 0 then 
p > 0. 
Proof. For every j E AA, xi = f (Ai , xi) implies that 
(%/II xj II) -f&9 ~)(%A xi II) = w4 4 -f&4 ~hJll *j II 
+ cm f Xi) - f(P* xd/ll xi II? 
converges to zero, asj -P co. This shows in particular that fJ0, CO)= 0 
implies p > 0. Moreover, by the compactness of f,(p, co), there 
exists h E S+ satisfying h = f&, a)h. Hence 1 is an eigenvalue of 
fz(p, co) having a positive eigenfunction. Hence, f&, 00) being 
strongly positive, we infer that r(f&, CO)) = 1. Q.E.D. 
5.3 COROLLARY. Let hypotheses (H,) and (Hoe) be satisfied, and 
suppose that A* < CO. Then there exists h E [0, A*] such that 
r(f,(A a)) = 1. 
Proof. By Theorem (4.1) and the relative compactness of A, there 
exists a sequence ((Ai , xi)) in Z with Ai -+ /.L and 11 xj 11 - co. Now 
Lemma (5.2) applies. Q.E.D. 
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5.4 PROPOSITION. Let hypothesis (HW) be satisfied. Suppose that for 
some A, , A, E !R+ with h, < A, , 
[X0, 41 n (A E R+ I Q&4 00)) = 1) = 0 . 
Then there exists p > 0 such thet 
2 n ([A, 41 x p) C 14, 41 x pB+. 
Proof. Let the satement be false. Then there exists a sequence 
((Xi , x,)) in Z with hi --t p E [X, , X,] and 11 xj 11 --t 00. Hence Lemma 
(5.2) applies, giving the desired result. Q.E.D. 
The preceding proposition suggests the following definition. 
A, := sup{h E [O, A*] 1 T(fJX, co)) = 1). 
Observe that, by Corollary (5.3), h, is well defined, provided 
hypotheses (Ho) and (H,) are satisfied, and h* < GO. 
5.5 LEMMA. Let hypotheses (H,,) and (H,) be satisjkd and suppose 
that A* < co. Then for every p E (A, , A*] there exists p: = p(p) > 0 
such that 
Zn(b, co) x P)C[t”,h*] x pB+. 
PYOO~. Let the statement be false. Then there exists a sequence 
((Xi, xi)) in Z, with hi G [p, X*] and 11 xi II+ co. Hence we may 
assume that h, + h. Therefore, by Lemma (5.2), r(f,(h, 00)) = 1, 
which contradicts h > p > h, . Q.E.D. 
5.6 PROPOSITION. Let hypotheses (Ho) and (H,) be satisjied, 
suppose that A* < 00, and let f j([O, A*) x P) be increasing. Then 
A, < A* implies A = [0, A*]. 
Proof. By Theorem (4.4), x(*) is increasing. Hence h, < h* and 
Lemma (5.5) imply that (%@)I 0 < h < h*} is bounded. Hence by 
Theorem (4.4), X* E (1. Q.E.D. 
After these preparations we can easily prove the main result of this 
paragraph. 
5.7 THEOREM. Let the hypotheses (Z?,,), (H), and (H,) be satisjied 
and suppose that A, < A* < 00. Then A = [O, A*], and for ewery 
h E (A, , A*), the map f(h, *) h as at least two distinct jxed points. 
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PYOC$ By Proposition (5.6), (1 = [0, A*]. Lemma (5.5) implies, 
for every p E (X, , h*), the existence of a positive number p: = p(p) 
such that 
22 n ([II, co) x P) c [p, A*] x pi?+. 
Hence Theorem (4.11) applies. Q.E.D. 
The following proposition complements Theorem (5.7) by charac- 
terizing h, in an important special case. 
5.8 PROPOSITION. Let (E, P) be an OBS with normal positiwe cone 
having nonempty interior. Let g : P + P be completely continuous and 
asymptotically linear such that g’( ~0) is strongly positive. Dejne 
f : R, x P + P by f (A, x): = hg(x). Then 
is the only nonnegative real number X satisfying r(f,(h, co)) = 1. 
Proof. In this case, for every h E !k+ , f (h, .) has the strongly 
positive asymptotic derivative f,(h, CO) = hg’( a). Hence r(f,(h, CO))= 
Xt-(g’( co)) and the statement follows. Q.E.D. 
As a corollary, we obtain the following important special case of 
Theorem (5.7). 
5.9 THEOREM. Let (E, P) be an OBS whose positive cone is normal 
and has nonempty interior. Let g : P --t P be completely continuous, twice 
continuously right-dz@rentiable, and asymptotically linear. Suppose that 
g.‘( 00) and, for every x E P, g’(x) are strongly positive. Finally suppose 
that there exists y E P and a strongly positive linear operator u : E + E 
such that for all x E P, 
Then 
gw 3 U(X) + Y* 
Am = l/r(g’(oo)) < x* < I/Y(U). 
Furthermore, if A, < A*, then A = [0, A*] and, for every h E (A, , A*), 
the equation 
x = hg(x) 
has at least two distinct sohtions. 
Proof, It is easily seen (camp. Prop. (5.1)) that the map 
f: R, x P-+P, defined by f (h, x) = hg(x), satisfies hypotheses 
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(Ha), (H), and (H,). By Proposition (4.2), A* < l/~(g’(oo)). The 
remaining part of the statement follows now from Theorem (5.7). 
Q.E.D. 
In the remainder of this paragraph we shall give sufficient conditions 
guaranteeing that A, < A*. 
5.10 THEOREM. Let hypotheses (Z&J, (H), and (H,) be satisfied and 
suppose that A* < ~0. Suppose that the set {A E [0, A*] I r(f,(h, co)) = 1) 
has at most one element. Moreover suppose that there exist e E P and 
E > 0 such that for every (A, y) E Z with h > A* - E and y > e, 
r(f,(h, y)) > 1. Then A, < A*. 
Proof. Corollary (5.3) implies that {A E [0, A*]1 r(f,(h, CO)) = l} = 
{A,>. Suppose that A, = A*. Then Theorem (4.1), the compactness of 
[O, A”], and Lemma (5.2) imply the existence of a sequence 
((Ai , xi)) C .Z such that Ai -+ A* and 11 xi 11 -+ co. 
Hypothesis (H,) implies that 
asj + 00 (compare the proof of Lemma (5.2)). Hence by the compact- 
ness of f,(& , oz), we may assume that xi/l1 X~ II-+ h, , where h, is 
the unique normalized positive eigenfunction of fz(X, , co). Then 
h, E p. Without loss of generality we may assume that E is given the 
e-norm. Then there exist positive numbers 01, /3 such that 
2~ < h, < Be, and j, E N such that for all j 2 j,, , 
-me < xj 11 xj II--l - h, < ae. 
Hence for every j 2 j,, , 
a II xj II e < xj G (a + 8)ll Xj Ile. (1) 
This implies the existence of jr E N such that for every j > jr , xi > e 
and Aj > A* - E. Hence, for every j > jr , r(f~(hj , xj)) > 1 and, by 
Lemma (4.5), there exists hi E P satisfying hi < e such that 
and 
By (1) and the fact that II X~ 11 --f 00, we can find k > jr =: i such that 
A, > A, and 
Xi + hi < Xk - h, . 




Hence by Proposition (4.3), f(& , .) has a minimal fixed point gk in 
b, x]. Since f(Ak , A) is strongly increasing, zk E intb, x]. Therefore, 
by Lemma (4.6). y(f,(h , JC~)) < 1, which contradicts the hypothesis. 
Q.E.D. 
Next we give a simple sufficient condition for ~(f,(h, y)) > 1. 
5.11 PROPOSITION. Let (I?, P) be an OBS with normal positive cone 
having nonempty interior. Let f : R, x P + P be completely continuovs 
such that for every (A, y) E ((0, A*] n W,) x P,f(h, *) has a strongly 
positive right derivative,f,(h, y). Supp ose that the following condition (C) 
is satisjied. 
I 
There exist 2 E P atid E > 0 such that for e-uery (44,~) E R, x P 
(C) with A* - E <A <h*andy > e^, 
f(h Y) - f&4 Y)Y -L 0. 
Then, for every (A, y) E 2 satisfying X > A* - c and y > 4 
Y(f&Y)) > 1. 
Proof. Let (A, y) E Z with X > A* - E and y > E be given. Then 
condition (C) implies 
Y -.fcc(h Y>Y -=I 0. 
By applying to this inequality the unique normalized strictly positive 
eigenfunction I# of [f,(A, r)]* belonging to the eigenvalue r(f,(h, y)), 
we obtain 
(54 Y) [1 - r(f&, Y>)l < 0. 
This implies the assertion. Q.E.D. 
5.12 COROLLARY. Let hypotheses (H,,), (I-I), (H,), and (C) be 
satisfied. Suppose that A* < OC, and that {A E [O, A*]( Q,(X, CO)) = I) 
has at most one element. Then A, < A’. 
5.13 COROLLARY. Let the hypotheses of Theorem (5.9) be satisjied 
and suppose in addition that there exists e” E l? such that for every x > i, 
g(x) - g’(x)x < 0. 
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Then f-l = [O, A*], 
A, = l/r(g’(oo)) < A* < l/r(u), 
and for every A E (A, , A*), the equation 
x = hg(x) 
has at least two distinct solutions. 
6. APPLICATIONS TO HAMMERSTEIN EQUATIONS 
It is the purpose of this paragraph to remove the hypotheses that P 
has nonempty interior and that f is strongly increasing. However, 
instead of giving the most general results in this direction, we restrict 
our considerations to an important class of equations, the so-called 
Hammerstein equations, for which the hypotheses are particularly 
easy to formulate. 
Let (E, P) be an OBS with normal positive cone, and let e E P be 
fixed. Then e is an order unit for the vector subspace 
u N--e, el I h E R+> 
of E. Hence we can define the e-norm on this vector subspace. Then 
(compare [15]) the normality of P implies that the natural injection j, 
of the normed vector space E, : = (U {A[-e, e]l h E I&!+], 11 *11,) into E 
is continuous, and that E, is a Banach space. Moreover, P, : = j;‘(P) 
is a normal cone in E, with nonempty interior. In fact, e E p, . 
Let (E, P) and (F, Q) be OBSs, and let Q be normal. A linear operator 
u : F -+ E is called e-positive if there exists e E l’ such that u(Q) C pe . 
Hence u is e-positive if for every x E Q, there exist positive numbers 
01, /3 such that ore < U(X) < Be. If P has nonempty interior, then every 
strongly positive operator is e-positive with respect to every e E Ii, 
since in this case $ = pe . If Q is generating, then every e-positive 
operator u : F -+ E satisfies u(F) C E, , 
Let E and F be arbitrary Banach spaces, and let D be a subset of E. 
A map f : D -+ F is called bounded if it maps bounded sets into 
bounded sets. It is called demicontinuous if it maps (strongly) 
convergent sequences into weakly convergent sequences. 
The following proposition, whose obvious proof is omitted, is the 
basis for the application of the results of the preceding paragraphs to 
Hammerstein equations. 
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6.1 PROPOSITION. Let (E, P) and (F, Q) be OBSs such that P is 
normal and Q is generating. Suppose that for some e E P, u : F--t E is 
e-positive and u(B) is relatively compact in E, . Let g : R, x P -+ Q be 
demicontinuous and bounded. DeJine f, : R, x P, -+ P, by 
fdh 4 := 4g(~~m))). 
Then the Hammerstein equation 
x = &A, 4, hER+,XEP, 
is equivalent o the equation 
x = f&t 4 hER+,XEP,, 
and fe : R, x P, -+ P, is completely continuous. Furthermore, sf g is 
continuously right-d$@entiable, then f,is continuously right-d$erentiable; 
sf g(h, .) is asymptotically linear, then f,(h, .) is asymptotically linear; 
if g’(p, y) is strictly positive, then fe’(cL, Y> = (u 0 g& i,(r)), 
u o JLtcLd.tY)) %?) is strongly positive; if g’(h, co) is strictly positive, 
then fe,JX, 00) = u 0 gz(h, co) oj, is strongly positive. 
As an application of the general results of the preceding paragraph 
we obtain the following theorem. 
6.2 THEOREM. Let (E, P) and (F, Q) be OBSs such that P is normal 
and Q is generating. Suppose that for some e E P, the linear operator 
u : F ---f E is e-positive and maps bounded subsets of Q into compact subsets 
of P, . Let g : P -+ Q be demicontinuous, bounded, twice continuously right 
d@kentiable, and asymptotically linear such that g’( oo), and for every 
x E P, g’(x) are strictly positive. Suppose that there exists y E Q and a 
strictly positive linear operator v : F -+ E such that for all x E P, 
Finally suppose that there exists 01 > 0 such that for all x > (ye, 
g(x) - g’(x)x < 0. 
Then there exists A* > 0 such thatfor every h E [0, A*], the Hammerstein 
equation 
x = h zig(x) (1) 
has at least one solution, and no solution for X > A*. The positive number 
Ao3 = l/r(ug’( co)) satz$.es the inequality A, < A*. For every X E (A, , A*), 
equation (I) has at least two distinct solutions. 
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Proof. Since Q is generating, there exists p > 0 such that 
B C jil(B+ - B-) (e.g., [12, 221). Hence U(B) C fl(u(B+) - u(B)), 
which implies that u(B) is relatively compact in E,, that is, u is a 
compact linear operator from F into E, . Now Proposition (6.1) and 
Corollary (5.13) imply this statement. Q.E.D. 
Of course, it is easy to get more general results for Hammerstein 
equations by applying the more general results of the preceding 
paragraphs. We leave this task, as well as applications of these results 
to Hammerstein integral equations, to the interested reader. 
7. APPLICATIONS TO ELLIPTIC BOUNDARY VALUE PROBLEMS 
In this paragraph we shall show how the general results of the 
preceding paragraph can be applied to elliptic boundary value 
problems (BVP) of the form 
Lx = A$(*, x) 
Bx = 0 
in 0, 
on ai2. (1) 
Here we suppose that (L, B) and A2 satisfy the hypotheses stated in 
Paragraph 1. 
It is well know that for every y E G(D) the linear BVP 
Lx = y in Sz, 
Bx = 0 on asz, 
has a unique solution X: = z@) E C”++Z). The Schauder a priori 
estimates (e.g., [I, 9, 181) imply that the linear operator li maps 0(o) 
continuously into C”+J@). Moreover, by using Lp - a priori estimates 
and Sobolev type imbedding theorems, it can be shown (e.g., [3, 41) 
that 2i has a unique extension to a compact linear operator 
u1 : C(D) + Cl@). 
Throughout this paragraph we denote by E the OBS C(a) with its 
natural ordering, that is, E = (C(o), P) with 
P : = (x c C(Q) 1 for every t E li;F, x(t) > 0). 
Clearly, P is normal and has nonempty interior. 
We denote by ii : C’(a) --t C(s) the natural injection. Then the 
linear operator u : E --t E, defined by 
24 :=jloul 
204 HERBERT AMANN 
is called the solution operator for (L, B). The solution operator u is 
e,-positive, where e, is the unique solution of the linear BVP 
Lx = 1 in Q, 
Bx = 0 on a52. 
Moreover, u maps bounded subsets of E into compact subsets of 
Ee, [4, Lemma 5.31. 
Suppose that 4 E Ci(G’ x IX,) satisfies for every (t, EJ) E B x R, , 
#t, 5) > 0. Then the Nemytskii operator g : P --+ P, defined by 
is continuously right-differentiable and bounded. For every x E P 
and h E E, 
g’(x) h(t) = h(t, x(O) 4th tEli;r. (2) 
Moreover, g(Cl(Q)) C C’(Q). 
By using these facts, it is easy to see that the BVP (1) is equivalent 
to the Hammerstein equation 
x = hug(x) 
in P. In particular, the linear eigenvalue problem 
Lx = Ax in IR, 
Bx = 0 on asz. 
(3) 
is equivalent to the equation 
x = Au(x) 
in E. Hence, according to Proposition (6.1), (3) is equivalent to the 
equation 
x = Au,(x) 
in 4, , where ueO : = u o 1; : Ee, -+ Ee, is compact and strongly 
positive. The operator ueO ha: positive spectral radius T(z+) and ~(zL,.) 
is a simple eigenvalue of ueO having a positive eigenfunction. In fact, 
r(u,J is the only eigenvalue of ueO having a positive eigenfunction. 
These results and the strong maximum principle (e.g., [20]) 
imply that problem (3) has a smallest eigenvalue A, , the principal 
ezkenvalue of (3). M oreover, A, = l/r(Q; hence A, is positive and it 
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has a positive eigenfunction. Indeed, it is the only eigenvalue of (3) 
having a positive eigenfunction. 
7.1 PROPOSITION. Let + E C?(Q x W,) be given and suppose that 
there exist OL, p E ti+ such that for every (t, 0 E a x R, , +(t, 6) > 
01 + jl[. Then the BVP (1) has no solution if h > X,//3, where A, denotes 
the princ$al etkenvalue of (3). 
Proof. Define II E P by 
Q(t) := 1, tea. 
Then, for all x E Pe, and h E R, , 
f&t 4 = wi&)) 2 w %&> + b 
with y: = ~(1) E p, . Hence by Proposition (4.2), Proposition (6.1), 
and the remarks above, if x E P is a solution of (l), then 
h < W%J = h/P. Q.E.D. 
Let the hypotheses of Proposition (7.1) be satisfied and suppose in 
addition that there exists y > 0 such that 
Wd&, 7) I (6 7) EQ x R+t > -Y- 
Set o: = A&? > 0. Then problem (1) is obviously equivalent to the 
nonlinear BVP, 
(L + w)X = A+(*, X) + wx in 9, 
Bx = 0 on as1. 
Denote by u, the solution operator for (L + w, B) and define 
h:R+ x P+Pby 
h(h, x) = Ag(x) + wx. 
Then u, is e,-positive and maps E compactly into Ee., where e, is the 
solution of the BVP 
(L + W)(X) = 1 in Q, 
Bx = 0 on 82. 
The map h : R, x P -+ P is continuously right-differentiable and 
bounded. Moreover, for every (A, x) E R, x P, 
w, 4 = (g(x), W(x) + WG), 
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and for every h E R, , 
h(A, -)(Cl@)) c C’(J=q. 
It follows from (2) and (4) that for every (A, X) E [0, A,#] x P, 
#(A, X) is strictly positive. 
7.2 THEOREM. Suppose that there exist positive numbers LY, j3, and y 
such that 4 E Cl(fl x R,) satis$es the following conditions. 
(i) fey every 0, I) Efl x R+ , M, 4) > 0~ + Bt; 
(4 inf&(t, 7) I (t, 7) EQ X R+> > 7. 
Then there exists a positive number A* such that the nonlinear BVP (1) 
has a minimal positive solution .%(A) E C2+u(n) if 0 < A < A*, and (1) 
has no solution if A > A*. The map LV(-) : (0, A*) -+ C”+“(Q) is left 
continuous and strictly increasing. Problem (1) has a solution for X = A* 
if and only if {II %(h)jl,cn, 1h E (0, A*)} is bounded. This is the case if 
and only if x* : = limA,,t-, $A) exists in C”+u(Q), in which case x* 
is the minimal positive solution of (1) for h = A*. 
Proof. The statement follows from Proposition (7.1), Proposition 
(6.1), Theorem (4.4), and the remarks above. In particular, due to the 
fact that the solution operator u is an extension of ri : C“(0) + C2+u(I(;E), 
it is easily seen that the equation 
f(h) = Aug@(h)), y E [O, A*) 
implies the strong continuity results of g(s) given in the statement. 
Q.E.D. 
It is now a problem of the theory of elliptic differential equations 
proper to show that for a given class of equations the family of 
minimal positive solutions is bounded. Then A = [0, A*], and in 
some cases it is possible to draw important conclusions from this 
fact. For example, if $(t, a) is supposed to be strictly convex, then 
Lemma (4.7) implies that in a neighborhood of (A*, %(A*)), the 
solution set Z is made up by a simple curve which “bends to the left” 
(that is, h”(0) < 0). H ence in this case, there is a positive number 
E > 0 such that for every h E (A* - E, A*), problem (1) has at least two 
solutions. This method has been exploited by Crandall and Rabinowitz 
[1 l] and, in a different way, by Keener and Keller [13] to obtain local 
multiplicity results for certain classes of boundary value problems. 
(Compare the second part of [I l] f or a global multiplicity result, 
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different from our results and obtained by an entirely different 
variational method.) 
7.3 PROPOSITION. Suppose that 4 E Cl(a x R,) satis$es the 
following assumption (A). 
I 
For mery (t, 5) l i.2 x R+ ,+(t, 5) > 0; 
(4 
there exists Q function & : Q -+ nB+ suck that 
lim d&, 7) = &(t), 
uniformly in t iz a. ‘+* 
Then the hypotheses of Theorem (7.2) are fuljilled. 
Proof. (i) Since & is necessarily continuous, 
(7 : = min(+,( t) ] t E a} > 0. 
Hence there exists &, > 0 such that for all t E 0 and all 7 > &, , 
f&(4 7) 2 4 s e E: = min{$(t, ()I t E Q, 5 E [0, &,]). Then by the t 
mean value theorem, for al1 t E A? and 6 > &, , 
dt, 5) b f + (47% - &). 
Now it is easily seen that CC = e/2 and /3: = min(E/2&, a/2) have the 
desired property. 
(ii) The number 
Y : = 1 + maxi1 +&, 41 I t E 0, 7 E [O, &II 
satisfied inequality (ii). Q.E.D. 
7.4 LEMMA. Suppose that (b E Cl@ x R,) satisfies assumption (A). 
Then the Nemytskii operator g : P --t P is asymptotically linear, and for 
evfzry x E P, 
g’(oo) x(t) = &m(t) x(t), t E Q. 
Proof. Let Q > 0 be given. There exists &, > 0 such that for 
every t E Sz and every p > &, , 
I M4 d - dr&)l -=c 42. 
Hence there exists (Y > 0 such that for every t G A? and r) > to, 
I 446 711 < a. Set 8: = max(l b(t, 5)ll t E 52, 5 E 10, &I} and suppose 
that x E P satisfies 
208 HERBERT AMANN 
Then for every t E 3ls with x(t) < & , 
I MS x(t)> - M) ~(Wll x II < (B + II (bm II&J/II x II < (. 
NOW suppose that t E a satisfies x(t) > &, . Then by the mean value 
theorem, 
4(4 x(t)) = +(4 &o) + Cr(4 w)@(t) - 50) 
with [,, < Z(t) < x(t). Hence 
I WY x(t)) - fw> -ml d I 9% 4ldl + I(br(4 W) - dm(t)) #I 
+ I dr(4 WN5cl I < B + (4) II x II + 4% * 
This implies 
I w x(t)) - 9w) WI/II x II < (4) + (4 + rwll x II G 6. 
Hence we have shown that 
I$E”n” I w, +>I - VW) WI/II x II G Ev 
and the statement follows. Q.E.D. 
7.5 LEMMA. Supp ose that 4 E C2@ x R,) satisfies assumption (A). 
Then there exists OJ E ti+ such that f : R, x P, --f P, , defined by 
f(k -4 : = %(W, i?(x)), 
withe: = e,, satisJies hypotheses (HO), (H), and (II,). Furthermore, the 
nonlinear BVP (1) is equivalent o the problem 
x = f(A, x). (5) 
Proof. It follows from Proposition (6.1) and the results above that 
(5) is equivalent to (1). Proposition (7.3) and Proposition (7.1) show 
that A* = sup A < a. Hence the choice of w taken above, relation 
(4), and Proposition (6.1) show that for every (A, LX) E (0, A*) x P, , 
f’(h, x) is strongly positive. Since for every X E R, , 
A,(/\, co) = hg’(cc) + co& , 
it follows by the same way that for every )r E (0, A*], &(A, CO) is 
strongly positive. Clearly f(0, 0) = 0. H ence hypothesis (H) is 
satisfied. 
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Suppose that for some x E P and u E [1, co), f(0, x) = x. Then 
x E Cz+$2) and 
i.e., 
(L + w)x = U-%IJ~ in J2, 
Bx = 0 on ?X2, 
[L + ~(1 - cl)]x = 0 in Sz, 
Bx =0 on ai2. 
Hence w( 1 - u-l) >, 0 implies x = 0. Therefore hypothesis (II,,) is 
satisfied. 
Finally observe that 
fO9 4 = kig(ie(~))) + ~%J(&)). 
Hence Proposition (5.1) and Lemma (7.4) imply that f satisfies 
hypothesis (H,). Q.E.D. 
7.6 THEOREM. Suppose thet 4 E C2(Q >i R,) satisjes assumption 
(A). Then the stutement of Theorem (7.2) is true. 
Denote by A, the principal eigenvalue of the linear eigenvalue problem. 
Ly = X&y in Q, 
By = 0 on asz. 
Then 0 < A, < A*. If limA+A*-,, 11 X(X)IIc(a) = CO, then A, = A.* If 
A, < A*, then (1) h as a minimal positive solution for X = A*. For every 
h E (A, , A*), the BVP (1) h as at least two positive solutions. 
The set of all (positive) solutions of (I) is unbounded in C(Q). However, 
for every $xed h # A, , the set of solutions of (1) is bounded in C”+“(Q). 
Proof. By the previous considerations, y(fJX, o10)) = 1 if and only 
if the linear BVP 
(L + w)X = h&x + wx in Q, 
Bx =0 on a52, 
has a positive solution. This is the case if and only if X is equal to A, . 
Now the statement follows from Proposition (7.3), Lemma (7.5), 
Theorem (4.1), Corollary (5.3), Proposition (5.4), Proposition (5.6), 
and Theorem (5.7). Q.E.D. 
580/17/z-6 
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Finally we shall give a sufficient condition for A, < A*. First we 
need some preparation. 
7.7 LEMMA. For every p > N, the solution operator u of (L, B) has 
a unique continuous extension 12 over L,,(G). Moreover, 2 maps L,(Q) 
continuously into Ee, . 
Proof. The L,-estimates (e.g., [ 1,9, 181) imply for every 9 E (1, co) 
the existence of a positive constant cy. such that for every x 6 Cz(D) 
satisfying Bx = 0, 
I/ x lIw;m < fx II La lIL&?) * 
Imbedding theorems of Sobolev type (e.g., [lg]) show that for every 
p > N, there exists fl > 0 such that for every x E P(a), 
where o: = 1 - N/p. Hence, for everyp > N, there exists a constant 
y > 0 such that for every x E C”(a) satisfying Bx = 0, 
Therefore, for every x E P(0), 
and Cl@) being dense in L,(Q), it follows that ti has a unique 
continuous extension to a linear operator 
zi : L,(O) + cyQR). 
Clearly, U’ is also the unique continuous extension of the solution 
operator u of (L, B). 
Suppose now that 6 = 1 (Neumann or regular oblique derivative 
boundary operator). Then the strong maximum principle implies that 
EC, = E. Hence, Cl(D) being continuously imbedded in E, the 
statement is obvious. 
Therefore suppose that S = 0 (Dirichlet boundary operator). Then 
u’(L,(sZ)) C C,,‘(o), where C,l(a): = {x E C’(Q): x I X2 = O}. In the 
proof of [4, Lemma 5.31 it has been shown that C,,l(a) is continuously 
imbedded in E, . This implies the above statement. Q.E.D. 
7.8 LEMMA. Suppose that + E Cl(fi x R,) satisfies the following 
condition: there exists y E P and p > 0 such that for all t E Q and all 
?1 >P, 
4(4 77) - d&2 77)rl G -YW 
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Then, for every w > 0, there exists c1 > 0 such that for all x E E, with 
x>oleandeveryhEfi+, 
f(h 4 - f&4 x)x < 0, 
where e and f are defined as in Lemma (7.5). 
Proof. It is obviously enough to prove the existence of 01 > 0 such 
that for all x E E with x > ore, 
%sg(x) - g’(+4 < 0. 
By the strong maximum principle, for every t E Q, e(t) > 0. Hence, 
for every compact subset KC Q, there exists 01 > 0 such that for all 
t E K, ale(t) > p. For every a E R, set 
M, := {tEDI se(t) <p}. 
Then 
& A%) = 0, (6) 
where p(s) denotes Lebesgue measure in RN. 
Let p > N be fixed. For every x E P define a+(x), z-(x) E&(Q) by 
4Ek x(t)) 44 - w 40) z-(x)(t) :=lo if x(t) > P, otherwise, 
and 
z+(x) :== g(x) - g’(x)x + z-(x). 
Choose /I > 0 such that 
M:={t~Q~y(t)>0}n{t~QI~e(t)>p}# 0. 
Then, for every x E E with x >, pe and every t E s2, 
ow 2 r(t) XMW 
where xM denotes the characteristic function of the set M. Hence there 
exists y1 E l’ such that for every t E Q, z-(x)(t) > yl(t). 
Consider L,(Q) an OBS with its natural ordering, that is, the 
positive cone in Lp(Q) is equal to 
p&m := {x EL,(S)1 for almost all t 6 9, x(t) >, O}. 
Then P is dense in PL,cQ) , and I?, being a continuous extension of a 
positive operator, r7, is positive also. Hence, by the e-positivity of u, , 
rl,x(x) 2 r2,yl = u,yl Z ye 
for some y > 0. 
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Set 
Then for every x E P, we find the inequality 
Now take (Y > ,8. Then, for every x E E satisfying x > eye, 
BY (6), xw, -+ 0 in &(Q) a 01 --f co. Hence Lemma (7.7) implies the s 
existence of 01 > 0 such that 
Hence we have shown that there exists ar > 0 such that every x E E 
with x > (ye satisfies 
u&C4 - g’(W < -(rP)e -c 0. 
This proves the lemma. 
Proof of the Theorem of Paragraph 1. It follows from Lemma (7.8) 
that the map f defined in Lemma (7.5) satisfies hypotheses (H,), 
(JO (K), and (0 H ence the statement follows from Theorem (7.6), 
Proposition (5. I l), and Theorem (5.10). Q.E.D. 
Finally it should be remarked that by the same method nonlinear 
boundary value problems of the form 
Lx = #(A; *, x) in 9, 
Bx =0 on af2, 
can be treated. 
Note added in proof. Since this paper had been submitted for publication, there 
appeared the paper by E. N. Dancer: Global solution branches for positive mappings, 
Arch. Rat. Mech. Anal. 52 (1973), 181-192. Dancer’s paper contains essentially the 
results of the paper [6] by the author. Consequently, [6] will not be published. Part (b) 
of Theorem (4.1) of the present paper follows by a simple modification from Theorem 1 
in Dancer’s paper. 
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