In 1961, D. R. Daniel observed that the success of a company is usually determined by three to six major factors. This observation has led to many successful management ideas, but they leave one puzzled: why three to six? why not two or seven? In this paper, we provide a possible explanation to this puzzle; namely, we show that these numbers of factors can be derived from Zipf's Law and from the 7 ± 2 principle.
Analysis of the Problem and the Resulting Formulas
It is often important to find the exact expression for the dependence.
In general, we are interested in controlling the value of a certain quantity ye.g., of the company's productivity. We cannot control this quantity directly, but we can change the values of some other quantities x 1 , . . . , x n , and we know that the change of these quantities x i affect the quantity y. To implement such an indirect way of changing the quantity y, we need to know how exactly the change in x i affects y. In other words, we need to know the expression y = f (x) which determines how y depends on the parameters x = (x 1 , . . . , x n ).
We need an approximate expression for the desired dependence. In general, the space of all possible functions is infinite-dimensional, meaning that we need infinitely many parameters to exactly describe each function. This can be done, e.g., if we select an orthonormal base e 1 (x), . . . , e k (x), . . . ; then, each function f (x) can be represented as a linear combination
In practice, we can only determine and store finitely many parameters a 1 , . . . , a k . Based on the known values a 1 , . . . , a k , we can only determine the
The combinations e 1 (x), . . . , e k (x) serve as factors which determine the value of the desired quantity y.
Our objective. We want to determine how many factors we need. For that, we first need to describe what accuracy we need to achieve. Once this is determined, we need to determine how many factors to take into account so that we will be able to achieve the desired accuracy.
What accuracy we need: 7 ± 2 law. It is known that in the first approximation, we divide the objects into 7 ± 2 categories; see, e.g., [3] . In other words, we divide everything into five to nine categories. In particular, instead of the exact value, we have N (five to nine) categories of values.
In general, the interval [0, V ] of possible values is divided into N subintervals
, etc. Within each subinterval, we can select the midpoint as its most accurate representation: the difference between each value from the subinterval and this subinterval's midpoint cannot exceed the subinterval's half-width V 2N . Thus, for the value to be within the correct category, we need to determine the value with relative accuracy 1 2N . The value N ranges from N = 5 to N = 9. For the smallest value N = 5, we thus need a relative accuracy 1 10 = 10%, while for the largest value N = 9, we need a relative accuracy 1 18 .
How approximation accuracy depends on the number of factors
k. For the orthonormal basis, we have ∥f
When k increases, the value ∥f ∥ k gets closer and close to ∥f ∥. Thus, to get a good approximation, we want to select the number of factors k for which ∥f k ∥ is close to ∥f ∥.
What accuracy we need. We have mentioned that we need an approximation of relative accuracy 1 2N . Thus, we need to find the number of factors k for
) .
Zipf 's law. To find out how many factors we need to achieve a given accuracy, we need to know how the parameters a i depend on i. Since the series |a i | 2 converges, the values a i tend to 0. In many areas of science and engineering, the decrease of a tending-to-zero quantity a i can be described by the Zipf's law a i = c i ; see, e.g., [4] . It is therefore reasonable to use this law. Let us now combine all these formulas to get a possible explanation for the puzzling three-to-six factor. ) , where N can take any value from 5 to 9. Thus, to find the smallest number of factors sufficient to describe the dependence with a given accuracy, we need, for each N from 5 to 9, to find the smallest k for which the above inequality holds.
Simplifying the above condition.
Since the values ∥f ∥ and ∥f k ∥ are defined as square roots, it is convenient to consider not the original inequality, but the equivalent one which is obtained from the original one by squaring both sides:
Expressing ∥f k ∥ 2 and ∥f ∥ 2 in terms of the values a i , we get the equivalent inequality
Substituting a i = c i into this formula, we get
Dividing both sides of this inequality by c 2 , we get:
It is known that
. Thus, we conclude that
For each N , we need to find the smallest k which satisfies this inequality.
It is sufficient to consider extreme values of N . Let k(N ) denote the smallest value k for which the above inequality is satisfied for a given N . We are interested in the range of possible values of k(N ) when N takes the values from 5 to 9. For each N , the above inequality is satisfied for k = k(N ). The smaller N , the larger 1 N and thus, the smaller the difference 1 − 1 2N and the smaller the square of this difference. So, for N ′ < N , the above inequality is also satisfied for k = k(N ). Therefore, the smallest value k(N ′ ) for which the above inequality is satisfied for N ′ is smaller than or equal to k(N ). In other words, the smaller N , the smaller k(N ). Thus, the smallest possible value of k(N ) is attained when N is the smallest (i.e., when N = 5), and the largest value of N is attained when N is the largest, i.e., when N = 9. So, to find the range of possible values of k(N ), it is sufficient to consider only two values of N : N = 5 and N = 9. Let us consider these two values one by one.
Case of N = 5. For N = 5, we have 1 − 1 2N = 0.9 and thus,
So, we want to find the smallest k for which
Here, Thus, for N = 5, the smallest number of factors needed to described the dependence with the corresponding accuracy is k = 3.
Case of N = 9. For N = 9, we have 1 − 1 2N = 1 − 118 and thus, Thus, for N = 9, the smallest number of factors needed to described the dependence with the corresponding accuracy is k = 6.
Conclusion.
When N takes values from 5 to 9 (in accordance with the 7 ± 2 law), the corresponding number of factors ranges from k = 3 to k = 6. Thus, the above combination of Zipf's law and 7 ± 2 law indeed explains Daniel's law -that we always need three to six factors.
