We study dissipation in inhomogeneous two-dimensional electron systems. We predict a relatively strong current-induced spatial asymmetry in the heating of the electron and phonon systems -even if the inhomogeneity responsible for the electrical resistance is symmetric with respect to the current direction. We also show that the heat distributions in the hydrodynamic and impurity-dominated limits are essentially different. In particular, within a wide, experimentally relevant interval of driving fields, the dissipation profile in the hydrodynamic limit turns out to be asymmetric, and the characteristic spatial scale of the temperature distribution can be controlled by the driving field. By contrast, in the same range of parameters, impurity-dominated heating is almost symmetric, with the size of the dissipation region being independent of the field. This allows one to distinguish experimentally the hydrodynamic and impurity-dominated limits. Our results are consistent with recent experimental findings on transport and dissipation in narrow constrictions and quantum point contacts.
I. INTRODUCTION
Electron transport involves two key ingredients: charge and energy transfer. Electrical resistance and heat dissipation, while always occurring back-to-back, typically rely on different mechanisms: elastic scattering off inhomogeneities and inelastic electron-phonon scattering, respectively. Understanding the underlying dynamics and the nature of dissipation is of fundamental importance and is also crucial for practical applications, in particular, in devices exploiting phase-coherent phenomena. Notably, resistance and dissipation in nanosystems can be dominated by spatially separated parts of the system. Such a "heat-resistance separation" is particularly prominent in ultraclean structures, as was discussed in detail in the seminal paper [1] for the case of a point contact. The derivation in Ref. [1] yielded two conceptually important results: (i) Joule heating is non-local and spatially separated from the contact (where the voltage drops); (ii) in the limit of small current, non-local heating is symmetric for symmetric contacts. The interpretation of the result (ii) was based on the assumption about the electron-hole symmetry at the Fermi level.
Impressive recent progress in nanoscale thermal measurements [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] has made it possible to test these statements with extremely high precision. In particular, a highly sensitive experimental method of thermal nanoimaging using a superconducting quantum interference device on a tip has been developed [14] . This technique provides direct visualization of the dissipation mechanisms in quantum systems down to the spatial scale of a single impurity, with thermal sensitivity on the order of microkelvins. This high-resolution thermography was employed to study dissipation in graphene [15] , where dissipation ring-shaped spots were observed and associated with individual atomic defects. This interpretation was supported by the theory of "resonant supercollisions" [16, 17] . The results presented in Ref. [15] clearly indicated the nonlocality of dissipation in a full agreement with the statement (i) of Ref. [1] . On the other hand, it was demonstrated [18] that overheating of narrow constriction is strongly asymmetric with respect to direction of the electric current. This observation should be contrasted to the statement (ii) of Ref. [1] and thus requires further theoretical analysis.
Thermal nanoimaging experiments in ultraclean systems are also very interesting in view of recent discussion of signatures of hydrodynamical behavior in electrical and thermal transport at nanoscale (see Ref. [19] and references therein). One of the key purposes of the current paper is to explore manifestations and hallmarks of the hydrodynamics in the the spatial character of dissipation.
Motivated by the recent experimental advances in thermal nanoimaging described above, we study in this paper the dissipation in a narrow constriction in a twodimensional (2D) electron system. We predict a relatively strong current-induced spatial asymmetry in the heating of the electron and phonon systems -even if the inhomogeneity responsible for the electrical resistance is symmetric with respect to the current direction. As we will show below, the spatial asymmetry of non-local dissipation can be explained within the framework of a kinetic equation taking into account electron-hole asymmetry in the vicinity of the Fermi level. We will present calculations for both the hydrodynamic (HD) regime, which emerges when the electron-electron collisions dominate over other scattering mechanisms, and the impurity- dominated (ID) regime realized in dirty systems. While the hydrodynamic solution is rather straightforward, the calculation in the ID limit is more involved and requires specification of the electron-phonon collision integral. We use here a simplified model form of this integral which captures all physical properties of the problem and allows for an exact analytical solution. We identify regions of parameters with different behavior of the dissipation profile and present analytical solutions for all of them. The control parameters are ratios of three characteristic length scales characterizing the size of the constriction, the current, and the electron scattering. We show that a relatively strong spatial asymmetry of dissipation arises generically when the current is not too weak. Furthermore, we demonstrate that the asymmetry of dissipation dramatically increases in the HD regime. Therefore, experimental observation of a very strong asymmetry, as in Ref. [18] , represents an evidence of hydrodynamic type of transport.
II. MODEL
We consider electron transport in a 2D system which consists of a narrow strip with an inhomogeneous distribution of the elastic scattering rate, see Figs. 1a. In this setup, the term "constriction" will be used for the region of enhanced elastic scattering (a macroscopic "defect" with increased resistance). As we will see, dissipation in this model is qualitatively similar to that in a geometric constriction with homogeneous disorder. At the same time, the disorder-controlled constriction model allows one to simplify the solution by formally reducing the problem to a one-dimensional one.
We assume a parabolic dispersion for electrons characterized by mass m and start from kinetic equation describing the distribution of electrons over velocity V in the electric field characterized by the force F:
Here,
is the collision integral including contributions from impurity, electron-phonon and electron-electron scattering, respectively. We write the impurity collision integral in a standard form
where τ is the (coordinate-dependent) momentum relaxation time, f 0 = f , and · · · stands for averaging over velocity directions.
In order to study electron-phonon heat balance, one needs to specify the electron-phonon collision integral. The simplest model of this integral, which leads to relaxation to the Fermi distribution function with the lattice temperature T 0 , reads
where γ is the electron-phonon scattering rate which is assumed throughout the paper to be small compared to the momentum relaxation rate: γτ 1. The collision integral (3) captures basic physics of the electron-phonon energy transfer and allows for exact analytical solutions. As for the electron-electron collision integral St ee , we do not need an explicit expression for it and only use the fact that it preserves the total particle number, energy, and momentum. For simplicity, we characterize St ee by a single electron-electron collision time τ ee .
Since the system under the consideration is inhomogeneous along the x direction, the electric field depends on the coordinate and can be written as
where δF (x) is the inhomogeneity-induced correction which should be found self-consistently by solving the Poisson's equation. The calculations drastically simplify in the limit of infinitely strong screening, when δF can be found from the quasineutrality condition N ≈ N 0 = const. In this paper, we will restrict ourselves to this limit only. Below, we use different approaches depending on the relation between momentum relaxation time τ and time of electron-electron collision, τ ee . For the case of fast electron-electron collisions (τ ee τ , we use a hydrodynamic ansatz, while for slow collisions we neglect the electron-electron collision integral, assuming that the thermalization occurs solely because of the electronphonon interaction.
The strength of overheating and the degree of dissipation asymmetry depend on the relation between characteristic lengths in the problem, see Fig. 2 . Two panels of this figure correspond to the cases l * < L (Fig. 2a) and l * > L (Fig. 2b) , where l * is the diffusive length of inelastic scattering,
and L the size of the constriction. Here D 0 is the diffusion coefficient in the absence of driving electric field. Furthermore, the temperature distribution strongly depends on the relation between these two field-independent lengths L, l * and the drift inelastic length
which depends on the drift velocity v governed by the field. In total, we have six different cases of ordering of the lengths L, l * and l in , which are labeled by roman numerals from I to VI in Fig. 2 .
As we show below, the difference between the HD and ID regimes is particularly pronounced in the parameter region L < l in < l * labeled V in Fig. 2b . In this case, the temperature distribution in the ID regime is almost symmetric (with overheating proportional to F 2 0 in accordance with earlier prediction of Ref. [1] ) and has a small (∝ F 3 0 ) asymmetric correction. The spatial size of this distribution is on the order of l * and thus is field-independent. By contrast, the HD temperature distribution is strongly asymmetric with the characteristic scale on the order of l in and, therefore, can be controlled by electric field. This difference (see panels b and c of Fig. 1 ) can be experimentally resolved, giving a possibility to distinguish experimentally between hydrodynamic and drift-diffusion cases.
III. HYDRODYNAMIC REGIME A. Hydrodynamic formalism
In this section, we assume that
(which also implies τ ee γ −1 ) so that fast electronelectron collisions drive the system into the HD regime, in which the system is fully described by local values of drift velocity, v(r, t), temperature, T (r, t), and chemical potential µ(r, t) = N (r, t)/ν. (Here N is the electron concentration and ν = const is the thermodynamic density of states.) Although the derivation of hydrodynamic equations for these quantities is quite standard and can be found in textbooks, we present this derivation in Appendix A in order to make the presentation self-contained.
The hydrodynamic heat balance equation reads where C is the heat capacitance of a 2D system given by C ≈ π 2 νT /3 for νT N (Fermi distribution), and C ≈ N for νT N (Boltzmann distribution). In Eq. (8) we neglected the second-derivative term with the heat conductivity, which is proportional to τ ee in the HD limit and is, therefore, small. We will discuss the role of this term in the end of the paper.
One can straightforwardly generalize Eq. (8) for a more general collision integral by replacing
where the integer number k depends on the type of phonons. Assuming that the inhomogeneity leads to a small deviation, δT (x), of temperature from the value of T at |x| → ∞, linearization of collision integral yields:
Let us make a short comment before solving Eq. (8). It was found in Ref. [1] under the assumption of electronhole symmetry, that the temperature distribution in the overheated system is a symmetric function with respect to the current direction. As we will show below, the breaking of the particle-hole symmetry gives rise to asymmetric temperature distribution, even when the deposited heat, described by the term mv 2 /τ , is a symmetric function of x. The particle-hole asymmetry reveals itself in Eq. (8) through the term div(vT ). It is worth noting that this term is also responsible for nonzero thermopower.
Throughout the paper we will focus on calculation of the electron temperature distribution T (x). What is measured in experiment is the phonon temperature T 0 which also becomes position dependent because of the energy transfer between the electron and phonon subsystems: T 0 → T ph (x). This dependence can be directly found from the heat balance equation for the phonon subsystem,
where κ ph is the phonon heat conductivity, T 0 = const is the temperature of the substrate and γ 0 is the rate of the heat transfer between phonon subsystem and substrate. Typically, γ 0 γ, and κ ph γ 0 L 2 , so that T ph is very close to the temperature of the substrate with a small correction which is fully expressed via the electron temperature:
B. Homogeneous heating
In the stationary homogeneous case (∂/∂t → 0, ∇ → 0), we find from Eqs. (A2), (A3), and (8):
yielding a homogeneous temperature of the electron system
which differs from the substrate temperature by a conventional quadratic-in-field term. The parameter controlling the overheating is
so that
For strong overheating, 1 − α 1, we get T ≈ F 2 0 τ /mγ and initial temperature T 0 drops out from all final equations. For a more general collision integral, we find by means of Eq. (9):
C. Dissipation profile around an inhomogeneity
Next, we assume that τ depends on x, see Fig.1a , with a limiting value τ ∞ at x → ±∞. This model can also mimick the geometrical constriction, see Appendix B. Below, we will demonstrate that even for symmetric dependence τ (x) = τ (−x), the dependence of the temperature is asymmetric. Physically, this asymmetry arises from the electron-hole asymmetry at the Fermi level. Therefore, the effect becomes particularly strong for the Boltzmann distribution (T µ) for which the electron-hole asymmetry is maximal.
We focus on the simplest case of very short screening length, when quasineutrality of the electron liquid dictates its incompressibility. The corresponding criterion is most transparent for a gated system (see Appendix A) characterized by the electrical capacitance C. The incompressible regime is effectively realized when the plasma-wave velocity s = e 2 N 0 /mC is sufficiently large: s 2 T /m. In this regime, putting in Eq. (A3)
and using then the current conservation,
one simplifies Eq. (8):
where C ≈ C(N 0 , T ). The temperature of the electron gas at |x| → ∞ is given by Eq. (16) with the replacement τ → τ ∞ . For strong field, T can be much larger than T 0 . For weak inhomogeneities, one can linearize collision integral around T . Let us assume that τ has a small x-dependent correction and introduce the dimensionless function
Then, Eq. (19), linearized with respect to ξ, becomes
where
and
is the drift inelastic length. The latter simplifies for the Boltzmann case and for a simplified collision integral (3):
is strongly asymmetric function of x. The temperature profile (24) is shown in Fig. 3 for several values of L/l in . For convenience, we assumed a Gaussian shape of the inhomogeneity 1/τ (x) [20] . It is seen from the figure that the asymmetry is very strong in the limit L/l in 1 and becomes weak in the opposite limit. Below we analyze analytically these two limiting cases.
For weak coupling to the phonon system,
the shape of the function δT (x) is strongly asymmetric: it decays for x < 0 within the distance L and within much longer distance l in for x > 0. In the limit l in = ∞, a maximum asymmetry is reached and the difference of temperatures at x = ±∞ tends to a finite value:
Hence, the asymmetric part of the temperature distribution is proportional to the first power of the driving force F 0 and remains finite in the limit l in → ∞ (for a fixed system size). Fixing l in and turning L → 0, we find
In the opposite limit of fast electron-phonon collisions, L l in , the assymetry is weak. The temperature can be found by expanding G(x ) in the Taylor series near x = x in Eq. (24). This yields
The asymmetry is encoded in the second term which is proportional to (F 3 0 /γ 2 )dτ (x)/dx. Hence, for weak electrical driving, the asymmetry arises in the third order with respect to electric field. With increasing field, the asymmetry becomes proportional to F 0 as follows from Eq. (27). This explains why this asymmetry is not captured by a conventional perturbative-in-field approach which accounts for heating effects within quadratic-infield approximation [1] (see a more detailed discussion in Sec. V).
It is instructive to analyze how increasing the chemical potential (and thus decreasing degree of the electron-hole asymmetry) affects the dissipation regime. For large µ, we have l in ∝ C/N ∼ T /µ. Therefore, for sufficiently large chemical potential, l in becomes smaller than L and we drive the system into regime of weak asymmetry described by Eq. (29).
To conclude this Section, we would like to stress that within the hydrodynamic picture, inhomogeneity of overheating is only controlled by the relation between the [20] .
size of the resistance inhomogeneity L and drift inelastic length l in , as illustrated in Fig. 2 . Parameter regions I, II, and IV correspond to weak asymmetry of dissipation, while in the regions III, V, and VI the asymmetry is relatively strong.
IV. IMPURITY-DOMINATED REGIME A. Kinetic equation formalism and general solution
In the previous Section, we discussed the hydrodynamic limit, assuming that the momentum-conserving electron-electron collision time is the shortest scattering time. Let us now consider the opposite case of dominating impurity scattering:
when the electron-electron collision integral can be neglected. For simplicity, we will restrict ourselves to the non-degenerate (Boltzmann) regime and assume that the momentum-relaxation time is independent of energy. We will also rely on the model form of the collision integral Eq. (3). Such a model allows for exact analytical solution. We search for solution to Eq. (1) in the standard form
where θ is the angle of velocity V and = mV 2 /2 is the particle energy. Since τ is now the shortest time in the problem, higher angular harmonics of the distribution function can be neglected. Substituting Eq. (31) into Eq. (1) and excluding f ±1 , we derive a closed equation for the isotropic part of the distribution function
where D( ) = τ /m is the energy-dependent diffusion coefficient. For the homogeneous system τ (x) ≡ τ one has
For the model collision integral given by Eq. (3), the solution of Eq. (33) gives the Boltzmann distribution
with the temperature given by Eq. (13) . For an inhomogenous system, we search for a solution to Eq. (32) by expanding f 0 in ξ (see Eq. 20) . To this end, we write
where δf ∝ ξ is a small inhomogeneity-induced correction. We linearize Eq. (32) with respect to δf , ξ(x) and
is the electrostatic force induced by the density variation δN = ν d δf (see Appendix A). The explicit solution of kinetic equation (32) in terms of the eigenmode expansion is presented in Appendix C. The final result for the temperature distribution
can be written in the form analogous to Eqs. (24) and (22), with the Fourier transform of the kernel given by Eq. (C12) in Appendix C. The sums determining the kernel can be evaluated in the general case in terms of hypergeometric functions, but the result is too cumbersome to be presented here and we restrict ourselves to a discussion of various limiting cases below. To this end, we introduce the field-independent length
which has a physical meaning of the diffusive energy relaxation length in weak fields when overheating can be neglected, i.e.
The length l * was denotedl in Ref. [1] . For small α, we have l in = √ αl * . Further consideration depends on the relation between l * and L, as shown in Figs. 2(a) and (b) for L > l * and L < l * , respectively. Let us now discuss possible limiting cases.
FIG. 4.
Spatial dependence of temperature in the hydrodynamic (red curve) and impurity-dominated (blue curve) regimes for the case lin L, l * (regions III and VI in Fig. 2) .
B. Large defect size
At large L, the size of the macroscopic defect is the largest scale: L l in , l * . This situation corresponds to the regions I and II in Fig. 2(a) . In this case dissipation is almost local, the asymmetry is weak and δT (x) is determined by local Joule heat with small non-local corrections. Technically, analytical expression for δT can be found by expanding the Forier-transformed dissipation kernel (C12) into series over the wave-vector. Keeping terms up to third order, we find
witĥ
and ξ given by Eq. (20) .
C. Large field
At large F , the field-related scale l in is the largest one: l in L, l * . This situation corresponds to the regions III and VI in Fig. 2 . The overheating is strong in this case (α = 1) and T T 0 . The defect can be treated as point-like and, as a result, δT (x)/T is a universal function of x/l in . This function is plotted in Fig. 4 by the blue line. It is interesting to note that δT (x)dx, as well as xδT (x)dx are the same for the hydrodynamic and impurity-dominated regimes.
D. Small field
At small F , when l in l * , the dissipation kernel can be expanded in F . This situation corresponds to the regions I, IV and V in Fig. 2 . Keeping the two leading terms in the expansion over F , we may write
whereK s,a are non-local integral operators with spatial scale l * :
Kernels K s and K a are even/odd functions with respect to their argument, respectively. These kernels are plotted in Fig. 5 . Assuming further that L l * , we find for the regions IV and V of Fig. 2 :
with
The symmetric term is proportional to F 0 l in /l * ∝ F 2 and gives non-local symmetric overheating. An analogous contribution to δT (x) was found in Ref. [1] in the relaxation time approximation for the electron-phonon collision integral. Non-locality effects are controlled by the diffusive inelastic length l * , in accordance with results of Ref. [1] . The asymmetric term in Eq. (44) is proportional to F 3 0 . It gives correction which is small in l in /l * in this regime, and, therefore, leads to a weak asymmetry of the temperature distribution. This term is beyond the F 2 0 −approximation used in Ref. [1] .
E. Overlap of "large-defect" and "small-field" regimes
Equations (40) and (42) have a certain overlap in validity: region I. In particular, considering Eq. (40) in the limit of small overheating α → 0 and considering Eq. (42) in the local limit l * L, when
we arrive to the same expression: regions III and VI in Fig. 2 , the hydrodynamic temperature distribution looks rather simple. Indeed, in this case, the function ξ(x) is sharply peaked as compared to the inelastic length l in and, as a result [see Eq. (25)],
with δT max given by Eq. (45) for the Boltzmann case (C = N 0 ). We plot this dependence in Fig. 4 together with the corresponding dependence obtained in the ID strongly overheated regime (α = 1). We see that the hydrodynamical function is much more asymmetric. One of the physical reasons for this difference is that electron-electron collisions suppress heat conductivity, which turns out to be proportional to τ ee and turns to zero in the purely hydrodynamical limit of ideal fluid, τ ee → 0. Let us now discuss what happens if we take into account small corrections with respect to τ ee allowing for a finite heat conductivity, κ 0 = 0, of the electron fluid. This modifies Eq. (21) as follows:
Solution of Eq. (48) is given by Eq. (24) with
Analyzing Eq. (50), we find that the heat conductivity does not affect the shape of the temperature distribution and can, therefore, be fully neglected provided that
or, equivalently CvL/κ 0 1. For L ρ l in the sharp jump in the temperature distribution at x = 0 (see Fig. 3 ) gets broadened but the distribution is still asymmetric. Only for ρ l in the asymmetry starts to decrease. For l * L and low field l in L [regions I and II in Fig. 2(a) ], the temperature correction can also be found by expanding the Fourier transform of the hydrodynamic kernel K(x) [see Eqs. (24) and (25)] into series over q. Then, we obtain:
(51) Comparing this formula with Eq. (40), we conclude that the hydrodynamic temperature distribution, in contrast to impurity-dominated one, is not sensitive to the overheating parameter. This happens because in the hydrodynamic regime diffusive heat transfer is suppressed and the only relevant scale for energy relaxation is the drift energy relaxation length l in .
The difference between HD and ID heating is most pronounced in region V in Fig. 2(b) . Here, the impuritydominated overheating, described by the first term in Eq. (44), is almost symmetric (with weak anisotropic correction ∝ K as ), and is dimensionless function of x/l * , while hydrodynamic overheating is strongly asymmetric and is given by a dimensionless function of x/l in [see Eq. (47)]. It is worth noting that such two dependencies can be easily distinguished experimentally because l in is field-dependent in contrast to l * .
To characterize the degree of asymmetry of the dissipation, we define the corresponding dimensionless visibility
In Fig. 6 we show the crossover in the visibility from the hydrodynamic to the impurity-dominated regime for the case of a small defect, L (l * , l in ). In the ideal hydrodynamic limit, τ ee → 0 (ρ = 0), the visibility is simply given by unity. For the hydrodynamics with a finite heat conductivity, the analytical expression for visibility is given by
In order to evaluate ρ defined in Eq. (49), we estimate the heat conductivity κ 0 in the HD regime as
Using now
where α is a dimensionless parameter defined in Eq. (14), we find 6 . Visibility of the asymmetry, V for a small inhomogeneity [L lin, regions III, V and VI in Fig. 2 (b) ] as a function of the parameter α defined in Eq. (53). For the electron-phonon collision integral as in Eq. (8), i.e., with k = 1, the parameter α is given explicitly by Eq. (14) . The limits α → 0 and α → 1 correspond then to weak and strong field, respectively. Upper line (red) -hydrodynamic regime, τee/τ → 0; visibility is maximal (equal to unity). Lower line (blue) -impurity-dominated regime, τee/τ → ∞, calculated by using the results of Sec. IV A and Appendix C. Intermediate curves illustrate the crossover between the hydrodynamic and impurity-dominated limits, as described by Eq. (54); they correspond to τee/τ = 0.125 and 0.5.
In the impurity-dominated regime, the visibility is calculated by using the results for the spatial profile of temperature in Sec. IV A and Appendix C. The corresponding asymptotic behavior of the visibility in the case of weak field (small α) can be found from Eq. (44). The result is expressed in terms of the odd and even kernels (Fig. 5) as
Finally, we remind the reader that the formula (14) for the parameter α was derived for a particular form of the electron-phonon collision integral, as in Eq. (8) , which corresponds to k = 1. The results derived above have, however, a general validity when expressed in terms of the relevant length scales. For a general collision integral, Eq. (9), we find from Eqs. (24) and (23)
The results shown in Fig. 6 remain valid, with α defined now by Eq. (53) and with l in from Eq. (56). Note that for k > 2 the length l in becomes a non-monotonous function of the electric field.
VI. SUMMARY
To summarize, we have investigated dissipation in a narrow constriction in a two-dimensional electron system. Our main prediction is a rather strong current-induced asymmetry in the heating of the electron and phonon systems, which is different in hydrodynamical and impuritydominated regimes. The spatial profile of the dissipation in the hydrodynamic regime turns out to exhibit a particularly strong asymmetry, as illustrated in Fig. 1 . The corresponding spatial scale of the temperature distribution, l in , can be controlled by the driving field. By contrast, the asymmetry of impurity-dominated heating is moderate, and the spatial scale of corresponding temperature distribution, l * , does not depend on the field. The degree of the asymmetry is controlled by the parameter α that depends on the strength of the applied electric field, see Fig. 6 . Our results are consistent with recent experimental findings on dissipation in narrow constrictions and quantum point contacts.
As further developments of our study, it would be worth considering other geometries (including point contacts), the effects of magnetic field, as well as effects of viscosity in the hydrodynamic regime.
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where v(r, t), T (r, t), and µ(r, t) = N (r, t)/ν, are, respectively, local values of drift velocity, temperature and chemical potential, N is the electron concentration and ν = const is the thermodynamic density of states. Multiplying Eq. (1) by "1", "V', and" = mV 2 /2", integrating over V and using ansatz (A1), after some algebra, we get the following set of equations:
where F 0 is driving electric force in the homogeneous case, −e 2 ∇N /C is inhomogeneity-induced correction to this force, C is the gate-to-channel capacitance per unit length (we assume that the system is gated), and In this Appendix, we demonstrate that the results obtained for the hydrodynamic regime obtained in Sec. III for a model of τ (x) inhomogeneity are in fact generic and hold also for a constriction. Specifically, we assume that the width of the strip smoothly varies, forming a geometric constriction characterized by the local strip width a(x). Such a constriction works effectively as an additional source of local resistance, so that even for τ (x) = const the temperature is expected to vary along the strip. This setup can be viewed as a prototype of a point contact considered in Ref. [1] . For incompressible electron fluid, we still assume N ≈ N 0 = const. Then, because of the total current conservation, the current density and, hence, the drift velocity become xdependent:
where we find that for this case Eq. (21) is still valid with a minor modification of G(x):
Now, Eq. (24) is valid with G(x) given by Eq. (B2). As a result, we find
which is fully analogous to Eq. (27).
Appendix C: Solution of the kinetic equation in the impurity-dominated limit
In this Appendix, we solve the linearized kinetic equation (32) for δf defined in Eq. (34). Using dimensionless variables E = /T, X = x/l in , Q = ql in , where l in = v/γ, we find the following equation for the Fourier transform (in the position domain) of δf :
Herê
S 2 (E) = e −E (2αE − 2α − iQE) .
The parameter α characterizes the degree of overheating [see Eq. (14)]. The function λ Q entering the right-hand side of Eq. (C1) should be found self-consistently with the use of Eqs. (35) and (36). Interestingly, the operatorL has a discrete spectrum, which stems from the requirement that the distribution function should be finite both at E = 0 (one of the solutions is logarithmically divergent at E → 0) and at E = ∞ (one of the solutions grows exponentially at E → ∞). Eigenfunctions f n and eigenvalues L n of the operatorL enumerated by integer index n = 0, 1, 2, . . . read f n (E) = e − 1 2 (1+2iQ+Z)E U (−n, 1, ZE) , (C5) Now, we can solve Eq (C1) by the eigenmode expansion:
where for k = 1, 2
We may now evaluate λ Q . We limit ourselves with electroneutral limit e → ∞, where the corresponding condition becomes δN = 0. In this limit, we find
Finally, we calculate the effective temperature of the distribution
It is convenient to write the final result for the temperature distribution in the form analogous to Eq. (24):
This expression is used in the main text for the analysis of the dissipation profiles in various limiting cases. The integrals determining A (k) n and T n , N n can be explicitly evaluated. For compactness, we introduce W ±± = Z ± 2iq ± 1 to write:
