Abstract-Task-based assessments of image quality constitute a rigorous, principled approach to the evaluation of imaging system performance. To conduct such assessments, it has been recognized that mathematical model observers are very useful, particularly for purposes of imaging system development and optimization. One type of model observer that has been widely applied in the medical imaging community is the channelized Hotelling observer (CHO). Since estimates of CHO performance typically include statistical variability, it is important to control and limit this variability to maximize the statistical power of image-quality studies. In a previous paper, we demonstrated that by including prior knowledge of the image class means, a large decrease in the bias and variance of CHO performance estimates can be realized. The purpose of the present work is to present refinements and extensions of the estimation theory given in our previous paper, which was limited to point estimation with equal numbers of images from each class. Specifically, we present and characterize minimum-variance unbiased point estimators for observer signal-to-noise ratio (SNR) that allow for unequal numbers of lesion-absent and lesion-present images. Building on this SNR point estimation theory, we then show that confidence intervals with exactly-known coverage probabilities can be constructed for commonly-used CHO performance measures. Moreover, we propose simple, approximate confidence intervals for CHO performance, and we show that they are well-behaved in most scenarios of interest.
Consequently, CHO methodology has been applied in many areas of medical imaging research, e.g., [3] , [5] , [6] , [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
Although CHO performance can be calculated accurately from analytical models in some cases, e.g., [11] , [14] , [18] , [20] , this is not usually feasible due to complexities in the image formation process. Instead, most practical evaluations must be carried out by estimating CHO performance from a finite set of images, and the resulting estimates necessarily suffer from statistical variability. Obviously, variability in performance estimates decreases as more images are used, but it is rarely the case that the number of images is so large that statistical variability can be neglected. Furthermore, statistical variability is generally a concern not only for real-data assessments, but also for evaluations with computer-simulated data. Indeed, modern three-dimensional image reconstruction algorithms require considerable computation which limits the number of images that can be reasonably produced (typically around 200). The issue of computational effort becomes particularly striking when there are many parameters for the reconstruction algorithm, since assessments with different parameter values require the reconstruction of new images. Thus, even for simulated data sets, there is a strong need to control and reduce statistical variability in image-quality evaluations with a CHO.
In [2, p. 972 ], Barrett and Myers suggested that variability in CHO performance estimates could be reduced by utilizing prior knowledge of the channel output means for each class of images, which can be obtained from the image means. This suggestion was associated with the observation that the image means are available in many practical situations. Specifically, when evaluations are performed with simulated tomographic data, which is common for early-stage assessments, the image means can often be accurately estimated by reconstructing the data means. Clearly, this is true for linear reconstruction algorithms, such as those of the filtered backprojection (FBP) type. Moreover, this is frequently a very good approximation for nonlinear iterative reconstruction algorithms such as expectation maximization (EM) [24] , [25] and penalized maximum likelihood [26] .
When the image class means are difficult to obtain, it might still be that their difference is accessible. For example, in simulated-data experiments with complex anatomical variability, the difference of image class means can be much simpler to obtain than the individual means, since the effects of the background cancel out when the image classes are subtracted; the evaluation in [27] took advantage of this property. Also, for real-data experiments, getting the mean images may be challenging, whereas the difference of the image class means can be accurately produced in some types of real-data experiments; see, e.g., [3] , [28] .
0018-9499/$31.00 © 2013 IEEE In a previous paper [29] , we proposed and characterized point estimators for CHO performance when either the image class means, or their difference, is known. Our evaluation validated Barrett and Myers' suggestion and quantitatively demonstrated that a very large statistical advantage can be realized by utilizing prior knowledge of the class means. The estimators in [29] were based on three assumptions: (i) the class means of the channel outputs, or their difference, is known, (ii) the channel outputs follow a multivariate normal distribution for each image class, and (iii) the covariance matrices for the channel outputs are the same for each class. Practically, these assumptions are generally satisfied for CHOs applied to tasks involving small, low-contrast lesions at a known location with a normally-distributed variable background. As discussed earlier, the first assumption is valid in many circumstances. Evidence in favor of the other two assumptions is discussed below.
The second assumption is well-justified since reconstructed tomographic images are often approximately multivariate normal. Furthermore, even for non-normally distributed images, the normality of the channel outputs is supported by the central limit theorem. Khurd and Gindi [30] provided a strong argument in favor of the normality assumption for nuclear medicine applications. In the context of X-ray CT two papers addressed this issue. First, Zeng et al. [31] supported the validity of the normality assumption using various histogram plots. Second, the normality assumption was successfully tested by Wunderlich et al. in [32] using a univariate test and in [27] using the multivariate Henze-Zirkler test.
The third assumption is substantiated by the fact that a small, low-contrast lesion has little influence on the image covariance matrix. Barrett and Myers [2, p. 1209] provided an argument supporting this assumption in the context of nuclear medicine, while Wunderlich and Noo [32] gave a quantitative analysis of the validity of this assumption for X-ray CT. For example, Wunderlich and Noo [32] showed that inclusion of a lesion in a water cylinder changes the pixel noise by less than 1% when its diameter and contrast are less than 10 mm and 50 HU, respectively.
The purpose of this article is to present refinements and extensions of the theory in [29] in four useful ways. First, we develop and characterize minimum-variance, unbiased estimators of observer signal-to-noise ratio (SNR), whereas [29] focuses on unbiased estimation of . This refinement is motivated by the fact that SNR is often preferred over as a figure of merit. Second, while the estimators in [29] require equal numbers of images from each class, the theory presented in this work allows for unequal numbers of lesion-absent and lesion-present images, with the possibility that the number of images from one class is zero. This flexibility is especially useful in settings where collection of lesion-present images is difficult, such as in real-data experiments involving anthropomorphic CT phantoms, which are typically not readily modified to include a lesion; see, e.g., [28] . Third, we propose and evaluate exact confidence intervals for commonly used CHO performance measures. 1 These confidence intervals enable rigorous statistical analysis of image-quality studies employing CHOs. Fourth, we present robust, approximate confidence intervals that 1 Note that this construction is a unique property of our theory; in particular, exact confidence intervals for the unknown means case are still not available.
can be used as simple alternatives to the exact confidence intervals. These approximate intervals are found from our SNR point estimators, and they are validated by utilizing our results on exact confidence intervals and the point estimator sampling distributions. Our new findings are presented in Sections III, IV and V, after a brief review of CHOs and associated ROC figures of merit. To aid in readability, all proofs are deferred to the appendices.
In many respects, the present work is closely related to another theory that we have presented for estimation of linear observer performance with known difference of class means [34] . The estimators given in [34] are for general linear observers defined by a fixed, known template, and they operate on scalarvalued ratings. Hence, the estimators in [34] are well-suited for evaluations of non-prewhitening matched filter observers and finitely-trained observers. By contrast, the theory presented here concerns estimation of ideal (perfectly trained) CHO performance, and involves estimators that act directly on samples of the channel output vector. In this setting, the observer's template is unknown and the approach of [34] does not apply. Thus, the present investigation complements [34] , and provides additional flexibility regarding the choice of observer when the difference of class means is known.
II. CHANNELIZED HOTELLING OBSERVERS AND ROC FIGURES
OF MERIT The present work pertains to estimation of channelized Hotelling observer (CHO) [2] performance for any binary discrimination task at a fixed image location. In this section, we review channelized Hotelling observers and associated figures of merit based on ROC curves. Consider a binary discrimination task in which an observer attempts to classify each image as belonging to one of two classes, denoted as class 1 and class 2. For medical images, these classes may correspond to normal and diseased conditions, respectively. A CHO generates a rating statistic, , for each image, and classifies the image by comparing to a threshold, . If , then the image is classified as belonging to class 2, otherwise, the image is classified as belonging to class 1.
Before generating the rating statistic for an image, a CHO applies channel weights to reduce the dimensionality of the data. Write the image as a column vector, , and let the number of channels be , where is typically much smaller than . The weights for each of the channels are placed into a column of the channel matrix, , and the channel outputs are generated as , where is a channel output vector. Considerations regarding the choice of channel weights are beyond the scope of this work. For a thorough discussion of this issue, the reader is referred to [2, The performance of an observer on a binary classification task is fully characterized by the observer's receiver operating characteristic (ROC) curve, which plots true positive fraction (TPF) as a function of false positive fraction (FPF) [2] , [35] . One figure of merit that is commonly used for ROC evaluations is the area under the ROC curve, denoted as AUC. The AUC can be interpreted as the average TPF, averaged uniformly over all FPF values [35] . Alternatively, if the only pertinent FPF values are in the range , then the partial area under the ROC curve, defined as (1) can be a useful figure of merit [35] . The pAUC may be interpreted as the TPF averaged over the FPF values between and . Let and be the cumulative distribution function (cdf) and the inverse cdf, respectively, for the standard normal distribution, . Under our distributional assumptions for the channel outputs, the ROC curve for a CHO takes the special form [35, Result 4.7, p. 82] (2) where SNR is the observer signal-to-noise ratio, defined as the difference of class means for divided by the pooled standard deviation [2, p. 819] . In our setting, where the CHO rating statistic, , is normally distributed for each class, SNR is a meaningful figure of merit for class separability [2, p. 819], and it can be written in the form [2, p. 967] (3) From (2), observe that the ROC curve is parameterized by only SNR. Hence, TPF at fixed FPF, AUC, and pAUC are functions of SNR. Moreover, these figures of merit are all strictly increasing functions of SNR, i.e., they are related to each other through one-to-one mappings. This fact directly results from (2), which shows that TPF at fixed FPF is a strictly increasing function of SNR. Later, we will utilize this property to construct confidence intervals for TPF, AUC, and pAUC from confidence intervals for SNR.
The functional dependence of AUC and pAUC on SNR that was mentioned above is relatively simple. Namely, under our assumptions, AUC takes the form [ (4) and pAUC can be written as (5) Note that for a CHO, , and hence, .
III. SNR POINT ESTIMATION
Here, we introduce our unbiased SNR point estimators, which are a useful alternative to the unbiased estimators given in [29] , since SNR, rather than is often of interest. Generally, we use the same notation as in [29] , with only small changes that are clear from the text. In order to write general expressions that include the possibility of zero images from one class, we use the notational convention that a summation is zero if its upper limit is zero.
Suppose that we wish to estimate SNR for a CHO with channels. That is, given independent, identically distributed (i.i.d.) measurements of the class-1 channel output vector, denoted as , and i.i.d. measurements of the class-2 channel output vector, denoted as , we seek to estimate .
A. Estimator Definitions
As in our previous paper [29] , we consider two estimation scenarios:
(1) known and with unknown (2) known with unknown , , and . Both scenarios have their practical merits. As discussed in the introduction, there are cases where finding is much easier than finding and . On the other hand, finding and may sometimes be easier than finding directly, particularly when the imaging process includes strong nonlinearities.
To build our SNR estimator for scenario 1, we start by defining the pooled sample covariance matrix estimator (6) Next, the SNR point estimator for scenario 1 is defined to be (7) where (8) and
is the Euler Beta function. The multiplicative constant is an original contribution of this work; as we will see later, it makes the SNR estimator unbiased.
For scenario 2, in which only is known, we construct a sample covariance matrix estimator that incorporates our prior knowledge of . For this task, first define the unbiased sample mean estimators (9) and (10) The unbiasedness of and is a direct consequence of and , where stands for expected value. Using these mean estimators, we introduce a pooled sample covariance matrix estimator as (11) The SNR point estimator for scenario 2 is then defined as (12) where (13) Similar to , the multiplicative constant is designed to make the estimator unbiased.
B. Sampling Distributions and Optimality
It turns out that the sampling distributions of our SNR estimators are closely related to the inverted gamma distribution, and to prove these relationships, we make use of various facts regarding the inverted Wishart distribution. The inverted gamma, Wishart, and inverted Wishart distributions are reviewed in Appendix A. If a random variable, , follows an inverted gamma distribution with parameters and , we will write . The following theorem, which is proved in Appendix B, characterizes and . is the uniformly minimum variance unbiased (UMVU) estimator for SNR under scenario .
From the first part of Theorem 1, observe that the distributions of and differ only through the value of , which is and under scenarios 1 and 2, respectively. Consequently, these distributions are very similar, especially for large values of . A way to gain intuitive insight into this similarity is to observe that for an inverted gamma distribution plays a role akin to that of degrees of freedom for a distribution. Using this analogy together with the observation that in Theorem 1, one can say that scenarios 1 and 2 differ by only one 'degree of freedom.' Because estimators based on and behave similarly for values of that are typical in image-quality studies, all evaluations later in this paper focus on scenario 2.
Another useful observation can be gleaned from the expressions in Theorem 1(a). Namely, the distributions of and depend on only two independent parameters: and SNR; we will rely on this fact later in our confidence interval evaluations. Because the number of images affects the distributions only through the quantity , we see that as long as the total number of images, is fixed, having an unequal number of images from each class does not make a difference.
The second part of Theorem 1 clarifies the optimality of our SNR estimators. Specifically, it states that and are UMVU estimators [36] , i.e., they are the minimum variance estimators among all unbiased estimators of SNR under scenarios 1 and 2, respectively.
The following corollary to Theorem 1(a) is also proved in Appendix B.
Corollary 1: Suppose that the hypotheses of the previous theorem are satisfied. If , then where and . Corollary 1 indicates that for both and , the ratio of their mean to their standard deviation only depends on . Thus, Corollary 1 can be used as a basis for quick samplesize estimates when setting up a study. Later, in Section V, we will apply the simple standard deviation expressions implied by Corollary 1 to construct approximate confidence intervals.
IV. EXACT CONFIDENCE INTERVALS
In this section, we explain how confidence intervals with exactly-known coverage probabilities can be constructed for the ROC figures of merit from Section II. We start by reviewing the definition of a confidence interval. Let be a random variable, with a distribution depending on a parameter, . A random interval estimate, is said to be a confidence interval for if for any value of [37] . The quantity is called the coverage probability for the confidence interval.
Our construction of exact confidence intervals relies on the following lemma for the inverted gamma distribution, the primary role of which is to implicitly define a function, . This lemma is a direct consequence of Lemma 2(c) in Appendix A. Fig. 1 for different AUC values. MCIL was defined as the expected value of the AUC confidence interval length, i.e., (14) where SNR was obtained from AUC according to (4) , where , and were fixed, and where is the inverted gamma probability density function (pdf) for with parameters given by Theorem 1. This integral was evaluated numerically with the total absolute error constrained to be less than . interval described by Theorem 2 that corresponds to a specific realization, , can then be equivalently obtained by solving the relations and for and , respectively. Graphical solution of these relations can be carried out by plotting and as functions of AUC. The desired confidence interval bounds are the intersection points of the quantile curves with the horizontal line of height . We call the aforementioned plot of quantile curves a coverage diagram. In addition to providing a graphical interpretation of Theorem 2, coverage diagrams also nicely summarize trends in confidence interval length as the distributional parameters vary. Fig. 2 contains 95% coverage diagrams for , plotted as solid curves for and . From these diagrams it can be seen that the confidence intervals shrink in size as increases, as expected. Furthermore, we observe that the confidence interval lengths are smaller for AUC values near 0.5 and 1, with a more rapid decrease near 0.5; this observation is in agreement with the plots of MCIL in Fig. 1 . The dashed curves in Fig. 2 correspond to quantile plots for , an AUC estimator that does not utilize knowledge of that was used for comparisons in our previous paper [29] . 2 The dashed quantile plots re-emphasize the conclusions of [29] that incorporating knowledge of yields estimators 2 For large , the estimator is essentially equivalent to the maximum likelihood estimator in the unknowncase. Additional properties of are discussed in [29] . with more concentrated distributions. They also show that constructing confidence intervals with the approach of Theorem 2 does not work for , since some horizontal lines do not intersect both dashed curves. This observation relates to our earlier footnote in the introduction: building exact confidence intervals for CHO performance in the unknowncase is challenging.
V. APPROXIMATE CONFIDENCE INTERVALS
While being exact, the confidence intervals introduced in the previous section may not be attractive to all readers because they require sophisticated numerical machinery for their computation. In this section, we introduce simpler, but approximate confidence intervals that are straightforward to compute. Moreover, we demonstrate that these approximate intervals are highly robust.
Suppose that the conditions of scenario are satisfied, where either or . From Corollary 1 and the unbiasedness of our SNR point estimators, it follows that the standard deviation of is (15) where and is as given in Theorem 1. We apply this simple expression to construct two types of approximate SNR confidence intervals based on assumptions of asymptotic normality.
The first interval is constructed as a classical Wald interval [38, p. 499] . Namely, we assume that approximately follows a standard normal distribution, and thereby obtain the following interval (16) where is the quantile for the standard normal distribution.
The second interval is motivated by the Wilson interval for a binomial proportion [39] , which is known to be better than the corresponding Wald interval for a proportion [38, p. 501] [40] . This Wilson-style interval for SNR is constructed by assuming that approximately follows a standard normal distribution. In other words, the event (17) occurs with approximate probability . Solving these inequalities for SNR, we obtain the Wilson-style confidence interval (18) for scenario , where we assumed that . Interestingly, we see from (17) and (18) that the endpoints for the Wald and Wilson style intervals for SNR are both strictly positive and well-defined if . This condition turns out to be relatively unrestrictive. For example, for 95% and 99% confidence intervals under scenario 2, is required to be at least 5 and 6, respectively.
Recall from Section II that when our distributional assumptions are satisfied, TPF, AUC, and pAUC are related to SNR through strictly increasing transformations. Thus, Lemma 6 in Appendix C implies that we can obtain approximate intervals for TPF, AUC, and pAUC from the above Wald and Wilson intervals by transforming according to (2) , (4), and (5), respectively. Moreover, for a fixed set of parameter values, the coverage probabilities of these intervals are exactly the same.
Because we know the sampling distribution for under scenario , we can calculate the coverage probabilities for the approximate Wald and Wilson-style intervals. Specifically, denote the cdf for as . It is straightforward to see that the coverage probabilities for the Wald and Wilson style intervals are (19) and (20) respectively. From Theorem 1, (26) in Appendix A, and the strictly increasing transformation property for cdfs [38, Thm. 2.1.3], we find that the cdf of takes the form (21) where is the Gamma function, is the upper incomplete Gamma function, , and . Using the expression for , (19) and (20) may be rewritten as (22) Fig. 3 . "Coverage probabilities of approximate 95% (Left) and 99% (Right) Wald and Wilson confidence intervals for SNR, under scenario 2. Note that the coverage probability plot for the exact 95% confidence interval introduced in Section IV would simply be a horizontal line at 0.95. Likewise, the plot for the exact 99% confidence interval is a horizontal line at 0.99. (23) respectively. From these relations, we observe that and have the unique property of being independent of SNR.
The coverage probabilities for the approximate 95% and 99% Wald and Wilson-style SNR confidence intervals are plotted in Fig. 3 for scenario 2. These plots were computed by evaluating (22) and (23) with the MATLAB® command gammainc. They indicate that both types of confidence intervals are highly accurate and quickly approach the desired coverage probability. They also show that the Wald-style intervals generally have more accurate coverage probabilities. The same conclusions also apply to TPF, AUC, and pAUC confidence intervals obtained as strictly increasing transformations of the Wald and Wilson SNR intervals (see Lemma 6 in Appendix C for justification).
Figs. 4 and 5 compare the mean confidence interval length (MCIL) of the Wald and Wilson AUC intervals for scenario 2 to the exact AUC confidence intervals introduced in Section IV with . Specifically, for a fixed set of parameters, the relative difference (in ) between the MCILs of the Wald and exact AUC intervals was calculated as , where the MCILs were calculated by numerically evaluating (14) for the Wald and exact AUC intervals, respectively. The relative difference between the MCILs for the Wilson and exact AUC intervals was computed similarly.
The plots for the 95% and 99% Wald intervals indicate that they are always slightly larger than the exact AUC confidence intervals, with the discrepancy increasing with AUC value. For the Wilson intervals, the situation is more complex. Specifically, the Wilson intervals are larger than the exact intervals for small AUC values, with the difference shrinking until the Wilson intervals become smaller for . The approximate Wald and Wilson AUC confidence intervals are both simple alternatives to the exact AUC intervals of Section IV. From our evaluations, it appears that there is a critical AUC value, slightly above 0.8, where the performance of the two intervals is inverted. Specifically, the Wald AUC intervals are more attractive below the critical value, whereas the Wilson intervals might be preferred for AUC values above the critical value.
VI. DISCUSSION AND CONCLUSIONS
We have presented refinements and extensions of the results in [29] for CHO performance estimation with known difference of class means. In particular, we have developed unbiased, minimum-variance SNR point estimators, we have extended our theory to unequal numbers of images from each class, and we have proposed both exact and approximate confidence intervals for ROC summary figures of merit. These contributions enable broader utilization of knownestimators in CHO image-quality evaluations. Such estimators are particularly valuable for studies related to imaging system development and optimization, where statistical variability can be a limiting factor.
As outlined in the introduction, there are many practical situations in which the difference of class means, , can be obtained with good accuracy, and our estimators can be applied. To illustrate the practical utilization of our theory, we have already carried out two investigations in the context of X-ray CT. First, in [28] we used real CT data to evaluate lesion detectability at multiple locations in an anthropomorphic chest phantom with a CHO. In this study, lesions were modeled with plastic rods, and was obtained by scanning a grid of rods surrounded by air with a high-tube current setting. Subsequently, class-1 images were produced by scanning the chest phantom. Hence, the example in [28] highlights a convenient feature of our estimation theory: class-2 images are not required. In a second investigation [27] , we applied our estimation theory to a variable-background discrimination task utilizing simulated abdominal scans of the XCAT phantom [41] . Namely, we evaluated CHO performance for the task of discriminating between two types of kidney stones at a fixed location in the kidney. In addition to Poisson noise, our data simulation included anatomical background variability, modeled by zero-mean, colored Gaussian noise and a variable size fat region in the kidney. Since the CT data was simulated, was obtained by taking the difference of noiseless reconstructed images. Thus, the example in [27] illustrates how CHO performance for variable-background detection tasks [2] can be evaluated efficiently with our estimators.
In addition to confidence intervals for ROC summary figures of merit, such as AUC, it is sometimes desirable to construct confidence bands for the whole ROC curve. Since our assumptions on the channel output vectors imply that the CHO ratings are normally distributed for each class with equal variances, a theorem we proved in [32, Thm. 3] can be applied to construct a simultaneous confidence band for the ROC curve from a confidence interval for SNR. Specifically, a simultaneous confidence band can be constructed as the union over all FPF values of confidence intervals for TPF; see [32] for more details.
APPENDIX A PROPERTIES OF INVERTED GAMMA, WISHART, AND INVERTED WISHART DISTRIBUTIONS
In this appendix, we review the inverted gamma, Wishart, and inverted Wishart distributions, recalling several properties that are needed to prove Theorems 1 and 2. Although this material is covered in [29] and [34] , we restate it here for easy reference and completeness.
Inverted Gamma Distribution: The inverted gamma distribution is the distribution of the reciprocal of a gamma random variable. It has two positive parameters, and , called the shape and the scale parameters, respectively. A random variable is said to have an inverted gamma distribution if its probability density function (pdf) takes the form [42] (24) when , with otherwise. Above, is the gamma function. If is an inverted gamma random variable with parameters and , we write . The mean of an inverted gamma random variable is easily shown to be [42] (25)
An important special case of the inverted gamma distribution is the inverted distribution. Specifically, it can be shown that the reciprocal of a random variable with degrees of freedom is an inverted gamma random variable with and . It is straightforward to show that the cumulative distribution function (cdf) for the inverted gamma distribution is (26) where is the upper incomplete gamma function. The following lemma states several properties of the inverted gamma distribution that are needed in our proofs of Theorems 1 and 2. , is positive definite (and hence, nonsingular) with probability one [43] , [44] and the pdf of is well-defined; see [43] [44] [45] for expressions of the pdf in this case. When , is singular, and the pdf does not exist in the conventional sense, but the distribution is nonetheless defined [43, p. 85] .
The inverted Wishart distribution emerges as the distribution of the inverse of a Wishart distributed random matrix, and it is the matrix variate generalization of the inverted gamma distribution [44, p. 111] . If a random matrix follows an inverted Wishart distribution, we write , where is the degrees of freedom and is a positive definite parameter matrix. The inverted Wishart distribution is defined if and is undefined otherwise. An expression for the pdf may be found in [43] , [44] . Some properties of Wishart and inverted Wishart matrices that we will use to prove Theorem 1 are collected in the following lemma. . From the definition of in (7), we see that . Thus, . Finally, Lemma 2(a) yields the stated result for scenario 1.
For scenario 2, the proof is similar. Namely, Lemma 3(b) and Lemma 4(b) together imply that . Lemma 3(c) then yields . From the definition of in (12) , it follows that . Thus, . Finally, Lemma 2(a) yields the stated result for scenario 2.
Proof of Theorem 1(b), Scenario 1: From Thereom 1(a), Lemma 2(b), and (8), it follows that , i.e, is an unbiased estimator of SNR. The joint pdf of the sample is (31) where (32) Applying the additive and cyclic properties of the trace, denoted tr, we find that (33) i.e., (34) Hence, the joint pdf has the form (35) By the Fisher-Neyman factorization theorem [36, Thm. 6.5, p. 35], is a sufficient statistic. Moreover, because the expression in (35) has the form of a full rank exponential family [36, Proof of Theorem 1(b), Scenario 2: From Thereom 1(a), Lemma 2(b), and (13), it follows that , i.e, is an unbiased estimator of SNR. The joint pdf of the sample is given by (31) and (32) . Since is known, the joint pdf is parameterized by and . After lengthy algebra, can be expressed as (36) where (37) From the form of the joint sample pdf as given by (31) and (36) and the Fisher-Neyman factorization theorem [36, Thm. 6.5, p. 35], the statistic (38) is sufficient. In addition, because the joint sample pdf given by (31) and (36) has the form of a full rank exponential family [36, p. 23-24] , is a complete statistic [36, Thm. 6.22 Proof of Corollary 1: From Theorem 1(b), we have . Also, applying Theorem 1(a) and (25), we see that (39) where . The identity then yields (40) The stated ratio of mean to standard deviation thus follows.
APPENDIX C PROOF OF THEOREM 2
In this appendix, we prove Theorem 2, which shows how we can calculate exact confidence intervals for CHO performance. For the proof, we need the following two lemmas. [32] . Theorem 2 follows from Theorem 1(a) together with Lemmas 1, 5, and 6. Recall that under our distributional assumptions, TPF, AUC, and pAUC are strictly increasing functions of SNR.
