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Abstract— Superior prediction and classification in 
determining company’s performance are major 
concern for practitioners and academic research in 
providing useful or important information to the 
shareholders and potential investors for investment 
decision. Generally, the normal practice to analysed 
firm’s performance are based on financial indicators 
reported in the company’s annual report including 
the balance sheet, income and cash flow statements. 
In this work, a few popular and important 
benchmarking machine learning techniques for the 
data mining including neural networks, support 
vector machine, rough set theory, discriminant 
analysis, logistic regression, decision table, sequential 
minimal optimization and decision tree have been 
tested as to classify firm’s performance. The data 
mining techniques produce high classification rate 
that is more than 92%. This work also has reduced 
total number of ratios to be evaluated due to long 
processing time and large processing resources. 
Finally, the CA/TA, S/TA, E/TA, GM, FC, PBT/TA, 
and EPS have been considered for of the final 
reduced financial ratios. The results show that the 7 
reduced ratios are comparable as the common 24 
ratios. And to the still produce high classification rate 
and able classify the firm’s performance. 
 
Keywords— Feature Selection, Financial Ratios, 
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1. Introduction 
Abundant of studies investigated on the prediction 
of the stock’s return and firms’ performance using 
these financial reports [1] – [2]. Financial statement 
analysis is useful for investors and management of 
the firm because it can be used to help them to 
predict and classify the firms’ performance which 
is gave higher income in terms of future earnings 
and dividends. From management’s standpoint, 
financial statement analysis is useful both to help 
anticipate future conditions and as a starting point 
for planning actions that will improve the firm’s 
future performance [3]. 
Firm’s performance can be analysed based on 
financial indicators reported in company’s annual 
report; balance sheet, and income statement. These 
reports are the indicators on how they operated 
their firms and managed their financial resources. 
These reports also provide vast amount information 
of the firm’s performance. To provide a better 
understanding on the performance of the particular 
firm, these financial data are best transformed into 
financial ratios. Financial statement analysis is 
useful for the investors and management to predict 
and classify future earnings and dividends. 
However, there are a lot of financial ratios to be 
considered in classifying the performance of each 
firm. Some of these financial ratios may be 
irrelevant and correlate among them, so could give 
redundant information for classification. In 
addition, there are no standard financial ratios use 
to determine the performance of the firms in many 
studies and each firm will use different ratios 
analysing firm’s performance. Hence, using all the 
ratios to build the classification model, then, the 
system will operate in a high dimension. This 
computationally not viable and analytically to be 
complicated [4]. In addition, regression method 
and neural networks of data mining techniques are 
difficult to use when the number of features 
(features, indicators and financial ratios will be 
interchangeably employed in this work) are large 
[5].  Therefore, discovering the optimal financial 
ratios is very important because it effects on the 
accuracy and classification of the developed model.  
In reducing data dimensionality, feature selection 
can be employed. It is one of the important steps in 
______________________________________________________________ 
International Journal of Supply Chain Management 
IJSCM, ISSN: 2050-7399 (Online), 2051-3771 (Print) 
Copyright © ExcelingTech Pub, UK (http://excelingtech.co.uk/) 
 
Int. J Sup. Chain. Mgt  Vol. 8, No. 1, February 2019 
 
691 
data mining process. A goal of feature selection is 
to avoid selecting too many or too few features 
than is necessary. Feature selection is a process that 
selects a subset of original features, and reduces the 
number of features, removes irrelevant, redundant, 
or noisy data, and brings the immediate effects for 
applications: speeding up a data mining algorithm, 
improving mining performance such as predictive 
accuracy and result comprehensibility [6]. Hence, 
feature selection is an important step in most of 
data mining problems, including predicting, since 
good performance of prediction models comes 
from enhanced sorted data [7]. 
This study uses the common financial ratios that 
are widely used by the firm’s in bankruptcy 
prediction. Based on selected financial ratios, 
models were built to classify firm’s performance 
using various classification techniques such as 
neural networks, rough set theory, decision tree, 
support vector machine, sequential minimal 
optimization (SMO), decision table, discriminant 
analysis, and logistic regression. Then, the best 
optimal or subset of financial ratios using feature 
selection techniques is identified. The comparison 
between all ratios included in the models and just 
using a subset of ratios in classifying firm’s 
performance were compared.  
The remaining part of this paper is organized as 
follows. Section 2 summarizes the literature review 
on the financial ratios and prediction model used 
on firm’s performance. Section 3 explained the 
methodologies used in this study. Then section 4 
shows the results and analysis of the research. 
Finally, section 5 concludes the papers. 
2. Literature Review 
Financial indicators are very important tool to 
describe and analyse the business operation 
performance. Those indicators or ratios play an 
important role to evaluate and forecast the 
company operation performance and financial 
situation. Researchers and economists evaluate and 
analyse firm’s performance using variety of 
financial ratios. Abundant of studies investigated 
on the prediction of the stock’s return and firms’ 
performance using financial ratios. There are many 
different financial ratios used to analyse firms’ 
performance. Different studies used different 
financial indicators in analysing firm’s 
performance. Therefore, it is important to discover 
the most important financial ratios as it will affect 
the accuracy and classification of the model 
developed. The differences methodologies between 
researchers not only differ in terms of financial 
ratios used, but also the techniques used to 
determine optimal ratios and also classifier used to 
classify firm’s performances. Kumar and Ravi [8] 
gave a comprehensive review on previous work 
from 1968 to 2005 in solving the bankruptcy 
prediction problem. They indicated that neural 
networks are the most widely applied technique in 
bankruptcy prediction followed by statistical 
model, rough sets, case-based reasoning, 
operational research, and other techniques. Other 
researchers reviewed the techniques used in 
bankruptcy prediction, such as rough set [9], and 
neural networks [10].  
Although the rough set theory has been rarely used 
to build the model for predicting bankruptcy shows 
the best performance among them [7], [11] – [14]. 
Slowniski et al. [11] compared rough set approach 
with discriminant analysis for prediction of 
company acquisition in Greece. Dimitras et al. [12] 
compared rough set with logit analysis and 
discriminant analysis to predict business failure in 
Greece. Zhou et al. [13] showed that integrated 
hybrid method with rough set and support vector 
machine, and rough set with back propagation 
neural networks outperform with discriminant 
analysis, back propagation neural networks and 
support vector machine to the problem of credit 
risk assessment. Ahn et al. [14] used rough set and 
hybrid with neural network showed the proposed 
technique outperform with discriminant analysis 
and neural network alone. Paik and Suh [7] found 
that when predicted delisting firms in Korea, the hit 
ratio of rough set is the highest compared with 
other techniques, followed by decision tree, 
support vector machine, linear regression, and 
neural network.  
Feature selection is one of the important steps in 
data mining process. Feature selection technique 
has become very actively researched with 
applications in varieties of fields for it is one of the 
most important issues in research fields such as 
data mining and pattern recognition. The goal of 
feature selection to data reduction, decrease noise, 
and eliminate irrelevant or redundant features. 
Many researchers have used varieties of feature 
selection methods in financial prediction with the 
objective to improve the classification accuracy. 
Because financial firms’ performance prediction 
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involves many financial ratios to be considered, 
therefore feature selection is an important step in 
pre-processing data.  A few works [12] – [16] used 
rough set approach to reduce the number of 
financial ratios. Wang and Chen [15] used 11 
financial ratios and one decision attribute which 
was classifying company’s performance into good, 
medium, and bad and applying rough set theory to 
corporate credit ratings. Dimitras et al. [12] 
compared rough set with logit analysis and 
discriminant analysis to predict business failure in 
Greece and used 28 financial ratios. Bose [16] used 
rough set theory to evaluate dot-coms firms’ 
financial health using 24 financial ratios. Paik and 
Suh [7] used 66 financial ratios when predicting 
delisting firms in Korea. They used rough set 
theory, decision tree, support vector machine, 
linear regression, and neural network. Their results 
showed that rough set get highest classification rate 
compared with others. Slowinski et al. [11] 
compared rough set approach to discriminant 
analysis to predict company acquisition in Greece. 
Ahn et al. [14] used 8 ratios and hybrid rough set 
with neural network. Zhou et al. [13] used 12 
financial ratios and integrated hybrid method with 
rough set and support vector machine and rough set 
with back propagation neural networks for the 
problem of credit risk assessment. Olson and 
Mossman [17] used 61 financial ratios and neural 
network to forecast Canadian stock return. 
Comparing their result to ordinary least squares 
and logistic regression, they concluded that neural 
network outperformed both techniques. Hua et al. 
[18] used 22 financial ratios and support vector 
machine applying to the problem of bankruptcy 
prediction. Wu et al. [19] proposed hybrid genetic 
algorithm with support vector machine and used 19 
financial ratios to predict bankruptcy in Taiwan. 
They compared the result to discriminant analysis, 
logistic regression, probit regression, neural 
network and by using support vector machine alone 
and found that the proposed methods gave the 
highest predictive accuracy. Ko and Lin [20] used 
particle swarm optimization, genetic algorithm, and 
stepwise statistical analysis to reduce 39 financial 
ratios then employing linear regression, 
discriminant analysis, and neural network to 
forecast financial distress in Taiwan. They found 
that integrating more techniques achieve better 
forecasting. Lin and McClean [21] used variety 
data mining approaches such as discriminant 
analysis, logistic regression, neural network, and 
decision tree to predict corporate failure in United 
Kingdom. Among the individual classifiers, 
decision tree and neural networks were found to 
provide better performances. They also hybrid 
several techniques and produce better results than 
individual classifiers. Karbhari and Sori [22] used 
64 ratios and discriminant analysis to predict 
corporate financial distress. Bose [16] used rough 
set theory to evaluate dot-coms firms’ financial 
health using 24 financial ratios. Wang and Chen 
[15] used 11 financial ratios and one decision 
attribute which was classifying company’s 
performance into good, medium, and bad and 
applying rough set theory to corporate credit 
ratings.  
3. Methodology 
3. 1       Data Collection 
This study used financial statements data of firms 
listed in Bursa Malaysia Main Board from 2001 
until 2010. The financial ratios are calculated by 
exploited the financial indicators information in 
firm’s balance sheet and income statement as 
published in the annual report. There were 24 
financial ratios to be considered to this study. 
These 24 ratios were adapted from study conducted 
by [23].  The performance of firms in the stock 
market can be classify into two categories, high 
performing and low performing based on their 
return on equity. The firms are classified as high 
performance if its return on equity is in the top 
25% of this ranking. Meanwhile, the lowest 25% of 
return on equity for each year are classified as low 
performance. According to [24], the 25% cut-off is 
selected so as to give a clear difference between the 
mean returns on the two groups. Therefore, for 
each year, all the firms were sorted according to 
their return on equity of their firm. Table 1 list the 
numbers of firms which is classified as high 
performance and low performance of firms for 
each year. Table 2 lists the financial ratios used for 
this study.  
Table 1. The total number of firms for each type of 
performance 
Year Low (0) High (1) Total 
2001 85 85 170 
2002 90 90 180 
2003 107 107 214 
2004 132 132 264 
2005 132 132 264 
Int. J Sup. Chain. Mgt  Vol. 8, No. 1, February 2019 
 
693 
2006 115 115 230 
2007 141 141 282 
2008 145 145 290 
2009 133 133 255 
2010 150 150 300 
Total 1230 1230 2460 
 
Table 2. List of financial ratios used for this study  
Financial Ratio Terms 
Current Assets/Current Liabilities CA/CL 
Current Assets/Sales CA/S 
Current Assets/Total Assets CA/TA 
Current Liabilities/Total Assets CL/TA 
Working Capital Ratio WCR 
Total debt/Total Assets TD/TA 
Debt/equity D/E 
Interest Expenses/Sales IE/S 
Current Liabilities/Shareholders' 
Equity CL/SE 
Sales/Total Assets S/TA 
Earnings/Sales E/S 
Earnings/Total Assets E/TA 
Earnings/Current Liabilities E/CL 
Gross Margin GM 
Net Tangible Asset Backing per 
share NTAS 
Liquid Asset per share LAS 
Free Cash flow to capital FC 
Earnings/Gross Profit E/GP 
Gross Profit/Total Assets GP/TA 
Profit before Taxes/Total Assets PBT/TA 
Profit before Taxes/Current 
Liabilities 
PBT/CL 
Profit before Taxes/Sales PBT/S 
Dividend per share DPS 
Earnings per share EPS 
 
Furthermore, the dataset was divided into two 
datasets, one for training data and another for 
testing data. The training data used to train and 
generate models while the testing data used to 
classify the firms and validated the performance. 
There were about 70% of the data used for training 
data and 30% for testing data. Then, ten samples 
were derived from dataset using a random seed.  
3.2 Feature Selection and 
Classifying 
In this stage, neural networks, support vector 
machine, rough set theory, discriminant analysis, 
logistic regression, decision table, SMO and 
decision tree are applied to classify firm’s 
performance. These methods were widely used in 
bankruptcy prediction [8-10]. Performance of 
various classification techniques are compared 
based on classification rate.  
In order to identify the optimal financial ratios, 
variety of feature selection techniques were 
conducted so that only these optimal financial 
ratios are used to classify firm’s performance. 
Several feature selection techniques such as best 
first, exhaustive search, genetic search, greedy 
stepwise, linear forward selection, random search, 
rank search, scatter search, and subset forward 
selection to reduce the number of financial ratios 
are employed. The aim for conducting a several 
feature selection techniques are to identify the 
optimal financial ratios based on reducing the 
number of financial ratios.  This subset of financial 
ratios, when classify firm’s performance should 
give high classification rate. Out of 24 financial 
ratios, the number of financial ratios are reduced 
and then used this subset of ratios to conduct again 
the experiment to classify firm’s performance. The 
results of classification rate using all ratios and the 
reduced set of ratios were compared. Figure 1 
shows the flowchart of the methodology for this 
study. 
 
Figure 1. The flowchart of the Methodology 
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4. Analysis and Finding 
4.1 Performance of Classification 
Techniques 
In this step, performance of various data mining 
models when classifying firm’s performance are 
compared. Again, neural networks, support vector 
machine, rough set theory, discriminant analysis, 
logistic regression, decision table, sequential 
minimal optimization (SMO) and decision tree are 
applied to classify firm’s performance. 
Performance of these models is presented in Table 
3.  
Table 3. Classification rate for different methods 
Methods Classification 
Rate (%) 
Logistic Regression 98.90 
Decision Table 98.90 
Neural Network 98.82 
Rough Sets Theory 98.67 









The results show that all these methods could give 
high classification rate which is almost greater than 
92% correct classification rate. Logistic regression 
and decision table models show the highest 
classification rate among the eight models. The 
support vector machine shows the lowers 
classification rate which is 92.76% but still 
considered as good results. The good model’s 
classification rate achieved in this study implies 
that those models have a very good ability to 
classify firm’s performance. These results suggest 
that using all 24 financial ratios could give a good 
result in classifying firm’s performance. 
4.2  Reducing the Number of Financial 
Ratios 
The aim for this step is to reduce the number of 
financial ratios so that based on this subset of 
financial ratios still give high classification rate 
when classify firm’s performance. Out of 24 
financial ratios, the reduced subset of original 
ratios is identified using several feature selection 
techniques. The purpose conducting the feature 
selection is to reduce the number of ratios while 
maintaining acceptable classification accuracy. 
This study uses several feature selection techniques 
and find which ratios appeared mostly in these 
feature selection techniques. 
Based on Table 4, ratios CA/TA, S/TA, E/TA, GM, 
FC, PBT/TA, and EPS were found to occur most 
frequently in almost of these feature selection 
techniques. Therefore, for the next of experiment, 
only these seven financial ratios are used to 
classify the high and low performance of firms. 
4.3  Classifying Firms’ Performance 
Using a Reduced Sets of Financial 
Ratios 
Using the same financial dataset but just the 
reduced set of financial ratios instead of all 24 
ratios, the experiment to classify firm’s 
performance is again conducted. Table 5 gives the 
comparison results of classification rate using all 
ratios and the reduced set of ratios. 











98.90 98.05 0.86 
Decision 
Table 
98.90 98.37 0.53 
Neural 
Network 
98.82 97.76 1.07 
Rough Sets 
Theory 
98.67 94.24 4.34 
Decision 
Tree 
98.58 97.80 0.78 
SMO 97.52 96.30 1.25 
Discriminant 
Analysis 




92.76 91.42 1.45 
 
This result shows that although using the reduced 
set of financial ratios to classify firms’ 
performance still can give high classification rate. 
Based on the reduced set of ratios, decision table 
models give highest classification rate which is 
98.37%. This classification rate less 0.53% as 
compared to the whole financial ratios. The support 
vector machine modals give the lowest 
classification rate compared to others eight models. 
The classification rate of 91.42% still give a good 




results and just lost 1.45% compared to whole 
financial ratios. Meanwhile the rough set theory 
gives the biggest differences classification rate 
when compared using all ratios and reduced ratios. 
This finding suggests that the reduced set of ratios 
such as CA/TA, S/TA, E/TA, GM, FC, PBT/TA, 
and EPS can be used to classify firm’s performance 
and still give good results.   
5. Conclusion 
In this study, several data mining techniques to 
classify firm’s performance are used based on their 
characteristic financial statements. There were 24 
financial ratios are being considered with high and 
low firm’s performance. All these data mining 
techniques gave high classification rate more than 
92%.  The number of original ratios then reduced 
and identified the optimal ratios using several 
feature selection techniques. CA/TA, S/TA, E/TA, 
GM, FC, PBT/TA, and EPS are identified as the 
reduced subset of financial ratios. Based on these 
seven ratios, the firm’s performance again is 
classified using several data mining techniques and 
the results still gave high classification rate.  
Therefore, by using these reduced ratios, also could 
classify firm’s performance and produce as 
comparable results.  
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