The aim of this paper is to analyse the out-of-sample performance of SETAR models relative to a linear AR and a GARCH model using daily data for the Euro effective exchange rate. The evaluation is conducted on point, interval and density forecasts, unconditionally, over the whole forecast period, and conditional on specific regimes. The results show that overall the GARCH model is better able to capture the distributional features of the series and to predict higher-order moments than the SETAR models. However, from the results there is also a clear indication that the performance of the SETAR models improves significantly conditional on being on specific regimes.
INTRODUCTION
In this study we focus on the dynamic representation of the euro effective exchange rate and on its short run predictability. The analysis is conducted in the context of univariate models, exploiting recent developments of nonlinear time series econometrics. The models that we adopt to describe the dynamic behaviour of the euro effective exchange rate series are the self-exciting threshold autoregressive (SETAR) models, which represent a stochastic process generated by the alternation of different regimes. Although there have been many applications of threshold models to describe the nonlinearities and asymmetries of exchange rate dynamics (Kräger and Kugler, 1993 , Brooks, 1997 , 2001 ), there are still few studies on the forecasting performance of the models, using historical time series data. Notoriously, the in-sample advantages of nonlinear models have only rarely provided better out-of-sample forecasts compared with a random walk or a simple AR model.
One reason for the poor forecast performance of nonlinear models lies in the different characteristics of the in-sample and out-of-sample periods. For example, nonlinearities may be highly significant in-sample but fail to carry over to the out-of-sample period (Diebold and Nason, 1990) . In a recent application to the yen/US dollar exchange rate, Boero and Marrocu (2002b) show clear gains from the SETAR model over the linear competitor, on MSFEs evaluation of point forecasts, in sub-samples characterised by stronger non-linearities. On the other hand, the performance of the SETAR and AR models was indistinguishable over the sub-samples with weaker degrees of nonlinearity.
The oft-claimed superiority of the linear models has also been challenged by a number of recent studies suggesting that the alleged poor forecasting performance of nonlinear models can be due to the evaluation and measurement methods adopted. In a Monte Carlo study, Clements and Smith (2001) show that the evaluation of the whole forecast density may reveal gains to the nonlinear models which are systematically masked in MSFE comparisons. Marrocu (2002a, 2002b) confirm this result in various applications with actual data, and show that when the nonlinear models are evaluated on interval and density forecasts, they can exhibit accuracy gains which remain concealed if the evaluation is based only on MSFE metric. Some gains of the SETAR models have also been found, even in terms of MSFEs, when the forecast accuracy is evaluated conditional upon a specific regime (Tiao and Tsay, 1994 , Clements and Smith, 2001 , and Boero and Marrocu, 2002a ). An interesting result, common to these studies, suggests that SETAR models can produce point forecasts that are superior to those obtained from a linear model, when the forecast observations belong to the regime with fewer observations.
In the present study we investigate further the possibility that the SETAR models are more valuable in terms of forecasting accuracy when the process is in a particular regime. We do this by extending the 'conditional' evaluation approach to interval and density forecasts, as well as point forecasts. By using daily data for the returns of the euro effective exchange rate (euro-EER), the performance of two and three-regime SETAR models is evaluated against that of a simple AR and a GARCH model. The evaluation of the models conditional on the regimes is possible because of the large number of data points available in our application.
Point forecasts are evaluated by means of MSFEs and the Diebold and Mariano test. Interval
forecasts are assessed by means of the likelihood ratio tests proposed by Christoffersen (1998) , while the techniques used to evaluate density forecasts are those introduced by Diebold et al. (1998) . For the evaluation of density forecasts we also use the modified version of the Pearson goodness-of-fit test and its components, as proposed by Anderson (1994) and recently discussed in Wallis (2002) . These methods provide information on the nature of departures from the null hypothesis, with respect to specific characteristics of the distribution of interest -such as location, scale, skewness and kurtosis -and may offer valuable support in the evaluation of the models.
The rest of the paper is organised as follows. In section 2 we present the statistical properties of the data and the results of the linearity tests. In section 3 we report the results from the modelling and forecasting exercises. In section 4 we summarise the results and make some concluding remarks.
LINEARITY TESTS AND MODELS SPECIFICATION
In this study we analyse the dynamic behaviour of the returns of the daily euro nominal effective exchange rate over the period 30/1/1990-10/07/02 (3081 observations). The nominal effective exchange rate for the euro is calculated by the European Central Bank 1 .
The log-levels and the returns of the series are depicted in figure 1. In table 1a we report the summary of the descriptive statistics of the returns series for three different periods: the entire sample period, the estimation period and the forecasting period The data accord well with the stylised facts of exchange rate series which emerge from the empirical literature. The returns of the series are mean-stationary, periods of high volatility and tranquillity tend to cluster together, the sample moments suggest fat taildness of the return distribution. Kurtosis is particularly high in the estimation period. The forecasting period exhibits a larger variance and less kurtosis.
Linearity tests
In order to detect nonlinearities in the euro-EER returns we performed the RESET test and the S 2 test proposed by Luukkonen-Saikkonen-Teräsvirta (1988 Table 1b reports the results of the linearity tests computed for the whole sample period, the estimation period and the forecast period. The selected lag order p ranges from 3 to 5 in order to check for the effects of different dynamic structures. The tests applied to the entire sample period and to the estimation period lead to the rejection of the null in a large number of cases, indicating that there is strong evidence of nonlinear components for the data.
However, when the tests are applied to the forecast period the evidence based on the RESET tests indicates that nonlinearities are present with less intensity. The S 2 test (for d=3), on the other hand, is highly significant at almost all lags.
MODELS SPECIFICATION
The forecasting models adopted in this study belong to the class of threshold autoregressive (TAR) models. These are compared with a simple AR model and with a GARCH model. The basic idea of the TAR models is that the behaviour of a process is The SETAR model is piecewise-linear in the space of the threshold variable, rather than in time. An interesting feature of SETAR models is that the stationarity of y t does not require the model to be stationary in each regime, on the contrary, the limit cycle behaviour that this class of models is able to describe arises from the alternation of explosive and contractionary regimes 6 .
In this study we choose a two-regime (SETAR-2) and a three-regime (SETAR-3) SETAR models, which can be represented as follows:
SETAR-2:
(1)(1)(1) 0 1 
THE FORECASTING EXERCISE
In this section we conduct three different forecasting exercises intended to evaluate the models on their ability to produce point forecasts, density and interval forecasts. For each kind of forecasts the e valuation is conducted over the entire forecasting sampleunconditional evaluation -and over each regime of the SETAR models -conditional on regime. So far, regime-conditional evaluations of nonlinear models have focussed on point forecasts only Smith, 1999, and Marrocu, 2002a) . In the following analysis we explore whether a conditional evaluation extended to density and interval forecasts can add useful information on the relative quality of the forecasts of the models.
POINT FORECASTS EVALUATION
The forecasting sample covers the period 03/01/00-10/07/02; the models are specified and estimated over the first estimation period, 03/01/1990-30/12/1999, and the first set of 1 to 5 steps ahead forecast (h=1, 2,…5) computed. The models are then estimated recursively keeping the same specification but extending the sample with one observation each time. In this way 638 point forecasts are obtained for each forecast horizon. These forecasts can be considered genuine forecasts as i n the specification stage we completely ignore the information embodied in the forecasting period. The computation of multi-step-ahead
forecasts from nonlinear models involves the solution of complex analytical calculations and the use of numerical integration techniques, or alternatively, the use of simulation methods. In this study the forecasts are obtained by applying the Monte Carlo method with regimespecific error variances, so that each point forecast is obtained as the average over 500
replications (see Smith, 1997, 1999) 7 .
In 
DENSITY FORECASTS EVALUATION
Previous authors have found that an evaluation based on density forecasts may reveal greater discrimination over the linear models than evaluations based on the first moment (Clements and Smith, 2000 , 2001 , Boero and Marrocu, 2002a . In this section, we evaluate the one-step-ahead density forecasts of the models by applying the methods suggested by Diebold et al. (1998) and surveyed by Tay and Wallis (2000). We also apply the modified
Pearson goodness-of-fit test and its components, proposed by Anderson (1994) and recently discussed in Wallis (2002) with applications to inflation forecasts.
Density forecasts
The evaluation of the density forecasts is based on the analysis of the probability integral transforms of the actual realisations of the variables with respect to the forecast densities of the models. These are defined as z t =F t (y t ), where F(.) is the forecast cumulative distribution function and y t is the observed outcome. Thus, z t is the forecast probability of observing an outcome no greater than that actually realised. If the density forecasts correspond to the true density, then the sequence of probability integral transforms
To check whether the sequence of probability integral transforms departs from the i.i.d. uniform hypothesis, the distributional properties of the z t series are examined by visual inspection of plots of the empirical distribution function of the z t series, which are compared with those of a uniform (0,1). To supplement these graphical devices, the Kolmogorov-Smirnov test 9 can be used on the sample distribution function of the z t series (see Diebold et al., 1999, and Tay and Wallis, 2000) . Alternatively, uniformity can be tested by applying the Pearson chi-squared goodness-of-fit test. These methods address the unconditional uniformity hypothesis. The independence part of the i.i.d. uniform (0,1) hypothesis can be assessed by studying the correlograms of the z t series and of powers of this series (to establish the existence of dependence in higher moments) and applying formal tests of autocorrelation.
In our analysis below, we use both the Kolmogorov-Smirnov test and the Pearson X 2 test, in the modified version suggested by Anderson (1994) , and the Ljung-Box test for
A well known limitation of this approach is that the effects of a failure of independence on the distribution of the tests for unconditional uniformity is unknown 10 . Moreover, failure of the uniformity assumption will affect the tests for autocorrelation. The use of alternative techniques is therefore recommended in practical applications as they can offer different insights into the relative quality of the forecasts and help discriminating between rival models.
The modified Pearson goodness-of-fit test and its components
The following description draws from Anderson (1994) and Wallis (2002) . The standard expression for the chi-squared goodness-of-fit test is given by
where k is the number of equiprobable classes in which the range of the z t series is divided, n i are the observed frequencies, n the number of observations (in our case the number of forecasts). This test has a limiting χ 2 distribution with k-1 degrees of freedom under the null hypothesis. Anderson (1994) proposed a rearrangement of the test, which can be decomposed in various components to test departures from specific aspects of the distribution of interest. For example, shifts in location, shifts in scale, changes in symmetry and in kurtosis can all be detected from these tests. The rearranged test, valid under equiprobable partitions (see Boero, Smith and Wallis, 2002 ) is written as:
In this expression, x is a kx1 vector of observed frequencies (x 1 , x 2 , …, x k ), which, under the null hypothesis has mean vector µ=(n / k, …, n / k)′ and covariance
, where e is a kx1 vector of ones. The asymptotic distribution of the test rests on the kvariate normality of the multinomial distribution of the observed frequencies. The test can also be written as
where y = A(x-µ) is a (k-1) column vector, and A is defined as a (k-1) x k transformation matrix such that
With k=4, one can test departures from three distributional aspects, namely shifts in location, shifts in scale and changes in skewness. The A matrix in this case is defined as
Here, the first row relates to the location of the distribution, the second to the scale, and the third to skewness. The elements of the (3x1) vector y=A(x-µ) are therefore given respectively by:
Thus, the total X 2 test y′y/(n/4) is equal to the sum of the squared elements of y. 
This component detects possible shifts in location, with reference to the median of the distribution (shifts from the first half of the distribution to the second half). The second component detects shifts from the tails to the centre (interquartile range). Finally, the third component detects possible asymmetries, that is shifts from the first and third quarters to the second and fourth.
With k=8, one can also focus on the fourth characteristic related to kurtosis. In this case the A matrix is defined as
Model evaluation
The one-step-ahead density forecasts of the effective exchange rate returns are obtained under the assumption of Gaussian errors, with the appropriate regime-specific variances for the SETAR models. The evaluation of the forecasts is carried out unconditionally, over the forecast period as a whole, and separately for each regime. In figure 2 we report some selected plots of the empirical distribution function of the z t series against the theoretical uniform distribution function. We omit the 45° line to avoid over-crowding the plots. The 95% confidence intervals along side the hypothetical 45° line are calculated using the critical values of the Kolmogorov Smirnov test, reported in Lilliefors (1967, As we can see from table 4 and figure 2, the GARCH model seems to produce density forecasts which are unconditionally correct, as suggested by the overall goodness-of-fit test, by its individual components, and by the Kolmogorov Smirnov test. Moreover, the results in table 5 show that the GARCH forecasts also satisfy the independence part of the joint hypothesis, with the Ljung-Box test showing no significant dependencies in the first and higher moments of the z t series. These results for the GARCH model are robust across the two types of evaluations conducted i n this paper, that is for the entire forecast period and conditional on the regimes of the SETAR models. It is now interesting to see how the SETAR density forecasts compare with the GARCH forecasts.
We start by discussing the results for the SETAR model with 2 regimes. As shown by the results in table 4 and figure 2, the SETAR-2 model fails the unconditional uniformity test in the evaluation over the entire forecasting sample. However, when the forecast densities are evaluated separately for each regime, we find that the forecast performance of the SETAR model is clearly improved in regime 2, which is the regime with fewer observations (T=192).
For this regime, in fact, we cannot reject the hypothesis that the forecasts are well calibrated (unconditional uniformity).
The plots of the cdf of the z t series versus the uniform ( By combining the information in table 4, table 5 and figure 2, overall the GARCH model has shown better able to capture the distributional aspects of the euro-EER returns. In particular we have found evidence that the SETAR models fail to capture the scale and leptokurtosis in the distribution of the series when the density forecasts are evaluated over the entire forecast period. However, a regime conditional evaluation of the models has consistently shown an improved performance of the SETAR forecasts when the forecast origin is conditioned on specific regimes. These regimes turned out to be those with fewer observations.
In the next section we will adopt methods that can be used to evaluate interval forecasts.
INTERVAL FORECASTS EVALUATION
In this section we extend the forecast comparison by evaluating the models on their ability to produce interval forecasts. An interval forecast, or prediction interval, for a variable specifies the probability that the future outcome will fall within a stated interval. The lower and upper limits of the interval forecast are given as the corresponding percentiles. We use central intervals, so that, for example, the 90 per cent prediction interval is formed by the 5 th and 95 th percentiles.
Although the evaluation of the entire forecast density is more general than one based on forecast intervals, the results may be affected by some regions of the density, which may be of less concern to the forecast user. For example, financial operators are mostly concerned with the ability to model and forecast the behaviour in the tails of the distribution. Evaluation of interval forecasts enables the forecast user to assess more directly the ability of the models to produce correct forecasts, focussing on levels of coverage of specific interest.
The evaluation of interval forecasts is conducted by means of the likelihood ratio test of correct conditional coverage as recently proposed by Christoffersen (1998) . The forecasts are assessed, like in the previous evaluations, over the entire forecast period and by conditioning upon regimes.
Christoffersen (1998) shows that a correctly conditionally calibrated interval forecast will provide a hit sequence I t (for t=1, 2, …, T), with value 1 if the realisation is contained in the forecast interval, and 0 otherwise, that is distributed i.i. Table 6a reports the results for the entire forecast period, while tables 6b and 6c report the results for the individual regimes.
As expected from our previous findings, the interval forecasts obtained from the GARCH model are conditionally well calibrated, at every level of coverage, and in both unconditional and regime-conditional evaluations. The SETAR models fail the conditional coverage test, when they are evaluated over the entire forecast period, for all levels of coverage, mostly due to strong rejection of the unconditional coverage test. The empirical coverage (the sample frequency π) is in general less than the nominal coverage, p, that is a smaller number of outcomes are observed to fall within the stated intervals. This means that the models overestimate the probability that the variable will fall within the predicted interval.
Thus, over the whole forecast period, the models produce interval forecasts that are too narrow, indicating that the variance of the predicted distribution is too small. These results find confirmation in those reported in table 4, suggesting a major departure with respect to the scale of the distribution.
With respect to the test for independence, an interesting result is that the SETAR-3 model seems more able to produce forecasts that are independent over the whole forecast period, while there is more evidence against the independence of the SETAR-2 forecasts.
Finally, from tables 6b and 6c we notice that the SETAR-2 model shows a substantial improvement in regime 2, delivering interval forecasts with correct conditional coverage for all intervals considered. Similarly the forecast performance of the SETAR-3 is improved in regime 1. The forecast intervals in this regime are all well calibrated, with the exception of the wider intervals in the range 0.95 -0.85. This result may be interpreted as failure to correctly capture the behaviour in the tails of the distribution also for the observations in regime 1. For this range of intervals, in fact, p is significantly greater than π, that is fewer observations fall in the stated intervals, which also implies that more observations actually fall in the tails than those predicted.
CONCLUSIONS
In this paper we have studied the out-of-sample forecast performance of SETAR models in an application to daily returns from the euro effective exchange rate. The SETAR models have been specified with two and three regimes, and their performance has been assessed against that of a simple linear AR model and a GARCH model. The forecast exercise is genuine in the sense that for the specification and estimation of the models we have ignored any information contained in the forecasting period.
The models have been assessed, first of all, on their ability to produce point forecasts, measured by means of MSFEs accompanied by the Diebold-Mariano test. Then the evaluation of the models has been extended to interval and density forecasts, to see whether the SETAR models can accurately predict higher-order moments.
The evaluation of the models has been conducted not only on different measurement methods, but also at different levels. That is, we have looked at the relative performance of the models on average, over the forecast period as a whole, and also we have investigated whether the models are better at predicting future values when the process is in a particular regime. Evaluations of SETAR models conditional on regimes have been carried out in previous research, but on point forecasts only. In this paper we have moved a step forward by extending the conditional evaluation to density and interval forecasts.
By evaluating the SETAR models over the entire forecasting sample we have found that none of the models was able to produce 'good' density and interval forecasts in general, while the density and interval forecasts produced by the GARCH model were correctly conditionally calibrated at each level of the evaluation study. The correct calibration or not of the various regions of the density has been illustrated by cumulative probability plots of the probability integral transforms against the uniform (0,1), and also assessed by the X 2 goodness-of-fit test and its individual components. The decomposition of the goodness-of-fit test into individual components has enabled us to explore possible directions of departures more closely, indicating major departures for the SETAR models with respect to scale and kurtosis.
The assessment of the models conditional on regimes has indicated a significant improvement in the quality of the SETAR forecasts in correspondence of specific regimes. In particular, the SETAR specification with two regimes has shown a good performance in terms of point, intervals and density forecasts when the process was in regime 2. On the other hand, the three-regime SETAR has not shown any improvement in terms of point forecasts, while it has delivered better interval and density forecasts in regime 1. In all evaluations, the improved performance of the SETAR models has occurred conditional on the regimes with a relatively small number of observations. This is in line with suggestions from previous studies.
To conclude, the GARCH model has shown more able to capture the distributional features of the euro effective exchange rate returns and to predict higher-order moments than the SETAR models. However, both SETAR models have shown a substantially improved forecast performance when the forecast origin was conditioned on some specific regimes. -11.206 -11.208 For the SETAR-2 model the transition variable is represented by y t-4 while the threshold is selected to be 0.00248; in regime 1 the series is described by an AR(3) process, while in regime 2 it follows an AR(1) process.
TABLES AND FIGURES
For the SETAR-3 model the transition variable is represented by y t-1 while the thresholds values are approximately symmetric and equal to -0.00279 and 0.00277; in regime 1 the series is described by an AR(1) process, in regime 2 it is approximated just by a constant, while in regime 3 it follows an AR(3) process. "na" refers to the cases for which the MSFE can not be computed as the relevant model does not produce any forecast for that particular regime/horizon. 
NOTES
1 See the European Central Bank website (http://www.ecb.int/stats/eer/eer.shtml) for a technical comment on the method adopted to construct the series of the Euro nominal effective exchange rate. 2 We have carried out the forecasting evaluation exercise allowing for different divisions of the estimation and forecasting periods, and found qualitatively similar results in terms of the relative performance of the rival models (the results are available from the authors upon request). 3 In the traditional form, the RESET test is computed by running a linear autoregression of order p, followed by an auxiliary regression in which powers of the fitted values obtained in the first stage are included along with the initial regressors. The modified RESET test requires that all the initial regressors enter linearly and up to a certain power h in the auxiliary regression; Thursby and Schimdt suggest using h=4. The Lagrange Multiplier form (Granger and Teräsvirta, 1993) of the test is adopted in this study, thus the test is distributed as a χ 2 with up to 3p degrees of freedom for the modified version. 4 The auxiliary regression for the LM S 2 test is computed as follows: where ε t are the estimated residuals from a linear regression of order p. Under the null hypothesis the test has a χ 2 distribution with 3p degrees of freedom. 5 For a complete discussion of this class of models see Tong (1983) . 6 A variant of the TAR model can be obtained if the parameters are allowed to change smoothly over time, the resulting model is called a Smooth Transition Autoregressive (STAR) model (see Granger and Teräsvirta, 1993, and Teräsvirta, 1994) . 7 As suggested by one referee, we have also calculated the forecasts by bootstrapping the estimated regime-specific residuals. However, the multi-step-ahead forecasts did not show any significant difference across the two alternative methods. 8 We also performed the modified version of the DM test proposed by Harvey et al. (1997) , which corrects for the oversize shortcomings of the original DM tests in small samples and for h>1. The results, not reported here, do not differ appreciably from those presented in table 3. 9 The maximum absolute difference between the empirical distribution function and the distribution function under the null hypothesis of uniformity. 10 For a preliminary study of the size and power of alternative tests see Noceti, Smith and Hodges, "An evaluation of tests of distributional forecasts", Discussion paper FORC, University of Warwick, 2000, no. 102. 11 The formula reported in Lilliefors (1967) for T>30, level of significance 0.05, is given by 0.886/ T . The standard critical values of the Kolmogorov-Smirnov test are probably a conservative estimate of the 'correct' critical values when certain parameters of the distribution must be estimated from the sample. 12 All the tests have been performed with Eviews codes, available from the authors upon request.
