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Abstract
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Dynamical systems with chaotic behaviour are characterized by a sensitive dependence
on initial conditions. The ability of multilayer perceptrons to model this behaviour and
in addition to predict the evolution of the state of the system over time is demonstrated.
Synthetic chaotic discrete time signals of the Lorenz system, the Mackey-Glass dierential
equation, and the Henon map are used as testsignals.
A novel nonlinear optimization technique for multilayer perceptrons - the Optimization
Layer by Layer (OLL algorithm) - is introduced. This algorithm is based on the approach
to optimize the weights of the multilayer perceptron independently layer by layer starting
with the output layer. In addition the nonlinear optimization problem is reduced to an
iterative linear optimization by linearization of the activation functions of the hidden layer
perceptrons and by introducing a modied cost function for the optimization problem.
The achievable prediction gain as well as the speed of convergence, the robustness, and
the demand for computing time of the new OLL algorithm is investigated in a series of
experiments aiming at the prediction of choatic time series. Furthermore these results are
compared to those achieved with the widely used variants of the Backpropagation algo-
rithm, several variants of the conjugate gradient algorithms as well as the Quasi-Newton
algorithm of Broyden, Fletcher, Goldfab and Shanno. The results show that multilayer
perceptrons are extremly well suited both for the nonlinear prediction of chaotic time
series and to model the underlaying dynamical systems. Throughout all experiments the
OLL algorithm proves to be superior to the known optimization techniques by factors
between 100 and 1; 000; 000 looking at the speed of convergence and by factors between
26:5 and 22; 000 in reducing computing time. Especially in those areas of the error surface
where the known nonlinear optimization techniques either fail due to numerical problems
or, show an extremely slow convergence speed the OLL algorithm demonstrates signi-
cantly improved behaviour.
While the multilayer perceptrons optimized with the OLL algorithm approximate the
nonlinear mapping of the underlying dynamical systems with a very high accuracy they
are also employed for the computation of the Lyapunov-Exponenten of the investigated
dynamical systems. Based on the Treppen-Iteration algorithm the Lyapunov exponents
of the Lorenz model and the Henon map are computed with a high accuracy from the




ur die Dokumentation: Chaotische Zeitsignale, Mehrlagige Perzeptron Netze,
Nichtlineare Optimierungsverfahren
Dynamische Systeme mit chaotischem Verhalten besitzen sehr komplexe nichtlineare
Abbildungseigenschaften und sind durch eine sensitive Abh

angigkeit von den Anfangs-
zust

anden charakterisiert. Die Eignung mehrlagiger Perzeptron-Netze zur Modellierung
dieser Eigenschaften und dar

uber hinaus zur Pr

adiktion der zeitlichen Entwicklung des Sy-
stemzustandes wird am Beispiel synthetischer chaotischer Zeitsignale des Lorenz-Systems,
der Mackey-Glass-Dierentialgleichung sowie der Henon-Abbildung untersucht.
Zur nichtlinearen Optimierung der Netzgewichte wird das neuartige Verfahren der Op-
timierung Lage f

ur Lage (OLL-Verfahren) vorgestellt, welches auf dem Ansatz basiert,





atzlich wird das nichtlineare Optimierungsproblem durch Linearisierung der Aktivie-
rungsfunktionen in den verdeckten Lagen und durch Einf

uhrung eines modizierten G

ute-




uhrt. Anhand von Untersuchungen
zur Pr

adiktion chaotischer Zeitsignale wird das neue OLL-Verfahren hinsichtlich erziel-
barer Pr

adiktionsgewinne sowie Konvergenzgeschwindigkeit, Robustheit und Rechenzeit-
bedarf mit den am h

augsten eingesetzten Varianten des Backpropagation-Verfahrens,
verschiedenen Verfahren der konjugierten Gradienten und einem Quasi-Newton-Verfahren
verglichen.
Die Ergebnisse beweisen, da mehrlagige Perzeptron-Netze sehr gut zur nichtlinearen
Pr

adiktion chaotischer Zeitsignale und zur Modellierung der zugrundeliegenden dyna-
mischen Systeme geeignet sind. Hierbei erweist sich das OLL-Verfahren hinsichtlich der
Konvergenzgeschwindigkeit um Faktoren zwischen 100 und 1 000 000 und im direkten Ver-
gleich der insgesamt erforderlichen Rechenzeit um Faktoren zwischen 26; 5 und 22 000 den
bekannten Verfahren

uberlegen. Besonders in Bereichen der Fehlerober

ache, in denen die
bekannten Verfahren entweder aufgrund numerischer Probleme abbrechen oder wo deren
Konvergenzgeschwindigkeit bereits extrem gering geworden ist, ist das OLL-Verfahren
den bekannten nichtlinearen Optimierungsverfahren weit






ur diese Aufgabenstellungen ungeeignet sind.
Die mit demOLL-Verfahren ermittelten mehrlagigen Perzeptron-Netze approximieren die
Abbildungseigenschaften der untersuchten dynamischen Systeme mit sehr hoher Genau-
igkeit und werden daher auch zur Bestimmung der Lyapunov-Exponenten der zugrun-
deliegenden dynamischen Systeme eingesetzt. Unter Verwendung des Treppen-Iterations-
Algorithmus werden auf Basis der optimierten mehrlagigen Perzeptron-Netze der positive
Lyapunov-Exponent des Lorenz-Systems mit 0,2% und der negative mit einer Abwei-
chung von 5% berechnet. Im Falle der Henon-Abbildung betragen die Abweichungen f

ur
den positiven Exponenten ca. 0,5% und f










schaftlicher Mitarbeiter am Institut f

ur Allgemeine Nachrichtentechnik der Universit

at










orderung dieser Arbeit gilt Herrn Prof. Dr.-Ing. H. Kindler und in







ollig unerwarteten Tod von Prof. Kindler im Juni 1990.
Ganz besonders danken m






nahme der Betreuung meiner Arbeit, die Erstellung des Hauptreferates sowie die zahlrei-








uberhinaus gilt mein besonderer Dank Herrn Dr. U. Parlitz und Herrn Prof. Dr.-
Ing. D. Chahabadi f







Schlielich sei meiner Frau Petra und Herrn Dipl.-Ing. T. Schmitz f

ur die Durchsicht des
Manuskripts gedankt.





2 Dynamische Systeme und neuronale Netze 5





osungen dynamischer Systeme, Grenzmengen und Attraktoren 8
2.3 Fraktale Dimensionen seltsamer Attraktoren : : : : : : : : : : : : : : : : : 11
2.3.1 Kapazit

at : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
2.3.2 Korrelationsdimension : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.4 Lyapunov-Exponenten : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.5 Rekonstruktion von Attraktoren : : : : : : : : : : : : : : : : : : : : : : : : 19
2.6 Neuronale Netze zur Modellierung dynamischer Systeme : : : : : : : : : : 25
3 Optimierung mehrlagiger Perzeptron-Netze
unter Verwendung von Gradientenverfahren 27
3.1 Das mehrlagige Perzeptron-Netz : : : : : : : : : : : : : : : : : : : : : : : : 27
3.2 Abstiegsverfahren : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33
3.3 Gradient und Jacobimatrix eines MLP -Netzes : : : : : : : : : : : : : : : : 36
3.4 Das Backpropagation-Verfahren und Modikationen : : : : : : : : : : : : : 41
3.5 Verfahren der konjugierten Gradienten : : : : : : : : : : : : : : : : : : : : 45
3.6 Newton- und Quasi-Newton-Verfahren : : : : : : : : : : : : : : : : : : : : 48
4 Ein neues Verfahren zur Optimierung
mehrlagiger Perzeptron-Netze 54
4.1 Optimierung der Ausgangslage : : : : : : : : : : : : : : : : : : : : : : : : : 54
4.2 Optimierung der verdeckten Lagen eines mehrlagigen
Perzeptron-Netzes : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 57
4.2.1 Linearisierung der verdeckten Lagen eines mehrlagigen Perzeptron-
Netzes : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 58
4.2.2 Die modizierte G

utefunktion : : : : : : : : : : : : : : : : : : : : : 60
4.2.3 Minimierung der modizierten G

utefunktion : : : : : : : : : : : : : 63
4.3 Ablauf des OLL-Optimierungsverfahrens : : : : : : : : : : : : : : : : : : : 66
vii
5 Ergebnisse 69





ur das chaotische Lorenz-Zeitsignal : : : : : : : : : 74
5.2.1 Lineare Pr

adiktion des Lorenz-Zeitsignals : : : : : : : : : : : : : : : 75
5.2.2 Nichtlineare Pr

adiktion des Lorenz-Zeitsignals mit dem OLL-
Verfahren : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 76
5.2.3 Nichtlineare Pr






ur das chaotische Mackey-Glass-Zeitsignal : : : : : : 91
5.3.1 Mackey-Glass-Zeitsignal f

ur T=17 : : : : : : : : : : : : : : : : : : 92
5.3.2 Mackey-Glass-Zeitsignal f






ur das chaotische Henon-Zeitsignal : : : : : : : : : : 109
5.5 Weitere Pr

adiktionsergebnisse : : : : : : : : : : : : : : : : : : : : : : : : : 112
5.6 Berechnung der Lyapunov-Exponenten aus dem Zeitsignal : : : : : : : : : 114
5.6.1 Lyapunov-Exponenten des Lorenz-Modells : : : : : : : : : : : : : : 116
5.6.2 Lyapunov-Exponenten der Henon-Abbildung : : : : : : : : : : : : : 121
6 Zusammenfassung 124
Literaturverzeichnis 130
A Untersuchte chaotische Systeme 141
A.1 Das Lorenz-System : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 141
A.2 Die Mackey-Glass-Dierentialgleichung : : : : : : : : : : : : : : : : : : : : 143




Vektoren, Mengen, Matrizen und vektorwertige Abbildungen sind fett gedruckt. Vektoren





F Vektorfeld eines zeitkontinuierlichen dynamischen Systems
F(x
k
) Systemabbildung eines zeitdiskreten dynamischen Systems
G(x
k


































x(t) Zustandsvektor eines zeitkontinuierlichen Systems zum Zeitpunkt t
x
k
Zustandsvektor eines zeitdiskreten Systems zum Zeitpunkt k
x
0























g Folge skalarer Mewerte
fx
k
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M Anzahl Knoten in der Eingangslage
N Anzahl Knoten in der Ausgangslage
3:4:5 3-lagiges MLP-Netz mit 3 Knoten in der Eingangs-, 4 in der verdeckten-
und 5 Knoten in der Ausgangslage
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Ausgangswerte der Knoten in der l-ten Lage des MLP-Netzes
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Anderung der Gewichtsmatrizen in den einzelnen Lagen des MLP-Netzes
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Anderung des Gewichtsvektors des MLP-Netzes in der I-ten Iteration
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
urzungen der eingesetzten nichtlinearen Optimierungsverfahren
BP -Verfahren Varianten des Backpropagation-Verfahrens
BD-Verfahren Bold-Driver-Heuristik
BFGS-Verfahren Quasi-Newton-Verfahren nach Broyden, Fletcher, Goldfab und
Shanno
SD-Verfahren Verfahren des steilsten Abstiegs
PR-Verfahren Verfahren der konjugierten Gradienten ohne Restart nach Polak-
Ribiere
PRR-Verfahren Verfahren der konjugierten Gradienten mit Restart nach Polak-
Ribiere
FR-Verfahren Verfahren der konjugierten Gradienten ohne Restart nach Fletcher-
Reeves




SCR-Verfahren Scaled-Conjugate-Gradient-Verfahren mit Restart
SCG-Verfahren Scaled-Conjugate-Gradient-Verfahren ohne Restart
OLL-Verfahren Neues Optimierungsverfahren f







Im Rahmen der Signalverarbeitung werden generell zwei Klassen von Zeitsignalen unter-
schieden. Zum einen sind dies die deterministischen Zeitsignale, deren zeitlicher Verlauf
f

ur alle Zeitpunkte t exakt durch ein deterministisches mathematisches Modell beschrie-
ben werden. Die zweite Klasse bilden stochastische Zeitsignale (bzw. stochastischen Pro-
zesse), welche durch Gesetzm

aigkeiten erzeugt werden, die wegen ihrer Komplexit

at mit-
tels wahrscheinlichkeitstheoretischer mathematischer Modelle beschrieben werden [103].
Beispiele hierf

ur bilden Sprachsignale und Bildsignale, die als stochastische Prozesse be-
schrieben werden, um eine m

oglichst eziente Verarbeitung (Kodierung,

Ubertragung





oentlichung von Lorenz [78] wird diese Klassizierung jedoch um die Klasse
der chaotischen Zeitsignale [24, 126] erweitert. Als solche werden berechnete oder gemes-
sene Gr

oen chaotischer dynamischer Systeme bezeichnet, deren zeitlicher Verlauf in sehr




angt. Diese Eigenschaft chao-
tischer Systeme bewirkt, da zwei Trajektorien (B.23), ausgehend von zwei beliebig nah
beieinander liegenden Anfangszust

anden, mit exponentiellen Raten auseinanderstreben,
die charakteristisch f

ur das jeweilige System sind. Bereits nach kurzer Zeit erscheinen die
zwei Trajektorien unkorreliert. Das Verhalten dieser chaotischen dynamischen Systeme







da die Anfangsbedingungen nur mit begrenzter Genauigkeit numerisch darstellbar sind
und die numerische Berechnung zwangsl

aug mit Rundungsfehlern verbunden ist.
Beispiele f

ur solche nichtlinearen dynamischen Systeme mit chaotischem Verhalten sind
mathematischeModelle wie die LogistischeAbbildung [105, 24], die Henon-Abbildung [56],
das Lorenz-Modell [78], die Dung-Dierentialgleichung [105, 106] oder die Mackey-Glass-
Dierentialgleichung [81]. Weiterhin werden diese Ph

anomene aber auch in zunehmendem
Mae bei physikalischen [50, 82, 38], biologischen [73, 81], chemischen [11, 84, 122],

oko-
nomischen, elektrischen [88, 147, 48] und signalverarbeitenden [80] Systemen beobachtet.
Auf Grundlage der Theorie chaotischer dynamischer Systeme und der im Rahmen der
Chaos-Theorie entwickelten Verfahren er

onet sich die M

oglichkeit, Zeitsignale, die auf-
grund ihrer Komplexit

at zuvor nur als Realisierung stochastischer Prozesse beschrieben
werden konnten, nun als Ausgangssignale i. allg. niedrigdimensionaler nichtlinearer dy-












aten im Bereich chaotischer Systeme in den letzten zwei bis drei Jahr-
zehnten stark zugenommen haben.
In der Literatur werden in zunehmendem Mae praktische Anwendungen der Theorie
chaotischer dynamischer Systeme aufgezeigt, wobei sich das Interesse im wesentlichen
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auf zwei Anwendungsbereiche konzentriert. Der erste verwendet synthetische chaotische
Zeitsignale aufgrund ihrer speziellen Eigenschaften f

ur:
 die Maskierung von Zeitsignalen [96, 49]




Ubertragungssysteme [96, 109, 25]
 die Synchronisation zur

Ubertragung digitaler Nutzsignale [108, 68, 140]
Der zweite Bereich umfat Anwendungen, bei denen die zu verarbeitenden Signale als
Ausgangsgr

oen chaotischer Systeme beschrieben werden. Hierzu z

ahlen u. a.:




 Modellierung und Verarbeitung von Sprachsignalen [86, 137], Radarsignalen [50, 51]
und anderer Zeitsignale [96]
In die zweite Kategorie f

allt auch die im Rahmen dieser Arbeit betrachtete Anwendung.
Basierend auf der Theorie nichtlinearer dynamischer Systeme wird ein Verfahren zur Mo-
dellierung sowie zur nichtlinearen Pr

adiktion von Zeitsignalen entwickelt und dessen Lei-
stungsf

ahigkeit am Beispiel von vier synthetischen chaotischen Zeitsignalen nachgewiesen.
Grundlage bildet ein skalares (oder vektorwertiges) Zeitsignal, welches eine gemessene
oder berechnete skalare (oder vektorwertige) Ausgangsgr






. Unter Verwendung des von Packard et al. [100] sowie Takens [136] beschrie-
benen Verfahrens der zeitverz

ogerten Komponenten wird aus dem vorliegenden Zeitsig-
nal eine Folge von Zustandsvektoren gebildet. Bei geeigneter Wahl der Dimension sowie
dem zeitlichen Abstand zwischen den Komponenten der rekonstruierten Zustandsvektoren
repr

asentieren diese alle wesentlichen Eigenschaften des zugrundeliegenden dynamischen
Systems. Das Verfahren der zeitverz

ogerten Komponenten wird zwar sehr h

aug eingesetzt
[12, 15, 21, 23, 30, 71, 91],

uber die Auswirkungen einer Variation der Rekonstruktionpa-
rameter auf die Qualit

at der Rekonstruktion liegen jedoch bisher kaum Erkenntnisse vor.
Daher ist das Ziel einer Vielzahl im Rahmen dieser Arbeit durchgef

uhrter systematischer
Untersuchungen geeignete Kriterien zur optimalen Wahl der Rekonstruktionsparameter
aus den charakteristischen Kenngr

oen der chaotischen Zeitsignale abzuleiten.
Die Nachbildung der Abbildungseigenschaften des dynamischen Systems aus der Folge
rekonstruierter Zustandsvektoren erfolgt durch mehrlagige Perzeptron-Netze (multilayer
1
Im Rahmen dieser Arbeit werden ausschlielich chaotische Zeitsignale untersucht. Die beschriebenen
Verfahren k

onnen jedoch ebenso auf Ausgangssignale dynamischer Systeme angewendet werden, die nicht
chaotisch oder auch linear sind. Besitzen die zu untersuchenden Zeitsignale jedoch weniger komplexe
Eigenschaften, werden u. U. mit herk

ommlichen Verfahren der Signalverarbeitung ebenso gute Ergebnisse
erzielt.
1 Einleitung 3
Perceptrons), welche einen h

aug verwendeten Typ neuronaler Netze repr

asentieren. Diese
MLP -Netze sind geeignet, nahezu beliebige nichtlineare Abbildungen mit sehr hoher Ge-
nauigkeit zu approximieren [20, 55]. Die Bestimmung optimaler Netzgewichte stellt ein
nichtlineares Optimierungsproblem dar [55], zu dessen L

osung eine Vielzahl unterschiedli-
cher iterativer Verfahren eingesetzt werden. Diese stellen in der Regel Varianten sogenann-
ter Abstiegsverfahren (descent methods) dar. Die optimierten neuronalen Netze werden
hier als nichtlineare Pr





ande des Systems und
damit zuk

unftiger Werte der betrachteten chaotischen Zeitsignale eingesetzt, wobei die




Das zur Berechnung optimaler Netzgewichte

uberwiegend eingesetzte Verfahren ist der
von Rumelhart, Hinton und Willams [123] beschriebene Backpropagation-Algorithmus,
welcher auf dem Verfahren des steilsten Abstiegs [39, 79] beruht. Dieser Algorithmus
besitzt jedoch eine sehr geringe Konvergenzgeschwindigkeit, die zudem bei komplexen
Optimierungsproblemen und in der N

ahe lokaler bzw. globalerMinimaweiter abnimmt. Es
existiert eine Reihe von Vorschl

agen zur Modikation dieses Verfahrens sowie zum Einsatz
anderer Optimierungsverfahren, die eine h

ohere Konvergenzgeschwindigkeit versprechen.
Ziel der vorliegenden Arbeit bildet die Entwicklung eines nichtlinearen Optimierungs-
verfahrens, welches speziell auf die Optimierung der Netzgewichte der hier verwendeten
mehrlagigen Perzeptron-Netze ausgerichtet ist und im Vergleich zu den in der Literatur
eingesetzten Verfahren eine wesentlich h

ohere Konvergenzgeschwindigkeit und Robustheit
aufweist. Das neuartige Verfahren derOptimierungLage f

ur Lage wird alsOLL-Verfahren
bezeichnet. Neben diesem werden mehrere Varianten des Backpropagation-Algorithmus,
7 Varianten des Verfahrens der konjugierten Gradienten sowie eine Version der Quasi-
Newton-Verfahren zur Optimierung der mehrlagigen Perzeptron-Netze eingesetzt. Die
Beurteilung der Leistungsf

ahigkeit des vorgestellten OLL-Verfahrens im Vergleich zu den





uhrt. Der Vergleich der unter-
schiedlichen Optimierungsverfahren bez

uglich der Konvergenzgeschwindigkeit und der er-
zielten Pr

adiktionsgewinne bildet einen weiteren Schwerpunkt der Arbeit, da f

ur eine






Die vorliegende Arbeit ist wie folgt gegliedert:
Nach dieser Einf






rie dynamischer Systeme mit chaotischem Verhalten. Hierbei liegt der Schwerpunkt dar-
auf, Begrie und Verfahren einzuf

uhren, die im Rahmen dieser Arbeit zur Modellie-
rung dynamischer Systeme und zur Pr

adiktion chaotischer Zeitsignale mittels mehrlagiger
Perzeptron-Netze Verwendung nden. In diesem Zusammenhang wird auf den Begri der
1 Einleitung 4
fraktalen Dimension und die Denition der Lyapunov-Exponenten chaotischer Systeme
eingegangen sowie der Treppen-Iterations-Algorithmus zur Berechnung der Lyapunov-
Exponenten vorgestellt. Anschlieend werden das Verfahren der zeitverz

ogerten Kom-
ponenten zur Rekonstruktion von Zustandsvektoren aus einem skalaren Zeitsignal und




Das dritte Kapitel f

uhrt die zur Approximation der Abbildung des dynamischen Systems
auf Basis der rekonstruierten Zustandsvektoren verwendeten mehrlagigen Perzeptron-
Netze ein und beschreibt die im Rahmen der experimentellen Untersuchungen eingesetzten
Varianten des Backpropagation-Algorithmus, der Verfahren der konjugierten Gradienten
sowie des Quasi-Newton-Verfahrens.
Die Herleitung des neu entwickelten OLL-Verfahrens zur nichtlinearen Optimierungmehr-
lagiger Perzeptron-Netze erfolgt im vierten Kapitel, bevor im f

unften Kapitel auf die er-
zielten Ergebnisse eingegangen wird.
Im f

unften Kapitel steht zun

achst der Vergleich des OLL-Verfahrens mit verschiedenen
Varianten des Backpropagation-Algorithmus am Beispiel eines sehr einfachen mehrlagigen
Perzeptron-Netzes im Vordergrund. Diese Untersuchung erm

oglicht einen geometrisch an-
schaulichen Vergleich der Eigenschaften der eingesetzten Verfahren. Im weiteren Verlauf
von Kapitel f

unf werden die Ergebnisse diskutiert, die f

ur die vier untersuchten chaotischen
Zeitsignale unter Verwendung der in Kapitel drei und vier beschriebenen Optimierungs-
verfahren erzielt wurden. Den Abschlu von Kapitel f

unf bildet die Ableitung eines neuen
Verfahrens zur Bestimmung der Lyapunov-Exponenten des zugrundeliegenden dynami-
schen Systems auf Basis der Folge rekonstruierter Zustandsvektoren und der optimierten
mehrlagigen Perzeptron-Netze. Die f

ur das Lorenz-System und die Henon-Abbildung er-
zielten Ergebnisse werden vorgestellt.
Die Zusammenfassung der Arbeit erfolgt in Kapitel sechs.
Im Anhang wird auf die untersuchten chaotischen Systeme und deren Eigenschaften kurz
eingegangen. Weiterhin sind im Glossar Denitionen einiger der verwendeten mathemati-
schen Begrie angegeben.
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2 Dynamische Systeme und neuronale Netze
Das von Lorenz im Jahre 1963 [78] beschriebene System aus drei gekoppelten, nicht-
linearen gew








aume nicht vorhersagbares dynamisches Verhalten auf, obwohl es
deterministischer Natur ist. Eine besondere Eigenschaft dieses Systems ist, da das dy-





angig ist. Diese Eigenschaften, welche auch bei einer Vielzahl an-
derer niedrigdimensionaler nichtlinearer dynamischer Systeme beobachtet werden, werden
als (deterministisch-) chaotisches Verhalten bezeichnet. F

ur die Beschreibung solcher dy-
namischer Systeme hat sich ein neuer Zweig der nichtlinearen Systemtheorie entwickelt,
f

ur den sich der Begri deterministisches Chaos oder auch einfach Chaos-Theorie durch-
gesetzt hat. Grunds

atzlich ist zwischen zeitkontinuierlichen und zeitdiskreten Systemen
zu unterscheiden. Die numerische Untersuchung kontinuierlicher Systeme unter Verwen-
dung eines Digitalrechners setzt jedoch eine zeitliche Diskretisierung des dynamischen
Verhaltens des beobachteten Systems voraus. Dieses wird durch eine Abtastung von Aus-
gangsgr

oen physikalischer Systeme mit zumeist konstanter Abtastperiode sowie durch die
Verwendung einer endlichen Schrittweite bei der L

osung mathematischer Modelle erzielt.
Letztlich werden Untersuchungen an zeitkontinuierlichen Systemen durch die Simulation
mittels zeitdiskreter Systeme realisiert.
2.1 Dynamische Systeme
Das dynamische Verhalten eines zeitkontinuierlichen Systems ist durch eine vektorwer-
tige funktionale Abh

angigkeit von inneren Gr





, und eventuell vorhandenen Eingangsgr





Die minimal notwendige Anzahl an Zustandsvariablen zur Charakterisierung des Systems
ist die Ordnung d
S
des Systems. Ein Vorteil der Beschreibung durch Zustandsvariablen
ist, da sich diesen eine topologische Bedeutung zumessen l

at. Werden die Zustands-
variablen als Koordinaten eines Raumpunktes aufgefat, ist zu jedem Zeitpunkt t der
Zustand des Systems durch einen Punkt x(t) in einem d
S
-dimensionalen Raum charak-
terisiert. Der durch die m

oglichen Werte der Zustandsvariablen aufgespannte Raum wird
als ZustandsraumM des Systems bezeichnet. Dieser kann z.B. ein d
S
-dimensionaler eu-





uhrlichere mathematische Beschreibung ndet sich bei Eck-
2
Als Beispiel sei die Mackey-Glass-Dierentialgleichung (A.8) angef

uhrt. Hierbei handelt es sich um
eine Dierentialgleichung mit retardiertem Argument, die sowohl vom aktuellen Zustand x(t) als auch
von dem vergangenen (retardierten) Zustand x(t   4T ) abh








ur (t-4T ) < t
0
< t den Anfangszustand des Systems dar. Der Zustandsraum ist
demnach1-dimensional.
2.1 Dynamische Systeme 6
mann und Ruelle [24].

























beschrieben. Dieses System von Dierentialgleichungen erster Ordnung kann aus gew

ohn-

















andig beschrieben. Die zeitliche Entwicklung des Systems ist durch das Vektorfeld
F

(B.26) vorgegeben. Dieses weist im allgemeinen eine nichtlineare Abh

angigkeit von
x, u und t auf. Hierbei kennzeichnet der Index  Kontrollparameter des Systems, welche
die dynamischen Eigenschaften des Systems wesentlich beeinussen. Ein Beispiel f

ur diese
auch als Bifurkationsparameter bezeichneten Gr

oen sind die Parameter , r und b des Lo-
renzmodells (A.1), welches im Anhang n

aher vorgestellt wird. Bei den im Rahmen dieser
Arbeit untersuchten Systemen werden die Kontrollparameter als konstant vorausgesetzt,
so da auf deren Einu im folgenden nicht weiter eingegangen wird.
F

ur den Fall verschwindender Eingangsgr

oen, u(t)  0, spricht man von einem abge-
schlossenen (B.1) zeitvariablen System mit der gegen






















uber hinaus die rechte Seite der Gleichung (2.2), auer bei x(t), nicht von t
abh





vor. Diese als autonom bezeich-


















beschrieben. Hier kann ohne Einschr





Im Rahmen dieser Arbeit werden ausschlielich autonome Systeme gem

a Gl.(2.3) unter-








In der mathematischen Literatur wird als
"









oen als autonome Systeme zu beschreiben, stellt die ausschlie-
liche Betrachtung autonomer Systeme keine wesentliche Einschr





osung x(t) der Zustandsgleichungen (2.3) in Abh

angigkeit vom Anfangszustand x
0
bildet eine stetige Kurve und beschreibt den Zustand des Systems f

ur alle Zeitpunkte t.
Diese Kurve ist die Trajektorie oder Zustandskurve des Systems durch den Anfangszustand
x
0





































Die entsprechende Beschreibung f

































































) im allgemeinen (B.3) eine dif-
feomorphe Abbildung (B.7) des Zustandsraumes darstellt, ergeben sich einige wichtige
Eigenschaften f

ur die Trajektorien des betrachteten Systems [110, 105]


















 Die Trajektorien oener station






ande sowie die Anfangszeitpunkte eindeutig beschrieben und
besitzen bei gleichen Anfangszust




















 Die Ableitung der Trajektorien des Systems bez

uglich des Anfangszustandes exi-
stiert. Eine stetige

















) zur Folge. Die Linearisie-
rung der

Anderung der Trajektorie bez

uglich des Anfangszustandes f

uhrt auf die
Variationsgleichung. Diese Gleichung wird zur Denition der Lyapunov-Exponenten




























osungen dynamischer Systeme 8
Eine den Gleichungen (2.1), (2.2) und (2.3) entsprechende Einteilung kann auch f

ur zeit-
diskrete Systeme erfolgen. Zeitdiskrete Systeme werden auch als iterierte Karten bezeich-
net. Sie stellen Abbildungen des Zustandsraumes auf sich selbst dar (

ahnlich dem Flu
kontinuierlicher Systeme Gl.(2.4), (2.5)) und werden i. allg. durch ein System von Die-
renzengleichungen erster Ordnung beschrieben.



















; k 2 Z (2.7)









ab. Entsprechend ist ein auto-


















; k 2 Z (2.8)












osung der Zustandsgleichungen eines dynamischen Systems entspricht der zeitlichen





asymptotische Verhalten des Systems f

ur t ! 1, wobei der

Ubergangsbereich als Tran-




osung setzt ein stabiles System
voraus, dessen Trajektorien f

ur t!1 eine Untermenge des Zustandsraumes bilden.
In den weiteren Ausf

uhrungen werden ausschlielich dissipative Systeme (B.8) betrach-
tet, da diese gegen

uber klassischen Systemen, sog. Hamiltonschen-Systemen, f

ur die
Untersuchung realer physikalischer Vorg

ange eine wesentlich gr

oere Bedeutung haben
[105, 24, 126]. Die besondere Eigenschaft dissipativer dynamischer Systeme besteht darin,
da Volumina im Zustandsraum durch die Wirkung der Vektorfelder F bzw. F im Laufe
der Zeit komprimiert werden [105, 24, 126]. Zur Veranschaulichung dieses Vorganges sind
in Abbildung 2.1 die L








uber einen kurzen Zeitraum dargestellt.
Die Anfangszust

ande bilden die Ecken eines W

urfels, welcher bei abnehmendem Volumen
in der dargestellten Weise verformt wird (vergl. auch Abbildung 2.5).
5
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t 
Abbildung 2.1: Darstellung von acht Trajektoriensegmenten des Lorenz-Systems

uber





urfels. Dieser wird gem

a den Zustandsgleichungen des Sy-
stems verformt, wobei sein Volumen abnimmt.
Werden die L










2 M betrachtet, so entspricht die Dimension dieser Menge
zun

achst der des Zustandsraumes d
S
. Alle Trajektorien dissipativer Systeme werden je-
doch auf Grund der Kontraktion von Volumenelementen asymptotisch f

ur t ! 1 ge-
gen Teilmengen des Zustandsraumes mit i. allg. geringerer Dimension d
A
konvergie-
ren [105, 24, 126]. Diese abgeschlossenen, beschr

ankten (B.4) und zusammenh

angen-
den Gebiete des Zustandsraumes werden als Grenzmengen (limit sets) 
 bezeichnet
[105, 24, 126]. Die Menge aller Anfangszust





 entsprechen, heit Einzugsgebiet U (basin of attraction) der
Grenzmenge 
. Ist das Einzugsgebiet U gr

oer als die Grenzmenge 
, so nennt man









aren Verhaltens dynamischer Systeme werden seit der
Beschreibung chaotischen Verhaltens durch Lorenz [78] vier Typen unterschieden. Diese
werden im folgenden vorgestellt und anhand ihrer Trajektorien, Attraktoren und Lei-
stungsdichtespektren verglichen [105, 24, 126].

















Die Grenzmenge ist der Gleichgewichtspunkt x
gl
selbst. Die Fourier Transformierte jeder
von 0 verschiedenen Komponente von x
gl
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Dimension (B.22) dieser Grenzmenge ist die eines Punktes, also 0. Alle stabilen linearen




osung einen Gleichgewichtspunkt auf [105, 24, 126].
Die n

achst kompliziertere Form stellt die periodische L

osung dar, deren Grenzmenge eine
geschlossene Kurve im Zustandsraum ist und folglich die Dimension 1 hat [105, 24, 126].










wobei T > 0 die Periodendauer der L

osung darstellt. Die Fourier-Transformierte besteht
aus Spektrallinien bei den Frequenzen f
i








osung entsteht aus allen ganzzahligen Linearkombinationen von p 2
IN periodischen L

osungen, deren Frequenzen in einem irrationalen Verh

altnis zueinander





Kurve, sondern stellt eine dieomorphe Abbildung eines p-Torus in den Zustandsraum des
Systems dar und hat die Dimension p. Die Fourier Transformierte der quasiperiodischen
L

osung besteht aus der

Uberlagerung der Spektren der periodischen L

osungen und ist
somit ebenfalls ein Linienspektrum [105, 24, 126].




osungen dynamischer Systeme haben eine wesentli-
che Gemeinsamkeit. Der anf

angliche Abstand zweier Trajektorien mit Anfangszust

anden
innerhalb des Einzugsgebietes einer Grenzmenge wird mit zunehmender Zeit immer klei-
ner. Diese Eigenschaft ist n








herzusagen, da unvermeidliche Fehler bei der Bestimmung des Anfangszustandes zu ver-
nachl












atestens mit der Ver

oent-
lichung von Lorenz [78] die Existenz einer weiteren stabilen Grenzmenge nichtlinearer
dynamischer Systeme allgemein bekannt. F

ur diese Grenzmenge wurde von Ruelle und
Takens [124] der Begri seltsame Grenzmenge oder entsprechend seltsamer Attraktor
(strange attractor) gepr

agt. Systeme mit seltsamen Attraktoren nennt man chaotische Sy-
steme oder Systeme mit deterministisch chaotischem Verhalten. F

ur eine mathematisch
genauere Denition dieser Begrie sei auf die Literatur [24, 124] und [126] verwiesen.
Das dynamische Verhalten auf seltsamen Attraktoren ist






Anderungen der Anfangswerte charakterisiert. Diese
sensitive Abh

angigkeit von Anfangswerten beruht auf einem exponentiellen Auseinan-
derstreben zweier anf

anglich benachbarter Trajektorien und ist am Beispiel der Henon-
Abbildung (vgl. Anhang A.3) in Abbildung 2.2 dargestellt. Auf Grund dieser Eigenschaft











oglich, da Fehler bei der Bestimmung von Ausgangsdaten unvermeidlich sind und
diese im Laufe der Zeit exponentiell anwachsen. Da jedoch auch seltsame Attraktoren auf
einen Bereich des Zustandsraumes begrenzt sind, kann ein exponentielles Auseinander-
2.3 Fraktale Dimensionen 11


















Abbildung 2.2: Darstellung der x-Komponente zweier Trajektoriensegmente der Henon-
Abbildung






die sich in der x-Komponente nur um 0; 001% unterscheiden.
Expansion und Kontraktion nden gleichzeitig in unterschiedlichen Raumrichtungen statt,
wobei der Eekt der Kontraktion auf Grund des dissipativen Charakters der hier betrach-
teten Systeme insgesamt

uberwiegt. Die unterschiedlichen Raten, mit denen Abst

ande
benachbarter Trajektorien in einzelnen Raumrichtungen zu- bzw. abnehmen, stellen cha-
rakteristische Gr

oen dynamischer Systeme dar und werden mit Hilfe der Lyapunov-
Exponenten deniert, auf die weiter unten n

aher eingegangen wird.




Faltens\, welcher in der Literatur an-
schaulich mit dem Kneten eines Teiges verglichen wird, ist einer st

andigen Wiederholung
unterworfen und hat die sehr komplexe, als fraktal bezeichnete Struktur seltsamer At-
traktoren zur Folge. Die Dimension dieser Grenzmengen ist i. allg. nicht ganzzahlig. Man
spricht von der fraktalen Dimension seltsamer Attraktoren. Diese stellt eine weitere wich-
tige Kenngr

oe chaotischer Systeme dar, auf die in Kapitel 2.3 n

aher eingegangen wird.





osungen klassischer dynamischer Systeme weisen ausschlielich Grenzmen-
gen mit ganzzahliger Dimension auf. F

ur diese sind bekannte Begrie wie die Dimension
des Euklidischen Raumes oder die topologische Dimension (B.22) einer Mannigfaltigkeit
ausreichend. Demgegen

uber mu zum Vergleich seltsamer Attraktoren der

ubliche Dimen-
sionsbegri um die Denition fraktaler Dimensionen erweitert werden.









osung des Systems dar. Die Dimension einer Grenzmenge entspricht den
Freiheitsgraden des Systems auf dem Attraktor und gibt die minimale Anzahl von Zu-





2.3 Fraktale Dimensionen 12
Weiterhin ist die Kenntnis der Dimension eines Attraktors erforderlich, um mit dem im
Kapitel 2.5 beschriebenen Verfahren aus einem gemessenen skalaren Ausgangssignal eines
Systems eine Folge von Zustandsvektoren zu rekonstruieren. Basierend auf dieser Rekon-
struktion kann das dynamische Verhalten des Systems mit Hilfe einesModells nachgebildet
und in beschr

anktem Mae auch pr

adiziert werden.
Hier wird nur eine kleine Auswahl aus der m

oglichen Vielzahl fraktaler Dimensionsbegrie
vorgestellt. Diese haben besondere praktische Bedeutung bei der Untersuchung experi-










die Informationsdimension [16, 105, 59] d
I
und im besonderen Mae die Korrelationsdi-
mension d
C













einem Teil der sog. Renyi-Dimensionen -ter Ordnung d

mit  2 IN [118] entsprechen



















at ist ein h

aug verwendeter Dimensionsbegri und stellt eine abgewandelte
Denition der Hausdor-Dimension dar. Sie entspricht, wie bereits angegeben, der Renyi-
Dimension 0-ter Ordnung.
Es wird ein Attraktor A IR
d
S
betrachtet. Gesucht ist eine

Uberdeckung (B.24) von A
mit einer minimalen Anzahl von Volumenelementen (Kugeln, Kuben etc.) N("), die alle
























A nicht deniert. Die Kapazit

at von Attraktoren nicht-chaotischer Systeme stimmt bis
auf wenige Ausnahmen mit deren topologischer Dimension

uberein.





ur Systeme mit relativ hochdimensionalen Zustandsr








Uberdeckungen zu unterschiedlichen Werten von d
K
, so ist d
K
als der minimale
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2.3.2 Korrelationsdimension
Von besonderer praktischer Bedeutung ist die Korrelationsdimension d
C
, da zu deren
Berechnung von Grassberger und Procaccia [41, 42, 43, 44] ein ezienter und relativ
einfach zu implementierender Algorithmus angegeben wurde.
Die Denition der Korrelationsdimension basiert auf der

Uberdeckung des Attraktors
durch Volumenelemente, die bereits zur Denition von d
K















wiederum die Wahrscheinlichkeit angibt, mit der sich die Trajektorie im Volu-
menelement i bendet. Zur Berechnung von d
C
wird angenommen, da eine Folge von
N Zustandsvektoren fx
k
g gemessen oder berechnet wurde. Liegt nur eine skalare Folge
von Mewerten der Ausgangsgr

oe eines Systems vor, so kann aus dieser mit dem im
Kapitel 2.5 beschriebenen Verfahren zur Rekonstruktion von Attraktoren eine Folge von
Zustandsvektoren rekonstruiert werden.
Der Algorithmus von Grassberger und Procaccia beruht auf einem Zusammenhang zwi-
schen der Korrelationsdimension gem

















mit i < j
(2.14)




atzt werden kann. In
Gleichung (2.14) stellt kk eine geeignete Norm dar.












































Uberdeckung des Attraktors erfolgt im ersten Fall durch Hyperkugeln mit dem Durch-




ange ". Da die Ergebnisse von
der verwendeten Norm unabh

angig sind und die Berechnung der Maximumsnorm einen
erheblich geringeren Rechenaufwand erfordert, wird diese bevorzugt eingesetzt. Einige
Beispiele zur Dimensionsberechnung mit dem Verfahren von Grassberger und Procaccia
sind im Anhang A f
















Wird das KorrelationsintegralC(") in doppelt-logarithmischer Darstellung

uber dem Ab-
stand " aufgetragen, so ergibt sich f

ur " ! 0 eine Gerade, deren Steigung der Korrelati-
onsdimension entspricht.
Da mit dem Algorithmus von Grassberger und Procaccia ein ezientes Verfahren zur
Verf

ugung steht, mit dem eine fraktale Dimension eines Attraktors auch aus experimen-
tell ermittelten Daten bestimmt werden kann [11, 14, 16, 41, 42, 43, 51, 73, 86], hat sich
die Korrelationsdimension in den letzten Jahren durchgesetzt. Wie bei anderen Verfahren
mu auch hier die Bewertung der Ergebnisse mit groer Sorgfalt erfolgen, um Fehlin-
terpretationen aufgrund einer zu geringen Datenmenge oder ungen

ugender Genauigkeit
der Daten zu vermeiden. Hinweise zur algorithmischen Umsetzung und zur Absch

atzung
der bei den verschiedenen Verfahren entstehenden Fehler nden sich unter anderem bei






aume das Verhalten von dynamischen Systemen vorher-











Die Lyapunov-Exponenten beschreiben die Raten, mit denen Abst

ande benachbarter Tra-
jektorien in verschiedenen Raumrichtungen zu- bzw. abnehmen und werden zur Stabi-
lit






eingesetzt. Die zur Stabilit

atsanalyse von Gleichgewichtspunkten und periodischen L

osun-
gen verwendeten Eigenwerte der linearisierten Systemfunktion gehen als Sonderfall aus
der Denition der Lyapunov-Exponenten hervor.
Zur Denition der Lyapunov-Exponenten wird zun






































Anderung der Anfangsbedingungen auf den Verlauf der Trajekto-
rie wird in erster N

aherung durch den linearisierten Flu beschrieben. Hierzu wird die
partielle Ableitung von Gleichung (2.18) bez

uglich des Anfangszustandes x
0
betrachtet,



























































und Gleichung (2.5) erh

alt man die folgende Form der linearen nichtautonomen Matrix-


























































) gegeben. Diese ergibt sich als L

osung
der Variationsgleichung (2.21) f






) = I. Im Rahmen dieser
Arbeit wird ein neuer Algorithmus zur Bestimmung der Lyapunov-Exponenten dynami-
scher Systeme unter Verwendung zeitdiskreter rekonstruierter Zustandsvektoren (vergl.
Abschnitte 2.5 und 5.6) beschrieben. Daher ist die Denition der Lyapunov-Exponenten
zeitdiskreter Systeme hier von besonderem Interesse. F

ur zeitkontinuierliche Systeme er-




) analog zu den im
folgenden angegebenen Gleichungen (2.26), (2.27) und (2.28).













ur die Evolutionszeit 4T = 1 aufgefat. Damit wird das zeitdiskrete
System als ein mit der Periodendauer 4T = 1 abgetastetes zeitkontinuierliches System
behandelt. Die das System charakterisierenden Gr

oen wie die Lyapunov-Exponenten
oder die fraktalen Dimensionen werden durch diese Vorgehensweise nicht beeinut. Im
Umkehrschlu kann demnach die Modellierung kontinuierlicher dynamischer Systeme auf
der Basis zeitdiskreter Modellans

atze erfolgen [126][S.51] (vgl. Abschnitt 2.5).
Mit dieser


























)   )) (2.23)
























































) besteht demnach aus dem Produkt der Jacobi-Matrizen der

































) = I (2.25)
F























Multiplikative Ergodische Theorem\ von Oseledec [98, 24] f

ur nahezu alle x
0


























die die mittlere Kontraktions- und Expansionsraten des lokalen Flusses entlang einer



















ur ergodische Systeme sind die Lyapunov-Exponenten
unabh

angig von der gew

ahlten Trajektorie. Man spricht von den Lyapunov-Exponenten
























)  ujj ; i = 1;    ;m (2.28)












































die Ordnung der Matrix 
x
0
angibt. Weitere Details zur Bedeutung und Denition von
Lyapunov-Exponenten nden sich bei [148, 126, 24].
F

ur Lyapunov-Exponenten von Grenzmengen dynamischer Systeme gelten die folgenden
generellen Aussagen [105, 24, 126]:
 F

ur dissipative Systeme mu eine Kontraktion von Volumina im Zustandsraum er-
folgen, daher mu die Summe aller Lyapunov-Exponenten kleiner als 0 sein.
 Die Lyapunov-Exponenten nicht chaotischer Attraktoren sind kleiner oder gleich 0.
7
Die Lyapunov-Exponenten kontinuierlicher Systeme werden in bit=Sekunde und die zeitdiskreter
Systeme in bit=Iteration berechnet, wenn statt des nat

urlichen Logarithmus der Logarithmus zur Basis
2 verwendet wird.
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 Bei kontinuierlichen Systemen und Grenzmengen, die keine Gleichgewichtspunkte
sind, ist immer ein Lyapunov-Exponent gleich 0 [46]. Der zugeh

orige Eigenvektor
entspricht der Ausbreitungsrichtung. Dies spiegelt die Tatsache wider, da in dieser
Richtung keine Ausdehnung oder Kontraktion erfolgt.
 Gibt es Lyapunov-Exponenten gr

oer 0 und ist die untersuchte Grenzmenge stabil,
so handelt es sich um eine chaotische Grenzmenge. Da kontinuierliche dissipative
Systeme mindestens einen Lyapunov-Exponenten mit dem Wert 0 haben und die
Summe aller Lyapunov-Exponenten kleiner 0 sein mu, folgt, da f

ur dissipative Sy-
steme chaotische Grenzmengen nur in Zustandsr

aumen mit einer minimalen Dimen-
sion von 3 m

oglich sind. Entsprechend sind bei zeitdiskreten dissipativen Systemen
chaotische Grenzmengen nur in Zustandsr





 Bei einer nicht chaotischen, stabilen Grenzmenge ist die Anzahl der verschwinden-
den Lyapunov-Exponenten gleich der topologischen Dimension. Ein Gleichgewichts-
punkt hat die Dimension 0, ein periodischer Grenzzyklus die Dimension 1 und eine
k-quasiperiodische Grenzmenge entsprechend einem k-Torus die Dimension k. Die
jeweiligen Grenzmengen haben 0, 1 oder k Lyapunov-Exponenten mit dem Wert 0.
Alle anderen Lyapunov-Exponenten sind bei diesen Grenzmengen kleiner als 0.
Zur Berechnung der Lyapunov-Exponenten werden verschiedene Verfahren in der Lite-
ratur beschrieben [37, 24, 27, 106, 107, 40, 146, 129]. Ein Vergleich unterschiedlicher
Verfahren wird u. a. von Geist et. al. [37] vorgestellt. Basierend auf diesen Ergebnissen
wird im Rahmen dieser Arbeit ausschlielich der Algorithmus von Eckmann und Ruelle
[24][S.650] zur Bestimmung der Lyapunov-Exponenten dynamischer Systeme aus experi-
mentell ermittelten Daten eingesetzt.
Eckmann und Ruelle schlagen eine sehr eziente Methode zur Berechnung der Lyapunov-
Exponenten aus Gl.(2.28) und Gl.(2.25) vor. Das Verfahren wird als Treppen-Iterations-







aige Renormalisierung werden numerische Probleme vermieden, die auf Grund der



































Die Rekursion wird mit der Basis Q
0
= I gestartet, wobei I die Einheitsmatrix des IR
d
S




















Abbildung 2.3: Geometrische Veranschaulichung der QR-Zerlegung als Teilschritt des
Treppen-Iterations-Algorithmus.












)  I (2.31)





urfel darstellt, wird durch die an der Stelle x
0
linearisierte Fluabbildung auf das
Volumenelement A
1





beschreibt ein Parallelepiped im IR
d
S
. Die durch die linearisierte Fluabbil-





in eine orthogonale Drehmatrix Q
1





; i = 1; :::; d
S
separiert.
Da bei der QR-Zerlegung negative Diagonalelemente auftreten k

onnen, werden die nach





























Die QR-Zerlegung kann durch Gram-Schmidt-Orthogonalisierung oder durch eine Folge
von Householder-Transformationen [115] erfolgen. Im Rahmen dieser Arbeit wird die letz-





anderung des Volumens sind in der Matrix R
1
enthalten,
da die Matrix Q
1
lediglich eine Basistransformation bewirkt. Die Eigenwerte der Matrix
R
1










> 1) in den durch die
orthonormale Basis Q
1
















. Im folgenden Rekursionsschritt wird das durch die Basis Q
1
beschriebene Volumenelement durch die im Punkt x
1
linearisierte Fluabbildung auf A
2
abgebildet.
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Wird diese Vorgehensweise entsprechend Gl.(2.29) und Gl.(2.30) entlang des Orbits bzw.



























; i = 1;    ; d
S
(2.33)
Auf die mit diesem Verfahren zur Bestimmung von Lyapunov-Exponenten aus experimen-




2.5 Rekonstruktion von Attraktoren
Die bisherigen Ausf

uhrungen zur Beschreibung dynamischer Systeme setzen voraus, da
die das System beschreibende Zustandsgleichung bekannt ist. Ein Standardproblem der
Systemtheorie besteht darin, das dynamische Verhalten des bekannten Systems voraus-
zusagen.
Bei der Untersuchung realer physikalischer Systeme sind die Zustandsgleichungen jedoch





experimentell zu erfassen. In vielen F

allen kann sogar nur eine skalare Ausgangsgr

oe ei-
nes physikalischen Systems, welches typischerweise einen1-dimensionalen Zustandsraum
besitzt, experimentell ermittelt werden.
Ausgehend von einem mit der Periode T
A





















; k 2 IN (2.34)
stellt sich die Aufgabe, ein dem betrachteten System

aquivalentes Modell zu entwickeln.
Dieses wird auch als
"





unftige Systemverhalten zu erhalten, oder um das zuk

unftige Ausgangssignal vor-
herzusagen, mu dieses Modell das beobachtete physikalische System hinreichend genau
approximieren.
Vorausgesetzt das dynamische Verhalten eines Systems ist durch Zustandsgleichungen der
Form (2.2, 2.3) im kontinuierlichen Fall bzw. (2.7, 2.8) im zeitdiskreten Fall beschreibbar,
erfolgt die L

osung dieser Aufgabenstellung in zwei Schritten.
Im ersten Schritt werden aus den skalaren Mewerten fv
k
g Zustandsvektoren und damit
der Attraktor des beobachteten Systems rekonstruiert. Anschlieend werden die dynami-
schen Eigenschaften des Systems ausgehend von den zuvor rekonstruierten Zustandsvek-
toren mit Hilfe eines noch zu beschreibenden mathematischen Modells nachgebildet.
8
Bei der Berechnung der Lyapunov-Exponenten kontinuierlicher Systeme mu die Evolutionszeit 4T
der Abbildung F ber

ucksichtigt werden. Bei zeitdiskreten Systemen entf

allt 4T in Gl.(2.33).
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{v } τ τ τ τ 
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k k xdE=v
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i  




Das hier verwendete Verfahren zur Rekonstruktion von Attraktoren aus einem skalaren
Zeitsignal ist die von Packard et al. [100] sowie Takens [136] vorgeschlagene Methode der
zeitverz

ogerten Komponenten. Es gibt auch andere Vorschl

age [24, 100] zur Rekonstruk-
tion, diese haben jedoch f

ur die hier betrachtete Anwendung keine Bedeutung erlangt. Ein
System zur Realisierung der Methode der zeitverz

ogerten Komponenten ist in Abbildung
2.4 skizziert. Das Verfahren beruht auf einem Theorem von Whitney [145], welches von
Takens [136] und Ma~ne [85] wie folgt erweitert wurde:
Theorem 1 Takens Einbettungs-Theorem [136]:
Der Attraktor A eines dynamischen Systems der Ordnung d
S
























)) : M ! IR
2m+1





















im allgemeinen eine Einbettung (B.9).
"






)) in seltenen F

allen keine Einbettung vonM





Anderung von  in Gl.(2.35)) wieder erzielt wird [105]. Der Raum, der









)) stellt in dem hier betrachteten Zusammenhang das beobachtete
Ausgangssignal v(t) des sich im Zustand x(t) bendenden Systems dar. Die Einbettungs-
konstante  der Rekonstruktion mu demnach der verwendeten Abtastperiode T
A
oder
einem ganzzahligen Vielfachen derselben entsprechen. Bei zeitdiskreten Systemen ist 
ein Vielfaches der Iteration der Abbildung.
Auf die Folge von Mewerten fv
k
g angewendet, bildet Gleichung (2.35) diese skalare
Zahlenfolge in eine Folge von rekonstruierten Zustandsvektoren fx
k
g der Dimension d
E
















































a Takens [136] zu
d
E
 2m+ 1 mit m 2 IN (2.37)
gew











g stellen dann eine dieomorphe Abbildung der Trajektorie des Systems





uber das dynamische Verhalten sowie charakteristische Gr

oen
wie fraktale Dimension und Lyapunov-Exponenten des zugrundeliegenden Systems unter
Verwendung der rekonstruierten Zustandsvektoren fx
k
g zu gewinnen.
Das Einbettungs-Theorem nach Takens behandelt die Einbettung einer Mannigfaltigkeit
mit der ganzzahligen topologischen Dimensionm. F

ur die Rekonstruktion von seltsamen





mung der Einbettungsdimension d
E
des Rekonstruktionsraumes herangezogen. Besitzt die







ur die lokale Dimension dar. Entsprechend einem Theorem von Ma~ne [85]
(siehe auch [24]) ergibt sich f





















entsprechend dieser Gleichung bestimmt, ist sichergestellt, da die Abbildung
Gl.(2.35) bzw. Gl.(2.36) i. allg. eine Einbettung darstellt. Es bleibt anzumerken, da auch
f

ur Einbettungsdimensionen, die kleiner als durch Gl.(2.38) vorgegeben gew

ahlt werden,
eine Einbettung erzielt werden kann, solange die Rekonstruktionsdimension nicht kleiner
als die fraktale Dimension des Attraktors ist.
Im Falle einer zu klein gew

ahlten Einbettungsdimension ist die Rekonstruktion unge-
eignet, da die Eigenschaften des Urbildes nicht erhalten bleiben und die rekonstruierten
Trajektorien z. B. Kreuzungspunkte aufweisen k

onnen. Eine auf den rekonstruierten Zu-
standsvektoren basierende Modellierung des Systemverhaltens wird daher unbrauchbare
Ergebnisse liefern.
Die genannten Theoreme von Takens und Ma~ne liefern keinen Hinweis darauf, wie die Ab-
tastperiode T
A





len sind. Dieses Thema wird in einer Reihe von Ver

oentlichungen behandelt [12, 35, 76].













Abbildung 2.5: Vergleich des Lorenz-Attraktors (Bild a) mit drei aus den x-Komponenten
rekonstruierten Trajektorien (Bilder b, c und d). In allen Darstellungen
sind jeweils 20 000 Punkte skizziert, wobei T
A














=0; 001 und (d): 
d
=0; 5.
Im Rahmen dieser Arbeit wird in Kapitel 5 n

aher auf den Einu der Parameter der Re-
konstruktion d
E
und  auf die erzielbare Qualit

at der das Systemverhalten nachbildenden
Modelle eingegangen.
An dieser Stelle wird an zwei Beispielen der Einu von d
E
und  auf die geometrische
Form des rekonstruierten Attraktors graphisch dargestellt. Die zugrundeliegenden chao-
tischen Systeme werden in Anhang A beschrieben.
Zun

achst wird am Beispiel des Lorenz-Systems (Gleichung (A.1)) die Wirkung un-
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=(0; 0j0; 1j0; 0)
T
unter Verwendung eines Pr

adiktor-Korrektor-
Verfahrens mit einer Schrittweite von T
A
=0; 001. Da das Lorenz-System einen 3-
dimensionalen Zustandsraum besitzt, kann die
"
Original\-Trajektorie in Abbildung 2.5a
nur perspektivisch dargestellt werden. Im Vergleich hierzu zeigen die Abbildungen 2.5b,
2.5c und 2.5d drei aus den x-Komponenten der zuvor berechneten Zustandsvektoren
























tion allein aus den x-Komponenten der L

osung erzielt. Wird mit 
c
=0; 001 die Einbet-
tungskonstante zu klein gew

ahlt, sind die Daten sehr stark korreliert. Die rekonstruierte
Trajektorie ist fast ausschlielich auf den Bereich der Hauptdiagonalen des Einbettungs-
raumes beschr

ankt und weist keine

Ahnlichkeit mit Abbildung (2.5a) auf. Die Rekon-
struktion unterscheidet sich auch stark vom
"
Original\ wenn, wie in Abbildung 2.5d,
die Einbettungskonstante zu gro gew

ahlt wird und die Daten dementsprechend nahezu
unkorreliert sind.
Im folgenden wird die Mackey-Glass-Dierentialgleichung gem

a Gleichung (A.8) betrach-
tet, welche ebenfalls ein System mit chaotischem Verhalten darstellt. Dieses System be-
sitzt im Gegensatz zum Lorenz-System einen1-dimensionalen Zustandsraum, da die Zu-
standsgleichung zus



























osung der Mackey-Glass-Dierentialgleichung wurde f

ur T=17 und T=30 mit ei-
nem Runge-Kutta-Verfahren vierter Ordnung bei einer Schrittweite von T
A
= 1; 0 berech-
net. Die mit den Einbettungsparametern d
E
=3 und =4; 0 rekonstruierten Trajektorien
sind in Abbildung 2.6 perspektivisch dargestellt.
Bei beiden Rekonstruktionen ist die Einbettungsbedingung Gl.(2.38) nicht erf

ullbar, da




ankt ist. In Abbildung 2.6a ist die fraktale
Dimension des Attraktors mit d
A
=2; 1 jedoch zumindest kleiner als die Einbettungsdi-
mension. Obwohl das System einen 1-dimensionalen Zustandsraum besitzt, weist die




achenhafte Struktur auf, die an ein im IR
3
gefaltetes Band erinnert. Dieses entspricht der Erwartung f

ur ein System mit einer frak-
talen Dimension, die etwas gr

oer als die einer Fl

ache ist.
Im Vergleich hierzu wirkt die rekonstruierte Trajektorie f

ur die Mackey-Glass-





von Punkten in einem beschr

ankten Bereich des IR
3
. Eine entsprechend ausgepr

agte Struk-







Abbildung 2.6: Mit den Einbettungsparametern d
E
=3 und =4; 0 rekonstruierte Trajek-
torien der Mackey-Glass-Dierentialgleichung f

ur
(a): T=17 und (b): T=30
tur wie in Abbildung 2.6a ist nicht vorhanden. Dieses ist auch nicht verwunderlich, da
hier die Rekonstruktionsdimension kleiner als die fraktale Dimension des Attraktors ist.
Aus den beiden Beispielen ist bereits ersichtlich, da die Parameter d
E
und  die Qua-
lit

at der Rekonstruktion in entscheidendem Mae beeinussen. Dieses hat nat

urlich auch
Auswirkungen auf die Leistungsf

ahigkeit der nachfolgend beschriebenen mathematischen
Modelle, deren Aufgabe es ist, basierend auf den rekonstruierten Zustandsvektoren das
dynamische Verhalten des zugrundeliegenden Systems m

oglichst genau zu approximieren.
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2.6 Neuronale Netze zur Modellierung dynamischer Systeme
Im folgenden wird auf die Modellierung dynamischer Systeme eingegangen, wobei vor-








uhrt wird. Diese Folge kann aus
"
Original\-Zustandsvektoren oder aus
Zustandsvektoren bestehen, die mit dem in Kapitel (2.5) vorgestellten Verfahren der zeit-
verz

ogerten Komponenten rekonstruiert wurden.
Die Zustandsvektoren repr

asentieren im Falle eines zeitdiskreten Systems einen Orbit
des Systems, so da die Aufgabe der Modellierung darin besteht, die das System be-
schreibende Zustandsgleichung bzw. Abbildungsvorschrift zu approximieren. Bei einem
zugrundeliegenden kontinuierlichen System stellt die Folge von Zustandsvektoren eine
mit der Periodendauer T
A
abgetastete Trajektorie des Systems dar. Ein zu entwickeln-





ur eine Evolutionszeit T
A
nachbilden. Die Anzahl und Auswahl der Zu-
standsvektoren fx
k
g mu daher sicherstellen, da diese alle wesentlichen Eigenschaften
des Systems widerspiegeln, d. h. alle wesentlichen Teile des Attraktors m

ussen abgedeckt
werden. Die zu ermittelnde Abbildung G(x
k














oglichst genau nachbilden. Im Rahmen dieser
Arbeit werden zur Approximation der Abbildung G(x
k
) neuronale Netze verwendet, die








ande des Systems darstellen.
Abh

angig davon, ob rekonstruierte oder
"
Original\-Zustandsvektoren verwendet werden
und wie weit in die Zukunft der Zustand des Systems vorausgesagt werden soll, nden
skalare G(x
k







den Fall rekonstruierter Zustandsvektoren ergibt sich bei gegebener Einbettungsdimension
d
E
























k; pw 2 Z (2.39)



























































aherer Betrachtung dieser Aufgabenstellung f

allt auf, da nur die letzte Komponente
des n























k 2 Z (2.41)
vorhergesagt werden.
Ist die geforderte Pr

adiktionsweite pw allerdings gr

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 pw-fache Iteration der f






























ur die Evolutionszeit pw. Die Dimension






































k 2 Z (2.45)
untersucht.




adiktion chaotischer Zeitsignale bekannt.
Beitr

age zu diesem Thema nden sich u. a. bei Farmer und Sidorowich [30, 31, 32],
Broomhead, King und Lowe [12, 13], Lapedes und Farber [71], Moody und Darken [91,
92, 93] sowie bei [2, 15, 19, 21, 23, 64, 66, 113, 128, 143].
In einer Reihe von Untersuchungen wurden verschiedene Typen neuronaler Netze zur Ap-
proximation der Abbildung G(x
k
) und damit zur Pr

adiktion chaotischer Zeitsignale vergli-
chen. Hierbei wurde festgestellt, da mit nicht r

uckgekoppelten mehrlagigen Perzeptron-
Netzen [133, 138, 132, 5, 28] im Vergleich zur Verwendung radialer Basisfunktionen [87],
rezeptiver Felder [40] oder r

uckgekoppelter mehrlagiger Perzeptron-Netze [99] die be-





anken sich daher auf die Verwendung nicht r

uckgekoppelter mehrla-
giger Perzeptron-Netze zur Modellierung dynamischer Systeme.
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3 Optimierung mehrlagiger Perzeptron-Netze
unter Verwendung von Gradientenverfahren
Mehrlagige Perzeptron-Netze sind in vielen Bereichen der nichtlinearen Signalverarbei-
tung die zur Zeit am h

augsten eingesetzten neuronalen Netze. Sie werden u. a. bei den
folgenden Problemstellungen verwendet:
 Bildverarbeitung-Mustererkennung [18, 52, 102, 119]






ange [50, 51, 52, 62, 117, 119]




Im Rahmen dieser Arbeit wird ihre Eignung zur Modellierung dynamischer Systeme bzw.
zur Pr

adiktion chaotischer Zeitsignale untersucht.
3.1 Das mehrlagige Perzeptron-Netz
Das 1958 von Rosenblatt [121] beschriebene Perzeptron stellt das Grundelement dar,
aus dem mehrlagige Perzeptron-Netze (Multi Layer Perceptrons) oder kurz MLP -Netze
aufgebaut sind.
Dieses in Abbildung 3.1 skizzierte Perzeptron
addiert zu einem Schwellwert  die gewich-
tete Summe der Komponenten des Eingangs-
vektors x = (x
1




. Die Summe wird
einer i. allg. nichtlinearen Aktivierungsfunktion
zugef

uhrt. Das Ergebnis dieser Abbildung ist
der Ausgangswert des Perzeptrons.

Ublicherweise wird der Eingangsvektor x um
eine Komponente mit dem festen Wert x
0
1
erweitert. Mit diesem Bias-Eingang ist der
Schwellwert  als Gewicht w
0
der entstehenden
Verbindung beschreibbar. Damit ergibt sich die
Abbildung eines Perzeptrons zu:






























Abbildung 3.1: Das Perzeptron
bildet das Grundelement von
MLP -Netzen.
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Werden mehrere Perzeptrons zu Lagen zusammengefat und diese Lagen hintereinan-
der gruppiert, erh

alt man den zur Zeit am h

augsten eingesetzten Typ eines neuronalen
Netzes: das mehrlagige Perzeptron-Netz oder auch Backpropagation-Netz. In diesem Zu-
sammenhang werden die Perzeptrons als Knoten des neuronalen Netzes bezeichnet, die
die Informationsverarbeitung vornehmen. In einem MLP -Netz sind alle Knoten einer
Lage mit s






uber mehrere Lagen existieren nicht. Der Informationsu erfolgt von der
Eingangslage (l = 1)

uber die verdeckten Lagen
9
(l = 2;    ; L   1) zur Ausgangslage
(l = L). Da R





auterung der verwendeten Bezeichnungen ist in Abbildung 3.2 die allgemeine
































































































Abbildung 3.2: Allgemeine Struktur eines MLP -Netzes bestehend aus L Lagen
mit jeweils H
1
=M; : : : ;H
l





achst werden die Bias-Eing

ange aller Knoten einer Lage l 2 f2; : : : ; Lg zu einem
zus

atzlichen Knoten mit dem konstanten Ausgangswert o
k
l 1;0
 1 in der vorhergehenden
Lage zusammengefat. In der ersten Lage gilt entsprechend x
k
0
 1. Damit besitzt das
MLP -Netz aus Abbildung 3.2 formal (H
l
+1) Knoten in den Lagen l = 1;    ; L 1 sowie
H
L
=N Knoten in der Ausgangslage, wobei ein Knoten durch Angabe der Lage l und der
Position h
l
innerhalb der Lage eindeutig gekennzeichnet ist.
9
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Die Anzahl der Lagen sowie die Zahl der Knoten innerhalb der einzelnen Lagen bestimmen
die Topologie eines MLP -Netzes. Die Bias-Eing

ange werden in diesem Zusammenhang
nicht betrachtet
10






=M Knoten der Eingangslage nehmen die Komponenten x
k
1






auf und leiten diese zusammen mit dem Bias-Eingang x
k
0
= 1 an die Knoten
der zweiten Lage weiter.






























































= 1;    ; H
l
(3.3)





das Gewicht der Verbindung von Knoten h
l 1


































































ur l = 2;    ; L (3.4)




















ur l = 2;    ; L   1 (3.5)































Nachdem alle L Lagen durchlaufen wurden, steht an den H
L
= N Knoten der Ausgangs-








;    ; y
k
n












Zum Beispiel wird einMLP -Netz mit vier Lagen, welches in der Eingangslage 12, in der zweiten Lage
10, in der dritten Lage 8 und in der Ausgangslage 1 Knoten besitzt, im folgenden kurz als ein 12:10:8:1
Netz bezeichnet. Gem

a Gl.(3.6) besitzt dieses Netz Q=227 Gewichte.




















































ugung. Auf eine Indizierung der Aktivierungsfunktionen f() wird verzichtet, da
bei allen verdeckten Knoten der hier untersuchten MLP -Netze identische Aktivierungs-
funktionen verwendet werden.







ur s > 0
0 f

ur s  0
(3.10)
kommt bei MLP -Netzen i. allg. nicht zum Einsatz, da die f

ur diesen Netztyp existie-
renden Optimierungsverfahren stetig dierenzierbare Aktivierungsfunktionen vorausset-
zen. Dar

uber hinaus verlangt der hier untersuchte Einsatz mehrlagiger Perzeptron-Netze
zur Modellierung nichtlinearer Abbildungen kontinuierliche Ausgangswerte mit hoher Ge-




Die neben der Tangens-Hyperbolicus-Funktion
f
tan
(s) = tanh(s) (3.11)
am h









welche im folgenden als Aktivierungsfunktion aller Knoten der verdeckten Lagen verwen-
det wird und in Abbildung 3.3 dargestellt ist.
Die logistische Funktion bildet die Eingangswerte s2IR auf f
log
(s)2IR im Intervall (0; 1)




aig groe Werte von s ausgesprochene S

attigungsbereiche,
also Bereiche sehr kleiner Steigung. Im Gegensatz dazu ist die Steigung im Aktivierungs-
bereich, bei betragsm

aig kleinen Werten von s, wesentlich gr

oer. Diese Eigenschaft
der Aktivierungsfunktion hat groe Auswirkungen auf die Leistungsf

ahigkeit der in den
n

achsten Abschnitten vorgestellten Optimierungsverfahren.









Als sigmoidale Funktion wird eine reellwertige, stetig dierenzierbare, monoton wachsende Funktion










ur  1 < s <1.
12
Mit Gleichung (3.1) und (3.12) l
































Abbildung 3.3: Die logistische Aktivierungsfunktion f

ur =0; 2; 0; 5; 1; 2; und 5






































Diese Beziehungen werden bei der Realisierung der in dieser Arbeit untersuchten Opti-
mierungsverfahren genutzt (Kap.3.3, Kap.4.2).




(s) = s (3.15)
Eine weitere Nichtlinearit

at an dieser Stelle w

urde hinsichtlich der Abbildungseigenschaf-
ten desMLP -Netzes keine Vorteile haben, die Optimierung des Netzes jedoch erschweren.


























k 2 Z (3.16)




ab. Da sich die Netzabbildung ausschlie-
lich aus anen Transformationen
13
und den sigmoidalen Aktivierungsfunktionen zusam-





x und w (
~





uhrungen aus Kapitel 2.6 wird das beschriebene Netz zur Mo-
dellierung dynamischer Systeme eingesetzt. Abh

angig von der Aufgabenstellung mu die
13
Die Funktion f(x) = ax+ b wird als ane Funktion bezeichnet.
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Abbildung
~
G des MLP -Netzes eine der Abbildungen G gem

a Gl.(2.41)    Gl.(2.45)





asentative Teilmenge der (rekonstruierten) Zustandsvektoren fx
k
g verwen-
det, die alle interessierenden Eigenschaften des dynamischen Systems widerspiegelt. Diese








die entsprechend den Anforderungen an den Pr

adiktor K Beispiele der zu approximie-
renden Abbildung G gem





















als Testmenge, um die Verallgemeinerungsf

ahigkeit des Netzes bei unbekannten Eingangs-
daten zu demonstrieren.




















) Ausgangsvektor. Dieser Fehler wird um so
geringer, je besser die Abbildung
~
G des Netzes mit der des dynamischen Systems G

uber-
einstimmt. In diesem Zusammenhang stellt sich die Frage, welche Arten von Abbildungen
mit ausreichender Genauigkeit durch MLP -Netze realisierbar sind, und welche Aussagen

uber die Topologie der Netze gemacht werden k

onnen.
Diese Frage war von entscheidender Bedeutung bei der Entwicklung und Erforschung
neuronaler Netze [55, 89] und wird in einer Reihe von Ver

oentlichungen behandelt [20,
55, 61, 63, 134].
Basierend auf einem 1957 von A. Kolmogorov [69] ver

oentlichten Theorem wird in
[53, 54, 55] gezeigt, daMLP -Netze mit nur einer verdeckten Lage und beliebigen sigmoi-
dalen Aktivierungsfunktionen in den verdeckten Knoten universelle Approximationseigen-
schaften besitzen, solange die Anzahl der Knoten in der verdeckten Lage und die Gewichte
im Netz keinen Einschr

ankungen unterliegen.
Theorem 3: Backpropagation-Approximations-Theorem (Hecht-Nielsen):
F

ur eine beliebige quadratisch integrierbare Funktion
14







> 0 existiert ein dreilagiges Perzeptron-Netz gem

a Ab-








ur eine quadratisch integrierbare Funktion G : [0; 1]
M











heit quadratisch integrierbar, wenn jede
Komponente G
n
;n = 1;    ; N quadratisch integrierbar ist. Wobei in Theorem 3 der Denitionbereich




















uber die Existenz eines geeigneten Lernverfahrens zur Bestim-
mung der optimalen Netzgewichte w

oen. In vielen F

allen ist es sogar von Vorteil, statt
eines 3-lagigen Netzes ein MLP -Netz mit 4, 5 oder mehr Lagen zu verwenden, da diese
zur Bew









oglichkeiten zur Approximation kontinuierlicher Funktionen auf
der Basis sigmoidaler Funktionen ndet sich bei Ito [63]. Weiterhin zeigen Stinchcombe
und White [134] sowie Gallant und White [36], da MLP -Netze mit einer verdeckten
Lage die universellen Approximationseigenschaften auch f

ur nicht-sigmoidale nichtlineare
Aktivierungsfunktionen in den verdeckten Knoten besitzen.





at sich ein L-lagiges Netz in ein

aquvalentes zweilagiges Netz umformen, welches



































. Hierbei stellt W
res
die (M + 1)N -Matrix der Pr

adiktorkoezienten dar.
Dieses Netz ist naturgem

a nur in der Lage, die linearen Eigenschaften dynamischer Sy-













Zur Bewertung der G

ute der durch das MLP -Netz erzielten Approximation
~
G der Abbil-
































ur die K Eingangs-Ausgangs-Paare der Trainingsmenge herangezogen. Analog zu




ur die Testmenge berechnet.
F

ur eine vorgegebene Netztopologie und eine konstante Trainingsmenge f

uhrt die Mini-










E(w) mit w 2 IR
Q











Das Minimum der Zielfunktion E(w) wird f

ur die optimalen Netzgewichte w

erreicht.
Dieses nichtlineare Optimierungsproblem ohne Restriktionen ist nicht geschlossen l

osbar.









;    ;w
I
;    erzeugen, welche
im Idealfall gegen ein globalesMinimumw

oder zumindest gegen ein lokalesMinimumder
Zielfunktion mehrlagiger Perzeptron-Netze Gl.(3.20) konvergiert. Eine besonders g

unstige
Wahl der Startgewichte ist i. allg. nicht bekannt, so da die Gewichte mit gleichverteilten




] vorbesetzt werden. Symmetrien in den Gewichten,




onnen, werden so ausgeschlossen [123].
Gleichung (3.20) deniert die Fehlerober

ache von MLP -Netzen in dem (Q + 1)-










ache eines Netzes mit nur zwei Gewichten wird in Abschnitt 5.1 vorgestellt.
Die Beschaenheit der Fehlerober

ache hat entscheidenden Einu auf die Leistungsf

ahig-
keit und hier insbesondere auf die Konvergenzgeschwindigkeit der eingesetzten Optimie-
rungsverfahren. Aufgrund des S

attigungscharakters der sigmoidalen Aktivierungsfunktio-
nen sind ausgedehnte, sehr ache Gebiete vorhanden, in denen der Gradient nahezu Null
ist. Daneben existieren aber auch Schluchten mit steilen W

anden und i. allg. geringer
Steigung der Talsohlen. Diese Eigenschaft ist einerseits auf die groe Steigung der Akti-
vierungsfunktionen im

Ubergangsbereich und andererseits auf die Existenz unterschiedli-






achen weisen mehrere globale Mi-
nima auf, weil MLP -Netze bei geeigneter Permutation der Netzgewichte - und damit f

ur
unterschiedliche Gewichtskonstellationen - identische Abbildungseigenschaften aufweisen
[55, 58].
Diese geometrische Interpretation des Optimierungsproblems impliziert die Verwendung
sogenannter Abstiegsverfahren (descent methods), wie sie aus der Literatur zur nichtlinea-
ren Optimierung bekannt sind [22, 34, 39, 79]. Abstiegsverfahren liefern i. allg. eine Folge













Die hier verwendeten schrittweitenbasierten Abstiegsverfahren sind modellgest

utzte Ver-












zu bestimmen. Eine Abstiegsrichtung (descent direction) liegt vor, wenn sich der
Wert der Zielfunktion E(w
I
) durch geeignete Wahl einer Schrittweite 
I



































) bezeichnet. Dieser besteht aus den partiellen Ableitungen von
E(w) bez




























Anderung der Netzgewichte w
I























Das mehrdimensionale Optimierungsproblem Gl.(3.21) wird durch Wahl einer Suchrich-
tung u
I
zu einer eindimensionalen Liniensuche (line search) reduziert. Die Bestimmung
einer geeigneten Schrittweite 
I










otigte Modellierung der Zielfunktion (Fehlerober

ache) erfolgt durch Abbruch
der Taylorreihe von E(w) im jeweiligen Entwicklungspunkt w
I


































kennzeichnet. Die symmetrische (QQ)-Hessematrix ergibt sich aus den zweiten partiellen
Ableitungen der Zielfunktion bez












































































Das Restglied zweiter Ordnung R
2




Werden die beschriebenen Schritte wiederholt durchgef

uhrt, ergibt sich ein iteratives Op-
timierungsverfahren, welches bei Erreichen eines Minimums w
2
oder einer maximalen
Anzahl an Iterationen abgebrochen wird.
Im Minimum w
2





)jj = 0 (notwendig) (3.29)
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)  u > 0 8u 2 IR
Q
u 6= 0 (hinreichend) (3.30)
Bei Vorliegen eines Minimums mu demnach der Gradient verschwinden
16
und die Hes-
sematrix positiv denit sein. Da jedoch die Bedingungen Gl.(3.29) und (3.30) nur lokale
Eigenschaften der Fehlerober

ache erfassen und die Zielfunktion keine quadratische Funk-





des Optimierungsproblems Gl.(3.21) ist. In der Literatur [55] wird die Konvergenz
gegen ein lokales Minimum der Zielfunktion jedoch als unwahrscheinlich angesehen.





, weil quadratische Funktionen konvex sind [34, 79]. Das auf Seite 33
beschriebene MLP -Netz mit ausschlielich linearen Aktivierungsfunktionen (vektorieller
linearer Pr

adiktor) ist ein Beispiel f





Alle Verfahren, die im Verlauf dieses Kapitels vorgestellt werden, basieren auf dem fol-




































ahlten Verfahren ist die Schrittweite 
I
konstant, Ergebnis einer Heuristik oder Ergebnis einer Liniensuche


















4 Wenn Abbruchbedingung nicht erf

ullt: Weiter bei 1
5 ENDE
3.3 Gradient und Jacobimatrix eines MLP -Netzes
Der Gradient r
w
E(w) der Zielfunktion Gl.(3.20) ist f

ur die hier verwendeten Abstiegs-








)jj Null ist werden als station

ar bezeichnet. Neben
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Aus Gleichung (3.20) folgt bei Anwendung der Kettenregel f





































j=1; : : : ;H
l
i=0; : : : ;H
l 1
und l = 2;    ; L (3.32)
Die partiellen Ableitungen des Summensignals s
k
l;j
















































































;    ; d
k
n






Die Fehlerterme in den verdeckten Lagen ergeben sich bei Ber

ucksichtigung der nichtli-




















l=2; : : : ;L  1
j=1; : : : ;H
l
(3.37)
Bei Verwendung der logistischen Aktivierungsfunktion Gl.(3.3) in den verdeckten Knoten





















l=2; : : : ;L  1
j=1; : : : ;H
l
(3.38)
Die Berechnung des Gradienten r
w
E(w) erfolgt entsprechend den obigen Ausf

uhrun-
gen in zwei Schritten. Zun

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Gl.(3.35) zwischengespeichert werden m

ussen. Die partiellen Ableitungen der Einzelfehler
gem

a Gl.(3.35) werden daraufhin rekursiv aus den Gleichungen (3.36) und (3.38) be-













Bei der Berechnung der partiellen Ableitungen wird das Netz von den Fehlertermen 
k
l;j
in umgekehrter Reihenfolge durchlaufen (error backpropagation). Diese rekursive Berech-
nung des Gradienten wird durch das in Abbildung 3.4 dargestellte Netz realisiert. Es
f’(
       
) 
f’(
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Abbildung 3.4: Netz zur Berechnung des Gradienten von MLP -Netzen
entsteht aus dem urspr

unglichen MLP -Netz (Abb.3.2), wenn statt der nichtlinearen Ak-







ur den aktuellen Eingangsvektor x
k
eingesetzt, und die Ausgangswerte der verdeckten Knoten zwischengespeichert werden.





Umsetzung in parallele Hardware zwei Vorteile:
 Alle erforderlichen Berechnungen sind lokal durchf

uhrbar, d. h. den informations-









ugung. Es sind keine globalen Operationen n

otig, und jeder Knoten
kann durch einen Prozessor realisiert werden.





uber liegt der Aufwand bei Verwendung des Backpropagation-
Algorithmus (Kap. 3.4) in der Gr

oenordnung von O(Q) Operationen. Damit ist





in etwa gleich gro.
Auf die Bestimmung der Hessematrix r
2
w
E(w) wird nicht eingegangen, da im Rahmen
3.3 Gradient und Jacobimatrix 39
dieser Arbeit nur Optimierungsverfahren und Abbruchkriterien eingesetzt werden, die auf
eine explizite Berechnung der Hessematrix verzichten.
Zur Sch





otigt, welche die Abbildung des zugrundeliegenden dynamischen Systems approxi-
miert. Zun

achst werden die F

alle betrachtet, bei denen die
"
Original\-Zustandsvektoren























k 2 Z (3.39)
























k 2 Z (3.40)






















Eine Vorgehensweise analog zur Berechnung des Gradienten f

uhrt auf die folgende Glei-









 : : : W
k
lin;l






































































ur l = 2;    ; L  1 (3.43)
Die Berechnung der Jacobi-Matrix gem

a Gl.(3.42) wird durch das in Abbildung 3.5
dargestellte Netz realisiert.




















2 IR k 2 Z (3.44)
zur Approximation von Gl.(2.41) und zur Sch

atzung der Lyapunov-Exponenten eingesetzt,
ergibt sich aus Gl.(2.40) unter der Voraussetzung pw =  f

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und f






















0 1 0 : : : 0






















































Zur Bestimmung der Jacobi-Matrix gem

a Gl.(3.46) mu nur die letzte Zeile berechnet
werden, wozu wiederum Gl.(3.42) verwendet wird, wobei die Matrix der Ausgangsgewichte
W
L
zu einem Vektor degeneriert. Diese Berechnung kann ebenfalls mit einem gegen

uber
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f’(






















s2,h2 f’(      ) 
f’(
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Abbildung 3.5: Netz zur Berechnung der Jacobi-Matrix von MLP -Netzen
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3.4 Das Backpropagation-Verfahren und Modikationen
Das einfachste und zugleich am h

augsten verwendete Optimierungsverfahren f

ur MLP -
Netze ist der BackPropagation-Algorithmus
17
(BP-Algorithmus). Obwohl zuvor bereits
mehrfach beschrieben [3, 17, 104, 144], hat sich dieses Optimierungsverfahren erst mit der
Ver






ur MLP -Netze entwickelt. Als Abstiegs- bzw. Suchrichtung wird der negative
Gradient  r
w
E(w) der Zielfunktion f

ur die jeweiligen Netzgewichte gew

ahlt.
Der Backpropagation-Algorithmus umfat zwei Varianten, die sich bez

uglich der Berech-




osung unterscheiden [55, 58].



















uhrt, nachdem alle K Trainingsmuster verarbeitet wurden. Entsprechend
den Ausf

uhrungen aus Kapitel 3.3 werden hierbei die Beitr




























nach jedem Trainingsmuster durch. Der Vergleich mit anderen Verfahren wird erleich-
tert, wenn die einmalige Verarbeitung aller K Trainingsmuster als eine Iteration verein-






) eine recht ungenaue
Sch

atzung des Gradienten verwendet. Die Vorteile dieses Verfahrens werden jedoch gerade





uberlagert wird, wodurch das Festlaufen des Algorithmus in lokalen





, welche auch als Lernrate des Backpropagation-Algorithmus be-
zeichnet wird, ist in beiden F

allen konstant und mu vom Anwender vorgegeben werden.
Das Minimum entlang der Suchrichtung wird bei dieser Vorgehensweise i. allg. nicht er-
reicht. Eine g

unstige Wahl der Schrittweite 
BP
hat entscheidenden Einu auf die Kon-
vergenzgeschwindigkeit des Optimierungsverfahrens. Ein zu kleiner Wert ergibt nur eine
sehr geringe Gewichts

anderung, und es werden dementsprechend wesentlich mehr Itera-
tionen ben





ahlt, kann sogar eine Verschlechterung
17





Uberlegungen bilden die Basis der Verfahren des
"
simulated annealing\.
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Der beschriebene BP -Algorithmus mit fester Schrittweite hat den Nachteil, da neben






geordneten\ Optimierung bestimmt werden mu. Weiterhin ist die optimale Schrittweite




angig und damit f

ur jede Iteration
eine andere. Besonders in sehr achen Gebieten mit nahezu verschwindendem Gradien-
ten hat eine konstante Schrittweite 
BP
nur sehr kleine Gewichts

anderungen und damit
eine geringe Konvergenzgeschwindigkeit des BP -Algorithmus zur Folge. Zur Vermeidung
dieser Nachteile wurde u. a. von Vogel et. al. [141] ein heuristisches Verfahren zur Adap-
tion der Schrittweite vorgestellt, da ohne nennenswerte Erh

ohung des Rechenaufwandes
realisierbar ist. Dieses wird als
"
Bold-Driver\-Heuristik (BD-Verfahren) bezeichnet und
ver





angig vom Fortschritt der Optimierung
19
. Verringert
sich, wie in Gl.(3.22) f

















  mit  > 1 2 IR (3.49)




















  mit 0 <  < 1 2 IR (3.50)
Bei Verwendung dieser Heuristik
20
schwankt die Schrittweite st

andig in einem Bereich
um die optimale Schrittweite, so da die Konvergenzgeschwindigkeit des BD-Verfahrens,
verglichen mit dem BP -Algorithmus, wesentlich erh

oht wird.
Der BP -Algorithmus sowie dieBD-Heuristik stellen Sonderf

alle des bekannten Verfahrens
des steilsten Abstiegs (steepest descent method) dar [79, 34], dessen prinzipieller Ablauf in
Abbildung 3.6 veranschaulicht wird. Die Darstellung der Fehlerober

ache erfolgt in Form
von H











wird ebenfalls der negative Gradient im aktuellen Punkt w
I
ver-




















    g
I









uber hinaus wird von Jacobs [64] eine Erweiterung des BD-Verfahren vorgeschlagen, bei der jedes
einzelne Gewicht w
l;ji








ur die Parameter der Bold-Driver-Heuristik sind  = 1; 05 und  = 0; 5.
Diese wurden auch bei s

amtlichen mit dem BD-Verfahren durchgef

uhrten Untersuchungen aus Kapitel 5
verwendet.










(wI - ηgI) 
(wI+1 - ηgI+1) 
Abbildung 3.6: Verfahren des steilsten Abstiegs
bestimmt. Im Minimum w
I+1
der Liniensuche tangiert der Suchstrahl (w
I







ache mit dem Wert E(w
I+1
). Dieses ist eine prinzipielle Eigen-
schaft des Minimums einer Liniensuche und gilt f
















ur einen Liniensuch-Algorithmus ist Gl.(3.52) praktisch nicht erf

ullbar. Aus diesem
Grund mu eine Abbruchbedingung f

ur die eindimensionale Optimierung angegeben wer-
den, die eine Bewertung der erzielten N

aherung vornimmt. Die Genauigkeit der Linien-
















durch den Parameter " gesteuert werden
21
. Gleichung (3.53) wird im folgenden als Winkel-
bedingung bezeichnet und dient als Abbruchbedingung der zur Minimierung eingesetzten
Liniensuch-Algorithmen.
Das Verfahren erzeugt demnach bei exakten Liniensuchen eine Folge senkrecht aufein-
ander stehender Suchrichtungen. Diese Besonderheit f

uhrt bei schlecht konditionierten
Optimierungsproblemen
22
zu dem sogenannten Zick-Zack-Laufen (zig-zagging) [79]. Die-
ser Eekt kann bereits in Abbildung 3.6 beobachtet werden und tritt in Bereichen mit
21
Je kleiner der Wert von " gew

ahlt wird, um so genauer erfolgt die Bestimmung des Minimums entlang
der Suchrichtung. Andererseits steigt jedoch dadurch die Anzahl der f

ur die Liniensuche ben

otigten
Funktionswert- und Gradientenberechnungen und damit der Rechenaufwand des Optimierungsverfahrens
u. U. erheblich an.
22
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Talsohle\. Hier ist die Komponente des Gradienten in Richtung des Minimums gering, in
anderen Richtungen jedoch sehr gro. Es kommt zu oszillierenden Suchrichtungen, was
eine extrem geringe Konvergenzgeschwindigkeit zur Folge hat.
In [79] wird f

ur allgemeine nichtlineare Optimierungsprobleme gezeigt, da die lokale

































































gilt, wird der Quotient in Gl.(3.54) nahezu eins. Der Wert der Zielfunktion nimmt
im Laufe der Iterationen nur minimal ab.
Der Eekt der oszillierenden Suchrichtungen tritt entsprechend auch bei Verwendung des
BP -Algorithmus und der BD-Heuristik auf. F

ur beide Versionen des BP -Algorithmus
wird bereits in [112, 123] eine Heuristik zur Modikation der Update-Vorschrift Gl.(3.47)
angegeben, mit der dieser Eekt deutlich reduziert werden kann. Die gleiche Modikation
kann auch f

ur die BD-Heuristik (Gl.(3.49), (3.50)) sowie das SD-Verfahren (Gl.(3.51))
angewendet werden.




werden die Gewichte nicht mehr nur in

















2 f0; 1g (3.55)
Die Ber












der letzten Iteration bewirkt eine Art
"
Mittelung\ der alten Such-
richtungen. Hierdurch werden das Auftreten oszillierender Richtungen reduziert und die
Suchrichtungen in Richtung des Minimums gelenkt. Weiterhin kann gezeigt werden [142],
da in Gebieten der Fehlerober

ache mit nahezu konstantem Gradienten der Momentum-







Konvergenzgeschwindigkeit in diesen Gebieten steigt.
Die Verwendung des Momentum-Terms hat jedoch den Nachteil, da der optimale Wert
der Momentum-Konstante 
M
experimentell ermittelt werden mu
24














bezeichnet. Zu diesen schlecht konditionierten Problemen geh

ort auch
die Optimierung von MLP -Netzen, weil deren Fehlerober















auchliche Werte der Momentum-Konstante bewegen sich im Bereich 0; 7 < 
M
< 0; 95 [55].
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dem BP -Algorithmus sind also bereits zwei Verfahrensparameter vom Anwender vorzu-
geben. Die Lokalit







uber verletzen alle Verfahren, die eine Liniensuche erfordern, das f

ur neuronale
Netze geforderte Prinzip der strikten Lokalit

at aller Berechnungen, weil der Line-Search-
Algorithmus einen globalen Informationsaustausch erforderlich macht. Hierzu z

ahlt im
Prinzip auch die BD-Heuristik. Diese Verfahren werden jedoch wegen ihrer um Gr

oen-
ordnungen besseren Konvergenzgeschwindigkeiten vermehrt eingesetzt. Eine eziente





3.5 Verfahren der konjugierten Gradienten





atze sowie ihrer Konvergenzverhalten zwischen dem
SD-Verfahren und dem Newton-Verfahren anzuordnen. Im Vergleich zum SD-Verfahren





oher. Da der Speicheraufwand ebenfalls nur linear mit der Ordnung des Pro-
blems ansteigt, geh

oren diese Verfahren derzeit zu den ezientesten f

ur die Optimierung
sehr groer MLP -Netze.
Die geringe Konvergenzgeschwindigkeit der im letzten Abschnitt behandelten Verfahren
beruht im wesentlichen darauf, da aufeinanderfolgende eindimensionale Optimierungen




nicht gleichbedeutend mit der Minimierung der Ziel-
funktion bez





aufgespannten Unterraumes sind. Die Verfahren
der konjugierten Gradienten verhindern durch die Erzeugung konjugierter Suchrichtun-
gen, da sich aufeinanderfolgende Liniensuchen negativ beeinussen.
Die Ableitung dieser Verfahren erfolgt auf der Grundlage eines quadratischen Optimie-
rungsproblemsmit positiv-deniter Hessematrix. Ausgehend von der Taylorreihenentwick-
lung der Zielfunktion Gl.(3.27) erh





















Die Ableitung des quadratischen Modells bez






E(w + 4w) =r
w
E(w) +H 4w (3.57)




ahnlich wie die im letzten Abschnitt
behandelten Gradientenverfahren mit Momentum-Term, aus der

Uberlagerung des ne-
gativen Gradienten mit vergangenen Suchrichtungen. Als erste Suchrichtung wird der
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mit I = 1;  ; Q  1 ; 
I 1
2 IR (3.58)
Im Gegensatz zur Momentum-Konstanten 
M
ergeben sich die Werte der Faktoren 
I 1
aus der Forderung, da eine Liniensuche entlang u
I






a Gl.(3.52) gilt f

















ist demnach so zu w







) in erster N


















) = 0 (3.60)
















Wird die Eigenschaft Gl.(3.60) f

ur alle vorangegangenen Liniensuchen gefordert, sind





zu erzeugen, die bez

uglich der







= 0 8 i 6= j i; j=0;  ; Q  1 (3.62)
Ausgehend von der rekursiven Vorschrift Gl.(3.58) zur Erzeugung der Suchrichtungen
sowie unter Ausnutzung der Eigenschaft konjugierter Richtungen Gl.(3.62), ergeben sich
verschiedene M

oglichkeiten zur Berechnung der Faktoren 
I 1
CG
. Bei den klassischen Verfah-

















































































Die Implementierung der CG-Verfahren erfolgt auf der Basis des auf Seite 36 beschrie-
benen Modellalgorithmus. Wie bereits angesprochen, ist der Speicheraufwand mit den











oer als bei den in Kapitel 3.4 vorgestellten





uber die Beschaenheit der Fehlerober

ache durch die Liniensuchen und
die Erzeugung neuer Suchrichtungen bei der Optimierung ber

ucksichtigt werden, ohne die
Hessematrix berechnen oder speichern zu m

ussen.
Auf quadratische Optimierungsprobleme angewendet, besitzen die Verfahren der konju-
gierten Gradienten die nachfolgend beschriebenen Eigenschaften [79, 34]
Theorem 4: Konvergenz der Verfahren konjugierter Gradienten (Fletcher [34]):
Gegeben sei ein quadratisches Optimierungsproblem in Q Variablen mit





orthogonaler Vektoren, sowie ein Startvektor w
0
.
Ein Verfahren der konjugierten Gradienten l

ost das quadratische Optimie-







. Dabei stellt jeder Iterationspunkt w
I+1
das Minimum
der quadratischen Zielfunktion bez








ur quadratische Optimierungsprobleme besitzen die CG-Verfahren Q-Schritt-
superlineare Konvergenz (B.14). Werden diese Verfahren f

ur allgemeine nichtlineare Pro-
bleme eingesetzt, wird ein Q-Schritt-quadratisches Konvergenzverhalten erwartet [79].
Bei der Optimierung von MLP -Netzen wird gegen

uber dem BP -Algorithmus und der
BD-Heuristik eine Steigerung der Konvergenzgeschwindigkeit um mindestens eine Zeh-
nerpotenz erzielt [5, 71]. Auf allgemeine nichtlineare Probleme angewendet, konvergieren
die CG-Verfahren i. allg. nicht in Q Iterationen. Da jedoch maximal Q konjugierte Rich-
tungen bei einem Problem in Q Variablen existieren, werden bei den klassischen Verfahren
im wesentlichen zwei Restart-Strategien unterschieden.
Einerseits k

onnen die Suchrichtungen unver

andert in der beschriebenen Weise berechnet
werden. Andererseits besteht die M

oglichkeit, nach jeweils Q Iterationen einen Restart
durchzuf

uhren. In diesem Fall wird als Suchrichtung erneut der negative Gradient verwen-
det. Die in den vergangenen Suchrichtungen enthaltenen Informationen zweiter Ordnung
gehen in diesem Fall allerdings verloren. Von Luenberger [79] wird trotzdem ein Restart




























[39]. Soll die Berechnung und Speicherung der Hessematrix
vermieden werden, sind die Schrittweiten mittels exakter Liniensuchen zu bestimmen.
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Im folgenden werden entsprechend den obigen Ausf

uhrungen vier Varianten der klassi-
schen CG-Verfahren unterschieden:
Polak-Ribiere ohne Restart (PR-Verfahren)
Polak-Ribiere mit Restart (PRR-Verfahren)
Fletcher-Reeves ohne Restart (FR-Verfahren)
Fletcher-Reeves mit Restart (FRR-Verfahren)
Die Berechnung der Suchrichtung gem

a Gl.(3.58) in Verbindung mit nicht exakten
Liniensuchen kann unter Umst

anden zu Aufstiegsrichtungen f

uhren. Multipliziert man
Gl.(3.58) von links mit dem Gradienten, ergibt sich f




































Der erste Summand auf der rechten Seite ist denitionsgem

a negativ, in achen Berei-
chen der Fehlerober

ache jedoch sehr klein. Daher kann die Richtungsableitung durch den
zweiten Term positiv werden, der bei exakter Liniensuche gem

a Gl.(3.52) null ist. Es l

age
eine Aufstiegsrichtung vor, wobei die anschlieende eindimensionale Optimierung versagt.
Um diese Schwierigkeit zu vermeiden, sind bei Verwendung der klassischen CG-Verfahren











uber dem BP -Algorithmus oder der BD-
Heuristik wesentlich h











Literatur ist bekannt, da f

ur eine exakte Liniensuche bei der Optimierung von MLP -
Netzen im Mittel 3 - 15 Funktions- und Gradientenberechnungen n

otig sind [90], der
Rechenaufwand also um den Faktor 3 - 15 h

oher ist. Aus diesem Grund ist bei der Ver-
wendung der Verfahren konjugierter Gradienten ein ezienter Liniensuch-Algorithmus

uberaus wichtig.
3.6 Newton- und Quasi-Newton-Verfahren
Das Newton-Verfahren basiert ebenso wie die CG-Verfahren auf der quadratischen Ap-





































des allgemeinen nichtlinearen Optimierungs-




































Das durch diese Gleichung denierte iterative Verfahren ist das klassische Newton-
















der Suchrichtung des Newton-Verfahrens entspricht, die als Newton-Richtung bezeichnet
wird. Die L

osung eines quadratischen Problems mit positiv-deniter Hessematrix wird
durch Gleichung (3.68) in einem Schritt bestimmt. Auf allgemeine nichtlineare Probleme















) positiv-denit ist [79, 34].
Die Optimierung von MLP -Netzen ist mit dem Verfahren in der beschriebenen Form
nicht durchf

uhrbar, da die Existenz einer positiv-deniten Hessematrix nicht garantiert ist
und die Newton-Richtung daher nicht immer eine Abstiegsrichtung ist. Auch bei positiv-
deniter Hessematrix ist durch Gl.(3.68) die Konvergenz des Verfahrens nicht gesichert.
Der Wert der Zielfunktion kann sogar ansteigen, wenn das quadratische Modell die Ziel-






Das Newton-Verfahren wird robuster, wenn statt der festen Schrittweite  = 1 (vgl.
Gl.(3.68)) die in jeder Iteration optimale Schrittweite 
I
N
mit Hilfe einer Liniensuche































Die Probleme bei negativ-deniter oder indeniter Hessematrix werden jedoch auch durch
die Verwendung einer Liniensuche nicht gel

ost. Probleme ergeben sich bei der Implemen-
tierung des Newton-Verfahrens durch den hohen Speicherplatzbedarf und den Aufwand
zur Berechnung (O(Q
2








ahe wird die Zielfunktion durch das quadratische Modell immer genauer approximiert.
Daher mu die Folge der Schrittweiten f
I
N
g gegen 1 konvergieren.
3.6 Newton- und Quasi-Newton-Verfahren 50
Die beschriebenen Nachteile des Newton-Verfahrens werden durch die Klasse der Quasi-
Newton-Verfahren (oder auch Secant-Verfahren) weitgehend vermieden. Diese basieren
auf dem Newton-Verfahren mit Liniensuche Gl.(3.70), vermeiden jedoch die Berechnung
und Invertierung der Hessematrix r
2
w
E(w). Zur Bestimmung der Suchrichtungen 
I
QN
























Diese Matrix wird nach jeder Iteration aktualisiert, so da bei der Optimierung einer qua-






























































































5 Wenn Abbruchbedingung nicht erf

ullt: Weiter bei 1
6 ENDE
Die QN -Verfahren haben gegen

uber dem Newton-Verfahren die Vorteile, da einerseits
nur der Gradient und nicht die Hessematrix ben








Abstiegsrichtungen garantiert und andererseits der Rechenaufwand
nur proportional zu Q
2
und nicht proportional zu Q
3
steigt. Der Speicheraufwand steigt
weiterhin mit Q
2





Es gibt verschiedene M

oglichkeiten, eine Approximation der inversen Hessematrix mit
den geforderten Eigenschaften aufzubauen. Von diesen geh

ort das BFGS-Verfahren von
Broyden, F letcher, Goldfab und Shanno [34, 79, 39] zu den derzeit besten und hat
sich zur Optimierung allgemeiner nichtlinearer Probleme als besonders geeignet erwiesen
[39, 79, 142].
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Die Aktualisierungsvorschrift f




































































































Anderung des Gradienten verwendet werden.
Ein wesentlicher Vorteil des BFGS-Verfahrens besteht darin, da auch mit ungenauen
Liniensuchen sehr gute Konvergenzeigenschaften erzielt werden. Diese Eigenschaft hat
zur Folge, da der Liniensuch-Algorithmus weniger Funktionswert- und Gradientenbe-
rechnungen ben

otigt. Da diese Berechnungen bei der Optimierung von MLP -Netzen mit
einem hohen Aufwand verbunden sind, kann der Gesamtbedarf an Berechnungen trotz





durch ungenaue Liniensuchen vermin-
dert werden.
Von Nachteil ist jedoch, da der Speicheraufwand mit O(Q
2
) steigt und dieses Verfahren
damit f

ur Netze mit einer groen Anzahl an Gewichten
27
schlecht geeignet ist. Mit dem
Ziel, den Speicher- und Rechenaufwand aufO(Q) zu reduzieren, wird daher in der Update-







Einheitsmatrix I ersetzt. Dies entspricht dem ersten Schritt des BFGS-Verfahrens. Wird





in Gleichung (3.71) zur Bestimmung der Suchrichtung
eingesetzt, er
















































































































ache, die im Falle desBFGS-Verfahrens in der Approxima-
tion der inversen Hessematrix enthalten sind, werden nicht ber

ucksichtigt. Entsprechend
wird der durch Gl.(3.73) denierte Algorithmus als ged

achtnisloses BFGS-Verfahren
(Memoryless Quasi Newton, Limited memory Quasi Newton) bezeichnet, und im fol-






angig von der Topologie des Netzes
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Ebenso wie bei den bereits vorgestellten CG-Verfahren wird das LQN -Verfahren mit dem



















ur I = Q; 2Q;    (3.75)
nach jeweils Q Iterationen durchgef

uhrt.
Das Verfahren ist eng verwandt mit den klassischen CG-Verfahren. Bei exakter Linien-
suche reduziert sich Gl.(3.73) auf die Suchrichtungsbestimmung nach Polak-Ribiere
Gl.(3.63) bzw. Fletcher-Reeves Gl.(3.64). Es wird jedoch erwartet [6, 7, 79], da sich
das LQN -Verfahren im Gegensatz zu den klassischen CG-Verfahren auch bei ungenauen
Liniensuchen als

ahnlich robust erweist wie das BFGS-Verfahren.
Das LQN -Verfahren wurde bereits von Battiti [6] zur Optimierung von MLP -Netzen
eingesetzt. In [7] wird daf

ur die Bezeichnung OSS-Verfahren (One-Step Secant) gepr

agt.
Von Shanno [131] werden zwei weitere auf dem LQN -Verfahren basierende Optimierungs-
verfahren vorgestellt, welche bei ungenauen Liniensuchen bessere Ergebnisse versprechen
als die vorgestellten CG-Verfahren.
Die erste Modikation besteht in der Anwendung der Skalierungsstrategie nach Oren-
Spedicato
28
[97] auf die dem LQN -Verfahren zugrundeliegende Aktualisierungsvorschrift

















ergibt sich aus dieser Vorgehensweise nachfolgende Gleichung zur Berechnung der Such-




















































































Diese Gleichung entspricht f

ur den Sonderfall 
I
= 1 der Gleichung (3.73) des LQN -




Weise wie bei dem LQN -Verfahren (Gl.(3.74) und Gl.(3.75)).
28
Oren und Spedicato erreichen durch Skalierung der Aktualisierungsvorschrift zur Berechnung der








ur Quasi-Newton-Verfahren, da die











3.6 Newton- und Quasi-Newton-Verfahren 53
Das zweite von Shanno [131], [Abschnitt IV] vorgeschlagene modizierte LQN -Verfahren





nem Restart-Algorithmus von Beale [8] zur Modikation der Such- und Restartrichtungen
herangezogen. Auerdem wird, neben dem zyklischen Restart nach jeweils Q Iterationen,
ein Restart durchgef

























ullt ist. Dieses Verfahren der konjugierten Gradienten nach Shanno hat sich bei den
durchgef

uhrten Untersuchungen [5] zwar als sehr unempndlich gegen

uber ungenauen
Liniensuchen erwiesen, die Pr

adiktionsergebnisse waren jedoch i. allg. schlechter als dieje-
nigen, die mit anderen Verfahren der konjugierten Gradienten erzielt wurden. Aus diesem
Grunde wird auf dieses Verfahren nicht weiter eingegangen.
In Kapitel 5 werden entsprechend den obigen Ausf





Scaled-Conjugate-Gradient mit Restart (SCR-Verfahren)
Scaled-Conjugate-Gradient ohne Restart (SCG-Verfahren)
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4 Ein neues Verfahren zur Optimierung
mehrlagiger Perzeptron-Netze
Die im letzten Kapitel vorgestellten Gradientenverfahren sind f

ur quadratische Optimie-
rungsprobleme entwickelt worden. Sie werden jedoch in verst

arktem Mae auch f

ur die
Optimierung von neuronalen Netzen eingesetzt [5, 6, 7, 55, 71, 72]. Aus der Literatur
[5, 7, 71] ist bekannt, da die Verfahren, die auf dem Ansatz der konjugierten Richtungen
basieren, bereits eine deutlich bessere Konvergenzgeschwindigkeit besitzen, verglichen mit
dem klassischen Backpropagation-Algorithmus. Weiterhin besteht bei Verwendung von
Gradientenverfahren mit zunehmender Dimension des Optimierungsproblems die Gefahr,
da der Gradient betragsm

aig sehr klein wird. Dieser Fall tritt in der Umgebung von





sehr achen Verlauf auf, ist die Konvergenzgeschwindigkeit der Verfahren, welche ohne
eine eindimensionale Optimierung arbeiten, extrem niedrig. Bei den

ubrigen Verfahren
wird der Einschachtelungsalgorithmus oder auch die anschlieende eindimensionale Opti-
mierung versagen. Wenn die implementierten Ausnahmeregeln in einem solchen Fall nicht
mehr greifen, wird das Verfahren abgebrochen.
Zur Beseitigung dieser Nachteile wird im folgenden ein Verfahren vorgestellt, welches
speziell auf die Optimierung von MLP -Netzen ausgerichtet ist und als OLL-Verfahren
(Optimierung Lage f

ur Lage) bezeichnet wird.
Die wesentlichen Ans

atze dieses Verfahrens sind:
- die Optimierung der Gewichte erfolgt getrennt nach Lagen
- innerhalb einer Lage werden die Gewichte abh

angig voneinander optimiert
- die Optimierung der GewichteW
L




- die Optimierung der GewichteW
l
; l=2, : : : ,L-1 der verdeckten Lagen
wird durch die Linearisierung der sigmoidalen Aktivierungsfunktionen
Gl.(3.3) auf ein lineares Problem reduziert
Im folgenden werden die verschiedenen Abschnitte des OLL-Verfahrens f

ur das in Bild
3.2 dargestellte mehrlagige Perzeptron-Netz abgeleitet.
4.1 Optimierung der Ausgangslage
Der Grundgedanke des neuen Verfahrens besteht darin, die Optimierung des mehr-
lagigen Perzeptron-Netzes getrennt nach Lagen durchzuf

uhren. Es wird erneut die








































Abbildung 4.1: Die Ausgangslage eines mehrlagigen Perzeptron-Netzes
(a) mit vektoriellem Ausgang (b) mit skalarem Ausgang








ter dieser Annahme sind die Gewichte W
l
; l=2, : : : , L-1 der verdeckten Lagen
bez

uglich der Optimierung der Gewichte W
L
der Ausgangslage Konstanten. Folglich







; : : : ; o
k
L 1;h








ur k = 1; :::; K bez





Ubersicht ist die letzte Lage des in Bild 3.2 dargestellten mehrlagigen
Perzeptron-Netzes sowohl f

ur einen vektoriellen als auch f

ur einen skalaren Netzausgang
nochmals in Abbildung 4.1 wiedergegeben.
Wird nur ein skalarer Netzausgang verwendet, so entspricht die letzte Lage einem Ad-
aptiven Linearen Element (ADALINE) [55]. Bei vektorieller Netzausgangslage stellt die
letzte Lage ein lineares assoziatives Netz mit einem Bias-Eingang o
k
L 1;0
= 1 dar, welches
wiederum aus N ADALINE-Netzen besteht. F

ur diese Art von Netzen wurden spezielle
Lernverfahren entwickelt, die auf eine Matrixinversion verzichten. Hier sei nur auf das
Widdrow'sche Lernverfahren f

ur ADALINE-Netze und die Hebb'sche Lernregel f

ur das
lineare assoziative Netz verwiesen [55].
Das OLL-Verfahren verzichtet jedoch auf ein iteratives Verfahren zur Optimierung der
Gewichte der letzten Lage. Die in Abbildung 4.1 dargestellten Netze sind in ihrer Struk-




ahnlich. Im Gegensatz zur
linearen Pr

adiktion sind die hier betrachteten Eingangssignale o
k
L 1;1





anteilsbehaftet. Dies ist auch der Grund f

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Die Gewichte W
L
werden mit dem linearen Pr

adiktionsansatz optimiert [83]. Das G

ute-
kriterium ist der bereits in Gleichung (3.20) eingef































































Zur Bestimmung der optimalen Gewichte W
opt
L









































Die weitere Berechnung f

uhrt auf ein System von (H
L 1
































n = 1; :::; N
h = 1; :::; H
L 1
(4.5)
welches in N unabh

angige Gleichungssysteme mit jeweils (H
L 1










































Hierin stellt die (H
L 1
+ 1)  (H
L 1




der letzten verdeckten Lage dar, die i. allg. positiv-denit




onnen diese Eigenschaften ausgenutzt
werden [135].
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fur n = 1; :::; N (4.8)
In dieser Gleichung bezeichnen der Vektor w
opt
L;n
die n-te Zeile der GewichtsmatrixW
opt
L
und der Vektor b
n
die n-te Spalte der MatrixB. Bei skalaremNetzausgang ist in Gleichung
(4.8) N = 1 zu setzen.
Es kann gezeigt werden [55], da die Optimierung der einzelnen ADALINE-Netze qua-





achen besitzen im nicht-degenerierten Fall nur ein globales
Minimum, wovon allgemein ausgegangen werden kann.




wichte der Ausgangslage bez

uglich der als konstant angenommenen Gewichte der verdeck-
ten Lagen darstellt. Zur Bestimmung der die Gleichung (3.20) minimierenden Gewichte
w





4.2 Optimierung der verdeckten Lagen eines mehrlagigen
Perzeptron-Netzes
Wie bereits in Abschnitt 4.1 gezeigt wurde, l

at sich die Optimierung der Ausgangslage
als lineares Problem formulieren.
Im folgenden wird, basierend auf einer Linearisierung der sigmoidalen Aktivierungsfunk-
tionen der Neuronen in den verdeckten Lagen l 2 f2; :::; L   1g, die Optimierung der
Gewichte W
l
dieser Lagen auf ein lineares Problem reduziert. Auf diese Weise ist es
m

oglich, analog zur Vorgehensweise bei der Optimierung der Ausgangslage, ein den Glei-
chungen (4.7) und (4.8) entsprechendes lineares Gleichungssystem f

ur die Bestimmung
der optimalen Gewichte in den verdeckten Lagen aufzustellen.
Da die Optimierung des Netzes getrennt nach Lagen erfolgt und durch die Linearisierung
der Aktivierungsfunktionen ein zus

atzlicher Fehler unvermeidbar ist, kann diese Vorge-
hensweise nicht nach einmaliger Optimierung der Gewichte aller Lagen zu den die G

ute-





Diese Aufgabe kann jedoch von einem iterativen Algorithmus gel

ost werden, welcher die
GewichtsmatrizenW
l
der einzelnen Lagen wiederholt in der ReihenfolgeW
L
, : : : , W
l
,
: : : , W
2
optimiert.





sichtlichkeit verzichtet werden. F

ur die aktuelle Iteration werden die in der vorherigen
Iteration ermittelten Gewichte mit dem Index alt und die bei der jeweiligen Iteration zu
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Abbildung 4.2: (a) Die l-te Lage eines mehrlagigen Perzeptron-Netzes
(b) Ein ab der l-ten Lage linearisiertes mehrlagiges Perzeptron-Netz
berechnenden Gewichte mit dem Index neu gekennzeichnet. Zum besseren Verst

andnis ist
die l-te Lage des MLP -Netzes nochmals in Abbildung (4.2a) dargestellt.
4.2.1 Linearisierung der verdeckten Lagen eines mehrlagigen Perzeptron-
Netzes
Ausgehend von den aktuellen Gewichten w
alt
l;hm
der verdeckten Lage l 2 f2; : : : ; L  1g hat




























































zur Folge. Damit ergibt sich f











m = 0; :::; H
l 1





mit i 2 f2; : : : ; Lji 6= lg der












gangssignale der Neuronen in der betrachteten Lage. F

ur das k-te Trainingsmuster ergibt














































Bei der Optimierung der ersten verdeckten Lage (l=2) ist in dieser sowie in den folgenden
Gleichungen zu beachten, da die Ausgangswerte o
k
l 1
der Knoten der vorhergehenden

























auf die Ausgangswerte o
neu;k
l
der sigmoidalen Aktivierungsfunktionen ermittelt werden.




anderung auf den Netzausgang kann
durch lineare Approximation der sigmoidalen Aktivierungsfunktionen basierend auf deren
Taylorreihendarstellung erzielt werden.

























































) alle Terme h










werden im folgenden die nichtlinearen Aktivierungsfunktio-
nen gem

a Gl.(4.12) durch eine Taylorreihe erster Ordnung approximiert.
29
Die Aus-




















































































Zur Begrenzung des Linearisierungsfehlers wird sp

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m = 1; :::; H
l



































Wird diese Vorgehensweise f

ur alle weiteren verdeckten Lagen bis zur Ausgangslage durch-
gef
































Den Einu einer Gewichts
















Diese Gleichung beschreibt das in Abbildung (4.2b) dargestellte, ab der l-ten Lage li-

















4.2.2 Die modizierte G

utefunktion
















































a Gleichung (4.19) gerade dem aktuellen Fehlervektor entspricht, ergibt sich als zu
minimierende Zielfunktion f

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Auf Grund dieser

Uberlegungen wird die Optimierung der verdeckten Lage und damit des


















uhren, wenn der durch Gl.(4.14) verursachte Linearisierungsfehler nicht zu gro ist. Glei-
chung (4.19) und somit das linearisierte Netz (Abb.4.2b) stellt nur f

ur hinreichend kleine









auf den Netzausgang y
neu;k
dar. Die aus der Optimierung von Gl.(4.21) her-
vorgehenden Gewichts

anderungen sind deshalb zu begrenzen.
Zur Linearisierung des Netzes wurden die nichtlinearen Aktivierungsfunktionen durch eine
Taylorreihe erster Ordnung angen

ahert. Der Approximationsfehler setzt sich demnach aus
dem quadratischen Term und dem Restglied zweiter Ordnung zusammen. Im folgenden
























atzung des durch die Linearisierung (Gl.(4.14)) verursachten Approximations-
fehlers herangezogen.



























h = 1; :::; H
l












K Nebenbedingungen praktisch nicht durchf

uhrbar. Daher wird
im folgenden die alternative M

oglichkeit der Begrenzung des Linearisierungsfehlers durch
die Addition eines Strafterms [79] zur G

utefunktion Gl.(4.21) des linearisierten Netzes
betrachtet.







ur Rechnung zu tragen,















) die Wirkung der Linearisierungsfehler Gl.(4.22) auf den Netzausgang erfas-












ur ein recht kleines Problemmit einem Umfang von 1 000 Trainingsmustern und einer Anzahl
von nur 50 Gewichten in einer verdeckten Lage ergeben sich 50 000 Nebenbedingungen.










Faktoren enthalten sind. Da der Strafterm jedoch ausschlielich den Einu des quadra-
tischen Terms der Taylorreihe auf den Netzausgang ann







) zu dividieren. Diesen

Uberlegungen entsprechend wird





































Dieser Strafterm bewertet die Qualit






ange sowie die Trainingsmenge. Auf ein quadratisches
Fehlerma wurde bewut verzichtet, um ein lineares Gleichungssystem analog zu Gl.(4.8)









ur die Optimierung der l-ten verdeckten Lage basierend





























) entsprechend Gl.(4.21) und (4.24).
Der Gewichtungsfaktor 
l












unstige Wahl der Faktoren  =
(
2
; : : : ; 
l























gangswerte der linearisierten Aktivierungsfunktionen zur Folge haben k

onnen. Da die
Linearisierung in einem solchen Fall nicht mehr g

ultig ist, wird zwar die G

utefunktion





MLP -Netzes wird jedoch i. allg. abnehmen.
Andererseits bewirkt ein zu groer Wert des Gewichtungsfaktors 
l
, da nur sehr kleine
Gewichts

anderungen erzielt werden k

onnen. Die Linearisierung ist in diesem Fall zwar
g

ultig, und der Pr

adiktionsgewinn des MLP -Netzes wird i. allg. bei jeder Iteration an-
steigen, jedoch ist die erzielbare Konvergenzgeschwindigleit dann sehr gering.









Driver-Verfahren, mit Hilfe einer Heuristik durchgef

uhrt werden, da dieser nicht aus dem
Optimierungsansatz selbst abgeleitet werden kann. Der im Rahmen des OLL-Verfahrens
implementierte Algorithmus zur Adaption der 
l





folgenden Betrachtungen wird der Gewichtungsfaktor 
l
als konstant angenommen.
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4.2.3 Minimierung der modizierten G

utefunktion
Die Minimierung der G

















































Die Ersetzung von 4y
k
n






































































































































































































m = 0; :::; H
l 1








































































Nach Ersetzen der 4s
k
l;j



















































4.2 Optimierung der verdeckten Lagen 64










































































































m = 0; :::; H
l 1
h = 1; :::; H
l
(4.35)




ur die Optimierung der l-ten verdeckten Lage
werden die partiellen Ableitungen der modizierten G

utefunktion Gl.(4.25) zu Null ge-










































m = 0; :::; H
l 1
h = 1; :::; H
l























fur j = h
(4.37)
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) aufgefat, so l

at sich das





























A ist symmetrisch und positiv-semidenit. Ihre Dimension entspricht der An-
zahl Gewichte in der zu optimierenden verdeckten Lage. Besonders bei gr

oeren Netzen
mit einer hohen Anzahl von Gewichten in den einzelnen verdeckten Lagen ist es wichtig,
ein zugleich eektives und robustes Verfahren zur L

osung des Gleichungssystems (4.39)
einzusetzen. Der im Rahmen der vorliegenden Arbeit implementierte Algorithmus basiert
auf einer Cholesky-Zerlegung der Matrix
~








osung des Gleichungssystems bedeutet die Berechnung der Koezienten ent-
sprechend den Gleichungen (4.29), (4.34) und (4.37) einen erheblichen Rechenaufwand.
Dieser kann jedoch durch konsequente Ausnutzung von Symmetrien in den Koezienten
erheblich reduziert werden.








uglich der modizierten G

utefunktion (4.25) und bei
Konstanz der

ubrigen Netzgewichte ein Optimum darstellen.
Zur Bestimmung der die urspr

ungliche Zielfunktion (den mittleren quadratischen Pr

a-




otig, die Gewichte der





ullt ist oder die maximale Anzahl an Iterationen

uberschritten wird.
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assige Anzahl Iterationen IC
max
vorgeben




des MLP -Netzes vorgeben
- Iterationsz

ahler zu Null setzen IC = 0
I Optimierung der Gewichte der Ausgangslage (Kap. 4.1)
- Iterationsz

ahler inkrementieren IC := IC + 1








ur die aktuellen Gewichte der verdeckten
LagenW
l
mit l 2 f2; : : : ; L  1g
-















ur das MLP -Netz mit den Gewichten w
II Optimierung der Gewichte der verdeckten Lagen (Kap. 4.2)
DO l = L  1; 2; STEP   1






Gleichung (4.25) mit dem aktuellen Gewichtungsfaktor der l   ten Lage 
l
































- Verminderung des Einusses des Strafterms durch Verkleinerung von 
l









- weiter mit Schritt II.1
ENDIF
II.3 - Setzen des erzielten Pr



















- weiter mit Schritt I
ELSE
III.B:







mit l = 2;    ; L
- Ende des OLL-Optimierungsverfahrens
ENDIF
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otigten Gewichtsfaktoren  kein Verfahren aus dem
Optimierungsansatz ableiten. Daher wurden, basierend auf einer Vielzahl von Untersu-
chungen zum Konvergenzverhalten des OLL-Verfahrens, folgende empirische Regeln zur
Adaption der Gewichtsfaktoren  an den Iterationsverlauf aufgestellt:
II.2.A: Verminderung des Einusses des Strafterms durch Verkleinerung von 
l
Wird mit ic die Anzahl der direkt aufeinanderfolgenden Iterationen bezeichnet,
f

ur die keine Verschlechterung des Pr

adiktionsfehlers bei der Optimierung der
Lage l trotz st

andiger Verringerung des Gewichtsfaktors 
l
eingetreten ist, so









mit 0 <  < 1 (4.41)
II.2.B: Verst





















Wird mit jc die Anzahl der Subiterationen bezeichnet, welche angibt, wie oft
bei Optimierung der verdeckten Lage l w

ahrend der Iteration IC der Fall





















ohen ist, wenn bei Auftreten von II.2.B der Gewichts-
faktor bereits einen sehr kleinen Wert aufweist. Daher wird in diesem Falle zur

















Bei Erreichen eines absoluten oder lokalen Minimums, welches nicht den ge-
forderten maximalen Pr

adiktionsfehler unterschreitet, kann die Bedingung
E
test
< E nicht erf

ullt werden, und II.2.B wird st

andig durchlaufen. In diesem
Fall wird das OLL-Verfahren ebenfalls wie unter III.B beschrieben beendet,








fur l 2 2; :::; L  1 : (4.44)
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Bei allen in Kapitel 5 beschriebenen Untersuchungen mit dem OLL-Verfahren wurden die
Parameter, welche die Wahl und Adaption der Gewichtungsfaktoren  wie oben beschrie-


















fur l = 2; :::; L  1 (4.45)
 = 1; 2 und  = 0; 98






;    ;W
start
L
) sowohl bei Untersuchungen mit dem OLL-Verfahren als auch bei
allen anderen Verfahren als gleichverteilte Zufallszahlen aus dem Bereich [ 1; 1] vorgege-
ben.
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5 Ergebnisse





adiktion chaotischer Zeitsignale beschrieben wurden, soll nun auf
die praktische Eignung der in Kapitel 3 und 4 beschriebenen Optimierungsmethoden ein-
gegangen werden.
Im Vordergrund der folgenden Untersuchungen steht der Vergleich des hier vorgestellten
OLL-Verfahrens mit den aus der Literatur bekannten Optimierungsverfahren f

ur MLP -
Netze. Ein Vergleich der BP -, CG- und QN -Verfahren miteinander sowie eine Unter-
suchung der die verschiedenen Verfahren beeinussenden Parameter wie Schrittweiten,
Momentum-Term, Suchrichtungen, Restartbedingungen oder die optimale Einstellung der
Parameter des Liniensuch-Algorithmus nden sich z.B. bei [5].
Einen weiteren Schwerpunkt bilden Untersuchungen, bei denen unter Verwendung des
OLL-Verfahrens analysiert wird, welchen Einu die Rekonstruktionsparameter d
E
und
 , die Netztopologie und die Anzahl Q der Netzgewichte sowie die Wahl und der Um-




adiktionsergebnisse und damit auf die
G

ute der Nachbildung der Systemabbildung F(x
k








) des MLP -Netzes haben. In diesem Zusammenhang wird auch darauf




usse aus der Kenntnis charakteristischer Kenngr

oen
des zugrundeliegenden dynamischen Systems wie Dimension, Lyapunov-Exponenten und
Autokorrelationsfunktion auf eine optimale Dimensionierung des zur Modellierung ver-
wendeten MLP -Netzes ziehen lassen.




adiktors ist das der Optimierung zugrundeliegende





diktionsgewinn G verwendet. Dieser ist deniert als Quotient aus Signalleistung und Feh-











































ur die Testmenge ermittelt. Der negative
Pr

adiktionsgewinn wird in der Literatur [128, 21, 71] auch als Normalized Root-Mean
Squared Error (NRMSE) bezeichnet.
Es werden 3 unterschiedliche Arten von dynamischen Systemen untersucht. Hierbei han-
delt es sich um die Henon-Abbildung, das durch 3 Dierentialgleichungen beschriebene
Lorenz-System sowie zwei Varianten der Mackey-Glass-Dierentialgleichung. Alle Signale
liegen in doppelt genauer Fliekommadarstellung gem. IEEE 745 vor und werden so auf
den Bereich [0, 1] normiert, da der Gleichanteil

uber das Gesamtsignal 0; 5 betr

agt.
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Weitere Angaben zu den Eigenschaften und Kenngr

oen dieser Systeme nden sich im
Anhang A.
5.1 Ein einfaches Optimierungsproblem
F

ur einen ersten Vergleich des in Kapitel 4 vorgestellten OLL-Verfahrens mit dem in
der Literatur am h

augsten verwendeten BP-Algorithmus und dessen Varianten (siehe





= 0; 01 abgetasteten x-Komponente L
x;0;01





















w3,11= w3,11 * 
w3,10= w3,10 * 
Abbildung 5.1: Ein MLP -Netz mit der Topologie 2:1:1, welches zur Visualisierung der
prinzipiellen Konvergenzeigenschaften des OLL- und verschiedener Vari-
anten des BP-Optimierungsverfahrens eingesetzt wird.
Die Rekonstruktion der Folge fx
k
g von Zustandsvektoren wurde gem. Gl.(2.36) mit einer
Einbettungsdimension d
E





adiktionsweite wurde mit pw=0; 01 (1 Abtastwert) vorgegeben. Die Trainingsmenge



















Zur Bestimmung der optimalen Netzgewichte wurde dasOLL- und das BD-Verfahren mit
Momentum-Term (
M


















g bestimmt waren. Bei diesem nur
5-dimensionalen Optimierungsproblem stimmen die erzielten Ergebnisse

uberein. Der Ver-
gleich beider Verfahren bez

uglich Konvergenzgeschwindigkeit und Komplexit

at erbrachte
einen Geschwindigkeitsvorteil um den Faktor 44 zugunsten des OLL-Verfahrens. Auf diese








ahlt, um den Konvergenz-
verlauf beider Verfahren graphisch darzustellen. Da f

ur diese Wahl der Rekonstrukti-

















































Abbildung 5.2: Die Werte des NRMSE spannen


















ache des in Bild 6.1 dargestellten MLP -Netzes auf.




Zur Visualisierung und zum Vergleich des Konvergenzverhaltens verschiedener Optimie-
















g gesetzt. Die gem










g der verdeckten Lage aufgespannt und
ist in Abbildung (5.2) dargestellt.






nach jeder Iteration i f

ur die Wahl der Startwerte f0; 0; 0; 0g. Bei allen hier beschrie-
31
Hierzu ist zu bemerken, da die Darstellung der NRMSE-Werte in logarithmischem Mastab er-
folgte. Die nicht normierte Fehlerober

ache weist demnach noch wesentlich ausgepr

agtere Schluchten
bzw. Gradientenunterschiede auf. Dieses gibt bereits einen Hinweis darauf, wie komplex die Fehlerober-


achen und damit die Optimierung der Netzgewichte bei den in den Abschnitten 5.4, 5.2 und 5.3 unter-
suchten wesentlich gr

oeren MLP -Netzen ist.




(a) OLL (b) BD 
 














ur die Werte  40 dB,  20 dB, 0 dB und
20 dB der in Bild 6.2 gezeigten normierten Fehlerober

ache. Die nach
jeder Iteration des (a) OLL-Verfahrens und (b) des BD-Verfahrens mit
=0; 99 ermittelten Gewichte f






sind durch * gekennzeichnet.
benen Untersuchungen wurde die Optimierung abgebrochen, wenn der erzielte Pr

adik-
tionsgewinn um weniger als 0; 0001dB vom zuvor bestimmten Optimum abwich. Das
OLL-Verfahren ben








geforderten Genauigkeit zu ermitteln.
Zum Vergleich wurde der BP-Algorithmus in der Batch-Version ohne Momentum-Term
gem

a Gl.(3.47) und mit Momentum-Term gem

a Gl.(3.55) mit unterschiedlichen Werten
der Momentum-Konstante 
M







variiert. Die Ergebnisse f










 1 sind nicht erfat, da die Konvergenzge-
schwindigkeit hier noch geringer war. F

ur Werte von 
BP




atzlich sind in den letzten 4 Spalten von Tabelle (5.1) die Ergebnisse wiedergegeben,






Die Auswertung der Ergebnisse zeigt, da bei Verwendung des BD-Verfahrens und einer
Momentum-Konstante 
M
= 0; 99 f

ur die Startgewichte f0; 0; 0; 0g mit 1 250 Iterationen







g der verdeckten Lage









=0; 0 194862 97429 38969 19483 14846 14955 13634 9869

M
=0; 1 175374 87685 35071 17533 11918 12005 10917 7918

M
=0; 3 136398 68195 27273 13633 9007 9070 8243 5996

M
=0; 5 97420 48703 19473 9730 6542 6549 5981 4339

M
=0; 7 58434 29204 11666 5820 4879 4794 4406 3265

M
=0; 9 19397 9654 3806 1855 2435 2461 2285 1719

M
=0; 99 12433 5751 2125 1381 1250 1249 1172 896
OLL-Verfahren
3 5 6 3
















von den BP - und BD-Verfahren im
Vergleich zum OLL-Verfahren ben

otigt werden.
das beste Ergebnis erzielt wird. Demgegen

uber bestimmt das OLL-Verfahren bereits nach
3 Iterationen das Optimum.
Entsprechend Bild (5.3a) sind in Bild (5.3b) die Netzgewichte nach jeder der 1250 Itera-
tionen des BD-Verfahrens in die H

ohenliniendarstellung der normierten Fehlerober

ache
eingetragen. Die genauere Auswertung des Konvergenzverhaltens aus Bild (5.3b) ergibt,
da bereits nach ca. 80 Iterationen die Talsohle bei f0; 9; 0; 9g erreicht wird. Anschlieend
ben

otigt das Gradientenverfahren mehr als 1 100 Iterationen, um entlang der Talsohle das
Minimum zu erreichen. Es arbeitet demnach in Zieln

ahe sehr ineektiv. Dieses Verhalten,
da auf starken Oszillationen (Zick-Zack-Laufen) im Lernverlauf beruht, ist typisch f

ur
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Wie Tabelle (5.1) weiterhin zu entnehmen ist,






g an dem Vergleich zwischen BD- und OLL-Verfahren wenig. Auch f

ur die
im Rahmen dieser Untersuchung g

unstigste Wahl der Startgewichte ben

otigt das BD-
Verfahren immer noch ca. 900 Iterationen, um das Minimum zu bestimmen. Demge-
gen

uber erreicht das OLL-Verfahren das Optimum immer in 3 bis 6 Iterationen.
Aufgrund der speziellen Form der Fehlerober

ache werden bei den obigen Untersuchungen
mit dem BP- und BD-Verfahren die besten Ergebnisse f

ur recht groe Werte von 
M
=
0; 99 und 
BP
= 10 erzielt. Aus der Literatur [55] ist jedoch bekannt, da bei gr

oeren







in den Bereichen 0; 6  
M






optimal sind. Alle im weiteren
vorgestellten Untersuchungen mit dem BP- bzw. BD-Verfahren wurden mit Werten von

BP
= 0; 01 und 
M
= 0; 8 durchgef

uhrt.





aug eingesetzten BP- und BD-Verfahren auf:
 die Konvergenzgeschwindigkeit ist sehr hoch
 das Verfahren bedarf keiner Einstellung von Parametern, die vom jeweiligen Opti-
mierungsproblem abh







 die Optimierung basiert auf keiner speziellen Annahme bez





 der Einu der gew

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ur das chaotische Lorenz-Zeitsignal L
x;0:1
erzielt wurden, ist Inhalt der folgenden Ausf

uhrungen. Im Unterschied zu den Untersu-
chungen des vorherigen Abschnittes werden die rekonstruierten Zustandsvektoren gem

a
Abschnitt 2.5 jetzt aus dem in Anhang A.1 vorgestellten L
x;0:1
-Signal und nicht mehr aus
dem L
x;0:01
-Signal gebildet. Damit erh

oht sich die Abtastzeit um den Faktor 10, womit
sich die Bindungen zwischen aufeinanderfolgenden Abtastwerten wesentlich verringern.
Wenn nicht anders angegeben, wird bei allen Untersuchungen eine Trainingsmenge von

















wendet. Alle nachfolgend vorgestellten Pr

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tionsweite von pw = 0; 1 und einem skalaren Pr

adiktionsansatz. Dieses entspricht der
Vorhersage des jeweils n

achsten Abtastwertes des L
x;0:1
-Signals.
In den folgenden Abschnitten werden die Vergleiche auch auf die in den Abschnitten 3.5
und 3.6 vorgestellten CG- und QN -Verfahren ausgedehnt. Dabei wird insbesondere auf
die Eignung der Verfahren f







ur das Lorenz-Signal als auch f

ur die in den Abschnitten 5.3 und 5.4 untersuchten







die mit linearen Pr

adiktoren erzielbar sind. Anschlieend werden die Resultate, die mit
MLP -Netzen f

ur die nichtlineare Pr

adiktion dieser Signale erzielt werden, sowohl unter-
einander hinsichtlich der Eigenschaften der eingesetzten Optimierungsverfahren, als auch
mit den Ergebnissen der linearen Pr

adiktoren verglichen.
Verfahren zur Berechnung der optimalen Pr

adiktorkoezienten nden sich bei Makhoul
[83], Jayant und Noll [65] bzw. [67, 139]. Diese Verfahren wurden dahingehend erweitert,
da auch eine Pr

adiktion weiter in der Zukunft liegender Werte m

oglich ist (pw > 1), und
da auch nicht direkt aufeinanderfolgende Abtastwerte zur Berechnung der Koezienten
der linearen Pr

adiktoren verwendet werden k

onnen ( > 1 Abtastwert).
Zur linearen Pr

adiktion der Signale wurden Pr

adiktoren der Ordnung P=1 bis P=100 ver-
wendet. Mit der hier gew

ahlten Bezeichnungsweise entspricht die Ordnung P des Pr

adik-
tors der Einbettungsdimension d
E
. Abbildung 5.4 zeigt die f













-Signal, wobei die Resultate f

ur die Trainingsmenge nicht
mehr als um ca. 0; 1 dB

uber den dargestellten liegen. Die Berechnung der Pr

adiktorko-





ur =1 bereits bei Pr

adiktorordnungen von
P=20 in der Gr












oere Werte von  schlechtere





ucksichtigt werden und diese um so geringer sind, je gr

oer der




ur das Lorenz-Signal sehr geringe
Pr

adiktionsgewinne, da die linearen Bindungen sehr schwach ausgepr

agt sind, was auch
durch die auf Seite 143 dargestellte Autokorrelationsfunktion und das Leistungsdichte-
spektrum des L
x;0:1
-Signals unterstrichen wird. Lineare Ans

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ur das Lorenz-Signal bei Verwendung
von Pr

adiktoren der Ordnung P=1 bis P=100 und Variation der Einbet-
tungskonstanten  = 1;    ; 4.
5.2.2 Nichtlineare Pr

adiktion des Lorenz-Zeitsignals mit dem OLL-Verfahren
Der Lorenz-Attraktor besitzt eine Kapazit

at und eine Korrelationsdimension von d
K
=
2; 07 bzw. d
C
= 2; 06, womit zur Rekonstruktion des Attraktors aus dem skalaren Zeit-
signal L
x;0:1
eine minimale Dimension der Zustandsvektoren von d
E
= 3 erforderlich ist.
Wird die Dimension der rekonstruierten Zustandsvektoren entsprechend den Bedingun-




ahlt, so ist sichergestellt, da die
Rekonstruktion gem

a Gl.(2.36) eine Einbettung darstellt.




Signals eingesetzt, so mu




atzlich die Topologie des Netzes festge-
legt werden. Da durch d
E
die Anzahl der Knoten in der Eingangslage und durch das
Pr

adiktionsproblem die Anzahl der Knoten in der Ausgangslage deniert sind, ist noch
die Anzahl der verdeckten Lagen sowie die Anzahl der Knoten in diesen Lagen vorzuge-








achst wird untersucht, welchen Einu die Parameter d
E
und  der Rekonstruktion
auf die Pr

adiktionsergebnisse haben. Dazu werden 3-lagige MLP -Netze unterschiedli-
cher Topologie, aber mit ann






ur das Lorenz-Zeitsignal 77
demOLL-Verfahren optimiert, wobei unabh

angig vom erzielten Pr

adiktionsgewinn immer
1 000 Iterationen durchgef

uhrt werden.
Die Topologie der eingesetzten MLP -Netze, die Anzahl der Gewichte in den einzelnen





des OLL-Verfahrens sind in Tabelle 5.2 zusammengestellt. Als Bezug wurde der Berech-
nungsaufwand f

ur das 3:70:1 MLP -Netz gew

ahlt.
Topol. 3:70:1 4:59:1 5:50:1 6:44:1 7:39:1 8:35:1 9:32:1 10:29:1 11:27:1
d
E
3 4 5 6 7 8 9 10 11
Q 351 355 350 353 352 351 353 349 352
T
IC
1,00 0,99 0,94 0,91 0,92 0,92 0,91 0,90 0,89
Topol. 12:25:1 13:23:1 14:22:1 15:21:1 16:19:1 17:18:1 18:17:1 19:17:1 20:16:1
d
E
12 13 14 15 16 17 18 19 20
Q 351 346 353 358 343 343 341 358 353
T
IC
0,92 0,89 0,93 0,94 0,89 0,90 0,86 0,95 0,94
Tabelle 5.2: Topologie ausgew

ahlter 3-lagigerMLP -Netze mit einer Anzahl von Q Netz-
gewichten und einem im Vergleich mit dem 3:70:1 Netz relativen Rechenauf-
wand von T
IC
je Iteration des OLL-Verfahrens.
Zus

atzlich zu den hier verwendeten Netzen sind diese Daten auch f

ur Netze mit 13 
d
E











die mit den aufgef

uhrten MLP -Netzen f

ur Einbettungsdimensionen im Bereich 3  d
E

12 und Einbettungskonstanten im Bereich 1    4 erzielt werden, wobei Abbildung













ur die Testmenge wiedergibt.
Der Vergleich mit den Ergebnissen der linearen Pr

adiktion zeigt, da mit der nichtlinearen
Pr






von maximal 76; 8 dB gegen

uber 4; 1 dB f

ur die Trainingsmenge und von maximal 47; 4 dB
gegen

uber 4; 0 dB f

ur die Testmenge erzielt werden. Der au

allig hohe Unterschied von ca.




ur die Trainings- und die Testmenge
bei Verwendung von Einbettungsdimensionen im Bereich von 5  d
E
 12 ist im we-






uhren. Zum einen kann die Trainingsmenge zu




ahlt, zum anderen die Optimierung der MLP -Netze nicht
rechtzeitig beendet worden sein.
Die Rekonstruktion mit 3- und 4-dimensionalen Zustandsvektoren liefert insgesamt we-
sentlich geringere Pr

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Abbildung 5.5: Vergleich der Pr

adiktionsergebnisse, die mit ausgew

ahlten 3-lagigen
MLP -Netzen mit ann

ahernd konstanter Anzahl von 350 Netzgewichten
f

ur das chaotische Lorenz-Signal mit dem OLL-Verfahren erzielt werden.
(a): Ergebnisse f

ur die 2 000 Muster umfassende Trainingsmenge
(b): Ergebnisse f

ur die 100 000 Muster umfassende Testmenge
Daher fallen die Unterschiede der Ergebnisse f

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auch deutlich niedriger aus. Oensichtlich werden bei Rekonstruktionen mit mehr als
4-dimensionalen Zustandsvektoren die wesentlichen Abbildungseigenschaften des Lorenz-
Systems erfat und durch die MLP -Netze nachgebildet.
Vergleicht man die Ergebnisse bez

uglich der Einbettungskonstanten  , so ist festzustellen,
da wie zuvor bei den linearen Pr

adiktoren die Wahl von  = 1 die mit Abstand besten









at sich jedoch auf nichtlineare Pr

adiktoren nicht verallgemeinern, wie die Untersuchun-
gen anderer chaotischer Zeitsignale in Abschnitt 5.3 zeigen werden.
Die Auswertung der Abbildungen 5.5 (a) und (b) bez

uglich der Einbettungsparameter
zeigt, da die Wahl von d
E
= 5 und  = 1 im Vergleich zu anderen Kombinationen
die besten Ergebnisse liefert. Daher werden f

ur die verbleibenden Untersuchungen des
L
x;0:1
-Signals diese Einbettungsbedingungen beibehalten.
Zur Beurteilung der Auswirkungen einer Ver

anderung der Netztopologie auf die erziel-
baren Pr

adiktionsgewinne, bei gleichzeitig ann

ahernd konstanter Anzahl von Q  350
Netzgewichten, werden die Ergebnisse der in Tabelle 5.3 aufgef

uhrten 4- und 5-lagigen
MLP -Netze mit denen des bereits beschriebenen 5:50:1 Netzes verglichen. Obwohl gem

a
dem Backpropagation-Approximations-Theoremvon Hecht-Nielsen [53, 54, 55] (siehe auch
Seite 32) und anderer Ver

oentlichungen [63, 134, 36] bereits 3-lagige MLP -Netze uni-
verselle Approximationseigenschaften besitzen, erweist sich die Aufteilung der verdeckten
Knoten auf mehr als eine verdeckte Lage in verschiedener Hinsicht als vorteilhaft, wie im
folgenden gezeigt wird.
Topol. 5:7:34:1 5:11:12:10:1 5:11:22:1 5:13:18:1 5:15:15:1 5:16:10:7:1 5:18:12:1
Q 349 351 353 349 346 351 349
T
IC
0,81 0,53 0,73 0,69 0,66 0,55 0,65
Topol. 5:18:6:16:1 5:21:10:1 5:22:9:1 5:23:7:5:1 5:24:8:1 5:28:6:1 5:31:5:1
Q 351 357 349 352 353 349 352
T
IC
0,55 0,66 0,64 0,61 0,65 0,67 0,76
Tabelle 5.3: Topologie ausgew

ahlter 4- und 5-lagiger MLP -Netze mit einer Anzahl von
Q Netzgewichten und einem im Vergleich mit dem 3:70:1 Netz relativen Re-
chenaufwand von T
IC
je Iteration des OLL-Verfahrens.
Neben der Topologie dieserMLP -Netze ist in Tabelle 5.3 die Anzahl Q der Netzgewichte
sowie der Rechenaufwand pro Iteration des OLL-Verfahrens im Vergleich zu einem 3:70:1
Netz angegeben. Bei Betrachtung des Rechenaufwandes f

allt auf, da dieser besonders
f

ur 5-lagige Netze um bis zu 47% unterhalb des f

ur ein 3:70:1 Netz erforderlichen liegt.
Dieses Verhalten ist durch Gleichung (4.40) in Verbindung mit den Gleichungen (4.29,
4.34, 4.36, 4.37 und 4.38) des OLL-Verfahrens begr

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Rechenaufwand je Iteration hat die Aufstellung und Invertierung der Matrix
~
A, wobei
der Aufwand zur Aufstellung f

ur die hier untersuchten Netztopologien gegen

uber dem
Aufwand zur Invertierung bei weitem

uberwiegt.

































ur die Trainings- und Testmenge, die
mit 3-, 4- und 5-lagigen MLP -Netzen mit ann

ahernd konstanter Anzahl
von 350 Netzgewichten und den Einbettungsparametern d
E
= 5;  = 1 f

ur
das chaotische Lorenz-Signal mit dem OLL-Verfahren erzielt werden.
Dieser Aufwand steigt linear mit dem Umfang der Trainingsmenge aber quadratisch mit
der maximalen Anzahl an Gewichten der verdeckten Lagen an. Bei ann

ahernd konstan-
ter Gesamtanzahl hat daher eine gleichm

aige Verteilung dieser Gewichte auf f

unf statt
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aufwandes zur Folge. So hat das 5:18:6:16:1 MLP -Netz bei einem um 45% reduzierten
Rechenaufwand 108 Gewichte in der zweiten, 114 in der dritten, 112 in der vierten und 17
Gewichte in der Ausgangslage. Im Vergleich hierzu besitzt das 3:70:1 Netz 280 Gewichte
in der zweiten und in der Ausgangslage 71 Gewichte.




ur die Trainings- und Testmenge
zeigen, da 4- und 5-lagigeMLP -Netze bei geringerem Rechenaufwand den 3-lagigen Net-





ur die Trainingsmenge, die wie zuvor 2 000 Muster umfat,
zwischen 55 dB und 71 dB. Allerdings fallen die erzielten Resultate f

ur die Testmenge um
15 dB bis 20 dB niedriger aus.





240 G-tr  [dB]
G-te  [dB]
Anzahl Trainingsmuster 
G [dB] Gte [dB] 
Gtr  [dB] 
Anzahl Netzgewichte 




ur Trainings- und Testmenge, die mit
einem 5:22:9:1 MLP -Netz f

ur das Lorenz-Signal erzielt werden, wenn die





anomens, welches in Abbildung 5.5 in noch st

arkerem Mae be-
obachtet wurde, wird im folgendem am Beispiel des 5:22:9:1 MLP -Netzes untersucht,















andert. Der Umfang der Trainingsmengen








wurden der Folge von rekonstruierten Zustandsvektoren
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F

ur die Optimierung der 5:22:9:1-Netze mit verschiedenen Trainingsmengen wurde eine
maximale Anzahl von 1 000 Iterationen vorgegeben. Diese Anzahl wurde jedoch nur f

ur
K > 120 erreicht. Aufgrund der sehr hohen Konvergenzgeschwindigkeit beendet das OLL-
Verfahren f

ur K=10, 20, 30, 50, 70, 100 und 120 bereits nach 2, 3, 12, 107, 317, 160 bzw.
480 Iterationen mit Fall II.2.B.3 (siehe Seite 67) die Optimierung der Netzgewichte, da im









ur die Trainings- und










adiktionsgewinne zeigt sehr deutlich, da der Umfang der Trai-
ningsmenge einen entscheidenden Einu auf die Qualit

at der Nachbildung der Abbil-
dungseigenschaften des dynamischen Systems durch die MLP -Netze hat. Hier sind im
wesentlichen drei Bereiche identizierbar, in denen unterschiedliche Eekte auftreten.
F

ur den ersten Bereich ist aus Abbildung 5.7 ersichtlich, da die Zielwerte fd
k
g der Trai-





ur die Testmenge jedoch unzureichend sind, wenn die Anzahl K der Trai-
ningsmuster geringer als die Anzahl Q der Netzgewichte ist. Dieser Fall tritt, wie Ab-
bildung 5.7 zu entnehmen ist, f

ur Trainingsmengen mit K=10, 20, 30, 50, 70, 100, 120,






der Trainingsmengen nur speichern und reproduzieren, ohne
die Abbildungseigenschaften des dynamischen Systems auch nur ann

ahernd nachzubilden.




ur diese Beispiele die
Ordnung des Optimierungsproblems mit Q=349 gr

oer als die Anzahl zur Verf

ugung ge-







oer als 160 dB f





Im zweiten Bereich f

ur 300  K  3 000 treten zwei Eekte auf. Zum einen wird die
Optimierung der MLP -Netze nicht rechtzeitig beendet und es ndet das sogenannte
Overlearning oder Overtraining statt (vgl. Hecht-Nielsen [55], Seite 115), zum anderen




ahlt, so da die Abbildungseigenschaf-
ten des zugrundeliegenden dynamischen Systems nicht in ausreichendem Mae durch die
rekonstruierten Zustandsvektoren der Trainingsmenge repr

asentiert werden.
Der letzte Bereich mit K > 3 000 ist kennzeichnend f

ur Trainingsmengen mit einem
ausreichenden Datenumfang, die die Eigenschaften des zugrundeliegenden dynamischen
Systems gut repr

asentieren. Mit den auf Basis dieser Trainingsmengen optimiertenMLP -
Netzen werden Pr

adiktionsgewinne von 64 dB bis 66 dB f

ur die jeweilige Trainingsmenge





ur die Testmengen allerdings nur um ca. 2   3 dB geringer aus als f

ur
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ahernd 63 dB erzielt.
Zur besseren Darstellung der bei Ver

anderung des Umfangs K der Trainingsmenge auf-




ur die Trainings- und
Testmengen mit K=120, 349, 1 000 sowie 15 000 Mustern

uber dem Iterationsverlauf auf-
getragen.































ur Trainings- (jeweils obere)
und Testmenge (jeweils untere Kurve)

uber der logarithmierten Anzahl
von Iterationen im Verlauf der Optimierung eines 5:22:9:1 MLP -Netzes
mit dem OLL-Verfahren bei Verwendung unterschiedlich groer Testmen-
gen.
Bei K=120 bzw. K=349 Mustern sind die Trainingsmengen deutlich zu klein gew

ahlt, so
da die Abbildungseigenschaften des dynamischen Systems durch die MLP -Netze nicht





menge mit 4; 7 dB bzw. 21; 8 dB sehr gering ausfallen. Bei Verwendung von nur 120
Trainingsmustern werden die vorgegebenen 1 000 Iterationen nicht erreicht. Das OLL-
Verfahren wird hier bereits nach 480 Iterationen beendet, da bei einem Pr

adiktionsgewinn




Der Overlearning-Eekt tritt bei der Wahl von K=1000 Trainingsmustern deutlich auf.




ur die Testmenge nach ca. 5 500 Iterationen mit
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ann






ur die Testmenge nat

urlich weiterhin steigt. In diesem Fall
werden die Abbildungseigenschaften des MLP -Netzes zu stark an die lokalen Eigenschaf-




adiktion der Testmenge erforderliche
Nachbildung der globalen Abbildungseigenschaften des zugrundeliegenden dynamischen
Systems erfolgt nur unzureichend, so da die Verallgemeinerungseigenschaften der neu-
ronalen Netze nicht ausgenutzt werden. Zur Vermeidung dieses Eektes ist entweder das
Verfahren rechtzeitig abzubrechen oder die Trainingsmenge zu vergr

oern.
Wird der Umfang der Trainingsmenge auf mehr als K=3000 oder wie in dem vorliegen-
den Beispiel auf K=15 000 Muster erh

oht, treten die zuvor beschriebenen Eekte nicht
mehr auf. Die Trainingsmenge repr

asentiert dann alle relevanten Abbildungseigenschaften




ur die Trainings- und die Testmenge in na-
hezu gleichem Verh

altnis steigen und nach 1 000 Iterationen 65; 5 bzw. 62; 5 dB betragen.
Da der erforderliche Rechenzeitaufwand in erster N

aherung linear mit dem Umfang der
Trainingsmenge steigt, sollte diese so klein wie m

oglich, aber ausreichend gro gew

ahlt
werden, so da die beschriebenen Eekte nicht auftreten.
Aus den durchgef

uhrten Untersuchungen lassen sich folgende Dimensionierungsregeln ab-
leiten:
 Die Anzahl der Trainigsmuster K sollte gr

oer sein als die Ordnung Q des Opti-
mierungsproblems, damit die Zielwerte fd
k
g nicht nur gespeichert und reproduziert
werden.








ur die Testmenge deutlich geringer als f

ur die Trai-
ningsmenge, mu die Trainingsmenge so lange vergr

oert werden, bis die Abbil-






adiktion des Lorenz-Signals mit Gradienten-Verfahren
Der Vergleich der Leistungsf

ahigkeit des OLL-Verfahrens mit den in Kapitel 3 vorgestell-
ten Gradientenverfahren wird ebenfalls am Beispiel des bereits mehrfach verwendeten
5:22:9:1 MLP -Netzes durchgef

uhrt, wobei die Ausgangsdaten die aus der Trainings- und
Testmenge sowie den Startwerten f

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Alle Verfahren mit Ausnahme des OLL-Verfahrens basieren auf dem in Abschnitt 3.2
(Seite 36) vorgestellten Modellalgorithmus f

ur schrittweitenbasierte Optimierungsverfah-
ren. Sie unterscheiden sich lediglich hinsichtlich der Bestimmung einer optimalen Such-
richtung und Schrittweite. Die in der Literatur am h

augsten eingesetzten Varianten des
Verfahrens des steilsten Abstiegs verwenden jeweils den negativen Gradienten Gl.(3.25) als
Suchrichtung und verzichten auf die eindimensionale Optimierung (Liniensuche) entlang
der Suchrichtung. Das BP -Verfahren wurde in der Variante gem

a Gl.(3.55) mit einer
festen Schrittweite von 
BP
= 0; 01 und einer Momentum-Konstanten 
M
= 0; 8 verwen-
det. Auf einen Momentum-Term wurde bei dem BD-Verfahren hier verzichtet und dieses
entsprechend den Gleichungen (3.49) und (3.50) implementiert, wobei f

ur die Heuristik
zur Anpassung der Schrittweite die in der Literatur [55]

ublichen Werte von  = 1; 05 und
 = 0; 5 gew

ahlt wurden.
Alle eingesetzten CG- und QN -Verfahren verwenden in der ersten Hauptiteration als
Suchrichtung den negativen Gradienten und bedienen sich zur Bestimmung der optima-
len Schrittweite einer eindimensionalen Minimierung (Liniensuche) entlang der jeweiligen
Suchrichtung analog zu Gl.(3.51). Detaillierte Ausf

uhrungen zur Art der Realisierung, zu
den Konvergenzeigenschaften und zur Leistungsf

ahigkeit nden sich in der Arbeit von Arz
[5]. Basierend auf den dort erzielten Erkenntnissen wurde bei s

amtlichen im Rahmen die-
ser Arbeit vorgestellten Untersuchungen der Parameter, welcher die Abbruchbedingung
des Liniensuch-Algorithmus gem

a Gl.(3.53) steuert, zu "=0; 001 gew

ahlt.
Zur Optimierung der 5:22:9:1 MLP -Netze wurden neben dem BP - und BD-Verfahren 4
Varianten der klassischenCG-Verfahren von Polak-Ribiere und Fletcher-Reeves, 3 Varian-
ten modernerer CG-Verfahren und als Variante der QN -Verfahren das von Broyden, Flet-
cher, Goldfab und Shanno angegebeneBFGS-Verfahren imVergleich zumOLL-Verfahren
untersucht.
Die Verfahren von Polak-Ribiere und Fletcher-Reeves ergeben sich aus Gl.(3.58) und
unterscheiden sich lediglich hinsichtlich der Bestimmung der Koezienten 
I 1
(vgl.
Gl.(3.63) und Gl.(3.64)). Diese Verfahren wurden sowohl ohne Restart-Strategie (PR,
FR) als auch mit Restart-Strategie (PRR, FRR) eingesetzt, wobei als Restart-Richtung




ur modernere CG-Verfahren kamen das ged

achtnislose BFGS-Verfahren
(LQN) entsprechend den Gleichungen (3.73, 3.74 und 3.75) sowie das Verfahren der ska-
lierten konjugierten Gradienten nach Shanno [131] gem

a Gl.(3.77) sowohl mit Restart
(SCR) als auch ohne Restart (SCG) zum Einsatz.
Die mit den verschiedenen Verfahren erzielten Ergebnisse sind in Abbildung 5.9 (a) und
(b) wiedergegeben. Zur Reduzierung des enormen Rechenzeitbedarfs wurde bei diesen
Untersuchungen eine Testmenge mit nur 1 000 Mustern verwendet, da hier der Vergleich
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ur die Optimierung eines 5:22:9:1MLP -Netzes zur
Pr

adiktion des Lorenz-Signals mit verschiedenen Optimierungsverfahren.
(a): Vergleich zwischen OLL-, BFGS-, CG- und BP -Verfahren
(b): Ausschnitt aus (a) zum Vergleich aller betrachteten CG-Verfahren
der unterschiedlichen Optimierungsverfahren und nicht die Optimierung der Abbildungs-
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eigenschaften der MLP -Netze f

ur die Testmenge im Vordergrund stand. Die Darstellung
wurde im doppelt logarithmischen Mastab vorgenommen
32
, da ansonsten ein Vergleich
des Iterationsverlaufes f

ur die verschiedenen Optimierungsverfahren in einem Diagramm
nicht sinnvoll darstellbar war.




adiktionsergebnisse des OLL-Verfahrens mit
denen des BFGS-, FRR-, PRR-, BD- und des BP -Verfahrens verglichen. Wie bereits in
Abschnitt 5.1 festgestellt wurde, weist das OLL-Verfahren eine um mehrere Gr

oenord-
nungen bessere Konvergenzgeschwindigkeit im Vergleich zu dem BD- und BP -Verfahren
auf. Mit diesen wird erst nach 122 000 bzw. 478 000 Iterationen ein Pr

adiktionsgewinn er-
zielt, welcher mit dem OLL-Verfahren bereits nach nur 2 Iterationen erreicht wird. Auch
nach 10
6
Iterationen weisen beide Verfahren einen deutlich niedrigeren Pr

adiktionsge-
winn als das OLL-Verfahren nach 3 Iterationen auf. Wie erwartet ist das BD-Verfahren
aufgrund der Adaption der Schrittweite dem BP -Verfahren etwas

uberlegen.
Mit dem BP - und BD-Verfahren werden jedoch im Vergleich zu den klassischen CG-
Verfahren von Polak-Ribiere und Fletcher-Reeves mit Restart-Strategie deutlich gerin-
gere Pr

adiktionsgewinne erreicht. Diese CG-Verfahren erzielen nach 60 000 bzw 50 000
Iterationen Pr

adiktionsgewinne von 44; 9 dB bzw. 42; 5 dB, welche allerdings immer noch
um mehrere Gr





adiktionsgewinne, die unter Verwendung aller 7 untersuchten CG-Verfahren erzielt
wurden, sind zur genaueren Dierenzierung als Ausschnitt in Abbildung 5.9 (b) wiederge-
geben. Diese Darstellung zeigt, da alle CG-Verfahren vergleichbare Pr

adiktionsgewinne
im Bereich von 41 dB bis 47 dB liefern. Die genaueren Zahlenwerte sind in Tabelle 5.4
angegeben. Hier schneidet als bestes das SCG-Verfahren vor dem FR-, SCR-, LQN -,
FRR-, PRR- und dem PR-Verfahren ab. Die Unterschiede sind jedoch nur gering, und
die hier erzielte Reihenfolge konnte bei anderen Untersuchungen nicht best

atigt werden,
sondern variierte von Untersuchung zu Untersuchung.
Zusammenfassend ist festzustellen, da sich das BFGS-Verfahren mit einem Pr

adiktions-
gewinn von 66; 9 dB nach 50 000 Iterationen imVergleich zu den CG-Verfahren als deutlich

uberlegen erweist und auch als einziges der untersuchten Verfahren einen Pr

adiktionsge-
winn erzielt, der in der Gr

oenordnung des mit demOLL-Verfahren nach 1 000 Iterationen
erreichten von 67; 8 dB liegt. Das BFGS-Verfahren liefert bei allen durchgef

uhrten Un-





adiktionsgewinne. Nur mit diesem Verfahren gelingt es auch bei anderen Unter-
suchungen die Pr

adiktionsgewinne, die mit demOLL-Verfahren erzielt werden, wenigstens
ann

ahernd zu erreichen. Allerdings wurde hierzu immer eine um einen Faktor von ca. 100
h







adiktionsgewinn in [dB] ist

uber der logarithmierten Anzahl an Iterationen aufgetragen.
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Aufgrund des enormen Rechenzeitaufwandes war es nicht m

oglich, mit den CG-, BD- oder
BP -Verfahren eine ausreichende Anzahl an Iterationen durchzuf

uhren, um nachzuweisen,







wie mit dem OLL-Verfahren zu erzielen. Weiterhin traten bei einigen Untersuchungen
sowohl mit demBFGS- als auch mit den CG-Verfahren numerische Probleme auf, die zum
vorzeitigen Abbruch der Iteration f

uhrten, wobei die dann erreichten Pr

adiktionsgewinne





ahrend der Liniensuche auf, wenn die Bestimmung einer U-Konguration zum Start des
Einschachtelungsprozesses im Rahmen der Rechengenauigkeit nicht mehr m

oglich war
(vgl. Arz [5]). Diese Schwierigkeiten bei der Liniensuche weisen auf lokale Minima oder
zumindest extrem ache Gebiete der Fehlerober

ache hin und traten auch bei den in
Abbildung 5.9 (a) vorgestellten Untersuchungen mit dem BFGS-Verfahren nach 50 635
Iterationen bei einem Pr

adiktionsgewinn von 66; 9 dB auf.
Das BFGS-Verfahren f

uhrt, wie die anderen Gradientenverfahren auch, in sehr achen
Regionen der Fehlerober






utefunktion auftreten, verfahrensbedingt nur sehr kleine

Anderungen der Netzge-
wichte durch, oder bricht ab, wenn, wie beschrieben, keine U-Konguration zum Start der
Liniensuche mehr gebildet werden kann. Aus diesem Grund ist die Konvergenzgeschwin-
digkeit der Gradientenverfahren in diesen Gebieten und damit auch in der N

ahe lokaler
oder absoluter Minima extrem gering. DasOLL-Verfahren ist besser an die spezielle Struk-
tur der hier vorliegenden Optimierungsprobleme angepat, da es auf einem grunds

atzlich





angig ist, wie dies bei den BFGS-, CG- oder BD-Verfahren der Fall ist. Dieses
Verhalten des OLL-Verfahrens wurde bereits in Abschnitt 5.1 beschrieben und in Abbil-
dung 5.3 graphisch veranschaulicht. Um die Eigenschaften des OLL-Verfahrens in einem
solchen Fall n

aher zu untersuchen, wurden die Netzgewichte, die nach 50 635 Iterationen





ur das OLL-Verfahren verwendet und 1 000 Iterationen durchgef

uhrt. Der
Iterationsverlauf ist in Abbildung 5.9 (a) als durchgezogene Linie im Anschlu an den
Verlauf des BFGS-Verfahrens wiedergegeben und mit BFGS!OLL bezeichnet. Obwohl
das BFGS-Verfahren bei dieser Kombination der Netzgewichte abbricht, kann mit 1 000
Iterationen des OLL-Verfahrens der Pr

adiktionsgewinn sogar noch deutlich um 7; 2 dB
auf 74; 1 dB gesteigert werden.
Von besonderem Interesse hierbei ist, da dieses f

ur die Gradientenverfahren extrem
ung

unstige Gebiet der Fehlerober

ache zu keinen numerischen Problemen bei Einsatz des
OLL-Verfahrens f

uhrt, und da es gelingt, dieses Gebiet zu verlassen und den Pr

adiktions-
gewinn dabei noch erheblich zu steigern. Um zu untersuchen, wie gro die

Anderungen
der Netzgewichte im Verlauf der Optimierung mit dem OLL-Verfahren im Vergleich zum
BFGS-Verfahren sind, werden im folgenden der Betrag des Vektors der Netzgewichte
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sowie dessen

Anderung im Laufe der Iteration betrachtet. Beide Verfahren wurden mit




j=10; 9 gestartet, dessen einzelne Komponenten
als gleichverteilte Zufallszahlen aus dem Bereich [ 1; 0 < 1; 0] vorgegeben wurden.
Bei Verwendung des BFGS-Verfahrens

andert sich der Betrag des Vektors der Netz-
gewichte nach der 50 000 Iteration auf jw
50000
BFGS




















j=0; 6. Die letzten Iterationen vor Abbruch des BFGS-Verfahrens lie-
ferten sogar nur Betr










uhrt hier nur sehr geringe

Anderungen der Netzgewichte durch. Im
Vergleich hierzu hat der Vektor der Netzgewichte bei gleichem Startvektor w
0
nach 1 000






weiteren 1 000 Iterationen auf jw
2000
OLL








Bei Start des OLL-Verfahrens mit den nach 50 635 Iterationen des BFGS-Verfahrens
ermittelten Netzgewichten

andert sich der Betrag des Vektors bereits nach einer Itera-
tion des OLL-Verfahrens auf jw
50635;1
BFGS;OLL
j=94; 2, wobei das OLL-Verfahren die einzelnen
Netzgewichte bereits erheblich ver








j=42; 0 aufweist. Nach 1 000 Iterationen des OLL-Verfahrens




Die Eigenschaft, bei der






angig zu sein, erm

oglicht es dem OLL-Verfahren im Gegensatz zu




Anderungen der Netzgewichte vorzunehmen
und tr

agt zu der sehr hohen Konvergenzgeschwindigkeit des OLL-Verfahrens bei. Weiter-
hin wird hierdurch die Gefahr des Abbruchs des Verfahrens aufgrund numerischer Pro-
bleme sowie das Festlaufen an den station






adiktionsgewinn erheblich verringert. Die Konvergenz des OLL-Verfahrens ist




ahe stets linearisiert wird.
Neben dem mit dem BFGS-Verfahren ermittelten MLP -Netz wurden auch die mit dem
FRR-Verfahren nach 60 000 und dem BD-Verfahren nach 100 000 Iterationen ermit-
telten MLP -Netze als Startwerte f

ur das OLL-Verfahren vorgegeben und jeweils 1 000
Iterationen durchgef

uhrt. Die sich hieraus ergebenden Iterationsverl

aufe sind ebenfalls
in Abbildung 5.9 (a) dargestellt und mit FRR!OLL bzw. BD!OLL bezeichnet. Bei
Fortf

uhrung des FRR-Verfahrens ergibt sich ein Pr

adiktionsgewinnn von 69; 5 dB und bei
Fortf

uhrung des BD-Verfahrens von 68; 4 dB.
Diese drei Untersuchungen zeigen deutlich die

uberlegenen Eigenschaften des OLL-
Verfahrens auch und besonders in Bereichen der Fehlerober

ache, wo die betrachteten
Gradientenverfahren entweder aufgrund numerischer Probleme abbrechen oder wo deren
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Konvergenzgeschwindigkeit aufgrund der lokalen Beschaenheit der Fehlerober

ache be-
reits extrem gering geworden ist.
Iterationen Iterations- CPU- Gesamt-
Verfahren G
tr
[dB] Iterationen mit OLL Faktor Faktor Faktor
OLL 67,8 1000 1000 1,0 15,1 1,0
BFGS 66,7 50000 518 97 4,15 26,5
SCG 46,9 50000 36 1389 2,94 270
FR 45,3 50000 33 1515 2,68 269
SCR 45,1 50000 32 1563 2,85 295
LQN 44,6 50000 32 1563 2,90 300
FRR 44,9 60000 32 1875 2,67 332
PRR 42,5 50000 28 1786 2,65 313
PR 41,1 50000 26 1923 2,66 339
BD 20,6 122000 2 61000 1,05 4200
BP 20,6 478000 2 239000 1,0 16000
Tabelle 5.4: Vergleich des Rechenzeitaufwandes zur Optimierung eines 5:22:9:1 MLP -
Netzes zur Pr







uhrten Vergleiche der Leistungsf

ahigkeit der einzelnen Optimierungs-
verfahren basierten auf einem Vergleich der nach einer bestimmten Anzahl von Iteratio-
nen mit dem jeweiligen Verfahren erzielbaren Pr

adiktionsgewinne mittels Abbildung 5.9,
lassen aber keinen direkten Vergleich der Verfahren bez

uglich des erforderlichen Berech-
nungsaufwandes und damit des erzielbaren Geschwindigkeitsvorteils zu.
Da bei allen untersuchten Verfahren der Aufwand je Iteration nicht konstant ist
33
und auch
nicht hinreichend genau abgesch

atzt werden kann, wird hier als N

aherung ein direkter
Vergleich der im Mittel je Iteration ben

otigten Rechenzeit verwendet. Dieser wird als
CPU-Faktor bezeichnet und ist relativ zum mittleren Rechenzeitaufwand je Iteration des
BP -Verfahrens in Spalte 6 von Tabelle 5.4 angegeben. Weiterhin enth

alt die Tabelle f

ur
jedes Verfahren in Spalte 2 den erzielten Pr






otigte Anzahl von Iterationen.





alt die 4te Spalte. In Spalte 5 (Iterations-Faktor) ist das
33
Bei den Verfahren, die eine Liniensuche voraussetzen, ist der Aufwand je nach Anzahl der notwendigen
Funktionswert- und Gradientenberechnungen f

ur die einzelne Liniensuche u. U. sehr unterschiedlich. Das
OLL-Verfahren f

uhrt Subiterationen durch, wenn der Wert der G

utefunktion nach Berechnung der neuen
Netzgewichte nicht verbessert wird. Ein











otigten Iterationen im Vergleich mit dem OLL-Verfahren angegeben.
Die sich bei Verwendung des OLL-Verfahrens gegen

uber dem jeweils betrachteten Opti-
mierungsverfahren ergebende Rechenzeitreduktion ist in Spalte 7 (Gesamt-Faktor) ausge-
wiesen. Dieser Rechenzeitvorteil ergibt sich aus dem Produkt der Spalten 5 und 6, wobei
der Wert f

ur das OLL-Verfahren auf 1:0 normiert ist.
Der Vergleich dieser Ergebnisse best

atigt die bereits bei Auswertung der Abbildung 5.9,
bez

uglich der Konvergenzgeschwindigkeit, erhaltene Einteilung der untersuchten Verfah-
ren in vier Gruppen. Das leistungsf

ahigste Verfahren ist das OLL-Verfahren, welches um
den Faktor 26; 5 schneller ist als das BFGS-Verfahren. Die sieben untersuchten Varianten
der CG-Verfahren bilden die dritte Gruppe. Gegen

uber diesen weist das OLL-Verfahren
einen Geschwindigkeitsvorteil um den Faktor 269 bis 339 auf. Hier ist auch das BFGS-
Verfahren mit Faktoren zwischen 10 und 13 deutlich

uberlegen. Gerade die in der Literatur
am h

augsten zur Optimierung von MLP -Netzen eingesetzten BD- und BP -Verfahren
erweisen sich sowohl bez

uglich der Konvergenzgeschwindigkeit als auch im Hinblick auf
die erzielte Qualit







ur das chaotische Mackey-Glass-
Zeitsignal
Die in den vorhergehenden Abschnitten 5.1 und 5.2 vorgestellten Untersuchungen be-
schr

ankten sich auf die Pr





. In diesem Ab-
schnitt werden die experimentellen Ergebnisse beschrieben, die bei der Untersuchung der
Signale der im Anhang A.2 vorgestellten chaotischen Mackey-Glass-Dierentialgleichung
ermittelt wurden. Um die Ergebnisse mit anderen Ver

oentlichungen vergleichbar zu ge-
stalten, wurden die Parameter, welche die Eigenschaften des Systems mageblich beein-
ussen, wie in Anhang A.2 beschrieben, gew

ahlt und zwei Varianten der Mackey-Glass-










wurde, wenn nicht besonders angegeben, eine Trainingsmenge von 2 000 und eine Test-
menge von 100 000 Mustern verwendet. Aus den Zeitsignalen rekonstruierte Trajektorien





= 3 und  = 4 dargestellt.
Entsprechend den Betrachtungen anderer Ver








adiktionsweite pw=6 optimiert. Damit wird der jeweils 6 Abtast-
zeitpunkte in der Zukunft liegende Abtastwert der Signale vorhergesagt, und die Pr

adik-














sind im Anhang in Abbildung A.2 wiedergegeben. Im Vergleich zu dem bisher
untersuchten Lorenz-Signal L
x;0:1







arkere lineare Bindungen zwischen den Abtastwerten auf, was insbesondere

















der Ordnung P=1 bis P=100 bei Variation der Einbettungskonstanten zwischen =1







Trainingsmenge ab einer Pr

adiktorordnung von P=10 bis P=20 nicht mehr wesentlich
an und erreicht einen maximalen Wert von G
tr
=20; 7 dB bei P=100 und =1. Auch hier
werden f






oeren Werten von  erzielt. Diese liegen bei 15; 9 dB f

ur =2, bei 14; 8 dB f

ur =3 und
bei 14; 1 dB f









arkeren linearen Bindungen des MG
17









=20; 7 dB im Vergleich
zu G
tr









-Signals mit dem OLL-Verfahren
Im folgenden wird untersucht, inwieweit sich diese Ergebnisse durch den Einsatz nichtli-
nearer Pr











Bestimmung der optimalen Einbettungsparameter d
E
und  werden die in Tabelle 5.2
aufgef

uhrten MLP -Netze eingesetzt und die Einbettungsdimension im Bereich 3d
E
12







-Signals erzielten Ergebnisse sind in den Abbildungen 5.10 (a) f

ur die
Trainingsmenge und in Abbildung 5.10 (b) f

ur die Testmenge dargestellt.
Der Vergleich beider Abbildungen liefert ein bemerkenswertes Ergebnis. Im Gegensatz zu







ur die Trainingsmenge nur unwesentlich h












Der Verlauf des normierten Leistungsdichtespektrums desMG
17
-Signals beweist jedoch, da es sich
bei der betrachteten L

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Abbildung 5.10: Vergleich der Pr

adiktionsergebnisse, die mit ausgew

ahlten 3-lagigen
MLP -Netzen mit ann

ahernd konstanter Anzahl von 350 Netzgewichten
f






ur die 2 000 Muster umfassende Trainingsmenge
(b): Ergebnisse f

ur die 100 000 Muster umfassende Testmenge
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1 dB liegt und nur f

ur wenige Ausnahmen maximal 1; 8dB erreicht.






G    [dB]





Gtr  [dB] 




ur die Trainings- und Testmenge bei







-Signals mit einem 10:29:1 MLP -Netz.
Demzufolge repr

asentieren die 2 000 Muster umfassenden Trainingsmengen bereits alle
wesentlichen Abbildungseigenschaften der Mackey-Glass-Dierentialgleichung, und die





ur das 10:29:1 Netz bei  = 3 erzielt und betr

agt 90; 7 dB f

ur
die Testmenge bzw. 89; 4 dB f








adiktion des Lorenz-Signals erzielt wurden. Der notwendige Umfang
der Trainingsmenge h

angt demnach in erheblichem Mae von dem zu modellierenden Sy-
stem ab. F

ur das Lorenz-Signal L
x;0:1
wurden erst durch mehr als 4 000 Trainingsmuster
die Abbildungseigenschaften des Systems ausreichend repr








-Signals minimal notwendig ist wurde durch
Variation der Anzahl der Tainingsmuster im Bereich zwischen K=10 und K=2000 unter





ur Trainings- und Testmenge nach i. allg. 1 000 Iterationen des




Auch bei dieser Untersuchung treten f

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Optimierungsproblems, welche f

ur die eingesetzten 10:29:1 MLP -Netze Q=349 betr

agt,
die gleichen Eekte auf, wie sie bereits bei der Untersuchung des Lorenz-Signals (Abbil-
dungen 5.7 und 5.8) beobachtet wurden. Die MLP -Netze speichern und reproduzieren
die Trainingsdaten und erlangen nicht die Verallgemeinerungsf

ahigkeit, die zur Pr

adik-





ur die Trainingsmengen sind in diesen F

allen extrem hoch, die Werte f

ur die
Testmenge hingegen sehr gering und in einigen F

allen sogar negativ. Die vorgebenen
1 000 Iterationen wurden f

ur K=10, 20, 30, 50 und 70 wiederum nicht erreicht, da das
OLL-Verfahren nach 2,12, 300, 400 bzw. 500 Iterationen mit Fall II.2.B.3 (siehe Seite
67) beendet wurde. Der Overlearning Eekt tritt bei diesen Untersuchungen f

ur Trai-
ningsmengen mit K=350 bis K=600 Mustern auf. Eine gen

ugend groe Trainingsmenge
wird bereits mit 900 Trainingsmustern erreicht. Mit zunehmendem Umfang der Trainings-
menge

andern sich dann die Pr

adiktionsgewinne nur noch unwesentlich und sind f

ur die
Trainings- und Testmenge ann






-Signal bereits 900 Trainingsmuster die wesentlichen Abbildungseigenschaften
der Mackey-Glass-Dierentialgleichung in ausreichendem Mae repr

asentieren.
Die Auswertung der Abbildung 5.10 bez






achst, da die Pr










=5 erzieltenWerten ansteigen. Dieses Ergebnis
best

atigt erneut die Einbettungsbedingungen von Takens (Gl.(2.37) und Ma~ne (Gl.2.38)),




+ 1 eine Einbettung des
Attraktors garantiert ist und somit alle wesentlichen Eigenschaften des Systems repr

asen-
tiert sind. Diese Bedingung ist f

ur den Attraktor der Mackey-Glass-Dierentialgleichung











Im Gegensatz zu den Untersuchungen des Lorenz-Systems zeigt sich bez

uglich der op-




-Signal nicht der Wert









adiktionsergebnisse liefern, und =1
in keinem der F








uhrt, die aus der Darstellung des Zeitsignals und dem Verlauf der
normierten Autokorrelationsfunktion aus Abbildung A.2 deutlich wird. Diese weist im
Darstellungsbereich bei Verschiebungen von 4t=24 und 4t=75 Minima, bei 4t=49 und
4t=100 Maxima sowie bei 4t=12, 4t=38, 4t=62 und 4t=88 Nullstellen auf.







uber die zeitliche Ausdehnung der rekonstruierten Zustandsvektoren in Verbin-
dung mit der Pr

adiktionsweite pw=6 in Zusammenhang gebracht, so lassen sich zus

atzlich
zur Einbettungsbedingung von Takens weitere Bedingungen f

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Zun

achst sind in Tabelle 5.5 f

ur die Untersuchungen aus Abbildung 5.10 die Einbettungs-
parameter d
E









alt die Tabelle die Zeitspanne, die durch die jeweili-
gen rekonstruierten Zustandsvektoren und die Pr

adiktionsweite pw erfat wird. Diese
Fensterlange ermittelt sich zu W=(d
E




 1 2 3 4 1 2 3 4 1 2 3 4
W 9 12 15 18 10 14 18 22 11 16 21 26
G
tr




 1 2 3 4 1 2 3 4 1 2 3 4
W 12 18 24 30 13 20 27 34 14 22 30 38
G
tr




 1 2 3 4 1 2 3 4 1 2 3 4
W 15 24 33 42 16 26 36 46 17 28 39 50
G
tr
[dB] 52,3 84,6 90,7 88,3 55,7 89,9 86,9 92,1 52,8 89,3 87,2 84,3




ur die Trainingsmenge bei Variation der
Einbettungsparameter d
E
und  und der sich mit der Pr

adiktionsweite erge-
benden erfaten Zeitspanne W des MG
17
-Signals.
Bis zu einer Einbettungsdimension von d
E
=5 werden bei Variation von  mit =4 die
besten Ergebnisse erzielt, wobei die Pr

adiktionsgewinne mit zunehmender Fensterl

ange
und Einbettungsdimension steigen, aber noch nicht sehr hohe Werte annehmen. Die Fen-
sterl





=5 und =4 noch nicht den Wert des ersten
Minimums der normierten AKF. F
















adiktionsgewinne erzielt. Die Ergebnisse f

ur =2, =3
und =4 unterscheiden sich jedoch ab einer Einbettungsdimension d
E
=8 nur noch wenig.




ur =1 erheblich geringer, wobei die
Fensterl

ange zwischenW=13 und W=17 variiert und damit deutlich unter dem Wert des
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Aus diesen Betrachtungen in Verbindung mit der jeweils angegebenen Fensterl

ange W
ergibt sich folgende Hypothese f

ur die Wahl g

unstiger Einbettungsparameter:
Um eine Rekonstruktion des Attraktors eines dynamischen Systems aus ei-
nem skalaren Zeitsignal zu erzeugen, welche die Abbildungseigenschaften des
Systems in ausreichendem Mae repr






oglicht, sind die Einbettungsparameter d
E
und  so zu w

ahlen,
da die durch die rekonstruierten Zustandsvektoren in Verbindung mit der
Pr

adiktionsweite erfate Zeitspanne (Fensterl

ange) in der Gr

oenordnung des
ersten Minimums der normierten AKF des skalaren Zeitsignals liegt. Die Ein-






Zur Erweiterung der Untersuchungen auf gr

oere Bereiche der Fensterl

ange von bis zu
W=150, was in etwa dem dritten Maximum der normierten AKF entspricht, werden
im folgenden die Ergebnisse vorgestellt, die mit 4-lagigen MLP -Netzen der Topologie
d
E
:10:10:1 erzielt wurden. Dabei wurde die Einbettungsdimension, und damit die Anzahl
der Knoten in der Eingangslage, im Bereich 2d
E
19 variiert. Die Anzahl der Knoten
in den 2 verdeckten Lagen und in der Ausgangslage wurde konstant gehalten. Damit
w

achst die Anzahl Q der Netzgewichte von Q=151 im Falle des 2:10:10:1 auf Q=322 f

ur




ur die Einbettungskonstante Werte im










ur die Testmenge liegen um maximal 3 dB unter diesen Werten.









6 werden hohe Pr

adiktionsgewinne erzielt,
wenn gleichzeitig die Fensterl

ange W in der Gr














ur die Werte von  zusammengestellt, mit denen
die drei h






=13 werden die maximalen Pr

adiktionsgewinne bei der jeweiligen Einbettungs-
dimension f

ur das  erzielt, welches ein W zur Folge hat, das in der Gr

oenordnung























ur =1 dem Wert von
4t=24 an und sind f

ur >1 deutlich gr

oer. Dennoch werden f

ur =1 deutlich schlechtere
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Abbildung 5.12: Vergleich der Pr










-Signals bei Variation der Ein-
bettungsparameter d
E
und  erzielt wurden.






























6 72,8 3 21 66,2 4 26 65,2 6 36
7 70,8 3 24 67,8 4 30 65,5 6 42
8 74,8 3 27 72,5 2 20 69,1 6 48
9 79,9 2 22 72,6 3 30 70,7 4 38
10 79,5 2 24 71,4 3 33 71,2 4 42
11 80,4 2 26 76,6 3 36 75,4 4 46
12 84,1 2 28 74,7 3 39 71,2 4 50
13 77,7 2 30 75,2 3 42 72,9 4 54
14 76,4 3 45 74,0 2 32 74,0 4 58
15 79,9 2 34 75,0 3 48 74,2 4 62
16 79,8 2 36 76,5 3 51 74,7 4 66
17 79,7 2 38 78,1 3 54 77,6 4 70
18 81,2 2 40 76,3 4 74 71,4 1 23
19 80,7 3 60 76,8 4 78 73,3 2 42
Tabelle 5.6: Vergleich der Werte der Einbettungskonstante und Fensterl

ange, die bei der







-Signal die drei h







liefert das unerwartete Ergebnis, da das OLL-Verfahren f

ur =1 eine wesentlich h

ohere
Anzahl an Subiterationen durchf

uhrt als bei allen anderen Werten von  . Im Mittel f

uhrt
das OLL-Verfahren 5% bis 10% Subiterationen durch, d. h. bei Optimierung der verdeck-





die Wahl von =1 fallen hier jedoch im Mittel 20% bis 30% Subiterationen an, was einer
Steigerung um den Faktor 3 bis 5 entspricht. Dieses Verhalten f

uhrt zu den schlechten









uhrt die Wahl von =2 und damit Fensterl

angen, die die kleinste









ange in der Gr

oenordnung der zweiten (4t=38) bzw. dritten (4t=62)
Nullstelle der normierten AKF.

Ahnliche Betrachtungen wurden auch von Caputo, Malraison und Atten [14] f

ur die opti-
male Wahl der Einbettungsparameter zur Bestimmung der Korrelationsdimension chao-
tischer Zeitsignale mit dem Verfahren von Grassberger und Procaccia angestellt. Dort
wird eine Fensterl

ange vorgeschlagen, die in der Gr

oenordnung des Produktes aus frak-
taler Dimension und Periodizit








ange demzufolge ca. 100 betragen, was jedoch f
























ahigkeit des OLL-Verfahrens mit den im Rahmen dieser Arbeit be-
trachteten Gradientenverfahren am Beispiel des 10:29:1 MLP -Netzes bei Wahl der Ein-




ur die besten Ergebnisse erzielt werden
konnten. Die Untersuchungen mit den Gradientenverfahren wurden analog zu den in Ab-
schnitt 5.2.3 vorgestellten durchgef

uhrt. Insbesondere wurden f

ur die Optimierungsverfah-
ren die gleichen Parameter verwendet. Lediglich der Umfang der Trainingsmenge wurde
bei 2 000 Mustern belassen und nicht wie zuvor auf 1 000 Muster reduziert. In Abbildung







uber dem Iterationsverlauf dargestellt. Abbildung 5.13 (b) gibt wiederum nur
einen Ausschnitt zum besseren Vergleich der untersuchten CG-Verfahren wieder.
Der in Abbildung 5.13 (a) durchgef

uhrte Vergleich der Ergebnisse desOLL-Verfahrens mit
denen des BFGS-, FRR-, PRR-, BD- und BP -Verfahrens best

atigt die bereits in Ab-
schnitt 5.2.3 vorgenommene Beurteilung der Verfahren. Das OLL-Verfahren erweist sich
dem BFGS-Verfahren um zwei und den CG-Verfahren um drei Zehnerpotenzen in Bezug
auf die Konvergenzgeschwindigkeit

uberlegen. Weiterhin wird deutlich, da die BD- und
BP -Verfahren f

ur diese Art Optimierungsprobleme ungeeignet sind, da sie erst nach 10
6
Iterationen die Ergebnisse des OLL-Verfahrens nach zwei bzw. einer Iteration erreichen.
Die nach jeweils 50 000 Iterationen mit den CG-Verfahren erzielten und in Abbildung 5.13
(b) dargestellten Ergebnisse sind wieder alle in der gleichen Gr

oenordnung und liegen
zwischen 55; 3 dB f






uber, ob mit den Gradientenverfahren die gleichen maximalen Pr

adik-
tionsgewinne wie mit dem OLL-Verfahren erzielbar sind, kann nicht erfolgen, da auf-
grund des extrem hohen Rechenzeitbedarfs die daf

ur erforderliche Anzahl an Iterationen
mit diesen Verfahren nicht durchgef













90; 7 dB zu erreichen, der nach 1 000 Iterationen des OLL-Verfahrens erzielt wurde. Das
BFGS-Verfahren lieferte nach 50 000 Iterationen mit 80; 1 dB das beste Ergebnis, wo-
bei jedoch ein gegen

uber den Untersuchungen des Lorenz-Signals gravierend langsame-
res Konvergenzverhalten des Verfahrens bei der Liniensuche festgestellt wurde. Bei der









uhrten Iterationen ca. 170 000 Berechnungen des Funktionswerts und ca.
78 000 Berechnungen des Gradienten notwendig. Dieses entspricht 3; 4 Funktionswert- so-
wie 1; 6 Gradientenberechnungen je Iteration. Im hier betrachteten Fall der Optimierung




-Signals waren jedoch f

ur 50 000 Itera-
tionen ca. 732 000 Funktionswert- und ca. 217 000 Gradientenberechnungen erforderlich.
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(a): Vergleich zwischen OLL-, BFGS-, CG- und BP -Verfahren
(b): Ausschnitt aus (a) zum Vergleich aller betrachteten CG-Verfahren
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den Faktor 2; 7. Von den 732 000 Funktionswertberechnungen waren ca. 142 000 f

ur die
Bestimmung einer U-Konguration und ca. 590 000 f

ur die Liniensuche selbst notwendig.
Ein

ahnliches Verhalten wurde auch bei allen CG-Verfahren beobachtet und weist auf
eine im Vergleich zu den in Abschnitt 5.2.3 durchgef

uhrten Optimierungen wesentlich
komplexere Beschaenheit der Fehlerober

ache hin, was zu dem in Tabelle 5.7 (Spalte 6)
angegebenen, im Vergleich zu den BD- und BP -Verfahren und den Werten aus Tabelle
5.4 wesentlich h

oheren Berechnungsaufwand je Iteration f

uhrt.
Iterationen Iterations- CPU- Gesamt-
Verfahren G
tr
[dB] Iterationen mit OLL Faktor Faktor Faktor
OLL 90,7 1000 1000 1,0 44,7 1,0
BFGS 80,1 50000 373 134 24,2 72,5
FRR 61,1 50000 51 980 5,82 128
SCR 58,5 50000 41 1220 5,85 160
PR 57,7 50000 38 1316 5,9 174
PRR 57,6 50000 37 1351 5,73 173
LQN 57,4 50000 36 1389 5,81 181
FR 56,8 50000 33 1515 5,69 193
SCG 55,3 50000 28 1786 6,04 241
BD 38,0 1000000 2 500000 1,05 12000
BP 26,7 1000000 1 1000000 1,0 22000
Tabelle 5.7: Vergleich des Rechenzeitaufwandes zur Optimierung eines 10:29:1 MLP -
Netzes zur Pr





Auch bei der Optimierung mit dem OLL-Verfahren f

allt eine auf ca. 26% gestiegene
Anzahl an Subiterationen auf. Dieses f

uhrt neben der ge

anderten Topologie des Netzes
ebenfalls f

ur das OLL-Verfahren zu einem im Vergleich zu Tabelle 5.4 deutlich gestiegenen
Berechnungsaufwand je Iteration.
Die beschriebenen Schwierigkeiten des BFGS- und der CG-Verfahren bei der Linien-


















-Signal wurden auch hier die mit dem
BFGS-, FRR- und BD-Verfahren nach 50 000, 60 000 bzw. 10
5
Iterationen berechneten
MLP -Netze als Startwerte f

ur das OLL-Verfahren vorgegeben und 1 000 Iteration durch-
gef

uhrt. Die hierbei erzielten Ergebnisse sind als durchgezogene Linien im Anschlu an die
Ergebnisse des jeweiligen Gradientenverfahrens in Abbildung 5.13 (a) dargestellt und mit
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der weiteren Optimierung des mit dem FRR-Verfahrens berechneten MLP -Netzes mit
einem Pr

adiktionsgewinn von 97; 7 dB f

ur die Trainingsmenge erreicht, der sogar noch um
7; 0 dB

uber dem liegt, welcher zuvor mit dem OLL-Verfahren erzielt wurde. Auch die
weitere Optimierung der mit dem BFGS- und BD-Verfahren bestimmten Netzgewichte
durch 1 000 Iterationen des OLL-Verfahrens f

uhrt mit 96; 9 dB und 91; 0 dB zu sehr guten
Ergebnissen, die ebenfalls noch oberhalb jener Werte liegen, die mit dem OLL-Verfahren









ur die Testmenge liegen um maximal 2; 8 dB unter diesen Werten. Diese Untersuchung
zeigt ein weiteres Mal die

uberlegenen Konvergenzeigenschaften des OLL-Verfahrens auch
in sehr komplexen Bereichen der Fehlerober

ache, in denen bei Verwendung der Gradien-
tenverfahren numerische Schwierigkeiten auftreten und daher deren Konvergenzgeschwin-
digkeit sehr gering ist.
F

ur einen abschlieendenVergleich sind in Tabelle 5.7 die mit den einzelnen Optimierungs-
verfahren erzielten Ergebnisse nochmals als Zahlenwerte zusammengefat. Diese werden
erg

anzt durch den relativ zum BP -Verfahren notwendigen Berechnungsaufwand je Ite-
ration sowie die insgesamt mit dem OLL-Verfahren gegen

uber den anderen Verfahren
erzielte Reduktion des Berechnungsaufwandes.





-Signal angestellt wurden. Relativ zum OLL-Verfahren ist das BFGS-Verfahren
mit einem um den Faktor 72; 5 h

oheren Rechenaufwand deutlich langsamer geworden.
Auch im Vergleich zu den CG-Verfahren ist der Vorteil des BFGS-Verfahren deutlich
geringer geworden. Von diesen erweist sich das FRR-Verfahren mit einem Faktor von 128
als mit Abstand bestes und das SCG-Verfahren mit dem Faktor 241 als mit Abstand
schlechtestes. Relativ zum OLL-Verfahren ist der Nachteil der CG-Verfahren gegen

uber
den Untersuchungen des Lorenz-Signals, bei denen die CG-Verfahren einen um Faktoren
zwischen 269 und 339 h

oheren Rechenaufwand erforderten, geringer geworden. Im Gegen-
satz zu Feststellungen anderer Ver

oentlichungen [131, 90, 5] sind generelle Aussagen

uber
generelle Vor- bzw. Nachteile einzelner CG-Verfahren gegen

uber anderen CG-Verfahren
auf Basis der hier durchgef

uhrten Untersuchungen nicht m

oglich.
Das hier verwendete chaotische Zeitsignal MG
17
wurde auch von Lapedes und Farber
[71, 72], Farmer und Sidorowich [30, 31] sowie Day und Davenport [21] untersucht und
als Referenzsignal verwendet. Ein direkter Vergleich der oben beschriebenen Pr

adikti-
onsergebnisse ist jedoch nur mit den von Day und Davenport angegebenen Ergebnissen
m

oglich, da in [71, 72] und [30, 31] andere Pr

adiktionsweiten als pw = 6 untersucht
wurden. Von Day und Davenport wird eine neue Netzstruktur vorgestellt, die neben den
zu optimierenden Netzgewichten f

ur jedes Gewicht zus

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Pr

adiktionsgewinne liegen bei den zwei dort untersuchten Varianten bei ca. 42; 5 dB und
46; 0 dB. Demgegen

uber wird mit dem OLL-Verfahren und den hier verwendeten Ein-
bettungsbedingungen und Netztopologien ein Pr

adiktionsgewinn von maximal 90; 7 dB




ur diese extrem unterschiedlichen Ergebnisse sind:
 Eine ung





unstige Wahl der Einbettungskonstanten 
 Eine ung

unstige Wahl der Netztopologie
 Aufgrund der geringen Konvergenzgeschwindigkeit und des daraus resultierenden
enormen Rechenzeitbedarfs kann eine gen





 Die geringe Konvergenzgeschwindigkeit hat zur Folge, da mit steigender Anzahl an
Iterationen die Steigerung des Pr

adiktionsgewinns in jeder Iteration extrem gering
wird und f

alschlicherweise auf Konvergenz des Verfahrens geschlossen wird. Es sei





der logarithmierten Anzahl an Iterationen aufgetragen sind. W

are dieses nicht der
Fall, w

are der Konvergenzverlauf der Gradientenverfahren bei hoher Anzahl an Ite-
rationen extrem ach und es l

age nahe auf Konvergenz der Verfahren zu schlieen,
wenn die mit dem OLL-Verfahren erzielbaren Pr








Ein weiteres, oft in der Literatur [71, 72, 30, 31, 91, 92, 93, 128] zu Vergleichs-





ur den Parameter T=30 dar. Dieses dynamische Sy-




)=3; 54 im Vergleich zur Mackey-Glass-Dierentialgleichung
bei T=17 und zum Lorenz-System eine deutlich h

ohere fraktale Dimension und wird














starke lineare Bindungen auf, wie aus der Darstellung des Zeitsignals und der normierten
AKF in Abbildung A.3 deutlich wird. In Folge dieser

ubereinstimmenden Eigenschaften
unterscheiden sich die Pr

adiktionsgewinne, die mit linearen Pr

adiktoren der Ordnung
P=1 bis P=100 bei Variation der Einbettungskonstanten zwischen =1 und =4 f

ur
































-Signals mit dem OLL-Verfahren
Aufgrund der h

oheren fraktalen Dimension des MG
30
-Signals wird die Untersuchung
nichtlinearer Pr

adiktoren auf Basis von MLP -Netzen mit ann

ahernd konstanter Anzahl






Hier kamen ausschlielich 3-lagige MLP -Netze zur Anwendung. Die Topologie der ein-
zelnen Netze sowie die jeweilige Gesamtanzahl der Netzgewichte und der relativ zu ei-
nem 3:70:1 Netz erforderliche Rechenaufwand pro Iteration ist in Tabelle 5.2 angege-
ben. Zur Optimierung der Netzgewichte wurden jeweils 1 000 Iterationen mit dem OLL-
Verfahren durchgef












ur die jeweils 2 000
Muster umfassenden Trainingsmengen sind in Abbildung 5.14 und f

ur die 100 000 Muster
der Testmenge in Abbildung 5.15 graphisch dargestellt.
Besonders bei hohen Pr

adiktionsgewinnen treten deutliche Unterschiede zwischen den
Ergebnissen f

ur die Trainingsmenge und denen f

ur die Testmenge auf. Diese sind zwar
nicht in der Gr

oenordnung wie es f

ur das Lorenz-Signal der Fall war, jedoch mit ca. 3






-Signal. Dieses Verhalten weist darauf hin,
da die Trainingsmengen mit jeweils 2 000 Mustern einen zu geringen Umfang besaen.
Hier stand jedoch die Wahl der Einbettungsbedingungen und die generelle Eignung der












ab einer Rekonstruktionsdimension von d
E
=9 eine Einbettung sichergestellt. Bei den in
Abbildung 5.14 dargestellten Ergebnissen wird jedoch bereits ab d
E
=8 eine erhebliche
Verbesserung im Vergleich zu kleineren Werten von 3d
E
7 verzeichnet. Dieser Sach-











oer als 8 sein mu (aber ganzzahlig), zum
anderen darauf, da auch f

ur kleinere Werte der Rekonstruktionsdimension eine Einbet-
tung vorliegen kann, solange diese gr

oer als die Dimension des Systems ist.
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, die mit 3-lagigen MLP -Netzen
mit ann













ur die jeweilige Trainingsmenge erzielt wurden.
und mit den zugeh

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, die mit 3-lagigen MLP -Netzen
mit ann













ur die jeweilige Testmenge erzielt wurden.
renden Fensterl

































8 60,0 4 34 30,2 3 27 25,5 1 13 24,7 2 20
9 59,8 4 38 39,8 3 30 26,3 1 14 25,5 2 22
10 61,6 3 33 60,8 4 42 28,9 2 24 26,3 1 15
11 74,8 3 36 62,5 4 46 33,1 2 26 27,7 1 16
12 74,8 3 39 61,0 4 50 39,2 2 28 27,6 1 17
13 75,7 3 42 61,3 4 54 47,8 2 30 27,5 1 18
14 75,1 3 45 62,7 2 32 62,3 4 58 28,9 1 19
15 77,7 2 34 77,0 3 48 63,7 4 62 30,7 1 20
16 81,8 2 36 74,2 3 51 65,4 4 66 30,1 1 21
17 78,6 2 38 72,9 3 54 64,4 4 70 31,9 1 22
18 78,4 2 40 72,7 3 57 65,1 4 74 33,5 1 23
19 86,4 2 42 74,6 3 60 63,5 4 78 35,9 1 24
20 74,9 3 63 71,4 2 44 59,3 4 82 35,4 1 25
Tabelle 5.8: Vergleich der Werte der Einbettungskonstanten und Fensterl

ange, die bei der











ur die Trainingsmenge ergeben.
F










angen von W=34 bzw. W=38 zur Folge hat, die in der Gr

oenordnung





ur andere Werte von  sind die Fensterl

angen deutlich kleiner und die
Pr







ur Einbettungsdimensionen im Bereich 10d
E












=11 mit =3 ist verbunden mit einer Fensterl

ange von









ur =3 die geringste Abweichung aufweist. Dieses Ver-
halten setzt sich auch f

ur Einbettungsdimensionen im Bereich 15d
E
19 fort, wo =2
die g

unstigste Wahl darstellt, da f

ur =1 die Fensterl

angen noch deutlich kleiner und
f

ur =3 bzw. =4 bereits wesentlich gr






=20 weichen von diesem Verhalten ab, wobei allerdings beachtet werden mu, da sich
die Pr

adiktionsgewinne nicht wesentlich unterscheiden und die Fensterl

ange mit Werten
von W=44 und W=63 deutlich gr

oer als 4t=37 sind.
Zusammenfassend ist festzustellen, da die in Abschnitt 5.3.1 aufgestellten Bedingungen
zur Wahl g
















ur das Henon-Zeitsignal 109
der Pr

adiktionsweite pw=6 kann nur mit den von Lappedes und Farber [71, 72] sowie
Sanger [128] vorgestellten Untersuchungsergebnissen erfolgen, da in anderen Ver

oentli-
chungen [30, 31, 91, 92, 93] entweder abweichende Pr

adiktionsweiten verwendet oder die
Parameter der Untersuchung nicht vollst

andig angegeben wurden.










Gewinn kann mit ca. 30 dB bis 32 dB einer Abbildung der Ver

oentlichung [71] entnom-
men werden. Sanger stellt in [128] einen neuen Typ neuronaler Netze vor, welcher eine
baumartige Topologie aufweist, die sich in der Lernphase dynamisch an die zu modellie-





untersucht, und ein Pr

















75 dB und 86 dB erzielt. Der maximal erzielte Gewinn ist mit 86 dB um ca. 50 dB h

oher





tionsfehlerleistungen von 1 zu 10
5
. Auf die Gr

unde, die hier zu diesen wesentlich besseren
Ergebnissen f

uhren, wurde bereits in Abschnitt 5.3.1 eingehend eingegangen. Betrachtet
man die Abbildungen 5.14 und 5.15, so wird deutlich, da im Falle desMG
30
-Signals die







ur das chaotische Henon-Zeitsignal
Die bisher untersuchten chaotischen Zeitsignale waren entweder L

osungen oder eine ein-
zelne Komponente der L

osungen der Zustandsgleichungen zeitkontinuierlicher dynami-
scher Systeme. Als Beispiel f

ur ein zeitdiskretes dynamisches System mit chaotischem
Verhalten wird im folgenden die 2-dimensionale Henon-Abbildung betrachtet, welche ent-
sprechend Gl.(A.13) durch zwei Dierenzengleichungen beschrieben wird. Das im folgen-
den betrachtete Henon-Signal H
x
(Gl.A.16) entspricht der x-Komponente der L

osung
dieses Gleichungssystems. Wie dem Zeitsignal und der normierten AKF des H
x
-Signals
aus Abbildung A.4 zu entnehmen ist, weist dieses chaotische Signal nahezu keine Korre-
lation zwischen aufeinanderfolgenden Werten auf. Das Leistungsdichtespektrum ist sehr
breitbandig, nahezu konstant und erinnert eher an ein Rauschsignal.
Wie der Verlauf der normierten AKF vermuten l








auerst gering. Es wurden wiederum lineare Pr

adik-
toren der Ordnung P=1 bis P=100 bei Variation der Einbettungskonstanten im Bereich




ur Trainings- und Testmenge bestimmt.




=1; 40 dB wurde f

ur P=100 bei =1 erreicht und ist
















oere Werte von  nimmt der Pr








adiktor der Ordnung P=100 bei =4 nur noch G
tr
=0; 53 dB. Lineare
Pr

adiktoren sind demzufolge zur Pr











nahezu keine linearen Bindungen zwischen aufeinanderfolgenden Werten auf. Weiterhin
entspricht die y-Komponente bis auf einen Faktor der um einen Iterationsschritt ver-
schobenen x-Komponente. Aus diesen Eigenschaften l

at sich bereits im Vorgri auf die





Wahl der Einbettungsbedingungen zu d
E
=2 und =1 die besten Pr

adiktionsergebnisse
erzielbar sind, da der so rekonstruierte Attraktor bis auf die Ausdehnung in y-Richtung
dem Original-Attraktor des Henon-Systems entspricht.
Die in Abbildung 5.16 in Teil (a) f








ur 3-lagige MLP -Netze mit erneut ann

ahernd
konstanter Anzahl von Q350 Netzgewichten best

atigt diese Vermutung.
Aufgrund der speziellen Eigenschaften des H
x
-Signals wird ein 2:88:1 MLP -Netz mit
insgesamt Q=353 Gewichten zus








-Signals eingesetzten MLP -Netzen mit den Topologien 3:70:1 bis 12:25:1 (vgl. in
Tabelle 5.2) eingesetzt. Die Auswertung der Ergebnisse best

atigt die Annahme, da wegen
der fehlenden Periodizit






Einbettungsdimensionen im untersuchten Bereich von 2d
E
12 bei Variation von  f

ur
=1 der mit Abstand beste Pr

adiktionsgewinn erreicht wird.
Der Vergleich der Ergebnisse, die bei Variation der Einbettungsdimension erzielt werden,
zeigt, da der mit G
tr
=139; 8 dB f

ur die Trainings- bzw. G
te





adiktionsgewinn bei Verwendung des 2:88:1 Netzes f

ur =1 erreicht wird.
Da f

ur diese Einbettungsbedingungen der
"
Original\-Attraktor des Systems rekonstruiert
wird, liefern gr

oere Einbettungsdimensionen niedrigere Pr

adiktionsgewinne, wobei der
sich nach Takens und Ma~ne aufgrund der fraktalen Dimension von d
K
=1; 26 des Henon-
Systems ergebende Wert der Einbettungsdimension von d
E
=4 das zweitbeste Ergebnis
liefert.
Zusammenfassend ist festzustellen, da die MLP -Netze bei geeigneter Wahl der Ein-
bettungsbedingungen die zugrundeliegende recht einfache nichtlineare Henon-Abbildung
sehr exakt nachbilden, lineare Pr






ur diese Aufgabenstellung ungeeignet sind. Bemerkenswert ist, da auch mitMLP -
Netzen gleicher Topologie bei ung

unstiger Wahl der Einbettungskonstanten von  6=1 we-
sentlich schlechtere Ergebnisse erzielt werden, und damit die Variation der Einbettungs-
konstanten  wesentlich st

arkere Auswirkungen auf die erzielbaren Ergebnisse hat als
die Anzahl der Netzgewichte, die Topologie des Netzes oder die Einbettungsdimension,
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(b) ττ τ τ
ττ τ τ
Abbildung 5.16: Vergleich der Pr

adiktionsergebnisse, die mit ausgew

ahlten 3-lagigen
MLP -Netzen mit ann

ahernd konstanter Anzahl von 350 Netzgewichten
f

ur das chaotische Henon-Signal erzielt werden.
(a): Ergebnisse f

ur die 2 000 Muster umfassende Trainingsmenge
(b): Ergebnisse f








In den vorangegangenen Abschnitten (5.1) bis (5.4) wurden neben einem 2:1:1MLP -Netz
ausschlielichMLP -Netze mit einer Anzahl von ca. 350 Gewichten aber unterschiedlicher
Topologie zur skalaren Pr

adiktion chaotischer Zeitsignale eingesetzt. In einer Vielzahl wei-
terer Untersuchungen [138, 132, 5, 28] wurden neben diesen auch MLP -Netze mit unter-
schiedlicher Anzahl an Netzgewichten zur Pr

adiktion der vier vorgestellten chaotischen
Zeitsignale verwendet. Das OLL-Verfahren erweist sich auch bei diesen Untersuchun-
gen den anderen nichtlinearen Optimierungsverfahren hinsichtlich Konvergenzgeschwin-





bei Verwendung kleinerer MLP -Netze mit einer um den Faktor 2 bis 4 geringeren An-
zahl an Gewichten bei optimaler Wahl der Rekonstruktionsparameter nur um ca. 5 dB bis
15 dB geringer aus. Diese Ergebnisse zeigen, da auchMLP -Netze mit wesentlich weniger
als 350 Gewichten die nichtlinearen Abbildungseigenschaften der untersuchten chaotischen
Systeme sehr gut nachbilden. Ein Zusammenhang zwischen der Komplexit

at der zu appro-
ximierenden Abbildung und der bei vorgegebener G

ute der Approximation hierzu minimal
notwendigen Anzahl an Gewichten und der optimalen Topologie des MLP -Netzes kann
hier jedoch nicht angegeben werden und mu Ziel weitergehender Untersuchungen sein.
Die Eignung von MLP -Netzen zur Approximation einer anderen Klasse von Abbildun-




armann [9, 10] angegebenen nichtli-










































































































Die Optimierung der Netzgewichte mit dem OLL-Verfahren erfolgte unter Verwendung







umfassenden Trainingsmenge. Die ein-
zelnen Komponenten der Eingangsvektoren x
k














































Die mit demOLL-Verfahren erzieltenWerteE
abs
(w) sowie die aus [10]

ubernommenen Er-




armann vorgestellten Optimierungsverfahren BV 1,
BV 2 und des BP -Verfahrens sind in Tabelle 5.9 f

ur MLP -Netze mit den Topologien
8:8:8:3 und 8:14:3 dargestellt.
8:8:8:3 MLP -Netz 8:14:3 MLP -Netz
Iteration BV1 BV2 BP OLL OLL
0 0.2231 0.2231 0.2231 0.861 1.32
1 0.0167 0.0204 0.0738 0.0188 0.0140
2 - - - 0.00721 0.00613
3 - - - 0.00503 0.00451
10 0.0163 0.0232 0.0704 0.00169 0.000679
50 - 0.0237 0.0241 0.00079 0.000203
500 - 0.0087 0.0165 0.00034 0.000103
2000 - - 0.0073 0.00020 0.000058
Tabelle 5.9: Vergleich der Genauigkeit der Approximation der in Gleichung (5.2) angege-
benen nichtlinearen Abbildung, die mit MLP -Netzen der Topologie 8:8:8:3
und 8:14:3 erzielt werden. Die Optimierung der Netzgewichte erfolgte mit





fahren BV 1 und BV 2 sowie dem BP -Verfahren.
F






(w) erzielt, welcher kleiner ist als die Werte die mit dem BV 2-Verfahren
nach 500 und dem BP -Verfahren nach 2 000 Iterationen erreicht werden.
Entsprechend den Angaben in [10] und der ermittelten Rechenzeit je Itera-
tion des OLL-Verfahrens verglichen mit dem BP -Verfahren ergibt sich f

ur die
verwendeten Optimierungsverfahren ein relativer Rechenaufwand je Iteration von
OLL=BV 1=BV 2=BP=8=2=4=1 f

ur das 8:8:8:3 MLP -Netz. Unter Ber

ucksichtigung die-
ser Werte und der Ergebnisse aus Tabelle 5.9 erweist sich das OLL-Verfahren f

ur diese
Aufgabenstellung hinsichtlich des insgesamt erforderlichen Rechenzeitbedarfs dem Ver-
fahren BV 2 um einen Faktor von ca. 125 und gegen

uber dem BP -Verfahren um einen
Faktor von ca. 500

uberlegen. Weiterhin ist der Tabelle zu entnehmen, da mit dem 8:14:3
MLP -Netz, welches ebenso wie das 8:8:8:3 MLP -Netz








ute der Approximation erzielt wird.
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Dieses Ergebnis zeigt, da die optimale Topologie des MLP -Netzes von dem zugrunde-
liegenden Approximationsproblem abh

angig ist, und da mit MLP -Netzen, die nur eine
verdeckte Lage aufweisen, nicht in jedem Falle schlechtere Ergebnisse erzielt werden als
mit MLP -Netzen mit mehreren verdeckten Lagen.
5.6 Berechnung der Lyapunov-Exponenten aus dem Zeitsignal
Die Ausf

uhrungen der Kapitel 5.2, 5.3 und 5.4 haben gezeigt, daMLP -Netze sehr gut zur
Pr

adiktion chaotischer Zeitsignale geeignet sind. Demzufolge approximiert die Abbildung
~
G desMLP -Netzes die zugrundeliegende Abbildung G des rekonstruierten Attraktors sehr
genau. Wenn die Rekonstruktion zus














) beschriebenen Systems erhalten und k









G des MLP -Netzes ermittelt werden.





des MLP -Netzes (Gl. 3.41) als Approximation der JacobimatrixF
x
(x) des dynamischen
Systems (Gl. 2.25) eingesetzt. Damit ergibt sich mit dem in Kapitel 2.4 vorgestellten
Treppen-Iterations-Algorithmus (Gleichungen (2.29)    (2.33)) folgendes Verfahren zur
Berechnung der Lyapunov-Exponenten aus experimentellen Daten unter Verwendung des








 Anzahl K der Iterationen festlegen
1 Abbildung des Test-Volumenelementes Q durch das MLP -Netz
 Inkrementieren des Evolutionsz































































; i = 1;    ; d
E
























; i = 1;    ; d
E
6 ENDE
Die Anzahl K der zur Ermittlung der Lyapunov-Exponenten betrachteten Punkte auf
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dem rekonstruierten Attraktor wird im folgenden als Anzahl an Iterationen des Treppen-
Iterations-Algorithmus bezeichnet.
In einer Vielzahl von Ver

oentlichungen [24, 27, 37, 107] wird der Einsatz dieses Algo-
rithmus zur Berechnung der Lyapunov-Exponenten dynamischer Systeme beschrieben. Im
Rahmen dieser Arbeit werden die Abbildungseigenschaften von MLP -Netzen zur Model-
lierung chaotischer dynamischer Systeme und zur Berechnung der Lyapunov-Exponenten
dieser Systeme eingesetzt. Im Gegensatz zur Mehrzahl der ver

oentlichten Untersuchun-
gen werden hier globaleModelle, die optimierten und nicht mehr adaptiertenMLP -Netze,
und nicht fortlaufend neu berechnete lokale Modelle [27, 37, 107, 129, 146] verwendet.




auch ebensoviele Lyapunov-Exponenten. Im allgemeinen ist der rekonstruierte Attraktor
in einer Mannigfaltigkeit des Einbettungsraumes mit einer Dimension m enthalten, die
gem

a Gl.(2.37) kleiner gleich der Einbettungsdimension d
E





atzliche Lyapunov-Exponenten, die sogenannten spurious
exponents, die von den Eigenschaften des dynamischen Systems unabh

angig sind. Ein
Verfahren zur Trennung der echten von den zus

atzlich erzeugten Lyapunov-Exponenten
wird von Parlitz [107] (siehe auch [87] und [40]) angegeben.
























, die sich bei zeitlicher Umkehr des Signals ergeben. Parlitz [107] gibt f

ur















< 0 ; i = m+ 1;    ; d
E
(5.4)
wobei dieser Gleichung die Annahme zugrunde liegt, da die zus

atzlich erzeugten Expo-
nenten kleiner sind als der kleinste echte Lyapunov-Exponent.
Durch die zeitliche Umkehr laufen die Trajektorien in den Raumrichtungen, in denen sie
sich zuvor voneinander entfernt hatten, aufeinander zu und umgekehrt. Dadurch

andern
die echten Lyapunov-Exponenten des Systems ihr Vorzeichen, bleiben aber dem Betrag
nach unver

andert. Die durch die Einbettung zus

atzlich erzeugten Exponenten zeigen dieses
Verhalten nicht, sind aber in beiden F

allen von gleicher Gr

oenordnung.
Die im folgenden beschriebenen Untersuchungen konzentrieren sich auf die Bestimmung
der Lyapunov-Exponenten des Lorenz-Systems und der Henon-Abbildung unter Ver-
wendung des oben angegebenen Verfahrens. Weitergehende Untersuchungen zeigen, da





ur 4T = 17 als auch f

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5.6.1 Lyapunov-Exponenten des Lorenz-Modells
Die im folgenden beschriebenen Untersuchungen zur Berechnung der Lyapunov-
Exponenten des Lorenz-Systems basieren sowohl auf verschiedenen Rekonstruktionen des
Attraktors aus dem skalaren Zeitsignal L
x;0:1







achst werden aus dem skalaren ZeitsignalL
x;0:1
Folgen von rekonstruierten Zustands-
vektoren f

ur die Einbettungsdimensionen d
E
=3,   , d
E
=12 betrachtet. Als Approxima-
tion der zugrundeliegenden Abbildungen G der rekonstruierten Attraktoren werden die
Abbildungen
~
G der bereits in Kapitel 5.2 vorgestellten 3-lagigen MLP -Netze mit den
Netztopologien 3:70:1,   , 12:25:1 verwendet. Die in Abbildung 5.17 dargestellten Ergeb-
nisse beschr

anken sich auf =1 f

ur die Wahl der Einbettungskonstante, da entsprechend
der Abbildung 5.5 f

ur diesen Wert die besten Approximationsergebnisse erzielt wurden.





















Abbildung 5.17: Lyapunov-Exponenten des Lorenz-Systems berechnet aus rekonstruier-
ten Zustandsvektoren und der Approximation der Abbildung des rekon-
struierten Attraktors durchMLP -Netze unterschiedlicher Topologie. Die






Iterationen des Treppen-Iterations-Algorithmus berechnet. Die theoreti-
schen Werte sind durch gestrichelte Linien gekennzeichnet.
Die dargestellten Lyapunov-Exponenten wurden nach jeweils () : K=10
3
, (+) : K=10
4
und (3) : K=10
5
Iterationen berechnet. Hierbei entstammen die bei K=10
3
verwendeten
rekonstruierten Zustandsvektoren der f

ur die Optimierung des MLP -Netzes verwendeten









Muster umfassenden Testmenge. Die
theoretischen Werte der Lyapunov-Exponenten sind in Form gestrichelter Linien in diese
Darstellung eingetragen. Der Vergleich mit den aus rekonstruierten Zustandsvektoren be-
rechneten Werten liefert folgende Ergebnisse:
 F

ur die Einbettungsdimensionen d
E
=7;    ; d
E





mit hoher Genauigkeit ermittelt (siehe hierzu auch Tabelle 5.10). Die Abweichun-
gen der Werte von 
1
liegen im Bereich 0,2% bis 0,4%.
 Die bei diesen Einbettungsdimensionen zus

atzlich erzeugten Exponenten (spurious




und lassen sich bei
Kenntnis der echten Exponenten leicht von diesen trennen. Dieses Ergebnis wider-
spricht der Gl.(5.4) zugrundeliegenden Annahme, wonach die zus

atzlich erzeugten
Exponenten kleiner als der kleinste echte Lyapunov-Exponent (hier 
3
) sind. Die-





uhren, hat jedoch, wie die folgenden Ausf

uhrungen zeigen,
keinen Einu auf die Qualit

at der erzielbaren Ergebnisse.
 Der betragsm

aig groe negative Exponent 
3
wird mit guter Genauigkeit von 5%
f

ur die Einbettungsdimensionen d
E
=5;    ; d
E
=9 berechnet. Generell steigen die nu-







G des MLP -Netzes bei der Berechnung be-
tragsm

aig groer Lyapunov-Exponenten und bei Verwendung groer Einbettungs-











=10,   , d
E
=12 zu ungenau bestimmt wird.
 F

ur Einbettungsdimensionen im Bereich d
E
=3;    ; d
E
=6 liegt keine Einbettung des
Lorenz-Attraktors vor, da die charakteristischen Gr

oen nicht erhalten bleiben und
zus












Iterationen erzielten Ergebnisse ergibt, da die












Iterationen treten nur bei betragsm

aig groen Ex-
ponenten auf, da deren genaue Berechnung aufgrund der exponentiellen Abh

angigkeiten
numerisch wesentlich aufwendiger ist.
Das Konvergenzverhalten des Treppen-Iterations-Algorithmus

uber den ersten 2 000 Itera-
tionen f

ur das 7:39:1MLP -Netz ist nochmals in detaillierterer Form in Abbildung 5.20(a)
dargestellt. Auch hier ver

andern sich nur noch die Werte der betragsm

aig groen nega-
tiven Exponenten bei mehr als 500 Iterationen merklich. Es wird jedoch deutlich, da
aus dem Konvergenzverhalten keine Aussagen bez

uglich der Trennung der echten von den
verfahrensbedingt zus

atzlich erzeugten Lyapunov-Exponenten abgeleitet werden k

onnen.
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Die fehlende M

oglichkeit zur Identikation der echten Lyapunov-Exponenten stellt im
vorliegenden Fall kein Problem dar, da diese bekannt sind. Sollen jedoch aus experimen-
tell ermittelten Daten unbekannter dynamischer Systeme deren Lyapunov-Exponenten
mit dem beschriebenen Algorithmus bestimmt werden, wird ein Verfahren zur Trennung
der echten von den zus

atzlichen Exponenten notwendig. Dazu wird, wie von Parlitz vor-





























Abbildung 5.18: Lyapunov-Exponenten des Lorenz-Systems berechnet unter Verwendung
von MLP -Netzen unterschiedlicher Topologie bei (): normalem zeitli-
chen Verlauf und bei (+): invertiertem zeitlichen Verlauf der rekonstru-




achst wurden MLP -Netze der bereits zuvor verwendeten Topologien 3:70:1,   ,
12:25:1 unter Verwendung derselben, nur zeitlich invertierten, 2 000 Muster umfassenden
Trainingsmenge optimiert. Die nach 10
5
Iterationen des Treppen-Iterations-Algorithmus'
berechneten Werte der Lyapunov-Exponenten wurden zum Ausgleich der Wirkung der
Zeitumkehr auf die echten Exponenten mit  1 multipliziert (vgl. Gl.(5.4)) und sind in
Abbildung 5.18 durch (+) gekennzeichnet dargestellt. Zum Vergleich enth

alt diese Abbil-
dung, gekennzeichnet durch (), auch die bereits in Abbildung 5.17 enthaltenen Werte der







des Lorenz-Signals ermittelt wurden. Zus

atzlich ist in Abbildung 5.19 ein Ausschnitt aus
Abbildung 5.18 f

ur den Bereich  8bit=s <  < 8bit=s wiedergegeben.

















4:59:1 5:50:1 8:35:1 9:32:1 10:29:1 11:27:1 12:25:1 6:44:1 7:39:1 3:70:1 
λ2= 
λ1- 
Abbildung 5.19: Ausschnitt aus Abbildung 5.26 f

ur Werte der Lyapunov-Exponenten im
Bereich von  8bit=s bis 8bit=s.
Wie bereits zuvor festgestellt wurde, liegt f

ur die Dimensionen im Bereich d
E
=3;    ; d
E
=6
keine Einbettung des Lorenz-Attraktors vor, da zus

atzliche positive Lyapunov-
Exponenten auftreten. Das gleiche Verhalten wird entsprechend Abbildung 5.18 auch
bei der Untersuchung des zeitlich invertierten Signals beobachtet. Auch hier werden




atzliche positive Exponenten im Bereich

2
<  <  
3





ur die Einbettungsdimensionen d
E
=7;    ; d
E
=12 entstehen bei Zeitumkehr keine zus

atz-
lichen positiven Exponenten, so da die hierf

ur ermittelten Ergebnisse zur weiteren Aus-
wertung herangezogen werden.
Im Gegensatz zu den von Parlitz durchgef

uhrten Untersuchungen [107] und den Glei-
chungen (5.4) wird keine konsistente

Uberlappung der berechneten Lyapunov-Exponente
beobachtet. Dieses bedeutet, da bei Zeitumkehr zus

atzliche negative Exponenten entste-
hen, die jedoch nicht ausschlielich kleiner als  
1
sind, sondern auch Werte im Bereich
 
1
<  < 
2
annehmen.
Auf Basis der dargestellten Ergebnisse ist dennoch eine Identizierung der echten











nur bei den echten Lyapunov-Exponenten auftreten, deren Werte bei nor-
malem zeitlichen Verlauf sehr genau ermittelt werden. Weiterhin ist festzustellen, da
die Lyapunov-Exponenten bei zeitlich invertiertem Signal wesentlich ungenauer berech-
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net werden. Dieses wird wieder auf die exponentiellen Abh

angigkeiten bei der Berechnung








Zur Beurteilung der Konvergenzeigenschaften sind in Abbildung 5.20(b) die bei zeitlich
invertiertem Signal berechneten Werte der Lyapunov-Exponenten bei Verwendung des
7:39:1 MLP -Netzes

uber den ersten 2 000 Iterationen im Vergleich zu den bei normalem
Zeitverlauf ermittelten Werten dargestellt.





















Abbildung 5.20: Konvergenzverhalten des Treppen-Iterations-Algorithmus bei der Be-
rechnung der Lyapunov-Exponenten des Lorenz-Signals unter Verwen-
dung rekonstruierter Zustandsvektoren und eines 3-lagigen 7:39:1MLP -
Netzes zur Approximation der Systemabbildung. Es sind jeweils 2 000
Iterationen bei (a) : normalem zeitlichen Verlauf und (b) : bei invertier-
tem zeitlichen Verlauf des Lorenz-Signals dargestellt. Im Fall (b) sind die
ermittelten Lyapunov-Exponenten mit dem Faktor -1 multipliziert.
Das Konvergenzverhalten zeigt in beiden betrachteten F

allen keine wesentlichen Unter-
schiede. Es werden auch bei Verwendung des zeitlich invertierten Signals merkliche

Ande-
rungen bei mehr als 500 Iterationen nur bei den betragsm

aig groen negativen Exponen-
ten beobachtet. Dabei ist zu beachten, da diese aufgrund des Faktors -1 in Abbildung
5.20(b) positiv dargestellt sind. Aus dem Vergleich der Werte der Lyapunov-Exponenten
nach 2 000 Iterationen f

ur normalen und invertierten Zeitverlauf ist eine Identizierung
















und damit zur Approximation
des
"
Original\-Lorenz-Attraktors wurde ein 3-lagiges 3:50:3 MLP -Netz mit 353 Gewich-
ten sowie ein 4-lagiges 3:15:15:3 MLP -Netz mit 348 Gewichten verwendet. Beide Netze
stellen vektorielle Pr

adiktoren mit jeweils d
S
=3 Knoten in der Ein- und Ausgangslage
gem





ur eine 2 000 Muster
umfassende Trainingsmenge sowie eine 100 000 Muster beinhaltende Testmenge sind in
Tabelle 5.10 zusammengefat. Weiterhin sind dort die Lyapunov-Exponenten wiederge-
geben, die nach jeweils K=10
5
Iterationen des Treppen-Iterations-Algorithmus ermittelt
wurden.
Zum Vergleichmit den Ergebnissen, die bei Verwendung rekonstruierter Zustandsvektoren





diktionsgewinne sowie die Lyapunov-Exponenten f

ur die 7:39:1, 8:35:1 und 9:32:1 MLP -













=3 | 353 61,66 60,39 2,116 -0,045 -32,137
3:15:15:3 d
S
=3 | 348 62,82 61,17 2,136 0,013 -33,961
7:39:1 d
E
=7  = 1 352 66,89 47,43 2,158 -0,031 -32,519
8:35:1 d
E
=8  = 1 351 70,33 43,41 2,156 -0,021 -31,481
9:32:1 d
E
=9  = 1 353 70,16 46,80 2,161 -0,021 -33,561
theor. Werte | | | | | 2,164 0,0 -32,46













mit den theoretischen Lyapunov-Exponenten des Lorenz-Systems.
5.6.2 Lyapunov-Exponenten der Henon-Abbildung







-Signal zeigen, da die dynamischen Eigenschaften der zugrun-
deliegenden Henon-Abbildung sehr gut durch die MLP -Netze modelliert werden. Daher
ist zu vermuten, da ebenfalls die Lyapunov-Exponenten der Henon-Abbildung auf Basis
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dieser MLP -Netze mit hoher Genauigkeit bestimmt werden k

onnen.
In Abbildung 5.21 sind die nach 100 000 Iterationen des Treppen-Iterations-Algorithmus
berechneten Lyapunov-Exponenten sowohl f

ur das Henon-Signal H
x
bei normalem zeit-
lichen Verlauf als auch f

ur das zeitlich invertierte H
 1
x
-Signal dargestellt. Hierzu wurden
die bereits in Abschnitt 5.4 beschriebenen MLP -Netze der Topologie 3:70:1, 4:59:1   
12:25:1 f

ur den Wert =1 der Einbettungskonstanten verwendet.
















4:59:1 5:50:1 8:35:1 9:32:1 10:29:1 11:27:1 12:25:1 6:44:1 7:39:1 3:70:1 
λ1- 
λ2- 
Abbildung 5.21: Lyapunov-Exponenten der Henon-Abbildung berechnet nach jeweils
K=10
5
Iterationen des Treppen-Iterations-Algorithmus unter Verwen-
dung von MLP -Netzen unterschiedlicher Topologie bei (): normalem
zeitlichen Verlauf und bei (+): invertiertem zeitlichen Verlauf der rekon-




at der Nachbildung der Abbildungseigenschaften der Henon-Abbildung
durch das MLP -Netz in sehr hohem Mae von der Einbettungskonstanten beeinut
wird, werden bei Verwendung von MLP -Netzen, die f

ur einen Wert der Einbettungskon-









ur die hier betrachtete Henon-Abbildung eine eindeutige Identizie-
rung der echten Lyapunov-Exponenten. Diese werden f

ur alle verwendeten MLP -Netze
in Verbindung mit den entsprechenden Folgen rekonstruierter Zustandsvektoren mit sehr















0,66479 0,64571 0,63757 0,61057 0,60597 0,603

2
-2,41199 -2,38310 -2,37506 -2,34856 -2,34294 -2,34
Tabelle 5.11: Lyapunov-Exponenten f

ur die Henon-Abbildung, gesch

atzt aus der x-







dellierung wurde ein MLP -Netz mit der Topologie 3:70:1 eingesetzt.
Tabelle 5.11 gibt die f






Iterationen des Verfahrens im Vergleich zu den theoretischen
Werten wieder. Nach 10
5
Iterationen weicht der positive Exponent nur um 0; 5% und der
negative Exponent nur um 0; 1% vom theoretischen Wert ab. Diese sehr genauen Werte
demonstrieren die Leistungsf

ahigkeit des beschriebenen Verfahrens und zeigen, da die op-
timierten MLP -Netze die Abbildungseigenschaften des zugrundeliegenden dynamischen
Systems sehr genau nachbilden.
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6 Zusammenfassung
Im Mittelpunkt dieser Arbeit steht der Einsatz vonMLP -Netzen zur Nachbildung der Ab-
bildungseigenschaften nichtlinearer dynamischer Systeme. Unter Verwendung des Verfah-
rens der zeitverz

ogerten Komponenten [100, 136] wird aus einem vorliegenden chaotischen
Zeitsignal eine Folge von Zustandsvektoren rekonstruiert. Bei geeigneter Rekonstruk-
tion repr

asentiert der auf diese Weise rekonstruierte Attraktor gem

a dem Einbettungs-
Theorem von Takens [136] die charakteristischen Eigenschaften des zugrundeliegenden
dynamischen Systems.
Die Optimierung der MLP -Netze erfolgt auf Basis einer Trainingsmenge, welche eine
Teilmenge der rekonstruierten Zustandsvektoren darstellt und aus K Eingangs-Ausgangs-
Paaren besteht. Die Trainingsmenge mu alle relevanten Abbildungseigenschaften des re-
konstruierten Attraktors und damit des zugrundeliegenden dynamischen Systems charak-




) des optimiertenMLP -Netzes die Abbildung
G(x
k
) des rekonstruierten Attraktors hinreichend genau, kann die Vorhersage des zuk

unf-
tigen Verlaufs des betrachteten chaotischen Zeitsignals mit hoher Genauigkeit erfolgen.
Das MLP -Netz wird hier als nichtlinearer Pr

adiktor eingesetzt, wobei die Minimierung
des mittleren quadratischen Pr

adiktionsfehlers auf ein nichtlineares Optimierungsproblem
zur Bestimmung optimaler Netzgewichte f

uhrt. Neben der Trainingsmenge wird aus den
rekonstruierten Zustandsvektoren eine Testmenge gebildet. Diese enth

alt ausschlielich
nicht in der Trainingsmenge enthaltene rekonstruierte Zustandsvektoren, wodurch gepr

uft
wird, ob das optimierteMLP -Netz die geforderten globalen Abbildungseigenschaften des
zugrundeliegenden dynamischen Systems hinreichend genau nachbildet.
Zur nichtlinearen Optimierung der Netzgewichte wird das neuartige Verfahren der Opti-
mierung Lage f

ur Lage (OLL-Verfahren) vorgestellt, welches speziell auf die Optimierung
von MLP -Netzen ausgerichtet ist. Dieses neue Verfahren beruht auf dem Ansatz, die





stimmung der Gewichte der Ausgangslage f

uhrt dieser Ansatz auf ein lineares Problem.
Zus

atzlich wird das nichtlineare Optimierungsproblem f

ur die verdeckten Lagen durch Li-







uhrung eines Strafterms wird der resultierende Linearisierungsfehler begrenzt.
Im Vergleich zu den parallel eingesetzten BP -, CG- und QN -Verfahren besitzt das OLL-





durch eine erhebliche Reduktion des Rechenzeitbedarfs erzielt wird.
Am Beispiel von vier chaotischen Zeitsignalen (vgl. Anhang A), welche aus den L

osungen
des Lorenz-Systems, der Mackey-Glass-Dierentialgleichung sowie der Henon-Abbildung
abgeleitet sind, wird nachgewiesen, da MLP -Netze die den Signalen zugrundeliegenden
komplexen nichtlinearen Abh

angigkeiten weitgehend ausnutzen und demzufolge sehr hohe
Pr

adiktionsgewinne bei der Vorhersage des zuk

unftigen zeitlichen Verlaufs der Signale
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erzielen. Hierzu werden 3-, 4- und 5-lagige MLP -Netze unter Verwendung des OLL-
Verfahrens optimiert und als nichtlineare Pr

adiktoren eingesetzt. Die Topologie der Netze
wurde bei diesen Untersuchungen so variiert, da die Anzahl der Netzgewichte und damit







angig von der Rekonstruktion und der Topologie des Netzes werden maximale Pr

adik-




-Signal bei einer Pr

adiktionsweite von pw=0; 1, von













-Signal bei einer Pr








adiktionsgewinne von 4 dB, 1; 4 dB, 20; 7 dB so-









ur die einzelnen Signale werden trotz ann

ahernd konstanter Anzahl an Netzgewichten bei
der nichtlinearen Pr

adiktion stark variierende Pr

adiktionsergebnisse erzielt. Daher wur-
den unter Verwendung des OLL-Verfahrens systematische Untersuchungen durchgef

uhrt,
um zu analysieren, welchen Einu die Rekonstruktionsparameter d
E
und  sowie der
Umfang der Trainingsmenge auf die H








usse aus der Kenntnis charakteristischer Kenngr

oen des zugrundelie-






Als erstes Ergebnis ist festzustellen, da die Variation der Einbettungdimension und in
sehr starkem Mae auch die Variation der Einbettungskonstanten entscheidenden Einu
auf die H

ohe der erzielbaren Pr

adiktionsgewinne haben. Dieses Verhalten wurde in der Li-
teratur bisher nicht beschrieben und die damit verbundenen negativen Auswirkungen auf
die erzielbaren Pr






ur die Wahl g

unstiger Einbettungsparameter lassen sich aus der Kennt-
nis der fraktalen Dimension des zugrundeliegenden dynamischen Systems sowie aus dem
Verlauf der Autokorrelationsfunktion des betrachteten chaotischen Zeitsignals folgende
Bedingungen angeben (vgl. Anschnitt 5.3.1):
 Die Einbettungsparameter d
E
und  sind so zu w

ahlen, da die durch die rekonstru-





ange) in der Gr

oenordnung des ersten Minimums der normierten AKF des
skalaren Zeitsignals liegt.
 Die Einbettungsdimension ist gem

a Takens und Ma~ne gr

oer oder gleich dem Zwei-
fachen der fraktalen Dimension plus Eins zu w

ahlen.
Hinsichtlich der Festlegung des Umfangs der Trainingsmenge liefern die Untersuchungen
folgende Ergebnisse:
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 Die Anzahl der Trainingsmuster sollte in jedem Fall gr

oer sein als die Ordnung des
Optimierungsproblems. Anderenfalls werden die Zielwerte der Trainingsmenge nur
gespeichert und reproduziert, ohne da dieMLP -Netze die Abbildungseigenschaften
des dynamischen Systems auch nur ann

ahernd nachbilden.




ur die Testmenge trotzdem deutlich geringer aus als
die f

ur die Trainingsmenge, sind drei F

alle zu unterscheiden. Wird die Optimie-
rung der MLP -Netze nicht rechtzeitig beendet, tritt u. U. der Overlearning-Eekt
auf, was zur Folge hat, da die Abbildungseigenschaften des MLP -Netzes zu stark





adiktion der Testmenge erforderliche Nachbildung der globalen Abbildungseigen-
schaften des zugrundeliegenden dynamischen Systems erfolgt nur unzureichend. Der
Overlearning-Eekt tritt nicht mehr auf, wenn der Umfang der Trainingsmenge zum
drei- bis f

unachen der Ordnung des Optimierungsproblems gew

ahlt wird.
 Weiterhin kann die Trainingsmenge ung

unstig oder zu klein gew

ahlt worden sein,
so da die Abbildungseigenschaften des zugrundeliegenden Systems nicht in ausrei-
chender Weise repr

asentiert sind. In diesem Fall ist die Trainingsmenge entweder zu
vergr

oern, oder aus einem anderen Teil der rekonstruierten Zustandsvektoren zu
bilden.
Einen zweiten Schwerpunkt dieser Arbeit bildet der Vergleich des OLL-Verfahrens hin-
sichtlich erzielbarer Pr

adiktionsgewinne, Konvergenzgeschwindigkeit und Robustheit mit





adiktion des Lorenz-Signals L
x;0:1









ahlt. Aus der Vielzahl der mit dem OLL-
Verfahren durchgef

uhrten Untersuchungen werden mit diesenMLP -Netzen f

ur das jewei-





Zur Optimierung werden neben dem BP - und BD-Verfahren vier Varianten der klassi-
schen CG-Verfahren von Polak-Ribiere und Fletcher-Reeves sowohl mit als auch ohne
Restart-Strategie eingesetzt. Als Beispiele f

ur modernere CG-Verfahren kommen das
ged

achtnislose BFGS-Verfahren sowie das Verfahren der skalierten konjugierten Gra-
dienten nach Shanno sowohl mit als auch ohne Restart-Strategie zum Einsatz. Aus den






ur diese umfangreichen Untersuchungen ist aufgrund der teilweise
extrem geringen Konvergenzgeschwindigkeiten der betrachteten Optimierungsverfahren





ur ca. 350 Tage Rechenzeit auf einer UNIX-Workstation mit einer
Rechenleistung von ca. 1 bis 2  10
6
Fliekommaoperationen pro Sekunde notwendig.
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Die Auswertung der Ergebnisse f

uhrt hinsichtlich der Konvergenzgeschwindigkeit sowie
des Rechenzeitbedarfs der Optimierungsverfahren auf eine Einteilung in vier Gruppen.
Als das mit Abstand leistungsf

ahigste Verfahren erweist sich das OLL-Verfahren, obwohl
die Komplexit

at und damit der Rechenzeitbedarf je Iteration im Vergleich zu den BP -
Verfahren um einen Faktor 15 bis 45 h

oher ist und auch im Vergleich mit dem wesentlich
aufwendigeren BFGS-Verfahren noch das 2- bis 4-fache betr

agt.
Das OLL-Verfahren ist dem BFGS-Verfahren bei weitem

uberlegen und erzielt im Ver-





-Signal und 72; 5 im Falle desMG
17
-Signals. Betrachtet man die Anzahl
der Iterationen, so betr

agt dieser Faktor sogar 97 bzw. 134 zugunsten desOLL-Verfahrens.
Das BFGS-Verfahren erweist sich auch gegen

uber den 7 untersuchten Varianten der CG-
Verfahren als deutlich

uberlegen und liefert bei vergleichbarer Anzahl an Iterationen um




adiktionsgewinne. Nur mit dem BFGS-Verfahren gelingt es, die Pr

a-





uglich der erforderlichen Rechenzeit erzielt das OLL-Verfahren gegen

uber














Signals. Im Gegensatz zu verschiedenen Ver

oentlichungen [131, 90, 5] sind generelle Vor-
bzw. Nachteile einzelner CG-Verfahren gegen

uber anderen CG-Verfahren im Rahmen der
hier durchgef

uhrten Untersuchungen nicht feststellbar.
Am ungeeignetsten sowohl bez

uglich der Konvergenzgeschwindigkeit als auch im Hin-
blick auf die erzielbaren Pr

adiktionsgewinne erweisen sich die in der Literatur am h

aug-
sten zur Optimierung von MLP -Netzen eingesetzten BD- und BP -Verfahren, wobei das
BD-Verfahren gegen

uber dem BP -Verfahren noch deutlich besser abschneidet. Das BD-









um 47; 2 dB bzw. 64 dB geringeren Pr





Iterationen ein Ergebnis, welches mit dem OLL-Verfahren bereits nach 2 Itera-
tionen erreicht wird.
Das BFGS-Verfahren und die CG-Verfahren f

uhren in sehr achen Regionen der Fehler-
ober






auftreten, verfahrensbedingt nur sehr kleine

Anderungen der Netzgewichte durch oder
brechen aufgrund numerischer Probleme ab. Die Konvergenzgeschwindigkeit der Gradi-
entenverfahren ist daher in diesen Gebieten und damit auch in der N

ahe lokaler oder
absoluter Minima extrem gering.





-Signals nach 50 635 Iterationen des BFGS-Verfahrens auf. Vor dem Abbruch hat













betragen. Bei Start des OLL-Verfahrens mit den Netzgewichten, die




andert das OLL-Verfahren die Netzgewichte
bereits nach einer Iteration so stark, da der Dierenzvektor einen Betrag von 42 hat. Nach
1 000 Iterationen des OLL-Verfahrens hat der Vektor der Netzgewichte einen Betrag von
22 048, wobei der Pr

adiktionsgewinn um weitere 7; 2 dB gesteigert wird. Entsprechende
Ergebnisse werden auch erzielt, wenn die mit den CG- oder BP -Verfahren optimierten
MLP -Netze als Startwerte des OLL-Verfahrens verwendet werden.
Diese Eigenschaft desOLL-Verfahrens, bei der






angig zu sein, erm

oglicht es diesem, im Gegen-




Anderungen der Netzgewichte vorzu-
nehmen. Dies tr

agt zu der sehr hohen Konvergenzgeschwindigkeit des OLL-Verfahrens
bei. Weiterhin wird hierdurch die Gefahr des Abbruchs des Verfahrens aufgrund nume-
rischer Probleme sowie das Festlaufen an den station

aren Punkten der Fehlerober

ache
mit relativ geringem Pr

adiktionsgewinn erheblich verringert und die Robustheit des Ver-
fahrens erh






ahe stets linearisiert wird.
Diese Ergebnisse zeigen deutlich die

uberlegenen Eigenschaften des OLL-Verfahrens auch,
oder besonders in Bereichen der Fehlerober

ache, in denen die betrachteten Gradienten-
verfahren entweder aufgrund numerischer Probleme abbrechen oder wo deren Konvergenz-













der Mackey-Glass-Dierentialgleichung Vergleichswerte aus der Literatur heran-
gezogen, die ebenfalls auf einer vorgegebenen Pr

adiktionsweite von pw=6 beruhen (vgl.
Abschnitte 5.3.1 und 5.3.2). Das MG
17
-Signal wird u. a. von Day und Davenport [21]
untersucht, die erzielbare Pr

adiktionsgewinne im Bereich von ca. 42; 5 dB bis 46; 0 dB an-





uber 90 dB und damit um ca. 45 dB






-Signal liegen Ergebnisse von Lapedes und Farber [71, 72] sowie Sanger [128] vor.
Lapedes und Farber verwenden ein 6:10:10:1 MLP -Netz und erzielen einen Pr

adiktions-
gewinn von ca. 30 dB bis 32 dB [71]. Sanger [128] verwendet ebenfalls eine Einbettungsdi-
mension von d
E
=6 und erzielt damit einen Pr

adiktionsgewinn von ca. 32 dB. Im Vergleich




adiktionsgewinne bis zu 86 dB
erzielt. Die von Lapedes und Farber sowie Sanger mit d
E
=6 zu klein gew

ahlte Einbet-
tungsdimension verursacht diese deutlich schlechteren Pr











uhrungen zeigen, da MLP -Netze sehr gut zur Pr

adiktion chaotischer
Zeitsignale geeignet sind. Demzufolge approximiert die Abbildung
~
G des MLP -Netzes
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atzlich die Bedingungen aus Kapitel 2.5 f

ur eine Einbettung, bleiben
die charakteristischen Eigenschaften des zugrundeliegenden dynamischen Systems erhal-
ten, so da aus der Folge von rekonstruierten Zustandsvektoren und der Abbildung
~
G des
MLP -Netzes die Lyapunov-Exponenten des Systems berechnet werden k

onnen.
Hierzu wird der Treppen-Iterations-Algorithmus (vgl. Abschnitte 2.4 und 5.6) eingesetzt.





viele Lyapunov-Exponenten. Zur Trennung der zus

atzlichen, verfahrensbedingt auftreten-
den Exponenten (spurious exponents) von den tats

achlichen Lyapunov-Exponenten wird
das Verfahren bei unver

anderten Rekonstruktionparametern und gleicher Topologie des
MLP -Netzes auf das chaotische Zeitsignal sowohl bei normalem zeitlichen Verlauf als
auch bei zeitlich invertiertem Verlauf angewendet. Durch Vergleich der zwei berechne-
ten S

atze von Exponenten gelingt die Trennung der echten und der verfahrensbedingt
erzeugten Lyapunov-Exponenten, da sich durch diese Vorgehensweise der Betrag der ech-
ten Lyapunov-Exponenten nicht

andert, wohl aber ihr Vorzeichen. Die auf Basis dieser
Vorgehensweise f

ur das Lorenz-System und die Henon-Abbildung ermittelten Werte der
Lyapunov-Exponenten stimmenmit hoher Genauigkeit mit den theoretischenWerten

ube-




Die vorgestellten Ergebnisse zur nichtlinearen Pr

adiktion chaotischer Zeitsignale belegen
die

uberragenden Eigenschaften der MLP -Netze nahezu beliebige nichtlineare Abh

angig-





atzlich die ermittelten Kriterien zur optimalen Wahl der Rekonstruk-
tionsparameter auf Basis der charakteristischen Eigenschaften der chaotischen Zeitsignale
ber

ucksichtigt werden. Weiterhin steht mit dem neuen OLL-Verfahren ein Optimierungs-
verfahren f

ur MLP -Netze zur Verf

ugung, welches den bekannten nichtlinearen Optimie-
rungsverfahren hinsichtlich Konvergenzgeschwindigkeit, Rechenzeitbedarf und Robustheit
weit

uberlegen ist. Gerade im Vergleich zu den BP -Verfahren erzielt das OLL-Verfahren
bereits nach wenigen (< 5) Iterationen Pr

adiktionsgewinne, die mit den BP -Verfahren
erst nach 10
6
Iterationen erreicht werden (vergl. Abbildung 5.13). Hier ist der Konver-
genzverlauf der BP -Verfahren bei einer hohen Anzahl an Iterationen bereits so ach, da
f

alschlicherweise auf Konvergenz des BP -Verfahrens geschlossen werden w

urde, wenn die
mit dem OLL-Verfahren erzielten Pr







uberwiegenden Anzahl praktischer Anwendungen von MLP -Netzen fast aus-
schlielich die verschiedenen Varianten des BP -Verfahrens angewendet werden, ist zu
erwarten, da durch Einsatz des OLL-Verfahrens wesentlich bessere Ergebnisse bei gleich-
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A Untersuchte chaotische Systeme
In der vorliegenden Arbeit wird die Leistungsf

ahigkeit der vorgestellten Algorithmen am
Beispiel berechneter Referenzsignale beurteilt und verglichen.
Diese Zeitsignale stellen die L

osungen bzw. einzelne Komponenten der L

osungen dreier
unterschiedlicher chaotischer Systeme dar. Dieses sind das Lorenz-System, die Henon-
Abbildung sowie die Mackey-Glass-Dierentialgleichung.
Die Auswahl der Systeme sowie der die Eigenschaften dieser Systeme beeinussenden
Parameter ist so erfolgt, da ein Vergleich mit aus der Literatur vorliegenden Untersu-
chungsergebnissen m

oglich ist. Die im folgenden kurz beschriebenen chaotischen Systeme
bzw. chaotischen Zeitsignale werden in der Literatur h

aug verwendet und stellen somit
gewissermaen Benchmark-Signale dar.
Die Referenzsignale wurden in doppelt genauer Fliekommadarstellung gem

a IEEE 754
berechnet und im weiteren verwendet. Zus

atzlich wurde eine Normierung der Signale
durchgef

uhrt, so da der Gleichanteil

uber das Gesamtsignal 0; 5 betrug und die einzel-
nen Abtastwerte auf den Bereich [0; 0 ; 1; 0] beschr

ankt waren. Die Auswirkungen von




Eines der bekanntesten dynamischen Systeme, an dem der Meteorologe E. N. Lorenz [78]
in den fr

uhen sechziger Jahren als einer der ersten chaotisches Verhalten untersuchte, ist
das nach ihm benannte Lorenz-System. Dieses System hat einen d
S
= 3-dimensionalen
Zustandsraum und wird durch folgende Gleichungen beschrieben:
dx(t)
dt
=   (y(t)   x(t))
dy(t)
dt
= r  x(t)   y(t)   x(t)z(t)
dz(t)
dt
= x(t)y(t)   b  z(t) (A.1)







ur die Bewegung der Erdatmosph

are.
Die Parameter in den Gleichungen h

angen mit der Prandl-Zahl (), geometrischen Abmes-
sungen (b) und der Temperaturdierenz (r) zusammen. Die Lorenz-Gleichungen beschrei-
ben f

ur alle Parameterkombinationen, f

ur die  > 0 ^ b > 0 gilt, ein dissipatives System.
F

ur r < 1 besitzt das System einen stabilen Gleichgewichtspunkt mit den Koordinaten
(0; 0; 0). Wird r > 1, so wechselt das System in einen anderen stabilen Gleichgewichts-
punkt. Bei weiterer Erh

ohung der Temperaturdierenz entsteht zun

achst periodisches
Verhalten, welches schlielich in chaotisches Verhalten

ubergeht.
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F

ur die im Rahmen dieser Arbeit verwendeten Parameter =16, r=45; 92 und b=4 weist






















osung der Lorenz-Gleichungen wurde mittels einer Runge-Kutta-Integration 4ter
Ordnung berechnet [105]. Bei der Integration wurde die Schrittweite dt=0; 01 mit dem
Anfangswert (0; 0; 0; 1; 0; 0) gew

ahlt. Um das Einschwingen des Systems auf dem Attraktor
zu gew

ahrleisten, wurden die ersten 10 000 Zustandsvektoren verworfen. F

ur die in den
Abschnitten 5.1, 5.2 sowie 5.6.1 durchgef

uhrten Untersuchungen wurden die folgenden
Signale mit jeweils N=110 000 Werten bzw. Vektoren verwendet, wobei x(t); y(t) und
z(t) die L

osung von Gl.(A.1) darstellen.
L
x;0:01
: x-Komponente der L

















= x(100 + k  0; 01) ; k = 1;    ;N (A.4)
L
x;0:1
: x-Komponente der L





















: zeitlich invertierte x-Komponente der L























































= z(100 + k  0; 1) ; k = 1;    ; N
(A.7)
Abbildung A.1 zeigt einige charakteristische Gr







osung der Lorenz-Gleichungen. Der typische Verlauf des Zeitsignals x(t) ist durch die
Form des Lorenz-Attraktors begr

undet. Die graphische Darstellung der Zustandsvektoren
L
xyz;0:1
und damit des Attraktors ist in Bild 2.5 (a) in Kapitel 2.5 wiedergegeben. Die
beiden \Fl

ugel" des Attraktors werden abwechselnd durchlaufen, wobei die Verweildauer
immer unterschiedlich ist.
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Abbildung A.1: Charakteristische Kenngr

oen der x-Komponente des Lorenz-Attraktors
(a) Zeitsignal (b) normierte AKF
(c) Leistungsdichtespektrum (d) Korrelationsdimension





nur geringe lineare Bindungen. Dieses wird u. a. aus dem Verlauf der normierten Auto-
korrelationsfunktion und aus dem Leistungsdichtespektrum deutlich. Bild A.1 (d) zeigt
die mittlere Steigung des Korrelationsintegrals Gl.(2.14), welches mit dem Verfahren von
Grassberger und Procaccia [41, 42, 43, 44] berechnet wurde. Die hieraus gem

a Gl.(2.17)







Ein zweites, in der Literatur ([71], [128], [21] und [91]) h

aug untersuchtes Zeitsignal mit
chaotischen Eigenschaften entsteht durch numerische Integration der folgenden Dieren-
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(a) Zeitsignal (b) normierte AKF
(c) Leistungsdichtespektrum (d) Korrelationsdimension




a  x(t T )
1 + x(t  T )
10
  b  x(t) (A.8)
Dieses System wurde zuerst von M. Mackey und L. Glass [81] f






ur die Wahl von a=0; 2 und b=0; 1

andert sich mit wach-





osungen bis hin zu chaotischem Verhalten. In der Literatur wird im wesent-
lichen der chaotische Bereich mit T=17 und T=30 untersucht.
Auf Grund des retardierten Argumentes x(t   T ) ist der Zustandsraum dieses dy-








Anhang A Untersuchte chaotische Systeme 145



















































(a) Zeitsignal (b) normierte AKF
(c) Leistungsdichtespektrum (d) Korrelationsdimension
Die L

osung der Mackey-Glass-Dierentialgleichung wurde wieder unter Verwendung ei-
ner Runge-Kutta-Integration 4ter Ordnung berechnet [105]. Als Anfangsbedingung wurde
x(t)=0; 8 for t  0 angesetzt und die Schrittweite zu dt=1; 0 gew

ahlt. Die ersten 10 000






ur die in den Abschnitten 5.3.1 und 5.3.2 durchgef

uhrten Untersuchungen wurden die










osung der Mackey-Glass-Dierentialgleichung f













= x(10000 + k  1) ; k = 1;    ;N (A.9)





osung der Mackey-Glass-Dierentialgleichung f













= x(10000 + k  1) ; k = 1;    ;N (A.10)
Die charakteristischen Gr

oen dieser Signale sind in den Abbildungen (A.2) und (A.3)
zusammengestellt. Gegen

uber der x-Komponente der L

osung des Lorenz-Systems weisen
beide Mackey-Glass-Zeitsignale eine deutliche Periodizit

at auf. Es handelt sich hierbei
jedoch nicht um periodische oder quasi-periodische L

osungen, wie den in Bild A.2(c) und
A.3(c) dargestellten Leistungsdichtespektren zu entnehmen ist. Beide Systeme besitzen
jedoch ausgepr

agte lineare Bindungen, was durch den Verlauf der normierten Autokor-
relationsfunktionen aus den Abbildungen A.2(b) und A.3(b) unterstrichen wird. F

ur die
in den Abschnitten 5.3.1 und 5.3.2 durchgef

uhrten Untersuchungen zur Pr

adiktion dieser










Weiterhin wird aus den Abbildungen A.2(d) und A.3(d) die Korrelationsdimension als
Steigung des Korrelationsintegrals gem


















)  3; 5 ermittelt. Diese





) = 2; 1 (A.11)
f






) = 3; 54 (A.12)
f







ur ein zeitdiskretes chaotisches System gem

a Gl.(2.8) wird imRahmen dieser
Arbeit die im Jahre 1976 von Henon eingef

uhrte und nach ihm benannte 2-dimensionale
Henon-Abbildung untersucht. Diese stellt eine 2-dimensionale Erweiterung der bekannten

















Die Jacobische Determinante der Henon-Abbildung entspricht dem Betrag des Parame-
ters b. Demzufolge ist die Henon-Abbildung dissipativ, solange jbj < 1 gilt. F

ur die hier
verwendeten Parameter a=1; 4, b=0; 3 weist das System chaotisches Verhalten auf und
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Abbildung A.4: Charakteristische Kenngr

oen der x-Komponente des Henon-Attraktors
(a) Zeitsignal (b) normierte AKF
(c) Leistungsdichtespektrum (d) Korrelationsdimension

















Die Wahl der Startwerte f

ur die Iteration ist unkritisch, solange x 6= 0 _ y 6= 0 erf

ullt
ist, und die Startwerte in der Umgebung des Attraktors gew

ahlt werden. Hier wurde der
Startpunkt (0; 1; 0; 1) verwendet, und die ersten 10 000 berechneten Punkte wiederum
nicht ber

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F

ur die in den Abschnitten 5.4 und 5.6.2 durchgef

uhrten Untersuchungen wurde das
folgende Signal mit N=110 000 Werten verwendet.
H
x

























Neben einem Ausschnitt aus dieser Zahlenfolge sind in Abbildung (A.4), wie bereits f

ur
die Lorenz- und Mackey-Glass-Signale, als charakteristische Gr

oen die normierte Auto-
korrelationsfunktion, das Leistungsdichtespektrum sowie die mittlere Steigung des Korre-
lationsintegrals dargestellt.
Die x-Komponente der Henon-Abbildung besitzt Bild A.4(b) zufolge nahezu keine linea-
ren Bindungen und damit gem

a Bild A.4(c) ein Leistungsdichtespektrum, welches sehr




Die Korrelationsdimension ergibt sich aus der mittleren Steigung des Korrelationsintegrals
entsprechend Bild A.4(d) zu d
C
 1; 2 und stimmt im Rahmen der erzielbaren Genauigkeit
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B Glossar







auterungen nden sich in [116, 57, 103, 139].
B.1 abgeschlossene Menge
Eine MengeM heit abgeschlossen, wenn ihr Komplement C
M
oen ist. Eine Menge ist
















] aus dem Denitionsbereich von F und f

ur jede Schranke



















)j <  folgt.
B.3 im allgemeinen g

ultige Eigenschaft
Unter einer im allgemeinen g

ultigen Eigenschaft der Elemente einer Menge versteht man




Seien (M ;) eine halbgeordnete Menge und X M . Ein Element s 2 M heit obere
Schranke von X, wenn gilt:
x  s 8 x 2 X (B.1)
Ist die Menge der oberen Schranken von X nicht leer, so heit X nach oben beschr

ankt.
Entsprechend deniert man die Begrie untere Schranke von X und nach unten be-
schr

ankte Menge von X. Ist X  M nach oben und nach unten beschr

ankt, so nennt






IstM eine nichtleere oene Teilmenge des IR
n
undm 2 IN, so bezeichnet man mitC
m
(M)
die Menge aller Funktionen F : M ! IR, die auf M deniert sind und deren partielle
Ableitungen der Ordnung  m alle auf M vorhanden und stetig sind. Liegt M fest, so




-Funktion. Sind Ableitungen beliebiger Ordnung
aufM vorhanden und stetig, so nennt man ein F 2 C
1
(M ) auch eine C
1
-Funktion.
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B.6 dichte Teilmenge
Ist eine Menge Y gegeben und existiert eine TeilmengeX  Y mit der Eigenschaft, da
jedes Element aus Y beliebig genau durch ein Element aus X angen

ahert werden kann,
so nennt man X eine dichte Teilmenge von Y .
B.7 Dieomorphismus




wird als dieomorphe Abbildung oder alsDieomor-








Ein physikalisches System heit dissipativ, wenn es zur fortdauernden Entwicklung einer
Energiezufuhr bedarf. Bei mathematischen Modellen dynamischer Systeme wird dieses
Verhalten abstrahiert. Betrachtet man die Entwicklung eines Volumens im Zustandsraum
des Systems, so ist das System dissipativ, wenn dieses Volumen durch die das System
beschreibenden Gleichungen kontrahiert wird. Zeitdiskrete Systeme sind genau dann dis-
sipativ, wenn der Betrag der Jacobi Determinante der Abbildung, also der Determinante


























ur kontinuierliche Systeme existiert ein

ahnliches Kriterium. Dort wird die

Anderung
eines Volumenelementes in Abh

angigkeit von der Zeit durch das Integral der Divergenz
des Vektorfeldes

uber dieses Volumenelement gegeben. Das System ist dissipativ, wenn
die Ableitung des Volumens nach der Zeit negativ ist. F

ur ein dissipatives System im






div(F (x))dV < 0:
B.9 Einbettung
Eine Eintauchung (B.10) nennt man Einbettung, wenn die Abbildung zus

atzlich abge-
schlossen und umkehrbar eindeutig (bijektiv) ist. Bei einer Einbettung bleiben die qualita-
tiven Eigenschaften der abgebildeten Mannigfaltigkeit erhalten. Es ist allerdings m

oglich,
da die Mannigfaltigkeit durch die Einbettung beliebig verzerrt, verdreht oder sogar ge-
faltet wird.
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B.10 Eintauchung
Eine Abbildung einer Mannigfaltigkeit X in eine Mannigfaltigkeit Y mit dim(X) <
dim(Y ) heit Eintauchung, wenn f

ur alle x 2 X die linearisierte Abbildung (Jacobima-
trix) regul

ar ist. Benachbarte Punkte k






Ist eine Abbildung F :X ! Y umkehrbar eindeutig (bijektiv), stetig und auch ihre Um-
kehrung F
 1





erhalten bestimmte Eigenschaften, die sogenannten topologischen Eigenschaften, wie zum
Beispiel Kompaktheit und Zusammenhang.
B.12 Jacobi Determinante




, dierenzierbar in x
0
2X.
Als Jacobi-Matrix oder Funktionalmatrix JF
x
0
von F in x
0











Im Falle m= n wird die JF
x
0
zugeordnete Determinante als Jacobi-Determinante oder



















































































Eine Teilmenge des IR
n
ist genau dann kompakt, wenn sie beschr

ankt und abgeschlossen
ist. Kompakte Mengen m

ussen nicht unbedingt zusammenh

angend sein.
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B.14 Konvergenzklassen














0   <1 (B.5)
existiert. F

ur r=1 liegt lineare, f

ur r=2 quadratische Konvergenz vor. Im Falle linearer
Konvergenz mu <1 erf

ullt sein, damit Konvergenz eintritt. Ist der Grenzwert  f

ur r=1















0   <1 (B.6)
erf

ullt, spricht man von n-Schritt Konvergenz der Ordnung r [79]. F

ur =0 ist n-Schritt








uglich einer symmetrischen Matrix H

















ur H=I reduziert sich die Eigenschaft der
H-Orthogonalit
















; : : : ;u
k








ur alle i 6= j gilt.
B.16 Mannigfaltigkeit
Eine n-dimensionale Mannigfaltigkeit ist eine Menge X, f

ur deren Punkte x jeweils eine
oene Umgebung (B.25) U 2 X existiert, die eine hom

oomorphe Abbildung (B.11) ei-
ner oenen Teilmenge des IR
n





uberlappender Umgebungen dierenzierbar vertr

aglich
sind. Ein 2-Torus ist ein Beispiel f

ur eine 2-dimensionale Mannigfaltigkeit (vgl. Kapitel
2.2).
B.17 Norm eines Vektors
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verwendet, welche auch als Maximumsnorm bezeichnet wird. Strebt die Dimension n des
Vektors w gegen 1, bleibt die Unendlichkeitsnorm beschr

ankt, die Euklidische Norm
dagegen nicht.
B.18 oene Menge




Ist X eine k-dimensionale Mannigfaltigkeit, dann ist der Tangentialraum T
x
(X) ab x
der k-dimensionale Raum, der im Punkt x tangential zu X ist. Ist F : X ! Y eine
Abbildung, so wird durch die linearisierte Abbildung der Tangentialraum im Punkt x in












uber einer Menge X ist dadurch deniert, da jedem Element x 2 X
ein System U(x) von Teilmengen von X, sog. Umgebungen U von x, zugeordnet ist mit
folgenden Axiomen:
 x 2 X f

ur jedes U 2 U(x)
 U 2 U(x) > V 2 U(x) f











 Zu jedem U 2 U(x) existiert einW 2 U(x), so da U 2 U(y) f

ur alle y 2W
B.21 topologischer Raum
Eine Menge X zusammen mit einer Topologie

uber X heit ein topologischer Raum.
B.22 topologische Dimension
Ein metrischer Raum mit abz

ahlbarer Basis heit:
Anhang B Glossar 154
 0-dimensional, wenn jede Umgebung U jedes Punktes eine Umgebung V umfat,
deren Rand @V leer ist,
 h

ochstens n-dimensional (n  1), wenn jede Umgebung U jedes Punktes eine Um-
gebung V umfat, deren Rand @V h

ochstens (n  1)-dimensional ist,
 n-dimensional, wenn er h

ochstens n-dimensional und nicht (n  1)-dimensional ist,
 1-dimensional, wenn er f

ur kein n 2 IN h

ochstens n-dimensional ist.
Diese Denition der Dimension wird als topologische Dimension bezeichnet.
B.23 Trajektorie
Der Zustandsvektor x(t) 2 IR
d
S
beschreibt den Zustand eines kontinuierlichen dynami-
schen Systems. Dieser Zustand stellt in Abh

angigkeit des Zeitparameters t eine Kurve
im d
S







Uberdeckung eines topologischen RaumesM wird jedes System X := fX
i
ji 2 Ig von
Teilmengen X
i








Eine Teilmenge U von X heit eine Umgebung des Punktes x
0









)  U .
B.26 Vektorfeld
Sei X eine nichtleere Teilmenge des IR
n
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