Introduction
There is much interest in many areas of financial modeling on the use of copulas to glue together marginal univariate distributions where there is no easy canonical multivariate distribution, or one wishes to have flexibility in the mechanism for combination. One of the more interesting marginal distributions is the "Student's" T distribution. This statistical distribution was published by W. Gosset in 1908. His employer, Guinness Breweries, required him to publish under a pseudonym, so he chose "Student". This distribution is familiar to many through its applications to small-sample statistics in elementary discussions of statistics. It is parametrized by its mean, variance (as in the normal case) and a further variable n indicating the number of "degrees of freedom" associated with the distribution. As n → ∞ the normal distribution is recovered, whereas for finite n the tails of the density function decay as an inverse power of order (n + 1) and is therefore This work was originally stimulated by Professor P. Embrecht's 2004 visit to Oxford to deliver the 2004 Nomura lecture. My understanding of copula methods has benefited greatly from a lecture given by Aytac Ilhan, and I am grateful to Walter Vecchiato for his help on references on this matter. I also wish to thank the Editor and anonymous referees for helpful comments on the initial version of this paper. Improvements to the crossover analysis arose from conversations with T. Ohmoto, during a visit to Nomura Securities in Tokyo, and the author wishes to thank Nomura International plc for their support, and Roger Wilson of Nomura International plc for comments on the T . fat-tailed relative to the normal case. For current purposes, its fat-tailed behavior compared to the normal distribution is of considerable interest. Recent work by Fergusson and Platen (2006) suggests, for example, that the "T " (with n ∼ 4) is an accurate representation of index returns in a global setting, and propose models to underpin this idea. That returns are in general leptokurtic, in the sense that they have positive excess kurtosis (see below for definitions), has been known for over four decades -see, for example, the work of Mandelbrot (1963) and Fama (1965) .
The idea of this paper is to examine the univariate T distribution in a way that makes its application to current financial applications straightforward. The idea is to present several options for how to sample from a T distribution in a way that may be useful for:
• managing the simulation of T -distributed marginals in a copula framework for credit or other applications; • simulation of fat-tailed equity returns;
• simulation of anything with a power-law tail behavior.
We should note in connection with the first item that the "T " has a clear canonical multivariate distribution only when all marginals have the same degrees of freedom (see Section 2.3, but also Fang et al (2002) ). Throughout this paper we shall use the abbreviation "PDF" for the probability density function, "CDF" for the cumulative distribution function and "iCDF" for its inverse. Historically the iCDF has also been known as the "quantile function".
Plan of this article
The plan of this work is as follows.
• In Section 2 we define the PDF and give some basic results, establishing two ways of simulation without the iCDF, for n an integer, and summarize Bailey's method (Bailey 1994) for sampling without the iCDF. In order to be self-contained, we also explain the link between iCDFs and copula theory.
• In Section 3 we establish exact formulae for the CDF and iCDF for general real n, and explore these functions.
• In Section 4 we show that the calculation of the iCDF for even integer n is performed by solving a sparse polynomial of degree n − 1, and give exact solutions for n = 2, 4 and iterative solutions for even n ≥ 6. • In Section 5 we develop the central power series for the iCDF valid for general real n ≥ 1, ie, n is not necessarily an integer.
• In Section 6 we develop the tail power series for the iCDF.
• In Section 7 we explore the use of Cornish-Fisher expansions.
• In Section 8 we present some case studies and error data, and in particular information for when to switch methods.
• In Section 9 we give a pricing example that may be useful as an elementary benchmark.
We summarize our results in Section 10. This work is supplemented by on-line supplementary material available from the links at www.mth.kcl.ac.uk/~shaww/web_page/papers/Tsupp/ A catalogue of the contents is given at the end of this paper.
Definitions and observations related to the T
We shall begin by defining the Student's T distribution in a way that makes manifest one method of its simulation. We let Z 0 , Z 1 , . . . , Z n be standard normal random variables and set χ 
The density function of χ 2 n is easily worked out, using moment generating functions (see, eg, Sections 7.2 and 8.5 of Stirzaker (1994) , and a summary of the calculation in the on-line supplement), and is q n (z) = 1 2 (n/2) e −z/2 z 2
χ 2 n is a random variable with a mean of n and a variance of 2n. We now define a "normal variable with a randomized variance" 1 in the form
To obtain the density f (t) of T we note that
Then to get the joint density of T and χ 2 n we need to multiply by q n (ν). Finally, to extract the univariate density for T , which we shall call f n (t), we integrate out ν. The density f n (t) is then given by (5) and by the use of the following standard integral, which is just a rescaling of the variables in the integral defining the -function (see formula 6.1.1 of Abramowitz and Stegun (1972) ), 
with the choices a = n/2 − 1 2 , b = 1 2 (1 + (t 2 /n)), x = ν, we obtain the formula f n (t) = 1 √ nπ ((n + 1)/2) (n/2)
The number n, which is often, and especially in the case of small-sample statistics, regarded as an integer, is called the "degrees of freedom" of the distribution. It is evident that a sample from this distribution can easily be obtained by using n + 1 samples from the standard normal distribution, provided n is an integer. This is well known, as is the use of a normal variate divided by the square root of a scaled sample from the χ 2 distribution, and is obtained by other methods. For example, when n is an even integer, the χ 2 distribution, then regarded as a gamma distribution with parameter n/2, can itself be sampled efficiently based on taking logs of the product of n/2 uniform deviates. See, for example, Chapter 7 of Press et al (2002) . In this paper we shall not treat n as necessarily being an integer, although we shall also develop special and highly efficient methods for treating the T distribution directly in the case of n an even integer. An excellent survey of the classical methods for simulation is given in Section IX.5 of Devroye (1986) . General non-integer low values of n may well be of interest in financial analysis for short time scales. The work of Gencay et al (2001) suggests that very shortterm returns exhibit a power-law decay in the PDF. For a T distribution the decay of the PDF is
and the decay of the CDF is O(t −n ) (9) so that if the power decay index in the CDF is q we take a value of n = q. The values of q reported in Gencay et al (2001) take values in the range 2 to 6. So this leads us to consider not only small integer values of n, 2 ≤ n ≤ 6, but also non-integer n.
Optimal simulation without the iCDF -Bailey's method
The use of the obvious sampling techniques described above was essentially rendered obsolete by the discovery by Bailey (1994) that the T distribution could be sampled by a very elegant modification to the well-known Box-Muller method, and its polar variant, for the normal distribution (see, eg, Section 7.2 of Press et al (2002) ). Although Bailey's method does not supply a pair of independent T deviates, it otherwise works in the same way for the Student T case, and moreover is fine with non-integer degrees of freedom. The "Box-Muller" version of the algorithm is given as Theorem 2 of Bailey (1994) , but the more interesting polar algorithm is perhaps more pertinent and may be summarized as follows:
1. sample two uniform variates u and v from [0, 1] and let U = 2u − 1, V = 2v − 1; 2. let W = U 2 + V 2 ; if W > 1 return to step 1 and resample; 3. T = U n(W −2/n − 1)/W . This wonderful algorithm also has the manifest limit that step 3 produces the result T = U (−2 log W )/W as n → ∞, which is the well-known polar formula for the normal case.
Bailey's method is very useful for certain types of finance calculations. In particular, if one is using a polar method for generating normal deviates for use in a value-at-risk (VAR) calculation, the same underlying random variables may simultaneously be used to compute the VAR with normal replaced by Student's T with one or more values of n, so that the difference is less subject to Monte Carlo noise. This is the same simple idea of using the same sample to compute Greeks by simple differencing in a Monte Carlo derivative valuation exercise, except here the "Greeks" would represent distributional risk.
Moments
The T distribution has the property that, by its symmetry, the odd moments all vanish, provided n is large enough so that they are defined. In general, we can calculate the absolute moments E[|T | k ] by evaluating the integral
Counting powers shows that this integral converges provided n > k and yields, in general (see the definitions and results on the β-function given in Section 6.2 of Abramowitz and Stegun (1972) ),
For example, the variance exists provided n > 2 and Equation (11) simplifies to
The fourth moment exists for n > 4 and Equation (11) simplifies to
The leptokurtic behavior of the distribution is characterized by the excess kurtosis, γ 2 , relative to that of a normal distribution by the formula
These results and values for higher moments are used in Section 7.
The role of the iCDF in financial modeling
The main idea of this paper is to get a grip on the use of the basic result:
to define a sample from the T distribution directly, where U is uniform and F n is the CDF for the T distribution with n degrees of freedom. Throughout this paper we use the F −1 notation to denote the functional inverse and not the arithmetical reciprocal, and we shall refer to it as the iCDF. There are several good reasons for wanting to do this. First -can we be more efficient? We shall answer this question very directly for the case of low even n, for which cases we can find fast iterative algorithms relying on purely arithmetical operations and square roots, and for n = 2, 4 exact closed form solutions needing at most the evaluation of trigonometric functions. These are of particular interest both in themselves and for seeding iterative schemes.
Second, if instead of Monte Carlo techniques we wish to use quasi-MonteCarlo (QMC) methods, for example to simulate a basket of size m, then it is useful to have a direct mapping from a hypercube of dimension m (on which the QMC method is often defined), rather than, as is the case with the Box-Muller or PolarMarsaglia methods for the normal case, one of dimension 2m, or with the default sampling implied by our definition, m × (n + 1). There may be a clear efficiency gain to be made by having an explicit representation of
is not expensive to calculate. This is one of the motivations for the work by Moro (1995) on an approximate method for
is the normal CDF), and although the methods presented here are different, the motivations are closely related. There are various schools of thought on how accurate such approximations need to be. Given the many uncertainties elsewhere in financial problems, some may feel (this author does not) that it is perhaps inappropriate to dwell too much on the number of significant figures obtainedto quote J. von Neumann: "There's no sense in being precise when you don't even know what you're talking about". We will instead take the view that one should at least try to eliminate uncertainty due to one's purely numerical considerations, and to characterize the errors involved. As far as this author has been able to ascertain, the main numerical analysis of the problem of finding the iCDF for the T has so far been given by Hill (1970) .
Copulas and comments
There is currently considerable interest in the use of non-normal marginal distributions combined to give exotic multivariate distributions. For continuous distributions, there are very few tractable cases where one can write down a useful distribution. The clear examples are the "natural" forms for the multivariate normal and "multivariate T ", where in the latter case all the marginals have the same degrees of freedom (ie, same n). The problem is now routinely treated by the use of a copula function to characterize the links between the marginal distributions, with the marginals themselves specified independently. In a completely general setting, with arbitrary choices of copula and marginal distributions, a natural route is to first generate a correlated sample from a unit hypercube of dimension m based on the copula (working sequentially from the first to the mth value using conditional distributions), and then to apply the iCDFs for each marginal. In such an approach it is clearly helpful to have a grip on F −1 . Copula simulation based on this "conditional sampling" is explained in detail in Meneguzzo and Vecchiato (2004) and also Section 6.3 of Cherubini et al (2004) , with applications to Clayton, Gumbel and Frank copulas. The same need for the iCDF of the marginals occurs when the choice of copula is such that the simulation of a correlated sample from the hypercube becomes very straightforward. When we model the correlations via the normal copula we have the following elementary algorithm, as given by Cherubini et al (2004) and Meneguzzo and Vecchiato (2004) (see also the presentation by Duffie (2004) ):
1. simulate correlated normal variables (X 1 , . . . , X n ) using the Cholesky or diagonalization method; 2. let U i = N(X i ), where N is the normal CDF; 3. feed U i to the marginal iCDFs to get the sample Y i = F −1 (U i ).
Steps 1 and 2 simulate the normal copula directly. It is clear that in such an approach that we can use whatever iCDFs we choose at step 3; in particular, T distributions with many different degrees of freedom are straightforward provided we have the iCDF. There is a further major drop in complexity if we can filter the iCDF as the composition of the iCDF for the normal case followed by a further map G. That is, if we can write
then steps 2 and 3 can be coalesced into the single step
The map G can sometimes be computed quickly and approximately using Cornish-Fisher methods and this will be discussed in Section 7, where G is given by the mapping of Equation (75), or, with explicit maintenance of a unit variance, Equation (76). So with the normal copula and T marginals the simulation may become particularly straightforward. If one prefers instead to try to work with a "canonical" multivariate distribution rather than some arbitrary copula one faces the issue of simply trying to write down the appropriate structure. The issue with the multivariate T and the degrees of freedom having to be the same for all marginals is readily appreciated by writing down the canonical result that does exist when all k marginals have the same degrees of freedom n. If the correlation matrix of the marginals is given by R, then a canonical density function is given as a function of the vector t of possible values by (see, eg, the work by Genz et al (2004) , the references contained therein, and also Tong (1990) )
It is clear that in this case the generalization from univariate to multivariate proceeds just as in the normal case. The difficulty is that in the general case with (18) is not in fact the only possible choice when all degrees of freedom are the same! Some of the possibilities are discussed in the book devoted to the matter by Kotz and Nadarajah (2004) , who also cite recent work (Fang et al 2002) suggesting a distribution that copes with differing marginal degrees of freedom. The other thing we must make clear is that this paper is about using T distributed marginals, potentially with any choice of copula, and potentially many different values for the degrees of freedom in the marginals, in a simulation process. We are not discussing the so-called T copula, based on the multivariate T distribution above and where all marginals have the same degrees of freedom. This is an entirely different matter. The T copula and its simulation are discussed in Cherubini et al (2004) and Meneguzzo and Vecchiato (2004) , and the simulation is as above for the normal case except that (a) between steps 1 and 2 one applies Equation (3) with the same χ 2 sample for all the components, and (b) the CDF applied in step 2 is then the T CDF.
The CDF for Student's T distribution
The relevant CDF may be characterized in various different ways. Our universal starting point is the formula
To evaluate this and try to think about inversion, one of the most obvious things to do is to make a trigonometric substitution of the obvious form, t = √ n tan θ. We can then obtain the integral as a collection of powers of trigonometric functions. The resulting trigonometric expressions are well known and given by expressions 26.7.3 and 26.7.4 of Abramowitz and Stegun (1972) . This author at least has not found such representations helpful in considering direct analytical inversion.
Can we get "closed-form" expressions? If we avoid the trigonometric representations we start to make progress. F n (x) can be written in "closed form", albeit in terms of hypergeometric functions, for general n. For example, integration in Mathematica (Wolfram 2004) leads to the formula
This is fine, but as x appears in two places it does not make inversion at all obvious. The CDF may also be thought of in a way that makes it both more obvious how to do the inversion and also more accessible to more computer environments, in terms of β-functions, for we can rewrite the hypergeometric function to obtain (see Section 26.7.1 of Abramowitz and Stegun (1972) , bearing in mind the conversion from one-to two-sided results) 
where
B(a, b) is the ordinary β-function and B x (a, b) is the incomplete form
Having obtained such a representation, this may be formally inverted to give the formula for the iCDF:
This last result may indeed be useful in computer environments where internal representations of inverse β-functions are available. Alternatively, if only the (forward) β-function is available, one can make the inversion by employing a stepping or bisection approach. The use of direct Newton-Raphson methods is awkward because of the fact that the derivative of CDF is the PDF, which clearly becomes very small in the tails. This causes the iteration produced by such methods to be highly unstable. If one can access an accurate representation of the inverse β-function then one can work directly with the formal inverse as given by Equation (24). As an example, we can use a representation from Mathematica (Wolfram 2004) to visualize the inverse for various values of n. In Figure 1 we show the iCDF for the cases n = 1-8 and n = ∞ on the same plot. The uppermost plot in the region u > 0.5 is that for n = 1, ie, the Cauchy distribution with inverse CDF also given by
The lowest plot in the region u > 0.5 is the special case of the normal distribution, n = ∞, where we have
The plots are constrained to the range −5 ≤ t ≤ +5.
The plots show what we hope to see -as n decreases from infinity the image distribution becomes more fattailed, and the behavior is monotone in n. The general formula for the inverse is also useful, but not that fast (cf using representations of erf −1 to do the normal distribution), but may be useful to generate one-off large and accurate lookup tables. The on-line supplement contains an implementation of the inverse β representation and shows how the graphic above was generated. It also shows how to generate lookup tables for the quantiles of the T distribution. One such table has been created using values of n in the range 1 ≤ n ≤ 25 in steps of 0.1, for values of U in the range 0 < U < 1 in steps of 0.001, with more detail in the tails. It is available as a standard comma-separated variable (CSV) file at www.mth.kcl.ac.uk/~shaww/web_page/papers/Tsupp/tquantiles.csv
However, the generation of lookup tables aside, this representation does not give us much insight into the structure of the iCDF. Nor does it tell us whether there are any simpler representations, perhaps for particular values of n. Nor is it much use in computing environments where relatively exotic special functions are not provided. A raw version of C/C++ without function libraries comes to mind. So for our immediate purposes it will be useful to look at some cases of F n (x) for small n very explicitly. We tabulate the cases n = 1 to n = 6 explicitly in terms of algebraic and trigonometric functions.
(27)
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This establishes the general pattern. We can see that odd n contains a mixture of algebraic and trigonometric functions, but the case of n even is always algebraic. We now explore this case in more detail.
The case of even n
We have seen some simple examples above. The CDF for the case of any even n can be written in the form
where the coefficients are defined recursively by the relations
This may be proved by elementary differentiation and noting that the recurrence relation causes cancellations of all non-zero powers of x in the numerator of the resulting expression. The equation that we have to solve, given 0 < u < 1, is
To treat this problem we set p = n + x 2 . This allows us to multiply up by the denominator and by then squaring both sides we obtain a polynomial equation in p that now has to be solved. We call this, with a minor abuse of historical terminology, the resolvent polynomial equation. The resolvent polynomials all involve a characterization of u in the form
and have an intriguing structure, as we shall now see. Given the solution, p, of the resolvent polynomial equation, the solution for x is given by
While it is difficult to characterize the case of general even n, and indeed it does not appear to be helpful to do so, the first few yield interesting results: The on-line supplement shows how to generate, and exhibits, the resolvent polynomial equations for even n ≤ 20. We now look at their solutions.
Some simple exact solutions for the iCDF
The cases when n = 1 and n = ∞ are well known as the Cauchy distribution and normal distribution. It should be clear from the table of resolvent polynomial equations that n = 2, 4 can be solved exactly and we also have a new way of investigating the cases n = 6, 8, 10, . . . . As a simple reminder, the inverse CDF for the n = 1 case, the standard Cauchy distribution, is
4.1.1 n = 2 This is now trivial as the resolvent polynomial is linear. After some simplification we obtain
This result was certainly known by the time of Hill's (1970) work. Hill noted the invertibility of the case n = 2 (but not, apparently, the general polynomial structure this was part of) and also started the development of the tail series discussed later in this paper (although to rather fewer terms). The invertibility of this case is also given as Theorem 3.3 of Devroye (1986) . The n = 2 Student's T distribution has also very recently been promoted as a pedagogical tool by Jones (2002) , who also noted the simple iCDF formula, but its financial applications are perhaps limited due to the problem of infinite variance. Further interesting properties of this distribution have been discussed by Nevzorov et al (2003) .
n = 4
The resolvent polynomial equation is now a cubic in reduced form (no quadratic term). A cubic in reduced form may be solved by exploiting the identity
(37) where ω = e 2πi/3 is the standard cube root of unity. We just have to solve some auxiliary equations for A and B. This is just a modern formulation of the solution due to Tartaglia (see Shaw (2006) ). After some work along these lines and some simplification we obtain the solution in the form
and where, as before,
Once one has the solution in the form of Equation (38) it is possible to give an easier justification of it. If we let p = (4/ √ α) cos y, then the n = 4 part of Equation (34) 
and the result of Equation (38) is immediate. The exact solution for F −1 4 presented above for the case n = 4 is easily applied to random samples from the uniform distribution to produce a simulation of the n = 4 distribution. However, there is more reason to consider this case than the mere "doability" of the inversion. The case n = 4 corresponds to a case of finite variance and infinite kurtosis. In fact, as we decrease n from ∞ and consider it as a real number, it is the point at which the kurtosis becomes infinite. It is therefore an interesting case from a risk management point of view, in that it represents a good alternative base case to consider other than the normal case. So perhaps VAR simulations might be tested in the log-Student-(n = 4) case as well as in the log-normal case. As discussed in the introduction, recent work by Fergusson and Platen (2006) also suggests that n = 4 is an accurate representation of index returns in a global setting.
n ≥ 6
In this case we obtain a quintic, septic, nonic equation and so on, that in general cannot be solved in closed form by elementary methods. However, now we are armed with simple polynomial equations, we can employ efficient iteration schemes such as Newton-Raphson (note that this was not a good idea for the original distribution function owing to the smallness of its derivative, ie, the density, especially in the tails). This author has not investigated the Galois groups of these polynomials for further analytical insight. 2 The solution of the quintic example, given that it is in principal quintic form, can be carried out in terms of hypergeometric functions, but this turns out to be slower than the iterative methods discussed below. By the principal quintic form we mean a quintic with no terms in p 4 , p 3 . Similarly, the polynomial of degree 7 has no terms in p 6 , p 5 , p 4 , and so on. In the case of the cubic this allows us to proceed straight to the solution. In the higher order cases the author does not know in general what interesting simplifications might be obtained from the fact that the resolvent polynomials are rather sparse, and depending only on u through the highest order term and then through the factor α. However, what we can say is that this sparseness in the polynomial coefficients allows a Newton-Raphson iterative scheme to proceed very efficiently, as there are fewer operations to be carried out than in the case of a general polynomial problem.
Elementary algebra makes it easy to define the associated iteration schemes. In the case n = 6 the relevant Newton-Raphson iteration takes the form
For n = 8 we have
For n = 10 we have
The relevant expressions for the cases n = 12, 14, 16, 18, 20 are given in the online supplement together with code to generate them for any even n.
Seeding the iterations
These iteration schemes need to be supplemented by a choice of starting value. A straightforward choice is to use the exact solution for n = 2, for which the value of x 2 will be slightly higher than for a higher value of n. In this case, unwinding the transformation, the starting value of the iteration may be taken to be
and the result is extracted via
and
2 ) 2 as before. More exotic seeding schemes that lead to faster evaluation are available in the on-line supplement. We will only summarize the idea here. These all exploit the fact that the form of the cubic problem for n = 4 gives a clue to how the solution to the other cases scales. Some numerical experimentation shows that in general one can write p = (n/α 2/n ) × x, and while this author cannot determine a nice formula for x for even n ≥ 6, the solution for x is always a slowly varying and bounded function of α of order unity. When n = 2 we have x = 1 and when x = 4 it is as given by Equation (38). When n = 6 the equation for x becomes, with b = α 1/3 and 0 ≤ b ≤ 1,
The solution to this equation 3 varies smoothly and monotonically from x = 1 when b = 1 down to 5 1/3 /2 when b = 0, and a good seed can be built from interpolation on this basis. Similar methods apply for higher n as discussed in the supplement. The combination of exact solutions and iterative Newton-Raphson methods has been compared with the inverse β-function method in Mathematica, and in the on-line supplement it is checked that the two methods agree for n = 2, 4, 6, 8, 10 with a difference of less than 10 −11 with a default termination criteria for the iteration where needed.
Low odd n
We now turn to the more awkward case of low odd n. There is no problem with n = 1, but the general issues involved are well exemplified by the first few cases n = 3, 5, 7. We have
If we consider n = 3, we wish to solve the equation
for x in terms of u. Equivalently, we can take the trigonometric form
where x = √ 3 tan θ. Neither of these representations offer any immediate analytical insight nor are they helpful for Newton-Raphson solution. However, it does suggest that a simpler numerical scheme may be helpful. The latter representation may be written in the form
This may be made the basis of an elementary "cobwebbing" scheme based on the iteration
with a suitable choice of starting point. As before, this can be based on the n = 2 case, and we take
This can be coded up rapidly with a suitable termination criteria and it works reasonably well. We also note that the convergence condition |G (θ)| < 1 within the range of interest is satisfied except at θ = 0 ± π/2 but the iteration at zero terminates immediately in any case. The convergence is slowest in a punctured neighborhood of θ = 0, u = 1/2, and there are also issues in the far tails. The remedy is a better choice of starting value with good behavior near the slowconvergence points but we shall defer the discussion of this until after we have discussed the power and asymptotic series. The power series we shall derive provides a much better starting value for any iteration scheme in the neighborhood of u = 1/2. We shall also have to confront the fact that when we go to n = 5 the cobwebbing idea breaks down as the derivative exceeds unity in magnitude in a significant range of x. So we do not proceed further with the discussion of special methods for odd integer n. Devroye (1986) has an interesting discussion of the n = 3 case in Exercise II.2.4.
The central power series for the iCDF
We now turn attention to the case of general (and not necessarily integer) n. We need to solve the following equation for x, where we note that it is easier to work from the mid-point u = 1/2:
This tells us that x is manifestly an odd function of u − 1/2. Absorbing the normalizing factor and exploiting the oddness, we work with the problem in the power series form
The integrand may be worked out as a power series, integrated term by term, and then we substitute our power series assumption for x. This results in an increasingly unpleasant non-linear iteration but is one that is easily managed in a symbolic computation environment such as Mathematica (Wolfram 2004 and so on. The coefficients c 10 through c 30 are given in the on-line supplement, together with the code to generate them. C/C++ programmers should note that the supplement contains both exact and numerical representations -the latter being more suitable for coding up in such a language. It is easy to check that this series works in the case of the known exact solutions. For example, letting n → ∞ we obtain the series for the inverse error function with scaling of the arguments implied by the definition of v:
Less obvious (and best checked symbolically) is the emergence of the series for the tangent function to deal with the Cauchy distribution in the case n = 1, as well as the exact cases n = 2, 4. How good are these expansions considered truncated to give simple polynomials? Given that we have dealt with cases of low n, let us consider the case n = 11. It turns out that the error gets smaller as n gets larger, as well as decreasing the more terms one takes in the series. Let us also consider a rather modest truncation using only the terms given above, so that we go as far as v 19 . The results are shown in Figure 2 . This is reasonably pleasing. One can easily build in more terms and get fast results in compiled code -we are only working out polynomials and the Gamma functions can be tabulated in advance for a large range of n and then Stirling's formula applied for large n:
However, this result does give a power series about u = 1 2 whose radius of convergence is 1 2 . We know that there will be a divergence as we approach u = 0, 1 so a polynomial approximation can only take us so far. We need to look separately at the tails, and will now proceed to do so.
The tail power series for the iCDF
We have considered several approaches so far. We have a small number of exact solutions and some fast iterative methods that work over the whole range for small to moderate n. We have a power series that works for all n but needs many terms to work well in the approximate region |u − 1 2 | > 0.4. To complete the power series analysis we need to understand the tails better. We proceed as before, but work from u = 1 as a base point. All results can by symmetry be applied to the series about u = 0. We let
The integral may be evaluated in terms of a series of inverse powers of x, the first few terms of the resulting equation being
We now proceed as before, postulating an appropriate series for x as a function of w. This time a little experimentation is needed to get the right form for evaluation. After some trial and error, we find that the right ansatz for the series is given by
We now substitute this expression into our equation relating x to w and proceed as before, extracting each term through an increasingly non-linear recursion using symbolic computation methods. The first few terms in the series are
d 3 = − n(n + 1)(n + 5)(3n 2 + 7n − 2) 48(n + 2) 3 (n + 4)(n + 6) d 4 = − n(n + 1)(n + 7)(15n 5 + 154n 4 + 465n 3 + 286n 2 − 336n + 64) 384(n + 2) 4 (n + 4) 2 (n + 6)(n + 8)
d 5 = − n(n + 1)(n + 3)(n + 9)(35n 6 + 452n 5 + 1,573n 4 + 600n 3 − 2,020n 2 + 928n − 128) 1,280(n + 2) 5 (n + 4) 2 (n + 6)(n + 8)(n + 10) d 6 = − n(n + 1)(n + 11)P 6 (n) 46080(n + 2) 6 (n + 4) 3 (n + 6) 2 (n + 8)(n + 10)(n + 12) Further terms are given in the on-line supplement. Before analyzing the error characteristics of the tail series, and its combination with the central power series, we explore another approach that will also turn out to make a useful combination with the tail series.
Large n and Cornish-Fisher expansions
For a distribution that is asymptotically normal with respect to a parameter (here we consider n → ∞) we can make use of the Cornish-Fisher ("CF") expansion. Indeed, this can be generalized to non-normal target distributions but here we explicitly consider the purely normal case. Results for the basic CF expansion are of course well known and are quoted in Sections 26.2.49-51 of Abramowitz and Stegun (1972) , who also quote direct asymptotic expansions for the T distribution in Section 26.7.5. Our purpose here is first to explain the relationship between (a) the CF expansions quoted in Abramowitz and Stegun (1972) ; (b) the T expansion also quoted in Abramowitz and Stegun (1972) ; (c) our power series quoted above. At first sight they can all be written in terms in powers of n −1 , but they all look different. As well as this reconciliation it may be helpful to be more explicit about the details given in Abramowitz and Stegun (1972) as the CF expansion is given there rather non-explicitly in terms of a slightly unusual representation of the Hermite polynomials. Finally we need to take account of some issues raised by asymptotic expansions in the tails of the distribution. In order to make the discussion self-contained we begin by defining the central moments and cumulants. In the introduction we already wrote down expressions for the mean (zero) and variance and noted that all the odd moments are zero. The even moments, µ k = E[T k ] are then given by simplifying Equation (11) and the first few are
and the form of these expressions indicates the general pattern. These moments get folded into the associated moment generating function (MGF)
The associated cumulant generating function is given by the series expansion of the log of the MGF
and we can deduce quickly that
and so on. For the first terms of the CF expansion we need the quantities
and so on. For a distribution associated with a random variable S that is asymptotically normal, and with zero mean and unit variance, and with vanishing odd moments, the CF expansion takes the simplified form (Abramowitz and Stegun 1972) 
where z is a standard normal variable, the γ i are as above, and
defines the first few terms in the expansion in terms of Hermite polynomials H e n (z). These are related to the standard Hermite "H " functions by H e n (z) = 2 (−n/2) H (z/ √ 2 ). We can now write down the CF expansion for our case of interest (where we work with a unit variance variable). To the order we have calculated, it becomes
We should now expand this in inverse powers of n to get the right asymptotic result
Note carefully what we have calculated: this is the asymptotic relationship between a normal variable z and a T -like variable s that has a T distribution scaled to unit variance. To get the asymptotic relationship between a normal variable z and a variable t that has a T distribution with variance n/(n − 2) we need to multiply this last asymptotic expansion by the expansion of the standard deviation
and this gives us the desired asymptotic series for a T -distributed variable t in terms of a normal variable z:
This can now be recognized as the first three terms of the expression given in Section 26.7.5 of Abramowitz and Stegun (1972) , which goes to order n −4 :
However, in practice it is the corresponding formula for s that is likely to be more useful as we can directly multiply this series by the standard deviation we wish to use, and then add back the appropriate mean parameter m. Borrowing the above high-order form from Abramowitz and Stegun (1972) and taking out the series expansion of the standard deviation gives us the unit-variance expansion 
Whichever representation is to be used, we note that these expansions suggest for large n that we merely need to sample a normal distribution, for example by a good approximation to N −1 applied to a uniform distribution, and then "stretch" the sample by these asymptotic formulae, that are just simple polynomials. In other words, we build F −1 n (u) as
How well does this work in practice? Armed with a good implementation of the exact result for all n and of N −1 via the inverse error function we can plot the errors with ease. It turns out that the errors are small except in the tails. In fact, no matter how large n is, the asymptotic series does eventually draw away from the exact solution. The effect is mitigated by taking more powers of n −1 , in that the problematic region is confined more to the far tail. The effects are shown in Figure 3 . Note that these are drawn using a high-precision formula for N −1 based on the arbitrary precision implementation of the inverse error function in Mathematica (Wolfram 2004) . If one uses an approximation that is poor in the tails matters will be much worse.
What should we take from this? Clearly, it is desirable to use the fourth-order result. The error in the CDF for n = 10 becomes of order 10 −3 as we pass through the 99.9% quantile, and improves as n increases so this might be considered acceptable by some. One could also take the view that we introduced the use of the T distribution precisely so we could get power-law behavior in the tails, so the fact the far-tail misbehaves with these asymptotic expansions might be deemed unacceptable. One could also take the view that one wants power-law behavior for a while but that it should eventually die off faster. Within this framework there is no difficulty with using such asymptotic results for n > 10.
So to summarize, these asymptotic results based on CF expansions are good for larger n except in the far tail. Care needs to be taken to scale for the appropriate variance. The N −1 used needs to be good in the tails otherwise the tail errors will be made worse still.
How are these asymptotic results related to our power series, where we have exact values for the coefficients of powers of u − 1 2 ? This is actually a rather messy calculation. To match up the series we have to take the asymptotic results discussed here (ie, the results from Abramowitz and Stegun (1972) ) and expand z in terms of u − 1 2 . Then we must take the power series coefficients and correct them by the expansion for v in inverse powers of n. The relevant scaling is given by
The detailed calculations are laborious and not given.
Case studies
In order to understand the methods we have presented a couple of examples. Note that there is now nothing special about the use of integer n -we pick n = 3, 11 as examples of small and "modest" n. In the examples that we consider, only the series as far as the terms given explicitly in this paper will be used. The on-line supplement allows many more terms to be generated with correspondingly better accuracy, and a detailed study of the errors for a high-order combination of central and tail power series and CF expansions will be given in Section 8.3.
n = 3 revisited
Prior to the development of both our power series, the case n = 3 had been left in a slightly unsatisfactory state. Given that we had exact and simple solutions for n = 2, 4 this needs to sorted out. The power series about u = 1/2 is given by 
The corresponding tail series truncated at six terms is given by
where 
We now take a look at the results, using the method based on the inverse β-function as our benchmark. In Figure 4 we show the absolute errors associated with the power series and tail series based on just nine and six terms in the power and tail series. It is quite clear that acceptable results for many purposes can be obtained with a crossover at about u = 0.84, when the absolute error is O(10 −4 ). These results can be improved by taking more terms or perhaps refining by applying the cobwebbing method for n = 3 discussed previously.
n = 11 -a case of "modest" n
We repeat the above analysis with n → 11. So for the power series The tail series is now
and then
where the vector of coefficients d(k) is given by the list 
The results for the errors in the series and the tail are shown in Figure 5 and indicate a crossover at about 0.94. This is a case where more terms might be desirable. Alternatively, let us revisit the CF expansion. With n = 11, we plot in Figure 6 the absolute error in the fourth-order CF expansion (solid line) in the region 0.995 < u < 1, together with the absolute error in the tail series (dashed line). The range of the plot is capped at 0.005. It is quite clear that the CF method starts to go wrong in this last half percentile -the tails do go wrong. We should also be clear about the nature of the effect. As with the Gibbs effect in Fourier analysis, the problem never really goes away. Rather, it just moves to the edges of the interval. A careful calculation shows that the error in the CF fourth-order expansion is about 3 at u = 1 − 10 −13 . It is a matter of judgement as to whether one wishes to get things that right at that level of unlikelihood.
Error analysis and crossover
Here we look carefully at the errors in the various approaches we have investigated, grouped by method. In all cases the benchmark is the inverse β-function solution for the iCDF and its implementation in Mathematica. 
Errors for exact solutions
In the special cases n = 1, 2, 4 where we have an exact analytical result, the errors are mathematically zero but in practice are given by the machine-precision errors arising from the use of the trigonometric and square root functions employed. In practice these can be ignored.
Errors for Newton-Raphson methods
As discussed in Section 4.2, these were found to be less than 10 −11 , based on a comparison with an implementation in Mathematica of both the iterative methods and the inverse β-function also available in Mathematica. One can trade error for speed by having a looser termination criteria for the Newton-Raphson iteration.
Errors and crossover for combined central and tail series approach
The fine details of the errors and the resulting optimal crossover point between the central and tail power series are quite subtle, in that they will depend on how many terms are taken in each series. For serious applications Table 1 may be useful, and is based on a 24-term central power series and a 12-term tail series. In each case the absolute errors are measured by reference to the exact inverse β-function representation, computed using high-precision routines in Mathematica. Sensible interpolation can be applied for real intermediate values.
For each value of n we give the crossover (the point at which the absolute errors of the central and tail series coincide and are at a maximum), the absolute error at the crossover, and the value of the iCDF at the crossover. Table 1 shows that the combination of the central and tail power series can be used very effectively for the low values of n that appear to be most relevant to mathematical finance applications. This combination of methods becomes rather less accurate as n increases through 10 and is probably not appropriate for n > 20, depending on accuracy criteria.
Errors and crossover for combined CF expansion and tail series
approach The last combination of methods for which we have analysed the errors is the use of a fourth-order CF expansion combined with the tail power series as before. In assessing this approach, we emphasize that we are using a high-precision implementation of the iCDF for the normal distribution, in the form of Mathematica's inverse error function. One must also consider errors introduced by the use of a further approximation of the normal iCDF in any given implementation. In Table 2 we start at n = 5 and work up. This interesting table reminds us that no matter how large the value of n, the CF expansion eventually breaks down in the tails. Nevertheless, it also suggests says that for n > 60 one might consider using the CF expansion everywhere, unless one is using very large sample sizes, since the tail region where the CF expansion breaks down is unlikely to be probed. It also suggest that the double power series method should be switched to the CF tail series method for n 7.
These analyses support the view that between the various methods we have good accuracy over a wide range of n.
A simple benchmark calculation with T marginals
In order to provide an implementation benchmark, we give a very simple example that can be computed very quickly. The example chosen has the merit that although it is not completely trivial it still has a semi-analytical solution for the zero-correlation case, so we have some check on the calculation as well. We will also be able to illustrate the use, for the correlated case, of both a normal copula with T marginals (with a variation using a CF expansion) and a Frank 2-copula with T marginals, illustrating the freedom afforded by having explicit functions for the iCDF. We consider two assets S i , i = 1, 2, with zero risk-neutral drift whose terminal distribution at a future time T is given by
where X i both have a zero mean, unit variance T distribution with degrees of freedom n i . The contract to be priced has a payoff at time T that is to be some function of the maximum of the asset returns from time zero to time T , ie, a function of
To keep the number of parameters down and focus purely on the distributional effects we shall set √ T σ i = 1. The maximum at T is then just
So to keep matters simple, we shall focus on the computation of the valuation of a contract that is the log of the maximum, whose payoff is
Although this may seem rather a contrived example, the construction of payoffs from such order statistics is in general a common financial calculation, and in general we may be interested in, for example, the kth of m sorted values or other quantities associated with financial entities. With any such contract, it is easy to construct an analytical formula for E[P T ] in the case where the components are independent. We do this explicitly for our two-dimensional example. First note that if X 1 has CDF G(x) and X 2 CDF H (x) then the CDF, F (x), of P T , assuming independence, is
Second, the expectation of P T can be written entirely in terms of its distribution function F (x) as
where the last step is a simple integration by parts, assuming good behavior of F at ±∞. Now if we combine Equation (91) and Equation (92), and further note that G(−y) = 1 − G(y), similarly for H , we are led after some simplification to the desired result, that
It is rather amusing to note that the integral in Equation (93), when combined with the assumptions of Equation (94), can often be done in closed form in terms of standard elliptic E and K functions, and further simplifies to a multiple of π when n 1 = n 2 . Table 3 shows results from exact integration within Mathematica, for the zero-correlation results. These results are perhaps slightly surprising in that the trend is for the expected value of the maximum to decrease as the distribution gets more fat-tailed. We need to note that we are rescaling to ensure that the distributions have unit variance always, even as the tails decay more slowly. These results may be useful in testing any implementation of a method for sampling from the T , and we now look at some of the methods we have discussed.
Simulated results -zero correlation
The integrals above can be calculated by Monte Carlo methods using several of the methods discussed here. In the zero correlation case there is no need to introduce a copula, so that we may make a choice to use Bailey's method or any of the representations of the iCDFs. First, picking the latter so as to illustrate the more novel techniques developed here, we calculate Monte Carlo estimates of the expectation in the form (note the allowance for getting the variance to unity)
where the (u k , v k ) are random uniform samples from [0, 1]. For example, in the interesting case n 1 = n 2 = 4, this estimate simplifies to
the exact solution of Equation (38). So the exact and Monte Carlo solution differ by less than one standard error, which is very satisfactory. Going back to Bailey's method, we can work with the algorithm discussed in Section 2.1. Let us denote the result of applying the algorithm with uniform deviate inputs u, v as Bailey n (u, v) . Then, for example, simulating the n 1 = n 2 = 6 case, the corresponding Bailey Monte Carlo estimate is given by
max [Bailey 6 (u k, 1 , v k, 1 ),
Using N MC = 10 7 quadruples of uniform deviates yielded the result of 0.54361 with a standard error of 0.00027, which is also consistent with our exact solution.
Simulated results -normal copula and T 8 marginals
It might seem rather odd to use T marginals with a normal copula rather than just a T copula. However, our idea is to illustrate the fact that the T iCDFs can be used with any copula, and also to give an example of what happens when the full machinery is replaced with a CF method. We shall work with the n 1 = n 2 = 8 case in order to give the CF method a hope of providing reasonable results, but will be able to see the impact, if any, of the tail error in the raw CF method. With just two assets the sampling with the normal copula method with n = 8 T unit variance marginals and correlation ρ can be simplified to the following sampling scheme, where the Z i are independent samples from N(0, 1), and N is the normal CDF:
We do the calculation first (the "Full version") with ( (N(z) ) is approximated by the unit variance CF expansion of Equation (76) with n = 8. We shall use samples of ρ between −1 and +1 in steps of 0.25, and use the same random seed for the full simulation and the CF approximation.
Note that we expect to recover the exact solution given above when ρ = 0, and in the case ρ = 1 expect to get zero, since the X i are then identical and have zero expectation. The case ρ = −1 can also be calculated analytically, since in this case the simulated variables will be pairs of samples of opposite sign, so that the maximum is just the absolute value. The value of the expectation should therefore be ( √ 3/2) × E[|T |] with n = 8. From Equation (11) we can work out that the final answer should be (5/8) √ 3/2 ∼ 0.7655. In Table 4 the results shown are a function of ρ with 10 6 estimates. The maximum standard error over all cases is about 0.001. Values comparable with exact solutions are shown in bold. Table 4 indicates that all is behaving as expected, and gives us confidence in the simulation methods. We also note that, for this particular example, the "maximum product" is rather more prone to correlation risk than distributional risk. In particular, as expected, we get rather higher values for strongly negatively correlated assets.
Simulated results -Frank 2-copula and T 8 marginals
Finally, in order to assess "copula risk" we reprice this log-maximum once more using the Frank 2-copula with parameter α, and marginals with n = 8 as before. This illustrates the flexibility in the choice of copula when one has the iCDF for the marginals. The Frank m-copula is discussed in detail in Cherubini et al (2004) , where methods for the estimation of the parameter α are given in Section 5.3.1, and the use of such a copula with major indices is also argued for in Section 2.3.4.
Another reason for picking the Frank copula for study is that with just two assets we can take α to have either sign and furthermore a simple explicit formula can be given for the correlated samples from the uniform distribution. We shall regard α just as some form of proxy for correlation. In Cherubini et al (2004) it is also shown that the general conditional sampling approach can be reduced to a simple iterative scheme. When m = 2, the simulation of a pair of correlated uniform deviates under the Frank copula reduces to the following algorithm. Let (v 1 , v 2 ) be pair of independent samples from a uniform distribution on [0, 1]. Then set u 1 = v 1 and u 2 = − 1 α log 1 + v 2 (1 − e −α ) v 2 (e −αu 1 − 1) − e −αu 1
Then the Monte Carlo estimate for the value is In Table 5 we present the results from this formula with −12 ≤ α ≤ +12 in steps of 4, with N MC = 10 6 samples. The maximum standard error is again about 0.001. Again we achieve plausible results in the appropriate range. This simple example is consistent with the view that the choice of parameters associated with any given copula is at least as important as the choice of copula itself, or indeed the marginals. This toy contract is indeed a correlation-dominated entity, however the correlation is defined.
Conclusions and further work
We have explored the iCDF for the Student's T distribution and presented the following:
• a clear description of the iCDF in terms of inverse β-functions, suitable for benchmark one-off computations; • exact solutions for the iCDF in terms of elementary functions for n = 1, 2, 4, which are themselves of interest to "fat-tailed finance" applications; • fast iterative Newton-Raphson techniques for the iCDF for even integer n, with details for n ≤ 20; • a power series for the iCDF valid for general real n accurate except in the tails; • a generalized power series for the tails that is good for low to modest n; • a summary of known results on the CF expansions valid for modest to infinite n; • the limitations of CF expansions in the far tails, which is where the powerlaw behavior should exist and will fail with CF; • an example of using the iCDFs to price a simple contract under various assumptions for the correlation structure.
Between them these results allow either slow and very precise or fast and reasonably accurate methods for the iCDF for all n and u. Although this is something of a patchwork of methods the best methods would appear to be:
• if n is a low even integer to use one of the exact or iterative polynomial methods developed here;
• if n is real and less than about 7 to use the power series and tail series developed here; • if n is real and greater than about 7 to use the known CF expansion given in Abramowitz and Stegun (1972) , with the generalized power series for the tail developed here above the crossover point until n ∼ 60, at which point, except for very large simulations, the CF method alone will suffice.
The author is emphatically not claiming that these suggestions are the last word on the matter -indeed it is hoped that the methods shown here stimulate discussion and improvements. In practice, if it is a matter of just have indicative results for a variety of fat-tailed distributions with a finite variance, the exact or iterative solutions for n = 4, 6, 8, 10 may often suffice. Applications to "highfrequency finance" requiring a specific value of n ≤ 7 are well catered for by the pair of power series. If one does not need to use the iCDF at all, then Bailey's method will suffice.
It should also be clear that the power series methods employed here can be applied to any PDF that can be characterized by a series in neighborhoods of u = 1/2 and u = 0, 1. A novel feature of the analysis given here is the use of symbolic computation to do the nasty inversion of a general power series, term by term, that would otherwise be intractable beyond a handful of terms. This is easily generalized. A case of interest would be a generalized skew-T distribution with a PDF f m,n,α (x) = f m (x)F n (αx).
The central power series for this can clearly be computed -further work on this case will be reported elsewhere. 
