We map the quantum problem of a free bosonic field in a space-time dependent background into a classical problem. N degrees of freedom of a real field in the quantum theory are mapped into 2N 2 classical simple harmonic oscillators with specific initial conditions. We discuss how this classicalquantum correspondence (CQC) may be used to evaluate quantum radiation and also to analyze the backreaction of quantum fields on classical backgrounds.
It has been known for some time that a quantum simple harmonic oscillator in one dimension can be solved in terms of a classical simple harmonic oscillator in two dimensions [1] [2] [3] [4] . This mapping holds even if the parameters of the simple harmonic oscillator are time-dependent and provides a simple method to calculate the quantum excitations of the oscillator due to a time varying frequency. In [5, 6] we have developed this classicalquantum correspondence (CQC) further and used it as an instrument to obtain the backreaction of the quantum excitations on the classical background. Comparison of the backreaction calculated using the CQC to the backreaction calculated in a full quantum analysis for a simple system -a particle acted on by a constant force -shows excellent agreement. Indeed, the dynamics found using the CQC becomes more accurate as the background in the full quantum analysis becomes more classical.
Our focus in this paper is to extend the CQC to fields. We have in mind a system with a free quantum field, φ, that propagates in the background of a second classical field, Φ(x), or in a spacetime metric, g µν (x). In the first case an example of the action for φ is,
while in the second case we may write,
The first example is relevant to cosmological inflation and phase transitions, while the second example is relevant to quantum radiation during gravitational collapse and cosmology. We can convert the field theory problem to a quantum mechanics problem by discretizing the action. One way is to define all the fields on a spatial lattice. In that case, the variables are φ ijk (t) where ijk refer to a particular lattice site. Another way to discretize the action is to expand all the fields in a complete basis of functions. In either case, the discrete action is quadratic in the discrete variables and can be written generally as
where M and N denote time-dependent symmetric matrices and subscripts K, L denote generalized indices. Note that φ K is only a function of time. Thus our problem reduces to an infinite set of quantum simple harmonic oscillators with general time-dependent mass and springconstant matrices. In practice we will need to truncate the number of modes or consider a finite lattice and so we are left with some large but finite number N of quantum variables.
Having mapped the field theory to quantum mechanics we will now focus on the solution of the quantum mechanics problem. In Sec. I we set up the quantum problem of N simple harmonic oscillators with time dependent mass matrices and frequencies. We solve the Heisenberg equations for the ladder operators and provide a classical-quantum mapping in Sec. II. We discuss constraints and count the independent degrees of freedom in Sec. III. In Sec. IV we show the key result that the expectation of the quantum Hamiltonian equals the energy of the classical oscillators. In Sec. V we consider if the classical system can be written as a classical field theory and we conclude in Sec. VI.
I. THE QUANTUM SYSTEM
We consider N coupled simple harmonic oscillators whose quantum dynamics are fully described by the Hamiltonian = (a 1 , . . . , a N ) T via the usual procedure
Some care is required for the proper understanding of the generalized adjoint operator † . Indeed, taking the adjoint of a matrix means first transposing it and then taking the Hermitian conjugate of its elements, the latter operation reducing to a mere complex conjugation when the entries are c-numbers. Note also that √ Ω is defined in the usual way by first diagonalizing Ω by a similarity transformation, then taking the positive square root of the resulting diagonal matrix, and finally performing the inverse similarity transformation.
The Hamiltonian can then be rewritten in terms of ladder operators as
Indeed we can check this by straightforward multiplication since
and the second term is evaluated to be iTr(Ω) by using the symmetry of µ and Ω as well as the commutation
To find the quantum dynamics of this system, we work in the Heisenberg picture from now on. Since the ladder operators verify
and
the Heisenberg equations are
where the partial time derivatives should be understood as acting only on the explicitly time dependent part of the operators, i.e.
II. MAP TO THE CLASSICAL SYSTEM
To solve these equations we follow the same procedure as in Ref. [6] and introduce the Bogoliubov coefficient
where the 0 subscript refers to the operators at the initial time. The transposition operation in the last terms of these equations is a necessity given our initial definitions for a and a † as column and row vectors respectively. The commutation relations (9) imply the existence of the constraint equations
The Heisenberg equations then imply that α and β satisfy
with initial conditions α = 1 and β = 0. The particular form of these equations suggests the following change of variables
Indeed in these variables the equations simplify significantly, reducing tȯ
while the initial conditions become
Here and henceforth we use the usual dot notation to represent time derivatives since there is no ambiguity left between partial and total derivatives. The equations of motion for Z, P can be derived from the classical Hamiltonian,
which is simply a rewrite of the original Hamiltonian for x, p in (4) in terms of the new variables Z, P .
III. CONSTRAINTS AND CONSERVED QUANTITIES
We can check that the constraints in (17) and (18) are consistent with the evolution equations (19) and (20). Thus if the constraints are satisfied at the initial time then they continue to hold as the system evolves. The constraints can also be rewritten in terms of P and Z using (23) and (24) as,
Since P and Z are simply another way of writing α and β, the constraints in terms of P and Z are also consistent with the evolution equations. There are 2N 2 real components of Z and also of P . This suggests that there a total of 4N 2 real degrees of freedom. However, this is not correct because the constraints relate different components of Z and P , although in a complicated way.
Consider the matrix αβ T − βα T . This is antisymmetric as can be checked by taking the transpose. Therefore it only has N (N − 1)/2 independent complex entries, or N (N − 1) real entries. So (17) provides N (N − 1) constraints on the 4N 2 total number of real numbers in α and β. Next we consider the matrix αα † −ββ † . Since this matrix is Hermitian it has N 2 independent real components and (18) provides N 2 constraints. Hence the independent (real) degrees of freedom of the matrices α and β are given by
Since α, β and Z, P are related by a linear transformation, the number of independent real degrees of freedom in Z, P are in general also 2N 2 + N . In addition to the constraints, the evolution equations also have some conserved quantities. The difference between constraints and conserved quantities is that the constraints are satisfied during evolution only if they are satisfied initially, while the conservation of quantities holds irrespective of the initial conditions. This may be illustrated for say Z * Z T − ZZ † = 0 constraint in (29).
If we now use the value of Z * P T − ZP † from (30), we see that the right-hand side vanishes and the Z * Z T − ZZ † = 0 constraint continues to hold with time. On the other hand, the system has two conserved quantities
The conservation of J andJ holds independently of their initial values as is seen by checkingJ = 0 =J. However, the conservation of J andJ cannot be used to further limit the number of degrees of freedom because of the relations ZJ + Z * J * = +iC 2 P + C 3 Z (34)
Since Z, P satisfy the constraints, we have C 1 = 0 = C 2 and C 3 = 1. This leads to J = 1 andJ = 0 which is consistent with the initial conditions in (26). Hence we are still left with the 2N 2 + N degrees of freedom. This degree of freedom counting actually hides a symplectic structure since the quantum evolution of the ladder operators is given by the action of the symplectic group Sp(2N, R) whose dimension is 2N 2 + N . Indeed the matrices Å α β β * α * ã and
as well as their transpose can be shown to belong to a subgroup of Sp(2N, C) isomorphic to Sp(2N, R) as a consequence of the previously discussed constraints.
In certain physical settings the problem can reduce further. For example, if Ω is diagonal, we can check that Z and P are also diagonal. In this case, (18) provides N constraints on the 2N + 2N real components of Z, P for a total of 4N − N = 3N real degrees of freedom.
In practice, for example in a numerical implementation, it seems simpler to solve the 4N 2 equations for Z, P instead of first reducing the system to 2N 2 + N degrees of freedom. The straight-forward solution of the Z, P equations is further simplified because the equations of motion do not mix different columns of Z, P . Thus one could solve the system column by column, say one per processor, each column having different initial conditions but identical differential equations. To make this more explicit, we can re-write (25) aṡ
where the superscript refers to the column. Thus the equations are independent of j, though the initial conditions do depend on the column. The energy (27) too becomes a sum over the columns that we can write explicitly,
IV. ENERGY
As is standard in the Bogoliubov approach, we take the expectation value of (7) in the (initial) vacuum state to find the quantum energy of the simple harmonic oscillators
Next we use (24) to obtain
where E c is the energy in Z, P as given by the Hamiltonian in (27). The second term in the above equation can be recast as
which by virtue of (30) is simply −Tr(Ω)/2. Inserting (41) into (40) and then combining with (39) leads to the key result
Therefore the quantum energy can be found directly as the classical energy in Z and P . Notice that the associated classical Hamiltonian H c can be derived from the Lagrangian
which is invariant under the transformation Z → ZU where U is a constant N × N unitary matrix. The model has a global U (N ) symmetry. This completes our re-writing of the quantum dynamics of N simple harmonic oscillators in terms of the solution for 2N 2 classical simple harmonic oscillators with the specific initial conditions given in (26).
V. FROM A QUANTUM TO A CLASSICAL FIELD THEORY?
The question is if we can write the Z, P system as a classical field theory. If so, we would have mapped the original quantum field theory to a classical field theory. This is simple to do if Ω is diagonal for then Z and P are also diagonal. Then the diagonal elements of Z can be thought of as the mode coefficients of a complex scalar field and P their canonical momenta. In this case, the quantum real scalar field theory is mapped to a classical complex scalar field and the initial conditions are such that the modes carry a certain amount of energy and global charge as noted in [5] . Can a similar mapping be made for general Ω?
If we think of each element Z ij as a mode coefficient of a complex scalar field, then the complex scalar field should be defined over double the original number of spatial dimensions. Hence, for example, φ(t, x) → ψ(t, x, y) where φ(t, x) is the original real quantum field in three spatial dimensions and ψ(t, x, y) is a complex classical field in 3 + 3 spatial dimensions. However, as we have noted in Sec. III, the j index on Z ij is "passive" and so the y dimensions are also passive. In other words, an action for ψ will be an integral over the y dimensions but the Lagrangian density will not contain any derivatives with respect to these coordinates. So an action for ψ will take the form
where L is the original Lagrangian for the quantum field theory ( (1) or (2)) but with φ replaced by ψ, complex conjugating where necessary, e.g. φ 2 → |ψ| 2 . The form of the classical equation of motion for ψ will be identical to those of φ but in finding solutions, we have to keep in mind that the initial conditions for ψ(t, x, y) can depend non-trivially on y.
VI. CONLCUSIONS
We can summarize the CQC for fields as follows. We are interested in the evolution of a free bosonic quantum field in a classical background. The quantum field problem can be mapped to a quantum system of N simple harmonic oscillators with time-dependent frequencies and masses (see (4) ) that start off in their ground state. The CQC stipulates that this quantum dynamics can be evaluated entirely using a classical system of 2N 2 +N real variables; or more straight-forwardly as 2N
2 simple harmonic oscillators (4N 2 phase space variables) with specific initial conditions and 2N 2 − N conserved quantities. The Hamiltonian for the 2N 2 simple harmonic oscillators is given by (27) and, crucially, the initial conditions for the classical evolution are given by (26).
Next suppose that we have a model for the agency that is responsible for the time dependence of the masses and frequencies of the simple harmonic oscillators. As discussed in the introduction, this could be due to the dynamics of a background field or the spacetime metric. We wish to obtain the backreaction of the quantum excitations on the background, but the background is classical while the excitations are quantum. And this is where the CQC can help since it maps the quantum problem into a classical problem. Then a classical Hamiltonian can be written for the entire system,
where Φ denotes the classical background field and the Hamiltonian for Z and P depends on this background but is also classical. Hence we can solve the classical problem for Φ, Z and P and this will be the desired solution that includes backreaction. Note however, that although the equations of motion for the matrices Z and P do not directly couple different columns to each other (as mentioned at the end of Section III), because the dynamics of Φ are sourced collectively by all these columns, one cannot solve the problem column by column anymore in the backreacting case. Before closing we would like to highlight a few salient points. The CQC is an exact mapping from the quantum problem to the classical problem. Given the classical solution, we can reconstruct the quantum evolution in its entirety. The CQC holds for any time dependence of the masses and frequencies of the original quantum problem. Then, even with the backreaction included, the CQC is exact, since the backreaction simply modifies the time dependence of the masses and frequencies. Departures from the CQC only occur if the background itself is not completely classical. In the example of a particle acted on by a constant force [6] we found that the CQC becomes more accurate as the quantum spreading of the particle's wavepacket becomes slower than the speed of rolling. Since the rolling speed grows with time, the CQC becomes more accurate at late times.
Our analysis in this paper extends the CQC to the realm of quantum field theory and can potentially be useful in a vast number of applications. We plan to illustrate the backreaction analysis for a field theoretic system in the near future.
