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1. INTRODUCTION
In the study of nonlinear phenomena many mathematical models give
rise to the singular boundary value problem
{y"+q(t) y
&:=0, 0<t<1
y(0)=0= y(1),
(1.1)
where :>0, q # C(0, 1) and q>0 on (0, 1). In [16] Taliaferro showed that
(1.1) has a solution in C[0, 1] & C2(0, 1) if and only if 10 t(1&t) q(t) dt
<. Moreover this solution is in C1[0, 1] & C2(0, 1) if and only if
|
12
0
t&:q(t) dt< and |
1
12
(1&t)&:q(t) dt<. (1.2)
Our goal in this paper (keeping (1.1) and (1.2) in mind) is to examine the
more general differential equation
1
p(t)
( p(t) y$(t))$+q(t) f (t,y(t), p(t) y$(t))=0, 0<t<1 (1.3)
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with various boundary data. We will discuss in detail the mixed boundary
data
lim
t  0+
p(t) y$(t)= y(1)=0 (1.4)
and the Dirichlet data
y(0)= y(1)=0. (1.5)
We are interested in establishing the existence of nonnegative solutions to
(1.3)(1.4) or (1.3)(1.5). It should be remarked here that in fact we could
discuss Sturm Liouville boundary data; however since the arguments are
essentially the same we will restrict our discussion to (1.4) or (1.5). Our
paper will be divided into two main sections. In Section 2 we first discuss
the singular problem (1.3)(1.4). Recall we call (1.3)(1.4) singular if our
nonlinearity f is singular at y=0; otherwise we call the problem non-
singular (in either case f may be singular at t=0 andor t=1). Two situa-
tions arise naturally. This is best illustrated by considering the following
two boundary value problems:
{y"+( y
&:+1)(1&(&y$)#)=0, 0<t<1
y$(0)=0= y(1), :>0, #>0
(1.6)
and
{y"+( y
&:+1)(1+(&y$)#)=0, 0<t<1
y$(0)=0= y(1), :>0, #>0.
(1.7)
We will show in Section 2 that (1.6) has a solution y (with y>0 on [0, 1))
for all #>0 whereas we will only show that (1.7) has a solution y if
0<#<1. The important difference between (1.6) and (1.7) is that 1&z#
has a positive zero whereas 1+z# has not. Our first three theorems in Sec-
tion 2 exploit the zero set of the nonlinearity f. In some sense we obtain
existence theory without growth restrictions on the third argument of f.
We will then discuss (Theorems 2.4 and 2.5) (1.3)(1.4) if our nonlinearity
f satisfies a growth restriction in its third argument. We remark at this
point that almost all the literature [1,5,1016] on singular problems is
devoted to the case f (t, u, z)# f (t, u). Only very specific situations
[2, 3, 9, 10, 13] have been examined in the more general situation (i.e. in
the case f (t, y, py$)). One goal in this paper is to attempt to fill part of this
gap in the theory of singular boundary value problems. Another goal is our
hope that this paper will motivate future study for the general situation
(1.3)(1.4). In addition to the singular problem our technique will also
provide new and very general results for the nonsingular problem (see
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Theorem’s 2.6 and 2.7). Nonsingular problems have been discussed in
detail in [58, 17]. Our theory complements and generalizes these results
for the general boundary value problem (1.3)(1.4). Finally in Section 2 we
present even new results (Theorem 2.8) for the case when f (t, y, py$)=
f (t, y). In the second main section of this paper we will discuss the
Dirichlet problem (1.3)(1.5).
Finally we state two existence principles [14] for
{
1
p
( py$)$+qF(t, y, py$)=0, 0<t<1
(1.8)
lim
t  0+
p(t) y$(t)=0= y(1).
Our existence principles will be proved using the following fixed point
result [14].
Theorem 1.1. Assume U is a relatively open subset of a convex set C in
a normed space E. Let N : U  C be a compact map with 0 # U. Then either
(A1) N has a fixed point in U ; or
(A2) there is a u # U and a * # (0, 1) such that u=*Nu.
Theorem 1.2. Suppose the following conditions are satisfied,
F : [0, 1]_R2  R is continuous (1.9)
p # C[0, 1] & C1(0, 1) with p>0 on (0, 1) (1.10)
q # C(0, 1) with q>0 on (0, 1) and |
1
0
p(x) q(x) dx< (1.11)
and
|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds<. (1.12)
In addition assume there are constants M0>0 and M1>0, independent of *,
with
| y| 1=max { | y| 0M0 ,
| py$| 0
M1 ={1 (1.13)
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for any solution y to
{
1
p
( py$)$+*qF(t, y, py$)=0, 0<t<1
(1.14)*
lim
t  0+
p(t) y$(t)=0= y(1)
for each * # (0, 1); here | y| 0=sup[0, 1] | y(t)| and | py$| 0=sup[0, 1]
| p(t) y$(t)|. Then (1.8) has a solution y # C[0, 1] & C2(0, 1) with py$ #
AC[0, 1] and | y| 11.
Proof. Solving (1.14)* is equivalent to the fixed point problem y=*Ny,
where
Ny(t)=|
t
0
1
p(s) |
s
0
p(x) q(x) F(x, y(x), p(x) y$(x)) dx ds.
Let K1[0, 1]=[u # C[0, 1], pu$ # C[0, 1] with norm |u| 1] which is a
Banach space. It is easy to see (see [14] Chapt. 3) that N : K1[0, 1] 
K1[0, 1] is continuous and completely continuous. Let
U=[u # K 1[0, 1] : |u| 1<1], C=E=K1[0, 1].
Now apply Theorem 1.1 (notice (1.13) implies that condition (A2) cannot
occur) implies that N has a fixed point in U . K
If our nonlinearity F is independent of its third variable then the follow-
ing existence principle will be used.
Theorem 1.3. Suppose (1.10), (1.11) and (1.12) are satisfied. In addition
assume
F : [0, 1]_R  R is continuous (1.15)
and there is a constant M0>0, independent of *, with
| y| 0{M0 (1.16)
for any solution y to
{
1
p
( py$)$+*qF(t, y)=0, 0<t<1
(1.17)*
lim
t  0+
p(t) y$(t)=0= y(1)
for each * # (0, 1). Then (1.17)1 has a solution y with | y| 0M0 .
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Proof. Solving (1.17)* is equivalent to the fixed point problem y=*Ny,
where
Ny(t)=|
t
0
1
p(s) |
s
0
p(x) q(x) F(x, y(x)) dx ds.
Now take
U=[u # C[0, 1]: |u| 0<M0], C=E=C[0, 1]
and apply Theorem 1.1. K
2. MIXED BOUNDARY DATA
In this section a variety of existence results will be established for the
singular boundary value problem
{
1
p
( py$)$+qf (t, y, py$)=0, 0<t<1
(2.1)
lim
t  0+
p(t) y$(t)=0= y(1).
Our nonlinearity f may be singular at y=0, t=0 andor t=1. The first
three results we present were motivated by the equation y"+( y&:+1)
(1+( y$)3)=0 (see Examples 2.1, 2.2 and 2.3).
Suppose the following conditions are satisfied:
p # C[0, 1] & C1(0, 1) with p>0 on (0, 1) (2.2)
q # C(0, 1) with q>0 on (0, 1) and |
1
0
p(x) q(x) dx< (2.3)
|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds< (2.4)
and
f : [0, 1]_(0, )_(&, 0]  R is continuous. (2.5)
Two cases arise naturally, namely 1p # L1[0, 1] and 1p  L1[0, 1].
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Theorem 2.1. Suppose (2.2)(2.5) are satisfied. In addition assume
{there exists a continuous function r0 : [0, 1]  (&, 0)with r0 nonincreasing on [0, 1] (2.6)
f (t, u, r0(t))=0 for t # [0, 1] and u # (0, ) (2.7)
f (t, u, z)0 for t # [0, 1], u # (0, ) and z # [r0(t), 0] (2.8)
|
1
0
dt
p(t)
< (2.9)
for any constant H>0 there exists a function H continuous
{on [0, 1] and positive on (0, 1) such that f (t, u, z)H(t) [1+z]on (0, 1)_(0, H]_[r0(t), 0] (2.10)
f (t, u, z)g( y)+h( y) on (0, 1)_(0, )_[r0(t), 0]
{with g0 continuous and nonincreasing on (0, ) (2.11)and h0 continuous on [0, )
and
|
1
0
p(t) q(t) g(8H(t)) dt< (2.12)
hold; here
8H(t)=|
1
t
1
p(s)
(1&e&
s
0 p(x) q(x) H(x) dx) ds.
Then (2.1) has a solution y # C[0, 1] & C2(0, 1) (with py$ # AC[0, 1]) and
y>0 on [0, 1).
Proof. Let N+=[1, 2, ...]. To discuss (2.1) we first discuss the bound-
ary value problem
{
1
p
( py$)$+qf (t, y, py$)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+.
(2.13)n
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To show (2.13)n has a solution for each n # N + we will examine the
modified problem
{
1
p
( py$)$+qf C(t, y, py$)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+
(2.14)n
where
f C(t, u, z)=
f (t, u, z) ; u
1
n
, r0(t)z0
f (t, u, r0(t))=0; u
1
n
, zr0(t)
f (t, u, 0) ; u
1
n
, z0
f \t, 1n , z+ ; u
1
n
, r0(t)z0
f \t, 1n , r0(t)+=0; u
1
n
, zr0(t)
f \t, 1n , 0+ ; u
1
n
, z0.
Remark. Notice f C0 for t # [0, 1], u # R and z # R.
To show (2.14)n has a solution for each n # N + we will use Theorem 1.2.
As a result we will consider the family of problems
{
1
p
( py$)$+*qf C(t, y, py$)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+,
(2.15)n*
where 0<*<1. Let y # C[0, 1] & C2(0, 1) be a solution of (2.15)n* . Then
( py$)$0 on (0, 1), py$0 on (0, 1) and y1n on [0, 1]. Also
| y| 0=sup[0, 1] | y(t)|= y(0). We first show
r0(t)p(t) y$(t)0 for t # [0, 1]. (2.16)
Suppose there exists t # (0, 1] with p(t) y$(t) < r0(t). Then since
limt  0+ p(t) y$(t)=0r0(0) there exists + # [0, t) with p(t) y$(t)<r0(t) on
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(+, t] and p(+) y$(+)=r0(+). Now since r0(t) is nonincreasing on [0, 1] we
have p(t) y$(t)& p(+) y$(+)<r0(t)&r0(+)0 i.e
p(t) y$(t)& p(+) y$(+)<0. (2.17)
However
p(t) y$(t)& p(+) y$(+)=|
t
+
( p(s) y$(s))$ ds
=& *|
t
+
p(s) q(s) f C(s, y(s), p(s) y$(s)) ds
=&* |
t
+
p(s) q(s) f (s, y(s), r0(s)) ds=0.
This contradicts (2.17) so (2.16) is true. In addition since (2.9) is true
1
n
 y(t)
1
n
+|
1
0
|r0(t)|
p(t)
dt1+|
1
0
|r0(t)|
p(t)
dt#M
i.e.
1
n
 y(t)M for t # [0, 1]. (2.18)
Now (2.17), (2.18) together with Theorem 1.2 imply that (2.15)n1 has a solu-
tion yn . In addition (argument as above),
r0(t)p(t) y$n(t)0 and
1
n
 yn(t)M for t # [0, 1]. (2.19)
Since yn1n on [0, 1] then yn is a solution of (2.13)n. Next we obtain a
sharper lower bound on yn .
Now (2.18) together with assumption (2.10) implies that there exists a
function M(t) continuous on [0, 1] and positive on (0, 1) with
f (t, yn , py$n)M(t)(1+ py$n) for t # [0, 1], yn # (0, M]
and
py$n # [r0(t), 0].
Consequently
&( p(t) y$n(t))$p(t) q(t) M(t)(1+ py$n(t))
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and so
( py$n)$+ p(t) q(t) M(t)( py$n)&p(t) q(t) M(t).
Thus
p(t) y$n(t)e&
t
0 +(x) dx&1; where +(x)= p(x) q(x) M(x).
Integration from t to 1 yields
yn(t)
1
n
+|
1
t
1
p(s)
(1&e&
s
0 +(x) dx) ds.
Thus
yn(t)8M(t)#|
1
t
1
p(s)
(1&e&
s
0 p(x) q(x) M (x) dx) ds. (2.20)
Remark. Notice 8M(t)>0 on [0, 1).
Next notice from (2.11) that
0&( py$n)$ (t)p(t) q(t)[g( yn(t))+h( yn(t))]
and so this together with (2.19) and (2.20) implies
0&( py$n)$ (t)p(t) q(t)[g(8M(t))+ sup
x # [0, M]
h(x)] for t # (0, 1).
(2.21)
Also (2.19) implies
0&y$n(t)
[&r0(t)]
p(t)
. (2.22)
Now (2.19), (2.21) and (2.22) imply that
[ yn]n # N+ , [ py$n]n # N+ are bounded, equicontinuous families on [0, 1].
(2.23)
Thus the Arzela Ascoli theorem guarantees the existence of a subsequence
N of N+ and a function y # C[0, 1] with py$ # C[0, 1] such that yn con-
verges uniformly on [0, 1] to y as n   through N and py$n converges
uniformly to py$ as n   through N. Also y(1)=0, limt  0+ p(t) y$(t)=0
and y(t)8M(t) for t # [0, 1]. Now yn satisfies
yn(t)= yn(0)&|
t
0
1
p(s) |
s
0
p(x) q(x) f (x, yn(x), p(x) y$n(x)) dx ds.
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For t # (0, 1) and x # [0, t] we have f (x, yn(x), p(x) y$n(x))  f (x, y(x),
p(x) y$(x)) uniformly since f is uniformly continuous on compact subsets of
[0, 1]_(0, M]_[min[r0(t)], 0]. Let n   through N to obtain
y(t)= y(0)&|
t
0
1
p(s) |
s
0
p(x) q(x) f (x, y(x), p(x) y$(x)) dx ds.
Then y # C2(0, 1) and 1p( py$)$=&qf (t, y, py$) for t # (0, 1). K
Remark. Condition (2.12) in Theorem 2.1 may be replaced by the more
restrictive condition
p(1){0 and |
1
0
p(t) q(t) g(a0(1&t)) dt< for any a0>0.
(2.24)
To see this notice
8H(t)=(1&t)
1t 1p(s)(1&e
&s0 p(x) q(x) H (x) dx) ds
1&t
#’(t)(1&t).
Notice if p(1){0 we have ’ # C[0, 1] (note 1p # L1[0, 1]) and
’(1)=
1
p(1)
(1&e&
1
0 p(x) q(x) H (x) dx) > 0.
Thus ’>0 on [0, 1] and so mint # [0, 1] ’(t)=’(t0), say. Consequently
8H(t)’(t0)(1&t).
Example 2.1. Consider the boundary value problem
{y"+( y
&:+ y;+1)(1&(&y$)#)=0, 0<t<1
y$(0)=0= y(1)
(2.25)
with 0<:<1, ;0 and #1. Then (2.25) has a solution y # C[0, 1] &
C2(0, 1) with y>0 on [0, 1).
To see this we apply Theorem 2.1 with p=q=1, r0(t)=&1, g( y)= y&:
and h( y)= y;+1. Now (2.2)(2.7) hold and in addition (2.8) is true since
f (t, y, z)=( y&:+ y;+1)(1&(&z)#)0
for y # (0, ) and z # [&1, 0].
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Also (2.9) and (2.11) hold. In addition (2.10) holds since
f (t, y, z)(H&:+1)(1+z) on [0, 1]_(0, H]_[&1, 0]
(note &(&z)#z if z # [&1, 0]). Finally (2.24) is satisfied since 0<:<1.
Thus all the conditions of Theorem 2.1 are satisfied so (2.25) has a solution
y with y>0 on [0, 1).
Next we obtain two results for the case when 1p is not necessarily in
L1[0, 1]. Our main result is Theorem 2.3.
Theorem 2.2. Suppose (2.2)(2.5), (2.10), (2.11) and (2.12) are satisfied.
In addition assume
{
h
g
is nondecreasing on (0, ) and there exists a constant
(2.26)
M>0 such that for z>0,
|
z
0
du
g(u)
\|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds+\1+h(z)g(z)++|
1
0
du
g(u)
implies zM
and
|
1
0
1
p(s) |
s
0
p(x) q(x) g(8H(x)) dx ds< (2.27)
hold. Then (2.1) has a solution y # C[0, 1] & C2(0, 1) (with py$ # AC[0, 1])
and y>0 on [0, 1).
Remark. Conditions (2.12) and (2.27) in Theorem 2.2 may be replaced
by the more restrictive conditions,
p is nondecreasing on (0, 1)
and
|
1
0
p(t) q(t) g(a0(1&t)) dt< for any a0>0 (2.28)
and
|
1
0
1
p(s) |
s
0
p(x) q(x) g(a0(1&x)) dx ds< for any a0>0. (2.29)
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To see this notice (with +(x)= p(x) q(x) H(x)) for t # (0, 1),
8H(t)=|
1
t
1
p(s)
(1&e&
s
0 +(x) dx) ds
1
p(1) |
1
t
(1&e&
s
0 +(x) dx) ds
=(1&t)
1t (1&e
&s0 +(x) dx) ds
p(1)(1&t)
#’(t) (1&t).
Now
’(1)=
1
p(1)
(1&e&
1
0 +(x) dx)>0
and ’ # C[0, 1] with ’>0 on [0, 1]. Thus mint # [0, 1] ’(t)=’(t0) say and
so 8H(t)’(t0) (1&t).
Proof. Let N +=[1, 2, ...] and consider (2.13)n, (2.14)n, (2.15)n* as in
Theorem 2.1. Let y be a solution of (2.15)n* . Then ( py$)$0, py$0 on
(0, 1) and y1n on [0, 1]. From the definition of f C we have
f C(t, y(t), p(t) y$(t))g( y(t))+h( y(t))
so
&( py$)$ (x)p(x) q(x) g( y(x)) {1+h( y(x))g( y(x))= for x # (0, 1).
Integrate from 0 to t to obtain
&p(t) y$(t)g(y(t)) {1+h( y(0))g( y(0))= |
t
0
p(x) q(x) dx
since g is nonicreasing on (0, ) and hg is nondecreasing on (0, ).
Divide by p(t) g( y(t)) and integrate from 0 to 1 to obtain
|
y(0)
1n
du
g(u)
{1+h( y(0))g( y(0))= |
1
0
1
p(s) |
s
0
p(x) q(x) dx ds
and so
|
y(0)
0
du
g(u)
{1+h( y(0))g( y(0))= |
1
0
1
p(s) |
s
0
p(x) q(x) dx ds+|
1
0
du
g(u)
.
This together with (2.26) implies y(0)M. Consequently
1
n
 y(t)M for t # [0, 1]. (2.30)
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Essentially the same reasoning as in Theorem 2.1 yields
r0(t)p(t) y$(t)0 for t # [0, 1]. (2.31)
Now (2.30), (2.31) and Theorem 1.2 implies that (2.14)n has a solution yn .
In addition (argument as before),
r0(t)p(t) y$n(t)0 and
1
n
 yn(t)M for t # [0, 1]. (2.32)
Also yn is a solution of (2.13)n. Exactly the same argument as in Theorem
2.1 establishes
yn(t)8M(t) for t # [0, 1]. (2.33)
Also notice that
0&( py$n)$ (t)p(t) q(t)[g(8M(t))+ sup
x # [0, M]
h(x)]
for t # (0, 1). (2.34)
In addition we have
0&p(t) y$n(t)|
t
0
p(x) q(x)[g(8M(x))+ sup
z # [0, M]
h(z)] dx
and so
0&y$n(t)
1
p(t) |
t
0
p(x) q(x)[g(8M(x))+ sup
z # [0, M]
h(z)] dx
for t # (0, 1). (2.35)
Now (2.32), (2.34) and (2.35) imply that
[ yn]n # N+ , [ py$n]n # N+ are bounded, equicontinuous families on [0, 1].
(2.36)
The conclusion of the theorem follows as in Theorem 2.1. K
Example 2.2. Consider the boundary value problem
{
1
t%
(t%y$)$+( y&:+ y;+1)(1&(&t%y$)#)=0, 0<t<1
(2.37)
lim
t  0+
t%y$(t)=0= y(1)
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with 0<:<1, %0, 0;<1 and #1. Then (2.37) has a solution y with
y>0 on [0, 1).
To see this we apply Theorem 2.2 with p=t%, q=1, r0(t)=&1,
g( y)= y&: and h( y)= y;+1. Now (2.2)(2.5), (2.10) and (2.11) are
satisfied. Also (2.28) and (2.29) hold since 0<:<1. Finally (2.26) is true
since 0;<1. Thus all the conditions in Theorem 2.2 are satisfied so
(2.37) has a solution y with y>0 on [0, 1).
We now establish a very general result for the case when 1p is not
necessarily in L1[0, 1].
Theorem 2.3. Suppose (2.2)(2.5), (2.10), (2.11) and (2.12) are satisfied.
In addition assume
|
1
0
g(x) dx< (2.38)
{
there exists a function Q(t) continuous and nondecreasing on (0, 1)
(2.39)satisfying p2(t) q(t)Q(t) on (0, 1) and |
1
0
- Q(x)
p(x)
dx<
and
sup
c # (0, )
|
c
0
du
- R(c)&R(u)
>- 2 |
1
0
- Q(x)
p(x)
dx (2.40)
hold; here R(u)=u0 [ g(s)+h(s)] ds. Then (2.1) has a solution y #
C[0, 1] & C2(0, 1) (with py$ # AC[0, 1]) and y>0 on [0, 1).
Proof. From (2.40) we may choose M>0 and =>0 (=<M ) such that
|
M
=
du
- R(M )&R(u)
>- 2 |
1
0
- Q(x)
p(x)
dx. (2.41)
Let n0 # [1, 2, ...] be chosen so that 1n0<= and let N +=[n0 , n0+1, ....].
We now consider the problems (2.13)n, (2.14)n, (2.15)n* (with n # N
+) as in
Theorem 2.1. Let y be a solution of (2.15)n* . Then ( py$)$0, py$0 on
(0, 1) and y1n on [0, 1]. From the differential equation we have
p(s) y$(s)( p(s) y$(s))$=*p(s) q(s) f C(s, y(s), p(s) y$(s))[&p(s) y$(s)]
p(s) q(s)[g( y(s))+h( y(s))][&p(s) y$(s)]
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and integration from 0 to t yields
[ p(t) y$(t)]22Q(t) |
y(0)
y(t)
[ g(u)+h(u)] du. (2.42)
Thus
&y$(t)
- R( y(0))&R( y(t))
- 2
- Q(t)
p(t)
for t # (0, 1)
and so integration from 0 to 1 yields
|
y(0)
1n
du
- R( y(0))&R(u)
- 2 |
1
0
- Q(x)
p(x)
dx.
Consequently
|
y(0)
=
du
- R( y(0))&R(u)
- 2 |
1
0
- Q(x)
p(x)
dx. (2.43)
If | y| 0=M i.e. y(0)=M then (2.43) yields
|
M
=
du
- R(M )&R(u)
- 2 |
1
0
- Q(x)
p(x)
dx
which contradicts (2.41). Thus
| y| 0{M. (2.44)
Exactly the same reasoning as in Theorem 2.1 implies
r0(t)p(t) y$(t)0 for t # [0, 1]. (2.45)
Let M0=M and M1=sup[0, 1] |r0(t)|+1 in Theorem 1.2. Notice from
(2.44) and (2.45) that
| y| 1=max { | y| 0M0 ,
| py$| 0
M1 ={1.
Thus Theorem 1.2 implies that (2.14)n has a solution yn with | yn | 0<M0
and | py$n | 0<M1 . In fact (argument as before) yn1n on [0, 1] and also
r0(t)p(t) y$n(t)0 for t # [0, 1]. Consequently yn is a solution of (2.13)n
and
r0(t)p(t) y$n(t)0 and
1
n
 yn(t)<M for t # [0, 1]. (2.46)
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Essentially the same argument as in Theorem 2.1 establishes yn(t)8M(t)
for t # [0, 1] and
0&( py$n)$ (t)p(t) q(t)[g(8M(t))+ sup
x # [0, M]
h(x)]
for t # (0, 1). (2.47)
In addition (2.42) and (2.46) (with yn replacing y) imply [ p(t) y$n(t)]2
2Q(t) R(M ) for t # [0, 1] and so
0&y$n(t)
- 2 - Q(t)
p(t)
R(M ) for t # (0, 1). (2.48)
Now (2.46), (2.47) and (2.48) imply that
[ yn]n # N+ , [ py$n]n # N+ are bounded, equicontinuous families on [0, 1].
(2.49)
The conclusion of the theorem follows as in Theorem 2.1. K
Example 2.3. Consider the boundary value problem
{
1
t%
(t%y$)$++( y&:+ y;+1)(1&(&t%y$)#)=0, 0<t<1
(2.50)
lim
t  0+
t%y$(t)=0= y(1)
with 0<:<1, %0, ;0, #1 and +>0. Then (2.50) has a solution y
(with y>0 on [0, 1)) for + small, in fact for
0<+
<
1
2 \ supc # (0, ) |
c
0
du
 11&: c1&:+ 11+; c1+;+c& 11&: u1&:& 11+; u1+;&u+
2
.
(2.51)
To see this we apply Theorem 2.3 with p=t%, q(t)=+, r0(t)=&1,
g( y)= y&:, h( y)= y;+1 and Q(t)=+t2%. Now all the conditions of
Theorem 2.3 are satisfied. To see that (2.40) holds notice
sup
c # (0, )
|
c
0
du
- R(c)&R(u)
= sup
c # (0, )
|
c
0
du
 11&: c1&:+ 11+; c1+;+c& 11&: u1&:& 11+; u1+;&u
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which is strictly greater than
- 2 |
1
0
- Q(x)
p(x)
dx=- 2+
since (2.51) holds. Hence (2.50) has a solution y (with y>0 on [0, 1)) from
Theorem 2.3.
Remark. If 0;<1 then (2.50) has a solution for all +>0 since the
right hand side of (2.51) is infinity.
The remainder of the results concern the case when (2.7) does not hold.
In this situation we need to place a growth restriction on the third variable
of the nonlinearity f.
Theorem 2.4. Suppose (2.2)(2.5) are satisfied. In addition assume
{
0 f (t, y, z)[ g( y)+h( y)][A+B |z| #]
(2.52)
on [0, 1]_(0, )_(&, 0]
with g>0 continuous and nonincreasing on (0, ),
h0 continuous on [0, ), A>0, B>0, 0<#1
are constants, and |
1
0
g(x) dx<
{
there exists a function Q0(t) continuous and nondecreasing on [0, 1]
satisfying p#+1(t) q(t)Q0(t) on [0, 1] and |
1
0
Q0(x)
p(x)
dx< (2.53)
h
g
is nondecreasing on (0, ) and there exists a constant
(2.54)
M>0 such that for z>0,
|
z
0
du
g(u)
\1+h(z)g(z)+\A |
1
0
1
p(s) |
s
0
p(x) q(x) dx ds
+Bz# |
1
0
Q0(x)
p(x)
dx++|
1
0
du
g(u)
implies zM
{
for constants H>0, L>0 there exists a function
H, L continuous
on [0, 1] and positive on (0, 1) such that f (t, u, z)H, L(t)
on (0, 1)_(0, H]_[&L, 0]
(2.55)
|
1
0
p(x) q(x) g(0H, L(x)) dx< (2.56)
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and
|
1
0
1
p(s) |
s
0
p(x) q(x) g(0H, L(x)) dx ds< (2.57)
hold; here
0H, L(x)=|
1
x
1
p(s) |
s
0
p(t) q(t) H, L(t) dt ds.
Then (2.1) has a solution y # C[0, 1] & C2(0, 1) (with py$ # AC[0, 1]) and
y>0 on [0, 1).
Proof. Let N+=[1, 2, ...] and consider (2.13)n. To show (2.13)n has a
solution for each n # N+ we will examine the modified problem
{
1
p
( py$)$+q f CC(t, y, py$)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+,
(2.58)n
where
f CC(t, u, z)=
f (t, u, z) ; u
1
n
, z0
f (t, u, 0) ; u
1
n
, z0
f \t, 1n , z+ ; u
1
n
, z0
f \t, 1n , 0+ ; u
1
n
, z0.
Remark. Notice f CC0 for t # [0, 1], u # R and z # R.
To show (2.58)n has a solution we consider the family of problems
{
1
p
( py$)$+* q f CC(t, y, py$)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+,
(2.59)n*
77SECOND ORDER BOUNDARY VALUE PROBLEMS
File: DISTIL 335319 . By:CV . Date:27:01:98 . Time:14:51 LOP8M. V8.B. Page 01:01
Codes: 2193 Signs: 928 . Length: 45 pic 0 pts, 190 mm
where 0<*<1. Let y be a solution of (2.59)n* . Then ( py$)$0 on (0, 1),
py$0 on (0, 1) and y1n on [0, 1]. Also from the definition of f CC we
have
f CC(t, y(t), p(t) y$(t))[ g( y(t))+h( y(t))][A+B(&p(t) y$(t))#],
so for x # (0, 1) we have
&( py$)$(x)g( y(x)) {1+h( y(x))g( y(x))= (Ap(x) q(x)+BQ0(x)[&y$(x)]#).
Integrate from 0 to t (and use Ho lder’s inequality if 0<#<1) to obtain
&p(t) y$(t)g( y(t)) {1+h( y(0))g( y(0))=
_\A |
t
0
p(x) q(x) dx+BQ0(t)[ y(0)& y(t)]#+
g( y(t)) {1+h( y(0))g( y(0))=
_\A |
t
0
p(x) q(x) dx+BQ0(t)[ y(0)]#+.
Divide by p(t) g( y(t)) and integrate from 0 to 1 to obtain
|
y(0)
0
du
g(u)
\1+h( y(0))g( y(0))+\A |
1
0
1
p(s) |
s
0
p(x) q(x) dx ds
+B[ y(0)]# |
1
0
Q0(x)
p(x)
dx++|
1
0
du
g(u)
.
This together with (2.54) implies y(0)M. Consequently
1
n
 y(t)M for t # [0, 1]. (2.60)
Next notice condition (2.52) implies
&( py$)$ (t)p(t) q(t) g( y(t)) {1+h( y(t))g( y(t))= (A+B[&p(t) y$(t)]#)
and so for t # (0, 1),
[ p(t) y$(t)]( py$)$ (t)
A+B[&p(t) y$(t)]#
{1+h(M )g(M )= p2(t) q(t) g( y(t))[&y$(t)].
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Integrate from 0 to t to obtain
|
&p(t) y$(t)
0
u
A+B u#
du{1+h(M )g(M )= ( sup[0, 1] p2(x) q(x)) |
M
0
g(u) du.
Let
9(z)=|
z
0
u
A+B u#
du
and note 9()= with 9 : [0, )  [0, ) an increasing function.
Hence for t # [0, 1],
0&p(t) y$(t)
9 &1\{1+h(M )g(M )= ( sup[0, 1] p2(x) q(x)) |
M
0
g(u) du+#M1 . (2.61)
Now (2.60), (2.61) and Theorem 1.2 implies that (2.58)n has a solution yn .
In addition (argument as above),
1
n
 yn(t)M and 0& p(t) y$n(t)M1 for t # [0, 1]. (2.62)
Also yn is a solution of (2.13)n. Next we obtain a sharper lower bound on
yn . Now (2.62) together with assumption (2.55) implies that there exists a
function M, M
1
(t) continuous on [0, 1] and positive on (0, 1) with
f (t, yn(t), p(t) y$n(t))M, M
1
(t).
Consequently
&( py$n)$ (t)p(t) q(t) M, M
1
(t) for t # (0, 1)
and so
yn(t)
1
n
+|
1
t
1
p(s) |
s
0
p(x) q(x) M, M
1
(x) dx ds#
1
n
+0M, M
1
(t).
Remark. Notice 0M, M
1
(t)>0 on [0, 1].
Also notice that for t # (0, 1),
0&( py$n)$ (t)p(t) q(t)[g(0M, M
1
(t))+ sup
x # [0, M]
h(x)](A+B M #1) (2.63)
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and in addition we have for t # (0, 1),
0&y$n(t)
1
p(t) |
t
0
p(x) q(x)[g(0M, M
1
(x))+ sup
z # [0, M]
h(z)]
_(A+B M #1) dx. (2.64)
Now (2.62), (2.63) and (2.64) imply that
[ yn]n # N+ , [ py$n]n # N+ are bounded, equicontinuous families on [0, 1].
(2.65)
The conclusion follows as in Theorem 2.1. K
Example 2.4. Consider the boundary value problem
{y"+( y
&:+ y;+1)(1+(& y$)#)=0, 0<t<1
y$(0)=0= y(1)
(2.66)
with 0<:<1, ;0, 0<#<1 and ;+#<1. Then (2.66) has a solution y
with y>0 on [0, 1).
To see this we will apply Theorem 2.4 with p=q=1, g( y)= y&: and
h( y)= y;+1. Clearly (2.2)(2.5), (2.52), (2.53), (2.54) (since ;+#<1),
and (2.55) (with H, L(x)=H &:) are satisfied. To check (2.56) and (2.57)
first notice that
0H, L(x)=H &: |
1
x
|
s
0
dt ds=
H &:
2
(1+x)(1&x).
Consequently (2.56) and (2.57) are true since 0<:<1. Thus all the condi-
tions of Theorem 2.4 are satisfied so (2.66) has a solution y with y>0 on
[0, 1).
Next we establish a more general result.
Theorem 2.5. Suppose (2.2)(2.5), (2.52), (2.53), (2.55), (2.56) and
(2.57) are satisfied. In addition assume
|
1
0
[ g(x)]1# dx< (2.67)
h
g
is nondecreasing on (0, ) (2.68)
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and
sup
c # (0, ) |
c
0
du
Ag(u) \1+h(c)g(c)++B[R(c)&R(u)]#
>|
1
0
Q1(x)
p(x)
dx (2.69)
hold ; here Q1(t)=max[t0 p(x) q(x) dx , Q0(t)] and R(u)=
u
0 [ g(s)+
h(s)]1# ds. Then (2.1) has a solution y # C[0, 1] & C2(0, 1) (with py$ #
AC[0, 1]) and y>0 on [0, 1).
Proof. From (2.69) we may choose M>0 and =>0 (=<M ) such that
|
M
=
du
Ag(u) \1+h(M )g(M )++B [R(M )&R(u)]#
> |
1
0
Q1(x)
p(x)
dx. (2.70)
Let n0 # [1, 2, ...] be chosen so that 1n0<= and let
N+=[n0 , n0+1, ...].
Consider (2.13)n, (2.58)n and (2.59)n* as in Theorem 2.4. Let y be a solution
of (2.59)n* . Then ( py$)$0, py$0 on (0, 1) and y1n on [0, 1]. Now
&( py$)$ (t)Ap(t) q(t) g( y(t)) {1+h( y(t))g( y(t))=
+Bp(t) q(t)[ g( y(t))+h( y(t))][&p(t) y$(t)]#
for t # (0, 1). Integrate from 0 to t (and use Ho lder’s inequality if 0<#<1)
to obtain
&p(t) y$(t)Ag( y(t)) {1+h( y(0))g( y(0))= |
t
0
p(x) q(x) dx
+BQ0(t) \|
y(0)
y(t)
[ g(s)+h(s)]1# ds+
#
and so
&y$(t)
Ag( y(t)) {1+h( y(0))g( y(0))=+B[R( y(0))&R( y(t))]#

Q1(t)
p(t)
for t # (0, 1).
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Integrate from 0 to 1 to obtain
|
y(0)
1n
du
Ag(u) {1+h( y(0))g( y(0))=+B[R( y(0))&R(u)]#
|
1
0
Q1(t)
p(t)
dt
and consequently
|
y(0)
=
du
Ag(u) \1+h( y(0))g( y(0))++B[R( y(0))&R(u)]#
|
1
0
Q1(x)
p(x)
dx. (2.71)
If | y| 0=M i.e. y(0)=M then (2.71) yields
|
M
=
du
Ag(u) \1+h(M )g(M )++B[R(M )&R(u)]#
|
1
0
Q1(x)
p(x)
dx
which contradicts (2.70). Thus
| y| 0{M. (2.72)
Notice also from the differential equation that
p(t) y$(t)( py$)$ (t)
A+B[&p(t) y$(t)]#
 p2(t) q(t)[ g( y(t))+h( y(t))][&y$(t)]
and so with 9 as in Theorem 2.4 we have for t # [0, 1],
0&p(t) y$(t)9 &1 \[ sup[0, 1] p2(x) q(x)] |
y(t)
0
[h(u)+ g(u)] du+ . (2.73)
Now notice any solution y of (2.59)n* that satisfies 1n y(t)<M for
t # [0, 1] also satisfies (from (2.73)) for t # [0, 1],
0&p(t) y$(t)<9&1 \[ sup[0, 1] p2(x) q(x)] |
M
0
[h(u)+ g(u)] du+
#M1 . (2.74)
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Let M0=M and M1=M1 in Theorem 1.2. Notice from (2.72) and (2.74)
that
| y| 1=max { | y| 0M0 ,
| py$| 0
M1 ={1. (2.75)
To see this note if | y| 1=1 then because of (2.72), | py$| 0=M1 . But then
| y| 0<M i.e 1n y(t)<M for t # [0, 1]. This together with (2.74) implies
| py$| 0<M1 . We have a contradiction and so (2.75) is true.
Thus Theorem 1.2 implies (2.58)n has a solution yn with | yn | 0<M and
| py$n | 0<M1 . In fact
1
n
 yn(t)<M and 0&p(t) y$n(t)M1 for t # [0, 1]. (2.76)
Also yn is a solution of (2.13)n and as in Theorem 2.4 we have yn(t)
0M, M1(t) for t # [0, 1]. In addition (2.63), (2.64) and (2.65) are again true.
The conclusion of the theorem follows as in Theorem 2.1. K
Remark. It is easy to see (look at Theorem 2.4) that (2.67) and (2.69)
in Theorem 2.5 could be replaced by
sup
c # (0, )
1
(1+h(c)g(c)) |
c
0
du
g(u)[A+B c#]
>|
1
0
Q1(t)
p(t)
dt.
In fact the technique in Theorem 2.5 establishes a new and very general
existence theorem for superlinear nonsingular boundary value problems
Theorem 2.6. Suppose (2.2)(2.4) and (2.53) are satisfied. In addition
assume
f : [0, 1]_[0, )_(&, 0]  R is continuous (2.77)
0 f (t, y, z)h( y)[A+B |z| #] on [0, 1]_[0, )_(&, 0]
{with h>0 continuous and nondecreasing on [0, ) (2.78)and A>0, B>0, 0<#1 are constants
and
sup
c # (0, )
|
c
0
du
Ah(c)+B[R(c)&R(u)]#
>|
1
0
Q1(x)
p(x)
dx (2.79)
hold; here Q1(t)=max[t0 p(x) q(x) dx, Q0(t)] and R(u)=
u
0 [h(s)]
1# ds.
Then (2.1) has a nonnegative solution y (here y # C[0, 1] & C2(0, 1) with
py$ # AC[0, 1]).
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Proof. Choose M>0 such that
|
M
0
du
Ah(M )+B[R(M )&R(u)]#
>|
1
0
Q1(x)
p(x)
dx. (2.80)
Consider the boundary value problem
{
1
p
( py$)$+qf1(t, y, py$)=0, 0<t<1
(2.81)
lim
t  0+
p(t) y$(t)=0= y(1),
where
f1(t, u, z)={
f (t, u, z) ; u0, z0
f (t, 0, z) ; u0, z0
f (t, u, 0) ; u0, z0
f (t, 0, 0) ; u0, z0.
Remark. Notice f10 for t # [0, 1], u # R and z # R.
To show (2.81) has a solution we consider the family of problems
{
1
p
( py$)$+*qf1(t, y, py$)=0, 0<t<1
(2.82)*
lim
t  0+
p(t) y$(t)=0= y(1),
where 0<*<1. Let y be a solution of (2.82)* . Then ( py$)$0, py$0 on
(0, 1) and y0 on [0, 1]. Essentially the same argument as in Theorem 2.5
establishes
&p(t) y$(t)Ah( y(0)) |
t
0
p(x) q(x) dx+BQ0(t)[R( y(0))&R( y(t))]#
for t # [0, 1] (2.83)
and
|
y(0)
0
du
Ah( y(0))+B[R( y(0))&R(u)]#
|
1
0
Q1(t)
p(t)
dt. (2.84)
In addition
| y| 0{M. (2.85)
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Also notice any solution y of (2.82)* that satisfies 0 y(t)<M for
t # [0, 1] also satisfies for t # [0, 1],
0&p(t) y$(t)<Ah(M ) |
1
0
p(x) q(x) dx
+B[ sup
[0, 1]
Q0(x)](R(M ))##M1 . (2.86)
Let M0=M and M1=M1 in Theorem 1.2. Notice
| y| 1=max { | y| 0M0 ,
| py$| 0
M1 ={1.
Thus Theorem 1.2 implies (2.81) has a solution y with | y| 0<M and
| py$| 0<M1 . In fact (as above) y0 on [0, 1] and py$0 on [0, 1]. Thus
y is a solution of (2.1). K
Remark. It is easy to see that (2.79) in Theorem 2.6 could be replaced
by
sup
c # (0, )
1
h(c) |
c
0
du
A+Bc#
>|
1
0
Q1(t)
p(t)
dt.
Example 2.5. Consider the nonsingular boundary value problem
{y"++( y
;+1)(1+(&y$))=0, 0<t<1
y$(0)=0= y(1)
(2.87)
with ;0 and +>0. Then (2.87) has a nonnegative solution for + small,
in fact for
0<+< sup
c # (0, ) \|
c
0
du
c;+1+
1
;+1
[c;+1&u;+1]+[c&u]
+ . (2.88)
To see this we will apply Theorem 2.6 with p=1, q=+, Q1(t)=+,
A=B=#=1 and h( y)= y;+1. It is easy to see that (2.2)(2.4), (2.53),
(2.77) and (2.78) (with #=1) are satisfied. Notice (2.79) also holds since
sup
c # (0, )
|
c
0
du
Ah(c)+B[R(c)&R(u)]#
= sup
c # (0, )
|
c
0
du
c;+1+
1
;+1
[c;+1&u;+1]+[c&u]
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which is strictly greater than
|
1
0
Q1(t)
p(t)
dt=+
since (2.88) holds. Hence (2.87) has a nonnegative solution from
Theorem 2.6.
Theorem 2.7. Suppose (2.2)(2.4) and (2.77) are satisfied. In addition
assume
0 f (t, y, z)h( y) %( |z| ) on [0, 1]_[0, )_(&, 0]
{with h>0 continuous and nondecreasing on [0, ) (2.89)and %>0 continuous and nondecreasing on [0, )
and
sup
c # (0, ) \
c
h(c) %(c)+
>a0=max {|
1
0
p(x) q(x) dx, |
1
0
1
p(t) |
t
0
p(x) q(x) dx dt= (2.90)
hold. Then (2.1) has a nonnegative solution y (here y # C[0, 1] & C2(0, 1)
with py$ # AC[0, 1]).
Proof. Choose M>0 such that
M
h(M ) %(M )
>a0
and consider (2.81) and (2.82)* . Let y be a solution of (2.82)* . Then
&( p(t) y$(t))$p(t) q(t) h( y(t)) %( | p(t) y$(t)| )p(t) q(t) h( | y| 1) %( | y| 1)
and so
&p(t) y$(t)h( | y| 1) %( | y| 1) |
t
0
p(x) q(x) dx for t # [0, 1].
Thus we have
| py$| 0a0h( | y| 1) %( | y| 1)
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and
| y| 0a0 h( | y| 1) %( | y| 1).
Hence
| y| 1
h( | y| 1) %( | y| 1)
a0 .
Now | y| 1{M and so the result follows from Theorem 1.2. K
To conclude this section we discuss a special case of (2.1), namely the
singular boundary value problem
{
1
p
( py$)$+qf (t, y)=0, 0<t<1
(2.91)
lim
t  0+
p(t) y$(t)=0= y(1).
We obtain new results which extend and complement those in [1, 12].
Theorem 2.8. Suppose (2.2)(2.4) hold. In addition assume
f : [0, 1]_(0, )  R is continuous. (2.92)
{
0 f (t,y)g( y)+h( y) on [0, 1]_(0, ) with g>0
(2.93)
continuous and nonincreasing on (0, ), h0 continuous
on [0, ), and
h
g
nondecreasing on (0, )
for each constant H>0 there exists a function H continuous
{on [0, 1] and positive on (0, 1) such that f (t, u)H(t) (2.94)on (0, 1)_(0, H]
sup
c # (0, ) \
1
{1+h(c)g(c)=
|
c
0
du
g(u)+>|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds (2.95)
hold. Then (2.91) has a solution y # C[0, 1] & C2(0, 1) and y>0 on [0, 1).
Proof. From (2.95) we may choose M>0 and =>0 (=<M ) such that
1
{1+h(M )g(M )=
|
M
=
du
g(u)
>|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds. (2.96)
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Let n0 # [1, 2, ...] be chosen so that 1n0<= and let N+=[n0 , n0+1, ...].
Consider
{
1
p
( py$)$+qf (t, y)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+.
(2.97)n
and to show (2.97)n has a solution we examine the modified problem
{
1
p
( py$)$+qf2(t, y)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N+,
(2.98)n
where
f2(t, u)={
f (t, u), u
1
n
f \t, 1n+ , u
1
n
.
To show (2.98)n has a solution for each n # N+ we will use Theorem 1.3.
Consider the family of problems
{
1
p
( py$)$+*qf2(t, y)=0, 0<t<1
lim
t  0+
p(t) y$(t)=0, y(1)=
1
n
, n # N +,
(2.99)n*
where 0<*<1. Let y be a solution of (2.99)n* . Then ( py$)$0 on (0, 1),
py$0 on (0, 1) and y1n on [0, 1]. Also
&( py$)$ (t)p(t) q(t) g( y(t)) {1+h( y(t))g( y(t))= for t # (0, 1).
Integrate from 0 to t to obtain
&p(t) y$(t)g( y(t)) {1+h( y(0))g( y(0))= |
t
0
p(x) q(x) dx
for t # (0, 1). (2.100)
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Integration from 0 to 1 yields
1
{1+h( y(0))g( y(0))=
|
y(0)
1n
du
g(u)
|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds
and consequently
1
{1+h( y(0))g( y(0))=
|
y(0)
=
du
g(u)
|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds.
This together with (2.96) implies
| y| 0{M. (2.101)
Then Theorem 1.3 implies that (2.98)n has a solution yn with | yn | 0M. In
fact (as above),
1
n
 yn(t)<M for t # [0, 1]. (2.102)
In addition there exists a function M(t) continuous on [0, 1] and positive
on (0, 1) with f (t, yn)M(t). Consequently
&( p(t) y$n(t))$p(t) q(t) M(t) for t # (0, 1)
and so
yn(t)|
1
t
1
p(s) |
s
0
p(x) q(x) M(x) dx ds#0M(t).
Remark. Notice 0m(t)>0 on [0, 1).
Return to (2.100) (with yn replacing y) and we have
0
&y$n(t)
g( yn(t))
{1+h(M )g(M )=
1
p(t) |
t
0
p(x) q(x) dx
for t # (0, 1). (2.103)
Consider
I(z)=|
z
0
du
g(u)
.
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Now I is an increasing map from [0, ) onto [0, ) (notice I()=
since g>0 in nonincreasing on (0, )) with I continuous on [0, K] for
any K>0. In fact
[I( yn)]n # N+ is a bounded, equicontinuous family on [0, 1]. (2.104)
The equicontinuity follows from the inequality (here t, s # [0, 1]),
|I( yn(t))&I( yn(s))|= } |
yn(t)
yn(s)
du
g(u) }= } |
t
s
y$n(x)
g( yn(x))
dx }
{1+h(M )g(M )= } |
t
s
v(x) dx } ,
where v(t)=1p(t) t0 p(x) q(x) dx (notice v # L
1[0, 1] because of (2.4)).
The previous inequality, the uniform continuity of I&1 on [0, I(M )] and
| yn(t)& yn(s)|=|I &1(I( yn(t)))&I &1(I( yn(s)))|
implies that
[ yn]n # N+ is a bounded, equicontinuous family on [0, 1]. (2.105)
Thus the Arzela Ascoli theorem guarantees the existence of a subsequence
N of N+ and a function y # C[0, 1] such that yn converges uniformly on
[0, 1] to y as n   through N. Also y(1)=0 and y(t)8M(t) for
t # [0, 1]. Now yn satisfies
yn(t)= yn(0)&|
t
0
1
p(s) |
s
0
p(x) q(x) f (x, yn(x)) dx ds.
Let n   through N to obtain
y(t)= y(0)&|
t
0
1
p(s) |
s
0
p(x) q(x) f (x, y(x)) dx ds.
Then 1p( py$)$=&qf (t, y) on (0, 1), y # C2(0, 1) and limt  0+ p(t)
y$(t)=0. K
Example 2.6. Consider the boundary value problem
{
1
t%
(t%y$)$++( y&:+ y;+1)=0, 0<t<1
(2.106)
lim
t  0+
t%y$(t)=0= y(1).
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with :>0, %0, ;>0 and +>0. Then (2.106) has a solution y (with y>0
on [0, 1)) for + small, in fact for
0<+<2 sup
c # (0, ) \
1
1+(c:+c;+:)
c:+1
:+1+ . (2.107)
To see this we apply Theorem 2.8 with p=t%, q(t)=+, g( y)= y&:
and h( y)= y;+1. Clearly (2.2)(2.4), (2.92), (2.93) and (2.94) (with
H=H &:) hold. Notice (2.95) also holds since
sup
c # (0, ) \
1
{1+h(c)g(c)=
|
c
0
du
g(u)+= supc # (0, ) \
1
1+(c:+c;+:)
c:+1
:+1+
which is strictly greater than
|
1
0
1
p(s) |
s
0
p(x) q(x) dx ds=
+
2
since (2.107) holds. Thus (2.106) has a solution y with y>0 on [0, 1] from
Theorem 2.8.
3. DIRICHLET BOUNDARY DATA
This section discusses the boundary value problem
{
1
p
( py$)$+qf (t, y, py$)=0, 0<t<1
(3.1)
y(0)=0= y(1),
where p # C[0, 1] & C1(0, 1), p>0 on (0, 1) and 10 dsp(s)<. It is easy
to obtain analogues of Theorems 2.1, 2.42.8. The proofs involve slight
modifications of the arguments in Section 2. For completeness we will dis-
cuss the analogue of Theorem 2.8. In particular we will discuss
{y"+qf (t, y)=0, 0<t<1y(0)=0= y(1). (3.2)
Remark. Notice by making a change of variables (i.e. by using the
Liouville transformation) one can reduce (3.1) (with f independent of its
third variable) to a problem of the form (3.2).
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For convenience we first state a known [15] existence principle for the
problem
{y"+qF(t, y)=0, 0<t<1y(0)=0= y(1). (3.3)
Theorem 3.1. Suppose the following conditions are satisfied.
q # C(0, 1) with q>0 on (0, 1) and |
1
0
t(1&t) q(t) dt< (3.4)
{
lim
t  0+
t2(1&t) q(t)=0 if |
1
0
(1&t) q(t) dt= and
lim
t  1&
t(1&t)2 q(t)=0 if |
1
0
tq(t) dt=
(3.5)
and
F : [0, 1]_R  R is continuous. (3.6)
In addition assume there is a constant M, independent of *, with
| y| 0{M
for any solution y to
{y"+*qF(t, y)=0, 0<t<1y(0)=0= y(1) (3.7)*
for each * # (0, 1). The (3.3) has a solution y # C[0, 1] & C2(0, 1) with
| y| 0M.
We now establish the analogue of Theorem 2.8 for the Dirichlet problem.
Theorem 3.2. Suppose (3.4) and (3.5) hold. In addition assume
f : [0, 1]_(0, )  R is continuous. (3.8)
{
0 f (t, y)g( y)+h( y) on [0, 1]_(0, ) with g>0
(3.9)
continuous and nonincreasing on (0, ), h0 continuous
on [0, ), and
h
g
nondecreasing on (0, )
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for each constant H>0 there exists a function H continuous
{on [0, 1] and positive on (0, 1) such that f (t, u)H(t) (3.10)on (0, 1)_(0, H]
sup
c # (0, ) \
1
{1+h(c)g(c)=
|
c
0
du
g(u)+>b0 (3.11)
hold; here
b0=max {2 |
12
0
t(1&t) q(t) dt, 2 |
1
12
t(1&t) q(t) dt= .
Then (3.2) has a solution y # C[0, 1] & C2(0, 1) with y>0 on (0, 1).
Proof. Choose M>0 and =>0 (=<M ) such that
1
{1+h(M )g(M )=
|
M
=
du
g(u)
>b0 . (3.12)
Let n0 # [1, 2, ...] be chosen so that 1n0<= and let N +=[n0 , n0+1, ...].
Consider
{
y"+qf (t, y)=0, 0<t<1
(3.13)n
y(0)= y(1)=
1
n
, n # N+
and to show (3.13)n has a solution we examine the modified problem
{
y"+qF(t, y)=0, 0<t<1
(3.14)n
y(0)= y(1)=
1
n
, n # N+,
where
F(t, u)={
f (t, u), u
1
n
f \t, 1n+ , u
1
n
.
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To show (3.14)n has a solution for each n # N + we will apply Theorem 3.1.
Consider the family of problems
{
y"+*qF(t, y)=0, 0<t<1
(3.15)n*y(0)= y(1)=
1
n
, n # N+,
where 0<*<1. Let y be a solution of (3.15)n* . Then y"0 on (0, 1) and
y1n on [0, 1]. Also there exists tn # (0, 1) with y$0 on (0, tn) and
y$0 on (tn , 1). For x # (0, 1) we have
&y"(x)g( y(x)) {1+h( y(x))g( y(x))= q(x). (3.16)
Integrate from t(ttn) to tn to obtain
y$(t)g( y(t)) {1+h( y(tn))g( y(tn))= |
tn
t
q(x) dx
and then integrate from 0 to tn to obtain
|
y(tn)
1n
du
g(u)
{1+h( y(tn))g( y(tn))= |
tn
0
xq(x) dx.
Consequently
|
y(tn)
=
du
g(u)
{1+h( y(tn))g( y(tn))= |
tn
0
xq(x) dx
and so
|
y(tn)
=
du
g(u)
{1+h( y(tn))g( y(tn))=
1
1&tn |
tn
0
x(1&x) q(x) dx. (3.17)
Similarly if we integrate (3.16) from tn to t(ttn) and then from tn to 1 we
obtain
|
y(tn)
=
du
g(u)
{1+h( y(tn))g( y(tn))=
1
tn |
1
tn
x(1&x) q(x) dx. (3.18)
Now (3.17) and (3.18) imply
|
y(tn)
=
du
g(u)
b0 {1+h( y(tn))g( y(tn))= .
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This together with (3.12) implies | y| 0{M. Then Theorem 3.1 implies that
(3.14)n has a solution yn with | yn | 0M. In fact (as above),
1
n
 yn(t)<M for t # [0, 1].
The remainder of the proof follows as in Theorem 3.2 of [15] (from (3.17)
onwards; see Theorem 2.8 in this paper also). K
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