It is shown that the technique in this paper can be used for the case of equality, inequality and set constraints if one considers the generalized gradient of Mordukhovich. An open question is if a Lagrange multiplier result holds when one has equality constraints and uses the linear generalized gradient.
conditions for optimality. More precisely, a Lagrange multiplier theorem is proven that includes inequality and set constraints.
The linear generalized gradient is a smaller version of the generalized gradient of Mordukhovich that retains many of its properties. It has good rules for the generalized gradient of the sum of functions and the maximum of functions. For our purposes it is also important that there are a good chain rule involving a co-derivative and a scalarization formula for the co-derivative.
Given this nice calculus, we show one can prove a Lagrange multiplier rule for Lipschitz problems. This result includes basic results for convex functions, the Clarke and Mordukhovich generalized gradients, the generalized gradient of Michel and Penot and Fr echet di erentiable functions. This paper is divided into four sections. The rst section gives the basic de nitions for the linear generalized gradient. It then continues with a review of some of the calculus for the linear generalized gradient. The section concludes with a new result is given that will be used in proving the Lagrange multiplier result. The second section contains a proof of the Lagrange multiplier result and several corollaries. The third section gives several examples that help place this result. Finally, the question of including equality constraints is discussed.
Definitions and Calculus
The basic objects used to de ne both the linear generalized gradient and the generalized gradient of Mordukhovich are the proximal normal and proximal subgradient. For our purposes the de nition is restricted to R n , however a similar de nition can be used in Banach spaces with a smooth renorm.
De nition 2.1. Let C R n and f : R n ! R f+1g. A v 2 R n is a proximal normal to C at x 2 C, if, for some > 0 C \ B(x + v; kvk) = fxg:
Here B(y; ) is the closed ball centered at y with radius .
A w 2 R n is a proximal subgradient to f at x if f(y) f(x) + hw; y ? xi ? ky ? xk 2 for all y in some neighborhood of x.
These de nitions have been used to characterize the generalized gradients and normal cones of Clarke 1, 2, 3] and Mordukhovich 5, 8, 10, 11] , the B-gradient 13, 14, 15] and to de ne the linear normal cone and linear generalized gradient 16]. They are also used, through normal cone de nitions, to de ne the co-derivative of Mordukhovich 11, 12] and the linear co-derivative 16].
An element of the normal cone of Mordukhovich is de ned as the limit of a sequence of proximal normals. To de ne the linear normal cone, a restriction in the convergence of the proximal normals is used.
De nition 2.2. A sequence of proximal normals v k ! v to a closed set C R n at x k ! x is linear if, either x k 6 = x for all k, and for some > 0 and all su ciently large k, To obtain the normal cone of Mordukhovich one simply removes the linear convergence restriction from the sequences of proximal normals. After this change, the closure is not necessary.
The following is an example showing that the two cones may be di erent. where N C (C; x) is the Clarke normal cone, CNC, to C at x.
If C is convex then all three of these cones coincide with the normal cone of convex analysis.
Proof. The rst inclusion follows directly from the de nitions. The second inclusion follows from the fact that N C (C; x) = cl co N M (C; x).
The proof that all three coincide when the set is convex is simple and left for the reader.
In optimization problems, one considers problems that involve functional constraints.
Thus a generalization of the gradient is required. Even with the restriction to \linear" convergence, the calculus for this generalized gradient is fairly strong. It extends to include lower semicontinuous (lsc) functions. Theorem 2.10. 16] Let f be a lsc function from R n to R f+1g and let g be a Lipschitz function from R n to R. Then
There is a rule for the non-negative multiple of a function. Theorem 2.11. 16] Let f be a lsc function from R n to R f+1g and let 0. Then
Another important result for our purposes is the following chain rule. It involves the 
The same result holds if the linear generalized gradient and co-derivative are replaced by those of Mordukhovich 10, 11, 12] . The other result that is central to the proof of the main theorem of this paper is a \scalarization" formula for the co-derivative. There is a sequence of proximal normals (v k ; ?y k ) ! ( v; ? y) to the graph of F at points (x k ; F(x k )) ! ( x; F( x)) such that 
This theorem can also be used to prove a result for the linear generalized gradient of the maximum of a nite number of functions. The problem considered in this section is a constrained optimization problem with inequality and set constraints. The form used is min x g 0 (x) subject to g i (x) 0 i = 1; 2; : : : ; p (*) x 
C:
Here it is assumed that all of the g i 's are Lipschitz functions from R n to R and C is a closed subset of R n .
The main result is a Lagrange multiplier rule that encompasses many classical results and many results in nonsmooth analysis where equality constraints are not considered. In what follows, @ P denotes the generalized gradient of Michel and Penot and N P (C; x) denotes the corresponding normal cone. Proof. One simply uses the fact that the Michel-Penot objects are the closed convex hulls of the \linear" objects.
Examples
In this section two examples are given and the di erences between Theorem 3.1 and Since N C (C; (0; 0)) = R 2 , the necessary condition is satis ed for any f when using the Clarke normal cone. This is much larger than desired.
The Mordukhovich cone is much better. Here N M (C; (0; 0)) is the union of the x-axis and the y-axis. This means that (0; 0) is a critical point for f's whose gradient is on one of the axes. This is much better.
In this example the linear normal cone is f(0; 0)g. This implies that the only functions that make (0; 0) a critical point are those whose gradient is (0; 0). This is as good as is possible.
One can also have cases where the di erence between LGG and MGG is as pronounced as that between LGG and CGG in the preceding example. Here it is assumed that all of the g i 's are Lipschitz functions from R n to R and C is a closed subset of R n .
The simple proof used in section 3 is not valid since the chain rule is not strong enough.
This proof does work for MGG since MGG has the following chain rule. 
This completes the proof.
Unfortunately, if the set constraint is included, the above result does not hold for LGG.
The following example shows this. At this point it is still unknown if a Lagrange multiplier result that includes equality constraints holds for LGG.
