Abstract. Let ψ(w) = w + C0 + 
Introduction and the main result
Let f c (z) = z 2 − c and f n c denotes its n-iterate, n = 1, 2, .... (Here and later on we keep the notations of [5] , in particular, we use the parameter −c instead of standard c.) The set M = {c : sup n |f n c (0)| < ∞} is called the Mandelbrot set. It is a closed bounded subset of the plane and, by the maximum principle, the complement C \ M = {c : f n c (0) → ∞, n → ∞} is connected. Douady and Hubbard [2] prove that M is also connected. For the proof, they construct a conformal isomorphism (1.1) ϕ : C \ M → C \ D from the complement of M onto the complement of the unit disk. Note that the famous MLC conjecture says that M is locally connected and this is equivalent to say that the inverse (Riemann) map
extends continuously onto the unit circle ∂D.
Consider the Laurent series of ϕ and ψ at ∞:
... Every number B ℓ , C ℓ is either zero or has a finite 2-adic expansion:
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for some odd integer numbers R ℓ , K ℓ and some integers p ℓ , q ℓ . In what follows, given an integer m = 0, we denote by ord(m) the maximal power of 2 which devides m, and we set ord(0) = +∞. For a fraction m/n with m, n non-zero integers, ord(m/n) = ord(m) − ord(n). In particular, ord(B ℓ ) = −p ℓ , ord(C ℓ ) = −q ℓ for non-zero B ℓ , C ℓ . The following properties of the Laurent coefficients B ℓ and C ℓ are found in [4] , [5] .
In particular, B ℓ = 0.
For every odd ℓ,
Theorems 1.1-1.2 are announced in [4] along with schemes of their proofs. Detailed proofs of Theorem 1.2 (in a more general setting of the Multibrot set) and Theorem 1.1 appear in [5] . Theorem 1.3 is only stated in [5] with the note that its proof is analogous to the one of Theorem 1.1. Recently, the author learned from [1] that Theorem 1.2 and Theorem 1.3 are parts of empirical observations (based on computer calculations) by Don Zagier: see the conjectures (i)-(iii) on p.32-33 of [1] . Since the proof of Theorem 1.3 was not written in [5] we reproduce it in the present note as a consequence of Theorem 1.1. In the course of the proof we confirm also all parts of Zagier's observation (ii), see Theorem 1.4 below.
A particular case of Theorem 1.2 (for l = 0) firts appeared in [3] (at the time of writing [4] - [5] the author had no access to [3] though). For a proof of Theorem 1.2 which is different from [4] , [5] , see [1] .
Let us state the main result. It is about (formal) inverse of any (formal) Laurent series with rational coefficients such that their denominators 2 p ℓ satisfy (1.6): Theorem 1.4. Suppose that (1.3) is a formal Laurent series and (1.4) is its formal inverse. Assume that the coefficients in (1.3) are of the form B ℓ = R ℓ 2 p ℓ , where R ℓ are odd integer numbers and the numbers p ℓ are given by the formula (1.6), ℓ = 0, 1, .... Then, for any ℓ, the coefficient C ℓ in (1.4) is either zero or of the form C ℓ = K ℓ 2 q ℓ , where K ℓ is an odd integer and, for the integer q ℓ ,
The equality in (1.8) holds if and only if either ℓ = 0 or ℓ is odd.
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Proof of Theorem 1.4
We use standard notations
for binomial coefficients, and
Lemma 2.1.
where
3)
Proof. That follows from a comparison of the free terms in the formal identity
Lemma 2.2. Let i t , t = 1, ..., j, be non-negative integers. Denote I = i 1 + ... + t j . Then we have:
The equality in (2.4) holds if and only if the (integer)
is an odd number. is odd. By the identity (2.5) with m = n = k, the latter sum is equal to k k . This proves (a). The proof of (b) is similar using (2.3) and (2.5) where we put m = k and n = k + 1. Now we prove Theorem 1.4 by indunction on ℓ ≥ 1. As C 1 = −B 1 , the statement is true for ℓ = 1. Assume that, for some ℓ > 1, ord(C k ) > ord(B k ) for any even 2 ≤ k ≤ ℓ − 1, and ord(C k ) = ord(B k ) for any odd 1 ≤ k ≤ ℓ − 1. We show in (i)-(iv), see below, that then ord(C k ) > ord(B k ), if ℓ is even and ord(C k ) = ord(B k ), if ℓ is odd.
(i). By Lemma 2.3, ord(M ℓ+1 −P ℓ ) = ord(B ℓ ) as the integers (ℓ+1) ℓ+1 and ℓ ℓ+1 have different parity.
(ii). (iii). Let ℓ be an odd number. Then, for each odd
(iv). Let ℓ be even. For even 1 ≤ k ≤ ℓ−1, by the induction hypotheis, This completes the step of induction.
