Abstract. We investigate densities of convolution semigroups of probability measures on R d . We prove lower on-diagonal estimates under mild assumptions on the corresponding jump measure and the characteristic exponent. We obtain upper estimates of the density and its derivatives if the jump measure compares with an isotropic unimodal measure and the characteristic exponent satisfies certain growth condition. We apply these results to establish sharp estimates of densities of non-symmetric Lévy processes.
Introduction
Heat kernel estimates intrigue researchers since many years. This is born out with enormous number of articles devoted to that topic and with the development of various techniques and approaches ([8] , [2] , [25] , [47] , [19] , [56] , [11] , [10] , [41] , [30] ). Of particular interest are densities (heat kernels) of a rich class of convolution semigroups of probability measures, in other words, the transition semigroups of Lévy processes ( [37] , [50] , [26] , [42] , [44] , [27] , [40] , [32] , [55] , [52] , [45] ). Their specific structure allows for better understanding and (uniform) results that can be beneficial in further studies. They are for instance employed to construct more complex Markovian semigroups and serve as a starting point in that procedure ( [38] , [39] , [12] , [34] , [29] , [28] ). This was also one of our motivations and the aim was accomplished in a preprint [20] . The prominent example here, apart from Brownian motion, is the isotropic α-stable process with a density comparable with t −d/α ∧ t|x| −d−α ( [4] , [59] ). It gave rise to studies of other subordinate Brownian motions ( [46] , [35] ) and even more general isotropic unimodal Lévy processes ( [57] , [5] , [13] ). Certain part of the attention was also attracted by singular α-stable processes or other (Lamperti, layered, relativistic, tempered, truncated) modifications and generalizations ( [14] , [15] , [16] , [6] , [58] , [60] , [26] , [50] , [24] , [53] , [55] , [9] , [43] , [22] , [23] ). The above list of directions as well as the literature are far from being complete and for more detailed descriptions we refer the reader to [37] , [53] (see also [55] ).
A great deal of the existing literature focuses on symmetric Lévy processes while for nonsymmetric Lévy processes we observe quite general but rather implicit estimates ( [37] , [36] , [31] ) or studies that are performed for very peculiar cases ( [21] , [48] , [33] , [54] ). The following paper can be placed between those two extremes as our purpose was to provide estimates for a relatively large class of non-symmetric Lévy processes in a legible and concise form. We also note that the lower estimates is delicate as it is troublesome to detect the position of (in general possibly infinite) supremum of the density (see Corollary 3.4 
and Theorem 4.3).
It is a common practice to use the characteristics describing continuous and jumping part of the Lévy processes in order to formulate assumptions. We follow this trend and we concentrate on assumptions that are expressed by conditions on certain modifications of the characteristic exponent (see [37, Theorem 2 .1] and (C4)) or incorporate Fourier inversion formula (see [52, Proposition 2.2 and 2.3] and (C5)). By complementing so far non-established implications we show that those and other conditions are equivalent. This clarification not only provides better comprehension of the existing results ( [36] , [31] , [32] , [55] ), but also allows for significant simplifications of assumptions. Our considerations also rest upon those conditions (see, for example, Section 4).
We introduce our framework. Let d ∈ N and Y = (Y t ) t 0 be a Lévy process in R d ( [51] ). Recall that there is a well known one-to-one correspondence between Lévy processes in R d and the convolution semigroups of probability measures (P t ) t 0 on R d . The characteristic exponent Ψ of Y is defined by Here A is a symmetric non-negative definite matrix, b ∈ R d and N(dz) is a Lévy measure, i.e., a measure satisfying
We call (A, N, b) the generating triplet of Y . Our aim is to (discuss the existence and) establish estimates of the density p(t, x) of Y t , or equivalently of P t (dx). To this end for r > 0 we define Note that if e −tΨ(x) is absolutely integrable, we can invert the Fourier transform and represent the density as p(t, x) = (2π)
−i x,z e −tΨ(z) dz .
The main results of this paper concerning heat kernel estimates are Proposition 4.2 and Theorem 4.3 of Section 4, and Theorem 5.6 and Theorem 5.12 of Section 5.2 (see also Corollary 5.11 and Remark 5.13). Below we present a sample of our findings which we formulate to give a flavour of our more insightful conclusions. We use the following notation: for r > 0, (b) There is c > 0 such that for all t < T ,
and
if and only if for some β ∈ [0, 2), c ∈ (0, 1] we have c λ d+β g(λr) g(r), λ 1, r < R. 
Thus h is a more tractable version of Ψ * (see Lemma 2.1). A deeper connection with the process is that there exists a constant c > 0 depending only on the dimension d such that
where S(r) = inf{t : |Y t − tb r | > r} (see [49] ). Intuitively, h describes the average expansion of the process in the space.
We note that h(0 + ) < ∞ (h is bounded) if and only if A = 0 and N(R d ) < ∞, i.e., the corresponding Lévy process is a compound Poisson process (with drift). Most of the conditions discussed in the paper automatically preclude Y from being such a process. Nevertheless, to avoid unnecessary considerations we assume in the whole paper that h(0 + ) = ∞. The remainder of the paper is organized as follows. In Section 2 we collect fundamental properties of functions K and h. In Section 3 we prove the equivalence of conditions (C1) − (C7) (small time) and (D1) − (D4) (large time). Section 4 is dedicated to the lower ondiagonal estimates of the denisty. In Section 5 we deliver upper estimates of the density and its derivatives for pure-jump Lévy processes and we complement them with lower on-and offdiagonal estimates. We also give concrete examples. In Section 6 we store auxiliary results concerning pure-jump isotropic unimodal Lévy processes, in particular crucial features of the bound function Υ t (x) defined in (5.8).
We conclude this section by setting the notation. Throughout the article
is the surface measure of the unit sphere in R d . By c(d, . . .) we denote a generic positive constant that depends only on the listed parameters d, . . .. We write f (x) ≈ g(x), or simply f ≈ g, if there is a constant c ∈ [1, ∞) independent of x such that c −1 f (x) g(x) cf (x). As usual a ∧ b = min{a, b} and a ∨ b = max{a, b}. In some proofs we use a short notation of the weak lower scaling condition (at infinity), i.e., for φ : (0,
For a set A ⊆ R d we denote δ(A) = inf{|y| : y ∈ A} and diam(A) = sup{|y − x| :
Preliminaries -functions K and h
In this section we discuss a Lévy process Y in R d with a generating triplet (A, N, b). The following properties are often used without further comment (see also Lemma 6.1). 
Proof. It suffices to consider the non-local part for a > 0 and b = ∞. By Fubini's theorem
The following are equivalent.
(A1) For all λ 1 and r < θ h ,
(A2) For all λ 1 and u > h(θ h ),
Further, consider (A3) There is c ∈ (0, 1] such that for all λ 1 and r > 1/θ h ,
(A4) There is c > 0 such that for all r < θ h , h(r) cK(r) .
Proof. We show that (A2) gives (A1). The converse implication is proved in the same manner.
1 and by the monotonicity of h,
The equivalence of (A1) and (A3) follows from (1.2). We show the equivalence of (A1) and (A4). By (A1) we have h(s) 1 2 h(λ 0 s) for s < θ h and λ 0 = 1/(2C h ) 1/α h < 1. By Lemma 2.2,
Conversely, again by Lemma 2.2 we get for 0 < r 1 < r 2 < θ h ,
which implies that h(r)r 2/c is non-increasing for r < θ h , and ends the proof.
Lemma 2.4. Assume that for some T, c 1 , c 2 > 0 we have
Moreover, α h and C h can be chosen to depend only on d, c 1 and c 2 .
Thus for c 0 = (c 2 e
Letting c = max{c 0 , √ 2}, σ = log 2 (c) and considering 2 n−1 λ < 2 n , n ∈ N, we get for t < T ,
The statement follows from Lemma 2.3.
Note that in Lemma 2.3 and 2.4 we deal with the behaviour of the function h at the origine (or globaly if θ h = ∞ therein). Without proofs we give counterparts for the behaviour at infinity.
(B1) For all λ 1 and r > θ h ,
(B2) For all λ 1 and u < h(θ h ),
Further, consider (B3) There is c ∈ [1, ∞) such that for all λ 1 and r < 1/θ h ,
Lemma 2.6. Assume that for some T, c 1 , c 2 > 0 we have
Then (B1) holds for some α h ∈ (0, 2], c h ∈ (0, 1] and θ h = h −1 (2/T ). Moreover, α h and c h can be chosen to depend only on d, c 1 and c 2 .
We end this section with a technical comment on (A1) and (B1).
Remark 2.7. If θ h < ∞ in (A1), we can stretch the range of scaling to r < R < ∞ at the expense of the constant C h . Indeed, by continuity of h, for θ h r < R,
Similarly, if θ h > 0 in (B1), we extend the range to 0 < R < r by reducing the constant c h . We have for R < r θ h ,
General Lévy processes
In this section we discuss a Lévy process Y in R d with a generating triplet (A, N, b).
3.1. Equivalent conditions -small time. We introduce and comment on seven conditions (C1) − (C7), which are ubiquitous in the literature. For (C2) and (C5) see [52, 31, 55] , for (C3) see [5] , and for (C4) see [37, 36] . 
Proof. (C2) =⇒ (C1). Follows immediately by the inverse Fourier transform. 
Consequently, we get for t < T 1 
Note that
Therefore it suffices to show that for all r < T 4 (see (1.2)),
with c 4 > 0 independent of the choice of x, or equivalently of the choice of the projection Π 1 . Similarly, we define Z 2 = Π 2 Y and we get Ψ 2 , K 2 and h 2 for a projection Π 2 on the linear subspace V ⊥ = {y ∈ R d : y, v = 0}. We let {v, v 2 , . . . , v d } to be an orthonormal basis (with the usual scalar product) such that v 2 , . .
, and we write x = (ξ,ξ). Since Re[Ψ(x)] is a characteristic exponent we have by [3, Proposition 7.15] that
In particuliar, see (3.2), both Ψ 1 and Ψ 2 are unbounded, so Z 1 and Z 2 are not compound Poisson processes (with drift), therefore h 1 and h 2 are unbounded and strictly decreasing. Further, by (1.2) for t < T 2 ,
Directly from the definition we have h 2 h, which implies h
h −1 and with the above gives
This implies by monotonicity of r 2 h 1 (r) that
By Lemma 2.4 h satisfies (A1) with some
. Consequently, since h 1 and h are comparable (h 1 h always holds), h 1 satisfies (A1) with α h , c x, Ax + (1 − cos (1))
It remains to show that Ψ * ∈ WLSC, or equivalently that (A1) holds for h. We take v ∈ R d such that |v| = 1 and we let Π 1 to be a projection on the linear subspace V = {λv : λ ∈ R} of R d . We consider a projection Z 1 = Π 1 Y of the Lévy process Y on V and the corresponding objects K 1 and h 1 . Note that for r > 0,
and therefore by (1.2) and our assumption for r < T 4 ,
Using Lemma 2.3 we get (A1) for h 1 with
Since h 1 and h are comparable we conclude (A1) for h. Finally, the result holds with
To sum up, (C2) holds with c 2 = c 2 (d, α 3 , c 3 ) and
From the next result we see that (C2) implies an apparently stronger condition (C5).
Lemma 3.2. The conditions of Theorem 3.1 are equivalent with (C5)
There is T 5 ∈ (0, ∞] such that for some (every) m ∈ N there is c 5 > 0 and for all t < T 5 ,
Proof. First we show that (C3) gives (C5) for every m ∈ N. By (1.2) and our assumption there is c = c(d, c 3 ) 1 such that for all t > 0,
Here c 5 = c 5 (d, m, α 3 , c 3 ). It remains to prove that if (C5) holds for some m ∈ N, then (C2) also holds. Indeed, (C2) follows by
Observe that for all r 1 , r 2 > 0 we have 
Proof. We note that there is [49] there is c = c(d) such that for r = λ,
and applying Lemma 2.3 we get
Therefore, by the continuity of p, whenever λ < T 3 , then there exists
. This gives for λ < T 3 and |y| 1/(2c 5 ) λ,
Finally, for every t < 1/h(T 3 /a 0 ),
Now we prove the last sentence of the statement. It suffices to show that if (CI) hods with T > 0 and c 1, then it also holds with 2T and a modified c, where the modificaton depends only on d, α 3 , c 3 , T 3 , T, h. Let t < 2T and
By Lemma 2.3 and the monotonicity of
Note that |x t | 2(c + 1)h −1 (1/t) by the bound of |x t/2 | and (3.3). The proof is complete.
Here are two consequences of merging Lemma 3.3 with the condition (C1) (note that (C6) implies (C1) by integrating over a ball of radius (1/c 6 )h −1 (1/t)). 
Moreover, (C3) implies (C6) with c 6 = c 6 (d, α 3 , c 3 ) and
The next corollary gives another connection with the existing literature, cf. [37, Theorem 2.1]. It is also an apparent reinforcement of (C1). 
Moreover, (C3) implies (C7) with c 7 = c 7 (d, α 3 , c 3 ) and
3.2. Equivalent conditions -large time. Our next result resembles Theorem 3.1, except that here we analyse the density for large time. The main difference is that in the third and the fourth condition below we add a priori that from some point in time onwards the characteristic function is absolutely integrable. 
(D2) There are T 2 , c 2 > 0 such that for all t > T 2 ,
(D3) There are T 3 > 0, c 3 ∈ (0, 1] and α 3 ∈ (0, 2] such that for all |x| < 1/T 3 ,
We have
We have 
It's not hard to verify that the function f (r) =h(1/r) satisfies WLSC(α 3 , 0, c 3 /c d ) and therefore by [5, Lemma 16] ,
Next, for t > 2t 0 we have
Since 
Proof. We first prove that under (C3) the condition A = 0 implies det(A) = 0. Indeed, if that was not the case we would have Ax = 0 for some |x| = 1 and then by (1.2) with c d = 16(1 + 2d),
which leads to a contradiction since the latter tends to zero as r → 0 + . On the other hand, if det(A) = 0, since A is non-negative definite, there is c > 0 such that x, Ax c|x| 2 . We 
If additionally R d |x| 2 N(dx) < ∞, then we can take T = ∞ withc > 0.
Proof. We consider two Lévy processes Z 1 and Z 2 that correspond to ( 1 2 A, N, b) and (
2
(1/c)h
κ, which by putting r = h
By (3.3) we get for t < T that
Thus |σ t | m 1 h
θ). Note that by Lemma 4.1 the density of Z
Eventually, for all t < T and |x| θ √ t,
If R d |x| 2 N(dx) < ∞, the above is valid for all t > 0 with κ = A /2 + R d |x| 2 N(dx).
We focus on the case without Gaussian part and we engage a symmetric Lévy measure ν s (dx). The next result can be viewed as a non-local counterpart of Proposition 4. 
and a 2 ∈ [1, ∞) such that for every |x| > 1/T 3 ,
Then for all T, θ > 0 there is a constantc =c(d, α 3 , c 3 , T 3 , a 1 , a 2 , ν s , T, θ) > 0 such that for all 0 < t < T and |x| θh
If T 3 = ∞, then we can take T = ∞ withc > 0.
Proof. We start by decomposing the Lévy process Y . For λ > 0 we consider the following Lévy measures
We let Z 1.λ and Z 2.λ to be Lévy processes with generating triplets (0, N 1.λ , b) and (0, N 2.λ , 0), respectively. By analogy we write Ψ 1.λ , h 1.λ , p 1.λ and Ψ 2.λ , h 2.λ , p 2.λ . Observe that for
Further, for |x| > 1/T 3 we get
. We also have a 1 h s (r) h(r) , r > 0 , and by (1.2), with c d = 16(1 + 2d),
Claim: For every θ > 0 there are a 0 = a 0 (d, α 3 , c 3 , a 2 ) andc 1 =c 1 (d, α 3 , c 3 , T 3 , a 1 , a 2 , ν s , θ) > 0 such that for all t < 1/h s (T 3 /a 0 ) and |x| θh 
Indeed, by [49] there is c = c(d) such that for r = λ,
= cth 1.λ (r) cth(r) .
Applying Lemma 2.3 we get
h(r) (c d /c 3 )a −α 3 0 h(r/a 0 ) a 2 (c d /c 3 ) 2 a −α 3 0 h s (r/a 0 ) = a 2 (c d /c 3 ) 2 a −α 3 0 t −1 .
Now, the inequality follows with
Step 2. We note that for λ < T 3 there exists |x t | λ such that
It clearly follows from the continuity of p 1.λ and 1/2 1 − P(|Z
Step 3. We claim that there exists a constant c st3 = c st3 (d, α 3 , c 3 , a 1 , a 2 ) such that for every t < 1/h s (T 3 ) we have
For the proof we first observe that Ψ s satisfies (C3) with T s = T 3 , c s = (c 2 3 a 1 )/a 2 and α s = α 3 . Then by (C5) there is a constant c
The last inequality follows from Lemma 2.3.
Step 4. We prove that there is a constant c st4 = c st4 (d, α 3 , c 3 , a 1 , a 2 ) such that for λ < T 3 , inf |y| c st4 λ
Indeed, by
Step 2. and Step 3. we have for every |y| 1/(2c st3 ) λ,
Step 5. We show here that there is a constant c st5 = c st5 (d, α 3 , c 3 , a 1 , a 2 ) 1 such that for λ < T 3 and every |x| c st5 λ
First, we observe that
Using (1.2) and WLSC of Ψ * s , for |x| 1/λ > 1/T s we have
Finally, we choose c st5 such that 2h s (λ) (1/2)Re[Ψ s (x)], which ends the proof of the claim.
Step 6. Given r 1 > 0 we define the following family of infinitely divisible probability measures,
s (1/t) < T 3 and |y| r 1 } . We claim that there is a constant c st6 = c st6 (d, α 3 , c 3 , a 1 , a 2 ) such that for every µ ∈ X (T 3 , ν s , a 0 , r 1 ),
The characteristic exponent of µ equals −i x, y + tΨ 2.λ (x/λ). Then by (C3) for Ψ s we have for λ < T 3 ,
Step 7. We justify that the family X (T 3 , ν s , a 0 , r 1 ) is tight. By [49] we have for c = c(d), every µ ∈ X (T 3 , ν s , a 0 , r 1 ) and R > 1 + r 1 ,
Step 8. We show that for every r 1 , r 2 > 0,
and c st8 = c st8 (T 3 , ν s , a 0 , r 1 , r 2 ). Let µ n be a sequence realizing the infimum. By Prokhorov's theorem we can assume that µ n converges weakly to a probability measure µ 0 . Thus
Moreover, µ 0 is infinitely divisible (see [51, Theorem 8.7] ) and absolutely continuous with respect to the Lebesgue measure with a continuous bounded density g 0 (x). The latter follows from [51, Proposition 2.5(xii) and (vi)], Fatou's lemma and
Let y n be such that µ n is the distribution of Z 2.λ t /λ + y n . Since |y n | r 1 , by choosing a subsequent, we can assume that y n converges to y 0 . Thenμ 0 (dx) = µ 0 (dx + y 0 ) is a symmetric infinitely divisible probability measure, as a weak limit of symmetric µ n (dx + y n ), with a continuous symmetric densityg 0 (x) = g 0 (x + y 0 ) and hence
for all |x| ε and sufficiently small ε > 0. Since the support ofμ 0 (dx) is a group (see [7] ), then it has to equal to R d . Therefore µ 0 (B r 2 ) =μ 0 (B r 2 − y 0 ) > 0.
Step 9. Note that Ψ = Ψ 1.λ + Ψ 2.λ . Therefore, for λ < T 3 and σ t := x −x t + tb [h
We also have |σ t | m 1 λ, where
Then, with r 1 = m 1 in the definition of X , for all t < 1/h s (T 3 /a 0 ) and |x| θh
The Claim follows from Step 8.
We prove the final statement. We only have to consider the case T 3 < ∞ in (C3). Let a 0 ) with a 0 = a 0 (d, α 3 , c 3 , a 2 ) 1 taken from the Claim. It suffices to examine t ∈ [kt 0 , (k + 1)t 0 ), k ∈ N. For k = 1 the statement holds by the Claim. We show by induction that the statement is true for all k 2. By Chapman-Kolmogorov equation we have forx :
In what follows we find the upper bound of |x − y|. By (3.3) and t 0 t − t 0 we have
We note that by Lemma 2.3 and the comparability of h and h s , (A1) holds for h s with α hs = α 3 , θ hs = T 3 and C hs = a 2 (c d /c 3 )
2 /a 1 . We extend this scaling as in Remark 2.7 using R := h
. Then (A1) holds for h s with α hs = α 3 ,θ hs = R and C hs (resulting from the extension). In particuliar, 1/t > h s (θ hs ) and by Lemma 2.3, α 3 , c 3 , T 3 , a 1 , a 2 , ν s , k, θ) . Then by the Claim,
s (1/(t − t 0 )), by the induction hypothesis,
Finally,
Pure-jump Lévy processes
In this section we discuss a Lévy process Y in R d with a generating triplet (A, N, b) where A = 0. We begin with an auxiliary observation.
Combining with (1.2) we immediately have with c d = 16(1 + 2d), [31] .
Theorem 5.2. Assume that N(dx) is a Lévy measure such that
for some constants M 1 , M 2 > 0. Further, assume that there are M 5 > 0 and T ∈ (0, ∞] such that
Then for all k, m ∈ N 0 satisfying m k > γ and every
Proof. First we use (5.4), (5.1), Lemma 2.4 and 2.3 to obtain (A2) with
, and the condition (C2) with c 2 = c 2 (d, M 5 ) and
Thus, the remaining inequality (8) 
5.2.
Comparison with a unimodal Lévy measure. We concentrate on N(dx) that admits a density n(x) satisfying for some C N 1,
is a non-increasing function. In other words, N(dx) = n(x)dx is comparable with an isotropic unimodal Lévy measure ν 0 (|x|)dx. At this point we refer the reader to Section 6 for auxiliary results on isotropic unimidal Lévy processes. We denote the corresponding characteristic exponent by Ψ 0 , as well as functions K 0 and h 0 . We consider the scaling condition (A1) for h 0 (see Remark 2.7): there are
Remark 5.3. Under the assumption of (5.5) the condition (5.6) is equivalent with (C3). Indeed, combining (5.5), (6.1) and (1.2) we get for every x = 0 and r = |x|,
We record a technical observation and a property of b r (see (1.1)).
Proof. From (5.7) and Lemma 5.1, 1 h
Finally, we apply Lemma 2.3.
Lemma 5.5. Let r 1 , r 2 , t > 0 satisfy c
0 (1/t)) for some c 1. Then with a = c 3 C N we have
Now, we focus on the upper estimates of p(t, x) and of its derivatives using Theorem 5.2. To this end for t > 0, x ∈ R d we define the bound function, 
Proof. We verify assumptions of Theorem 5.2. We define a decreasing function f (s) = s −d K 0 (s) and we have f (s/2) 2 d+2 f (s) (see Lemma 6.1). Observe that (5.2) is satisfied with f , γ = d and
Thus ( 
Here and below t ∈ (0, T /c d ]. By Lemma 5.4
0 (1/t), then we bound the above minimum by h
since r → r 2 K 0 (r) is non-decreasing. Lemma 2.3, continuity of K 0 and h 0 assert that the quotient h 0 (|x| ∧ θ h 0 )/K 0 (|x| ∧ θ h 0 ) is bounded by a constant depending only on α h 0 , C h 0 . Therefore, the above minimum is bounded by ctf (|x|). Now, Corrolary 6.8 provides that In the next three propositions we present another situations in which (5.10) holds. They play an important role in view of our further studies (see [20] ). The first relies on the assumptions of cancellations of zN(dz) near the origin and the control of rh(r).
Proposition 5.8. Under the assumptions of Theorem 5.6, if
Proof. Note that r = h In the next proposition we deal with a case in which the intrinsic (first order) drift term is dominated by the order of non-locality.
Proposition 5.9. Under the assumptions of Theorem 5.6, if
Proof. We rely on Remark 5.7. Consider r < θ h 0 . If
h 0 (u)du and by (5.6) we have
If r 1, similarly we get
. Now, we observe that by our assumption we can put r = h
For r 1 the proof is already complete. For r 1 we use t/[h
, which follows from (5.6).
In the third proposition we treat a Lévy measure having a property: Lemma 6.2) . To formulate our result we consider
If θ h 0 < ∞ we extend the scaling to r < R as follows, for θ h 0 r < R, 
Proof. Letb = b + |z|<1 z N(dz). We note that r = h −1 0 (1/t) < θ h 0 and by Lemma 6.2,
We finally use (5.9) and Lemma 6.7 (cf. Remark 5.7).
We pass to the lower estimates of p(t, x). By Remark 5.3 and Theorem 4.3 the following holds.
Corollary 5.11. Assume that the Lévy measure N(dx) satisfies (5.5) and that (5.6) holds for h 0 . Then for all T, θ > 0 there is a constantc =c(d, α h 0 , C h 0 , θ h 0 , ν 0 , C N , T, θ) > 0 such that for all 0 < t < T and |x| θh
If θ h 0 = ∞, we can also take T = ∞ withc > 0. 
Proof. First we decompose the Lévy measure N(dx) and so the characteristic exponent Ψ. For λ > 0 we consider N 1.λ (dx) := n 1.λ (x)dx, N 2.λ (dx) := n 2.λ (x)dx, where
We let Z 
By (5.14) and (5.6) we can apply Corollary 5.11. Thus, there isc =c(d, α h 0 , C h 0 , θ h 0 , ν 0 , C N , T, θ 1 , θ 2 ) such that for all 0 < t < T and |w| (θ 1 + θ 2 /2)h
.
Note that if |x| 2λ and z ∈ B (x,t) , then |z| λ |x − z| |x|. Thus for all 0 < t < T , |y| θ 1 h It is natural to ask under which conditions the lower bound agrees with the upper bound (5.9), i.e., when the estimates are sharp (at least locally in time and space). In our setting the question reads whether ν 0 (r) is comparable with r −d K 0 (r), that is if the latter is dominated by ν 0 (r) (the converse always holds, Lemma 6.1). The answer to this question is given in Lemma 6.3 by means of scaling properties of K 0 , or equivalently of ν 0 .
Here is a direct consequence of Remark 5.13 and Lemma 6.3 (cf. [5, Theorem 21 and 26] ).
Corollary 5.14. Assume that the Lévy measure N(dx) satisfies (5.5) 0 (1/t) ≈ t 1/α for t < T . We also have cλ d+α ν 0 (λr) ν 0 (r) for all λ 1, r > 0 (here we omit details). The upper estiamte follows now from Theorem 5.6 and Lemma 6.3. The lower estimate results from Corollary 5.14.
The lower bound is a consequence of K 0 (r) h 0 (r), which implies tK 0 (|x 0 |)|x 0 | Proof 
(1/t)]
−d (see Lemma 6.5) . Again, monotonicity of K 0 (r)r −d and scaling of K 0 imply for 2|z| > |x| that Υ t (z) 2 d+2 Υ t (2z) 2 d+2 Υ t (x). Hence for x ∈ R d and |z| h −1 (3/t) we obtain Υ t (x + z) 2 d+2 Υ t (x) .
Finally, to cover the case a > 1 we let n ∈ N. Then for any |z| nh
0 (3/t) we have Υ t (x + z) = Υ t (x + [(n − 1)/n]z + z/n) (2 d+2 ) n Υ t (x) . Then Υ t (x) ϕ t (x) c Υ t (x) for all t < 1/h 0 (θ h 0 ), x ∈ R d and a constant c = c(α h 0 , C h 0 ).
Proof. By Lemma 6.5 it suffices to consider r 0 < |x| h 
