Abstract We show that a combination of well-known operators, namely iτ • H • Z is selfadjoint and ad-hoc related to the ζ function. Here τ is an involution appearing in Weil's positivity criteria needed for symmetrization, H a regularization operator introduced by Connes [6] and Z essentially Poisson summation. We elaborate on the Hilbert-Pólya conjecture, discuss why the Hermite-Biehler theorem, uncertainty relations and cohomologies are interesting in our scenario.
Introduction
We hope our exposition contains at least for non-experts new informations and maybe can stimulate other approaches, but we admit that the meaning of some things is still a puzzle.
The zeta function ζ is for ℜ(s) > 1 defined by ζ(s) := p∈P
n −s where P is the set of primes. One way to continue ζ to the complex plane is the following [17] :
Let 2 t . Notice that we can estimate Ψ by a geometric series for instance we have the inequality Ψ(t) ≤ exp(−πt)/(1 − exp(−πt)) and hence Ψ(t) converges exponentially fast to zero as t → +∞.
By t → πn 2 t substitutions in the Mellin transform corresponding to the Γ function we have The Poisson summation formula can be considered as a special case of a more geometric one called the Selberg trace formula and briefly is described as follows: Let F (x) for x → ±∞ decays faster than 1/|x| 2 (it is well-known that this assumption can be weakened in several ways). The series ∞ −∞ F (x + n) is a well-defined function of the argument x and has period 1, hence can be expanded as a Fourier series and a calculation yields For α = 2 we have essentially H ∝ XP + P X, where X and P are the position and momentum operators respectively and the proportionality factor is i /2 where is the Planck constant. This Hamiltonian for the standard inner product was introduced by Connes in his approach towards a proof of the generalized RH see [4] and [5] and the article [1] of Berry and Keating.
A well-known fact is that H α commutes with dilations d β , i.e. [H α , d β ] = 0 because of the chain rule, hence H α ′ commute with the Poisson summation maps Z α . For any α, α ′ we can exchange H α and H α ′ . By calculation we have H 2 α = id +∆ α and H α also commutes with ∆ α ′ . A crucial regularization property of an operator of the shape H α = id +αt∂ t is that it kills t −1/α singularities. Hence a singularity of the shape may look like a direction to an algebraic coordinate descriptions of the Ξ zeros, but this is more a Fata Morgana because in the further integration by parts procedure this hints get lost: Let ϕ : [1, ∞] → C be a smooth function, with no singularities at 1 and in addition enjoying the property that at ∞ the function ϕ and all of its derivatives are rapidly decaying. We will use the full statement of the following auxiliary lemma 1.0.3 to show that it is not easy to chase the Fata Morgana, but here it is essentially enough to consider only the case m = 0 and α = 4, for instance: If Ψ : R + → C is smooth with Ψ(t) = t for some m ∈ N and α ∈ R \ 0. The series ψ n defined by ψ Proof. Notice 1.4 is self-consistent and ψ(t) = ±t . We consider 1.0.3 for the case α = 4, n = 0: Riemann's analytic continuation 0.3 combined with the previous rewriting 1.0.2 shows the iteration of the integration by parts procedure is
∀n ∈ N. Formula 1.5 was discovered by Pólya in the Nachlass of Jensen [13] .
2 t exp(−πn 2 t) is a strictly negative charged integral kernel restricted to the integration interval [1, ∞] .
Because of the functional equation (∆ Ψ)(t) behave also nice for t → 0 and 1.5 implies
(1.6) Formula 1.5 also implies that
cosh (ln(t)s/4) decays rapidly for |ℑ(s)| → ∞, roughly the oscillating in the integral kernel gets fast. The previous formula 1.6 has been discussed by various people, and Pólya's conjecture that the Turán inequalities are satisfied was verified [8] by Csordas, Norfolk and Varga.
Let us follow 1.2 approximately with help of 1.0.2, 1.0.3, the calculation is not important in the following but maybe a bit amusing: We first use the well-known hyperbolic addition theorem cosh(a + b) = cosh(a) cosh(b) + sinh(a) sinh(b) to split up the real and imaginary part of the r.h.s. of the zero equation 1.2. For the imaginary part of 1.2 we have with sinh(x) = ∞ m=0 x 2m+1 /(2m + 1)! the following formal expansion
where we used 1.0.3 for the + case and a b = a a−b . It would be absurd if we just truncate, approximate one side of 1.7 where the first line represents the only algebraic terms appearing and the second line integrals that decay faster than any negative power of y, because
The algebraic line can be rewritten as follows
and we have an agreement of the imaginary algebraic terms on the l.h.s and r.h.s of 1.2. Analog also the algebraic terms on both sides of the real part of illusion 1.2 vanish self-consistent.
It may be also tempting for the reader to use the auxiliary lemmas 1.0.2 and 1.0.3 to rewrite parts of inequalities like the derivatives of Ξ involving quite strange set of inequalities
for all f that are positive on [0, ∞] and x ≥ 0 and substitute 1.2 and 1.3 in the inequalities at certain points of the calculation, but the author was not able to figure out something very meaningful on this way. However the reader is free to use his favourite trigonometric inequalities and try, but let us mention that the fact that (H 4 ∆ 4 Ψ)(t) changes sign on [1, ∞] is a crucial point for the proof of the subtle Turán inequalities contained in [8] .
2 Mellin transforms and generic zeros Formula 1.6 can be considered as a special case of the following more general theorem 2.0.4 corresponding to H 2 in the previous picture, in other words the following regularization is not the operator H 4 compatible with the symmetry Ψ(t) = t −1/2 [Ψ (1/t) + 1/2] − 1/2 in the sense of 1.0.3. Essentially 2.0.4 maybe goes back to the year 1922, but to the best of our knowledge appears in the literature always in a slightly different form as we will explain and discuss briefly below the theorem: Theorem 2.0.4. Let 0 < λ ∈ R and consider a function f of rapid decay at ∞ and with
We have an analytic continuation by the formula
Proof. We give a proof for the convenience of the reader, although the arguments are well-known:
We define an even function F λ (t) := f (|t| λ ) and our assumptions on f imply
or in other words we assumed that Poisson summation is valid. It is well-known that the Fourier transform F (p) satisfies F (p) ≤ Cp −k for real p → ∞ with some constant C if g is k times differentiable and if F is smooth F decays rapidly at ∞.
For a rapidly at ∞ decaying function f (t) also (
is rapidly decaying at ∞: A finite sum of rapidly decaying functions is of rapid decay and we have by assumption that for any
We apply the rescaled operator H λ = id +λt∂ t on the formula 2.1 for
where we used Leibniz rule, H λ t −1/λ = 0, the fact that t∂ t is invariant under dilations, the formula t∂ t (f • id λ ) = λ(t∂ t f ) • id λ and usual properties of the Fourier transform, for instance the identity p∂ p F (p) = − ∂ x xF (p). Because lim t→0 f (t) does not diverge by assumption we have for ℜ(s) > 1 the calculation
where we made the substitution t = n λ t ′ and used ∞ n=1 f (n λ t) is of rapid decay at ∞. Now consider the linear combination of integrals corresponding to H λ : If f ∈ C 3 (R + ) the differentiation assumption in the theorem is obviously satisfied. Moreover we yield a continuation to ℜ(s) > 0 because under the assumptions H 1 F λ (p) decays at least like 1/p 2 , hence
and this shows that the integral kernel on the r.h.s. of 2.0.4 has no singularity as t → 0.
As mentioned the argument 2.0.4 is essentially well-known since around 1922 and seems to go back to Eisenstein, Weil and Müntz, but to the knowledge of the author appears in the literature generically in a slightly different, a bit more general shape: Let us again set F λ (t) := f (|t| λ ). The restrictions on the test functions in 2.0.4 can be weakened in several ways, for example instead of introducing H we could continue to ℜ(s) > 0 with the weaker assumptions
hence the reader might wonder why we prefer a less general and simple statement with H λ • Z λ and no integration assumptions. The first main advantage of this rewriting may be that we have an interpretation for the terms: H λ is a neat regularization of Z λ , the composition is wellbehaved. Moreover as we will prospect in the following section 3 our regularized combination is easy to symmetrize while the symmetrization of the condition 2.3 seems from our perspective somehow rigid and slightly less flexible considering standard symmetrization procedures, more precise the image under Z λ of functions satisfying the two conditions 2.3 does not necessarily satisfy 2.3, only the first of this conditions, namely the vanishing at zero, is obviously conserved by Z λ . Contrary the vanishing condition 2.3 is satisfied for the reminiscent Lie brackets
Skew-symmetry of [·, ·] λ is obvious and the validity of the Jacobi identity and
are just straight forward checks. It is also immediate that the space of functions satisfying 2.3 is an ideal with respect to [·, ·] λ . The condition 2.3 is one of the main points where our description in subsection 3.1 slightly differs from Connes spectral realization of the ζ zeros.
Let us also mention that if we suppose the stronger restriction that f is smooth and of rapid decay at ∞ we can also continue to C quite analogous to Riemann's original calculation 0.3 by and where we just set as usual ((−id)f )(x) = f (−x). By this we want to capture that the map R defines a Rota-Baxter operator of weight 1, i.e. we have
Inspecting singularities this is paradox compared with 2.1:
t singularities on the l.h.s. while on the r.h.s. of 2.6 a priori a squared singularity of the shape 1 t 2 appears and therefore should cancel with the other two more involved terms.
Pólya's extension of the Hermite-Biehler theorem
It seems interesting to try to extract out of 2.0.4 information about the location of the ζ zeros by variation methods. The appearance of ζ in form Z λ is somehow responsible that there can be stable "points":
However, in the previous variation we neglect the more interesting non-local deformation Z λ representing the ζ function and just considered H λ . Clearly Z λ is not a local operation we only have for the support of
Obviously for some Λ ∈ R the symmetrized or skew-symmetrized integral functionals ϕ →
respectively admit a stable vanishing imaginary or real part respectively if ℜ(s) = 0 and clearly a similar statement holds if ℑ(s) = 0.
Moreover Pólya claims that the Euler product representation and the Hermite-Biehler theorem imply the observation ξ(1 + s) + ξ(1 − s) = 0 ⇒ s ∈ iR where
In fact he proves a more general statement about how the zeros react if we impose quite the usual symmetric or also a skew-symmetric functional equation by brute force: (where c, γ, β are real constants, γ ≥ 0 and q is an integer) has no zeros for ℜ(s) > λ then the two at the Λ ≥ λ axis respectively symmetrized or skew-symmetrized functions f (Λ + is) ± f (Λ − is) respectively vanish identically or admit only real zeros.
Proof. Roughly the punch line of Pólya's argumentation goes as follows, for details we refer to the original article [13] . First we can approximate f by Hadamard factorization by polynomials, then the Hermite-Biehler theorem deduces the statement for the roots of the polynomials:
The Hermite-Biehler theorem states that a polynomial p(x) = e(x 2 ) + xo(x 2 ) with real even part e(x 2 ) ∈ R[x] and real odd part o( For example if ξ has a zero free region ℜ(s) > λ for some 1/2 ≤ λ ∈ R then ∀Λ ≥ λ we have
(2.9) with the obvious exception that ξ(1/2 + s) − ξ(1/2 − s) identically vanishes.
A comment on the Brujin-Newman-Pólya operators
In this context also other results of for example Pólya [13] , [14] , Brujin [2] , Newman [11] and Odlyzko [12] on the reality of the roots of certain trigonometric integrals are interesting, we refer for more detailed considerations of the universal factors for example to the article [9] . Briefly they showed that certain classes of trigonometric integrals admit only real roots and that there exist universal integral kernel multiplication factors, in our notation the functions e with ρ ∈ R + , conserving and even improving the reality of the roots of trigonometric integrals
with the integral kernel symmetry ϕ(t) = ϕ(1/t). It is not difficult to project on solutions of this symmetry, namely for smooth f of rapid decay at 0 and
f is real and we have f = ϕ
The functions e −ρ ln 2 (t) are symmetric under t ↔ 1/t and it is again easy to project on the solutions, for instance for
Following Pólya we have the Mellin transform interpretation
because we have by integration by parts the well-known differential equation
where we assume f decays rapidly at 0 and ∞ to avoid integration convergence issues, hence in this case Ξ f andΞ f are obviously entire functions.
If f is real we have
in a quite symmetric way and for example rewrite
clearly Λ φ ±(s) = ±Λ φ ±(1−s) but this symmetry is in general broken for the error summand Ω φ ± :
We also have the two parity equations
e −ρ ln 2 (t) (s) = 0, notice the similarity with the so-called heat equation. We have Ξ e −ρ ln 2 (t) (s) = 
2 /16ρ 2 and by this we yield for all ρ > 0 the equivalences 
Some comments on the Hilbert-Pólya conjecture
The Hilbert-Pólya conjecture goes back to a discussion of Pólya with Landau and it states that the Ξ zeros should be interpreted as the energy levels of a quantum system. More precise the conjecture is the existence of a hermitian operator H with the property that if Ξ(1/2 + iE) = 0 then there is a eigenstate ψ E with eigenvalue E, i.e. Hψ E = Eψ E . Because the absolute value of non-trivial zeros can be arbitrary big by [13] the Hilbert-Pólya operator H can only be realized as an unbounded operator. Works of Berry, Keating and Connes gave various evidence that H should be some quantization of H = XP +P X. One of the ideas in [1] is to get a discrete spectrum by imposing boundary conditions for the space of functions on which H acts. A keystone in [4] is to incorporate a topology related to prime numbers and from this point of view our basic considerations might be naive.
It is well-known that the Schwartz space is a dense subspace of the Hilbert space L 2 (R) of square integrable functions. The completion of pre-Hilbert spaces and extension of symmetric operators are an intensive studied topic where the Cayley transform provides useful reformulations. In the following we work with an adequate not Cauchy complete space H equipped with an inner product: Definition 3.0.3. Consider the pre-Hilbert space H of rapidly at 0 and ∞ decaying smooth functions equipped with the inner product
Consider a function V that is in addition real on the real axis, i.e. V (t) = [v(t)+v(t)]/2 = V (t) holds ∀t ∈ R + , it is well-known that for such a real V the operator m V is hermitian where Definition 3.0.4. For a function V with at worst t λ singularities at 0 and ∞ let as usual the multiplication operator m V :
Definition 3.0.5. Let g := {A : H → H|∃A * : H → H : f, Ag = A * f , g ∀f, g ∈ H} denote the (Lie-)algebra of operators admitting an adjoint and s the sub Lie-algebra of Hamiltonians.
Z
λ begins with the identity, by the previous reasonings is related to ζ and in 3.1.2 we introduce a non-local deformation of H λ with help of Z λ , for the cook we just need one more ingredient:
Definition 3.0.6. By τ we denote τ −1 where for µ ∈ R \ 0 the operators τ µ are defined by
Notice that for = 0 we have defined the involution appearing in Weil's positivity criteria 3.23 and that the previous considerations 1.0.3 and 2.1.1 can shortly be rewritten with this definition, we have for example the formula (τ
is a fixed point of τ µ and some of the following reasonings in summary show that τ for the test functions H is a hermitian involution, i.e. τ * = τ and τ • τ = id. The involution τ also admits n-th roots, for example ∀k ∈ Z the n-th power of the maps
+ τ are proportional to τ , in particular the maps (i ± τ )/ √ ±i2 square to τ . In 3.0.6 we have not defined an honest group action of the multiplicative group R \ 0, the composition just satisfies
and hence only a bona fide group action of * of A ∈ s with B ∈ g that for a sequence
∈ s but we still did not define by this an honest action of R \ 0 on s: Explicit we just have by 3.1
and hence only an action of the multiplicative group R \ 0 for = −1.
onto the two eigenspaces of τ , hence τ f ± = ±f ± is valid and f
The operator m ln(t) satisfies m ln(t) • τ = −τ • m ln(t) and hence defines maps H + ↔ H − , but admits no inverse because m 1/ ln(t) could produce a singularity at 1 and is not in any case well-defined, m ln(t) maps H − to functions in H + that in addition vanish at 1. We have [t∂ t , m ln(t) ] − = id.
Let us refer to section 6.1 for a more detailed discussion of the -dependence and just mention here that the two projections in 3.3 transform according to the rule id ±τ ′ = Con m t − ′ 2 (id ±τ ).
* f 2 by elementary manipulations we have the formula
Let again denote the usual Fourier-transform. On H the regularized Poisson summation 2.2 can be rewritten with help of τ in the shape
3.1 Proof I, the four standard symmetrizations of H λ • Z λ Definition 3.1.1. Consider the pre-Hilbert space H ∞,0 of at ∞ or at 0 rapidly decaying smooth functions equipped with the inner product
In consideration of τ there is some tension, we have τ H ∞ ⊂ H 0 but a function in τ H 0 could have a t −(1+ ) singularity at zero, and we want to consult this by 3.1.1. Adjunction * = * ( ) is an involution and we invoke a natural projector p = p( ) and square zero map ∂ = ∂( ) = p • m i where we suppress in our notation the dependence:
We can translate between ·, · and M by f 1 , m t iy f 2 = M[f 1 · f 2 ]( + 1 + iy) and have
Notice id = p − i∂ and * = p + i∂ and the restriction identities p| s = id, ∂| s = 0 hold, hence 
the two eigenspaces of τ . Restricted to H we also have hermitian operators by the formulas
Proof. For H α the adjoint with respect to the inner product 3.0.3 is given by
Hence for = −1 with respect to the inner product ·, · the operator H 2
1+
/2i is self-adjoint and for the special value = −1 the operator it∂ t is self-adjoint resolving the for = −1 singular appearing expression H 2 1+ /2i consistently. It is standard that for A ∈ g with adjoint A * ∈ g we have A * • A, A • A * ∈ s and also real polynomials of a self-adjoint operator A ∈ s are self-adjoint. Hence for = −1 we have ∆ 2
∈ s and for the special value = −1 we have (t∂ t ) 2 ∈ s.
With respect to 3.0.3 we have for d β the adjoint operator by the enlightening rewriting
The
Between the operators τ µ and H α by calculation the commutation relations
• τ µ are valid. The formulas 3.12 imply that we have τ
and
where we suppose µ = 0, = −1 respectively. This shows in particular the anti-commuting H 2/(1+ ) • τ = −τ • H 2/(1+ ) and hence the rewriting ∆ α = (iτ 2−α
With the preparation formulas τ µ * = τ 1/µ /|µ|, 3.10, 3.9 and 3.12 we have for λ ∈ R
by induction where we essentially only use (A • B)
for the composition of the respective Möbius-transforms. Hence the two standard procedures 3.5 lead for all < λ ∈ R to the formulas 3.7 where it is manifest that the two operators Z λ ± are well-defined maps H → H, compare the argumentation in the proof of 2.0.4. It is clear that by 3.13 the standard symmetrizations p and ∂ are compatible with the dynamics generated by
n behave similar under the symmetrizations p and ∂, the same holds for the other two symmetrization procedures 3.8: The fact that Z λ ± are hermitian can be justified in two ways, the first method is just a direct check by calculation. We have
n because of 3.13 and τ * = τ . The adjoint conjugation Con *
The second somehow slightly more conceptional proof will be discussed in section 6.
A strategy developed in [7] , [10] is to consider the dual of the quotient of a certain larger function space by the range of Z λ and the transposed operators acting on the dual space. This procedure yields a spectral realization of the Riemann zeros, in analogy we will consider the quotients by the image of the operators 3.1.2 in the following section 4.1.1. Because in 3.1.1,3.1.2 we do not consider the mentioned quotient and the transposition of t∂ t we have still an inner product but also corrections to the usual spectral realization.
3.
s λ on the other hand by 3.4 applied twice we clearly also yield the Mellin transform interpretation
We have the implications 
admits only strictly complex zeros ∈ iR if the inequality
Because the the r.h.s. of 3.1.4 is by Hadamard factorization determined by its zeros while the operators Z λ ± depend on their Eigenvalues and states it seems plausible that there is a connection between the two relevant sets of real numbers, but without this missing link this is just a somehow strange coincidence.
Notice that there would be a serious convergence problem when Z λ ± gets applied to t ν , this functions are not elements of H, the continuous spectrum of H λ • Z λ does not carry over to the symmetrizations. Eigenstates ψ E of Z λ ± would be a bit bizarre, we give a vague sketch how to unravel the eigenvalue equation: Either this would imply the not convincing functional equation
2 + s λ should be concentrated on the isolated points in C that are solutions of this equation 3.15. Let us informally express the previous concentration statement in a distributional sense with help of Dirac delta functionals δ and assume
where the sum ranges over the isolated set
Under some conditions the original function can be recovered from its Mellin transform by
The assumptions for this inversion are that M[f ](s) is analytic for a < ℜ(s) < b and converges absolutely in this strip, lim t→∞ M[f ](r + it) converges uniformly to zero for a < r < b and satisfies at any jump discontinuities the equation
The inverse Mellin transform 3.17 applied and the well-known formula δ g(α) = δ α − z /|g ′ (z)| at simple real zeros z of g immediate converts the concentration 3.16 into the statement that the eigenstates ψ E should be of the shape
Here we used in the computation of the eigenstates that the two dimensional δ distribution δ(z) can be represented by the product δ(x)δ(y) of two one dimensional δ functions and in order to avoid integration singularities in the inverse Mellin transform it seems convenient if we blur the integration line r + iR to the integration strip [r − ǫ, r + ǫ] + iR by averaging the integration. This blur argumentation also seems to resolve that the inverse Mellin transform is invariant under slight shifts of the integration line r + iR. However our consideration with δ distributions is incomplete and conjectural: It is not clear that ψ E as described in 3.18 is a non-trivial element of H without specifying an infinite series a z = 0, further non-trivial convergence arguments and showing that the listed conditions for the inverse Mellin transform are not violated. 
Eigenstates of Z
∈ H where we substituted for the first equals τ 2 = id and for the second equals used 3.4. In the previous discussion the quasi eigenvalue E = 0 and the "phase transition" inequality (1+ )λ 2 ≥ 1 seems to play a special role because of the Hermite-Biehler theorem and the somehow informal interpretation that E = 0 corresponds to zeros. In this context it may be worth to mention that we have a reformulation of 3.1.4 for Z 
≥ 1 or the r.h.s is identically zero.
As we have seen in 3.14 the eigenstates of Z λ ± in some sense refer to some special sums, but as we will see eigenstates of Z λ + refer to some special products, the calculations are quite analogous: For example for eigenstates ψ E (λ) of Z λ + we find
This statement can be rewritten with δ distributions or alternative with 3.17 and the reversed formula of the convolution theorem 4.3, namely
ν is a simultaneous eigenfunction of the commuting operators Z λ and H λ with the eigenvalues ζ(−λν) and 1 + λν respectively. With this informal interpretation the ζ zeros should correspond to quasi eigenfunctions of H λ • Z λ , i.e. eigenfunctions to the eigenvalue 0, but however for ℜ(ν) ≥ −1/λ we do not have convergence of H λ • Z λ t ν . If we suppose a convergent series f (t) = ∞ n=1 a n t −n we symbolically find, evaluating the operator H λ • Z λ on each term of the expansion, the formula
(1 − λn)ζ(λn)a n t 
This implies by comparison of the two expressions for Z .
As will be alluded in section 4 analogous statements also hold for the eigenstates of the four standard symmetrizations of an arbitrary convolution operator obtained by lemma 4.0.9.
Compared with the general E → −E eigenvalue symmetry construction 5.2 with help of τ we have a different E → −E observation for Z λ ± because H α commutes with Z λ and 3.12:
Proposition 3.1.6. The following implications are true
It is therefore immediate to consider the quotient of the eigenspace of the eigenvalue E by the equivalence relation The case (1 + )λ = 1 is special: Here we have that the eigenstate ψ 0 has to be exactly
2 ) . We refer the reader for details to [3] and mention that Weil showed [18] with his so-called explicit formula of number theory that the RH is equivalent to the remarkable positivity criteria that for Mellin invertible test functions f
where the sum runs over zeros z of Ξ and * denotes the convolution 4.2.
The analogy with convolution operators
The algebra of multiplication operators 3.1 became singular because mild multiplied singularities at 0 or ∞ get absorbed by the nice behaved test functions in H. For the multiplication operators m V it seems not so easy to give a general Mellin transform interpretation we only have by integration by parts the symmetric formula
From this interpretation point of view there is a more well-behaved algebra acting on H by integration: Let as usual the multiplicative convolution * be defined by
The bilinear operation * is associative, commutative and we have the famous convolution theorem
With the usual additive convolution (f 1 * f 2 )(t) := ∞ −∞ dyf 1 (t − y) f 2 (y) we recover * by a socalled equivalence formula that uses invertibility to make a trivial associativity connection by the identity (f * g) (t) = (f • ln) * (g • ln) (exp(t)). 
We have for example c δ(1−t) = id where δ denotes as usual the Dirac delta function, but notice δ / ∈ H and δ can only be approximated elements of H. Another interesting example of an identity for the convolution operator c e −ρ ln 2 (t) t s is the interpretation c e −ρ ln 2 (x) x s f (t) = e Proof. We use 4.11, the fact that * is associative and the compatibility
This shows in particular that the multiplication operators m t s are morphisms of * , i.e. m t s • * = * • (m t s ⊗ m t s ) and more general τ µ /|µ| are morphisms of * . We have the commutation relation
The first two Hamiltonians are now obtained by the two standard symmetrization procedures p and ∂ and the third and fourth by the standard procedures described in 6.
Notice that there is literally in some sense an analogy of the following four symmetrizations in the lemma 4.0.9 with the four more discrete formulas 3.1.2 defined by summation:
We have the identity
Also a similar compatibility is satisfied for the commutators with convolution operators: The fact that m ln(t) is a derivation of * , i.e. 0 = * • (id ⊗m ln(t) + m ln(t) ⊗ id) − m ln(t) • * : H 2× → H, is a gadget in the proof of the explicit formulas of number theory contained in [10] . This derivation property and the commutativity of * allows to define a Jacobi structure: 
For the usual derivative we have the interpretation of [x, y] ∂ = y 2 ∂(x/y).
Proof. The eigenvalues of Z λ ± are stable under convolution and the convolution of eigenstates with different eigenvalues vanishes: By 4.5 and the standard identities
. The eigenvalues of Z λ ± are not stable under convolution in general:
With τ , d t and ·, · we can rewrite the convolution * in the shape
With the reformulation 4.11 and the compatibilities 4.5, 4.8 and τ
we get a reincarnation of theorem 3.1.2 in a simple, basic form concerning convolution operators: Lemma 4.0.12. We have the compatibility
Discussion of certain quotient spaces
We proceed quite in analogy with the absorption spectrum of Connes but instead of quotient out the image of the subspace defined by the condition 2.3 under the operator Z λ we quotient out the images of 3.7: Let H 
There are technical issues but in consideration of the following discussion 4.1.2 it seems desirable to further restrict g, maybe Hurwitz stability could play a role.
In fact the previous defined quotients are not only vector spaces, they are commutative rings: Because of 4.0.12 and 4. by the linear span of the two operators Z λ ± this definition makes sense. A Lie-algebra structure gives by the universal enveloping algebra rise to a non-commutative, associative algebra and we can define a Lie-algebra structure and some cohomologies on the three spaces H λ ± ( ) and H/ Z λ ± with help of the following lemma: Lemma 4.1.1. Let (R, * , +) be a commutative ring and τ : R → R an involutive product morphism. The formulas ⋆ ± := * • (id ±τ ) ⊗ (id ±τ ) define associative products and
* and square to zero ∀V ∈ R, hence we have a linear map R/R + → d : R~~|d 2 = 0 where R ± denotes the eigenspaces of τ for the eigenvalues ±1. Also the operator d
Proof. The definitions are inspired by Weil's positivity criteria 3.23. The proofs are separate straight forward calculations and it may be more conceptual to say that the maps {id × id, τ × id, id ×τ, τ × τ } : R ×2 → R ×2 represent the symmetries of the Klein four-group. Moreover the deformation ⋆ ± := * • (id ±τ ) ⊗ (id ±τ ) still is associative if τ just symbolizes a involutive morphism of an associative but non-commutative product * , we only need to suppose that * is commutative if we want the Lie-bracket. Notice it is also possible to modify the definitions by multiplication with certain fixed elements, for example f * V g := f * g * V is an associative product because * is commutative. As usual we can induce a Lie-bracket [·, ·] * on the cohomology 
f ⌋ V descends to the cohomology of the differentials d
For the usual convolution the adjunction (d
with respect to 3.0.3 is immediate.
Eigenvalue equations for the quotients
We set = (1 − λ)/λ. Let µ(n) be the Möbius function defined by 1 for n = 1, 0 if n is not square free and (−1) m if n = p 1 · · · p m with p i = p j . As pointed out for example in the article [10] the map Z λ admits in some sense an inverse (Z λ ) −1 := ∞ n=1 µ(n)d n λ we refer the reader to [10] for a precise definition of the domain of this operators, but this operators are not maps H → H, they could produce a singularity at zero. Although H λ : H → H is injective (t −1/λ is not an element of H hence the kernel of H λ : H → H trivial) H λ is also not invertible by the natural candidate geometric series, this operation is highly singular. Because we cannot just invert this operators the existence of solutions of the following eigenvalue equations is a priori not justified in a non-trivial way:
The Mellin transform of 4.13 is determined by the formula in 3.1.5:
The l.h.s of the equations 4.14, 4.15 clearly vanishes at z = (1 − E)/2 while the r.h.s. clearly vanishes at zeros of (1 − id)ζ and we yield
Suppose ζ(z) = 0 and by the convolution theorem 4.3 and Ξ(s) = Ξ(1 − s) there exist well-defined sesquilinear maps ·, ·
• H 2λ and combined with 4.10 we get the compatibility
Hence if ψ λ f1 and ψ λ f2 are eigenstates of H 2λ with eigenvalues E 1 and E 2 we have "orthogonality"
If we assume that ψ λ f with f real is an eigenstate of H 2λ for the eigenvalue E with z = (1 − E)/2 the vanishing of 4.19 would imply ℜ(z) = 1/2 or 0 = ψ λ f , ψ λ f λ z . Let us also mention that it is well-known that functions of the shape τ 1−λ λ f 1 * f 2 are dense in H, but as already commented we could not justify the existence of solutions of 4.13.
Eigenvalue equations for the dual of the quotients
We have quite an analogy with Meyer's spectral realization [10] if we adapt another mentioned idea [6] , [10] and consider the transposed operator t H 2λ acting on the respective dual spaces
This dualization procedure yields certain spectral realizations in the sense that for zeros of the respective functions we can at least find eigenstates of t H 2λ with eigenvalues the respective zeros: We can identify the dual spaces with the space of linear functionals on H that annihilate the image of the operators Z 
Definition 3.0.6 is an example of a substitution operator, i.e. we have τ µ = S t 1+ ,t µ and also the dilation can be written as d β = S 1,βt . Clearly 5.0.2 also unifies with 3.0.4 for g = id. For the composition of two substitution operators we have the semi-direct composition rule
The following proposition at least allows us by the mentioned procedures S V,g → pS V,g ∈ s and S V,g → ∂S V,g ∈ s etc. to produce some self-adjoint substitution operators or use the conjugation A → Con * SV,g (A) = S V,g • A • S * V,g to transform A ∈ s. Lemma 5.0.3. The adjoint of the operator S V,g with respect to 3.0.3 is given by
with the + sign in the case g(0) = 0 and the − sign in the case g(0) = ∞.
We have the following corollary of 5.3 that not surprisingly just identifies two times the same substitution operator on both sides of ·, · with a multiplication operator:
Corollary 5.0.4. Let g(0) = 0. We have for f 1 , f 2 ∈ H the adjunction equation
Hence we have S V,g f 1 , S V,g f 2 = f 1 , m h f 2 with some real positive h ∈ H if we set V (t) = e iϕ(t) t g −1 (t) h(t) ∂tg −1 (t) with some real argument ϕ : R + → R.
Clearly we also have compatibility of the Lie-algebra structure and the Chevalley-Eilenberg complex with adjoint conjugation by Con * SV,g as specified in 5.0.4. If we scale τ µ with |µ| we could omit the proportionality factor 1/|µ| in the adjunction
( |µ|τ µ ) * = |1/µ|τ 1/µ and the previous observation is a solution of a question that we only answer halfway in the following proposition 5.0.5:
We ask for the symmetry that 5.3 is 1/µ proportional to the operator defined in 5.1 but with g replaced by its inverse g −1 , i.e. we search for real pairs (V, g) with √ µS * V,g = 1/µS V,g −1 .
Proposition 5.0.5. If g satisfies
Proof. In concrete formulas we ask for
For some V a g solving 5.6 is unique by the Picard-Lindelöf theorem. Iteration of 5.6 and the Ansatz V (t) = t v(t) decouples the parameter and is now more symmetric in g and g −1 :
By integration and g(0) = g −1 (0) we yield v (g(t)) = v Proof. If we suppose S V,g is an involution we obtain g • g = id and V (t) · V (g(t)) = 1. Notice g • g = id i.e. g = g −1 implies if g(0) = 0 readily g = id but else is locally not very restricting, for instance it is well-known that the inverse of g is just the graph obtained by reflection at the dashed diagonal in the picture below:
Hence there are plenty involutive substitution operators, but self-adjoint ones are quite rare and the two symmetries of the hero τ of the previous section 3.1 in some sense are unique: Proof. Because if g is an involution with g(0) = ∞ we can find h :
) is bijective and we have 1/f (t) = f (g(t)) or equivalent Con f g = 1 id .
Basic compatibilities with uncertainty
Definition 5.1.1. The variance σ f (A) of A ∈ s is defined by
where f ∈ H is a normalized state, i.e f is on the unit sphere defined by the condition f, f = 1.
In some sense only the quotient space g/ ∼ with respect to the equivalence relation
SV,g B is relevant for the inner product ·, · restricted to the unit sphere. We have a corollary of 5.0.4:
This operators form a subgroup of g and Con * SV,g is compatible with the natural Lie-algebra structure. It is well-known that the Cauchy-Schwarz inequality f, f g,
for self-adjoint operators A i ∈ s called Schrödinger uncertainty relation and this slightly stronger inequality clearly implies the usual Heisenberg uncertainty principle.
One can directly check that the equalities are true or argue with 5.8: First the variance of τ in a normalized state f ± / f ± , f ± vanishes, hence the l.h.s. of 5.8. For self-adjoint B the expectation value g, Bg = Bg, g = g, Bg is real, hence the square greater than zero if the expectation value is = 0. The resulting equations are scaling invariant hence we can drop the unit sphere normalization and yield f ± ,
The proposition is now obtained by just multiplying out this in f ∈ H quadratic expressions, substituting the respective vanishing observations and f, Ag = Ag, f = g, A * f .
It is standard that the direct sum ⊕ i∈I H i of an indexed family (H i , ·, · i ) i∈I of Hilbert spaces becomes a Hilbert space with inner product ·, · on ⊕ i∈I H i specified by f, g := i∈I f i , g i i and this sum converges because it is by definition finite, the same holds for pre-Hilbert spaces. 
In particular 5.8 for
Proof. We only use properties of τ and that Z λ is a sum of dilations d β with β ≥ 1: The vanishing f, τ f = 0 is a straight forward calculation. It is immediate that f, τ f = 0 implies for the variance σ 
Symmetrization of convolution operators 4.0.9 and the four symmetrizations of the operator H λ • Z λ defined in 3.1.2 seem similar, but the analogy of 5.9 for the corresponding convolution operators seems like a non-trivial question because here we don't have 2.7, it is only immediate to verify the standard inclusion supp(f 1 * f 2 ) ⊂ supp(f 1 ) · supp(f 2 ) := {r 1 · r 2 |r i ∈ supp(f i )}.
Involutive construction of the E → −E eigenvalue symmetry
On the one hand because H is supposed hermitian the Hilbert-Pólya conjecture would quite obviously imply that E has to be real, hence the Riemann hypothesis. On the other hand it is not clear in this setting that if Hψ E = Eψ E we will also find ψ −E with Hψ −E = −Eψ −E but if Ξ(1/2 + iE) = 0 we also have obviously Ξ(1/2 − iE) = 0 by complex conjugation of 1.5.
Of course we could quite cheap bypass this conjugation observation and include the trivial zeros if we modify the Hilbert-Pólya conjecture a bit and assume that the eigenvalues correspond to E 2 and not to E. Although this modification seems like a natural remedy it is also not a bad thing to stick to the original statement and we will in the following sober account try to keep a bit track of the original conjecture. Beside this not really progressive reason notice that the E ↔ −E eigenvalue symmetry is also of some significance for the Cayley transform, i.e. the map A → U A := (A − i) • (A + i) −1 taking a symmetric operator A to the isometry U A : Ran(A + i) → Ran(A − i). The easiest method to incorporate the eigenvalue symmetry E → ±E for any self-adjoint operator is by commutation or anti-commutation with τ respectively:
If we have the eigenvalue equation
then we also have the eigenvalue equation 
6 Proof II, a closer look at the symmetrization
The second promised proof that Z λ ± ∈ s is more conceptional, just relies on standard procedures and we want to emphasise this way because some other interesting maps arise: It is well-known that for A, B ∈ s also real linear combinations and i[A, B] − as well as [A, B] + are self-adjoint, the two binary operations i[·, ·] − and [·, ·] + endow ∈ s with the structure of a Lie-algebra and Jordan-algebra respectively. In words we can deduce by real linear combinations of
− and we have in some sense dual to 6.1
The standard construction scheme of Z λ ± that lurks in the background is now represented by
We investigate some computations on the moral of the hidden procedure 6. and rewriting Con * τ = Con τ in 6.6 is more practical: Consider a slightly more general situation with some arbitrary involution I ∈ g, see 5.0.6. Because * is an involution and commutes with Con * B we yield for all B ∈ g the iteration * ± Con * B 
The artificial -dependence of the symmetrizations
Some parts of the following conjugation interpretations of the -dependence essentially can be adjusted for inner products defined with other real, non-singular and non-zero integral kernels ρ, for instance with respect to f, g ρ := ∞ 0 dtρ(t)f (t)g(t) we can calculate the adjoint A * (ρ) by the formula A * (ρ) = Con m 1/ρ A * where A * is the adjoint with respect to the standard product corresponding to ·, · 1 in the previous notation and corresponding to ·, · 0 in the notation 3.0.3.
We consider the category with one object H and morphisms the set of adjoinable operators g. The map f → t The following commutative diagram 6.9 summarizes some considerations, the dashed line represents the contravariant independent functor of 6.1.2: 
