Abstract-The three-phase voltage and current waveforms from a Power System (PS) are not considered pure sinusoids due to the presence of, among others, the harmonic distortion. This work presents an approach based on the Particle Swarm Optimization (PSO) method for the harmonic component estimation in a PS. PSO is a technique of search/optimization that models the social behavior observed in many species of birds, schooling fish and even human social behavior. The technique uses a population of particles to search inside a multidimensional search space. The objective of the PSO is to adjust the speed and position of each particle, seeking for the best solution within the search space. The results demonstrate that the method can precisely identify the harmonic components in the distorted waveforms and it shows considerable advantages if compared to the most common algorithm for this purpose, the Discrete Fourier Transform.
I. INTRODUCTION
The three-phase voltage and current waveforms in Power Systems (PS) are no longer purely sinusoidal due to the presence, among other factors, of harmonic distortions. Recently, however, with the increasing application of nonlinear devices and capacitor banks in industrial systems, concerns about the monitoring and analysis of the causes and effects of these distortions have increased, making the electric sector agents designate more resources for the observation of these phenomena [1] . This awareness is the result of increased levels of harmonic distortion in many PSs and can be seen through new regulations in the electricity sector.
Such precautions are associated with the particular definition of harmonic distortions, in that these are low, medium, and high frequency periodic distortions present in currents and voltages, which may be associated with continuous operation of loads with nonlinear characteristics, such as devices under the application of power electronics [2] . These modern equipments, besides producing harmonic components, are generally more sensitive to the effects of voltage, current, and frequency variations than their predecessors and consequently of power quality [3] .
According to [4] , the evaluation of harmonic distortion is an important task for proper operation of the electrical system. The difficulty in measuring the harmonic composition resides in the fact that the sources are dynamic and timevarying amplitudes. Thus, the application of rapid and accurate methods for their measurement and estimation is necessary.
Thus, engineers and researchers continually seek innovations that improve speed and accuracy of the algorithms applied in the estimation of harmonic components. Among the various proposed techniques, [5] an algorithm that minimizes the average error between the estimated and measured values of the function was proposed, based on the Least Squared Method. The authors in [6] reported an algorithm using the Kalman filter to estimate time-varying harmonic content. The Discrete Fourier Transform (DFT) technique based on the theory of orthogonal functions, is also commonly used to perform this function. However, its poor implementation can lead to incorrect results, since its performance can be affected by the component Direct Current (DC) and the noise present in the analyzed signal [7] . To improve the estimation of noisy signals, [8] presented a technique immune to this problem based on Artificial Neural Networks (ANNs). In 2002, [2] presented harmonic estimation as an optimization problem and used the Genetic Algorithms (GAs) to solve it. However, optimization of parameters with strong correlation in the fitness function (epistatic objective function [9] ) and premature convergence prevent GAs from achieving maximum performance in many applications, reducing the effectiveness in finding the optimal solution [10] , [11] .
In order to overcome some of the limitations encountered with the use of GAs, the technique of Particle Swarm Optimization (PSO) [12] has attracted the attention of researchers as a robust tool for search / optimization problems. The particle swarm optimization is a very simple concept, its paradigms, however, can be implemented in few computer code lines. Moreover, PSO requires only elementary mathematical operators, being computationally inexpensive in terms of memory requirement and speed [13] . Unlike other heuristic techniques, PSO has flexible and well balanced mechanisms to enhance the skills of local and global exploration of the search space [14] . As an additional advantage in relation to GAs, a particle swarm system has memory. It is worth remembering that even with the possibility of using elitism, changes in the genetic composition of the population during the execution of a GA result in the destruction of previous knowledge of the problem stored in the chromosomes. In PSO, the knowledge of good solutions is stored by the particles of the system.
In this context, this paper proposes a PSO-based approach for the estimation of harmonic components in PSs, especially regarding the DC component and its decay constant. The results show that the proposed method can accurately identify the harmonic components in the distorted waveforms and that it has advantages when compared with conventional algorithms, such as the Discrete Fourier Transform (DFT).
II. THE HARMONIC MODEL OF THE CURRENT SIGNAL USING GA
A signal can be defined as a function that carries information, usually about a state or a procedure of a physical system. However, signals can be represented in several ways. Mathematically, a periodic and distorted signal can be suitably represented in terms of its fundamental frequency and harmonic components, expressed as a sum of sinusoidal waveforms referred to as the Fourier Series. Each harmonic component has its own magnitude and phase angle, as well as a frequency that is a multiple integer of the fundamental system frequency [2] . Therefore, a general time-varying waveform (x(t)) can be written as: 
(t).
However, although the signal is continuous in time, it must be sampled so that the computer algorithms can be used. Thus, the representation of the sampled signal is given by Equation 2 , where e(t k ) is the error associated to each sampled instant of time (t k ) and m the total number of samples.
. . .
The sine and cosine matrix (M ) can be found in Equation 3. Usually in Equation 2, the number of samples (m) is higher than the number of parameters to be estimated (N + 1), which makes the solution of this system a complex task. Figure 1 shows the adopted procedure in this paper.
III. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) is a search/optimization technique that models social behavior. PSO uses a population of particles to perform searches within a multidimensional search space. In this search space within a given time interval, each particle occupies a specific position and moves with a speed that is modified based on the experience gained by the particle itself and the experience of other particles in the group (swarm). The experience of each particle includes relevant information from its trajectory in the search space in order to store the best position already occupied by the particle itself. Therefore, the best position already occupied by each particle corresponds to the memorization of knowledge associated with good solutions obtained during the iterative process.
The basic elements of the PSO technique are defined as follows [15] :
• Position of the particle j (X j (t)): candidate solution represented by an m-dimensional real-valued vector (the jth particle is described as X j (t)). Each x j,k (t) corresponds to optimized parameters and represents the position of the jth particle with respect to the kth dimension; • Population P op(t): set of n particles in the interval t;
• Particle velocity j (V j (t)): velocity of the particle j at time t. As the position of particles, the velocity is represented by an m-dimensional real-valued vector; • Evaluation function f (X(t)): estimates the quality of the solution represented by the position of the particles; • Best position associated with the best fitness encountered by the particle j so far (t) (X * (t)): position that corresponds to the best fitness (evaluation) value ever attained by the particle at any time up to the current time;
• Best position among all of the individual best positions achieved so far (t) (X * * (t)): the best position among all of the individual best positions achieved so far;
• Acceleration coefficients (c 1 e c 2 ): cognitive and social components which change the velocity of a particle towards X * (t) and X * * (t);
• Stopping criteria: conditions under which the search process terminates; • Inertia weight (w(t)): control parameter used to control the impact of the previous velocities on the actual velocity. Therefore, it influences the tradeoff involving the local and global exploration potential of the particles. Figure 2 shows the basic algorithm of PSO with its steps. 
A. Particles Representation
The first step in using PSO is to represent the particles, i.e., the parameters of the problem. Particles representation is done by specifying each of the dimensions of the search space. In this paper, the continuous component of the signal (x 0 ), the time constant of the system (λ) and the amplitude of the harmonics sine (A s,i ) and cosines (A ci ) are considered as parameters. Thus, each particle represents the parameters for estimation of harmonic components (Figure 3) . It is noteworthy that each parameter is stored in a continuous manner, i.e., by means of real numbers.
B. Evaluation Function
The evaluation function is responsible for measuring the quality of each particle of the swarm as a potential solution to the problem. Since the goal of this paper is to provide an estimated signal that is closest to the sampled signal, the evaluation function should contemplate minimizing the estimation error vector (e[]) associated with the equation 1.
Thus, to provide a better estimation of the harmonic components contained in the signals, the maximization of the Evaluation Function (EF) was set as a goal:
where Δ is a constant to avoid a possible overflow when the error is zero (Δ = 0.00001) and m is the number of signal samples. It should be mentioned that to maximize the EF is equivalent to minimize the estimation error vector.
C. General Aspects
The PSO algorithm has a set of parameters that need to be established. One of the first parameters to be adjusted is the number of particles of the swarm, i.e., the population size. For this application, the population (Np) was defined considering 30 particles, since they guaranteed the performance of the algorithm, as well as an acceptable computational effort. The adopted stopping criterion is to stop the execution of the algorithm if the maximum number of iterations (t max ) is exceeded. The maximum number of generations (iterations) was considered equal to 15000. The values adopted for the acceleration coefficients were 2.0 for both the cognitive component (c 1 ) and for the social component (c 2 ). It should be mentioned that the allocation of values for the coefficients of acceleration also follows the various practical PSO applications. For the implemented algorithm 0.40 and 0.90 were adopted as lower limits (w min ) and higher (w max ), respectively, for the inertia weight.
This way, the inertia weight is linearly decreased varying from to 0.9 to 0.4 in order to emphasize the exploration in the early stages of the iterative process, and the exploitation at the later stages As a future work, we have started some experiments related to the PSO parameters, like the number of particles, the stopping criterion, and the cognitive/social components. The parameters play an essential role on exploration-exploitation trade-off of the search process. We intend to emphasize the results in another paper in order to discuss heavily the influence of the parameters above mentioned. About the computational time, all the tests took a short time, roughly 5 seconds.
IV. APPLICATIONS

A. Three-phase voltage and current waveforms of a simulation
The estimation of harmonic distortion must provide accurate and reliable measurements of the harmonic components present in the PS and the exact characteristics of the voltage and current waveforms [2] . However, it is feasible to stress the existing difficulty in measuring these harmonics, since the sources of the disorder have a dynamic nature and vary throughout the electrical system. Thus, in order to observe the behavior of variable harmonics, a fault condition in a transmission line was simulated using the Alternative Transients Program (ATP) software [16] .
When a failure in the transmission line occurs, the threephase voltage and currents waveforms change considerably, resulting in an abrupt change in the amplitudes and phases of the fundamental component, besides the appearance of other harmonic frequencies, including the DC component. Figures  4 and 5 illustrate a situation of single phase-to-ground fault in a transmission line simulated by the ATP software. 
B. Cases to Test and Validate the Proposal
The validation of the method was performed with the use of voltage and current waveforms from a power system, whose Fourier series coefficients are previously known, and can be modeled mathematically by the Equations 5 and 6. These equations represent the first cycle after the short circuit applied to the transmission line PS in the analysis, as illustrated in 
The results of the PSO were obtained with the implementation of the evaluation function in a data window containing a cycle of 64 samples. These were compared with results obtained by applying the traditional DFT. It is feasable to point out that despite the presentation of only two cases, several tests were performed in order to verify the behavior and reliability of the proposed PSO algorithm in the estimation of harmonic components. Tables I and II show the amplitudes of the harmonic components of reference and the estimates of the DFT and the PSO for the analyzed cases. However, due to heuristic and randomic features of the proposed method, the tests were repeated ten times. The results are summarized in the tables mentioned above.
The analysis of the results found allows one to observe the superiority of the performance of the PSO, primarily in the estimation of the current components. This reflects the effect of estimating the correct exponential decay, since there is no technique presented in the linearization of the DC component as in the DFT. In addition, another important aspect is the low standard deviation found in the estimations, which demonstrates the stability and reliability of the method.
However, we can observe that the standard deviation of the DC decay constant is much larger than the other estimated quantities. We intend to analyze this value in order to understand this particular behavior. The results presented in the study were compared with the traditional method of DFT and some gains were observed. Among the advantages that could be seen are the improvement in the estimation of the DC component and greater precision in the estimation of other components. In addition, the average error obtained by the proposed method is practically zero and remained constant in all tests.
V. CONCLUSIONS
It should be noted that the harmonic estimation presented here assumed to model a real transmission system, which gives more accurate results. Therefore, it is feasible to observe that the function used to characterize the waveforms studied and applied during the processing of the proposed algorithm has two variables to set the DC component, allowing an increase in the efficiency of this estimation method, since the values of the decay constant (λ) and average value (V 0 , I 0 ) are considered.
Other tests are being performed in more complex systems and initial results show that the use of PSO can be a good alternative in the estimation of harmonic components in PSs. In these cases, the main object of study is the influence of the configuration parameters of PSO on the results.
