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Introduction
Let G be a simple and simply connected complex linear algebraic group, with
Lie algebra g. Let ρ : G→ AutV be an irreducible finite-dimensional representation
of G, and let ρ∗ : g → EndV be the induced representation of g. A goal of this
paper is to study ρ∗ and ρ, and in particular to give normal forms for the action
of ρ∗(X) and ρ(g) for regular elements X of g or regular elements g ∈ G. Of
course, in the case of ρ∗, when X is semisimple, the action of ρ∗(X) on V can
be diagonalized, and its eigenvalues are given by evaluating the weights of ρ with
respect to a Cartan subalgebra h of g on an element in h conjugate to X . If on the
other hand X is a principal nilpotent element of g, then X can be completed to
an sl2-triple (X,h0, X−), where h0 is regular and semisimple. In this case, if h is
the Cartan subalgebra containing h0, then the eigenvalues for ρ∗(h0) together with
their multiplicities, which are given by evaluating the weights of ρ with respect to
h on h0, completely determine V as an sl2-module and hence determine the action
of ρ∗(X) on V . A minor modification of these ideas will then describe the action
of ρ∗(X) for every regular element X .
In this paper, we attempt to give a different algebraic model for the action of
ρ∗(X), where X is regular, and to glue these different models together over the set
of all regular elements. Related methods also handle the case of ρ(g), where g is
a regular element of G. While we are only successful in case ρ is minuscule, and
partially successful in case ρ is quasiminuscule, it seems likely that the techniques
of this paper can be extended to give information about an arbitrary ρ. We believe
that the techniques and results of this paper are also of independent interest. For
example, they have been applied elsewhere to study sections of the adjoint quotient
morphism [7].
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To explain our results in more detail in the case of ρ∗, we begin by recalling
some results of Kostant on the adjoint quotient of g. Let h be the Lie algebra of a
Cartan subgroup H of G and let W be the Weyl group of the pair (G,H). Kostant
has shown [11] that the GIT quotient of g by the adjoint action of G is isomorphic
to h/W . Moreover, he has constructed an explicit cross-section Σ of the natural
morphism g→ h/W , such that the image of Σ is contained in the dense open subset
greg of regular elements of g.
Given the Cartan subgroup H , there are the corresponding weights of ρ. Fixing
a choice of a set of positive roots for the pair (G,H), we shall let µ be the lowest
weight of ρ. Let W0 be the stabilizer of µ in W . Recall that the representation ρ is
minuscule if all of its weights are conjugate under W , so that the set of all weights
of ρ is identified with W/W0. In this case, every weight has multiplicity one. The
representation ρ is quasiminuscule if all of its nonzero weights are conjugate under
W . In this case, every nonzero weight has multiplicity one.
Let S = Sym∗ h∗ be the affine coordinate ring of h, so that S is a polynomial
ring. We have the invariant subrings SW and SW0 . The inclusions SW → SW0 → S
correspond to the finite morphisms h → h/W0 → h/W . By Chevalley’s theorem
[2, p. 107, Thm. 3], SW and SW0 are polynomial algebras, i.e. h/W and h/W0
are isomorphic to affine space. Hence SW0 is flat over SW and is therefore a free
SW -module of rank equal to #(W/W0). Note that µ is naturally an element of S
W0
and can be completed to a polynomial basis of SW0 . The morphism Σ: h/W → g
induces a morphism ρ∗Σ: h/W = SpecS
W → EndV , and is thus identified with
an element of
(EndV )⊗C SW ∼= HomSW (V ⊗C SW , V ⊗C SW ),
which we also denote by ρ∗Σ. With this said, we have the following:
Theorem 1. Let ρ : G → GL(V ) be an irreducible finite-dimensional repre-
sentation with lowest weight µ. Then there is a nonzero linear map f : V → SW0 ,
unique up to a nonzero scalar, with the following two properties:
(i) Let fˆ : V ⊗C SW → SW0 be the homomorphism defined by f via extension
of scalars. Then the following diagram commutes:
V ⊗C SW fˆ−−−−→ SW0
ρ∗Σ
y yµ·
V ⊗C SW fˆ−−−−→ SW0 .
(ii) If g : V → SW0 is any other linear map such that the extension of g to
gˆ : V ⊗C SW → SW0 makes the above diagram commute, then g = sf for
some s ∈ SW0 .
If ρ is minuscule, then fˆ is an isomorphism. If ρ is quasiminuscule, then fˆ is
surjective, and Ker fˆ = Kerρ∗Σ.
In fact, we give an explicit description of the map f in Section 3.
Using very different methods, and based on his results in [9], Victor Ginzburg
has sent us the sketch of a proof that fˆ is surjective for every irreducible represen-
tation ρ (cf. also [10]).
There are two different ways we can interpret Theorem 1. In case ρ is minuscule,
it describes, up to conjugation, the action of every regular element of g on V , or
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equivalently the action of ρ∗Σ(x) for every x ∈ h/W , in terms of the algebra
structures on SW and SW0 :
Theorem 2. Suppose that ρ is minuscule. Let x ∈ h/W and let mx ⊆ SW
be the maximal ideal of x, so that the scheme-theoretic fiber over x in h/W0 has
coordinate ring equal to SW0/mx · SW0 . Then the map fˆ induces an isomorphism
fx : V → SW0/mx ·SW0 . Under this isomorphism, multiplication by µ on the right-
hand side becomes the action of ρ∗(Σ(x)). In particular, for the ideal m0 · SW0
generated by the homogeneous W -invariant functions of positive degree, there is
an isomorphism f0 : V → SW0/m0 · SW0 such that multiplication by µ ∈ SW0 on
SW0/m0 · SW0 corresponds to the action ρ∗(X) of a principal nilpotent element X
on V .
Of course, the ring SW0 is just a polynomial ring and µ can be chosen to be a
coordinate function, so that the action of µ on SW0 is easy to understand. However,
the finite dimensional C-algebras SW0/mx · SW0 and the action of µ on them are
much more complicated. Thus for example if x = 0 the theorem tells us that the
nilpotent element µ of SW0/m0 ·SW0 has Jordan blocks which are the same as those
given by the action of a principal nilpotent element X on V .
There is a partial analogue of Theorem 2 in the quasiminuscule, non-minuscule
case. In this case, the action of ρ∗Σ on V ⊗C SW corresponds to the action of the
matrix (
0 ∗
0 µ
)
,
where we view µ as acting in block form on the free SW -module SW0 . Here, for any
given x ∈ h/W , the off-diagonal term ∗ can in principle be determined. We discuss
this off-diagonal term in Section 5 for the adjoint representation of a simply laced
Lie algebra.
The second interpretation of the surjection fˆ : V ⊗CSW → SW0 in the minuscule
or quasiminuscule case is that it describes relations between invariant polynomials
forW andW0. In particular, an explicit description of f leads to a set of generators
for SW0 as an SW -module. We give examples of such relations in the fourth section.
One basic ingredient in the proof of Theorem 1 is a result concerning the
Kostant section Σ which (in a slightly different form) was proved by Kostant in
[12]. In general, the image of Σ is complicated. However, if we make the base
change h → h/W , then, up to the adjoint action of a morphism h → G, the
structure of Σ simplifies considerably:
Theorem 3. Let X be a principal nilpotent element of g such that h is contained
in the unique Borel subalgebra containing X, and let Σ be the composition of Σ with
the natural projection h → h/W . Then there exists a morphism λ : h → G such
that, for all h ∈ h,
Ad(λ(h))(Σ(h)) = h+X.
In other words, after making the base change h → h/W , we can conjugate
the section Σ via the morphism λ into the much simpler morphism from h to g
defined by h 7→ h+X , where X is a fixed principal nilpotent in a Borel subalgebra
normalized by h. Using the explicit description of the Kostant section, we are able
to give a very explicit construction of the morphism λ.
Steinberg has defined an analogous cross-section for the quotient for the adjoint
action of G on itself, which is a morphism Φ: G → H/W [15]. We prove the
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following result concerning Φ, which is analogous to Theorem 3 but somewhat
weaker:
Theorem 4. Let B be a Borel subgroup containing H with unipotent radical
U , and let Φ be the composition of Φ with the natural projection H → H/W . Then
there exists a morphism φ : H → G and a morphism u : H → U such that, for all
h ∈ H,
φ(h)Φ(h)φ(h)−1 = hu(h).
In contrast to the proof of Theorem 3, the argument does not use any special
properties of Steinberg’s construction and would apply to any section of the adjoint
quotient morphism. In particular, the morphism u is not given explicitly. It is
natural to conjecture that, for an appropriate choice of φ in the theorem, we can
take u to be a constant, in other words that the pullback of the Steinberg section
to H is conjugate via a morphism from H to G to the morphism h 7→ hu for a
certain principal unipotent element in a Borel subgroup normalized by H . Using
Theorem 4, the proofs of Theorem 1 and hence of Theorem 2 go over to the case
of the Steinberg section, and to the action of ρ(g) on V , for a regular element g
in G and a minuscule or quasiminuscule representation ρ. In particular, if S is the
affine coordinate ring of H , then there is a morphism gˆ : V ⊗C SW → SW0 which
intertwines the action of ρ(Φ) and multiplication by µ, and gˆ is an isomorphism
in case ρ is minuscule and surjective in case ρ is quasiminuscule. It is natural to
conjecture that gˆ is always surjective; this does not seem to follow directly from
the result of Ginzburg in the Lie algebra case.
Our strategy in the proof of Theorem 1 is to relate the problem to a question
concerning holomorphic G-bundles on a cuspidal curve. More generally, let E be
a Weierstrass cubic curve, i.e. a reduced irreducible curve of arithmetic genus one.
Then E is either smooth, isomorphic to a nodal cubic curve in P2, or isomorphic to
a cuspidal cubic curve in P2. Let Ereg be the Zariski open subset of smooth points.
Fixing a base point p0 ∈ Ereg identifies Ereg with Pic0E and endows Ereg with the
structure of a one-dimensional connected, commutative algebraic group, which is
an elliptic curve (E smooth), or is isomorphic to the multiplicative group C∗ (E
nodal) or to the additive group C (E cuspidal). We assume now that E is singular
and denote its normalization by E˜ ∼= P1. A G-bundle on E which pulls back to
the trivial G-bundle E˜ × G on E˜ can be identified (after fixing a trivialization of
the pullback) with an element g ∈ G, if E is nodal, or an element X ∈ g, if E is
cuspidal. There is a related result for families. In this way, questions about G or g
can be translated into questions about G-bundles ξ on E. In case E is cuspidal, we
can use the Kostant section to construct a universal G-bundle Ξ over (h/W ) × E
which pulls back to the trivial bundle over (h/W ) × E˜. A similar construction
works in the nodal case using the Steinberg section. Although the construction
of Ξ seems to depend on a particular choice of a section of the adjoint quotient
morphism, we show in [7], using many of the methods of this paper, that all such
sections are conjugate in an appropriate sense. If E is smooth, modulo some minor
technical difficulties, we can use the parabolic construction of [5]. Although the
proof of Theorem 1 only needs the case where E is singular, minor modifications
also handle the case of a smooth E. This case is interesting for the study of principal
G-bundles on a smooth elliptic curve E as well as the vector bundles associated to
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them by a representation ρ of G. In fact, we were led to the results of this paper
based on our previous work on G-bundles over smooth elliptic curves E.
To prove Theorem 1, we shall use the theory of spectral covers associated to
semistable vector bundles over Weierstrass cubics. Given an irreducible represen-
tation ρ : G → Aut V and a G-bundle ξ on E, we can form the associated vector
bundle ξ×GV . If ξ pulls back to the trivial bundle on E˜, then ξ×GV is a semistable
vector bundle on E of degree zero. It is well-known that, for every Weierstrass cu-
bic E, there is an equivalence between the abelian category of semistable torsion
free sheaves on E of degree zero and the abelian category of torsion sheaves on
E [13, 8]. More precisely, given a semistable torsion free sheaf V on E, there is
a zero-dimensional subscheme TV in E, the spectral cover, which is an effective
Cartier divisor if V is a vector bundle, and a sheaf Q(V ) supported on TV which
can be used to recover V from Q(V ) and the Poincare´ sheaf on E×E. The bundle
V is regular if Q(V ) is a line bundle over TV . More generally, given a family of
semistable vector bundles V over B×E, flat over B, the construction yields a rela-
tive effective Cartier divisor TV in B×E and a sheaf Q(V) over TV , from which we
can recover V . The bundle V restricts to a bundle which is regular and semistable
on every fiber if and only if Q(V) is a line bundle on TV . However, we shall need to
consider more general situations, where Q(V) is the pushforward of a line bundle
on the normalization of TV .
In case E is cuspidal, we use the Kostant section Σ to construct a universal
G-bundle Ξ over (h/W )×E. Then we let V be the vector bundle over (h/W )×E
associated to Ξ by the representation ρ : G → Aut V . Even though Ξ restricts to
a regular G-bundle ξx on every fiber {x} × E, the vector bundle Vx = ξx ×G V is
not in general regular. The spectral cover TV and the sheaf Q(V) are also quite
complicated. For example, the irreducible components of TV are indexed by the
Weyl orbits of the weights of ρ, and each component has multiplicity equal to
the multiplicity of the orbit. However, the Weyl orbit of the highest weight (or
equivalently of the lowest weight) defines a reduced irreducible component T ′ of
TV . Of course, ρ is minuscule if and only if T
′ = TV . We explicitly identify the
normalization of T ′ with a finite normal cover of h/W . The surjection Q(V) →
Q(V)|T ′ corresponds to a surjection V → V ′, where V ′ is some coherent sheaf on
(h/W ) × E. If ρ is minuscule, then V = V ′. In the quasiminuscule case, we prove
that V ′ is again a vector bundle. It is natural to conjecture that this is true for
an arbitrary irreducible ρ. By analyzing how V ′ fails to be regular in codimension
one, we are able to establish Theorem 1 but without explicitly determining fˆ . To
determine fˆ requires a more detailed analysis of the Kostant section which is given
in Section 3. Similar but less explicit constructions using the Steinberg section
work in case E is nodal.
The organization of this paper is as follows. In Section 1, we discuss bundles
over singular curves and recall the theory of spectral covers. We give a sufficient
criterion for a vector bundle to be given by pushing forward a line bundle on
the normalization of the spectral cover. In Section 2, we study the spectral covers
arising from the vector bundles associated to a universalG-bundle via an irreducible
representation ρ, and in particular identify the normalization of the irreducible
component T ′ associated to the Weyl orbit of the highest weight. These results
are then applied to the case of a minuscule or quasiminuscule representation. In
Section 3, we prove Theorem 3. We can then easily prove Theorem 1 by translating
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the vector bundle results given in Section 2 into an algebraic form. The fourth
section illustrates the main results by studying various explicit examples. In Section
5, we study the quasiminuscule, non-minuscule case in more detail in the simply
laced case, where the corresponding representation is the adjoint representation. It
seems likely that similar methods will also describe the non-simply laced case. We
conclude with some general conjectures concerning arbitrary representations.
It is a pleasure to thank Victor Ginzburg for explaining to us his work [9, 10]
and for calling our attention to the reference [12].
1. Spectral covers of semistable vector bundles over Weierstrass cubics
Throughout this paper, E denotes a Weierstrass cubic, i.e. a reduced irreducible
curve of arithmetic genus one, Ereg is the set of smooth points of E, and p0 ∈ Ereg
is a fixed point used as the origin of the group law on Ereg. If E is singular, then
its unique singular point is either a node or a cusp, and we shall refer to E as
either nodal or cuspidal. In this case, we denote the normalization by ι : E˜ → E.
The point p0 determines an isomorphism Ereg → Pic0E. If E is nodal, Pic0E is
canonically C∗, and if E is cuspidal, the choice of a local coordinate z at ι−1(Esing)
determines an isomorphism of Pic0E with C. Let P be the Poincare´ bundle over
E × E. (For the meaning of this sheaf and various properties of it in case E is
singular, we refer to the proof of Lemma (0.3) in [8].) We shall use the symmetric
form of P : P = OE×E(∆) ⊗ π∗1OE(−p0) ⊗ π∗2OE(−p0) ⊗H0(E;KE), where ∆ ⊆
E × E is the diagonal. In case E is smooth, the first factor is the parameter space
E = Pic0E, and the second factor is the original curve. Of course, the symmetry
between the factors means that we can also view the first factor as the curve and the
second as Pic0E. In the singular case, for the purposes of this paper, it will suffice
to consider the line bundle P|Ereg×E. Our goal in this section is to describe basic
results of [13, 8, 16] which describe semistable bundles of degree zero on E in terms
of torsion sheaves on E. In [8], we mainly considered the case of bundles whose
restriction to every fiber was regular. Here we shall need a slight generalization
of those results. There are also analogous results relating semistable torsion free
sheaves of degree zero on E to torsion sheaves on E, but we shall not need them.
1.1. Bundles over singular curves. Assume in this section that E is singu-
lar and, in case E is cuspidal, that we have fixed once and for all a local coordinate
z on E˜ centered at the inverse image of the singular point, and in particular have
determined an isomorphism Pic0E ∼= C. We begin by describing vector bundles
and G-bundles over E which become trivial when pulled back to E˜. More generally,
we shall consider parametrized versions. The arguments are standard, and left to
the reader. (See [6] for the case of a single curve.)
Theorem 1.1.1. Suppose that E is cuspidal and that we have fixed the coor-
dinate z on E˜ near the inverse image of the singular point x. Let B be a scheme.
Suppose that V is a vector bundle over B×E such that (Id×ι)∗V restricts on every
fiber to the trivial vector bundle of rank n. In this case, W = π1∗(Id×ι)∗V is a rank
n vector bundle on B, and (Id×ι)∗V ∼= π∗1W. Moreover, there is an equivalence
of categories between the category of triples (V ,W ,Φ), where V is a rank n vector
bundle on B×E, W is a rank n vector bundle on B, and Φ is an isomorphism from
(Id×ι)∗V to π∗1W, and the category of pairs (W , ϕ), where W is a rank n vector
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bundle on B and ϕ is an element of End(W). Similar statements hold in the nodal
case, where ϕ ∈ Aut(W). 
Remark 1.1.2. (1) For E cuspidal and x = ι−1(Esing), the equivalence of
categories is defined as follows: given (W , ϕ), V is the subsheaf of π∗1W consisting
of all local sections s such that, identically in b,
ds
dz
(b, x) = ϕ(b)s(b, x).
If E is nodal, and x, y ∈ E˜ are the two preimages of the singular point on E, then
V is the subsheaf of π∗1W consisting of all local sections s such that, for all b,
s(b, y) = ϕ(b)s(b, x).
In particular, it follows that if B is normal and V is a locally free sheaf as in the
statement of the theorem, then V has the Hartogs property: if X is a subset of
B of codimension at least 2 and j : (B − X) × E → B × E is the inclusion, then
the natural map V → j∗j∗V is an isomorphism. In fact, a similar result is true for
every locally free sheaf on B × E, as long as B is normal.
(2) The construction is compatible with base change B′ → B.
(3) Suppose that (Id×ι)∗V is trivialized. In this case, there is an equivalence of
categories between the category of triples (V , V,Φ), where V is a vector bundle
on B × E, V is a finite-dimensional vector space, and Φ is an isomorphism from
(Id×ι)∗V to OB×E˜ ⊗C V , and the category of pairs (V, ϕ), where V is a finite-
dimensional vector space and ϕ : B → EndV is a morphism. A morphism B →
EndV is the same thing as a section of OB ⊗C EndV . In case B = SpecR, this is
in turn equivalent to an element of
EndV ⊗C R = EndR(V ⊗C R, V ⊗C R).
After choosing a basis of V , this can further be identified with an n × n matrix
with coefficients in R. Similar remarks hold in the nodal case. For example, in this
case, ϕ is a morphism B → Aut V , and in case B = SpecR, such a morphism is
identified with an element of AutR(V ⊗C R).
(4) The construction is natural under direct image by a finite flat morphism. In
other words, suppose that ν : B → B′ is a finite flat morphism. Thus ν∗OB is a
locally free OB′ -module. If V is a vector bundle on B × E, then (ν × Id)∗V is a
vector bundle on B′×E. If in addition (Id×ι)∗V ∼= π∗1W , then (Id×ι)∗(ν×Id)∗V =
π∗1ν∗W . In this case, the global section ϕ of End(W) induces a global section of
End(ν∗W), and this corresponds to the bundle (ν × Id)∗V on B′ × E.
In case B is a point and ι∗V is trivialized, the rank n bundle V corresponds
to an n × n matrix A (which is arbitrary, in the cuspidal case, and invertible, in
the nodal case). For example, in the cuspidal case, if N is the nilpotent matrix
defined by N(ei) = ei−1, i ≥ 1, and N(e1) = 0, where the ei are the standard basis
vectors, the corresponding vector bundle is In, in the notation of [8]. Here, for
each n > 0, In is the unique indecomposable vector bundle over E of rank n up to
isomorphism which has a filtration, all of whose successive quotients are OE . More
generally, if A = H +N is the Jordan decomposition of A, where H is semisimple,
N is nilpotent, and [H,N ] = 0, then the action of H decomposes V into a direct
sum of eigenspaces
⊕
i Vi, with distinct eigenvalues ci ∈ C, and each Vi is invariant
under N . Suppose that the Jordan blocks of N acting on Vi have length nij . Using
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the coordinate z to identify Pic0E, we can identify ci ∈ C with a line bundle on E
of degree zero, which we denote by λi. Then
V ∼=
⊕
i
⊕
j
Inij
⊗ λi.
Of course, a similar statement holds for the nodal case.
An important example in this paper will be the Poincare´ bundle P|Ereg × E.
It is easy to check the following:
Proposition 1.1.3. Suppose that E is cuspidal. The pullback of P|Ereg × E
to Ereg × E˜ is the trivial line bundle. Given a coordinate t on Ereg centered at
p0, under the correspondence of Theorem 1.1.1, the Poincare´ bundle P|Ereg × E
corresponds to the morphism C → EndC given by multiplication, i.e. corresponds
to the function t. 
A similar result handles the nodal case, where the coordinate t on Ereg ∼= C∗
defines a isomorphism of algebraic groups from Ereg to AutC, again by multiplica-
tion.
We shall also use Theorem 1.1.1 in the following situation. Let ρ : G→ Aut V
be a representation of G and let ρ∗ : g→ EndV be the corresponding representation
of the Lie algebra. Given X ∈ g, the element ρ∗(X) defines a vector bundle over E.
If X = Xs+Xn is the Jordan decomposition of X , then ρ∗(X) = ρ∗(Xs)+ ρ∗(Xn)
is the Jordan decomposition of ρ∗(X). Let zg(X) be the Lie algebra centralizer of
X in g. The element X is regular if and only if dim zg(X) is equal to the rank of g if
and only if Xn is a principal nilpotent element in zg(Xs) Now suppose that we are
given a morphism f : B → g, for example the Kostant section h/W → g (which we
shall describe later). Then ρ∗ ◦ f : B → EndV is a morphism, and hence defines a
vector bundle V over B×E which becomes trivial over B× E˜. Of course, a similar
picture holds in the nodal case.
1.2. Spectral covers.
Definition 1.2.1. Let V be a semistable bundle of degree zero on E. Define
Q(V ) as the cokernel of the natural global to local mapH0(E;V ⊗OE(p0))⊗COE →
V ⊗OE OE(p0). Thus there is an exact sequence
0→ H0(E;V ⊗OE(p0))⊗C OE A−→ V ⊗OE OE(p0)→ Q(V )→ 0.
We shall abbreviate Q(V ) = Q when V is clear from the context, and call Q the
Fourier-Mukai transform of V .
We have the following from [8]:
Lemma 1.2.2. Suppose that V is semistable of degree zero and rank n. Then
h0(E;V ⊗OE(p0)) = n, A is an injection from OnE to V ⊗OE(p0), and Q(V ) is a
torsion sheaf of length n. 
For example, if L = OE(q − p0) is a line bundle of degree zero, then Q(L) =
OE/mq.
Let TV be the zero-dimensional subscheme of E defined by the vanishing of the
section detA of
∧n
(V ⊗ OE(p0)) = det V ⊗ OE(np0), in the above notation. By
Cramer’s rule, Q = Q(V ) is an OTV -module. Clearly Q(V1⊕V2) = Q(V1)⊕Q(V2).
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The divisor TV is additive over exact sequences: given 0 → V ′ → V → V ′′ → 0,
where V ′, V, V ′′ are semistable of degree zero, we have TV = TV ′ + TV ′′ as divisors
on E.
Remark 1.2.3. (1) It follows from the defining exact sequence above that
H0(E;Q) ∼= H0(E;V ⊗ OE(p0)) ⊗ H1(E;OE) and hence that there is a non-
canonical isomorphism H0(E;Q) ∼= H0(E;V ⊗OE(p0)).
(2) Mukai, in [13], defines a torsion sheaf Q′ associated to V by:
Q′ = R1π1∗(π
∗
2V ⊗ P−1).
In fact, Q′ = Q ⊗ OE(p0), which we can see as follows: begin with the exact
sequence
0→ P−1 → π∗1OE(p0)⊗ π∗2OE(p0)→ O∆ ⊗ π∗1OE(p0)⊗ π∗2OE(p0)→ 0,
and tensor with π∗2V . If we apply R
iπ1∗, we get an exact sequence
0→ H0(E;V ⊗OE(p0))⊗OE(p0)→ V ⊗OE(2p0)→ R1π1∗(π∗2V ⊗ P−1)→ 0.
Hence Q⊗OE(p0) ∼= R1π1∗(π∗2V ⊗ P−1) = Q′.
The support of V is by definition the reduced support of TV , or equivalently
of Q. If SuppV = {q1, . . . , qa}, where the qi are distinct, then V =
⊕
i V (qi),
where each V (qi) is supported at qi. We shall only be concerned in this paper with
bundles V such that the support of V is contained in Ereg. We can see the structure
of Q concretely in this case: If λ is a line bundle of degree zero, let Ik(λ) = Ik ⊗ λ.
Given a point q ∈ Ereg, we let λq = OE(q − p) be the corresponding line bundle of
degree zero. Then it is easy to check the following:
Lemma 1.2.4. Suppose that V ∼= ⊕i Iki (λqi). Then TV = ∑i kiqi and Q ∼=⊕
iQi, where each Qi is supported at qi and in fact Qi = OE/mkiqi . Thus Q is a
locally free OTV -module of rank one if and only if qi 6= qj for i 6= j, i.e. if and only
if V is regular. Finally, TV depends only on the S-equivalence class of V . 
We have the following condition for a semistable vector bundle of degree zero
over a singular curve E to have support on Ereg:
Lemma 1.2.5. Let E be singular. Suppose that V is a semistable vector bundle
of rank n and degree zero over E. Then the following are equivalent:
(i) SuppV ⊆ Ereg;
(ii) V has a filtration whose successive quotients are line bundles of degree
zero;
(iii) The pullback of E to the normalization E˜ is the trivial rank n vector
bundle. 
Lemma 1.2.6. Suppose that E is cuspidal. Fixing a local coordinate at the
preimage in E˜ of the singular point to identify Ereg with C, let t be the induced
coordinate on Ereg. Let V be a vector bundle over E whose pullback V˜ to E˜ is
trivial. Then, by Theorem 1.1.1, a trivialization of V˜ determines an element A ∈
EndH0(E˜; V˜ ). The conjugacy class of A, viewed as an n×n matrix, is a complete
invariant of the isomorphism class of V . Finally, TV is the divisor in Ereg defined
by the characteristic polynomial pA(t) in Ereg. A similar statement holds if E is
nodal. 
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We return to the case of a general E and V . To recover V from Q, we have the
following result of Mukai [13]:
Proposition 1.2.7. With Q = Q(V ) defined as above, there is a canonical
isomorphism
V → π2∗(π∗1(Q ⊗OE(p0))⊗ P).
Proof. Let H0 = H0(E;V ⊗OE(p0)). Using the exact sequence
0→ H0 ⊗OE(p0)→ V ⊗OE(2p0)→ Q⊗OE(p0)→ 0,
and the fact that R1π2∗(H
0 ⊗ π∗1OE(p0)) = 0, we see that it suffices to find a
canonical isomorphism
π2∗(π
∗
1(V ⊗OE(2p0))⊗ P)
/
π2∗(π
∗
1(H
0 ⊗OE(p0))⊗ P)→ V.
To analyze the quotient, we begin with the exact sequence
0→ OE×E → OE×E(∆)→ O∆ ⊗K−1E → 0.
Using π∗1(V ⊗OE(2p0))⊗P = π∗1(V ⊗OE(p0))⊗π∗2OE(p0)⊗OE×E(∆)⊗H0(E;KE),
we get an exact sequence
0→ π∗1(V ⊗OE(p0))⊗ π∗2OE(−p0)→ π∗1(V ⊗OE(2p0))⊗ P → i∗(V )→ 0,
where i∗ : ∆→ E × E is the inclusion. Applying π∗ then gives an exact sequence
0→ H0 ⊗OE(−p0)→ π2∗(π∗1(V ⊗OE(2p0))⊗ P)→ V → 0.
As for the term π∗1(H
0 ⊗ OE(p0)) ⊗ P = H0 ⊗ π∗2OE(−p0) ⊗ OE×E(∆), the fact
that π2∗OE×E ∼= π2∗OE×E(∆) via the natural inclusion shows that
π2∗(π
∗
1(H
0 ⊗OE(p0))⊗ P) ∼= H0 ⊗OE(−p0),
and it is easy to check that this isomorphism is compatible with the inclusion of
H0⊗OE(−p0) in π2∗(π∗1(V ⊗OE(2p0))⊗P) given above. Thus we have identified
π2∗(π
∗
1(V ⊗OE(2p0))⊗ P)
/
π2∗(π
∗
1(H
0 ⊗OE(p0))⊗ P) with V .
Proposition 1.2.8. Given a torsion sheaf Q on E, if we set
V (Q) = π2∗(π
∗
1(Q ⊗OE(p0))⊗ P),
then V (Q) is a semistable vector bundle of degree zero, and there is a canonical
isomorphism from the cokernel of the natural map
H0(E;V (Q)⊗OE(p0))⊗OE → V (Q)⊗OE(p0)
to Q⊗OE(p0).
Proof. Note that V (Q)⊗OE(p0) ∼= π2∗(π∗1Q ⊗OE×E(∆)). Applying π2∗ to the
exact sequence
0→ π∗1Q⊗OE×E(∆− π∗2p0)→ π∗1Q⊗OE×E(∆)→ π∗1Q⊗ π∗2OE(p0)|π∗2p0 → 0
then gives the result.
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In other words, V (Q(V )) ∼= V , and Q(V (Q)) ∼= Q ⊗ OE(p0) ∼= Q. Thus we
have:
Corollary 1.2.9. The functor V 7→ Q(V ) is an exact functor which defines an
equivalence of categories from the abelian category of semistable torsion free sheaves
of degree zero over E to the abelian category of torsion sheaves over E. 
Remark 1.2.10. Teodorescu [16] gives an alternate method for recovering V
from Q. It suffices to recover the extension class of the extension
0→ H0 ⊗OE → V ⊗OE(p0)→ Q→ 0,
where H0 ⊗OE ∼= H0(E;Q)⊗KE. But
Ext1(E;Q,H0(E;Q)⊗KE) ∼= Ext1(E;Q,KE)⊗H0(E;Q) ∼= H0(E;Q)∗⊗H0(E;Q),
by Serre duality, and the extension class is Id ∈ H0(E;Q)∗ ⊗H0(E;Q).
1.3. Families of vector bundles. We turn now to the relative version of the
construction. Throughout this section, B denotes a scheme of finite type over C
(or analytic space), and V is a rank n vector bundle over B × E. Given b ∈ B, let
Vb be the bundle on E induced by the restriction of V to the slice {b} × E. We
shall always assume that, for all b ∈ B, Vb is semistable of degree zero. We can
then define Q = Q(V) by the exact sequence
0→ π∗1π1∗(V ⊗ π∗2OE(p0)) A−→ V ⊗ π∗2OE(p0)→ Q→ 0,
and let TV be the Cartier divisor in B×E defined by detA. We call TV the spectral
cover of B defined by V . Standard base change arguments show:
Lemma 1.3.1. The morphism TV → B is finite and flat of degree n. The
coherent sheaf Q on B×E is an OTV -module, flat over B, and the rank of Q viewed
as a vector bundle over B is also n. Finally, the above construction is compatible
with base change: if f : B′ → B is a morphism of schemes, then the spectral cover
associated to f∗V is f∗TV and the corresponding torsion sheaf in B′×E is f∗Q. 
For example, suppose that L is a line bundle on B × E whose restriction to
every slice {b}×E has degree zero. Then TL is the section of B×Pic0E = B×Ereg
corresponding to L, and Q(L) = OTL .
Let p1 = π1,2 : B×E ×E → B×E, let q = π1,3 : B×E ×E → B×E, and let
r = π2,3 : B × E × E → E × E. There is the relative version of Proposition 1.2.7:
Lemma 1.3.2. There is a natural isomorphism
V ∼= q∗(p∗1(Q⊗ π∗2OE(p0))⊗ r∗P). 
Similarly, the analogue of Proposition 1.2.8 holds: If Q is a sheaf on B × E,
finite and flat over B, and V ∼= q∗(p∗1(Q⊗ π∗2OE(p0))⊗ r∗P), then
Q(V) ∼= Q⊗ π∗2OE(p0).
In other words, up isomorphism, Q(V) ∼= Q.
We can form the restriction of r∗P to TV × E, which we shall denote PTV .
Let M = Q ⊗ π∗2OE(p0), viewed as an OTV -module, and let ν : TV → B be the
projection. Then the lemma says that
V ∼= (ν × Id)∗(π∗1M ⊗ PTV ).
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There are natural analogues of the above lemmas for flat families π : Z → B
of Weierstrass cubics with a section σ. Given a vector bundle V over Z whose
restriction to every fiber of π is semistable of degree zero, we define Q and TV by
the exact sequence
0→ π∗π∗(V ⊗OZ(σ)) A−→ V ⊗OZ(σ)→ Q→ 0,
and TV = detA, and the obvious analogue of Lemma 1.3.1 holds. Similarly, there
is a relative Poincare´ sheaf P = OZ×BZ(∆) ⊗ π∗1OZ(−σ) ⊗ π∗2OZ(−σ) ⊗ p∗L over
Z ×B Z, where L is the line bundle on B such that ωZ/B = π∗L, where ωZ/B is
the relative dualizing sheaf and p : Z ×B Z → B is the projection, and a natural
isomorphism
V ∼= π2∗(π∗1(Q ⊗OZ(σ)) ⊗ P).
We turn now to local properties of Q, or equivalently M in the above notation,
viewed as an OTV -module. Applying Lemma 1.2.4, we have:
Lemma 1.3.3. Suppose that V|{b} × E has support in Ereg for every b ∈ B.
The OTV -module Q is a line bundle if and only if the restriction of V to every fiber
is regular. 
As a consequence of the lemma, suppose that B is reduced and equidimensional
and that V|{b} × E has support in Ereg for every b ∈ B. Then T is generically
reduced if and only if it is reduced, if and only if there is an open dense subset U
of B such that V|{b}×E is isomorphic to a direct sum of n distinct line bundles of
degree zero for all b ∈ U , and in this case Q is a torsion free rank one OTV -module.
(Here, Q is torsion free if there are no nonzero local sections of Q supported on a
subscheme of TV of strictly smaller dimension.) We shall need the following more
precise version:
Proposition 1.3.4. Suppose that B is normal and that TV is reduced and irre-
ducible. Let TˆV be the normalization of TV , and let νˆ : TˆV → B be the composition
TˆV → TV ν−→ B. For each b ∈ B, let Vb be the bundle corresponding to V|{b} × E.
Suppose that there is a divisor D ⊆ B and an open dense subset D′ of D such that
(i) For b /∈ D, Vb is regular and TV is normal at all points of (ν)−1(b).
(ii) Given b ∈ D′ and q ∈ SuppVb, exactly one of the following holds:
(a) TV is normal at (b, q) and Vb(q) is regular;
(b) q ∈ Ereg, there exists a neighborhood of (b, q) in TV of the form
U1 ∪ U2, where each Ui is smooth, (b, q) ∈ U1 ∩ U2, U1 meets U2
transversally, and Vb(q) ∼= OE(q − p0)⊕OE(q − p0).
Then there exists a rank one reflexive sheaf M on TˆV such that
V ∼= (νˆ × Id)∗(π∗1M ⊗ PTˆV ),
where PTˆV is the pullback of PTV to TˆV × E. If TˆV is smooth, then M is a line
bundle.
Proof. If b /∈ D, then TV is normal along (ν)−1(b), so that TˆV = TV there, and Q
is locally free of rank one in a neighborhood of (ν)−1(b). Now suppose that b ∈ D′.
If TV is normal at (b, q), then again Q is locally free of rank one in a neighborhood
of (b, q). Suppose that TV is not normal at (b, q). We first find locally a rank two
subbundle of V corresponding to the two branches of TV . There is a small analytic
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Stein neighborhood U of b in B such that (ν)−1(U) = U ′ ∪ U ′′, where (b, q) ∈ U ′,
U ′ is connected, and U ′ ∩ U ′′ = ∅. By hypothesis, if U is sufficiently small, we
can write U ′ = U1 ∪ U2, where U1 and U2 are smooth and meet transversally
along some component D0 of (ν)
−1(D). Since ν is finite and flat and the local
degree of ν at (b, q) is 2, ν|Ui is an isomorphism of Ui onto U . Corresponding to
(ν)−1(U) = U ′ ∪ U ′′, we have V|U × E = V ′ ⊕ V ′′, where the rank of V ′ is 2. The
restriction of PTV to Ui defines line bundles Li on Ui×E and hence on U×E. Here
D0 is the preimage in Ui of the set of points u ∈ U where L1|{u}×E ∼= L2|{u}×E.
Since (V ′) ⊗ L−11 |{t} × E has a nonzero section for each t ∈ U , and has exactly
one if t /∈ D, it is easy to see that there is a nonzero map L1 → V ′. There is
an effective divisor Y on U × E such that the map L1 → V ′ extends to a map
L1 ⊗ OU×E(Y ) → V ′ which does not vanish in codimension one. The quotient is
thus of the form L′2 ⊗ IZ , where Z is a codimension two subscheme of U × E (or
empty). Clearly OU×E(Y ) restricts to the trivial line bundle on every fiber {u}×E
and hence is pulled back from a line bundle on U . After shrinking U , we may
assume that this line bundle is trivial. There is a homomorphism from L2 to L
′
2
which is an isomorphism away from D. Thus as before L′2
∼= L2⊗OU×E(Y ′) and as
before we may assume that the line bundle OU×E(Y ′) is trivial. By semistability,
the scheme Z is the preimage of a subset Z ′ of U , which is either empty or of
codimension 2. Thus in the complement of Z ′, there is an exact sequence
0→ L1 → V ′ → L2 → 0.
For u ∈ U − Z ′, V ′|{u} × E is a direct sum of two line bundles of degree zero. It
follows that the extension
0→ L1|{u} × E → V ′|{u} × E → L2|{u} × E → 0
is split for every u ∈ U − Z ′. For each u ∈ U − Z ′, let Uu be a Stein neighborhood
of u. Now
Ext1(Uu ×E;L2, L1) = H1(Uu ×E; (L2)−1 ⊗L1)) = H0(Uu;R1π2∗((L2)−1 ⊗L1)).
By the above discussion about V ′|{u}×E, if s is the corresponding global section of
R1π2∗((L2)
−1⊗L1), then the image of s is zero in the fiber of R1π2∗((L2)−1⊗L1)
over t for every t ∈ Uu. To see that s is actually zero, it suffices to prove that
R1π2∗((L2)
−1 ⊗ L1) is supported along D0 = U1 ∩ U2 and that its length is one
there. Each line bundle Li defines a morphism gi from U to Pic
0E ∼= E, and
the morphism Ui → TV ⊆ U × E is given by (Id, gi). Let g = g1 − g2, so that
D0 = g
−1(p0). Then (L2)
−1 ⊗ L1 is the pullback to U ×E via (g × Id)∗ of P . The
assumption that U1 and U2 meet transversally is the assumption that g is smooth
at the origin and hence that D0 = g
∗(p0) as reduced divisors. By flat base change,
R1π2∗((L2)
−1 ⊗ L1) = R1π2∗(g × Id)∗P = g∗R1π1∗P .
It is a standard result that R1π1∗P is supported at p0 and has length one there. It
follows that R1π2∗((L2)
−1 ⊗ L1) is supported along D0 and has length one there.
Hence s = 0.
Thus V ′|Uu ∼= (L1⊕L2)|Uu. It follows that, at least over the complement of the
set Z ′ of codimension at least two, Q(V ′)|(U−Z ′)×E, which is a direct summand of
Q(V)|(U−Z ′)×E, is Q(L1)⊕Q(L2)|(U−Z ′)×E ∼= OU1⊕OU2 |(U−Z ′)×E. Hence,
in the complement of the codimension two subset (ν)−1(Z ′) of TV , Q is a line bundle
M0 over the normalization TˆV of TV . Since TˆV is normal, M0 extends uniquely to
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a rank one reflexive sheaf M on TˆV . We have constructed M and an isomorphism
from V to (νˆ × Id)∗(π∗1M ⊗ PTˆV ) over (B − Z ′)× E, where now Z ′ is some global
subscheme of B of codimension at least two. Since the codimension of Z ′ in B is
at least two, if j : (B − Z ′)× E → B × E is the inclusion, then it follows from (1)
of Remark 1.1.2 that V ∼= j∗j∗V . A similar result holds for (νˆ × Id)∗(π∗1M ⊗PTˆV ),
since M is reflexive. Thus the isomorphism from V to (νˆ × Id)∗(π∗1M ⊗ PTˆV ) over
(B−Z ′)×E extends to give an isomorphism from V to (νˆ× Id)∗(π∗1M ⊗PTˆV ). The
final statement follows since every rank one reflexive sheaf on a smooth scheme is
a line bundle.
1.4. Cohomology and extensions. For applications to the study of quasimi-
nuscule, non-minuscule representations, we shall need a general result concerning
extensions of a family of semistable bundles by the trivial bundle. We begin with
the case of a single bundle over E:
Proposition 1.4.1. Let t be a local coordinate centered at p0 ∈ E. Let V be a
torsion free semistable sheaf on E of degree zero and let Q = Q(V ). Then
(i) H0(E;V ) ∼= Ker{×t : Q→ Q};
(ii) H1(E;V ) ∼= Coker{×t : Q→ Q} = Q/tQ.
Proof. To prove (i), let Cp0 be the torsion module corresponding to OE , i.e.
Cp0 = OE/mp0 = OE,p0/tOE,p0 . Then, by the equivalence of categories given by
the Fourier-Mukai correspondence.
H0(E;V ) = Hom(OE , V ) ∼= Hom(Cp0 , Q) = Ker{×t : Q→ Q}.
To see (ii), the groupH1(E;V ) classifies the set of isomorphism classes of extensions
0 → V → E → OE → 0, and via the Fourier-Mukai correspondence this set is the
same as the set of isomorphism classes of extensions 0→ Q→ Q˜→ Cp0 → 0, which
is classified by Ext1OE (Cp0 , Q). But Ext
1
OE
(Cp0 , Q)
∼= Q/tQ via the resolution
0→ OE,p0 ×t−−→ OE,p0 → Cp0 → 0.
A minor extension of the argument to the relative case gives:
Corollary 1.4.2. Let B be a scheme, V → B×E a flat family of torsion free
semistable sheaves of degree zero and Q = Q(V) the corresponding sheaf on B×E.
Then, as sheaves on B,
(i) R0π1∗V ∼= Ker{×t : Q→ Q};
(ii) R1π1∗V ∼= Coker{×t : Q→ Q} = Q/tQ. 
As an application, we have:
Corollary 1.4.3. Let B be a scheme, and let V → B ×E a family of torsion
free semistable vector bundles of degree zero. Let W be a vector bundle on B. Then
the relative extension sheaf Ext1π1(V , π∗1W) ∼= R1π1∗(V
∨
) ⊗ W is isomorphic to
(Q∨/tQ∨)⊗W, where Q∨ = Q(V∨). 
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2. Covers of the moduli space of G-bundles
Throughout the remainder of this paper, the rank of G will be denoted by
r, H is a maximal torus in G, h = LieH , and Λ ⊆ h is the coroot lattice. The
algebraic group Ereg⊗Z Λ, is abstractly isomorphic to the r-fold Cartesian product
(Ereg)
r. If E is cuspidal, then Ereg⊗ZΛ ∼= h, and if E is nodal then Ereg⊗ZΛ ∼= H .
The Weyl group W = W (G,H) acts on Λ. We let M = (Ereg ⊗Z Λ)/W , and let
ν˜ : Ereg⊗ZΛ→M be the natural projection. For E smooth,M is the moduli space
of semistable holomorphic G-bundles on E, modulo S-equivalence. For E nodal,
M = H/W can be identified with the adjoint quotient of G by the conjugation
action of G, where quotient is to be taken in the GIT sense, i.e. again up to S-
equivalence. By [15, §6], H/W is an affine space Ar. Likewise, if E is cuspidal, then
M = h/W is the (GIT) quotient of g via the adjoint action of G. By Chevalley’s
theorem, h/W is again an affine space Ar. (In case E is nodal or E is cuspidal and
G is not of type E8, the parabolic construction gives a compactification of M [6],
which however will not concern us here.)
2.1. Definition of certain covers. Fix a primitive weight µ for the pair
(G,H), i.e. a surjective homomorphism Λ → Z (minor modifications handle the
case where µ is not primitive). Let Λ0 = Kerµ and let W0 = StabW (µ) ⊆ W .
Set Tˆ0 = (Ereg ⊗Z Λ)/W0. Thus there is a finite morphism νˆ : Tˆ0 → M. Since
W0 acts on Λ0, it also acts on Ereg ⊗Z Λ0. We let M0 = (Ereg ⊗ Λ0)/W0. The
homomorphism µ defines a W0-invariant morphism Ereg ⊗Z Λ → Ereg and hence
induces a morphism r : Tˆ0 → Ereg.
Lemma 2.1.1. The space Tˆ0 is an e´tale fiber bundle over Ereg with fibers iso-
morphic to M0.
Proof. There exists a primitive v ∈ Λ which is W0-invariant and whose image
under µ is d > 0. Define the surjection Λ⊕ Z→ Z by (λ, k) 7→ µ(λ) − kd. Clearly,
the kernel is exactly Λ0 ⊕ Z, included via the standard inclusion on Λ0 ⊕ {0} and
where (0, 1) 7→ (v, 1). Tensoring with Ereg gives a W0-equivariant isomorphism
Ereg ⊗Z (Λ0 ⊕ Z) = (Ereg ⊗Z Λ0) × Ereg → (Ereg ⊗Z Λ) ×Ereg Ereg, where in the
second factor the map Ereg → Ereg is multiplication by d. Taking the quotient by
W0 gives an isomorphism Tˆ0 ×Ereg Ereg ∼=M0 × Ereg as claimed.
There is the following standard fact about groups generated by reflections:
Lemma 2.1.2. The group W0 is generated by the reflections in W which fix µ,
and hence by the reflections in the roots dual to the coroots lying in Kerµ = Λ0. 
In the main application, µ will be a minuscule or quasiminuscule weight, and
in particular will be a fundamental weight ̟α for some simple root α unless G is
of type An and µ is a root. Clearly, if µ = ̟α for some α, then Λ0 is spanned by
the simple coroots β for β 6= α. More generally, if Λ0 is spanned by the coroots it
contains, then Λ0 is the coroot lattice for a subroot system R0 of R of rank n− 1
and W0 contains the Weyl group of R0. In fact, it follows from Lemma 2.1.2 that
W0 is exactly the Weyl group of R0.
Next we turn to the possible singularities of the moduli space and their relation
to the singularities of Tˆ0. Let Msing be the singular locus of M, and let Mreg =
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M−Msing. Note that Mreg = M if E is singular, or if E is smooth and G is of
type An or Cn, and in no other cases.
Lemma 2.1.3. Suppose that E is smooth. In the above notation, (Tˆ0)sing ⊆
νˆ−1(Msing).
Proof. Let K be the compact form of G. Viewing a point e ∈ E ⊗Z Λ as
corresponding to a pair of elements (x, y) ∈ T ×T , where T is the maximal torus of
K, let K(e) be the centralizer of {x, y} in K. By [4, Theorem 6.12], the image of e
is a singular point of M if and only if π0(K(e)) 6= {1}. Let Re be the set of roots
α such that e is in the kernel of the homomorphism E⊗ZΛ→ E defined by α, and
let W (Re) be the subgroup of W generated by reflections in the elements of Re. A
formal argument (cf. [1, Lemma 7.1.4]) shows that there is an exact sequence
{1} →W (Re)→ StabW (e)→ π0(K(e))→ {1}.
Then the image of e inM is a singular point ofM if and only if StabW (e) 6=W (Re).
Suppose that e ∈ E ⊗Z Λ lies over a smooth point of M. Then StabW (e) =
W (Re). Thus StabW0(e) is the stabilizer inW (Re) of µ, and hence by Lemma 2.1.2
is generated by the reflections inW (Re) which fix µ. These generators fix e ∈ E⊗ZΛ
and act as reflections on the tangent space to E ⊗Z Λ at e. Hence by Chevalley’s
theorem Tˆ0 is smooth in a neighborhood of the image of e.
2.2. Existence of universal conformal bundles. We now discuss the con-
struction of universal G-bundles and universal vector bundles over M× E. Let E
be a smooth elliptic curve. Recall the following from [5]: for each G, there is
• An integer n > 0 and an element c ∈ Z(G) of order n;
• A G-bundle Ξ0 over Ar+1 × E and an action of C∗ on Ξ0, lifting a linear
action on Ar+1,
with the following properties:
• Ξ0|{x} × E is semistable for all x 6= 0;
• the induced C∗-invariant morphism Ar+1 − {0} →M induces an isomor-
phism from Ar+1 − {0}/C∗ to M.
Moreover, the primitive nth roots of unity act trivially on Ar+1, the quotient
C
∗/(Z/nZ) acts effectively, and the action of Z/nZ on Ξ0 is via 〈c〉. It follows
that, away from the singularities ofM, i.e. away from the non-free C∗-orbits, there
is an induced G/〈c〉 bundle.
In practice, we shall modify this construction slightly. Let Gˆ = G ×Z/nZ C∗,
where 1 ∈ Z/nZ acts via c ∈ G and as a primitive nth root of unity ζ in C∗. Given
ζ, write ζ = exp(2π
√−1a/n), where gcd(a, n) = 1. Of course, we could always fix
a = 1 if desired. There is a C∗-linearization of the trivial C∗-bundle over Ar+1,
covering the given action on the base, as follows: t(λ, x) = (t−aλ, t · x). Taking
the product bundle C∗ × Ξ0 with its product linearization, we see that there is an
induced Gˆ-bundle Ξ̂a over Mreg × E.
Lemma 2.2.1. For each x ∈ Mreg, the Gˆ-bundle Ξ̂a|{x} × E has a canonical
lift to a G-bundle ξx, which is the regular G-bundle corresponding to the point x.
MINUSCULE REPRESENTATIONS AND SPECTRAL COVERS 17
Proof. Begin with the central extension
{1} → G→ Gˆ→ C∗ → {1}.
By construction, the bundle ξˆx = Ξ̂a|{x}×E lifts to a G-bundle. Let det ξˆx be the
C∗-bundle induced from the quotient map Gˆ→ C∗. The inclusion C∗ ⊆ Gˆ defines
a surjective homomorphism Aut ξˆx → Aut det ξˆx = C∗, and hence the lift of ξˆx is
unique.
For E nodal or cuspidal, we could use slight variations of this construction
(with special care in case E is cuspidal and G = E8). In fact, the moduli space M
is isomorphic to an affine subspace Ar in Ar+1 − {0} as we show in [6], and hence
there is a universal G-bundle Ξ over M× E. On the other hand, the Steinberg
and Kostant sections already give us universal G-bundles as described in [6]. As
we shall show in [7], all of these sections are conjugate in the appropriate sense,
so that the choice does not really matter. However, in the next section, for the
cuspidal case, we shall use the explicit form of the Kostant section.
Now suppose that ρ : G→ GL(V ) is an irreducible representation. Then ρ(c) =
ζ′ Id, where ζ′ is a root of unity whose order divides n. Thus there is b ∈ Z such
that ζb = ζ′. The map χb(t) = t
b Id is a homomorphism from C∗ to GL(V ), and
ρ⊗χb factors to give a representation ρb : Gˆ→ GL(V ). There is then the associated
bundle Va,b = Ξ̂a ×Gˆ V over Mreg ×E, where Gˆ acts on V via ρb. It is easy to see
that the isomorphism type of the vector bundle Va,b only depends on the product
ab. For each x ∈ Mreg,Va,b|{x} × E = ξx ×G V = Vx, and hence does not depend
on a, b. Since the image of ρ is contained in SL(V ), the bundle Vx has trivial
determinant. Thus detVa,b is pulled back from the factor Mreg. We can take the
associated spectral cover TVa,b in the sense of §1, and it is also independent of a, b.
Finally, it is not hard to see that Q(Va,b) is independent of the choice of (a, b) up
to twisting by a line bundle on TVa,b . Fix some pair (a, b), and set V = Va,b.
The fiber of TV over x only depends on the S-equivalence class of ξx. Thus we
have:
Lemma 2.2.2. Let µ1, . . . , µn be the weights of V , counted with multiplicity.
Suppose that ξx is S-equivalent to the split bundle corresponding to the point e ∈
E ⊗Z Λ. Then the fiber over x of TV is the divisor
∑n
i=1 µi(e). 
Corollary 2.2.3. Suppose that V is an irreducible representation, with lowest
weight µ. Let Tˆ0 = (E ⊗Z Λ)/W0 be as in §2.1. Then there is a component T0 of
TV , which has multiplicity one in TV , and a finite birational morphism ϕ : Tˆ0 → T0
covering the identity on M, where the composite map Tˆ0 → T0 → M× Ereg is
(νˆ, r). Thus Tˆ0 is identified with the normalization of a component T0 of TV .
Proof. The reduction of the spectral cover TV ⊆M×E is the set of all points (x, p)
such that there exists a lift of x to e ∈ Ereg⊗ZΛ and a weight µi such that µi(e) = p.
Define the map ϕ˜ : Ereg⊗ZΛ→ TV by ϕ˜(e) = (ν˜(e), µ(e)), where ν˜ : Ereg⊗ZΛ→M
is the quotient morphism. Clearly, ϕ˜ descends to a morphism ϕ : Tˆ0 → TV , covering
the projection to M, whose image is set-theoretically a component T0 of TV . Since
all weights in W · µ have multiplicity one, T0 is generically reduced and hence is
reduced. It will suffice to show that ϕ has degree one. Since both Tˆ0 and T0 map
to M with degree n, this is clear.
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2.3. Some lemmas on weights. In this section, our goal is to analyze the
morphism Tˆ0 → T0 of Corollary 2.2.3 more carefully. To do so, we shall have to
analyze the weights in theW -orbit of µ. Given two weights µ1, µ2, define the divisor
D(µ1 − µ2) ⊆ Ereg ⊗Z Λ via
D(µ1 − µ2) = {e ∈ Ereg ⊗Z Λ : µ1(e) = µ2(e)}.
More generally, for any weight λ, let D(λ) = Ker{λ : Ereg ⊗Z Λ→ Ereg}.
Proposition 2.3.1. Let V be an irreducible representation of G with lowest
weight µ. Suppose that µ1, µ2 ∈ W · µ are distinct weights of V in the W -orbit of
µ. Then exactly one of the following holds:
(i) µ1 − µ2 = kα for some root α and k ∈ Z. In this case, µ2 is the unique
element of W · µ such that µ1 − µ2 is a nonzero real multiple of α.
(ii) There is an open dense subset of D(µ1 − µ2) on which no root vanishes.
Proof. First suppose that µ1 − µ2 = kα for some root α. Since the difference
of two weights of an irreducible representation is a sum of roots, and the roots are
primitive elements in the root lattice, k ∈ Z. The affine line µ1 + tα meets the
orbit W · µ at least at the two points µ1, µ2. Since every element of W · µ has the
same length (with respect to any Weyl invariant inner product) and an affine line
can meet a sphere in at most two points, we have proved (i).
Conversely, suppose that µ1−µ2 is not a multiple of any root. Then, for every
root α, Ker(µ1 − µ2) and Kerα are distinct hyperplanes in h. It follows that, for
every root α, D(α) meets D(µ1 − µ2) in a proper subset. Since there are only
finitely many roots, (ii) follows.
Let us analyze these two possibilities separately. Before we do so, let us intro-
duce the following notation:
Definition 2.3.2. For e ∈ Ereg ⊗Z Λ, let ξe be the regular G-bundle whose
S-equivalence class is the image of e in M. Let Ve be the vector bundle ξe ×G V .
Lemma 2.3.3. In the above notation, suppose that µ1−µ2 is not a multiple of a
root. Then there is an open dense subset U of D(µ1 − µ2) such that, for all e ∈ U ,
the following hold:
(i) StabW (e) = {1}.
(ii) The multiplicity of every point of the divisor
∑
w∈W/W0
(wµ)(e) is at most
two.
(iii) If ξ′ is the H-bundle defined by e, then ξe = ξ
′ ×H G, and the vector
bundle Ve defined in Definition 2.3.2 is a direct sum of line bundles.
Proof. An element w ∈ W fixes a codimension one subset of Ereg ⊗Z Λ if and
only if w fixes a codimension one subset of h if and only if w = rα is the reflection
in a root α. In this case, since rα(e) = e − α(e)α∨ and α∨ is primitive, the fixed
set of rα is D(α). Since by hypotheses D(α) 6= D(µ1 − µ2), (i) follows for an open
dense subset of D(µ1 − µ2).
To prove (ii), first suppose that µ′, µ′′ ∈W ·µ and that µ′−µ′′ vanishes along a
component of D(µ1−µ2). Then, in h, Ker(µ′−µ′′) = Ker(µ1−µ2). Hence µ′−µ′′
is a multiple of µ1−µ2. Thus, if µ′, µ′′, µ′′′ are three distinct elements of W ·µ and
µ′, µ′′, µ′′′ all agree along a component of D(µ1 − µ2), then µ′ − µ′′ and µ′′ − µ′′′
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are both multiples of µ1 − µ2, and so µ′, µ′′, µ′′′ are all contained in an affine line
in hR. But this is impossible since, as µ
′, µ′′, µ′′′ are all conjugate via W , they all
have the same length, and a sphere meets an affine line in at most two points.
To see (iii), it is clear that ξe is regular since the regular bundle corresponding
to e fails to be split if and only if a root vanishes on e (by [4, 6.2], in case E is
smooth, and by the direct descriptions of §1.1 in case E is singular). The vector
bundle Ve is thus a direct sum of line bundles.
The following handles the case where µ1 − µ2 is a multiple of a root:
Lemma 2.3.4. In the above notation, suppose that µ1 − µ2 = kα for some root
α and some k ∈ Z, k 6= 0. Then there is an open dense subset U of D(µ1 − µ2) =
D(kα) such that, for all e ∈ U , the following hold:
(i) If µ′, µ′′ ∈W · µ and µ′(e) = µ′′(e), then µ′ − µ′′ = ℓα for some ℓ ∈ Z.
(ii) The multiplicity of every point of the divisor
∑
w∈W/W0
(wµ)(e) is at most
two.
(iii) StabW (e) = {1, rα} if e ∈ D(α) ⊆ D(kα) and StabW (e) = {1} if e ∈
D(kα) \ D(α). Moreover, rα(µ′) = µ′′ for each pair of distinct weights
µ′, µ′′ ∈W · µ such that µ′(e) = µ′′(e).
(iv) If e ∈ D(kα)\D(α), then ξe is split, and Ve is a direct sum of line bundles.
(v) Suppose that e ∈ D(α), and let Gα be the connected subgroup of G whose
Lie algebra is gα ⊕ g−α ⊕ h. Then Gα is isomorphic to SL2 × H ′ or to
SL2×Z/2ZH ′, where H ′ is the connected subtorus of H whose Lie algebra is
Kerα. If ξe is the corresponding regular bundle, then ξe = ξ
′×(SL2×H′)G,
where ξ′ = ξ1⊠̂ξ2 is the bundle over SL2×H ′ such that ξ1 is the principal
SL2-bundle corresponding to I2 and ξ2 is the H
′-bundle such that ξ′×H′G
is the split bundle whose image in M is e.
Proof. If µ′, µ′′ ∈ W · µ and µ′ − µ′′ vanishes on a nonempty open subset of
D(µ1 − µ2), then µ′ − µ′′ = t(µ1 − µ2) = ℓα for some real number ℓ. By the proof
of Proposition 2.3.1, ℓ ∈ Z, proving (i). Part (ii) and the first part of (iii) follow
as in the proof of the previous lemma. The second part follows from the fact [3, p.
124, Prop. 3(i)] that µ′ − jα is a weight whose length is the same as that of µ′ if
and only if j = µ′(α∨), and in this case by definition µ′ − jα = rα(µ′). Parts (iv)
and (v) follow from the explicit description of the regular representative ξe given
in [4] in the smooth case, and by the discussion of §1.1 in the singular case.
We can now describe the morphism ϕ : Tˆ0 → T0 ⊆ TV in more detail. Recall
that ϕ is the morphism induced from ϕ˜ : Ereg ⊗Z Λ → T0 ⊆ M × E defined by
ϕ˜(e) = (ν˜(e), µ(e)), where ν˜ : Ereg ⊗Z Λ→M is the quotient map.
Lemma 2.3.5. In the above notation, suppose that e ∈ Ereg⊗ZΛ , and let y ∈ Tˆ0
be the image of e.
(i) If, for all µ′ ∈W ·µ such that µ′ 6= µ, e /∈ D(µ−µ′), then ϕ−1(ϕ(y)) = {y},
and the morphism ϕ : Tˆ0 → T0 is an isomorphism in a neighborhood of y.
(ii) If µ′ ∈W · µ, µ′ 6= µ, and e is a generic point of D(µ− µ′), where either
µ − µ′ is not a multiple of a root, or µ − µ′ = kα for some root α and
e ∈ D(kα)\D(α), then there is an open neighborhood U in T0 of ϕ(y) such
20 ROBERT FRIEDMAN AND JOHN W. MORGAN
that ϕ−1(U) = U1 ∪U2, ϕ|Ui is an isomorphism onto a smooth divisor in
M× E, and ϕ(U1) meets ϕ(U2) transversally.
(iii) If µ′ ∈ W · µ, µ′ 6= µ, and e is a generic point of D(µ − µ′), where
µ − µ′ = kα for some root α and e ∈ D(α), then ϕ : Tˆ0 → T0 is an
isomorphism in a neighborhood of y.
Proof. Suppose that e /∈ D(µ − µ′) for every µ′ ∈ W · µ such that µ′ 6= µ.
Given y′ ∈ Tˆ0 which is the image of e′ ∈ Ereg ⊗Z Λ, suppose that ϕ(y) = ϕ(y′).
Then e′ = w(e) for some w ∈ W and µ(e′) = µ(we) = µ(e). It follows that
w∗µ = µ, so that w ∈ W0, i.e. e and e′ have the same image y ∈ Tˆ0. Thus
ϕ−1(ϕ(y)) = {y}. If w ∈ StabW (e), then (wµ)(e) = µ(e), and so wµ = µ, i.e.
w ∈ W0. Thus StabW (e) = StabW0(e), so that the morphism νˆ : Tˆ0 →M is a local
diffeomorphism near y. Since νˆ = π1 ◦ ϕ, the morphism ϕ must also be a local
diffeomorphism onto its image near y. This proves (i).
Now suppose that the hypotheses of (ii) hold and let e′ and y′ be as above.
By (ii) of Lemma 2.3.3 or (ii) of Lemma 2.3.4, if e is generic, then µ′ is the unique
element of W · µ such that µ′(e) = µ(e). Suppose that µ′ = wµ. If ϕ(y′) =
ϕ(y), then necessarily e′ = w−1(e), and so ϕ−1(ϕ(y)) = {y, y′}. Moreover, since
StabW (e) = {1}, y 6= y′ and the map Tˆ0 → M is a local diffeomorphism onto its
image at both y and y′. Hence the same is true for ϕ. Since wµ = µ′ 6= µ, it is
easy to see that the two divisors meet transversally at ϕ(y). This proves (ii).
Finally suppose that we are in Case (iii). In this case StabW (e) = {1, rα} and
µ′ = rα(µ). Thus StabW0(e) = {1}. It follows as in the previous case that, if
ϕ(y′) = ϕ(y), then e′ = rα(e) = e. Thus ϕ
−1(ϕ(y)) = {y}. For e generic, we can
identify the tangent space to Tˆ0 at y with h and the kernel of the differential of the
map from Tˆ0 to M can be identified with C · α∨ ⊆ h. Since µ(α∨) 6= 0, it follows
that the differential of ϕ at y is injective. This proves (iii).
2.4. The case of a minuscule or quasiminuscule representation. We
now apply the above results in case the representation ρ is minuscule or quasiminus-
cule. Given ρ, for each pair of integers (a, b), we have constructed a vector bundle
Va,b in §2.2, and the spectral cover TVa,b is independent of (a, b). As before, we fix
some pair (a, b) and set V = Va,b.
Theorem 2.4.1. Let E be singular, and suppose that ρ is minuscule. Then
there exists a line bundle M on Tˆ0 such that V = (νˆ × Id)∗(π∗1M ⊗ (r × Id)∗P).
A similar result holds if E is smooth, provided that we replace νˆ : Tˆ0 → M by
νˆ : (Tˆ0)reg →Mreg.
Proof. In the minuscule case, T0 = TV . Note that the pullback of the Poincare´
line bundle on TV ×E to Tˆ0 is simply (r× Id)∗P . Thus, it suffices to show that the
normalization morphism ϕ : Tˆ0 → TV and the bundle V satisfy the hypotheses of
Proposition 1.3.4. Let D0 be the union inM of the images of the divisorsD(µ−µ′),
and let D′0 be the dense open subset of D0 implicitly defined by Lemmas 2.3.3 and
2.3.4. Note that, since ρ is minuscule, if the difference µ − µ′ of two weights is a
multiple of a root α, then in fact this multiple is±1, so that Case (iv) of Lemma 2.3.4
does not arise.
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If x ∈ M does not lie in D0, then TV is smooth over x and Vx is regular. If
x ∈ D′0 lies under a point of D(µ − µ′) satisfying the hypotheses of Lemma 2.3.3,
then Vx satisfies (ii)(a) (with Vx(q) of rank one) or (ii)(b) of Proposition 1.3.4.
Otherwise, we are in case (v) of Lemma 2.3.4, and x ∈ M lies under a generic
point e ∈ D(α) for some root α. In this case, there is a connected subgroup Gα of
G isomorphic to SL2 ×H ′ or to SL2 ×Z/2Z H ′, the structure group of ξe reduces
to Gα and lifts to SL2 × H ′, and on the SL2 factor it is the principal bundle
corresponding to I2. Under the induced action of SL2 on V , V decomposes into⊕
iWi ⊕
⊕
j Uj, where the Wi are irreducible, nontrivial representations of SL2,
and the Ui are the trivial representation. Since ρ is minuscule, dimWi = 2 by e.g.
[3, p. 128, Prop. 7]. Thus, for the action of SL2 × H ′ on V , V decomposes into⊕
i(Wi ⊗ χi) ⊕
⊕
j(Uj ⊗ χj), where the χi and χj are characters of H ′. It then
follows that the vector bundle Ve associated to ξe is of the form
⊕
i(I2⊗λi)⊕
⊕
j λj .
Here the λi in the first summand are the line bundles of degree zero corresponding
to µ′(e) for µ′ ∈W · µ such that µ′ − µ′′ = ±α for some µ′′ ∈ W · µ, and the λj in
the second summand are the line bundles of degree zero corresponding to µ′(e) for
µ′ ∈ W · µ such that µ′(e) 6= µ′′(e) if µ′′ ∈ W · µ, µ′′ 6= µ′. In particular, the line
bundles corresponding to the various summands are all distinct. Thus, the vector
bundle associated to ξe is regular. In this case, ϕ fulfills the hypotheses of (ii)(a)
of Proposition 1.3.4, completing the proof of the theorem.
Remark 2.4.2. It is an interesting problem to identify the line bundle M of
Theorem 2.4.1 in case E is smooth, where it will depend on the choice of (a, b). For
groups of type An or Cn, the answer is essentially contained in [8, Corollary 3.4].
Now we turn to quasiminuscule representations.
Theorem 2.4.3. Let E be singular, and suppose that ρ is quasiminuscule but
not minuscule. Define the sheaf V by the exact sequence
0→ π∗1π1∗V → V → V → 0.
Then V is a vector bundle, and its associated spectral cover is T0, the image of Tˆ0.
Moreover, there exists a line bundle M on Tˆ0 such that
V = (νˆ × Id)∗(π∗1M ⊗ (r × Id)∗P).
A similar result holds if E is smooth, provided that we replace νˆ : Tˆ0 → M by
νˆ : (Tˆ0)reg →Mreg.
Proof. Suppose that the multiplicity of the trivial weight in ρ is s. Let e ∈ Ereg⊗Z
Λ and let ξe be the regular vector bundle whose S-equivalence class corresponds to
the image of e inM. We first claim that h0(E; ξe×G V ) = s for every e. Of course,
if G is simply laced, then ρ is the adjoint representation, s = r, and the claim is
essentially the definition of a regular bundle. In case G is not simply laced, the
nonzero weights are the short roots. Let e ∈ Ereg⊗ZΛ and let Re be the set of roots
which are trivial on e. Let X be a principal nilpotent element for the reductive
Lie algebra zg(e) which is generated by h and the root spaces g
α, α ∈ Re. By the
recipe for constructing ξe given in [4] in case E is smooth, and by the discussion in
§1.1 in case E is singular, H0(E; ξe×G V ) is given by the kernel of ρ∗(X) acting on
Ve, where Ve is the sum of the weight spaces (including those for the trivial weight)
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which annihilate e. The trivial weight contributes a subspace of Ve of dimension
s and the remaining weight spaces annihilating e are one-dimensional subspaces of
Ve corresponding to the short roots in Re. We may assume that we have chosen
X so that there is an he ∈ h ⊆ zg(e) such that (he, X) completes to an sl2-triple
in zg(e). Thus (ρ∗(he), ρ∗(X)) completes to some sl2-triple in EndV . Since X is
principal in zg(e), for all α ∈ Re, α(he) is an even nonzero integer. Thus the kernel
of ρ∗(he) is the weight zero subspace of V and so dimKer{ρ∗(he) : Ve → Ve} = s.
Since all of the eigenvalues of ρ∗(he) are even, it follows from the classification of
representations of sl2 that dimKer{ρ∗(X) : Ve → Ve} = s as well.
Since h0(E; ξe ×G V ) is constant, the direct image π1∗V is locally free of rank
s and the induced map π1∗V/mxπ1∗V → H0(E;Vx) is an isomorphism for every
x ∈ M. By semistability, the map H0(E;Vx) ⊗ OE → Vx is injective for every
x ∈ M. It follows that the induced homomorphism π∗1π1∗V → V is injective on
every fiber, and so the cokernel V is a subbundle as claimed. Clearly the spectral
cover corresponding to π∗1π1∗V is just the trivial section ofM×E with multiplicity
s, and hence TV = T0.
As in the proof of Theorem 2.4.1, we take D0 to be the union in M of the
images of the divisorsD(µ−µ′), andD′0 to be the dense open subset ofD0 implicitly
defined by Lemmas 2.3.3 and 2.3.4. To complete the proof, we must analyze the
corresponding bundles Vx, where either x /∈ D0 or x ∈ D′0. The arguments are
very similar to those given in the proof of Theorem 2.4.1, and we shall be brief.
The only essentially new case is when a weight, i.e. a short root α, vanishes. In
this case, for a generic x ∈ D(α), there is a unique factor of Vx isomorphic to I3,
and the remaining summands of Vx are of the form I2 ⊗ λi or λj , where the λi, λj
are pairwise distinct nontrivial line bundles, together with s − 1 copies of OE . In
this case, Vx has exactly the same summands, except that the I3 factor is replaced
by an I2 and the remaining s− 1 copies of OE are no longer present. Hence Vx is
regular.
2.5. Some remarks on representations. Given a regular G-bundle ξ and
an irreducible representation ρ : G → GL(V ) of G, when is the associated vector
bundle ξ×GV regular? In this section, we state some results along these lines. The
proofs are straightforward and will not be given.
Proposition 2.5.1. Let ρ : G→ GL(V ) be an irreducible representation. Then
the following are equivalent:
(i) For every smooth elliptic curve E and every regular G-bundle ξ over E,
the associated vector bundle ξ ×G V is a regular vector bundle.
(ii) For every regular element g ∈ G, ρ(g) is a regular element of GL(V ).
(iii) The multiplicity of every weight of ρ is one, and for every pair µ1, µ2 of
distinct weights of ρ, µ1 − µ2 is a root.
(iv) Either G = SLn and ρ is the standard representation or its dual, or
G = Sp(2n) and ρ is the standard representation. 
A weaker but related question is the following: let ξ be the regular G-bundle
S-equivalent to the trivial G-bundle. When is ξ ×G V regular? The answer is as
follows:
Proposition 2.5.2. Let ρ : G→ GL(V ) be an irreducible representation. Then
the following are equivalent:
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(i) For every smooth elliptic curve E and every regular G-bundle ξ over E
S-equivalent to the trivial bundle, the associated vector bundle ξ ×G V is
a regular vector bundle.
(ii) For every regular element X ∈ g, ρ∗(X) is a regular element of EndV .
(iii) If X is a principal nilpotent element in g, then ρ∗(X) is a regular element
of EndV .
(iv) The multiplicity of every weight of ρ is one, and for every pair µ1, µ2 of
weights of ρ, µ1 − µ2 is a multiple of a root.
(v) The group G and the representation ρ are as in (iv) of Proposition 2.5.1,
or G = SL2 and ρ is any irreducible representation, or G is of type Bn
or G2 and ρ is the unique quasiminuscule, non-minuscule representation
of G. 
3. Kostant and Steinberg sections and the proof of the main theorem
3.1. Conjugation into the slice. Every adG-invariant function on g may be
identified with aW -invariant function on h. In this way, the adjoint quotient of g is
identified with h/W . Let p : g→ h/W be the induced morphism, and let greg be the
open dense subset of g consisting of regular elements. In [11], Kostant constructed
a section of p whose image lies in greg as follows. Let b be a Borel subalgebra
containing h, with nilpotent radical u. Thus, there is a unique set of positive roots
R+ for (g, h) such that u =
⊕
α∈R+ g
α. Fix a principal sl2-triple (X,h0, Y ) adapted
to b. By definition, this means that X ∈ u is a principal nilpotent element of g,
[h0, X ] = 2X , [h0, Y ] = −2Y , and [X,Y ] = h0 ∈ h. It follows automatically that
Y ∈ u− =
⊕
−α∈R+ g
α. Kostant has proved the following [11, Theorem 0.10]:
Theorem 3.1.1. Let Z be a vector subspace of g which is complementary to
Im(adX) and is invariant under adh0. Then the affine space Z +X is contained
in greg and the morphism Z +X → h/W induced by the projection g→ h/W is an
isomorphism. 
We call the inverse morphism ΣZ : h/W → Z +X ⊆ greg the Kostant section
defined by Z. Denote the composition h → h/W → Z + X → greg ⊆ g by
ΣZ : h→ g. Clearly, ΣZ is a W -invariant morphism from h to g.
We would like to compare the ΣZ for different choices of Z, and would also like
to compare ΣZ with the inclusion i : h→ g. Of course, ΣZ can never be conjugate
to the inclusion, not even pointwise, because not all elements of h are regular in
g. According to the next result, for every choice of Z, if we replace the inclusion
morphism i by i+X , then the resulting morphism is indeed conjugate to ΣZ via a
morphism h→ G:
Theorem 3.1.2. Let (X,h0, Y ) be a principal sl2-triple adapted to b and let Z
and Z ′ be linear complements to Im(adX) invariant under adh0. Let ΣZ and ΣZ′
be the Kostant sections defined by Z and Z ′ respectively. Let i +X : h → g be the
map h 7→ h+X. Then:
(i) ΣZ and ΣZ′ are conjugate under the adjoint action of G on g, i.e. there
exists a morphism ψ : h/W → G such that
Ad(ψ) ◦ ΣZ = ΣZ′ .
(ii) The map i+X is an embedding of h into greg.
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(iii) For each h ∈ h, p(h + X) = p(h), so that h +X and h are identified in
the adjoint quotient. More precisely, there is a one-parameter subgroup
β : C∗ → G such that, for all h ∈ h,
lim
t→0
Adβ(t)(h+X) = h.
(iv) There exists a morphism Ψ: h→ u− such that, for all h ∈ H,
Ad(exp(Ψ(h)))(h +X) = ΣZ(h).
(v) The morphism Ψ is the unique morphism from h to u− with the property
that, for all h ∈ h,
Ad(exp(Ψ(h)))(h+X) ∈ Z +X.
By (i), all Kostant sections are equivalent under the adjoint action of G on g,
a result which is subsumed in the main result of [7]. By (iv), after making the base
change h → h/W , we can conjugate any Kostant section until its image lies in a
Borel subalgebra. This is of course not possible for the Kostant section itself, since
otherwise we would be able to find a section to the morphism h→ h/W .
We will deduce Theorem 3.1.2 from a more general result, proved in §3.2.
3.2. More general sl2-triples. For the moment, let (X,h0, Y ) denote an
arbitrary sl2-triple, not necessarily principal or adapted to b. The endomorphism
adh0 of g is semisimple and its eigenvalues are integers. Let gℓ be the ℓ-eigenspace of
adh0. Thus g is graded and the bracket is compatible with the grading. Moreover,
X ∈ g2. Let g− be the nilpotent subalgebra
⊕
ℓ<0 gℓ, let G− be the corresponding
connected unipotent subgroup of G, and let g≤0 =
⊕
ℓ≤0 gℓ. By the degree d(x)
of an element x ∈ g, we mean the largest value of ℓ such that the component of x
in gℓ is nonzero. By the classification of finite-dimensional representations of sl2,
adX : gℓ → gℓ+2 is injective if ℓ < 0 and surjective if ℓ ≥ −1.
Proposition 3.2.1. Let (X,h0, Y ) be an sl2-triple. Let Z ⊆ g≤0 be a com-
plementary linear subspace to the image of adX invariant under h0. Let τ ∈ g≤0.
Then there is a unique ψ ∈ g− such that Ad(exp(ψ))(τ +X) ∈ Z +X.
Proof. Write τ = τ0+adX(τ1), where τ0 ∈ Z and we may assume that τ1 ∈ g−, in
fact that d(τ1) ≤ −2. The proof of existence of ψ is by induction on k = d(τ1) ≤ −2.
If k is sufficiently negative, then τ1 = 0 and we can take ψ = 0. Suppose that we
know the result for all τ such that d(τ1) ≤ k− 1, and let τ be an element such that
d(τ1) = k. Let ψ
′ = τ1. Then
Ad(exp(ψ′))(τ +X) = exp(adψ′)(τ +X)
= τ +X − adX(τ1) +
∞∑
n=1
1
n!
ad(τ1)
n(τ) +
∞∑
n=2
1
n!
ad(τ1)
n(X).
We can write this as τ0+X+α, where d(α) ≤ d(τ1). Let α = τ ′0+adX(τ2), where
τ ′0 ∈ Z and τ2 ∈ g−. Since Z is h0-invariant, d(τ ′) ≤ d(α) and thus d(adX(τ2)) ≤
d(α). We can thus assume that d(τ2) ≤ d(α) − 2 ≤ k − 2. Thus by induction
there exists a ψ1 such that Ad(exp(ψ1))(τ0 + α+X) ∈ Z +X . Since exp(ψ1) and
exp(ψ′) lie in the unipotent group G−, ψ = log(exp(ψ1) exp(ψ
′)) is defined and
clearly Ad(exp(ψ))(τ +X) ∈ Z +X . This completes the inductive step and proves
the existence of ψ.
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To see the uniqueness, suppose that Ad(exp(ψi))(τ +X) ∈ Z +X for i = 1, 2.
Writing log(exp(ψ1) exp(−ψ2)) = ψ, we see that it suffices to prove: if there exists
ζ ∈ Z and ψ ∈ g− such that Ad(exp(ψ))(ζ +X) ∈ Z +X , then ψ = 0. If ψ 6= 0,
write ψ = ψk + ψ
′, where ψk is homogeneous of degree k < 0 and d(ψ
′) < k. As
before, we write
Ad(exp(ψ))(ζ +X) = ζ +X + [ψk, X ] + γ,
where d(γ) < d([ψk, X ]) = k + 2. Since ζ ∈ Z and Z is a vector subspace of g,
it follows that [ψk, X ] + γ ∈ Z. Since Z is invariant under the action of h0, each
homogeneous component of [ψk, X ]+γ lies in Z. But as d(γ) < d([ψk, X ]), it follows
that [ψk, X ] ∈ Z. Since Z is a complement to the image of adX , [ψk, X ] = 0, and
hence ψk = 0 since ψk ∈ gk and k < 0. This is a contradiction. Hence ψ = 0.
Remark 3.2.2. Suppose that g−1 = 0, which is the case if (X,h0, Y ) is prin-
cipal. Then, for all g ∈ G−, Ad(g)(X) −X ∈ g≤0. It follows that, for all g ∈ G−
and z ∈ g−, Ad(g)(z +X)−X ∈ g≤0. Thus
(g, z) 7→ Ad(g)(z +X)−X
defines a morphism
G− × (Z +X)→ g≤0.
It follows from Proposition 3.2.1 that this morphism defines an isomorphism from
G− × (Z +X) to g≤0. In this essentially equivalent form, Proposition 3.2.1 is due
to Kostant [12, Theorem 1.2].
3.3. A parametrized version. We continue to assume that (X,h0, Y ) is an
arbitrary sl2-triple. Let R be a finitely generated C-algebra. The exponential
map exp: g− → G extends to a map g− ⊗C R → G(R), where G(R) denotes the
group of R-valued points of G, in other words the set of morphisms SpecR → G.
Viewing g−⊗CR as the set of morphisms SpecR→ g−, this map is the composition
ψ 7→ exp ◦ψ : SpecR → G. The group G(R) acts on g⊗C R via Ad. We still have
the formula Ad(exp(ψ)) = exp(adψ). From this, it is clear that the proof of
Proposition 3.2.1 also proves:
Proposition 3.3.1. Let (X,h0, Y ) be an sl2-triple. Let Z ⊆ g≤0 be a comple-
mentary linear subspace to the image of adX invariant under h0. Let τ ∈ g≤0⊗CR.
Then there is a unique ψ ∈ g−⊗CR such that Ad(exp(ψ))(τ +X) ∈ Z⊗CR+X ⊆
g⊗C R. 
Remark 3.3.2. An examination of the inductive argument shows the following:
suppose thatR = C[s1, . . . , sn] is the coordinate ring of affine n-space with the usual
grading, and that τ ∈ g0⊗CR1, so that the components of τ are linear polynomials.
Then ψ =
∑N
k=1 ψ−k, where ψ−k ∈ g−2k ⊗C Rk+1 and so the components of ψ−k
are homogeneous polynomials of degree k + 1.
We will also need the following lemma to prove Part (i) of Theorem 3.1.2:
Lemma 3.3.3. Let Z,Z ′ ⊆ g− be two linear subspaces, both complementary to
Im(adX) and invariant under h0. Then there exists a morphism γ : Z → g− with
γ(0) = 0 such that the morphism
z 7→ Ad(exp(γ(z)))(z +X)−X
is an isomorphism from Z to Z ′.
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Proof. Let R be the coordinate ring of Z. Applying Proposition 3.3.1 to the
inclusion of Z in g−, which corresponds to an element of R ⊗C g−, we see that
there is a unique morphism γ : Z → g− with Ad(exp(γ(z)))(z +X) ∈ Z ′ +X for
all z ∈ Z. Clearly γ(0) = 0 by uniqueness. Define the morphism α : Z → Z ′ by
α(z) = Ad(exp(γ(z)))(z + X) − X . Symmetrically, there is a unique morphism
γ′ : Z ′ → g− such that, for all z′ ∈ Z ′, Ad(exp(γ(z′)))(z′ +X) ∈ Z +X . If we set
β(z′) = Ad(exp(γ(z′)))(z′ +X)−X , then β is a morphism from Z ′ to Z. By the
uniqueness statements, it follows that
Ad(exp(γ′(α(z)))) ◦Ad(exp(γ(z)))(z +X) = z +X
for all z ∈ Z, and hence that β ◦ α = Id. Symmetrically, α ◦ β = Id as well, so that
α and β are inverse to one another.
3.4. Proof of Theorem 3.1.2. We now prove Theorem 3.1.2. Let (X,h0, Y )
be a principal sl2-triple adapted to b. Since h0 is regular, g0 = h and g− = u−. Let
Z and Z ′ be complementary linear subspaces to Im(adX) and invariant under h0.
Both Z and Z ′ lie in g−. By Lemma 3.3.3 there is a morphism γ : Z → g− such
that z+X 7→ Ad(exp(γ(z)))(z +X) is an isomorphism I : Z +X to Z ′ +X . Since
I is given by the adjoint action of G on g, it follows that I is compatible with the
projections to the adjoint quotient h/W . In particular, Ad(exp(γ)) ◦ ΣZ = ΣZ′ ,
proving Part (i) of Theorem 3.1.2.
The map C→ h defined by a 7→ ah0 exponentiates to a one-parameter subgroup
β : C∗ → H such that Ad β(t)(X) = t2X . Thus, for all h ∈ H , Adβ(t)(h+X) = h+
t2X , and hence limt→0 Adβ(t)(h+X) = h. This proves Part (iii) of Theorem 3.1.2.
Viewing the inclusion i : h → g as a morphism from h to g0, it follows from
Proposition 3.3.1 that there is a unique morphism Ψ: h→ g− such that
Ad(Ψ(h))(h +X) ∈ Z +X
for all h ∈ h. This proves Part (v) of Theorem 3.1.2. Note that, by Remark 3.3.2,
Ψ =
∑N
k=1Ψ−k, where Ψ−k ∈ g−2k ⊗C R is a homogeneous polynomial of degree
k + 1.
Now define Σ′Z : h→ Z +X by
Σ′Z(h) = Ad exp(Ψ(h))(h+X).
Lemma 3.4.1. The morphism Σ′Z is invariant under W and the induced mor-
phism from h/W to Z +X is the Kostant section. In other words, Σ′Z = ΣZ .
Proof. Clearly Σ′Z(h) is conjugate to h + X , and hence by Part (iii) of Theo-
rem 3.1.2 maps to the same point of h/W as h. Since there is a unique such point
in Z +X with this property, namely ΣZ(h), it follows that Σ
′
Z = ΣZ .
We have thus proved (iv) of Theorem 3.1.2. Since the image of the Kostant
section lies in greg, it follows that the image of i + X has this property as well,
proving (ii) of Theorem 3.1.2. This completes the proof of the theorem. 
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3.5. Consequences for invariant polynomials. Let ρ : G → Aut V be an
irreducible representation and let ρ∗ : g → EndV be the induced representation of
Lie algebras. We can decompose V into a direct sum of weight spaces Vν . Let µ be
the lowest weight of ρ, with corresponding weight space Vµ, and let πµ : V → Vµ
be the induced projection, i.e. πµ is the identity on Vµ and is zero on Vν , ν 6= µ. As
in §2, let W0 be the stabilizer in W of µ.
The endomorphism ρ∗(h0) of V is semisimple and its eigenvalues are integral.
Thus V =
⊕
k Vk, where ρ∗(h0) acts on Vk with eigenvalue k, and each Vk is a sum
of weight spaces. Clearly ρ∗(X)(Vk) ⊆ Vk+2. The eigenspace Vk corresponding to
the minimal value of k is one dimensional, and in fact is exactly Vµ.
Let S = Sym∗ h∗ be the affine coordinate ring of h. The groups W and W0 act
on S, and we have the inclusions SW ⊆ SW0 ⊆ S, corresponding to the finite sur-
jective morphisms h→ h/W0 → h/W . Note that the linear function µ is naturally
an element of S and in fact lies in SW0 . Of course, W acts on h as a group gener-
ated by reflections. But, by Lemma 2.1.2, W0 also acts on h as a group generated
by reflections. Thus, by Chevalley’s theorem both SW and SW0 are polynomial
algebras. We wish to compare these polynomial algebras.
Lemma 3.5.1. The ring S is a faithfully flat extension of SW0 . Likewise, SW0
is a faithfully flat extension of SW . In particular, as an SW -module, SW0 is free
of rank #(W/W0).
Proof. This is an immediate consequence of the fact that S, SW0 , and SW are
regular and that the morphisms in question are finite and surjective.
For the rest of this section we fix a linear complement Z ⊆ g to Im(adX),
invariant under h0, and we let Σ = ΣZ and Ψ be as given in Theorem 3.1.2.
Lemma 3.5.2. Let λ = exp(−Ψ): h → U−, so that ρ(λ) is a morphism from h
to Aut V . Then, for all h ∈ h, we have the following equality in EndV :
ρ(λ(h)) ◦ ρ∗(Σ(h)) = ρ∗(h+X) ◦ ρ(λ(h)).
Proof. This is immediate from Theorem 3.1.2.
A morphism h→ EndV is the same thing as an element of
(EndC V )⊗C S ∼= EndS(V ⊗C S).
Thus, after choosing a basis of V , we can identify the morphism ρ(λ) from h to
V with an n × n matrix with coefficients in S. The decomposition of V into the
direct sum of its weight spaces means that we can write ρ(λ) in block form as a
sum of elements ρ(λ)ν1,ν2 ∈ Hom(Vν1 , Vν2), where ν1, ν2 are weights of ρ. It follows
from Remark 3.3.2 that the entries of ρ(λ)ν1,ν2 are homogeneous polynomials of
the appropriate degree. Similarly, the morphism Σ: h/W → g induces a morphism
ρ∗Σ: h/W = SpecS
W → EndV , and is thus identified with an element of EndV ⊗C
SW , which we continue to denote by ρ∗Σ. The morphism ρ∗Σ can likewise be viewed
as an element of EndV ⊗C S. Since Σ is the pullback of Σ, it follows that ρ∗Σ is
the image of ρ∗Σ under the inclusion EndV ⊗C SW ⊆ EndV ⊗C S.
Proposition 3.5.3. Define the S-submodule M of HomS(V ⊗C S, S) by
M = {φ ∈ HomS(V ⊗C S, S) : φ ◦ ρ∗(Σ) = µ · φ}.
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Then M is a free S-module of rank one, with a generator given by (πµ ⊗ Id) ◦ ρ(λ)
(under any identification of Vµ with C).
Proof. Since ρ∗(Σ) and ρ∗(i +X) are conjugate in AutS(V ⊗C S) (via ρ(λ)), it
will suffice to prove the same statement with ρ∗(Σ) replaced by ρ∗(i +X) and M
replaced by
M ′ = {φ ∈ HomS(V ⊗C S, S) : φ ◦ ρ∗(i+X) = µ · φ}.
In this case, φ ∈M ′ if and only if φ ◦ ρ(λ) ∈M .
Fix a basis {vi} of V such that, for every i, 1 ≤ i ≤ n, vi ∈ Vki . We may assume
that, for i ≤ j, ki ≤ kj . In particular, v1 ∈ Vµ. In this basis, the element ρ∗(i+X)
is a lower triangular matrix whose diagonal entries are the weights of V , viewed as
elements of S. Clearly, then,M ′ is identified with the set of all φ : V ⊗CS → S which
vanish on all weight spaces except for Vµ. This space is identified with V
∗
µ ⊗C S,
where V ∗µ ⊆ V ∗ is the inclusion dual to the surjection πµ : V → Vµ. Thus, M ′ is
a free rank one S-module with basis πµ ⊗ Id. It follows that (πµ ⊗ Id) ◦ ρ(λ) is a
basis for M .
Let W act on S in the usual way and trivially on V . There are induced actions
of W on V ⊗C S and on HomS(V ⊗C S, S), via w · φ(v) = w · φ(w−1v).
Lemma 3.5.4. The stabilizer W0 of µ in W acts trivially on (πµ ⊗ Id) ◦ ρ(λ).
Proof. By the previous proposition, f˜ = (πµ ⊗ Id) ◦ ρ(λ) is an eigenvector for
the action of ρ∗(Σ) on HomS(V ⊗C S, S), with eigenvalue µ, and the corresponding
eigenspace is free of rank one as an S-module. Since ρ∗(Σ) isW -invariant, w ·f˜ is an
eigenvector for ρ∗(Σ) with eigenvalue w ·µ. In particular, if w ∈W0, then w · f˜ = cf˜
for some c ∈ S. Since λ ∈ G−, ρ(λ)|Vµ = Id. Thus, (πµ ⊗ Id) ◦ ρ(λ)|Vµ ⊗C S is the
identity. On the other hand, given v ∈ Vµ⊗CS and w ∈W0, clearly w−1v ∈ Vµ⊗CS
as well, so that (w · f˜)(v) = w · w−1v = v. It follows that w · f˜ |Vµ ⊗C S = Id, so
that c = 1. Hence f˜ is W0-invariant.
Corollary 3.5.5. Let MW0 be the submodule of M fixed by W0, so that
MW0 = {φ ∈ HomSW0 (V ⊗C SW0 , SW0) : φ ◦ ρ∗(Σ) = µ · φ}.
Then MW0 is a free rank one SW0-module, generated by (πµ ⊗ Id) ◦ ρ(λ).
Proof. We have a natural inclusion MW0 ⊗SW0 S →M . The element (πµ ⊗ Id) ◦
ρ(λ) lies in MW0 , and so this inclusion is an isomorphism. Thus, MW0 ⊗SW0 S is
free of rank one. Since S is faithfully flat over SW0 , it follows that MW0 is a free
rank one SW0 -module and that (πµ ⊗ Id) ◦ ρ(λ) is a generator.
By Lemma 3.5.4 the map (πµ ⊗ Id) ◦ ρ(λ) : V ⊗C S → S is invariant under W0
and hence induces a map
(πµ ⊗ Id) ◦ ρ(λ) : V ⊗C SW0 → SW0 .
Let
f : V → SW0
be the restriction of (πµ ⊗ Id) ◦ ρ(λ) to V ⊗ {1} ⊂ V ⊗C SW0 . Of course, the map
f depends on λ, which depends on the choice of the slice Z.
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Corollary 3.5.6. Let m0 ⊆ SW be the ideal generated by all W -invariant
polynomials whose constant term is zero. Then the map
f0 : V → SW0/m0 · SW0
obtained by composing f with the natural quotient mapping SW0 → SW0/m0 · SW0
is independent of the choice of slice Z.
Proof. If Z ′ is another slice for [X, g], then by Lemma 3.3.3 there is a map
γ : Z → u− with γ(0) = 0 such that
Ad(exp(γ(z)))(z +X) ∈ Z ′ +X
for all z ∈ Z. Let λ = exp(−Ψ) and λ′ = exp(−Ψ′), where Ψ,Ψ′ are the maps
given by Theorem 3.2.1 for the slices Z and Z ′, respectively. Then
Ad(exp(−γ(ΣZ(h)−X))) · (λ′)−1 · Ad(exp(γ(ΣZ(h)−X))) · λ : Z +X → Z +X.
By uniqueness, it follows that
exp(γ(ΣZ(h)−X)) · λ = λ′ · exp(γ(ΣZ(h)−X)).
Now exp(γ(ΣZ(h)−X)) is the exponential of aW -invariant map from h to u−, and
thus exp(γ(ΣZ(h)−X)) ≡ 1 mod m0. Hence, λ(h) ≡ λ′(h) mod m0 · SW0 .
A Kostant section can be viewed as parametrizing a universal family of reg-
ular, semistable G-bundles on the cuspidal Weierstrass cubic E whose support is
contained in Ereg. We now apply Theorem 2.4.1 and Theorem 2.4.3 to the fam-
ily of vector bundles on E obtained from this universal family by a minuscule or
quasiminuscule representation ρ.
Theorem 3.5.7. Let ρ : G→ GL(V ) be an irreducible representation with low-
est weight µ and let
f = (πµ ⊗ Id) ◦ ρ(λ) : V → SW0
be the element given in Corollary 3.5.5. Then by extension of scalars f induces a
homomorphism fˆ : V ⊗C SW → SW0 making the following diagram commute:
V ⊗C SW fˆ−−−−→ SW0
ρ∗Σ
y yµ·
V ⊗C SW fˆ−−−−→ SW0 .
If ρ is minuscule, then fˆ is an isomorphism. If ρ is quasiminuscule, then fˆ is
surjective.
Proof. By Corollary 3.5.5 the SW0 -module map f ⊗ Id: V ⊗C SW0 → SW0 makes
the analogous diagram commute, where SW is replaced by SW0 and ρ∗Σ by ρ∗Σ,
and the set of all such maps V ⊗C SW0 → SW0 with this property is a free SW0 -
module with f ⊗ Id as a generator. Let fˆ = f ⊗ Id |V ⊗C SW . Since ρ∗(Σ) is
SW -invariant we see that the diagram as defined in the theorem is commutative. It
remains to show that fˆ is surjective in the quasiminuscule case and an isomorphism
in the minuscule case.
Let E be a cuspidal curve of arithmetic genus one. We consider the G-bundle
over (h/W )× E which is trivial on (h/W )× E˜ and which is given by the Kostant
30 ROBERT FRIEDMAN AND JOHN W. MORGAN
section Σ: h/W → greg ⊂ g under the correspondence of Theorem 1.1.1. Let
V → (h/W ) × E be the vector bundle induced from this G-bundle by ρ. This
vector bundle is also trivialized on (h/W )×E˜ and is given by the map ρ∗Σ: h/W →
End(V ).
Applying Theorem 2.4.1 and Theorem 2.4.3 and using the fact that every line
bundle over h/W0 is trivial since h/W0 is isomorphic to an affine space, we see that
there is a surjection from V to the vector bundle
(νˆ × Id)∗(r × Id)∗P ,
where νˆ : h/W0 → h/W is the covering projection and r : h/W0 → C ⊆ E is the map
induced by the W0-invariant weight µ : Ereg ⊗Z Λ → Ereg. By Proposition 1.1.3,
P → Ereg×E pulls back to the trivial line bundle on Ereg×E˜ and hence is given by
a map Ereg → End(C) = C. This map is the fixed identification Ereg ∼= C. Thus,
when we use this identification to produce an isomorphism of the coordinate ring of
Ereg with C[t], P becomes the element t ∈ C[t]. Hence, (r× Id)∗P is identified with
the element r∗(t) which is the element µ ∈ SW0 . In this way we identify (r× Id)∗P
with the element µ ∈ SW0 viewed as an SW0 -valued endomorphism of C. Applying
(νˆ × Id)∗ produces the SW -module SW0 with the SW -linear endomorphism given
by multiplication by µ.
Theorem 2.4.1 now implies that there is a surjective SW -linear homomorphism
f ′ : V ⊗C SW → SW0 making the following diagram commute:
V ⊗ SW f
′
−−−−→ SW0
ρ∗Σ
y yµ·
V ⊗ SW f
′
−−−−→ SW0 .
Its extension to a map fˆ ′ : V ⊗C SW0 → SW0 is an element of the free module MW0
and hence fˆ ′ = s(f ⊗ Id) for some s ∈ SW0 . Since fˆ ′ is surjective, s ∈ SW0 is
invertible. Restricting to V ⊗C SW , we see that f ′ = sfˆ , and, since f ′ is surjective,
so is fˆ . Finally, if ρ is minuscule, then f ′ is an isomorphism and hence fˆ is an
isomorphism as well.
Corollary 3.5.8. Suppose that ρ is minuscule. Let x ∈ h/W and let mx ⊆ SW
be the maximal ideal of x. Then the scheme-theoretic fiber over x in h/W0 has
coordinate ring SW0/mx · SW0 . The map fˆ induces an isomorphism fx : V →
SW0/mx · SW0 . Under this isomorphism, multiplication by µ on the right-hand
side becomes the action of ρ∗Σ(x). In particular, under the isomorphism f0 : V →
SW0/m0 ·SW0 given in Corollary 3.5.6, multiplication by µ ∈ SW0 on SW0/m0 ·SW0
corresponds to the action ρ∗(X) of the principal nilpotent element X on V . 
In particular, the corollary describes the action of every regular element of g
on V up to conjugation.
Using his deep results on perverse sheaves on the loop group of the Langlands
dual of g, Ginzburg has proved the following generalization of Theorem 3.5.7:
Theorem 3.5.9. Let ρ be an arbitrary irreducible representation. The map
fˆ : V ⊗C SW → SW0 is always surjective.
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It is natural to ask if there is a more elementary and direct proof of Theo-
rem 3.5.9. The image of fˆ is the SW -submodule of SW0 generated by (πµ ⊗ Id) ◦
ρ(λ)ν,µ, where ρ(λ)ν,µ : Vν ⊗C S → Vµ ⊗C S is the linear map induced by ρ(λ). It
follows the image of fˆ is generated by homogeneous elements, when SW and SW0
are given their natural gradings as subrings of S. By the homogeneous Nakayama
lemma, to prove Theorem 3.5.9, it would suffice to prove that the induced homo-
morphism f0 : V → SW0/m0 · SW0 is surjective.
3.6. The Steinberg section. Let Φ: H/W → Greg be a section of Steinberg
type. By this we mean that Φ is any morphism fromH/W to Greg, the set of regular
elements of G, which is a section of the adjoint quotient morphism G→ H/W . We
begin by proving a weaker analogue of Theorem 3.1.2 for Φ:
Theorem 3.6.1. Let Φ: H/W → Greg be the Steinberg section, and let Φ: H →
Greg be the composition H → H/W → Greg. Then there exists a Borel subgroup
B of G containing H, with unipotent radical U , and a morphism φ : H → G such
that, for all h ∈ H, φ(h)Φ(h)φ(h)−1 ∈ B, and moreover φ(h)Φ(h)φ(h)−1 = hu(h)
for some morphism u : H → U .
Proof. Suppose that we can show that there exists some Borel subgroup B and a
morphism φ : H → G such that, for all h ∈ H , φ(h)Φ(h)φ(h)−1 ∈ B. Then after a
further conjugation we may assume that B contains H . In this case, we can write
φ(h)Φ(h)φ(h)−1 = h′u(h) for some morphism u : H → U , where h and h′ lie in H
and have the same image in H/W . It follows that there is a w ∈ W such that,
for an open dense set of h ∈ H , h′ = w(h). Hence we can assume that h′ = w(h)
for all h. After further conjugating B by a representative for w in the normalizer
of H in G, we can then assume that φ(h)Φ(h)φ(h)−1 = hu(h) for some morphism
u : H → U as desired.
To find the morphism φ, we first claim that there exists a morphism φ from H
to the space B ∼= G/B of Borel subgroups of G, such that, for all h ∈ H , h ∈ φ(h).
To see this, fix a Borel subgroup B and let I ⊆ G× (G/B) be the incidence variety:
I = {(g, xB) : x−1gx ∈ B} = {(g, xB) : g ∈ xBx−1}.
Identifying the set of all Borel subgroups of G with G/B, I is the set of pairs
consisting of an element g of G and a Borel subgroup containing g. Clearly I is a
closed subvariety of G × (G/B). The morphism (g, xB) 7→ (x, x−1gx) defines an
isomorphism from I to G×BB, where B operates on G by right multiplication and
on itself by conjugation, with inverse (g, b) 7→ (gbg−1, gB) (cf. [14, §4.3]). Let Ireg
be the inverse image of Greg under the projection π1 : I → G. There is a morphism
θ : I → H defined by the composition
I ∼= G×B B → G×B H ∼= (G/B)×H → H,
where the morphism G×BB → G×BH is induced by the homomorphism B → H ,
and the morphism (G/B) × H → H is projection onto the second factor. It is
straightforward to verify that the following diagram is commutative:
I
π1−−−−→ G
θ
y y
H −−−−→ H/W.
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By a theorem of Grothendieck [14, §4.4], this diagram identifies I → H with a
simultaneous resolution of the the morphism G→ H/W , in the terminology of [14].
Since the adjoint quotient morphism G → H/W is smooth along Greg, the above
diagram identifies Ireg with the fiber product H ×H/W Greg. Using the morphisms
Φ: H/W → G and π1 : I → G, we can take the fiber product (H/W )×G I. By the
above remarks (all products below are fiber products),
(H/W )×G I = (H/W )×Greg Ireg ∼= (H/W )×Greg (H ×H/W Greg) ∼= H.
The isomorphism H ∼= (H/W )×G I together with the projection (H/W )×G I → I
identify an element h of H with a pair (x,Bh), where x ∈ H/W is the image of h
and Bh is a Borel subgroup containing Φ(x) = Φ(h). Here Bh is the image of h
under the morphism φ : H → G/B, which is the composition
H ∼= (H/W )×G I → I → G/B,
and we identify G/B with the variety of all Borel subgroups of G.
Now suppose that we can lift the morphism φ : H → G/B to a morphism
φ : H → G. It then follows that, for all h ∈ H , φ(h)Φ(h)φ(h)−1 ∈ B as claimed.
To see that such a lift is possible, let B be the sheaf of morphisms from H to B,
and similarly for G and G/B. Then the following is an exact sequence of sheaves
of sets in the e´tale topology:
{1} → B → G→ G/B → {1}.
In particular, we have the following long exact sequence (of pointed sets):
H0(H ;G)→ H0(H ;G/B)→ H1(H ;B).
On the other hand, the solvable group B has a filtration by normal subgroups,
such that the successive quotients are either Gm or Ga. Since H is a torus, all line
bundles on it are trivial, and since it is affine, all higher coherent sheaf cohomology
vanishes. Thus H1(H ;B) is trivial. It follows that every morphism from H to G/B
lifts to a morphism from H to G, as claimed. This concludes the proof.
The method of proof above also proves a weak form of Theorem 3.1.2. However,
it does not give the homogeneity statements.
Arguments very similar to those used in the proof of Theorem 3.5.7 then show
the following:
Theorem 3.6.2. Let S be the affine coordinate ring of H. Let ρ : G→ GL(V )
be an irreducible representation with lowest weight µ and let
g = (πµ ⊗ Id) ◦ ρ(φ)−1 : V → SW0 .
Then by extension of scalars g induces a homomorphism gˆ : V ⊗C SW → SW0
making the following diagram commute:
V ⊗C SW gˆ−−−−→ SW0
ρ∗Φ
y yµ·
V ⊗C SW gˆ−−−−→ SW0 .
If ρ is minuscule, then gˆ is an isomorphism. If ρ is quasiminuscule, then gˆ is
surjective. 
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In case ρ is minuscule, there is also a corollary to the above theorem, along the
lines of Corollary 3.5.8, describing the action of Φ(x) on V in terms of multiplication
by µ on SW0/mx · SW , which we leave to the reader to formulate.
Finally, it is natural to make the following conjecture, which does not seem to
follow from the Lie algebra analogue:
Conjecture 3.6.3. In the above notation, the homomorphism gˆ is always sur-
jective.
4. Examples
The case of An−1. Let h be the Cartan subalgebra of SLn, so that h ⊂ Cn is
identified with
h =
{
(x1, . . . , xn)|
∑
i
xi = 0
}
.
The coordinate ring of h is S = C[x1, . . . , xn]/(
∑
i xi). Let σ2, . . . , σn be the ele-
mentary symmetric functions in x1, . . . , xn (note that σ1 = 0 on h). Let W = Sn
be the symmetric group on n letters and let W0 = Sn−1, which is embedded in W
as the stabilizer of n. Thus W acts on S and SW = C[σ2, . . . , σn]. Let σi(k) be the
ith elementary symmetric function in the variables x1, . . . , xk. Thus for example
σi(n) = σi. Note that xn = −σ1(n− 1). More generally, we have the relation
(∗) σi(n− 1) + xnσi−1(n− 1) = σi.
Clearly
SW0 = C[xn, σ1(n− 1), . . . , σn−1(n− 1)]/(xn + σ1(n− 1) = 0)
= C[σ1(n− 1), σ2(n− 1), . . . , σn−1(n− 1)].
By (∗), it follows that SW0 = SW [xn]. Since xn satisfies the monic equation
p(x) =
∑n
i=0(−1)iσixn−i = 0, SW0 = SW · 1⊕ · · · ⊕SW ·xn−1n . Again by using (∗),
we can write xin as σi(n− 1) plus terms involving xjn for j < i as well as elements
of SW . Thus
SW0 = SW · 1⊕ SW · σ1(n− 1)⊕ · · · ⊕ SW · σn−1(n− 1)
as well, so that 1, σ1(n− 1), . . . , σn−1(n− 1) is a basis for SW0 as an SW -module.
Let V be the defining n-dimensional representation of SLn. The vector space
V has the standard basis e1, . . . , en. Define the n× n matrix Σ by
Σ =

0 1 0 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
...
...
...
...
. . .
...
...
(−1)n−1σn (−1)n−2σn−1 (−1)n−3σn−2 (−1)n−4σn−3 · · · −σ2 0
 .
As is well-known, Σ is a Kostant section for sln.
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For each k, 1 ≤ k ≤ n, let mi(k) be the sum of all monomials of degree i in the
variables x1, . . . , xk. Define the column vector ck by
ck =

0
0
...
1
m1(k)
...
mn−k(k)

,
and let A = (c1 · · · cn).
It is not difficult to show that
A−1ΣA =

x1 1 0 0 · · · 0 0
0 x2 1 0 · · · 0 0
0 0 x3 1 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 xn

and that A−1 =
1 0 0 · · · 0 0
−σ1(1) 1 0 · · · 0 0
σ2(2) −σ1(2) 1 · · · 0 0
..
.
..
.
..
.
. . .
..
.
..
.
(−1)n−1σn−1(n− 1) (−1)n−2σn−2(n− 1) (−1)n−3σn−3(n− 1) · · · −σ1(n− 1) 1
 .
Thus, A−1 ∈ End(V ) ⊗ S is the matrix realizing the endomorphism ρ(λ) of
Theorem 1 for the standard n-dimensional representation ρ of SLn. The lowest
weight of this representation is xn and hence πµ = xn. Thus, (πµ⊗ Id) ◦ ρ(λ) is the
row matrix given by the last row of A−1. Note that the last row of A−1 is invariant
under W0 = Sn−1 and is in fact up to sign the basis for S
W0 over SW described
above.
We now consider the minuscule representation
∧k
V . The lowest weight µ for
this representation is en+. . .+en−k+1 and hence the map (πµ⊗Id)◦ρ(λ) is the map
given by the k× k minors of A−1 which involve the last k rows. The stabilizer of µ
is Sn−k×Sk, where the first factor acts on the first n−k variables and the second
on the last k variables. It is clear from the explicit description of the matrix for
A−1 that each of the last k rows is invariant under the group Sn−k and hence the
determinants we are considering are also invariant under this group. The theorem
implies that these determinants are also invariant under Sk acting on the last k
variables. In fact, this is easy to check directly.
Let τj(k) be the j
th elementary symmetric function in the last k variables. We
have the relations
σℓ =
ℓ∑
i=0
σi(n− k)τℓ−i(k), ℓ = 1, . . . , n.
The ring SW0 is the quotient of the polynomial ring C[σi(n− k), τj(k)] modulo the
above relations. The theorem implies that the k × k-minors of the k × n matrix
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obtained from A−1 by only considering the last k rows are a basis for SW0 over
SW .
To complete the picture for SLn, we consider the adjoint representation. In
this case µ = en − e1 and the group W0 is a copy of Sn−2, embedded in Sn as the
stabilizer of 1 and n. It is straightforward to check in this case that the image of
V ⊗C SW in SW0 is the SW -submodule of SW0 generated by σn−i(n− 1)xj−11 , 1 ≤
i, j ≤ n, and that this submodule is all of SW0 .
The case of Cn. The unique minuscule representation of Sp(2n,C) is the
defining 2n-dimensional representation. Its weights are ±xi, 1 ≤ i ≤ n, with lowest
weight −x1. The ring SW is a polynomial algebra C[α1, . . . , αn], where αi is the ith
elementary symmetric function on x21, . . . , x
2
n. If W0 is the stabilizer of the lowest
weight −x1, then SW0 is a polynomial algebra with generators x1, β1, . . . , βn−1
where βi is the i
th elementary symmetric function on x22, . . . , x
2
n. As in the case of
An−1, there is a set of relations
x21βi−1 + βi = αi, i = 1, . . . , n.
Note that x1 satisfies a monic polynomial over S
W of degree 2n. It follows that
SW0 = SW [x1] = S
W · 1 ⊕ SW · x1 ⊕ · · · ⊕ SW · x2n−11 . In particular, −x1 acts on
SW0/m0 ·SW0 with a Jordan block of length 2n, corresponding to the fact that the
image of a principal nilpotent element of sp(2n) under the standard representation is
a principal nilpotent matrix. In terms of bundles, this is equivalent to the statement
that the bundle I2n has a nondegenerate symplectic form.
The orthogonal representation of Spin(2n). Choose coordinates x1, . . . , xn
on the Cartan subalgebra of spin(2n) so that the coroot lattice is the even integral
lattice. The orthogonal representation of Spin(2n) has weights ±x1, . . . ,±xn, and
−x1 is the lowest weight. Let W0 be the subgroup of the Weyl group W stabi-
lizing −x1. It is the Weyl group for Spin(2n− 2) in the variables x2, . . . , xn. As
before, we let αi be the i
th elementary symmetric function on x21, . . . , x
2
n and βi the
ith elementary symmetric function on x22, . . . , x
2
n. The ring S
W is the ring gener-
ated by α1, . . . , αn and the Pfaffian Pfaffn = x1 · · ·xn subject to the one relation
Pfaff2n = αn. Thus S
W is a polynomial algebra on αi, 1 ≤ i < n, and Pfaffn. The
algebra SW0 is the algebra generated by x1, βi, 1 ≤ i ≤ n−1, and Pfaffn−1, subject
to the relation Pfaff2n−1 = βn−1, and thus S
W0 is a polynomial algebra generated
by x1, βi, 1 ≤ i < n − 1, and Pfaffn−1. The ring SW0/m0 · SW0 is the quotient of
SW0 by the relations
x21βi + βi+1 = 0;
x1Pfaffn−1 = 0.
Hence SW0/m0 · SW0 is generated by x1 and Pfaffn−1 subject to the relations
x2n−21 = Pfaff
2
n−1;
x1Pfaffn−1 = 0.
It follows that
x2n−11 = x1Pfaff
2
n−1 = 0.
A C-basis for SW0/m0 · SW0 is 1, x1, . . . , x2n−21 ,Pfaffn−1. As a module over C[x1],
SW0/m0 · SW0 ∼= C[x1]/(x2n−21 ) ⊕ C[x1]/(x1). This reflects the fact, which is easy
to check directly, that a principal nilpotent element of spin(2n) acts on V with
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two Jordan blocks, one of dimension 2n− 1 and one of dimension 1. This implies
that the orthogonal bundle of rank 2n which is regular as a Spin(2n)-bundle and
S-equivalent to the trivial bundle is I2n−1 ⊕OE . In particular, it is not regular as
a vector bundle.
The case of E6. Direct computation shows that the action of the principal
nilpotent element X in the Lie algebra of type of E6 on the 27-dimensional mi-
nuscule representation V has three Jordan blocks of dimensions 17, 9, and 1. The
bottom of the Jordan block of rank 17 is the lowest weight space Vµ. Thus, The-
orem 1 implies that multiplication by µ in SW0/m0 · SW0 is nilpotent of order 17.
One can show that SW0 = SW [µ, a, b], where µ, a, b are homogeneous in degrees 1,
4, 8 respectively. Note that SW is a graded polynomial algebra with generators in
degrees 2, 5, 6, 8, 9, 12. On the other hand, since W0 is the Weyl group of D5, and
its action on h decomposes as a copy of the standard representation of W (D5) plus
a trivial factor, it follows that SW0 has generators in degrees 1, 2, 4, 5, 6, 8. Given
these degrees and the fact that SW0 has rank 27 over SW , it is easy to check directly
that SW0 is generated as an SW -algebra by elements in degrees 1, 4, 8.
5. Quasiminuscule representations
Let ρ be a quasiminuscule, nonminuscule representation, and let V be the cor-
responding vector bundle over M× E. In this section, we describe the extension
class corresponding to the extension
(∗) 0→ π∗1π1∗V → V → V → 0
of Theorem 2.4.3, in the case where G is simply laced and hence ρ is the adjoint
representation. It seems likely that similar geometric methods can also describe the
quasiminuscule, nonminuscule representation in the non-simply laced case. We shall
just write out the case of g, i.e. where E is cuspidal, although minor modifications
handle the nodal and smooth cases. Recall the notation of §2.1: we have the finite
cover νˆ : Tˆ0 → M, as well as the normalization map ϕ : Tˆ0 → T0 ⊆ M × Ereg,
where T0 is the image of (νˆ, r) : Tˆ0 →M×Ereg. Fixing a coordinate t for E at p0,
the pullback r∗t in the coordinate ring of Tˆ0, i.e. as an element of S
W0 , is just the
weight µ. In the above notation, V = (νˆ × Id)∗(r × Id)∗P .
5.1. The extension group. We begin by identifying the module of extensions
for exact sequences whose first and third terms are above.
Proposition 5.1.1. Let W be a vector bundle over M and let M be the pro-
jective and hence free SW -module corresponding to W. Then Ext1M×E(V , π∗1W),
which is a module over SW , is isomorphic to the SW -module (SW0/µSW0)⊗SW M .
Proof. By Corollary 1.4.3, the module of such extensions is isomorphic to
(Q∨/tQ∨) ⊗SW M , where Q∨ is the Fourier-Mukai transform of (V)∨. Thus it
suffices to show that Q∨ ∼= SW0 . By Theorem 2.4.3, V is the direct image under
νˆ × Id of the pullback of a line bundle on Tˆ0, necessarily trivial, tensored with
(r× Id)∗P . Applying duality for the finite flat morphism νˆ× Id, and using the fact
that the relative dualizing sheaf ωTˆ0/M is a line bundle on Tˆ0, and hence is trivial
as well, it follows that (V)∨ is the direct image under νˆ × Id of (r× Id)∗P−1. Note
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that reflection in the root µ defines an element of W of order two normalizing W0,
and hence an involution τ of Tˆ0 such that νˆ ◦ τ = νˆ and r ◦ τ = − Id ◦r. Thus
(νˆ × Id)∗(r × Id)∗P−1 = (νˆ × Id)∗(τ × Id)∗(r × Id)∗P−1
= (νˆ × Id)∗(r × Id)∗(− Id× Id)∗P−1.
On the other hand, from the symmetric definition of P , it follows that
(− Id× Id)∗P−1 ∼= P .
Thus (V)∨ ∼= (νˆ × Id)∗(r × Id)∗P ∼= V, and in particular Q∨ ∼= SW0 .
Let D = T0 ∩ (M× {p0}) and let Dˆ be the pullback of D to Tˆ0. Since the
affine coordinate ring of Dˆ is equal to SW0/µSW0 , we can rephrase the proposition
as follows:
Corollary 5.1.2. In the above notation, the SW -module Ext1M×E(V , π∗1W) is
isomorphic to the SW -module of global sections of νˆ∗W|Dˆ. 
Clearly, Dˆ = r−1(0), and hence Dˆ is isomorphic to M0, in the terminology of
§2.1. In particular, Dˆ is smooth. It follows from Lemma 2.3.5 that the induced
morphism Dˆ → D is birational. We shall say more about the structure of Dˆ → D
below.
5.2. Identification of the extension class. Assume now that ρ is the ad-
joint representation. The nonzero weights of ρ are the roots of g, and V = adΞ.
First, we identify the vector bundle W = π1∗V :
Proposition 5.2.1. The vector bundle π1∗V is isomorphic to Ω1M.
Proof. The bundle Ξ is a universal G-bundle over M × E. It follows that
the Kodaira-Spencer homomorphism TM → R1π1∗ adΞ is an isomorphism. (Of
course, this is just a restatement of the result of Kostant [11] that the adjoint
quotient morphism is smooth at a regular element.) Using relative duality, the
isomorphism (adΞ)∨ ∼= adΞ given by the Killing form, and the fact that the relative
dualizing sheaf ωM×E/M is trivial, it follows that (R
1π1∗ adΞ)
∨ ∼= R0π1∗ adΞ.
Thus Ω1M
∼= π1∗ adΞ = π1∗V , as claimed.
There is another description of π1∗V ∼= Ω1M as follows:
Lemma 5.2.2. The sheaf π1∗V ∼= Ω1M corresponds to the SW -module (S⊗Ch)W ,
where W acts on both factors of the tensor product by the natural actions.
Proof. The sheaf Ω1M is the coherent sheaf associated to the S
W -module Ω1SW /C.
By a theorem of Solomon (see for example [2, p. 135, ex. 3]), Ω1SW /C = (Ω
1
S/C)
W .
But Ω1S/C
∼= S ⊗C h∗, and the invariant bilinear form defines a W -equivariant
isomorphism from h∗ to h. Thus Ω1SW /C
∼= (S ⊗C h)W .
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The extension class corresponding to V is thus a global section of νˆ∗Ω1M|Dˆ. Our
goal now will be to describe this section. Viewing D as a divisor onM×{p0} ∼=M,
there is the conormal morphism ID/I
2
D → Ω1M|D. The image of this morphism is
the conormal sheaf. At a smooth point of D, this subsheaf is a line subbundle which
is the dual of the normal bundle to D. Since M is an affine space, PicM is trivial,
and hence there is an s¯ ∈ SW , unique up to a nonzero scalar, such that ID = (s¯). In
fact, we can take s¯ =
∏
w∈W/W0
wµ. Thus ds¯ defines a section of Ω1M|D. There is
then the induced section νˆ∗ds¯ of νˆ∗Ω1M|Dˆ. Since Dˆ ∼=M0, which is again an affine
space, there exists an indivisible section s of νˆ∗Ω1M|Dˆ, unique up to a constant, and
an element a ∈ Γ(Dˆ,ODˆ) ∼= SW0/µSW0 such that νˆ∗ds¯ = as. Concretely, choosing
a basis of the trivial vector bundle Ω1M and hence of νˆ
∗Ω1M|Dˆ ∼= OrDˆ, we can write
s = (f1, . . . , fr), where the fi have no common factor, and as = (af1, . . . , afr) for
functions fi on Dˆ.
Theorem 5.2.3. The above section s defines the extension class corresponding
to V. Moreover, s can be completed to a basis for νˆ∗Ω1M|Dˆ. In other words, the
sheaf (νˆ∗Ω1M|Dˆ)/ODˆ · s is a locally free sheaf of ODˆ-modules.
Proof. We begin by verifying that, at a generic point x of D, the corresponding
extension class lies in the image of the conormal line N−1D/M,x in Ω
1
M,x. For such
an x ∈ D, we may assume that D and T0 are smooth at x. Let ξ be the G-bundle
over E corresponding to x ∈ M. By the proof of Theorem 2.4.1 and 2.4.3, ξ is
described as follows: let H ′ be the subtorus of H given by Kerµ and let SL2 be
the subgroup of G corresponding to the Lie algebra spanned by gµ, g−µ, and µ∨.
Then there is the natural embedding SL2×Z/2ZH ′ → G. Let ξ1 be the SL2-bundle
corresponding to I2. Then there exists a generic H
′-bundle ξ2 such that, if ξ
′ is
the bundle on SL2×Z/2ZH ′ induced by ξ1⊠ ξ2 on SL2×H ′, then ξ is the induced
G-bundle. Note that adSL2 ξ1 = I3 and that adH′ ξ2 = Or−1E . There is the induced
injection adSL2 ξ1 ⊕ adH′ ξ2 → adG ξ. The arguments of Theorem 2.4.3 imply that
the corresponding homomorphism on H1 is an isomorphism. In particular,
TM,x ∼= H1(E; adG ξ) = H1(E; adSL2 ξ1)⊕H1(E; adH′ ξ2).
Clearly, H1(E; adH′ ξ2) is the image of the tangent space TD,x to D at x, and
hence the normal bundle sequence is split at x. Another way to give the same
splitting on the normal bundle sequence is as follows. The Killing form induces a
quadratic form on H1(E; ad ξ), which is easily seen degenerate with radical equal
to H1(E; adSL2 ξ1), and this splits the sequence. Dualizing, there is a direct sum
decomposition
Ω1M,x
∼= H0(E; ad ξ) = H0(E; adSL2 ξ1)⊕H0(E; adH′ ξ2).
Under the identification of Ω1D,x with H
0(E; adH′ ξ2), the above is a splitting of the
conormal sequence such that the natural morphism Ω1M,x → Ω1D,x is the projection
to H0(E; adH′ ξ2).
The extension (∗) restricted to the slice {x} × E gives an extension
0→ H0(E; ad ξ)⊗C OE → ad ξ → V → 0,
and hence defines an extension class ε ∈ H1(E;V ∨)⊗H0(E; ad ξ). By construction,
the part of V supported at p0 ∈ E is isomorphic to I2 and so H1(E;V ∨) ∼= C. Thus
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up to a scalar we can view ε as an element of H0(E; ad ξ). We claim that, if V ′ is
defined via the commutative diagram
0 −−−−→ H0(E; ad ξ)⊗C OE −−−−→ ad ξ −−−−→ V −−−−→ 0y y =y
0 −−−−→ H0(E; adH′ ξ2)⊗C OE −−−−→ V ′ −−−−→ V −−−−→ 0
then the corresponding extension V ′ is split. There are many ways to see this.
For example, it follows from the explicit knowledge of ad ξ given in the proof of
Theorem 2.4.3. Another way is to use that fact that orthogonal projection from g to
h′ is equivariant with respect to the action of the subgroup SL2×Z/2ZH ′. Thus there
is an induced homomorphism of vector bundles from ad ξ to H0(E; adH′ ξ2)⊗COE .
In turn, this homomorphism induces a surjection from V ′ to H0(E; adH′ ξ2)⊗COE
which splits the extension. In any case, we see that ε ∈ H0(E; ad ξ) ∼= Ω1M,x lies
in the kernel of the projection Ω1M,x → Ω1D,x, and hence ε lies in the image of the
conormal line N−1D/M,x. Thus, at a generic point of D, the extension class ε is equal
to a nonzero multiple of νˆ∗ds¯ at x and hence is a nonzero multiple of s at x.
Suppose that s′ is the section of νˆ∗Ω1M|Dˆ corresponding to the extension (∗).
The above shows that there exists a regular function c on Dˆ such that s′ = cs.
Fixing a basis for Ω1M, we can write s
′ = cs = (cf1, . . . , cfr). To complete the
proof of Theorem 5.2.3, it suffices to show the following: for all y ∈ Dˆ, there
exists an i such that cfi /∈ my. This will show that c is a nowhere vanishing
function on Dˆ and hence a constant, and that s is a nowhere vanishing section
of νˆ∗Ω1M|Dˆ. To see this, let x ∈ M lie under y, let ξ be the corresponding G-
bundle, and let 0 → OrE → V → V → 0 be the corresponding extension, where
we use the given basis of Ω1M to trivialize the subbundle H
0(E;V ) ⊗ OE of V .
The fact about V that we shall need is that h0(E;V ) = r and hence that the
coboundary map δ : H0(E;V ) → H1(E;OrE) is injective. Write δ = (δ1, . . . , δr),
where δi ∈ Ext1(V ,OE) ∼= Hom(H0(E;V ), H1(E;OE)). By Proposition 5.1.1,
we have identified Q = Q(V ) with R˜ = SW0/mxS
W0 and Ext1OE (V ,OrE) with
(R˜/µR˜)r. Under this identification, the ith component δi of δ corresponds to the
ith component of s′, namely cfi. Thus, if cfi ∈ my for every i, then cfi lies in
the subspace my/µR˜ of R˜/µR˜, which is a proper subspace since y ∈ Dˆ, i.e. my is
not the unit ideal. This would imply that all of the δi lie in a proper subspace
of Hom(H0(E;V ), H1(E;OE)), and hence that they have a common kernel. This
contradicts the injectivity of δ. Thus cfi /∈ my for some i, proving that both c and
fi are units at y.
We can say more about the function a such that νˆ∗ds¯ = as in the discussion
preceding Theorem 5.2.3. To determine a up to a nonzero constant, it suffices to
describe the divisor of zeroes of a in Dˆ. We begin by describing the divisor D in
more detail. Let y ∈ Dˆ, so that by definition y is the image of a point e ∈ Ereg ⊗Λ
such that µ(e) = 0. If ±µ are the only roots which vanish at e, then by Lemma 2.3.5,
Tˆ0 → T0 is a local isomorphism near y, and hence Dˆ → D is also an isomorphism.
Thus we may assume that there exists a root µ′ 6= ±µ such that µ′(e) = 0 as well.
The possibilities are as follows (we leave the calculations to the reader):
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Lemma 5.2.4. Let e ∈ Ereg⊗Λ lie over y ∈ Dˆ. Suppose that there exists a root
µ′ 6= ±µ such that µ′(e) = 0, and that e is a generic point of D(µ) ∩D(µ′).
(i) If µ and µ′ are orthogonal, then ϕ−1(ϕ(y)) = {y, y′} consists of two dis-
tinct points, both T0 and D have two local branches at ϕ(y), meeting
transversally, and ϕ : Tˆ0 → T0 is a local diffeomorphism at y onto one
of the two branches of T0 passing through ϕ(y). There exist local coordi-
nates x1, . . . , xr−2, s1, t2 for Tˆ0 at y and local coordinates x1, . . . , xr−2,
t1, t2 for M at νˆ(y) such that
νˆ(x, s1, t2) = (x, t1, t2),
where t1 = s
2
1. A local form for the equation of D is t1t2 = 0. Finally,
µ = r∗t = s1.
(ii) If µ and µ′ are not orthogonal, then they span a root system of type A2.
The preimage ϕ−1(ϕ(y)) = {y}. There exist local coordinates x1, . . . , xr−2,
s1, s2 for Tˆ0 at y and local coordinates x1, . . . , xr−2, σ2, σ3 for M at νˆ(y)
such that
νˆ(x, s1, s2) = (x, σ2, σ3),
where σ2 = −(s21 + s22 + s1s2) and σ3 = −(s21s2 + s1s22). A local form for
the equation of D is 4σ32 + 27σ
2
3 = 0. Finally, µ = r
∗t = s1 − s2. 
Corollary 5.2.5. Let Dˆ1,1 the the hypersurface in Dˆ which is the image of
the set of e ∈ Ereg ⊗ Λ such that there exists a root µ′ 6= ±µ, orthogonal to µ,
with µ′(e) = 0. Let Dˆ2 the the hypersurface in Dˆ which is the image of the set
of e ∈ Ereg ⊗ Λ such that there exists a root µ′ 6= ±µ, not orthogonal to µ with
µ′(e) = 0. Then the function a vanishes to order 1 along every component of Dˆ1,1
and to order 3 along every component of Dˆ2. 
6. Further conjectures
In this final section, we speculate on how some of the previous results and
conjectures might be generalized to an arbitrary irreducible representation ρ. For
simplicity, we shall only discuss the case of g, where these questions might be
accessible to the methods of Ginzburg. The general idea is to find a filtration of the
corresponding vector bundle V , or equivalently of the module V ⊗CSW , so that the
the associated graded module is free and action of ρ∗Σ on the associated graded
can be described explicitly. For simplicity, we shall shift our point of view and work
with highest weights instead of lowest weights in what follows.
6.1. Notation. Given an irreducible representation ρ : G→ GL(V ), let λ be
a weight of ρ and let mλ be the multiplicity of λ, so that V =
⊕
λ Vλ, where H
acts on Vλ by the character corresponding to λ, and dimVλ = mλ. Recall that,
if λ is a weight, then so is wλ for every w ∈ W . In particular, each W -orbit of
weights contains a unique dominant weight. We define a partial ordering on the
set of all dominant weights as follows: If λ1 and λ2 are two dominant weights, then
λ1 ≥ λ2 if the difference λ1 − λ2 is a rational linear combination of simple roots
with nonnegative coefficients, and λ1 > λ2 to mean λ1 ≥ λ2 and λ1 6= λ2.
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6.2. Statement of the conjecture. For each dominant weight λ of ρ, define
the operator Pλ ∈ End(V ⊗C SW ) by
Pλ =
∏
λ′∈W ·λ
(ρ∗Σ− λ′ · Id).
Note that Pλ does in fact lie in End(V ⊗C SW ), although the individual factors
only lie in End(V ⊗C S), and that Pλ commutes with ρ∗Σ. Moreover, KerPλ is
a saturated submodule of V ⊗C SW which corresponds to the component of the
spectral cover whose reduction is given by the Weyl orbit of λ. It seems natural,
however, that the ordering of the weights must somehow be taken into account. To
do so, make the following construction: For λ dominant, define
Qλ =
∏
λ′≤λ
Pλ,
where the product is over all dominant weights λ′ ≤ λ, define and
Q0λ =
∏
λ′<λ
Pλ.
Then Fλ = KerQλ ⊆ V ⊗C SW is invariant under ρ∗Σ, as is F 0λ = KerQ0λ, and
F 0λ ⊆ Fλ. Note that, since the dominant weights of ρ might only be partially
ordered, {Fλ} need not be a filtration of V ⊗C SW .
Conjecture 6.2.1. Let λ be a dominant weight. Let Wλ be the stabilizer in
W of λ and mλ the multiplicity of λ in ρ. Then, in the above notation, there is an
isomorphism of SW -modules
hˆ : Fλ/F
0
λ
∼= (SWλ)mλ ,
and hˆ ◦ ρ∗Σ = λhˆ.
In case λ is the highest weight of ρ, the conjecture is Ginzburg’s result. At the
other extreme, if λ = 0, the conjecture is contained in the following:
Proposition 6.2.2. Kerρ∗Σ is a free submodule of V ⊗C SW of rank m0.
Proof. If 0 is not a weight of ρ, then Kerρ∗Σ(x) = 0 for each x such that Σ(x)
is semisimple. Thus Ker ρ∗Σ = 0, and hence it is free of rank m0 = 0. Thus we
may assume that 0 is a weight of ρ. In this case, the proof uses the following result
of Kostant [11, (5.1.1)]: Suppose that m0, the multiplicity of the weight 0 in V , is
positive. Let X be a regular element of g, let gX denote the centralizer of X , and
define
V g
X
= {v ∈ V : ρ∗(Y )(v) = 0 for all Y ∈ gX}.
Then dim V g
X
= m0, and in particular it is independent of the choice of X .
For each x ∈ h/W , we just write gx for gΣ(x). Then ⋃x∈h/W gx is an r-
dimensional subbundle zΣ of the trivial bundle (h/W )×g. Since SW is a polynomial
algebra, the vector bundle zΣ corresponds to a free S
W -submodule of g ⊗C SW ,
with basis X1, . . . , Xr (although the main point is rather that the submodule is
projective). Let M =
⋂r
i=1Kerρ∗(Xi) ⊆ V ⊗C SW . Since dimV g
x
is independent
of x, it follows that M is a projective, and hence free, submodule of V ⊗C SW ,
clearly saturated. As Σ(x) ∈ gx for every x, M ⊆ Ker ρ∗Σ. Finally, if x is the
image of a regular semisimple element, then it is easy to see that V g
x
= KerΣ(x),
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and since M is saturated, we must have equality everywhere. Thus Ker ρ∗Σ = M ,
and in particular Ker ρ∗Σ is free.
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