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Chapter 1
Introduction
For designing new materials with given properties needed for technical ap-
plications it is important to understand the connection between electronic
structure and observable qualities like elastic properties or magnetism.
An important tool for this task is Density Functional Theory (DFT),
which is based on the two articles of Hohenberg and Kohn [1] and Kohn
and Sham [2] and was later set to a solid mathematical basis by Lieb [3].
With the help of DFT on can reduce the complicated many-body problem,
which one faces when trying to describe a solid, to an effective one-particle
problem and this way making the ab-initio calculation of solids feasible. DFT
yields the total energy and the so-called band structure from which the Fermi
surface can be calculated. Furthermore, DFT can be generalized to a spin
polarized case (Spin Density Functional Theory, SDFT), where it is possible
to calculate magnetic moments.
The equations one has to solve when applying (S)DFT to a material are
implemented in computer codes like FPLO (Full-Potential nonorthogonal
Local-Orbital minimum-basis band-structure scheme, [4]), the program which
was used for the calculation of the results presented in this thesis.
In my thesis I concentrated on anomalies induced by topological changes
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of the Fermi surface, which are called ”Lifshitz transitions” [5, 6]. Lifshitz
transitions are an interesting subject to study because a topological transition
of the Fermi surface results in a van Hove singularity in the density of states
(DOS) at the Fermi energy, which again induces an anomaly in the free
energy and therefore yield anomalies of observable physical quantities.
To investigate Lifshitz transitions in magnetic and non-magnetic materi-
als, RCo5 (R=Y, La) was chosen as an example for a magnetic system and
Osmium was chosen to explore a non-magnetic example.
YCo5 is a very interesting compound to study because it is the parent
compound of SmCo5, an important magnetic compound for technical applica-
tions. To understand the magnetism in SmCo5 it is necessary to know, which
magnetic contributions come from the Samarium atoms and which from the
Cobalt atoms. The magnetic contribution arising from Co can be studied by
exploring YCo5 since Yttrium has no f -electrons, which are responsible for
the magnetism in Samarium.
The calculations show, that in YCo5 a transition from strong ferromag-
netism to weak ferromagnetism takes place, where the magnetic moment
switches from a high moment state to a low moment state under pressure.
This drop of the magnetic moment causes a volume collapse and is accompa-
nied by an opposed shift of spin-up and spin-down bands, which result into
totally different Fermi surfaces for the high moment and the low moment
state. Because the electronic configuration in LaCo5 is very similar to the
one in YCo5, we expect a similar transition in LaCo5 on the basis of our
calculations. For YCo5 our predictions have been confirmed by experiment
[7], where a volume collapse was found under pressure. For LaCo5 there are
no experiments done so far to the best of our knowledge.
In the case of Os there are contradictory experiments [8, 9]. Occelli et al.
[8] measured Os under pressure and found an anomaly in the c/a ratio under
applied pressure. They claimed that this could be an evidence for a Lifshitz
transition. Takemura [9] did measurements in the same pressure range. He
did not find any anomaly in his data. So we decided to calculate the behavior
of Os under pressure to find out, what theory yields. Our calculations show
three Lifshitz transitions, but at much higher pressures than applied in the
experiments. Furthermore, the resulting anomalies in the DOS are much to
small to have the chance of being observed experimentally.
The goal of this study is to examine, if YCo5 and LaCo5 show elastic
anomalies under pressure. The aim for Os is to find Lifshitz transitions
under pressure and to explore if they result in anomalies of the c/a ratio
9versus pressure.
The thesis is structured like follows:
• Chapter 2 sets the theoretical basics needed for calculation and discus-
sion of the results. These basics are a short introduction into DFT for
the ground state, magneto-elastic effects and a section about Lifshitz
transitions.
• Then the results of the calculations about YCo5, LaCo5 and Osmium
are presented and discussed in Chapter 3.
• Finally Chapter 4 summarizes the most important results.
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Chapter 2
Theory
In this chapter the theoretical basics needed for calculation and discussion of
the results shown in Chapter 3 are presented. The first part of this chapter
contains a short introduction into DFT on which FPLO [4] – the code with
which the results are calculated – is based. The next part deals with magneto-
elastic effects, which are important in my work on YCo5 and LaCo5. The
last and largest part of this chapter is about Lifshitz transitions, which take
place in YCo5, LaCo5 and in Osmium.
2.1 DFT for the ground state
This section gives an overview over the principles of DFT. Here the original
approach is presented, which lacks mathematical rigor but is straight forward
in a sense that all quantities and approximations, which are needed for the
calculation are introduced at that moment they are needed. Another way
of presenting DFT is by applying convex functional analysis. This was done
in the early eighties by Lieb [3] and put DFT on solid mathematical basis.
At the end of this chapter a few remarks on Relativistic Density Functional
Theory (RDFT) are given.
11
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2.1.1 Non-relativistic Density Functional Theory
To calculate the total energy of the ground state of some bulk material, the
first ansatz would be the solution of the eigenvalue equation of the Hamilto-
nian
E = min
Ψ
〈Ψ|H|Ψ〉 (2.1)
with
Hˆ = −1
2
N∑
i=1
∆i −
N∑
i=1
M∑
j=1
Zj
|ri −Rj| +
1
2
N∑
i6=j
1
|ri − rj| +
1
2
M∑
i6=j
ZiZj
|Ri −Rj| . (2.2)
Here the first term is the kinetic energy of the electrons, the second gives the
Coulomb-interaction between electrons and ion cores, the third represents the
Coulomb-interaction between the electrons and the last gives the Coulomb-
interaction between the ion cores.
But to solve Eq. (2.1) with the Hamiltonian (2.2) is a very hopeless ven-
ture, since the many-particle wave function of a solid has of the order of
1023 variables even if one applies the adiabatic approximation to decouple
the ion cores from the valence electrons and treat the former as an external
potential.
In 1927 Thomas and Fermi developed an explicit but na¨ıve theory in
which the total energy was calculated as a functional of both the density of
the electrons and the external potential coming from the ion cores. They
approximated the kinetic energy of the electrons (first term in Eq. (2.2)) in
the solid with the kinetic energy of the homogeneous interaction-free fermion
gas, which can be seen as a crude approximation to DFT.
In 1964 Hohenberg and Kohn proved ”that there exists a universal func-
tional of the density, F [n(r)], independent of V (r), such that the expression
E =
∫
d3r V (r)n(r) + F [n(r)] (2.3)
has as its minimum value the correct ground-state energy associated with
V (r)” [1] under the constraint
N [n] =
∫
d3r n(r) = N (2.4)
of particle conservation. Their theorem on which DFT is based, states that
”the potential V (r) is modulo a constant a unique function of the density
2.1. DFT for the ground state 13
n(r)” [1]. Unfortunately the functional F [n] is not known and most probably
it will never be known. To be able to do calculations anyway Kohn and Sham
[2] proposed the following decomposition of F [n]:
F [n] = Ts[n] + U [n] + Exc[n]. (2.5)
Here,
Ts[n] = min
φi
{
N∑
i=1
∫
d3r φ∗i (r)(−
∆
2
)φi(r)
∣∣∣∣∣n(r) =
N∑
i=1
|φi(r)|2, 〈φi|φj〉 = δij
}
(2.6)
is the kinetic energy of the ground state of a system of noninteracting elec-
trons with density n(r).
U [n] =
1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r− r′| (2.7)
gives the Hartree-energy. The last term, the exchange-correlation energy
Exc[n] includes all contributions to the total energy, which are missed in the
other terms.
For the calculation of Exc[n] they proposed the model which is now
known as Local Density Approximation (LDA) and substitutes the exchange-
correlation energy with the exchange-correlation energy of a uniform electron
gas of density n(r):
Exc[n] =
∫
d3r n(r)²xc(n(r)) (2.8)
where ²xc(n(r)) is the exchange-correlation energy per electron of a uniform
electron gas of density n. This quantity can be calculated and gives a good
approximation if the density n(r) is slowly varying.
If one varies Eq. (2.3) under the constraint of Eq. (2.4) with respect to
the particle density n(r):
δ
δn(r′)
(∫
d3r V (r)n(r) + F [n(r)]− µ
∫
d3r n(r)
)
= 0 (2.9)
one gets
V (r′) +
δTs[n]
δn(r′)
+
δU [n]
δn(r′)
+
δExc[n]
δn(r′)
− µ = 0. (2.10)
If one compares Eq. (2.10) with the analogous equation of a system of non-
interacting electrons, which reads
V (r′) +
δTs[n]
δn(r′)
− µ = 0 (2.11)
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one can reduce the many-body equation to an effective one-particle equation
by the substitution
V (r′) +
δU [n]
δn(r′)
+
δExc[n]
δn(r′)
= Veff (r
′). (2.12)
Variation of Eq. (2.3) with respect to φ∗j(r
′) leads to the Kohn-Sham equa-
tions [
−∆
2
+ Veff (r
′)
]
φj(r
′) = φj(r
′)εj (2.13)
which have the same form than the one-particle Schro¨dinger equation.
The way to solve Eq. (2.13) is a self-consistent one: At first one guesses a
density nin(r) and calculates the effective potential (2.12). Then one solves
the Kohn-Sham equations (2.13), which yield εj and φj(r). From the φj(r)
one can calculate a new density nout(r). If
1
V
∫
V
d3r |nout(r)− nin(r)| ≤ tol (2.14)
where tol is a small number determining the accuracy of the density, the
problem is solved. If not, one has to start a new iteration. The input-density
of the next iteration is usually a linear combination of the output-density
(densities) and the input-density of the last (few) iteration(s).
2.1.2 Relativistic Density Functional Theory
In heavy atoms relativistic effects become important. The reason is that in
atomic units the average velocity of an electron in an atom is proportional to
Z and c = 137, where Z is the nuclear charge and c is the velocity of light.
To formulate a relativistic version of DFT one substitutes the density
n by the four-current-density Jµ, the potential V by the four-potential Aµ
and the Hamiltonian by a Hamiltonian including not only the rest mass in
the kinetic energy but taking as well relativistic many-body effects like the
Breit-interaction into account. One can then derive the relativistic DFT in
analogy to the non-relativistic case (for details see [10, 11]) and arrive at the
Kohn-Sham-Dirac equation
(
−icα ·∇ + βc2 − ecβγµ(Aµ + δ0µAH0 + Axcµ )
)
ψi = ψiεi (2.15)
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with
Jµ = c
N∑
i=1
niψ
†
iγ
0γµψi, (2.16)
〈ψ†i |ψj〉 = δij, (2.17)
e being the electrodynamic charge quantum and 0 ≤ ni ≤ 1 are orbital
occupation numbers of the Dirac spinor orbitals ψi(r). Here,
α =
(
0 σ
σ 0
)
, β = γ0 =
(
 
0
0 −  
)
, γ =
(
0 σ
−σ 0
)
. (2.18)
AH0 and A
xc
µ are the relativistic equivalents of the Hartree potential and the
exchange-correlation potential.
The total energy E in the relativistic case is calculated as
E = T [n] + Exc[n] + U [n] +
∫
d3r V (r)n(r) + Enucl (2.19)
where Exc[n] and U [n] are the same than in the non-relativistic case (Eq.s
2.7 and 2.8) and the kinetic energy T [n] as well as the Coulomb energy of
the nuclei Enucl are calculated like
T [n] =
N∑
i=1
εi −
∫
d3r Veff (r)n(r)−
N∑
i=1
〈ψi|βΣzBcr|ψi〉 (2.20)
Enucl =
1
2
M∑
i6=j
ZiZj
|Ri −Rj| . (2.21)
Here, Bcr is the exchange-correlation field and Σz is the z-component of
Σ =
(
σ 0
0 σ
)
. (2.22)
It should be noted that one has to face many problems when deriving a
relativistic version of DFT but to deal with them is not the aim of this thesis.
The interested reader is referred to [10, 12].
While this full-relativistic version of DFT was used to calculate the results
presented in Section 3.3, in Section 3.1 and Section 3.2 the calculations were
done in a scalar relativistic way. Doing a calculation not fully relativistic but
scalar relativistic has the advantage, that the rank of the eigenvalue problem
is reduced by a factor of two due to the decoupling of spin-up and spin-down
states [13]. The price one has to pay for this is, that in scalar relativistic
schemes spin-orbit coupling is neglected.
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2.2 Magneto-elastic effects
In this section only those magneto-elastic effects should be described, which
are related to my work on YCo5, which is the connection between hydrostatic
pressure and lattice geometry, the definition of the bulk modulus and the
effect of pressure on magnetization. For all other magneto-elastic effects the
interested reader is referred to [14].
2.2.1 Hydrostatic pressure
One can deform a material by applying pressure. There are different ways
pressure can be exerted to a material because stress in general is a tensor
quantity. Pressure can be applied in only one direction (uniaxial pressure)
or it can be applied in more than one directions. If the absolute value of the
pressure is the same in all directions, that is the stress tensor is σ = −P   ,
the pressure is called hydrostatic.
Hydrostatic pressure is a thermodynamic quantity, which can be calcu-
lated if the dependence of the total energy on volume is known:
P = −dE
dV
. (2.23)
In electronic structure calculations the total energy E in dependence of the
lattice geometry (lattice constants, angles and internal parameters) is calcu-
lated. If the unit cell is cubic (a = b = c and V = a3)
P = −dE
da
da
dV
= − 1
3a2
dE
da
. (2.24)
But how does a hexagonal unit cell deform under hydrostatic pressure? Will
the c/a ratio stay constant or is another c/a ratio lower in energy if pressure
is exerted on the material? The unit cell volume of the hexagonal lattice
depends on the lattice constants like
V =
√
3
2
a2c. (2.25)
Pressure is force per area and so we have for the pressure along the c-direction
Pc = −∂E
∂c
∣∣∣∣∣
a
∂c
∂V
∣∣∣∣∣
a
= − ∂E
∂c
∣∣∣∣∣
a
· 2√
3a2
. (2.26)
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The pressure along the a-direction is
Pa = −∂E
∂a
∣∣∣∣∣
c
∂a
∂V
∣∣∣∣∣
c
= − ∂E
∂a
∣∣∣∣∣
c
· 1√
3ac
. (2.27)
Both pressures must be the same in the hydrostatic case. Setting
Pc = Pa (2.28)
leads to
2
c
a
∂E
∂c
∣∣∣∣∣
a
=
∂E
∂a
∣∣∣∣∣
c
. (2.29)
Now we have to transform the derivatives with respect to a and c to deriva-
tives with respect to V and c/a:
dE
da
=
∂E
∂V
dV
da
+
∂E
∂(c/a)
d(c/a)
da
(2.30)
dE
dc
=
∂E
∂V
dV
dc
+
∂E
∂(c/a)
d(c/a)
dc
(2.31)
with 

∂V
∂a
∂V
∂c
∂(c/a)
∂a
∂(c/a)
∂c

 =


√
3ac
√
3a2/2
−c/a2 1/a

 . (2.32)
Substituting Eq.s (2.30) and (2.31) into Eq. (2.29) yields
2
c
a
(√
3a2
2
∂E
∂V
+
1
a
∂E
∂(c/a)
)
=
√
3ac
∂E
∂V
− c
a2
∂E
∂(c/a)
, (2.33)
which can be simplified to the hydrostatic pressure condition
∂E
∂(c/a)
∣∣∣∣∣
V0
= 0. (2.34)
This means that under hydrostatic pressure the c/a ratio will have that value
where the energy is minimum for the given volume. With the help of Eq.
(2.34) we can assign to every volume a c/a ratio.
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Figure 2.1: DOS for one band crossing the Fermi level. For simplicity the
DOS is taken to be constant over the whole band. If the band broadens under
pressure, the DOS has to decrease to keep the number of electrons constant.
2.2.2 Bulk modulus
If we calculate the second derivative of the total energy with respect to
volume (and having at each volume the c/a ratio relaxed) we arrive at a
quantity, which is proportional to the bulk modulus B0. The definition of
the bulk modulus is
B0 = V0
∂2E
∂V 2
∣∣∣∣∣
V0
. (2.35)
The bulk modulus is a measure for the force needed to compress the sample.
The reciprocal of it is called compressibility. The harder it is to compress a
sample the bigger is its bulk modulus and the smaller is its compressibility.
The value of the bulk modulus changes under pressure. Usually one expects
the bulk modulus to grow under increasing pressure.
2.2.3 Magnetism under pressure
If pressure is applied to a sample, the volume of the unit cell shrinks and the
atoms move closer together. If the distance between the atoms is decreasing,
the overlap of their orbitals will increase and the bands broaden. If the bands
get broader, the DOS g(ε) (for the definition of the DOS see Chapter 2.3.2)
must get smaller on average because the total number of electrons N stays
the same. This is illustrated in Fig. 2.1. But what consequences concerning
magnetism does a smaller DOS have?
To derive the link to magnetism we will make an excursion to Stoner the-
ory (see Chapter 4.1.1 of [15]). Consider the total energy E of the
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If the derivative of the total energy with respect to the magnetization M
equals zero for some magnetization M0, there is an extremum in the total
energy. This extremum will be a stable state if the second derivative of the
total energy with respect to magnetization is greater than zero (minimum of
energy) or an unstable state if it is smaller than zero (maximum of energy).
If there is a maximum for M0 = 0 in the total energy E, the non-magnetic
state will be unstable and the sample has a magnetic moment greater than
zero.
To derive an inequality (the famous Stoner criterion), which provides an
idea, if a substance may show magnetism, we will approximate the DOS for
each spin-direction (+ or −) by the free electron expression
g±(ε) =
3
4
N
√
ε
ε
3/2
F
(2.36)
with εF being the Fermi energy and N being the total number of electrons.
We denote with n+ the total number of electrons with spin-up and with n−
the total number of electrons with spin-down, so that we have
N = n+ + n−, (2.37)
where n+ and n− can be calculated from the DOS like
n± =
∫ εF±
0
dε g±(ε). (2.38)
Here, εF+ and εF− denote spin-up and spin-down band Fermi energies, which
are defined to be the distance from the respective band bottom εb± to the
common Fermi energy
εF± = εF − εb± (2.39)
(see Fig. 2.2). The magnetization M of the sample is the difference between
spin-up and spin-down electrons
M = n+ − n−. (2.40)
Thus, we can write
εF±
εF
=
(
N ±M
N
)2/3
. (2.41)
Due to the magnetization of the sample, the electrons feel a molecular field
Hm, which is proportional to the magnetization
Hm = −IM. (2.42)
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Figure 2.2: DOS for the non-magnetic and for the magnetic case. In the
magnetic case, the DOS for the spin-up states is shifted in that way, that it
is energetically more favorable for the electrons to occupy spin-up states and
the DOS for the spin-down states is shifted in the other direction, so that
the total number of electrons stays constant.
The total energy E of the electrons in this approximation can be calculated
as
E =
∫ εF+
0
dε εg+(ε) +
∫ εF−
0
dε εg−(ε)− 1
2
IM2
=
3
10
NεF
(
(1 +
M
N
)5/3 + (1− M
N
)5/3
)
− 1
2
IM2. (2.43)
Now we differentiate Eq. (2.43) with respect to the magnetization and do the
same with the resulting derivative
dE
dM
=
εF
2
(
(1 +
M
N
)2/3 − (1− M
N
)2/3
)
− IM, (2.44)
d2E
dM2
=
εF
3N
(
(1 +
M
N
)−1/3 + (1− M
N
)−1/3
)
− I. (2.45)
It is obvious that Eq. (2.44) is zero for M = 0. This means that the total
energy has an extremum at the non-magnetic state. For M = 0 Eq. (2.45)
yields
d2E
dM2
=
2εF
3N
− I = 1
g(εF )
− I (2.46)
with
g(ε) = g+(ε) + g−(ε). (2.47)
2.3. Lifshitz transitions 21
This means that magnetism is favored if
1 < g(εF )I. (2.48)
Eq. (2.48) is the famous Stoner criterion.
How does the Stoner criterion help us to draw any conclusions about mag-
netism under pressure? Before this excursion on Stoner theory we stated that
when the bands broaden under pressure the DOS should decrease because
of the constant electron number. In particular the DOS at the Fermi level
should decrease, which decreases the Stoner product g(εF )I. If its value falls
below 1, the non-magnetic state is either stable or at least meta-stable.
So we conclude, that under a certain pressure the material under consider-
ation should loose its spontaneous magnetization. If the DOS has structure
in the energy range of the exchange splitting, the situation is a bit more
involved, and partial effects are possible.
2.3 Lifshitz transitions
For understanding or even predicting the properties and peculiarities of a
metal, the knowledge of band structure and Fermi surface is important.
Changing external parameters (e. g. pressure) may induce changes in the
band structure and the Fermi surface.
In 1960 I. M. Lifshitz predicted a special ”electron transition” [5], which
takes place when the topology of the Fermi surface changes. Such changes
can be induced by alloying or applying pressure to the material. The con-
sequences of a topological change of the Fermi surface are anomalies of the
DOS near the Fermi energy and anomalies of the electron dynamics. These
lead to anomalies of thermodynamic and kinetic electron characteristics of
the metal, which result in anomalies of observable physical quantities. Nev-
ertheless these anomalies in some cases may be too small to be observed
experimentally. Another difficulty for experimental detection of those topo-
logical changes is, that temperature or impurities will smear out the effect.
The publication of Lifshitz’s paper caused a huge amount of theoretical
and experimental work (see [6, 16, 17] and references therein) to find Lifshitz
transitions in different materials and investigate the corresponding anomalies.
In this section, at first, the connection between band structure and Fermi
surface will be established. Then some general formulas for calculating the
DOS will be derived. After that, topological changes of the Fermi surface
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will be considered in detail and the DOS around these electronical topological
transitions will be calculated. The section finishes with the calculation of the
thermodynamic potential around the transition.
2.3.1 From band structure to Fermi surfaces
In an atom there are several discrete energy levels. If two atoms form a
molecule those energy levels will split into a bonding and an anti-bonding
level. In a solid with about 1023 atoms the discrete energy levels will broaden
into bands with energy ε(k), where k denotes the crystal momentum. The
gradient of an energy band εn(k) with respect to k is proportional to the
velocity of the corresponding electron
vn(k) =
1
h¯
∇kεn(k) =
1
h¯
∂εn(k)
∂k
. (2.49)
Since the crystal is periodic, each band εn(k) has at least one minimum and
one maximum within the Brillouin zone (BZ). At these points the velocity
of the electron is zero (compare Eq. (2.49)). Points at which the electronic
velocity is zero, are called van Hove singularities. The term ”singularity” is
due to the fact that the reciprocal value of the electronic velocity is needed
for calculating the electronic DOS (see Eq. (2.56)).
At T = 0 all states with energies εn(k) ≤ εF will be occupied and all
states with energies εn(k) ≥ εF will be unoccupied. This defines the Fermi
energy εF . At temperatures T > 0 the occupation of the states changes. The
probability of a state being occupied at a certain temperature T is given by
the Fermi function
f(ε, µ, T ) =
1
exp ( ε−µ
kBT
) + 1
. (2.50)
Let us focus on the case T = 0 and solve the equation
εn(k) = εF . (2.51)
This equation has only solutions if the solid is a metal (compare Fig. 2.3).
The set of points in k-space which fulfill Eq. (2.51) is called Fermi surface.
One of the easiest cases of a Fermi surface is the Fermi surface of free
electrons. It has the shape of a sphere since their band structure is given
by ε(k) = h¯2k2/(2m). In general the Fermi surface can consist of many dis-
connected pockets with a broad variety in shape. One distinguishes between
two kinds of Fermi surfaces:
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Figure 2.3: The left picture shows the schematic band structure of a metal
and the right one shows the schematic band structure of an insulator. Both
are distinguished only by the location of the Fermi energy: in a metal the
Fermi energy is lying in a band inducing a partial occupation of this band
and in an insulator the Fermi level lies in a band gap.
• hole surfaces and
• electron surfaces.
Hole surfaces contain unoccupied states and therefore correspond to maxima
in the band structure, electron surfaces correspond to minima in the band
structure because they contain occupied states. The electron velocity vectors
are pointing inward if the Fermi surface is an hole surface and they are
pointing outward if the Fermi surface is an electron surface.
Another property of Fermi surfaces is, that they can be open or closed.
Closed surfaces fit into one BZ and open surfaces extend to opposite zone
boundaries.
2.3.2 The density of states
An important quantity when dealing with materials properties determined
by electronic structure is the DOS g(ε) [18]. The DOS is connected to the
total number of electrons per unit cell by
N(εF ) =
∫ εF
−∞
dε g(ε) = N. (2.52)
Another way to calculate the total number of electrons is calculating the
volume of the Fermi surface and multiplying it with the number of allowed
k-values per unit volume of k-space
N(εF ) = 2 · V
8pi3
·
∫
ε≤εF
d3k = 2 · V
8pi3
·∑
n
∫
d3k θ(εF − εn(k)). (2.53)
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The factor 2 is due to spin degeneracy. If there is no spin degeneracy, Eq.
(2.53) reads
N(εF ) =
V
8pi3
·∑
nσ
∫
d3k θ(εF − εnσ(k)). (2.54)
From Eq. (2.52) we can calculate the DOS
g(ε) =
dN
dε
=
V
8pi3
·∑
nσ
∫
d3k δ(ε− εnσ(k)) (2.55)
=
V
8pi3
·∑
nσ
∫
ε
dS
1∣∣∣∂εnσ(k)
∂k
∣∣∣ . (2.56)
Here dS denotes an infinitesimal area of the Fermi surface.
To proceed from Eq. (2.55) to Eq. (2.56) one can use
δ(f(x)) =
∑
i
1∣∣∣ df
dx
|x=xi
∣∣∣δ(x− xi), (2.57)
where i denotes all single zeros of the function f(x). Eq. (2.57) is not valid
for multiple zeros. The integral of Eq. (2.55) is removed by the δ-function
of Eq. (2.57). The surface integral of Eq. (2.56) arises from the sum over all
zeros in Eq. (2.57).
2.3.3 Topological changes of the Fermi surface
One can vary the Fermi surface by varying the Fermi energy and/or the band
structure. Possible methods for changing the band structure and the relative
position of the Fermi energy within the band structure are for example al-
loying or the application of pressure. If either variation yields a topological
change of the Fermi surface, one calls it a ”Lifshitz transition”, ”electronic
topological transition” (ETT), or ”2 1
2
order phase transition”, which takes
place, if a van Hove singularity (at εcr) passes the Fermi level: εF = εcr.
The name ”Lifshitz transition” arises from a publication by I. M. Lifshitz
[5], where he considers topological changes of the Fermi surface and the
resulting consequences for the DOS and other physical properties. The name
ETT is clear from its definition and why this transition is sometimes called
a ”21
2
order phase transition” will be explained at the end of Section 2.3.
In three dimensions only four different topological changes of the Fermi
surface are possible:
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Figure 2.4: Possible topological transitions of the Fermi surface in three
dimensions (figure taken from [5]).
• the disruption of a neck in the Fermi surface (see Fig. 2.4a from left to
right)
• the creation of a neck in the Fermi surface (see Fig. 2.4a from right to
left)
• the creation of a new pocket of the Fermi surface (see Fig. 2.4b from
left to right)
• the disappearance of a pocket of the Fermi surface (see Fig. 2.4b from
right to left)
Let us now focus at first on the creation or disappearance of a pocket of
the Fermi surface and then consider the disruption or creation of a neck.
Ellipsoids in the band structure
Consider the band structure ε(k) of a solid. Assume at some region for one
band εn(k)
εn(k) = εcr±
(
h¯2
2mx
(kx − k0x)2 + h¯
2
2my
(ky − k0y)2 + h¯
2
2mz
(kz − k0z)2
)
(2.58)
is a good approximation. The question is now, how does the Fermi surface
of such a band look like (if it exists).
The term in the brackets is everywhere greater or equal zero, so that the
Fermi energy has to be greater than εcr in case of the plus sign and smaller
than εcr in case of the minus sign to give additional solutions to Eq. (2.51),
that means to give rise to an additional pocket in the Fermi surface.
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For simplicity we consider here only the case with the plus sign (electron-
surface), the case with the minus sign (hole-surface) is analogous. An-
other simplification, which does not affect generality, is, that we shift the
coordinate-system such, that its origin is at the point k0.
If the Fermi energy is close to εcr and εn(k) is given by Eq. (2.58), then
we can solve Eq. (2.51) for kz
kz = ±
√√√√2mz
h¯2
(εF − εcr)−
(
mz
mx
k2x +
mz
my
k2y
)
. (2.59)
A three-dimensional plot of Eq. (2.59) (Figure 2.5, left panel), shows the
pocket of the Fermi surface, which appears when εF > εcr and disappears
when εF < εcr. With the minus sign in Eq. (2.58) it would be the other
way round. From the left panel of Figure 2.5 one can conclude that a band
structure like in Eq. (2.58) results in an ellipsoid.
The DOS for such an ellipsoid can be calculated. It is easiest to use Eq.
(2.53) for this task and then calculate the derivative with respect to ε. The
volume of an ellipsoid is Vellipsoid =
4
3
piabc, where a, b and c are determined
by
1 =
x2
a2
+
y2
b2
+
z2
c2
. (2.60)
Eq. (2.59) can be written as
1 =
k2x
2mx
h¯2
(εF − εcr) +
k2y
2my
h¯2
(εF − εcr)
+
k2z
2mz
h¯2
(εF − εcr) , (2.61)
so one can easily see that a band structure like the one we are dealing with,
results in an ellipsoid. By replacing the integral over k-space in Eq. (2.53)
with the volume of the ellipsoid described by Eq. (2.61) yields
N(εF ) = 2 · V
8pi3
· 4
3
pi
√
8mxmymz
h¯3
· (εF − εcr)3/2
=
2V
3pi2h¯3
√
2mxmymz(εF − εcr)3/2. (2.62)
By applying Eq. (2.55), one gets for the DOS of the ellipsoid
δg(ε) =


V
pi2h¯3
√
2mxmymz(ε− εcr)1/2 electron ellipsoid
− V
pi2h¯3
√
2mxmymz(εcr − ε)1/2 hole ellipsoid
. (2.63)
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Figure 2.5: Left panel: ellipsoidal Fermi surface. Middle: a neck in the Fermi
surface. Right panel: broken neck.
Since the equations derived here are valid for every equi-energy surface and
not only for the Fermi surface, the index F was removed from the energy ε.
The DOS here is called δg and not only g to take into account that Eq.
(2.63) is not the only contribution to the DOS
g(ε) = g0(ε) + δg(ε). (2.64)
The part coming from all parts aside from δg of k-space with energy ε is
called g0. We are assuming that there are no other ETTs in the energy range
under consideration and so g0(ε) is a smooth function. Eq. (2.63) is only
valid for the argument of the square root being greater than zero. Otherwise
δg(ε) = 0. Because
lim
ε→εcr
dδg
dε
= 0 (2.65)
for ε in the region with no additional ellipsoid and
lim
ε→εcr
dδg
dε
→∞ (2.66)
for ε in the region with an additional ellipsoid, the DOS has a kink at εcr,
where the ETT takes place.
Necks in the band structure
Now assume that in a certain region of the band structure
εn(k) = εcr±
(
h¯2
2mx
(kx − k0x)2 + h¯
2
2my
(ky − k0y)2 − h¯
2
2mz
(kz − k0z)2z
)
(2.67)
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is a good approximation. The important difference to Eq. (2.58) is, that
the sign of one of the three terms in the bracket differs from the other two.
Putting the minus sign in front of the kz term does not affect generality.
In this case the position of the Fermi energy does not matter, in every
case solutions to Eq. (2.51) exist. Those solutions can be written in the form
kz = ±
√
mz
mx
k2x +
mz
my
k2y ∓
2mz
h¯2
(εF − εcr). (2.68)
Here, again we shifted the origin of the coordinate system to the point k0.
The first two terms under the square root in Eq. (2.68) are greater or equal
zero in any case. The sign of the last term under the square root depends,
first on the case, which of the two signs in Eq. (2.67) describes the band
under consideration and second, if the energy εF is greater or smaller than
the critical energy εcr.
If the third term in Eq. (2.68) is positive, then the square root is real for
any value of kx and ky. This situation is plotted in Fig. 2.5, right picture. If
the third term is negative, then the square root is real only for
mz
mx
k2x +
mz
my
k2y ≥
∣∣∣∣2mzh¯2 (εF − εcr)
∣∣∣∣ . (2.69)
This means, that for all kx and ky values belonging to an ellipse around k0
parallel to the xy-plane there does not exist any real kz value to give the
energy ε according to Eq. (2.67). The shape of the equi-energy surface in
this case is plotted in the middle panel of Fig. 2.5. This is the so called
”neck”, which breaks, if the energy is varied so that εF − εcr changes sign.
Now we want to calculate the DOS of both, the neck and the broken
neck. Like in the case of the ellipsoid we use Eq. (2.53) for this task. For the
k-space integration Eq. (2.68) can be rewritten as
1 =
k2x
mx
(
k2z
mz
± 2(εF−εcr)
h¯2
) + k2y
my
(
k2z
mz
± 2(εF−εcr)
h¯2
) , (2.70)
which is the equation for an ellipse parallel to the xy-plane with size de-
pendent on kz. And this makes integration easy, because we have only to
integrate up all the ellipses:
N(εF ) = 2 · V
8pi3
∫ kzmax
kzmin
dkz pi
√
mxmy
(
k2z
mz
± 2(εF − εcr)
h¯2
)
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=
V
4pi2
√
mxmy
[
k3z
3mz
± 2(εF − εcr)kz
h¯2
]kzmax
kzmin
. (2.71)
For an existing neck kzmin and kzmax are just minimal and maximal kz value
of the neck. This yields for the DOS
g(ε) = ± V
2pi2
√
mxmy
(kzmax − kzmin)
h¯2
. (2.72)
If the neck is broken, we have two integration ranges: from kzmin to that kz
value, where the area of the ellipse reaches zero
0 =
k2z
mz
± 2(εF − εcr)
h¯2
(2.73)
⇔
kz = ±
√
2mz|εF − εcr|
h¯
(2.74)
and from the other kz value, where the area of the ellipse reaches zero to
kzmax. We get
N(εF ) =
V
4pi2
√
mxmy
(
k3zmax − k3zmin
3mz
± 2(εF − εcr)(kzmax − kzmin)
h¯2
−

2(2mz|εF − εcr|)3/2
3mzh¯
3 ±
4(εF − εcr)
√
2mz|εF − εcr|
h¯3



 .(2.75)
This leads to the following DOS:
g(ε) = ± V
2pi2
√
mxmy
(kzmax − kzmin)
h¯2
+ δg(ε) (2.76)
with
δg(ε) =


− V
pi2h¯3
√
2mxmymz(εcr − ε)1/2 + sign in Eq. (2.67)
V
pi2h¯3
√
2mxmymz(ε− εcr)1/2 - sign in Eq. (2.67)
. (2.77)
Comparing all the results (additional ellipsoid, no additional ellipsoid,
neck, broken neck) leads to the conclusion, that in case of an ETT the DOS
can be written like in Eq. (2.64) with
|δg(ε)| =


V
pi2h¯3
√
2mxmymz|ε− εcr|1/2 Region I
0 Region II
. (2.78)
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Figure 2.6: Left picture: DOS for an electron ellipsoid appearing at εcr or
DOS of a neck, whose band structure has two terms with a minus sign in front,
breaking at ε = εcr. Right picture: DOS for an hole ellipsoid disappearing at
ε = εcr or DOS of a neck, whose band structure has one term with a minus
sign in front and being created at ε = εcr.
Here, region I is the less connected region (one ellipsoid more in the Fermi
surface or a broken neck) and in region II the neck is connected and the
ellipsoid has vanished or not yet formed. The shape of the DOS, which has
a kink at the transition due to the additional contribution on one side, is
plotted in Figure 2.6. For simplicity g0 has been assumed constant in these
plots1.
For we have connected Lifshitz transitions to special shapes of the band
structure, the conclusion can be drawn, that Lifshitz transitions can already
be seen in the band structure. If a minimum (maximum) of the band struc-
ture crosses the Fermi energy, an additional electron (hole) ellipsoid will ap-
pear on that side of the transition, where additional solutions to Eq. (2.51)
exist. In the case of a Lifshitz transition, which creates or disrupts a neck, a
saddle-point crosses the Fermi level.
So in general one can say, that if
∂εn(k)
∂k
= 0 (2.79)
is fulfilled for some band at the Fermi energy, the material is undergoing a
Lifshitz transition.
Note, that Lifshitz transitions most likely appear on symmetry lines of
1For the connection between band structure, Fermi surface and DOS in other special
cases see [19].
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the BZ because due to symmetry constraints Eq. (2.79) has to be be ful-
filled there. But this does not exclude the possibility of a Lifshitz transition
appearing at a point of the BZ, which is not distinguished by symmetry.
2.3.4 Anomalies of thermodynamic and other quantities in-
duced by an ETT
To see the consequences of the van Hove singularity in the thermodynamic
quantities, we calculate the thermodynamic potential Ω(µ, T ) of an electron
gas in a metal. The thermodynamic potential is defined as
Ω = U − TS − µN. (2.80)
Here, U is the inner energy of the system, T denotes the temperature, S the
entropy, µ the chemical potential and N the particle number. We consider
here only the case T = 0. In this case the energy of the system is given by
U =
∫ εF
−∞
dε g(ε)ε (2.81)
and the particle number by Eq. (2.52). At zero temperature the chemical
potential equals the Fermi energy:
µ(T = 0) = εF . (2.82)
This yields for the thermodynamic potential
Ω(εF , 0) =
∫ εF
−∞
dε (ε− εF )g(ε). (2.83)
If we write g(ε) like in Eq. (2.64), we can calculate
δΩ =
∫ εF
−∞
dε (ε− εF )δg(ε). (2.84)
Again, considering only the case of an additional electron surface, one gets
for Region I
δΩ =
V
pi2h¯3
√
2mxmymz
∫ εF
εcr
dε (ε− εF )(ε− εcr)1/2
= − 4
15
V
pi2h¯3
√
2mxmymz(εF − εcr)5/2 (2.85)
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and for Region II
δΩ = 0. (2.86)
If we consider Ω(εF , 0) and its derivatives, we find that Ω(εF , 0) and ∂Ω/∂εF
are differentiable, ∂2Ω/∂ε2F is continuous but not differentiable at εF = εcr
due to its vertical kink, which is proportional to (εF − εcr)1/2 and ∂3Ω/∂ε3F
tends to infinity at εF = εcr proportional to (εF − εcr)−1/2. These consid-
erations lead Lifshitz to call the topological transition of a Fermi surface 2 1
2
order phase transition [5] though an ETT can only be considered as a phase
transition at T = 0. At higher temperatures the transition is smeared out.
For thin layers or nanowires one may have a two or one dimensional
Fermi surface. In these cases the dependence of N(ε), g(ε) and Ω(εF , 0)
differs from the three dimensional case calculated above. In one dimension
the Fermi surface is a line and the only topological change, which is possible,
is the occurrence of new lines or the disappearance of lines. The case with
the neck is not possible in one dimension. In two dimensions ellipses can
appear or disappear and the creation or disruption of a neck is possible. But
the last case (neck) is degenerated since the breaking of a neck of one kind of
charge carriers (e. g. electrons) in two dimensions creates a neck turned by
90 degrees of the other kind of charge carriers (in this example holes), which
is shown in Figure 12 of Ref. [6].
A consequence of the transition in three dimensions between open and
closed orbits, which may happen when necks are created or disrupted, can
be seen in the electrical resistance in strong magnetic fields. The electrical
resistance in strong magnetic fields depends on the existence of open orbits.
If there are no open orbits, the electrical resistance tends to saturate for
B → ∞. If there are open orbits, the electrical resistance grows without
limit with growing magnetic field (for the derivation of this finding see [18]).
Chapter 3
Results
3.1 Isomorphic volume collapse of YCo5 un-
der pressure
For designing new magnetic materials it is important to know, which property
of a compound is due to which property of the constituting atoms or to
which interaction between atoms. In this sense YCo5 is a very interesting
compound because it is the parent compound of the important class of 1–
5 rare earth transition metal compounds (RT5) to which for example the
important magnetic compound SmCo5 belongs to. In exploring YCo5 one
can find out, which properties of the RCo5 are due to the rare earth 4f
electrons and which come from Co because Y is non-magnetic and so all
magnetic properties of YCo5 are determined by Co. In SmCo5 the situation
is not so easy because there both kinds of constituting atoms are magnetic.
Since the end of the sixties [20, 21] much work has been devoted to
YCo5 (see Table 36 and Table 37 in Ref. [13] for publications considering
YCo5). For example Yamada et al. [22] considered the pseudo-binary com-
pound Y(Co,Ni)5 and suggested the existence of a low moment phase in YCo5
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at a reduced unit-cell volume. This gave the motivation for our work because
from this we expected effects like anomalies of volume or anomalies of elastic
properties.
We computed total energy, magnetic moment, band structure and DOS
of YCo5 at various unit cell volumes, which correspond to different pressures.
Assuming no structural change to occur, we found, that YCo5 undergoes a
volume collapse at about 6GPa with respect to the zero pressure volume
LDA yields or at about 21GPa with respect to the larger zero pressure vol-
ume measured in experiment. This volume collapse then was experimentally
confirmed to be isomorphic [7].
Isomorphic volume collapse is a rare phenomenon. Most isomorphic vol-
ume collapses known until know happen in cubic materials like SmS [23] and
Ce [24, 25]. In the case of Ce the mechanism of the transition is still debated
[26, 27], more than 50 years after its discovery.
To the best of our knowledge no hexagonal isomorphic transition was
found before this work. Here, in contradiction to the transition in Ce, at
first the mechanism was understood and the volume collapse was predicted
and then the measurements, which confirmed our prediction were done [7].
This chapter is constructed like follows: In Section 3.1.1 the structure
of YCo5 is explained. Section 3.1.2 contains details about the calculations,
while Section 3.1.3 comprises some remarks about the convergence of pa-
rameters. The results on fixed spin moment calculations are discussed in
Section 3.1.4, whereas Section 3.1.5 contains results about the magnetic mo-
ment of YCo5 under pressure. In Section 3.1.6 the volume collapse is found
and Section 3.1.7 details the behavior of lattice constants under pressure.
The extension of the calculations down to the unit cell volume where YCo5
becomes non-magnetic is shown in Section 3.1.8. Section 3.1.9 displays the
band structure and DOS of YCo5. The pressure induced changes of the Fermi
surface in YCo5 are shown in Section 3.1.10. Finally Section 3.1.11 concludes
the chapter about YCo5 and summarizes the most important results.
3.1.1 Structure of YCo5
YCo5 crystallizes in the hexagonal CaCu5 structure (P6/mmm, space group
191, see Figure 3.1) with a c/a ratio of 0.810(4) under ambient conditions,
with a = 4.940(7) A˚ and c = 4.000(16) A˚ [28, 29]. The unit cell contains six
atoms, which are sitting on three different Wyckoff positions. The Y atom is
placed in the corners of the unit cell on a 1a position, two of the Co atoms
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Figure 3.1: The picture on the left shows the unit cell of YCo5 containing
six atoms. The red balls depict the Y-atoms and the blue and green balls
depict the Co-atoms. Different colors denote different Wyckoff-positions.
The picture on the right shows a view along the c-axis with some neighboring
atoms added to emphasize the hexagonal structure (P6/mmm, Space group
191).
are occupying 2c positions. They share the same plane with the Y atoms,
each in the middle of a triangle spanned by the Y atoms. The third Wyckoff
position (3g) is occupied by three Co atoms at the centers of rectangles of
neighboring Y atoms.
3.1.2 Method of calculation
The calculations were performed with FPLO [4], release 3. For the Y-basis we
considered 1s2s2p3s3p3d as core states, 4s4p as semi-core, which means that
they are fully occupied shells, that are included in the valence basis, which are
more extended than half of the nearest neighbor distance. 5s5p4d are taken
as normal valence states and the 5d state was added for basis completeness
(such states we call ”polarization states”). For the Co-basis we use 1s2s2p as
core, 3s3p as semi-core, 4s4p3d as valence and 4d as a polarization state. A
k-mesh subdivision of 36×36×36 was used (2413 k-points in the irreducible
part of the BZ). With this setting we tested the convergence, calculated the
Fixed Spin Moment (FSM) results, the DOS and all calculations with c/a
fixed.
For the calculations with relaxed c/a and for the band structure we used
a somewhat different setting of 30 × 30 × 30 k-points (1456 k-points in the
irreducible part of the BZ). In the basis only the polarization states differ.
This time we have taken 4f instead of 5d as a polarization state for the
Y-atoms. For the Co-atoms we used both, 4d and 4f as polarization states.
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Figure 3.2: Convergence test regarding k-point sampling and Fourier com-
ponents of the Ewald potential. Total energies are shown, obtained by fixed
spin moment calculations at a unit cell volume of 73 A˚3 and c/a = 0.810. The
symbols denote a pair of parameters (k-points in the full BZ; components of
the Ewald potential) as indicated in the legends.
We used 1000 Fourier components of the Ewald-potential. All calculations
have been done scalar relativistic. For the exchange-correlation potential we
used the local spin density approximation (LSDA) in the version of Perdew
Wang 92 [30].
3.1.3 Convergence of parameters
We performed calculations with different basis-sets, various numbers of k-
points and Fourier components of the Ewald potential and varied some other
parameters of the code to check the convergence and accuracy of the re-
sults. For a given setting of parameters, the energy convergence of the self-
consistent runs was better than 10−7 Hartree.
In Figure 3.2 the convergence regarding k-points and Fourier components
of the Ewald potential is shown. In the upper panel one can see, that the
E(M)-curve is much more smooth if one increases the number of k-points
in the full BZ from 123 to 243. In the lower panel the full curve is not
calculated, only two points of the E(M)-curve are calculated to study the
convergence behavior. If one compares the points calculated with 243 k-
points but one time with 1000 Fourier components of the Ewald potential
and the other time with 2000 Fourier components of the Ewald potential,
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one can see that the difference between the two is well below 1µHartree.
Therefore we concluded, that 1000 Fourier components of the Ewald potential
are sufficient. Comparing the points calculated with 1000 Fourier components
of the Ewald potential and 363 versus 483 k-points in the full BZ, one finds
that the difference in energy is about 2µHartree or less. So we concluded
that 363 k-points are sufficient for an accurate calculation.
3.1.4 Fixed Spin Moment calculations
Recent calculations of the volume dependent magnetic moment of YCo5 by
Yamada et al. [22] hint at two different possible magnetic states, one with a
higher magnetic moment (in the following called ”high spin (HS) state”) and
one with a lower magnetic moment (in the following called ”low spin (LS)
state”). To verify this finding and to find out, if solutions with a different
magnetic moment occur for the same volume and c/a ratio, we carried out
FSM calculations [31]. All FSM calculations were done at a fixed c/a ratio
of 0.81, but for different volumes. The results are displayed in Figure 3.3 in
comparison with the original data by Yamada et al..
The different curves show the spin moment dependence of total energy
for different volumes. The left graph of Figure 3.3 shows our calculations and
the right part of the figure is taken from Ref. [22]. It is obvious, that there
is qualitative agreement between both calculations. In particular, the shapes
of the E(M)-dependence are very similar. In both calculations there is a HS
state for large volumes at a magnetic moment between 6 and 7 µB/cell and for
smaller volumes a broader minimum at a lower magnetic moment. Both find
a region of coexistence between HS and LS states but in our calculations this
region lies between 73.0 A˚3 and 73.3 A˚3 and in the calculations of Yamada et
al. ([22]) this region lies around V = 75.0 A˚3.
These considerable quantitative differences are also visible in Figure 3.4
discussed below. These quantitative differences are due to several technical
differences between the two distinct calculations. First, Yamada et al. have
used an Linear Muffin-Tin Orbital (LMTO) - Atomic Sphere Approximation
(ASA) method which is not as accurate as recent full-potential codes. Fur-
thermore, they have chosen a somewhat different c/a ratio of
√
2/3 ≈ 0.816
and they have used another exchange-correlation potential (von Barth and
Hedin) than applied in the present work.
Please note, that the scaling of both parts of Figure 3.3 is different, since
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Figure 3.3: Results of FSM calculations for YCo5. Total energy differences
are plotted against the magnetic moment for different volumes. The left
panel shows our results and the right panel is taken from Ref. [22]. Please
note the different energy and moment scales. In the left panel, all curves are
shifted to coincide at a magnetic moment of 4 µB/cell. In the right panel, they
are shifted to coincide at zero moment.
we aimed at a higher resolution within the transition region and present
results from a more narrow range of volumes and moments. Let us first
concentrate on the lowest curve in the left graph (yellow triangles): It belongs
to a volume of 73.5 A˚3, the largest volume displayed in this figure. It has
one minimum, which is deep and sharp, at a magnetic moment of about
6.4 µB/cell. The next lowest curve (blue triangles, V = 73.2 A˚3) exhibits two
minima, nearly degenerate in energy, one at about 5.5 µB/cell (LS state) and
the other at about 6.3 µB/cell (HS state). The minimum of the LS state is
much broader than the minimum of the HS state. Going to even smaller
volumes (V = 73.0 A˚3, green diamonds), one finds that the LS state becomes
the global minimum and the HS state becomes metastable and eventually
unstable (V = 72.8 A˚3, red squares, and V = 72.5 A˚3, black circles). So we
indeed found two solutions in the region 73.0 A˚3 ≤ V ≤ 73.3 A˚3.
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Figure 3.4: Left panel: magnetic moment per unit cell against volume. The
green stars show LMTO-ASA calculations taken from Ref. [22]. The other
symbols denote our FPLO calculations. Right panel: magnetic moment plot-
ted against volume of the unit cell for different c/a ratios.
3.1.5 The magnetic moment of YCo5 under pressure
To find out, how the magnetic moment changes with pressure, we carried
out DFT calculations without fixing the moment. The magnetic moment
has been calculated for various volumes and different c/a ratios. The results
are shown in Figure 3.4, where the magnetic moment is displayed against
volume. In the left panel results of three different sets of calculations are
shown: In the first set, the c/a ratio was fixed at 0.81 (yellow diamonds
and violet triangles). The second set of calculations was done with relaxed
c/a. The results of these calculations are marked with red squares and blue
circles. The third displayed set (green stars) are results by Yamada et al.
taken from Ref. [22].
Comparing the different HS results (red squares, yellow diamonds and
the upper line of the green stars), one finds that all calculations yield the
same weak volume dependence of magnetic moment. This insensitivity of
spontaneous magnetization with respect to both pressure and calculational
details can be understood from the strong (saturated) ferromagnetic state
of YCo5 at ambient or low-pressure conditions. This point will be detailed
further in Section 3.1.9.
At a volume V = 75 A˚3 Yamada et al. [22] find, that the magnetic moment
suddenly jumps down from a value of about 6.45 µB/cell to approximately
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3.6 µB/cell. Our calculations also yield such a transition but in the volume
range 73.0 A˚3 ≤ V ≤ 73.3 A˚3 and we find a much smaller moment jump.
Instead we find a steep decrease of the magnetic moment between V =
73.3 A˚3 and V = 72.0 A˚3 not observed by Yamada et al. [22]. For volumes
smaller than V = 72 µB/cell the magnetic moment is slowly decreasing with
decreasing volume. The slope of the magnetic moment dependence on volume
is roughly the same in our data compared with the data by Yamada et al.
[22] but in our results the magnetic moment is about 1 µB/cell larger than in
the data by Yamada et al. [22].
We have displayed both the stable and the metastable solution within
the narrow volume range of coexistence. Since both branches of solutions do
not merge even if the c/a ratio is relaxed, the transition between HS and LS
states is of first order. The existence region of the low moment state is shifted
to a somewhat larger volume in the case of relaxed c/a ratio in comparison
with c/a = 0.81.
The resulting magnetic moments for the calculations with different vol-
umes and different c/a ratios are shown in the right panel of Figure 3.4. In
the HS state, all c/a ratios yield about the same magnetic moment for each
volume and the magnetic moment is slowly decreasing with volume. The
transition occurs for every c/a ratio at a different volume. At first the small-
est c/a ratio undergoes the transition and then the larger ones follow. In
the low moment phase the difference in magnetic moments between different
c/a ratios for the same volume is much more pronounced than for saturated
moments. For c/a ratios smaller than c/a = 0.80 there is directly after the
transition a strange kink in the M(V )-curve, not observed for c/a > 0.80.
This kink is due to small peaks in the DOS.
The change of the magnetic moments of the individual atoms at the differ-
ent Wyckoff positions with hydrostatic pressure, i.e., the volume dependence
with relaxed c/a ratio, is shown in Figure 3.5. In the saturated spin state all
Co atoms carry the same moment of about 1.4 µB/atom though they occupy
different Wyckoff positions. At the transition the magnetic moment of those
Co atoms which occupy the 3g Wyckoff position is decreasing much stronger
(by about 0.7 µB/atom) than the moment of those atoms occupying Wyck-
off position 2c (by about 0.4 µB/atom). The Y atoms carry a small negative
moment, which is roughly proportional to the total Co moment.
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Figure 3.5: Magnetic moment per atom against volume.
3.1.6 Lattice geometry and elastic anomaly under pressure
We discussed in Section 2.2.1, that hydrostatic conditions have to be modeled
by relaxation of c/a for every given volume. The dependence of the relaxed
c/a ratio on volume is shown in Figure 3.6. In this plot the direction of the
V -axis is inversed, so that pressure is increasing from left to right. With
decreasing volume the c/a ratio shows a linear increase in the HS state. At
the transition to the LS state the c/a ratio jumps to a lower value, which is
close to the ideal c/a ratio of YCo5
1 and then resumes to increase linearly.
In Figure 3.7 the total energy (for relaxed c/a) is plotted against the
volume of the unit cell. The red squares (blue circles) denote the HS (LS)
state. On the coarse scale of the left panel it is hard to distinguish two
different parabolas. Since we are especially interested in the transition region,
we zoomed into that region in the right panel. The rectangle in the left panel
marks the location of the zoomed area. In the magnification, the coexistence
region (around 73.2 A˚
3
) of the HS and the LS solutions is displayed. Both
states are degenerate in this region, but the curvature of E(V ) differs. This
is obvious from the linear and quadratic fits to the data points of HS and LS
states, respectively. The LS data are almost equally well described by both
1To calculate the ideal c/a ratio of YCo5, which amounts to
√
95/147, Y- and Co-atoms
had been considered as hard spheres, where the radius of Co has been assumed to be 3/4
of the radius of Y. c and a in units of the radius of the Y-atom had been adjusted such
that for the two smallest distances between two atoms in the unit cell the atoms touch.
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Figure 3.6: Dependence of the relaxed c/a ratio on volume. The red squares
denote the HS branch, the blue bullets denotes the LS branch.
fits in the magnified region, while the HS data show a visible deviation from
the linear fit.
It is obvious from the presented data (Figs. 3.4-3.6) that there is no con-
tinuous transformation between HS and LS states, i.e., a first order transition
will take place. In order to evaluate the related transition pressure, we cal-
culated the enthalpies H(P ) of both states, Figure 3.8. Both branches show
almost the same dependence on pressure (P , left panel of Figure 3.8). To
visualize their crossing point, we have subtracted a linear term and present
H/Hartree + 10337− 0.0169992 · P/GPa in the right panel.
When looking on the enthalpy-pressure plot H(P ), Figure 3.8, one finds
the transition at that pressure Pcr and enthalpy Hcr where the LS enthalpy-
pressure function HLS(P ) and the HS enthalpy-pressure function HHS(P )
cross. In each of the phases to the enthalpy Hcr and the pressure Pcr there is
a volume belonging to this point in the enthalpy-pressure plane. This volume
differs from one phase to the other. This means that the volume jumps from
VHS(Hcr, Pcr) to VLS(Hcr, Pcr).
We calculated VHS(Hcr, Pcr) = (73.8±0.1) A˚3 and VLS(Hcr, Pcr) = (72.8±
0.2) A˚3. The relative change in volume is about 1.4%. From Figure 3.6 one
reads the corresponding c/a ratios: (c/a)HS = 0.815± 0.0005 and (c/a)LS =
0.805± 0.001. This means that the region, where the magnetic moment has
its steep decrease is metastable and in reality the system should jump over
it.
From the left panel of Figure 3.8 one can read that the transition pressure
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Figure 3.8: Enthalpy versus pressure (left panel) and non-linear contribu-
tions to the enthalpy (see text) versus pressure (right panel) to visualize the
transition. Red squares (blue circles) denote HS and LS states, respectively.
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Figure 3.9: Hydrostatic pressure against volume. Zero pressure refers to the
LSDA equilibrium volume. Red squares denote HS data and blue circles
denote LS data. Two values of experimental volumes [28] are indicated (ver-
tical lines). The horizontal line close to −15GPa refers to the experimental
pressure zero. The volume jump at the transition is indicated.
is about 6GPa. The calculated transition pressure is much lower than the
measured one because the zero pressure volume of LDA is much smaller than
the experimental zero pressure volume (VLDA = 76.2 A˚
3, Vexp ≈ 85 A˚3), so
less pressure is needed to compress it to the transition volume. If one would
calculate the transition pressure as the pressure difference between V = 85 A˚3
and V = 73 A˚3, one would arrive at a transition pressure of about 21GPa
(see Figure 3.9) which is in agreement with experiment, where the transition
happened at a pressure of 19GPa [7].
The correspondence between volume and pressure in the hydrostatic case
is shown in Figure 3.9. With increasing pressure the volume becomes smaller
until the transition takes place. At the transition the volume jumps at a
certain pressure down to a lower value and smoothly decreases further. The
region of coexistence, where we found a HS and a LS solution for the same
volume is clearly seen in this plot. (The data were divided into HS data
and LS data and the equation of state [32] was applied separately to both
phases.)
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Figure 3.10: Upper panel: lattice constant a versus pressure. Lower panel:
lattice constant c versus pressure. Red squares denote HS data and blue
circles denote LS data. The vertical line show the theoretically estimated
transition pressure.
3.1.7 Behavior of lattice constants under pressure
When hydrostatic pressure is applied to the sample the c/a ratio increases
until the transition is reached. At the transition it jumps back to a smaller
c/a ratio and then continues increasing (compare Figure 3.6). This means
that the c-axis and the a-axis are differently affected by pressure, what is
shown in Figure 3.10. The lattice constants decrease with increasing pressure.
The transition pressure is marked with a vertical line. The upper panel
shows, that the lattice constant a decreases smoothly with pressure. The
points below the smooth curve for pressures slightly lower than the transition
pressure are some metastable solutions from the region of the steep decrease
of the magnetic moment.
The lower panel of Figure 3.10 shows the lattice constant c versus pres-
sure. It is obvious that the volume collapse at the transition is induced by the
collapse of the lattice constant c. This lattice constant decreases smoothly
with pressure for pressures smaller than the transition pressure. When the
transition pressure is reached, c suddenly shrinks from 3.84 A˚ to 3.78 A˚ and
then it again decreases smoothly with increasing pressure.
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Figure 3.11: Transition to a non-magnetic state. The orange stars denote
calculations with a c/a ratio fixed at 0.81 and the green diamonds denote
calculations with an extrapolated relaxed c/a ratio.
3.1.8 Transition to non-magnetic state
Looking at Figure 3.4 one can see that after the transition the magnetic
moment continues to decrease with decreasing volume. So there must be a
pressure and a corresponding volume at which the magnetic moment van-
ishes (compare discussion in Chapter 2.2.3). To find the pressure and the
corresponding volume at which the magnetic moment vanishes, the calcula-
tions were extended down to very small volumes. Because it requires much
calculation time to relax the c/a ratio for every volume, for these calculations
at first the c/a ratio was kept fixed at c/a = 0.81 to estimate the volume at
which YCo5 becomes non-magnetic and then the (c/a)(V ) curve (Figure 3.6)
was extrapolated. Figure 3.11 shows the volume dependence of the magnetic
moment both for c/a = 0.81 and for the extrapolated c/a ratio. The calcu-
lations show that the transition from magnetic to non-magnetic state takes
place at a volume between 56 A˚3 and 58.5 A˚3.
This volume range corresponds to an approximate pressure range between
80 and 110GPa (in experiment it should be about 15GPa higher). The total
energy is convex in the considered volume range, i.e., the transition to the
non-magnetic state is at least of second order.
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3.1.9 Band structure and DOS of YCo5
YCo5 has a very interesting band structure shown in Figure 3.12. Interesting,
because it has two flat bands in the spin-up part of the band structure: one
has no dispersion in c-direction (flat band between Γ and A), therefore it
is flat in one dimension and the other is dispersion-less in the hexagonal
plane (flat band along Γ-M-K-Γ), that means it is flat in two dimensions. In
equilibrium (zero pressure, upper panel of Figure 3.12) these flat bands lie
below the Fermi energy: they are fully populated. With increasing pressure
the flat bands approach the Fermi level. At first, the flat band between Γ
and A crosses the Fermi level. The transition takes place when the two-
dimensional flat band jumps over the Fermi level. At higher pressures than
the transition pressure the flat bands are empty at zero temperature (lower
panel of Figure 3.12).
As a band-weight calculation show, only the Co 3d states contribute to
the flat bands. Such flat bands make very sharp peaks in the DOS, which is
plotted in Figure 3.13. The peak in the spin-up part of the DOS right below
the Fermi level in the HS case and right above the Fermi level (LS case) is the
upper band edge of the Co 3d band. As explained in the last paragraph, in
the HS state the Co 3d band is fully populated whereas in the LS state, due to
the broadening of the bands under pressure, its upper band edge, where the
peak is situated, crosses the Fermi level and thus the band becomes partially
depopulated. The magnetism of materials with a fully populated 3d band is
called ”strong ferromagnetism” and the magnetism of materials with a partly
depopulated 3d band is called ”weak ferromagnetism” (see Chapter 2.2.2. of
Ref. [33]). So the observed transition in YCo5 can be seen as a transition
from strong to weak ferromagnetism.
3.1.10 The Fermi surface of YCo5
To see if there are Lifshitz transitions taking place in YCo5, the Fermi surface
was calculated at four different volumes: at the theoretical zero pressure
volume (V = 76.16 A˚3), at volumes somewhat larger and somewhat smaller
than the transition volume (V = 73.83 A˚3, V = 72.53 A˚3, respectively.) and
at a very small volume of about V = 67.47 A˚3. The Fermi surface of YCo5
is beautiful but complicated, which can be seen in Figures 3.14, 3.15 and
3.16. Figure 3.14 shows the spin-up part of the Fermi surface. The first
row shows the spin-up part of the Fermi surface for the largest of the four
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Figure 3.12: Upper panel: band structure of YCo5 around the Fermi energy
at zero pressure. Lower panel: band structure of YCo5 around the Fermi
energy for V = 72.53 A˚3, c/a = 0.80376. One can see that the flat band in
the hexagonal plane (Γ-M-K-Γ) is below the Fermi level at zero pressure and
above it for pressures higher than the transition pressure.
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Figure 3.13: Total DOS plotted for both spin channels. The red curve belongs
to YCo5 in the HS case and the blue curve shows the total DOS in the LS
case.
calculated volumes, the second row the second largest and so on. It can be be
seen that there are several Lifshitz transitions taking place, not only at the
first-order transition, but also within the HS phase and the LS phase. In the
HS phase, between the theoretical zero pressure volume and the transition
volume there is a new hole surface appearing and in addition a neck is created.
Furthermore, in the LS phase there are new hole surfaces appearing in band
number 48 and in band number 49 and 50 a lot of necks are created and new
parts of the Fermi surface appear.
So what is special at the transition? If one compares the pictures within
each column (each column represents one band), one easily observes, that
the Fermi surface sheets in the same column show similarities with the other
Fermi surface sheet belonging to the same phase but if one compares the
Fermi surface sheets of the same band before and after the transition there
is not much similarity left. In the LS phase there are two bands intersecting
the Fermi level, which do not intersect with the Fermi level in the HS phase
and one band, which has intersections with the Fermi level in the HS phase
do not cross the Fermi level in the LS phase anymore. In addition those
two bands which remain at the Fermi energy at volumes on both side of the
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Figure 3.14: Spin-up part of the Fermi surface of YCo5. First row: V =
76.16 A˚3. Second row: V = 73.83 A˚3. Third row: V = 72.53 A˚3. Last row:
V = 67.47 A˚3. All sheets of the Fermi surface, which are plotted in the same
column belong to the same band. The corresponding number of the band is
written at the top of each column.
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transition exhibit a totally new appearance.
Figures 3.15 and 3.16 show the spin-down part of the Fermi surface. Here
again are minor topological changes of the Fermi surface within the HS or the
LS phase. Within the HS phase a neck breaks in band number 43. In band
number 44, there are tiny hole surfaces disappearing and necks are created
at the top of the BZ. Though it cannot be easily seen in the perspective
view of this figure, there are some necks created in band number 45, which
can be seen in a top view of this Fermi surface sheet. Band number 46
(Figure 3.16) does not exhibit any Lifshitz transitions within the HS phase.
At volumes slightly larger than the transition volume a new sheet of Fermi
surface appears.
Going back to Figure 3.15, in the LS phase, two bands (number 43 and
44), which intersect the Fermi energy only with one respective two maxima
do not intersect the Fermi level at higher pressures any more. In the Fermi
surface sheet number 45 some necks break and some pockets disappear in
the LS phase under growing pressure. Turning to the first column of Figure
3.16 (band number 46) a lot of topological changes take place within the LS
phase. In the LS state of band number 47 a neck breaks and new pockets
of the Fermi surface appear. Under high pressure band number 48, which
has no intersections with the Fermi level even at smaller volumes than the
transition volume, crosses the Fermi energy making electron pockets.
If one compares the spin-down part of the Fermi surface for larger and
smaller volumes than the transition volume, one may think, that an error
occurred by choosing the right column for the picture because the Fermi
surface sheets in the HS state show much similarity with the column one
further on the right of the LS state Fermi surface plots. But this is not the
case! Indeed a thorough investigation of the band structure reveals, that a
sudden big shift of the bands take place at the transition. The spin-up bands
move higher in energy relative to the Fermi level with increasing pressure and
the spin-down bands move downwards in energy with respect to the Fermi
level and increasing pressure. This large shift of the bands gives rise to a
whole new appearance of the Fermi surface after the transition took place.
3.1.11 Conclusions
We found, that YCo5 undergoes a first order Lifshitz transition under pres-
sure. The transition takes place, when the volume of the unit-cell shrinks
down to V ≈ 73.8 A˚3. At the transition the spin-up bands are shifted to
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Figure 3.15: Fermi surface plots of the first four bands of the spin-down
part of the Fermi surface of YCo5. First row: V = 76.16 A˚
3. Second row:
V = 73.83 A˚3. Third row: V = 72.53 A˚3. Last row: V = 67.47 A˚3. All sheets
of the Fermi surface, which are plotted in the same column belong to the
same band. The corresponding number of the band is written at the top of
each column.
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Figure 3.16: Fermi surface plots of the last three bands of the spin-down
part of the Fermi surface of YCo5. First row: V = 76.16 A˚
3. Second row:
V = 73.83 A˚3. Third row: V = 72.53 A˚3. Last row: V = 67.47 A˚3. All sheets
of the Fermi surface, which are plotted in the same column belong to the
same band. The corresponding number of the band is written at the top of
each column.
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higher energies and the spin-down bands are shifted towards lower energies.
This shift results in a totally new appearance of the Fermi surface. Further-
more it reduces the total magnetic moment from 6.3 µB/cell to 4.1 µB/cell. Due
to the broadening of the bands under pressure the upper edge of the Co 3d
band crosses the Fermi level at the transition, so that the transition can as
well be considered as a transition from strong to weak ferromagnetism. The
crystal symmetry is preserved through the transition but the c-axis collapses
at the transition, which results in a volume collapse of about 1.4%.
Thus YCo5 undergoes an isomorphic volume collapse under pressure.
3.2 Predictions for LaCo5 under pressure
A substance very similar to YCo5 is LaCo5. Both crystallize in the same
structure (P6/mmm, space group 191, compare Figure 3.1). The only differ-
ence is, that La atoms are bigger than Y atoms, because La is in the next
period of the periodic table. Therefore the zero pressure lattice parameters
of LaCo5 are different to those of YCo5, in particular the unit cell of LaCo5
is larger than the unit cell for YCo5. Measurements determined the lattice
parameters of LaCo5 to a = 5.105 A˚ and c = 3.966 A˚ [34]. Motivated by the
results of YCo5 we were curious to find an analogous transition in LaCo5
and so we applied the same calculations, which were done for YCo5 in the
previous Section, to LaCo5.
This chapter is constructed like follows: Section 3.2.1 contains details of
the calculations. Some remarks about the convergence of parameters with
special emphasis to differences between different basis sets are made in Sec-
tion 3.2.2, while Section 3.2.3 comprises the results about the magnetic mo-
ment in LaCo5 under pressure. In Section 3.2.4 the lattice parameters and
the development of the unit cell volume under pressure are studied and Sec-
tion 3.2.5 shows band structure and DOS of LaCo5. Finally Section 3.2.6
concludes the chapter.
3.2.1 Method of calculation
The calculations were performed with FPLO [4], release 3. The La basis
included 1s2s2p3s3p3d4s4p4d as core states, 5s5p as semi-core, 6s6p5d as
valence and the 4f state as a polarization state. The Co basis included
1s2s2p as core states, 3s3p as semi-core states, 4s4p3d as valence and 4d4f
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Figure 3.17: Total energy (left panel) and magnetic moment (right panel)
versus volume for different bases. Core, semi-core and valence states are
the same in all curves. Only polarization states differ. Which states are
used as polarization states is written in the legends. Polarization states have
x0 = 0.9.
as polarization states. A k-mesh subdivision of 36× 36× 36 was used, which
corresponds to 2413 k-points in the irreducible part of the BZ. We used 2000
Fourier components of the Ewald-potential. All calculations have been done
scalar relativistic. For the exchange-correlation potential we used LSDA in
the version of Perdew Wang 92 [30].
3.2.2 Convergence of parameters
To find the ”best choice” of input-parameters, convergence tests were done
with different bases, different k-points and various numbers of Fourier com-
ponents of the Ewald-potential in analogy to YCo5 (compare Section 3.1.3).
Figure 3.17 shows total energies (left panel) and the magnetic moment
(right panel) in dependence of the unit cell volume for different bases. The
core, semi-core and valence states are the same in all bases, only the polar-
ization states differ as indicated in the legends.
Let’s concentrate on the left panel. One can see that the total energy
hardly depends on the La 6d states. Inclusion of La 6d states lowers the
total energy negligibly. But it makes a difference if the basis includes the
La 4f states. If they are included, the total energy is considerably lowered
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Figure 3.18: FSM calculation for V = 76.0 A˚3 and c/a = 0.81.
(about 20mHartree). With La 4f states the zero pressure volume is 1 A˚3
smaller than without La 4f , which means that the La 4f states contribute
substantially to binding. Inclusion of the Co 4f state causes a further low-
ering of the total energy and shifts the minimum to even smaller volumes
(V0 = 80.5 A˚
3 instead of V0 = 80.9 A˚
3).
Now focus on the right panel. Here the volume dependence of the mag-
netic moment for different bases is shown. It can be seen, that the magnetic
moment depends only for V > 73 A˚3 on the basis. Inclusion of the La 4f
state makes the magnetic moment smaller.
For the calculations we used the La 4f states and the Co 4d and 4f
states since inclusion of the 4f states of both atoms lowers the total energy
considerably. We did not include the La 6d states in the basis, since their
impact is negligible.
3.2.3 The magnetic moment of LaCo5 under pressure
For we expected LaCo5 to show a transition like in YCo5, FSM calculations
were done in the expected transition region. The results exhibit a double-
well structure of E(M ; (c/a)j, Vj) for most values of (c/a)j and Vj, showing
a stable and a meta-stable state. Figure 3.18 shows an example, where
Vj = 76.0 A˚
3 and (c/a)j = 0.81.
In Figure 3.19 the magnetic moment against volume is displayed. Note
the similarity to YCo5 (compare Figure 3.4)! Even the magnetic moment
in the HS state has about the same value, which is already known from
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Figure 3.19: Left panel: Magnetic moment in dependence of the volume for
various fixed c/a. Right panel: Magnetic moment against volume for relaxed
c/a. The blue dots (red squares) are LS (HS) values.
experiment [34].
The left panel of Figure 3.19 shows results for various fixed c/a ratios.
It can be seen that in the HS state the magnetic moment does not depend
on the c/a ratio. But the volume at which the LS branch starts depends
strongly on the c/a ratio. The larger the c/a ratio the smaller the unit cell
volume where the LS branch starts. Like in YCo5 the dependence of the
magnetic moment on volume shows additional features for small c/a.
The right panel displays the magnetic moment against volume for relaxed
c/a. The blue dots (red squares) are LS (HS) values. It is obvious that in
the HS phase the magnetic moment is saturated, it is nearly constant, only
a very small decrease with decreasing volume is seen. For the pressure range
up to 1GPa this was as well observed in experiment [35]. At V = 77 A˚3
the transition takes place. Thus, LaCo5 has not only a bigger zero pressure
volume than YCo5, but also the transition takes place at larger volumes
(YCo5: V = 73.8 A˚
3 → V = 72.8 A˚3). In the LS phase the magnetic moment
is decreasing rapidly. The steep decrease seems to be less pronounced than
in YCo5 but this may be due to the fact that for LaCo5 we have not so many
points calculated in the transition region. (If one looks at the left panel, the
region of steep decrease can be clearly distinguished from the region of slow
decrease.)
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Figure 3.20: Left panel: Relaxed c/a ratio against volume. Note that the
scale of the horizontal axis is inversed, so that pressure increases from left
to right. Right panel: Total energy versus volume. The dashed lines are
parabolas fitted to the data. Red squares (blue circles) are HS (LS) data.
3.2.4 Lattice geometry and elastic anomaly under pressure
Since LaCo5 is hexagonal like YCo5, we have to find out, how the c/a ratio
changes under hydrostatic pressure. This is done like in Section 2.2.1 derived:
To each volume the c/a ratio, which is lowest in energy is assigned. The result
can be seen in the left panel of Figure 3.20. Here the volume-dependence of
the relaxed c/a ratio is shown. Note, that the volume increases from right
to left, so if one reads the figure from left to right, the behavior of c/a with
increasing pressure can be seen. Again note the similarity to YCo5 (Figure
3.6). Starting at ambient conditions and then increasing the pressure, the
c/a ratio increases linearly with decreasing volume. At a unit cell volume of
about 77 A˚3 the transition takes place. The volume collapses to 76 A˚3 and
the c/a ratio jumps from c/a = 0.807 to c/a = 0.797. It decreases further
until the volume reaches V = 75 A˚3 and then the c/a starts again to increase
linearly with decreasing volume.
The right panel of Figure 3.20 shows total energies against volume. The
blue dots (red squares) are LS (HS) values. To each of the phases there is
a parabola fitted (dashed line). It is obvious that for low pressures (large
volumes) the HS state is energetically much more favorable. At V = 76 A˚3
this changes and the LS state becomes lower in energy. If one constructs a
common tangent to both parabolas, the points, where the HS and the LS
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Figure 3.21: Left panel: Enthalpy versus pressure. The dashed line marks the
transition pressure. Right panel: Hydrostatic pressure against unit cell vol-
ume. Note the inversed scale of the volume-axis! The dotted line marks the
experimental zero pressure. The dashed line marks the transition pressure.
The two vertical lines denote denote two different measured zero pressure
volumes [28, 34]. Blue dots (red squares) denote LS (HS) values.
parabola touches the tangent denote these two points between which the
transition and the volume collapse take place. Such a common tangent con-
struction is equal to the calculation of the enthalpy, which is shown in Figure
3.21, left panel. The point (Pc, Hc), where the two branches cross, determine
the transition pressure Pc = 7.7GPa of a first order phase transition.
The equation of state is displayed in the right panel of Figure 3.21. The
similarity to YCo5 (compare Figure 3.9) is obvious. Here again blue dots (red
squares) denote LS (HS) values. Please note the inversed scale of the volume-
axis! With increasing pressure the volume decreases. At the transition (P =
7.7GPa, dashed line) the volume collapses. From the experience with YCo5
we know, that the transition takes place at a much higher pressure than
theory yields. Nevertheless one can correct for this if one takes the pressure-
distance between the experimentally observed ground state volume and the
calculated transition-pressure instead of the smaller ground state volume
LDA gives. In the case of YCo5 after this change the transition-pressure is
in perfect agreement with observation [7]. For LaCo5 LDA yields a ground
state volume of V LDA0 = 80 A˚
3. If the pressure-axis is shifted that way, that
the experimentally observed ground state volume V exp0 ≈ 90 A˚3 corresponds
to zero pressure (dotted line), it must be shifted by 15GPa. Thus I can
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Figure 3.22: a-axis (left panel) and c-axis (right panel) versus pressure. Blue
circles (red squares) denote LS (HS) data.
predict, that if one measures the lattice geometry of LaCo5 under hydrostatic
pressure, one should find a volume collapse around a pressure of 23GPa.
Figure 3.22 shows the contraction of the lattice constants with pressure.
Red squares (blue circles) correspond to HS (LS) data. The lattice constant
in the hexagonal plane, denoted by a, is more or less smoothly decreasing
with pressure — even through the transition, whereas the lattice constant c
shows a jump at the transition. This jump induces the volume collapse and
the jump of the c/a ratio.
3.2.5 Band structure and DOS of LaCo5
The band structure of LaCo5 is plotted in Figure 3.23. The upper panel
shows the band structure at zero pressure and the lower panel displays the
band structure for V = 76.0 A˚3, a volume slightly smaller than the transition
volume. The band structure of LaCo5 resembles the band structure of YCo5
(compare Figure 3.12). The flat band in the hexagonal plane (Γ-M-K-Γ),
that we have already found in YCo5, is present in LaCo5 as well.
Figure 3.24 shows the total DOS of LaCo5. The strong peak in the spin-
up DOS close to the Fermi level, which results from the flat band in the
hexagonal plane, is clearly seen. It is the upper edge of the Co 3d band. Like
in YCo5, the Co 3d band is fully populated in the HS state, whereas it gets
partially depopulated in the LS state since at the transition this peak crosses
the Fermi energy.
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Figure 3.23: Upper panel: band structure of LaCo5 around the Fermi energy
at zero pressure. Lower panel: band structure of LaCo5 around the Fermi
energy for V = 76.0 A˚3, c/a = 0.7975. One can see that the flat band in
the hexagonal plane (Γ-M-K-Γ) is below the Fermi level at zero pressure and
above it for pressures higher than the transition pressure.
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Figure 3.24: Total DOS plotted for both spin channels. The red curve belongs
to LaCo5 in the HS state and the blue curve shows the total DOS in the LS
state.
3.2.6 Conclusions
We found that in LaCo5 a similar first order transition takes place like in
YCo5. The transition happens at a pressure of 23GPa when the volume of
the unit cell has reached V = 77 A˚3. There the c lattice constant collapses
and induces a volume-collapse. The peak, which results from a flat band in
the hexagonal plane and which is situated at the upper 3d band edge, crosses
the Fermi level at the transition and the magnetic moment decreases.
3.3 Lifshitz transitions in Os under pres-
sure
The search for Lifshitz transitions [5] is a renewed subject of interest. As
an example for a recent work, in 1998 Godwal et al. [36] found a Lifshitz
transition in AuIn2, where measurements yield an anomaly in the electrical
resistivity and in the thermoelectric power in the 2− 4GPa pressure range,
but angle-dispersive x-ray-diffraction measurements do not yield a structural
change. LMTO-ASA calculations revealed that there a Lifshitz transition
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is taking place because at the Γ-point a maximum in the band structure is
crossing the Fermi level [36]. The similar compound AuAl2 does not show
a Lifshitz transition [37]. Sin’ko and Smirnov calculated the Fermi surface
of ferromagnetic α-Fe in the range 0.86 ≤ V/V0 ≤ 1.23 and found twelve
electronic topological transitions [38]. A big controversial discussion is going
on in the literature, if Zinc shows an anomaly in c/a due to Lifshitz transitions
(see Ref. [39] and references therein). Up to now it seems to be clear that
Zn indeed exhibits Lifshitz transitions under pressure [40–43] but if there
is an anomaly in c/a connected to these transitions remains unclear. Very
accurate experiments could not detect any anomalies being larger in size than
the experimental error [44, 45].
Osmium was measured by Occelli et al. [8] under pressure with neon (low
pressure regime) and helium (high pressure regime) as pressure transmitting
media and an exposure time of about 4 seconds. They found an anomaly
in the c/a ratio under applied pressure and claimed that this could be an
evidence for a Lifshitz transition. Takemura [9] did measurements in the
same pressure range with neon as a pressure transmitting medium but with
an exposure time of 2 minutes. He did not find any anomaly in his data.
To explore the hypothesis of Occelli et al. [8] from the theoretical side, we
did very accurate first principle calculations applying the DFT-based band
structure code FPLO [4].
Osmium has a hexagonal close packed structure (hcp, P63/mmc, Space
group 194) with two atoms in the unit cell. It belongs to the 5d transition
metals and is one of the densest elements. It has the largest bulk modulus
of all metals and since a few years there is a discussion in the literature, if
its bulk modulus is even larger than diamond [8, 9, 46–49].
This chapter is constructed like follows: Section 3.3.1 contains details of
the calculation. Results of total energy calculations are shown in Section
3.3.2, while in Section 3.3.3 the Fermi surface of Osmium under pressure is
studied in detail. Section 3.3.4 contains the band structure and Section 3.3.5
the DOS of Osmium. In Section 3.3.6 the development of the lattice parame-
ters under pressure is studied and our results are compared to measurements
and earlier calculations. Section 3.3.7 explores the quality of different fits to
the development of c/a under pressure. The chapter is concluded in Section
3.3.8 and Section 3.3.9 comprises like an appendix the parameters used for
fitting.
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3.3.1 Method of calculation
The calculations were performed in a four-component full relativistic way
with FPLO [4], release 5. After test calculations with different bases we
decided to use a minimum basis consisting of 4f5s5p states in the semicore
and 6s6p5d states in the valence. All lower lying states were put in the core.
A k-mesh subdivision of 48×48×48 k-points in the full BZ was used, which
corresponds to 5425 k-points in the irreducible part of the BZ. For calculating
the DOS, the k-mesh was enhanced to 96 × 96 × 96 k-points in the full BZ
(40033 k-points in the irreducible BZ), which is still not enough to resolve
the small anomalies of the DOS due to the Lifshitz transition but it is at the
limits of available computer memory. For the exchange-correlation potential
we used LDA in the version of Perdew Wang 92 [30].
3.3.2 Total energy calculations
Figure 3.25 shows the total energy of Osmium plotted against volume for
zero temperature, where the c/a ratio has been relaxed for each volume. The
dashed line shows the experimental volume (taken from Ref. [8]), determined
in a room temperature experiment. The calculated zero pressure and zero
temperature volume is 0.3% smaller than the measured room-temperature
volume. Accounting for thermal expansion, provides an almost perfect agree-
ment. In fact this is a known but not yet understood feature of LDA, that
it reproduces the ground state volume for the heavy 5d elements [10].
The inset of Figure 3.25 proves the high accuracy of the calculations,
because FPLO [4] yields a very smooth energy-curve, even in the µHartree
range.
3.3.3 The Fermi surface of Osmium under pressure
The Fermi surface of Osmium has been calculated for different c/a ratios
and various unit cell volumes in the range 22.0 A˚3 ≤ V ≤ 28.0 A˚3. It consists
of four sheets (see Figure 3.27). At zero pressure the first sheet (left panel)
consists of hole ellipsoids located at the line between L and M (for the location
of the symmetry points in the BZ see Figure 3.26). In the publication of
Occelli et al. [8] it was suggested that these hole ellipsoids should vanish under
pressure. The second sheet (second panel from the left) contains a big surface
usually called ”monster”, which is closed in z-direction but open orbits are
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Figure 3.25: Total energy versus unit
cell volume with relaxed c/a ratio
at zero temperature. The dashed
line marks the experimental room-
temperature volume [8]. Inset: magni-
fication of the total energy versus vol-
ume curve around the minimum. In the
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Figure 3.26: Symmetry points in
the hexagonal BZ.
present in the hexagonal plane. The third and fourth sheet are closed Fermi
surface sheets, which are nested and centered around the Γ-point. The inner
one of the two is waisted. Our calculated Fermi surface of the ground state
agrees well with de Haas-van Alphen measurements of Kamm and Anderson
[50] and with the calculated Fermi surfaces of Smelyansky et al. [51] and Ma
et al. [52]
In Figure 3.28 the Fermi surface at zero pressure (first row, V = 27.87 A˚3,
c/a = 1.585) is compared to the Fermi surface calculated at a very high
pressure of about 180GPa (second row, V = 22.0 A˚3, c/a = 1.5968). It
is obvious, that the hole ellipsoid between L and M, displayed in the first
column of Figure 3.28, where Occelli et al. [8] claimed that it may vanish
under pressure, does not disappear. On the contrary, it grows. Nevertheless
there is a Lifshitz transition in the first sheet of the Fermi surface: at the
L-point a small hole ellipsoid appears under pressure. The second and third
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Figure 3.27: The Fermi surface of Osmium at zero pressure. Red and yellow
colors denote electron and hole surfaces, respectively.
column of Figure 3.28 display the second sheet of the Fermi surface in a side
view (second column) and in a top view (third column), respectively. In the
picture showing the side view, the BZ is shifted such that its edge lies in the
center of the image. In these two views it is much easier seen than in the
second panel of Figure 3.27 that this part of the Fermi surface is closed in
z-direction, since in this direction there is no connection between this Fermi
surface sheet and its image in the neighboring BZ (first row, second panel).
But if we have a look at the corresponding pictures, which show the second
Fermi surface sheet under pressure, we observe another Lifshitz transition: a
neck is created, centered close to L at the line between L and H. Thus this
sheet of Fermi surface becomes open in z-direction. The third and the fourth
sheet of the Fermi surface are not displayed in Figure 3.28 because the third
Fermi surface sheet does not change under pressure and the fourth Fermi
surface sheet looks from outside like at zero pressure. The last column of
Figure 3.28 shows cuts through the fourth part of the Fermi surface. Here,
a third Lifshitz transition happens under pressure, hidden inside the fourth
sheet of the Fermi surface: at zero pressure the fourth sheet of Fermi surface
is empty inside but under pressure a hole ellipsoid appears at the Γ-point.
Thus three Lifshitz transitions take place in Osmium under pressure:
• A hole ellipsoid appears in the first Fermi surface sheet at the L-point.
• In the second sheet a neck is formed close to L at the line between L
and H.
• An additional hole ellipsoid centered at Γ appears inside the fourth
Fermi surface sheet.
Furthermore our calculations show, that all three Lifshitz transitions do
not happen all at the same lattice constants. But there is one peculiarity
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Figure 3.28: Comparison between the Fermi surface of Osmium at zero
pressure (V = 27.87 A˚3 first row) and under high pressure (second row,
P ≈ 180GPa, V = 22.00 A˚3) The first column shows the first sheet of the
Fermi surface, the second and the third columns show the second sheet of
the Fermi surface in a side view and in a top view, respectively. In order to
make the connectivity better visible, the side-view is shifted in z-direction,
such that the BZ edge lies in the middle of the picture. The fourth column
displays a cut through the fourth sheet of the Fermi surface in the yz-plane.
Colors are explained in Figure 3.27
with the neck and the ellipsoid at the L-point. If one compares the third
panel in the second row of Figure 3.28 with Figure 3.29, it is obvious that
the topology of this sheet of Fermi surface differs in the two figures though
in both cases the neck exists. Considering the line H-L-H in the BZ, there
are two necks for the larger volume (Figure 3.29), which melt under pressure
into one neck (third panel in the second row of Figure 3.28). Exactly, when
the two necks touch and melt into one, the ellipsoid appears at the L-point.
As a consequence the ellipsoid has the same extent in direction L-A than the
neck is extended in this direction. This can be seen from the band structure
(compare Section 3.3.4) since the band responsible for the neck and the band
responsible for the ellipsoid at the L-point are degenerate in direction L-A.
When calculating the Fermi surface for different unit cell volumes and
c/a ratios, one observes for each Lifshitz transition a line in the c/a-V -plane
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Figure 3.29: Second
sheet of the Fermi sur-
face at V = 23.2 A˚3,
c/a = 1.595
Figure 3.30: Dependence of the ETT on volume
and c/a. Blue symbols with error bars: calcu-
lated relaxed c/a versus unit cell volume. Green
line: ETT at the Γ-point. Red line: ETT at the
symmetry-line LH. Yellow line: ETT at the L-
point.
(see Figure 3.30), where on one side of the line an additional ellipsoid or
a neck is created and on the other side of the line there is no neck or no
additional ellipsoid. In the case of the Lifshitz transition at the Γ-point for
decreasing volume the c/a ratio increases at which the transition takes place
(green line in Figure 3.30). The kinks in the line are due to the coarse grid
of the (V, c/a)-mesh at which the Fermi surface has been calculated. For the
creation or disruption of the neck at the symmetry line LH it is the other way
round: with decreasing volume the c/a ratio decreases at which the transition
takes place (red line in Figure 3.30). The critical volume for the transition
at the L-point (yellow line in Figure 3.30) has only a very weak dependence
on c/a. For c/a ratios in the range 1.58 ≤ c/a ≤ 1.60 the additional ellipsoid
is formed at a unit cell volume of approximately 23.2 A˚3. The FPLO-results
for the c/a ratio versus volume under hydrostatic pressure are also displayed
in Figure 3.30 (blue symbols). With this information one can read from this
figure that under hydrostatic pressure at first the additional ellipsoid at the
Γ-point appears (V = 24.60 A˚3), if pressure is further increased, then the neck
is formed (V = 24.20 A˚3) and at much higher pressures finally the additional
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Figure 3.31: Band structure of Osmium. Left panel: zero pressure. Right
panel: P ≈ 180GPa. The red circles (full lines) mark points in k-space
where a band maximum crosses the Fermi level under pressure. The blue
circle (dashed line) marks the location where a maximum crossing the Fermi
energy is proposed by Occelli et al. [8] but disproved by our calculations.
ellipsoid at the L-point appears (V = 23.20 A˚3). For the corresponding
pressures to these volumes see Figure 3.34.
3.3.4 Band structure of Osmium under pressure
The topological changes of the Fermi surface should be visible in the band
structure of Osmium as well. For each appearing hole ellipsoid (and in Os-
mium all appearing/disappearing ellipsoids in the Fermi surface are of hole
type in the considered volume range) a maximum in the band structure
should cross the Fermi energy under pressure at that symmetry point of the
BZ, where the additional ellipsoid appears. In the case of a neck a saddle-
point should cross the Fermi level, which may either look like a maximum or
minimum in the band structure, depending on the direction of the projection.
Figure 3.31 shows the band structure of Osmium for zero pressure (left
panel) and under a high hydrostatic pressure of about 180GPa (right panel).
It is obvious that the band structure contains several maxima and minima.
The result of the previous section was, that Osmium exhibits three Lifshitz
transitions in the considered pressure range (compare Section 3.3.3). These
are located at the Γ-point, the symmetry line between L and H and at the L-
point. If we now draw our attention to the mentioned points in Figure 3.31,
we observe, that the band structure indeed exhibits maxima there, marked
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Figure 3.32: Left panel: Total DOS of Osmium at two different volumes.
Full lines: zero pressure; dashed lines: P ≈ 180GPa. Five panels on the
right: magnification of the DOS around the Fermi level at zero pressure, at
that pressure, where the ellipsoid at the Γ-point appears, at that pressure,
where the neck is created, at that pressure, where the ellipsoid at the L-point
appears and at a pressure of about 180GPa (from left to right).
with a red circle. By comparing the red encircled maxima in both panels,
one finds out, that all three lie below the Fermi level at zero pressure but are
above the Fermi energy at high pressures.
The blue circle in Figure 3.31 marks the place where a maximum crossing
the Fermi energy is proposed by Occelli et al. [8]. But by comparing both
panels of Figure 3.31 it is obvious that this maximum does not fall below the
Fermi level under pressure and thus there is no Lifshitz transition on the line
between L and M in the hydrostatic pressure range 0 ≤ P ≤ 180GPa.
3.3.5 DOS of Osmium
In Figure 3.32 the total DOS for Osmium is shown in the left panel. The full
line denotes zero pressure and the dashed line corresponds to a high pressure
of about 180GPa. The DOS in the energy range shown in the left panel
of Fig. 3.32 comes mainly from the 5d states. The band broadening under
pressure and the resulting decrease of the DOS can clearly be seen. It is
obvious that the Fermi level lies in a flat valley of the DOS and this does not
change under pressure. But the extrema in the band structure should give
rise to anomalies in the DOS [5]. In the hope of finding them, the five panels
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Figure 3.33: Left panel: DOS at the Fermi energy versus volume. The dotted
line shows a linear function fitted to the data. The dashed lines mark those
volumes, where the Lifshitz transitions take place. Right panel: Same as left
panel but the slope of the fitted function has been subtracted from the data.
The fact that these data differ in the fourth digit from those presented in Fig.
3.32 is due to different calculational schemes for g(ε) and g(εF ) implemented
in FPLO.
on the right of Figure 3.32 display an about hundredfold magnification of
the DOS around the Fermi energy. Here a peak is seen, which crosses the
Fermi level at that pressure, when the neck is created. The fact that the
peak changes its shape at different volumes hints at a not sufficient k-point
resolution, though the DOS in this figure has been obtained with 963 k-points.
Despite the huge number of k-points, structures smaller than 50meV could
not be unambiguously resolved.
A different view on the DOS is presented in Figure 3.33. Here, the DOS
at the Fermi level is shown against volume (left panel). The locations of the
Lifshitz transitions are denoted by dashed lines. It is remarkable, that the
DOS at the Fermi level decreases almost linearly with decreasing volume.
The dotted line is a linear function fitted to the data. Again, at the Lifshitz
transitions nothing is seen. To enlarge possible non-linearities the slope of
the fitted function has been subtracted from the data, shown in the right
panel of Fig. 3.33. Small contributions from higher order terms as well as a
peak are obvious. This peak is the same peak than the peak in Fig. 3.32,
right panels. It is striking, that the maximum of the peak lies exactly at
that energy, where the neck is created. It is also remarkable that there is no
anomaly seen at that energy, where the ellipsoid at the Γ-point is formed.
The energy, at which the ellipsoid at the L-point forms, lies in a minimum
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of the DOS. Small differences between the data shown in Figures 3.32 and
3.33 are due to a different calculational scheme implemented in FPLO to
calculate the DOS at the Fermi level.
To answer the question, why there is no anomaly in the DOS due to the
Lifshitz transition at the Γ-point, δg(ε) (see Eq. (2.78)) has been estimated.
For this task the maximum at the Γ-point in the band structure (Figure 3.31)
has been fitted by a parabola f(ki) = ai0+ai1ki+ai2k
2
i in all three directions
of k-space. Then the absolute value of the coefficient |ai2|, which determines
the curvature of the parabola was set equal to h¯2/2mi (compare Eq. (2.58)).
This yields
h¯2
2mx
= 171.4 eVA˚2
h¯2
2my
= 161.4 eVA˚2
h¯2
2mz
= 97.1 eVA˚2 (3.1)
It can be shown, that in a hexagonal environment h¯2/2mx = h¯
2/2my. The
fact that in Eq. (3.1) h¯2/2mx and h¯
2/2my differ by 6% results from inaccu-
racies.
With V = 27.87 A˚3 we can write
δg(ε) = − V
pi2h¯3
√
2mxmymz
√
εcr − ε (3.2)
= 4.43565 A˚3
√
2mx
h¯2
2my
h¯2
2mz
h¯2
√
εcr − ε (3.3)
=
4.43565 A˚3
√−0.0814 eV − ε√
171.4 eVA˚2 · 161.4 eVA˚2 · 97.1 eVA˚2
(3.4)
≈ 0.003 eV−3/2√−0.0814 eV − ε (3.5)
In a distance of about 0.0186 eV below the critical energy the contribution
to the DOS due to this small ellipsoid amounts to δg(−0.1) ≈ −0.0004 /eV.
This contribution is so small that it cannot be seen even on the enlarged
scales in the right panels of Figures 3.32 and 3.33.
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Figure 3.34: Equation of state of Osmium. The blue circles are our calcula-
tions. The green squares and the red triangles are experimental data taken
from the publications of Occelli et al. [8] and Takemura [9] respectively. Yel-
low diamonds denote calculations done by Ma et al. [52]. The green dashed
lines denotes the volume where Occelli et al. [8] claimed to find a Lifshitz
transition. The blue dashed lines correspond to the volumes where we found
Lifshitz transitions.
3.3.6 Lattice geometry under pressure
In this section the change of the unit cell volume and the c/a ratio under
hydrostatic pressure are explored. As mentioned above, Occelli et al. [8]
claimed to find a kink in (c/a)(P ) at a pressure of about 25GPa, which was
not seen by Takemura [9]. Ma et al. [52] did electronic structure calculations
with the aim to find a reason for this kink but they did not find any reason.
In this work the pressure-volume dependence was calculated in two ways.
On the one hand, different equations of state [32] were fitted to E(V ) (Fig.
3.25). On the other hand, since the fitting procedure will remove any anomaly,
the derivative of E(V ) was calculated numerically by means of the three-point
formula, f ′((x1+x2)/2) ≈ (f(x2)−f(x1))/(x2−x1), considering neighboring
V values. The resulting P (V ) is in perfect agreement with the P (V ) obtained
by the fitting procedure: for 80% of the pressure range between zero and 180
GPa, our numerical derivative lies within the P (V ) values spanned by the dif-
ferent analytic fits. The maximum difference between any of the analytic fits
and the numerical fit amounts to 0.2 GPa, and the mean difference amounts
to 0.1 GPa.
Figure 3.34 shows the equation of state P (V/V0) of Osmium. The blue
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Figure 3.35: Left panel: relaxed c/a ratio against normalized volume. Right
panel: relaxed c/a ratio against pressure. The meaning of the symbols is
the same than in Fig. 3.34. Additional data from calculations by Sahu and
Kleinman are denoted by violet triangles in the right panel [48]. Error-bars
are below symbol size.
circles are our calculations. Green squares and red triangles are experimen-
tal data taken from the publications of Occelli et al. [8] and Takemura [9]
respectively. Yellow diamonds denote calculations done by Ma et al. [52].
The green dashed lines denotes the volume where Occelli et al. [8] claimed to
find a Lifshitz transition. The blue dashed lines correspond to the volumes
where we claim to have found Lifshitz transitions (compare Section 3.3.3).
For low pressures calculations and experiments are in perfect agreement. At
higher pressures there are small deviations.
In the left panel of Figure 3.35 the relaxed c/a ratio against normalized
volume is plotted. Blue circles show our calculations done with FPLO. The
green squares and the red triangles are experimental data taken from the
publications of Occelli et al. [8] and Takemura [9] respectively. Yellow di-
amonds denote calculations done by Ma et al. [52]. In contradistinction to
our calculations they used pseudopotentials instead of doing all-electron cal-
culations and for the exchange-correlation potential they used GGA instead
of LDA, what we used. Blue dashed lines denote those volumes/pressures,
where we found Lifshitz transitions, the green dashed line denotes the vol-
ume/pressure, where Occelli et al. [8] claimed to find a Lifshitz transition.
The experimental data are in perfect agreement, the c/a ratio Ma and Co-
workers found, is a little bit too small and – what cannot be seen in this plot
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χn σ V0/A˚
3 A B
exp. (Occelli et al. [8]) 0.73 7.4 · 10−5 27.949 −0.0539(4) 1.6339(4)
exp. (Takemura [9]) 1.22 1.2 · 10−4 27.977 −0.0540(6) 1.6339(6)
this work 5.9 · 10−5 27.87 −0.0594(2) 1.6445(1)
calc. (Ma et al. [52]) 8.1 · 10−5 28.48 −0.0678(6) 1.6450(6)
Table 3.1: Quality of linear fits to the (c/a)(V/V0) data displayed in Figure
3.35, left panel, in the range 0.87 < V/V0 < 1. For the definition of χn and
σ see text. The fourth column displays the values used for V0. Values of
adjustable parameters are given in the last two columns.
– their zero pressure volume is about 1.85% too large. FPLO yields a c/a
ratio, which is about 0.005 too large but shows the same change with pres-
sure than the measured data. It seems that the relaxed c/a ratio depends
linearly on unit cell volume. No anomaly is seen neither where we found
Lifshitz transitions nor at the location proposed by Occelli et al..
Fitting a linear function c/a = A · (V/V0) + B to each set of data and
accounting for the known uncertainties of the experimental values yields the
following standard deviation σ displayed in Table 3.1 for the volume-range
0.87 < V/V0 < 1. To characterize the quality of the fits, Table 3.1 displays
also χn =
√
χ2/(n− na) where χ2 denotes the sum of the error weighted
square deviations, n the number of the data points, and na the number of
adjustable parameters, here 2. These small deviations from a straight line
support our opinion that (c/a)(V/V0) is well described by a linear function.
From this finding we presume that there should be no kink in the c/a ratio
versus pressure because Takemura stated in [53]: ”For the study of delicate
changes in the axial ratios, it is better to plot the axial ratios as a function
of the relative volume V/V0, where V0 denotes the volume of each metal at
atmospheric pressure [...]. This kind of plot is free from the uncertainty in
pressure determination.” Otherwise, if there would be a kink in (c/a)(P ) but
not in (c/a)(V/V0) this would imply a kink in the equation of state P (V ),
which is not the case as visible in Figure 3.34.
The right panel of Figure 3.35 shows the c/a ratio versus pressure, where
Occelli and Co-workers [8], Ma and Co-workers [52] as well as Sahu and
Kleinman [48] claim to find a kink at 25GPa, 27GPa, and 9.5GPa, respec-
tively. The symbols are the same as in the left panel. Calculations by Sahu
and Kleinman [48] are denoted by violet triangles. They have done fully rela-
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tivistic full-potential linearized augmented plane-wave calculations applying
LDA. As mentioned above, to our opinion there is no kink in (c/a)(P ) be-
cause it is not a piecewise linear function but a non-linear smoothly curved
function. This can be easily proved. There is no doubt that (c/a)(V/V0) is
a linear function (compare Figure 3.35, left panel). If (c/a)(P ) is piecewise
linear, then P (V/V0) would be piecewise linear as well. By looking at Figure
3.34 one can easily convince oneself that the equation of state is not piece-
wise linear, which is supported by the fact, that the pressure derivative of the
bulk modulus B is non-zero (Occelli et al. [8] measured B ′ ≈ 4 in Osmium),
which implies that a Taylor expansion of P (V/V0) consists of at least second
order terms.
In Ref. [8] Occelli et al. argued that dividing the measured pressure-
range in two smaller ranges 0 < P < 25GPa and 25GPa < P and applying
a piece-wise linear fit gives a much better fit than fitting the whole region
with one linear function. For non-linear functions it is always the case, that
a subdivision of the range of values to be fitted yields a much better linear
fit, than a linear fit over the whole region would do. In the next section we
will derive a smooth function, that fits the whole region at least as good as
two linear pieces.
3.3.7 A good fit to (c/a)(P )
As mentioned in the previous section, we assume that (c/a)(V/V0) can be
approximated by a linear function (compare Figure 3.35, left panel):
(c/a)(V/V0) =
c0
a0
+ d · (V/V0 − 1) , a0, c0 > 0 ∧ d < 0 (3.6)
For simplicity the equation of state will be approximated by a second order
polynomial:
P (V/V0) = p2(V/V0)
2 + p1(V/V0)− (p1 + p2) , p1 < 0 ∧ p2 > 0 (3.7)
Solving Eq. (3.6) for V/V0 and substituting it in Eq. (3.7) yields
(c/a)(P ) = (c/a)m +
√
d2
p2
(P + Pm) (3.8)
with
(Pm, (c/a)m) = (
1
p2
(
p1
2
+ p2)
2,
c0
a0
− d− dp1
2p2
). (3.9)
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Eq. (3.8) piece-wise linear function
kink: 25GPa kink: 27GPa
χn σ χn σ χn σ
exp. (Occelli et al. [8]) 0.69 6.8 · 10−5 0.71 7.4 · 10−5 0.85 8.5 · 10−5
exp. (Takemura [9]) 1.27 1.3 · 10−4 1.28 1.3 · 10−4 1.26 1.3 · 10−4
this work 7.5 · 10−5 1.1 · 10−4 1.0 · 10−4
calc. (Ma et al. [52]) 7.8 · 10−5 1.0 · 10−4 9.7 · 10−5
Table 3.2: Quality of different fits to the data displayed in Figure 3.35, right
panel, in the pressure range between zero and 60 GPa. For the definition of
χn and σ see Section 3.3.6. Values of adjustable parameters are given at the
end of this chapter.
Fitting (c/a)(P ) with Eq. (3.8) and comparing the standard deviation σ with
σ of a piecewise linear fit, Table 3.2, one can see that the size of the standard
deviation is the same, no matter if we fit the data with a piece-wise linear
function or with the square root function of Eq. (3.8). The value range for
P (0 ≤ P ≤ 60GPa) was chosen such, that it is covered by all data sets.
(We do not take into account the data by Sahu and Kleinman, since they
have only four points in the considered pressure range.) To stay with three
parameters we assumed the kink in the piece-wise linear fits to be fixed at the
suggested 25 GPa (Occelli et al. [8]) and 27 GPa (Ma et al. [52]), respectively.
Additionally for the data by Occelli et al., we performed a four parameter
piece-wise linear fit, allowing the critical pressure Pc to vary: Only a slightly
better approximation was obtained (χn = 0.51 for the complete data set),
but Pc amounts to 19± 2 GPa.
To fit a smoothly curved function with four fitting parameters, for sim-
plicity
(c/a)(P ) = b0 + b1P + b2P
2 + b3P
3 (3.10)
was chosen. For better comparison a three parameter fit was done with
Eq. (3.10) as well by setting b3 = 0. The results are displayed in Table
3.3. From these we conclude that (c/a)(P ) is equally well fitted by different
smoothly curved non-linear functions with three parameters. Including a
further parameter does not improve the fit.
78 Chapter 3. Results
χn σ b0 10
4b1 10
7b2 10
9b3
Occ. et al. [8] 0.69 7.6 · 10−5 1.579928(9) 1.32(2) −5.9(6)
Occ. et al. [8] 0.68 6.9 · 10−5 1.57993(1) 1.35(4) −9(3) 4(4)
Tak. [9] 1.24 1.24 · 10−4 1.57991(4) 1.27(5) −4.8(8)
Tak. [9] 1.26 1.26 · 10−4 1.57993(6) 1.2(1) −2(4) −3(5)
this work 5.7 · 10−5 1.58513(6) 1.29(4) −5.0(7)
this work 5.5 · 10−5 1.58524(9) 1.1(1) 1(5) −7(5)
Ma et al. [52] 8.3 · 10−5 1.57720(6) 1.68(5) −8(1)
Ma et al. [52] 8.05 · 10−5 1.57715(7) 1.8(1) −16(5) 10(7)
Table 3.3: Quality of polynomial fits (parabolic and cubic, Eq. (3.10)) to
the data displayed in Figure 3.35, right panel, in the pressure range between
zero and 60GPa. For the definition of χn and σ see Section 3.3.6. Values of
adjustable parameters are given in columns 4 to 7.
3.3.8 Conclusions
We have calculated the total energy, Fermi surface, band structure and DOS
of Osmium up to a pressure of about 180GPa. Our electronic structure
calculations yield a relative accuracy of c/a comparable with the relative
accuracy of advanced diffraction methods.
The result of our study is, that Osmium shows three Lifshitz transitions
at higher pressures than proposed. Their origin lies in three maxima of the
band structure crossing the Fermi energy under pressure. The corresponding
van Hove singularities in the DOS seem to be too small to be measurable.
To observe the Lifshitz transitions experimentally we suggest measure-
ments of the resistivity of Osmium at low temperature under pressure be-
cause at least the transition, where the second sheet of Fermi surface opens
in z-direction should be observable in a resistance measurement.
Furthermore, we could show, that an electronic origin for a possible kink
in the c/a ratio versus pressure at about 25 GPa can be excluded. Moreover,
our statistical analysis of the data exhibits that (c/a)(P ) can be equally well
fitted by a smooth function and thus the data do not allow to draw any clear
conclusion about a possible anomaly.
3.3.9 Values of adjustable parameters used in Table 3.2
Square-root fit to (c/a)(P ) (Eq. (3.8)):
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(c/a)m
√
d2/p2/GPa
−1/2 Pm/GPa
exp. (Occelliet al. [8]) 1.572(1) 0.00146(9) 28(5)
exp. (Takemura [9]) 1.572(2) 0.0015(1) 30(9)
this work 1.5753(8) 0.00162(5) 37(4)
calc. by Ma et al. [52] 1.5708(10) 0.00157(8) 16(4)
Piece-wise linear fit to (c/a)(P ), kink at 25 GPa:
A - c/a at P = 0GPa
B - slope between 0GPa and 25GPa
C - slope between 25GPa and 60GPa
A 104B/GPa−1 104C/GPa−1
exp. (Occelli et al. [8]) 1.579933(9) 1.23(2) 0.80(3)
exp. (Takemura [9]) 1.57995(4) 1.17(3) 0.86(3)
this work 1.58525(2) 1.117(8) 0.955(6)
calc. by Ma et al. [52] 1.57729(7) 1.46(3) 1.06(4)
Piece-wise linear fit to (c/a)(P ), kink at 27 GPa:
A - c/a at P = 0GPa
B - slope between 0GPa and 27GPa
C - slope between 27GPa and 60GPa
A 104B/GPa−1 104C/GPa−1
exp. (Occelliet al. [8]) 1.579935(2) 1.219(14) 0.78(4)
exp. (Takemura [9]) 1.57995(4) 1.16(3) 0.84(3)
this work 1.58525(2) 1.113(8) 0.940(7)
calc. by Ma et al. [52] 1.57730(6) 1.45(3) 1.02(4)
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Chapter 4
Summary
The aim of this thesis was to find Lifshitz transitions, which are topological
changes of the Fermi surface. The materials under consideration had been
YCo5 and LaCo5 as examples for magnetic compounds and the element Os-
mium as an example for a non-magnetic material. All these materials exhibit
hexagonal symmetry.
In all cases the question arose, if the corresponding van Hove singulari-
ties are large enough to cause detectable anomalies in the elastic properties.
Here, detectable means measurable by nowadays experimental techniques
and computable within the accuracy reachable in nowadays computer calcu-
lations.
To shift the van Hove singularities through the Fermi energy we used
hydrostatic pressure, which is mimicked in the computations by decreasing
the volume of the unit cell, where the ratio of the unit cell dimensions c/a is
adjusted such that Etotal(V ) = min(c/a)Etotal(V, c/a).
In the case of YCo5 our calculations yield a first order Lifshitz transition.
Here, an extraordinarily large peak in the spin-up part of the DOS, which
is caused by a nearly dispersionless band in the hexagonal plane, crosses the
Fermi level under a pressure of about 21GPa. Thus, the spin-up 3d states
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become partly depopulated, which results in a drop of the total magnetic mo-
ment of 35%. Therefore the transition can be regarded as a transition from
strong to weak ferromagnetism [33]. Further, the transition results in a vol-
ume collapse of 1.4%. Though the volume collapse is isomorphic, it exhibits
the following anisotropy: while the lattice constant in the hexagonal plane
is almost smoothly contracting with increasing pressure, the lattice constant
in c-direction collapses at the transition-pressure. This volume collapse has
been verified in experiment [7].
Analogous calculations have been performed for the similar compound
LaCo5. Here as well we predict a first order Lifshitz transition, taking place
at a pressure of about 23GPa. Again we find a volume collapse under pres-
sure together with a decrease of the magnetic moment. The relative volume
change amounts to 1.3%. Like in YCo5, the unit cell dimensions in the hexag-
onal plane are decreasing almost smoothly with pressure but in c-direction a
jump occurs at the transition-pressure. Also the mechanism of the transition
is the same than in YCo5.
It would be interesting to investigate the origin of the fact that the men-
tioned band is nearly dispersionless. Is it caused only by the symmetry of
the unit cell? Maybe a tight binding model can clarify this question. Fur-
thermore experiments measuring the magnetic moment of YCo5 and LaCo5
under pressure could provide a direct proof of the magneto-elastic origin of
the volume collapse. For YCo5 such experiments are planned [54]. In the
case of LaCo5 an experimental verification of our prediction concerning the
isomorphic volume collapse would be interesting, too.
For Osmium we find, that LDA reproduces the ground state volume very
well. Furthermore, we could detect three Lifshitz transitions taking place at
very high pressures of about 72GPa, 81GPa, and 122GPa. At first, a hole
ellipsoid appears at the Γ-point (V = 24.6 A˚3, P ≈ 72GPa), then a neck is
created at the symmetry-line LH (V = 24.2 A˚3, P ≈ 81GPa), and finally a
hole ellipsoid appears at the L-point (V = 23.2 A˚3, P ≈ 122GPa). Due to a
degeneracy in the band structure, the hole ellipsoid at the L-point appears at
the same pressure when the necks, situated at the symmetry-lines LH merge
at L. The corresponding van Hove singularities in the DOS are very tiny and
thus no anomalies in the elastic properties could be detected. We suggest
to measure the transport properties of Osmium under pressure since such
experiments are more sensitive to topological changes of the Fermi surface
than the elastic properties.
Furthermore, we showed that the kink in c/a at 25GPa and at 27GPa
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found by Occelli et al. [8] and Ma et al. [52], respectively, is not statistically
significant and that (c/a)(P ) can be fitted equally well by a smooth function
as by piece-wise linear functions as proposed in these references.
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