The square of a Gaussian Markov process and nonlinear prediction  by Hida, T & Kallianpur, G
JOURNAL OF MULTIVARIATE ANALYSIS 5,451-461 (1975) 
The Square of a Gaussian Markov Process and 
Nonlinear Prediction* 
T. HIDA AND G. KALLIANPUR 
Nagoya University and University of Minnesota 
Communicated by the Editors 
An explicit formula is obtained for the nonlinear predictor of Y(t) = 
X(t)” - E(X(t)*), where X(t) is an IV-ple Gaussian Markov process. 
1. INTRODUCTION 
Let us begin with some general remarks about nonlinear prediction. Let 
X(t), t E [0, 00) be a stochastic process, EX(t) = 0 and EX(t)* < co for each t 
and let B,(X) = 0(X(u), u < t}. Suppose it is required to predict the value of the 
process 
given D,(X), s < t, when e(x) is a real-valued Bore1 function of x. Clearly, the 
best, i.e., least-squares (nonlinear) predictor ?,(t, s) of Y(t) among all &(X)- 
measurable, square integrable random variables is given by 
If the values of {X(u)} are not observed but instead, one observes only the 
Y-process, the best predictor based on IEB,( Y) is 
m 4 = qw I w% (1.3) 
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Consider now the nonlinear prediction problem for Y(t) (given by (1.1)) when 
X(t) is a Gaussian, N-ple Markov process which has a canonical representation 
of the form 
(1.4) 
where B(t), t E [0, co), is the standard Brownian motion and where the following 
assumptions are made. X(t) is (N - 1) times differentiable in quadratic mean 
and there exists an Nth order differential operator L, such that 
L,X(t) = (d/f&) B(t) (l-5) 
in the sense of distributions. Furthermore, the kernel F(t, U) in (1.4) is the 
Green’s function of the operator L, and is given by 
1 i fitt) git”> if u < t, F(t, u) = i=l 0 if t > u, U-6) 
where the fis and the gi)s form a fundamental system of solutions of LJ = 0 and 
L,*g = 0, respectively, L,* being the adjoint ofL, . For further details concerning 
these assumptions we refer the reader to [ 1, Theorem 11.6, p. 1381. 
Writing q(t) for the Wiener integral $,gr(u) &3(u), we have 
w> = 5 f&) w>. 
i=l 
(1.7) 
Now it can be shown that for every i = l,..., N, m*(t) is a linear combination of 
the random variables X(i)(t), j = O,..., N - 1, X(j)(t) being thejth-derivative of 
X(t) in quadratic mean. It follows from (1.7) that if e(x) = x, i.e., Y(t) = X(t), 
the best predictor, ?,(t, S) is a linear function of the N random variables X(j)(s) 
(j = O,..., N - 1). The situation is considerably more complicated when Y(r) 
is a nonlinear function of X(t). The predictor P,(t, s) (defined by (1.2)) is then 
measurable with respect to the a-field u[X(u), X’(U),..., X(N-l)(u), u < s]. 
Furthermore, if only the values of the Y-process are observed, the question 
arises whether the optimal predictor in this case, viz, ?,(t, S) can be expressed 
(in analogy with the linear problem) in terms of Y(S), Y’(S),..., Y(J+~)(s). It 
should be noted that from the properties of X(t) and the kernel F(t, u) assumed 
above, it easily follows that Y(t) is also differentiable (N - 1) times in quadratic 
mean, whenever 0 is smooth. 
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It is the aim of this paper to solve the above-mentioned problem for the 
square of the Gaussian process, i.e., where 
Y(f) = X(t)2 - E(X(t)2), (1.8) 
and X(t) satisfies the assumptions made in (1.4)-(1.6). It will be shown, in fact, 
that in this case Y,(t, s) is measurable with respect to B,(Y) so that it coincides 
with the predictor Y,(r, S) and that ifs < t, 
ms 4 = : fi@>.f&) @,,(W, Y’(s),..., Y(yS); s), W-J) 
i+l 
where the CPU’s are rational functions. 
Corollary 1 and Theorem 1 are applied to two illustrative examples at the end 
of the paper. 
2. THE SPACE L%?(t) OF NONLINEAR FUNCTIONS OF THE Y-PROCESS 
It is easy to see from the definition of X(t) given in (1.4) that Y(t) can be 
expressed as a double Wiener integral in the sense of It8 [3, p. 1631: 
Writing 
we see from the definition of multiple Wiener integrals that 
M,(t) = Mji(t) 
1 
t =- 2 fS t ki(“) L?3(w) + gd”> giCw>l dB(u) WO)* (2.2) 0 0 
Obviously, Mii(t) is a martingale relative to the increasing family of u-fields 
I& = u{B(s); s < t). We further note that, for every t, k.&(t) is an element of the 
Hilbert space Ss of double Wiener integrals with respect to B. Thus we are 
given $N(N + 1) martingales living in Sa . 
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Let 9?,(t) be the vector space of rational functions of Y(“)(t), 0 < k < N - 1, 
which are in xa; and let &x(t) be the linear vector space of all quadratic 
functions of X(j)(t), 0 < j < N - 1, minus their mean values. Since Xu)(t)‘s 
are all Gaussian random variables, we see that 
(2.3) 
PROPOSITION 1. For each jixed t, we have 
Qx(t) cgrw (2.4) 
Proof. Each member of Qx(t) is a linear combination of variables of the form 
XW) X’Yt) - rrc,z(t), 
where y&t) = (@+z/W 8sz) I’(t, s)I+~, r(t, s) being the covariance function 
of X(t). To prove that such variables belong to 9,(t), we use induction with 
respect to n = k + 2. The argument is as follows. Clearly, 
(i) X(t)2 - yoo(t) = Y(t) belongs to 92,(t). 
(ii) Next assume that 
X(k)(t) X(l)(t) - y&t) E B,(t) for every k, 1 < n. (2.5) 
Then, 
(a) Xcn+l)(t) X(l)(t) - ynfl a(t) 
= (d/dt)(X(“)(t) X(J)(t) - m,t(t)) - [X@)(t) Xcz+‘)(t) - m,l+l(t)]. 
Since the class 9,(t) is closed under the operation d/dt, we see that the above 
expression is in S’,(t) provided 1 < n, that is, 
X(“+yt) X(l)(t) - yn+l,z(t) E LB,(t). 
(b) X@+l)(t) Xcn)(t) - ~n+~,~ 0) = W/dWcW2 - m.nWl~ 
By assumption (2.5) and by the same reasoning as in (a) we can immediately 
see that the above quantity belongs to By(t). 
(c) By the use of the formula in (b) we have 
x(n+1)(t)2 - Yn+l.n+l(t) 
= 11 i--g rxcn)(t)z - m&)1 + ,/ntl.dt)le/x(~)(,)2] - Yn+I.n+&)~ 
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Both the denominator and numerator belong to 9%‘,(t), as does the fraction. 
From (a), (b), and (c) it follows that (2.5) holds for every K, 2 < n + 1, which 
was to be proved. 
3. THE MARTINGALES h&(t) 
The martingales Mii(t) introduced in Section 2 play an important role in our 
approach. First we prove 
PROPOSITION 2. For each $xed t, Mii(t)‘s, i > j, are linearly independent 
vectors in J& . 
Proof. The integral representation theory of the members in .%a (see, for 
example, [2]) tells us that there is an isomorphism between X8 and @I?) the 
space of all symmetric La(R2)-functions. We can therefore associate the $(I?)- 
function (g,(u) gi(v) + gj(u) g,(v)} x ~ta,~ls(~, v) with 2M,(t). By the use of this 
representation we prove the linear independence. 
Suppose that 
1 aijMij(t) = 0, aii constant. (3.1) 
ij 
This can be expressed as 
C a&i04 &9 + g&4 giW = 0 
i>j 
For any continuous function q~ supported by [O, t] we have 
C aidh gd g&4 + (Y, a) gi(v)l = 0 on P, tl, 
i>j 
where (q, g) = s v(u) g(u) du. Since gi’s are linearly independent in La([O, t]), the 
coefficient of each gi(v) must be zero; that is, 
Since v is arbitrary, we have for any j, 
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Again by using the linear independence of the gi’s, we have 
aii = 0, i = 1, 2 )...) N. (3.2) 
The index j was fixed arbitrarily, so (3.2) must hold for any ;,j = 1,2,..., N. 
Thus the proof is completed. 
We denote by A(t) the subspace of sz spanned by the il&(t)‘s. 
PROPOSITION 3. We have the equality 
JW) = Q&h (3.3) 
and these spaces are &N(N + I)-dimensional. 
Proof. As is known by the theory of Gaussian processes (see [I]), each 
Gaussian martingale 
w(t) = j’ g&4 d&4 
0 
can be expressed as a linear combination of the Xtk)(t)‘s, 0 < K < N - I. The 
product m*(t) mi(t) is therefore a quadratic form of the X(“)(t)‘s. Since 
Mij(t) = m,(t) * mi(t) - E(m,(t) mj(t)), 
each Mii( t) is a linear combination of the Xck)(t) X(l)(t) - YkSl(t). Hence, we 
have 
J&G C QxW 
Conversely, noting that 
X’“‘(t) = 5 f?‘(t) Jbtgi(u) dB(u), 
i=l 
X(k)(t) X(j)(t) is expressible as a quadratic form of the m((t)‘s, so that 
xtkf(t) x(‘)(t) - rk,j(t) is a linear combination of the I&(t)‘s. Thus we have 
The two inclusions prove (3.3). 
We already know that the +N(N + 1) -martingales Mii(r) are linearly inde- 
pendent (by Proposition 2), which proves the last assertion. 
COROLLARY 1. M,,(t) is a rational function of Y(t),..., YtN-l)(l). 
The proof is immediate from Propositions I-3. 
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We shall write A&(t) in the form 
M*,(t) = $j(Y(t),..., Y(N--l)(t); t), 
which describes the algorithm we have established in this section. 
(3.4) 
COROLLARY 2. M,,(t) is a martingale relative to the family of increasing 
o-fields E&(Y) = u(Y(s); s < t>. 
Proof. 
-fWfi,WW’)) = ECE(M,j(t>/53/s,(Y)l, s < 4 
= WW)IW’)) 
= M,,(s) (by Corollary l), 
which proves the assertion. 
Note. Mir(t) may be said to be measurable with respect to the germ field of Y 
at t. 
4. OPTIMAL PREDICTION OF Y(t) 
Let us recall the expression 
Y(t) = c fi(t)f.+(t> Mdt)- 
id=1 
For any t > s we have 
WWs(YN = f f&)fAt) JWi,(WW’)) 
i.j=l 
= &fi(t)fj(t) WY(s),..., Y(N-l)(s); s). 
Therefore, we have proved our main result. 
THEOREM 1. The best nonlinear predictor for Y(t) is given by 
ww~,(n = 5 fi(t)fi(t) WY(s),..., Y(+-I)(s); s), 
i&=1 
where @ii is thefunction givm by (3.4). 
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Together with the algorithm discussed in Section 2, we have completely 
determined the method of obtaining the best nonlinear predictor. 
5. EXAMPLES AND CONCLUDING REMARKS 
We state two examples which illustrate our idea. 
EXAMPLE 1. Let Xi(t) be given by 
X1(t) = I” (t - 24) &i(u), 
0 
which is a double Markov process. X1’(t) is the Brownian motion B(t). Now 
consider 
Y1(t) = Xl(t)2 - E(X,(t)2). 
It is expressed in the form of a double Wiener integral (see [3, Theorem 2.2 (III), 
P. 1631) 
Y1(t) = Lt lt (t - u)(t - u) dB(u) &i(w) 
= t2 Lt s,” mu) @(4 - t s,” s,’ (u + 4 w4 WJ) 
+J)y 
uv dB(u) dB(v). 
The nonlinear predictor for Y%(t) is now given by 
240 dB(u) dB(v) (t >s). 
To obtain the explicit expressions for @, we prepare the following. 
B(t) = J” dB(u) = xl’(t), 
0 
s’ 24 d?(u) = tX1’(t) - X1(t), 
0 
xl(s>2 = Yl(S) + p, Xl’(S)2 = 
(Yl’(S) + + T  
4Y,(s) + +s” ’ 
ss 
s squ) &j(o) = Xl’(S)2 - s = (yl’(s) + s2)2 - s, 
0 0 4YAs) + w  
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s SI s u dB(u) cm(v)’ = sX,‘(s)2 - X,(s) X,‘(s) - +s2 0 0 
= 4YlW + s2j2 _ &ylys) _ s2 
4Y,(s) + $9 
> 
s 
SI 
8 uv dB(u) dlqv) = s2X1’(s)2 - 2sX,(s) Xl’(S) + X,(s)2 - fs3 
0 0 
= 9 WlW + 3" 
4Y,(s) + .f.s 
- SYl’(S) + Yl(S) - 9. 
Finally, we have the actual value of the predictor: 
~(ylw~wl)) 
= p (Yl'(4 + s2j2 _ s 
( 
_ t 4YlW + s2)" 
4YI(S) + *s” 1 ( 2Y,(s) + $3 
- Yl’(S) - 29) 
+ $3 (Yl'N + s2J2 
4Y&) + $3 
- SYl’(S) + Yl(S) - 9. 
The above formula can be put in a somewhat more interesting form as fol1ows.l 
E(Y1(t)/15,(Y1)) = Y,(s) + (t - s) Y;(s) + $(t - s)” ( y;;; ; ;;; - 2s) . 
EXAMPLE 2. We consider the case N = 3. Let 
X2(t) = J’d (t - u)” dB(u) 
be given. Note that &(d/&) X2(t) is th e same process as XI(t) in Example 1. 
Setting Y2(t) = X2(t)s - +t5, (E[X2(t)2] = +P), we have 
Y2(t) = t4 Jot lt &3(u) dB(v) - 2t3 1” j” (u + v) cm(u) a?(v) 
0 0 
+ t2 S’s’ (u” + 02 + 4uv) a?(u) dB(v) 
0 0 
- 2t Jb’ l,$ (uv2 + vu”) &3(u) &t(v) + J’ 1” &I2 B(u) &l(v). 
0 0 
* This formula is a special case of a similar expression for the nonlinear predictor of 
Theorem 1. We shall consider this question in a later paper. 
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Here one should notice that in the expression for Y,(t) there appear not six 
(&3(3 + 1) = 6) but fi ve martingales (cf. Proposition 3). This implies some 
degeneracy. However, we can form all six martingales from Ye(t) as is shown 
below. The computation is similar to Example 1, but is much more tedious. So 
we show only a part of it. 
I 
t dB(u) = $X;(t), 1‘” u &l(u) = (t/2) Xi(t) - $X;(t), 
0 0 
s 
t ua dB(u) = (F/2) Xi(t) - tXz’(t) + X&), 
0 
.&(t) Xi(t) = Way) + t4), 
x ‘(q xyt) = I 2(Y&) + (r”/5))(YaW + ~4)(y;(4 + 49 - (y;(t) + t4)3 
2 2 8 (Y2W + (t5/2N2 
, 
x yt>2 = 1 W2’(4 + t412 
2 
4 Y2(t) + (W5) ’ 
1 cv,(t) + (~“P))(Y,‘(4 + t4)(W) + 4q - (Y;(t) + t4y>2 X;(t)2 = 16 
(Y2@) + WN3(Y2’(~) + t4J2 , 
t ss t &3(u) a?(v) 0 0
1 =-. 
64 
{2(Y2(t) + (rs/5))(Y2’W + t4>(W) + 4tS) - (Yz’(t) + t4J312 _ t 
(Y2W + (tS/5)RY,‘(0 + t4j2 
, 
t =-. Q(Y2(4 + @“/5))(Ya(r) + t4)(Yl(t) + 4q - (y;(t) + t4)y2 
32 (Yz(t> + (W5))a(Y2’(~) + t412 
1 2(Y&) + W5))(Y,‘(t) + t4>(Jw + 4r3) - (Y;(t) + t4)3 _ t2 -- 
16 (Y2W + v/5N2 
, 
and so forth. 
To obtain the nonlinear predictor for Y(t), we need five martingales, one of 
which is the sum of the two martingales $ J$ (ua + v2) dB(u) &f(a) and 
4 fi $, uv dB(u) dB(v). There is no need to use them separately. But we can 
obtain these two separately from Ytk)(t)‘s, 0 < k < N - 1. However, if we 
wish to find the predictor for any process, say Z(t), which lives in 9?,(t), in 
general, all six martingales will be needed. 
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