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We test the performance of a number of two- and one-parameter double-hybrid approxima-
tions, combining semilocal exchange-correlation density functionals with periodic local second-order
Møller-Plesset (LMP2) perturbation theory, for calculating lattice energies of a set of molecular crys-
tals: urea, formamide, ammonia, and carbon dioxide. All double-hybrid methods perform better on
average than the corresponding Kohn-Sham calculations with the same functionals, but generally
not better than standard LMP2. The one-parameter double-hybrid approximations based on the
PBEsol density functional gives lattice energies per molecule with an accuracy of about 6 kJ/mol,
which is similar to the accuracy of LMP2. This conclusion is further verified on molecular dimers
and on the hydrogen cyanide crystal.
I. INTRODUCTION
The reliable computational prediction of the lattice en-
ergies of molecular crystals is important in materials sci-
ence [1–4]. It requires an accurate treatment of different
types of intermolecular interactions, including electro-
statics [5], induction [6, 7], and dispersion interactions [8].
Kohn-Sham density-functional theory (DFT) [9, 10] us-
ing standard (semi)local density functionals can account
for electrostatic and induction interactions in molecular
crystals [11–13]. However, these usual semilocal func-
tionals fail to adequately model the dispersion interac-
tions [14–17] which can be an important source of at-
traction even in hydrogen-bonded crystals [18]. One pos-
sibility for improving the prediction of crystal lattice en-
ergies is to use empirical [19–29] or non-empirical [30–32]
dispersion-corrected density functionals.
Another possibility for theoretical prediction of molec-
ular crystal lattice energies is to use wave-function type
correlation methods such as second-order Møller-Plesset
perturbation theory (MP2), coupled-cluster singles dou-
bles with perturbative triples [CCSD(T)], or symmetry-
adapted perturbation theory (SAPT) on molecular
dimers and possibly trimers [33–41]. More satisfying is
the use of fully periodic wave-function correlation meth-
ods such as MP2 [42–48], the random-phase approxi-
mation [47, 49, 50], or quantum Monte Carlo [16]. In
particular, the periodic local MP2 (LMP2) method as
implemented in the CRYSCOR program [48, 51, 52] is
well suited for weakly bound systems such as rare-gas
solids [53–55] and molecular crystals [56–58].
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In the present work, we investigate the performance
of a number of double-hybrid (DH) approximations com-
bining semilocal density functionals with periodic LMP2
for prediction of the lattice energies of a set of molecular
crystals. The DH approximations have been introduced a
few years ago [59] and have proven capable to reach near
chemical accuracy for molecular properties such as atom-
ization energies, reaction barrier heights, ionization po-
tentials, and electron affinities. DH approximations us-
ing two empirical parameters constructed with the Becke
88 (B) exchange functional [60] and the Lee-Yang-Parr
(LYP) correlation functional [61] have recently been ap-
plied to molecular crystals and essentially no improve-
ment over MP2 was found [46, 62]. Here, we test the
Perdew-Burke-Ernzerhof (PBE) [63] and the PBEsol [64]
exchange-correlation functionals in the one-parameter
DH scheme recently proposed by some of us [65].
The paper is organized as follows. In Section II, we
review the one-parameter DH approximations and the
main equations of the periodic LMP2 method, and we
indicate the modifications made for the present imple-
mentation. After giving computational details on the
calculations in Section III, we present and discuss the re-
sults obtained with various DH approximations on four
molecular crystals: urea, formamide, ammonia, and car-
bon dioxide. For the best identified DH approximations
constructed with the PBEsol functional, we present and
discuss further results on molecular dimers and on the
hydrogen cyanide crystal. Section V summarizes our con-
clusions.
II. THEORY
A. One-parameter double-hybrid approximations
After some related earlier work [66, 67], Grimme [59]
introduced the procedure which is now commonly used
in DH approximations. First, a normal self-consistent
2DFT calculation is carried out using a fraction ax of
Hartree-Fock (HF) exchange EHFx , a fraction (1 − ax)
of a semilocal exchange density functional Ex[n], and a
fraction (1 − ac) of a semilocal correlation density func-
tional Ec[n]. Subsequently, the MP2 correlation energy
EMP2c calculated using the previously generated orbitals
is added with the fraction ac (see, however, Ref. 68 for
a DH scheme with orbitals optimized in the presence
of the MP2 correlation term). The resulting exchange-
correlation energy can thus be written as
EDHxc = axE
HF
x + (1 − ax)Ex[n] + (1− ac)Ec[n]
+acE
MP2
c . (1)
Note that in Eq. (1) we use the notations EHFx and E
MP2
c
to designate exchange and correlation energies calculated
with the HF and MP2 exchange and correlation energy
expressions but the orbitals used in these expressions are
not the standard HF orbitals. Many DH approximations
relying on this procedure have been developed [59, 69–
72]. For example, the B2-PLYP approximation [59] is
obtained by choosing the B exchange functional for Ex[n]
and the LYP correlation functional for Ec[n], and the
two empirical parameters ax = 0.53 and ac = 0.27 as
optimized for the G2/97 [73] subset of heats of formation.
Recently, a rigorous reformulation of the DH approxi-
mations was provided [65] by applying the multidetermi-
nant extension of the Kohn-Sham scheme [74, 75] to the
adiabatic-connection Hamiltonian
Hˆλ = Tˆ + Vˆext + λWˆee + Vˆ
λ
Hxc[n], (2)
which links the non-interacting Kohn-Sham Hamiltonian
(λ = 0) to the exact Hamiltonian (λ = 1). In this ex-
pression, Tˆ is the kinetic energy operator, Vˆext is a scalar
external potential operator (e.g., nuclei-electron), Wˆee is
the electron-electron interaction operator, and Vˆ λHxc[n]
is the Hartree-exchange-correlation potential operator
keeping the one-electron density n constant for all values
of the coupling constant λ. A nonlinear Møller-Plesset-
like perturbation theory [65, 75–77] can then be defined,
which when truncated at second order gives the density-
scaled one-parameter double-hybrid (DS1DH) approxi-
mation
EDS1DH,λxc = λE
HF
x + (1− λ)Ex[n]
+Ec[n]− λ
2Ec[n1/λ] + λ
2EMP2c , (3)
where Ec[n1/λ] is the correlation energy functional eval-
uated at the scaled density n1/λ(r) = (1/λ)
3n(r/λ). Ne-
glecting the density scaling in the correlation functional,
Ec[n1/λ] ≈ Ec[n], leads to the one-parameter double-
hybrid (1DH) approximation
E1DH,λxc = λE
HF
x + (1− λ)Ex[n] + (1− λ
2)Ec[n]
+λ2EMP2c . (4)
Just as for the original DH approximations, in Eqs. (3)
and (4), only the first three terms are included in a
self-consistent hybrid Kohn-Sham calculation, and the
last MP2 term is evaluated with the previously obtained
orbitals and added a posteriori. In comparison to the
original DH approximations, only one empirical param-
eter needs to be determined. DS1DH and 1DH approxi-
mations using the BLYP and PBE exchange-correlation
functionals have been constructed and the optimal pa-
rameter was found to be about λ ≈ 0.65 or 0.70 for atom-
ization energies and reaction barrier heights of molecular
systems [65].
B. Periodic local MP2
We now briefly review the main equations of the
periodic local MP2 method that we use and indicate
the required modifications for implementing the one-
parameter DH approximations. The implementation of
two-parameter DH approximations requires obvious sim-
ilar modifications.
The first-order perturbative correction to the HF wave
function is written as [78]
|Ψ(1)〉 =
1
2
∑
(ij)∈P
∑
(ab)∈[ij]
T ijab|Φ
ab
ij 〉, (5)
where Φabij are doubly excited spin-adapted configura-
tions and T ijab are the corresponding amplitudes. In this
expression, the labels (i,j) refer to pairs of occupied Wan-
nier functions (WFs) taken from a truncated list P , in
which the first WF i is located in the reference unit cell
and the second WF j is restricted within a given distance
to the first WF i. Note that bold indices here combine
the index within the unit cell and the translation (lattice)
vector: i=iI, in the notation of Ref. 78. The labels (a,
b) refer to pairs of mutually non-orthogonal virtual pro-
jected atomic orbitals (PAOs) and the sum is restricted
to the pair-domain [ij] of PAOs which are spatially close
to at least one of the WF i or j. This truncation of the
virtual space makes the computational cost of the LMP2
method scale linearly with the supercell size.
The double excitation amplitudes T ijab are obtained by
solving the following system of linear equations [48, 78,
79]
K ijab +
∑
(cd)∈[ij]
{
FacT
ij
cdSdb + SacT
ij
cdFdb
}
−
∑
(cd)∈u[j]
Sac
∑
knear j
FikT
kj
cdSdb
−
∑
(cd)∈u[i]
Sac
∑
knear i
T ikcdFkjSdb = 0, (6)
where u[i] (u[j]) stands for the union of all [ik] ([jk])
domains in the k summations, which in turn are limited
to k elements spatially close to i (or j). In Eq. (6),
K ijab = (ia|jb) are the two-electron exchange integrals,
3Sdb is the overlap between PAOs, and Fik and Fdb are
elements of the Fock matrix in WF and PAO basis, which
is obtained by transformation of the Fock matrix in the
atomic orbital (AO) basis
Fµν = hµν + Jµν +Kµν , (7)
where hµν , Jµν , and Kµν are the one-electron Hamil-
tonian, Coulomb, and exchange matrices, respectively.
For closed-shell systems, Jµν =
∑
ρσ Pρσ(µν|σρ) and
Kµν = (−1/2)
∑
ρσ Pρσ(µρ|σν) where Pρσ is the den-
sity matrix and (µν|σρ) are the two-electron integrals. In
the local orbital basis, the occupied-occupied and virtual-
virtual blocks of the Fock matrix are not diagonal, which
means that Eq. (6) has to be solved iteratively for the
amplitudes T ijab. When the convergence is reached, the
LMP2 correlation energy per unit cell is given as
ELMP2c =
∑
ij∈P
∑
(ab)∈[ij]
K ijab(2T
ij
ab − T
ij
ba). (8)
For the one-parameter DH approximations, the Fock
matrix of Eq. (7) is replaced by
F hybridµν = hµν + Jµν + λKµν + V
λ
xc,µν , (9)
with the scaled exchange matrix λKµν and the exchange-
correlation potential matrix V λxc,µν corresponding to the
density functional used. Note that, because of self con-
sistency, the density matrix Pρσ in Jµν and Kµν also
implicitly depends on λ. Eq. (9) is the essential modifi-
cation to be made in the program for the LMP2 calcula-
tion. Indeed, one can see that using the scaled interaction
λWˆee of Eq. (2) corresponds to scaling the two-electron
exchange integrals, K ijab → λK
ij
ab, in Eq. (6), implying
the scaling of the amplitudes T ijab → λT
ij
ab. Using Eq. (8),
it means that we just need to scale the LMP2 correlation
energy by λ2
ELMP2c → λ
2ELMP2c , (10)
as it was already indicated in Eqs. (3) and (4).
There is an additional point to consider when using the
dual-basis set scheme [80, 81]. The reliable description
of the correlated wave functions needs the use of rather
large basis sets and especially with diffuse functions when
treating weakly bound systems. However, such basis
sets frequently lead to linear-dependency problems in the
periodic self-consistent-field calculation (SCF) that pre-
cedes the LMP2 step. The dual-basis set scheme helps
overcome these difficulties by using a smaller basis for
the SCF calculation and additional basis functions for
the LMP2 calculation. In this scheme, Brillouin’s theo-
rem does not apply in the LMP2 calculation and hence
there is a first-order energy contribution due to single
excitations [78, 82] that is conveniently evaluated in re-
ciprocal space in CRYSCOR. For the case of the one-
parameter DH approximations, since the two-electron in-
tegrals do not explicit appear in the singles equations,
the evaluation of the single excitation contribution do
not require other modifications than simply using the
dual-basis version of the Fock matrix in Eq. (9) with-
out any additional scaling. We note, however, that be-
cause the one-parameter DH approximations are based
on a nonlinear Rayleigh-Schro¨dinger perturbation the-
ory [75–77], when Brillouin’s theorem does not apply,
there is in principle an additional single-excitation con-
tribution to the second-order correlation energy com-
ing from the second-order functional derivative of the
Hartree-exchange-correlation energy, but we neglect this
additional contribution in this work.
III. COMPUTATIONAL DETAILS
The one-parameter DS1DH and 1DH approximations
using the BLYP, PBE, and PBEsol functionals, as well as
the two-parameter DH approximations, B2-PLYP (ax =
0.53, ac = 0.27) [59], B2GP-PLYP (ax = 0.65, ac =
0.36) [71], and mPW2-PLYP (ax = 0.55, ac = 0.25) [69],
have been implemented in a development version of the
CRYSTAL09 [83] and CRYSCOR09 [51, 52] suite of pro-
grams. For the DS1DH approximations, the expressions
of the density-scaled correlation energy Ec[n1/λ] and the
corresponding potential are given in the appendix of
Ref. 65. The computational cost of the DH approxima-
tions is essentially the same as the one of LMP2.
As our main benchmark set, we take four molecular
crystals: urea CO(NH2)2, formamide HCONH2, ammo-
nia NH3 and carbon dioxide CO2. Although this set is
statistically small, it includes systems ranging from a
dispersion-dominated crystal (carbon dioxide) to struc-
tures with hydrogen bonds of varying strengths (urea,
formamide, ammonia). Lattice energies span a range be-
tween 28 kJ/mol and 103 kJ/mol. Interestingly, urea
and formamide show a 3D and 2D network of hydrogen
bonds, respectively, and then sheets in formamide inter-
act through weaker CH...O intermolecular contacts. The
experimental crystal structures were used [84–87] and the
C−H, N−H, and O−H bond distances were rescaled to
1.08, 1.00, and 1.00 A˚ respectively, following geometrical
procedures proposed in literature [88, 89]. The trunca-
tion tolerances of lattice sums for one- and two-electron
integrals were set to 7 7 7 12 40 (TOLINTEG parame-
ters [83]). A grid consisting of 75 radial points and up to
974 angular points was used in evaluating the exchange-
correlation functional. The shrinking factors were set to
4 for the k points grid to sample the irreducible Brillouin
zone. Each calculation is done in two steps: a periodic
SCF hybrid calculation is first performed using CRYS-
TAL09, and then the periodic LMP2 correlation energy
is calculated using CRYSCOR09 and added to the SCF
energy after multiplication by the proper scaling factor.
For urea and formamide, we use the polarized split-
valence double-zeta Gaussian basis set 6-31G(d,p) [90] in
the SCF calculations [91]. This basis is then augmented
by polarization functions with small exponents (d func-
4tions for C, N and O atoms, p functions for H atoms,
taken from the aug-cc-pVDZ basis set [92]), and the re-
sulting basis set is denoted by p-aug-6-31G(d,p) [58]. The
virtual space of the extended basis set is employed in the
subsequent LMP2 calculation. When we use this dual-
basis set technique, the contribution of single excitations
to the LMP2 correlation energy is evaluated and added.
In practice, the dual-basis matrices are obtained through
a non-self-consistent SCF (GUESDUAL [83]) which uses
the density matrix from a previous SCF run to allocate
the additional basis functions. For ammonia and carbon
dioxide, we use the p-aug-6-31G(d,p) basis set for both
the SCF and LMP2 calculations to avoid the significant
contribution of single excitations for these systems (∼
20% of the calculated lattice energy). For urea and for-
mamide where we use the dual-basis set technique, the
contribution of single excitations does not exceed 3% of
the calculated lattice energy.
Core electrons are kept frozen in all LMP2 calculations.
The occupied valence orbital space is spanned by the
localized [93] symmetry-adapted [94] mutually orthog-
onal Wannier functions (WFs) supplied by the PROP-
ERTIES module of CRYSTAL. The virtual orbital space
is spanned by mutually nonorthogonal PAOs, which are
constructed by projecting the individual AO basis func-
tions on the virtual space [79]. The explicit computations
cover WF pairs up to distance dij = 12 A˚, where the
two-electron repulsion integrals were evaluated via the
density fitting periodic (DFP) scheme [95] for dij ≤ 8 A˚
and via the multipolar approximation for 8 ≤ dij ≤ 12 A˚.
The contribution of the WF pairs with dij ≥ 12 A˚ to the
correlation energy was estimated through the Lennard-
Jones extrapolation technique. Excitation PAO domains
have been restricted to the molecular units.
Single-point, static (i.e. without thermal and vibra-
tional zero-point effects) energies are computed to evalu-
ate the counterpoise-corrected lattice energy ECPLE (V ) per
molecule at a given volume V of the unit cell
ECPLE (V ) = Ebulk(V )/Z − E
[gas]
mol − E
[bulk]
mol+ghosts(V )
+E
[bulk]
mol (V ), (11)
where Z is the number of the molecular units in the unit
cell, Ebulk(V ) the total energy of the bulk system (per
cell), and E
[bulk]
mol+ghosts(V ) and E
[bulk]
mol (V ) the total energy
of the molecule in the crystalline bulk geometry with and
without ghost functions, respectively, at a given cell vol-
ume. At least 50 ghost atoms surrounding the central
molecule were used. The ghost functions, in the standard
Boys-Bernardi counterpoise scheme [96], are supposed to
eliminate the inconsistency between the finite basis sets
used in the molecular and bulk calculations to obtain
basis set superposition error (BSSE) free lattice energies.
The total energy of an isolated molecule in the gas phase,
E
[gas]
mol , was computed at the experimental geometry [97].
When the contribution coming from the relaxation of the
geometry of the molecule from the bulk to the gas phase,
∆Erelaxmol = E
[bulk]
mol −E
[gas]
mol , is neglected, Eq. (11) reduces
to ECPLE (V ) = Ebulk(V )/Z − E
[bulk]
mol+ghosts(V ). According
to Refs. 57 and 46, this relaxation contribution is indeed
negligible for ammonia and carbon dioxide, but it can
be of the order of −10 kJ/mol for urea at the MP2 level
(and similarly for formamide). So in this work we do not
neglect the relaxation contribution and use Eq. (11).
The calculated lattice energies of crystalline urea,
formamide, ammonia and carbon dioxide are com-
pared to the experimental sublimation enthalpies,
∆Hsub(298.15K), after removal of thermal and vibra-
tional zero-point effects [98]. The average experimental
uncertainty on sublimation enthalpies is±4.9 kJ/mol [29,
99] which should be taken as an estimation of the preci-
sion limit of the reference data.
To further assess the performance of the best identified
DH approximations, DS1DH-PBEsol and 1DH-PBEsol,
we also perform calculations on the hydrogen cyanide
crystal, and on molecular dimers (with the MOLPRO
program [100]) using Dunning basis sets [92]. Compu-
tational details for these calculations are given in Sec-
tions IVD and IVE.
IV. RESULTS AND DISCUSSION
A. Estimation of the basis-size error
We start by estimating the error due to the basis set,
using LMP2 since it is the most basis-size dependent
method. Table I shows the LMP2 lattice energies cal-
culated using the 6-31G(d,p), p-aug-6-31G(d,p), and p-
aug-6-311G(d,p) basis sets. The latter triple-zeta basis
set has been tailored according to the same technique
(outlined in the Computational Details section) used for
p-aug-6-31G(d,p). The large difference between the val-
ues calculated with the 6-31G(d,p) basis set and those
calculated with the p-aug-6-31G(d,p) basis set shows
that the augmentation of the 6-31G(d,p) basis set with
low-exponent polarization functions, which act as dif-
fuse functions, is mandatory for a correct description
of the lattice energies. For the formamide and ammo-
nia crystals, the differences in the LMP2 lattice energies
calculated with the p-aug-6-311G(d,p) and the p-aug-6-
31G(d,p) basis sets are quite small, less than 1.0 kJ/mol.
The largest differences in the LMP2 lattice energies be-
tween these two basis sets are obtained for the urea and
carbon dioxide crystals with 4.28 and 5.52 kJ/mol, re-
spectively. These largest variations of the lattice energies
are thus similar to the average experimental uncertainty
on the sublimation enthalpies. This justifies the use of
the p-aug-6-31G(d,p) basis set in the following.
The basis-set dependence of the DH approximations in-
creases with the fraction of MP2 correlation ac. In prac-
tice, due to the relatively large values of ac used (usually
between about 0.3 and 0.6), it turns out that they do not
have a substantially smaller basis-size dependence than
standard MP2 (see, e.g., Refs. 65, 69, 101, 102). There-
fore, the above estimates of the basis-size error on the
5Table I: Counterpoise-corrected lattice energies per molecule (in kJ/mol) of the urea, formamide, ammonia, and carbon dioxide
crystals, calculated with the LMP2 method with three different basis sets.
Basis set CO(NH2)2 HCONH2 NH3 CO2
6-31G(d,p) 78.84 56.33 25.94 18.30
p-aug-6-31G(d,p) 92.66a 69.26a 32.08 27.80
p-aug-6-311G(d,p) 96.94a 68.39a 31.22 33.32
aWith dual-basis set technique: 6-31G(d,p) basis for SCF.
lattice energies apply as well to the DH approximations.
B. Comparison of the methods as a function of λ
To have a first global view of the performance of the
different one-parameter DH approximations and the de-
pendence on the parameter λ, we show in Fig. 1 mean
absolute errors (MAEs) on the four lattice energies, cal-
culated using Eq. (11), as a function of λ for the DS1DH
and 1DH methods using the BLYP, PBE, and PBEsol
density functionals. For λ = 0, each method reduces to a
standard periodic Kohn-Sham calculation with the cor-
responding density functional. For λ = 1, all methods
reduce to a standard periodic LMP2 calculation. Kohn-
Sham BLYP and PBE calculations at λ = 0 give much
larger MAEs (about 38 kJ/mol and 22 kJ/mol, respec-
tively) than LMP2 (about 6.4 kJ/mol). The DS1DH and
1DH approximations using the BLYP and PBE function-
als inherit the bad performance of these functionals and
always give larger MAEs than standard LMP2 for all
λ < 1. In contrast, the PBEsol functional (which is a
modified version of the PBE functional which improves
the description of solids by restoring the density-gradient
expansion of the exchange energy) gives a MAE at λ = 0
of about 13 kJ/mol. The 1DH-PBEsol approximation
gives a slight minimum at around λ = 0.80. Note that
neglecting density scaling in the LYP correlation func-
tional, i.e. going from DS1DH-BLYP to 1DH-BLYP, sig-
nificantly reduces the MAEs, which is similar to what
was observed for atomization energies of molecular sys-
tems [65]. However, neglecting density scaling in the
PBE and PBEsol density functionals only marginally de-
creases the MAEs on the lattice energies of the molec-
ular crystals considered here, whereas it was found that
molecular atomization energies were significantly deteri-
orated when neglecting density scaling in PBE [65]. The
understanding of the effects of density scaling with differ-
ent functionals for calculating diverse properties requires
further study.
C. Comparison of the methods for each system
Table II reports the lattice energies of the four stud-
ied molecular crystals calculated by HF, LMP2, Kohn-
Sham with different functionals (including empirical dis-
persion corrected ones [103]), and various DH methods.
For DS1DH-BLYP, 1DH-BLYP, DS1DH-PBE, and 1DH-
PBE, we use the values of λ previously optimized on a
set of atomization energies and reaction barrier heights
of molecular systems [65] (λ = 0.65 or 0.70 depending
on the DH method considered). For DS1DH-PBEsol and
1DH-PBEsol, we use λ = 0.80 (corresponding to a LMP2
fraction of λ2 = 0.64) which according to Fig. 1 yields a
similar or slightly lower MAE than LMP2. We also report
results obtained with the two-parameter DH approxima-
tions B2-PLYP, B2GP-PLYP, and mPW2-PLYP, which
have smaller fractions of LMP2 (ac = 0.27, 0.36, and
0.25, respectively).
Among the non-DH methods, HF, BLYP, B3LYP, and,
to a lesser extent, PBE and PBE0, strongly underesti-
mate the lattice energies of the four crystals. PBEsol
gives good lattice energies for ammonia, but still under-
estimated lattice energies for carbon dioxide, and, to a
lesser extent, for urea and formamide. This is most likely
due to dispersion interactions that are not properly ac-
counted for. In fact, the addition of the D3 empirical
dispersion correction to PBE and B3LYP leads to much
improved results.
A quite uniform accuracy on the lattice energies is
also obtained with LMP2. All the DH methods give
smaller MAEs that the corresponding Kohn-Sham cal-
culations with the same functionals. However, B2-PLYP,
B2GP-PLYP, mPW2-PLYP, DS1DH-BLYP, 1DH-BLYP,
DS1DH-PBE, and 1DH-PBE still tend to significantly
underestimate the lattice energies. The DS1DH-PBEsol
and 1DH-PBEsol approximations give overall reasonably
good lattice energies, with a similar average accuracy as
LMP2. We note that, whereas most DH methods give
smaller lattice energies compared to LMP2, for urea, for-
mamide and ammonia, 1DH-PBEsol gives larger lattice
energies than LMP2 and which are closer to the reference
values. However, both DS1DH-PBEsol and 1DH-PBEsol
give a lattice energy of the carbon dioxide crystal that
is significantly more underestimated than in LMP2, sug-
gesting that these DH approximations still miss a part of
the dispersion interactions.
D. Comparison of the methods for molecular dimer
calculations
In Fig. 2, we show interaction energy curves of the
molecular dimers of urea, formamide, ammonia and car-
bon dioxide, calculated by PBEsol, DS1DH-PBEsol and
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Figure 2: Counterpoise-corrected interaction energies (in kJ/mol) of the molecular dimers of urea, formamide, ammonia and
carbon dioxide as a function of the distance (in angstrom) between the centers of mass of the molecules, calculated by PBEsol,
DS1DH-PBEsol and 1DH-PBEsol (λ = 0.80), MP2 and CCSD(T), using the aug-cc-pVTZ basis set. The orientation of the
molecules in each dimer is fixed to the one of the nearest neighbours in the experimental crystal structure. The vertical
dotted line corresponds to the distance in the experimental crystal structure. For urea, the CCSD(T) interaction energy
with aug-cc-pVTZ (aVTZ) basis is estimated from the CCSD(T) interaction energy with aug-cc-pVDZ (aVDZ) basis by
Eint(CCSD(T)/aVTZ) = Eint(CCSD(T)/aVDZ) + Eint(MP2/aVTZ) - Eint(MP2/aVDZ).
7Table II: Counterpoise-corrected lattice energies per molecule (in kJ/mol) of the urea, formamide, ammonia and carbon dioxide
crystals, calculated by several methods. For the DS1DH-BLYP, 1DH-BLYP, DS1DH-PBE, and 1DH-PBE double-hybrid
approximations, we use the values of λ which were previously optimized in Ref. 65. For the DS1DH-PBEsol and 1DH-PBEsol
double-hybrid approximations, we use a value of λ = 0.80 which roughly minimizes the MAE of 1DH-PBEsol for this set of
molecular crystals. All calculations were carried out with experimental geometries. For each method, the value with the largest
error is indicated in boldface. Mean absolute percentage errors (MA%Es) are also given.
Method Parameter λ CO(NH2)2
a HCONH2
a NH3
b CO2
b MAE MA%E
HF 66.02 37.54 6.70 1.61 33.86 66.1
BLYP 49.79 32.77 14.60 -1.49 37.91 69.0
PBE 71.23 50.75 28.57 9.29 21.86 39.2
PBEsol 86.12 62.23 38.21 12.15 12.66 24.3
LMP2 92.66 69.26 32.08 27.80 6.37 9.5
Global hybrids
B3LYP 65.28 43.27 19.00 3.86 28.98 54.3
PBE0 79.56 54.26 27.22 8.83 19.36 37.4
Empirical dispersion corrected
PBE–D3 101.72 76.57 42.90 26.13 2.59 4.2
B3LYP–D3 108.70 80.54 39.27 29.16 2.85 4.6
Double hybrids
B2-PLYP 74.44 55.59 25.30 15.12 19.22 34.0
B2GP-PLYP 84.00 60.28 27.42 18.49 14.28 25.8
mPW2-PLYP 83.56 62.49 29.70 21.12 12.61 21.3
DS1DH-BLYP λ = 0.70 69.36 48.95 19.34 9.84 24.95 46.0
1DH-BLYP λ = 0.65 82.55 60.46 27.52 19.04 14.43 25.5
DS1DH-PBE λ = 0.65 85.85 63.36 30.20 19.14 12.19 21.9
1DH-PBE λ = 0.65 87.82 64.88 31.29 19.49 10.95 19.9
DS1DH-PBEsol λ = 0.80 92.02 68.72 32.96 23.67 7.48 12.9
1DH-PBEsol λ = 0.80 94.21 70.45 34.23 24.21 6.05 10.5
Best estimatec 102.50 79.20 37.20 28.40
aWith dual-basis set technique: 6-31G(d,p) basis for SCF and p-aug-6-31G(d,p) basis for LMP2.
bWith p-aug-6-31G(d,p) basis for both SCF and LMP2 calculations.
cFrom Ref. 98.
1DH-PBEsol (with λ = 0.80), MP2 and CCSD(T), using
the aug-cc-pVTZ basis set. These dimer calculations al-
low us to compare the methods with a larger basis set and
to have a reliable theoretical reference with CCSD(T).
They also permit us to assess the methods for a range
of distances between the molecules and to estimate what
the effect of the optimization of the lattice parameters in
the crystal would be for each method.
For these dimers, MP2 and CCSD(T) give very close
interaction energies for all distances and can be consid-
ered as the reference. PBEsol gives quite accurate inter-
action energies for urea and formamide, but an overes-
timated interaction energy for ammonia and a largely
underestimated interaction energy for carbon dioxide.
These deficiencies of PBEsol are corrected by DS1DH-
PBEsol and 1DH-PBEsol which give reasonable interac-
tion energy curves for all the dimers, although the inter-
action energy of the carbon dioxide dimer remains a bit
underestimated for all distances. Like in the crystals, ne-
glecting the scaling of the density in the correlation func-
tional, i.e. going from DS1DH-PBEsol to 1DH-PBEsol,
does not lead to significant changes in the interaction
energies. For each dimer, the equilibrium intermolecu-
lar distance found for each method is rather close to the
distance in the experimental crystal structure, so that it
unlikely that the optimization of the lattice parameters
could change significantly the results. Overall, the cal-
culations on the dimers are consistent with the results
obtained for the crystals, and thus give support to the
conclusions drawn for crystals.
E. A further benchmark: The hydrogen cyanide
crystal
In order to further assess the performance of the
DS1DH-PBEsol and 1DH-PBEsol double hybrids, we
now consider the case of the hydrogen cyanide (HCN)
crystal. Recently, Mu¨ller and Usvyat [104] have obtained
a coupled-cluster level estimate of the lattice energy per
molecule of this crystal, combining periodic LMP2 results
and incremental molecular correlation corrections [106].
Their value, -43.5 kJ/mol, agrees with the experimen-
tal values, -38.7 to -40.5 kJ/mol [105], within the ex-
perimental uncertainty, while periodic LMP2 in this case
overbinds. It is then interesting to study this crystal in
our context because, as opposed to systems reported in
previous sections, periodic LMP2 method overestimates
the interaction energy. Moreover its simple structure
(only one molecule – three atoms – per unit cell) allows
us to use larger correlation-consistent basis sets. The
crystal geometry is the same as the one used in Ref. 57
and molecular relaxation effects (estimated at around 0.3
kJ/mol) [104] are neglected. All other computational
parameters are consistent with those described in Sec-
tion III.
8Table III: Counterpoise-corrected lattice energies per molecule in (kJ/mol) of the hydrogen cyanide crystal calculated with
several methods and basis sets.
cc-pVDZ cc-pVTZ p-aug-cc-pVDZ p-aug-cc-pVTZ
HF -10.17 -17.22
PBEsol -32.90 -34.01
LMP2 -31.88 -39.41 -41.18a -45.13a,b
DS1DH-PBEsol (λ=0.80) -33.57 -38.84 -39.27a -42.00a
1DH-PBEsol (λ=0.80) -32.69 -38.02 -40.14a -42.80a
Best theoretical estimatec -43.5
Experimental valuesd -38.7 to -40.5
aWith dual-basis set technique: basis sets without augmentation for SCF.
bThe discrepancy between this value and the value of -46.14 of Ref. 104 is due to
a different computational setup, a slightly different geometry, and the neglect
of molecular relaxation.
cRef. 104
dRef. 105.
The results obtained with HF, PBEsol, LMP2,
DS1DH-PBEsol and 1DH-PBEsol (λ=0.80) using sev-
eral basis sets are reported in Table III. We first no-
tice that, as expected from the high value of λ, the basis
set dependence is only slightly weaker for the double hy-
brids in comparison to LMP2. The role of augmentation
by diffuse functions is once again very important. With
the p-aug-cc-pVTZ basis set, DS1DH-PBEsol and 1DH-
PBEsol give very similar lattice energies per molecule,
-42.0 and -42.8 kJ/mol respectively, which are in good
agreement with the best theoretical estimate of -43.5
kJ/mol, and in better agreement with the experimental
values than LMP2 is.
V. CONCLUSIONS
We have implemented a number of double-hybrid ap-
proximations in the CRYSTAL09 and CRYSCOR09 suite
of programs, and tested them for calculating lattice en-
ergies of four molecular crystals: urea, formamide, am-
monia, and carbon dioxide. The one-parameter double-
hybrid approximations based on the PBEsol density func-
tional, DS1DH-PBEsol and 1DH-PBEsol, with a fraction
of HF exchange of λ = 0.80 and a fraction of LMP2 cor-
relation of λ2 = 0.64, gives lattice energies per molecule
with an accuracy similar to that of LMP2. This conclu-
sion has been further verified on molecular dimers and
on the hydrogen cyanide crystal.
Thus, the present results do not show any clear advan-
tage of the double-hybrid approximations over standard
MP2 for molecular crystals since their accuracies are sim-
ilar as well as their basis-size dependences. Even though
this conclusion should be checked on more systems and
more properties, we believe that range-separated double-
hybrid methods [75] with their weak basis-size depen-
dence hold more promise for improving MP2 calculations
on molecular crystals. Work is in progress to validate this
hypothesis.
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