In this paper, a tuning procedure of the parameters of fractional order proportional integral controller is presented for time delay system with arbitrary order. On the basis of obtaining stable solution space by utilizing some stability-domain boundaries which include real-root boundary and s-stability boundary, the optimal solution can be achieved by applying specific frequency-domain specifications which include gain crossing frequency, phase margin, and robustness constraint. Using the same synthesis by traversing phase angle and phase margin in a given interval, the complete solution space of gain crossing frequency can be obtained and visualized, which is equivalent to demonstrate the complete solution space of optimal parameters of fractional order proportional integral controllers. As a comparison, the tuning procedure of the parameters of integral order proportional integral derivative controller is also discussed. At last, the proposed algorithm is validated by numerical simulation and experimental illustrations. The results show the robustness and advantage of the proposed fractional order proportional integral controller over other controllers.
Introduction
Due to the merits of fractional calculus in the area of modeling and controlling complex dynamical processes, it gradually replaces integer order calculus as one of the research focus in the control field. 1 However, compared to integer order controller, the introduction of fractional calculus operators increases the design difficulty of fractional order controller, which affects its promotion in the practical application. To overcome this problem, the tuning method of the parameters of fractional order controller has attracted lots of attention in recent years.
For simplifying the complexity of a control system, a simple methodology for the tuning of integral order proportional integral derivative (IOPID) controllers was first introduced by Barbosa et al.; 2 the problem of configuring proportional integral derivative (PID) parameters is transformed into determining the order and gain crossing frequency of ideal open-loop transfer function, which can be realized by some frequencydomain or time-domain specifications. Based on this, the application of this method is further extended to fractional order PID (FOPID) controller, in which the fractional orders can be taken as two degrees of freedom (2-DOF) to enlarge the limitation of such method. [3] [4] [5] Moreover, some advanced technologies are further considered, such as the idea of 2-DOF PID controller is introduced to ensure disturbance rejection, 6 or Smith predictor is introduced to overcome the influence of longtime delay in the system. 7 However, regardless of how advanced the chosen method is, system performance will only be determined by the parameters of the ideal transfer function, which loses flexibility of the method. From another point of view, to achieve the robustness of the system, some studies that focused on the flat phase method are first introduced 8 to obtain optimal parameters of fractional order controller with several frequency-domain specifications. However, this method only considers the characteristics in the medium frequency band of Bode diagram, which neglects the requirement for the interference suppression capability in high-frequency band and lowfrequency band. In order to overcome this problem, two more specifications are added based on sensitivity and complementary sensitivity analysis methods. 9 Based on this method, a generalized iso-damping approach is proposed to define the invariance of the phase margin with respect to the free parameter variations, 10 which supplies a more comprehensive analysis for the controller to suppress uncertainties. Although such methods provide an exact resolution process for finding the parameters of an FOPID controller, some of the predefined parameters in the algorithm are difficult to select, such as phase margin and gain crossing frequency. With this in mind, the selection of feasible or even optimal predefined parameters has received widespread attention recently. For example, differential evolution algorithm 11 or dynamic programming method 12, 13 is adopted to get a desired solution in a specific area, and the original equality constraint is modified to an inequality constraint to increase the searching probability of the feasible solution. However, the determination of initial search point and search space is a difficult topic. Therefore, the main task at present is, ''How to determine an appropriate search space of controller parameters?'' For solving the problem presented above, some researchers focused on applying Pontryagin and Hermite-Biehler theorems to derive theoretical bounds on controller parameters; the collection of the parameters restricted by these bounds can form an appropriate search space. 14 Moreover, an extension of Hermite-Biehler theorem has been found with a combination of the generalized Kharitonov theorem to determine the entire set of stabilizing proportional integral (PI) parameters and obtain robustly stabilizing controller. 15 However, the procedure of finding the optimal solution from a given search space is not discussed. Subsequently, some frequency-domain specifications and stability-domain boundaries in complex plane 16 are both considered to determine the appropriate search space, in which the optimal solution can be found. 17 Moreover, such methods are popularized and applied in the system with other controllers, such as FOPD controller 18 12, 13 which also validate the effectiveness of the method. However, there still remain two questions. First, these methods only consider the assignment of closed-loop poles on the imaginary axis, and then find the parameters of fractional order controllers to satisfy specific frequency-domain specifications with desired poles in the closed-loop system. Remarkably, on one hand, the solution space obtained in these methods is incomplete, because the desired closed-loop poles on left half plane (LHP) are not considered. On the other hand, the systems with desired frequency-domain characteristics may not contain the closed-loop poles on imaginary axis, which means the frequency-domain specifications and stability-domain boundaries cannot be satisfied simultaneously, namely, these methods have certain limitations. Second, these methods are only applied to a few plants, so it is necessary to extend them to more general areas and enhance their applicability.
In order to address and overcome the challenges presented above, this paper provides its main contributions as follows:
1. A method is proposed to determine the complete solution space of the parameters of FOPI controller for arbitrary integer order plus time delay system. 2. The proposed method, as an extension of the work 17 by extending the stability-domain boundaries from imaginary axis to the whole LHP, ensures that the optimal solution of the parameters of FOPI controller can be found for arbitrary integer or fractional order plus time delay system to satisfy desired frequencydomain specifications and stability-domain boundaries simultaneously, while the previous one can only be suitable for parts of such system. For the same reason, the proposed method has a greater probability of obtaining the global optimal solution than the previous one. 3. Gain crossing frequency is an important parameter in the application of frequency-domain specifications, which can be determined by automatic calculation in the proposed method other than by area searching in the traditional method. It turns out that the proposed method is more convenient than the former.
Numerical simulation and experimental results
are presented to validate the advantage of the proposed method.
The content of this paper is organized as follows. The structure of the control system is presented in the next section, then the stability-domain boundaries are applied to determine the stable solution space for the parameters of FOPI controller, based on which the frequency-domain specifications are applied to determine the optimal solution. After that, the complete solution space of gain crossing frequency is collected, which is equivalent to demonstrate the complete solution space of parameters of the FOPI controller. In the ''Generalization of the method with an example'' section, an example is demonstrated to generalize the proposed algorithm both for FOPI controller and IOPID controller. In the ''Simulations'' and ''Experimental validation'' sections, numerical simulations and experiments have been validated in a variety of systems; the results all show the advantages of the proposed method.
Procedure analysis
The structure of the system Considering a closed-loop system shown in Figure 1 , P(s) and C(s) represent the plant and described controller. The transfer function of P(s) can be described as equation (1)
where n, m is the highest order of numerator and denominator polynomials; m . n, b 0 , b 1 , . . . , b n , and a 0 , a 1 , . . . , a m are corresponding coefficients of each; and L is time delay. In this paper, the proposed controller C(s) adopts fractional order proportional integral (FOPI) control strategy, and its form can be described as equation (2) C s
where K p and K i represent the proportional gain and the integral gain and l 2 (0, 2) is a fractional order. Combining equations (1) and (2), the transfer function of closed-loop system can be obtained 
According to equation (3), the characteristic equation D(s) can be described as equation (4)
Determine stable solution space by stability-domain boundaries
As we know, the design target of the controller is to achieve the best performance while ensuring the stability of the system. The composition of all feasible controller parameters which meets the requirements mentioned above can be called a stable solution space. For the previous researches, real-root boundary (RRB) and complex-root boundary (CRB) are applied as the stability-domain boundaries to acquire the stable solution space of the controller. However, the closed-loop poles can only be assigned on the origin or imaginary axis in this case. Therefore, the stable solution space should be obtained by assigning the poles on the whole LHP, which can be shown in Figure 2 .
In Figure 2 , the gray filled part represents the stable region; the dashed line represents the boundary of stable region; s and v represent the real part and the imaginary part of the point on the boundary, respectively; and phase angle u can be described as
where u 2 ½À(p=2), 0. According to Figure 2 , the stability-domain boundaries are described as follows:
RRB: The closed-loop poles configured on positive real axis will undoubtedly result in the instability of the system; thus, we can denote the origin for RRB, which can be described as D(s)j s = 0 = 0. Solving the equation, one can obtain K i = 0. s-stability boundary: The closed-loop poles assigned on LHP can be expressed by s = s + jv. With a fixed u, all s and v that satisfy equation (5) will constitute sstability boundary. Considering equation (4), then the formula D(s + jv) = 0 can be deduced as equation (6)
Taking the real part and the imaginary part of equation (6), equation (8) can be obtained where
From equations (8) and (9), equations (10) and (11) are obtained
By setting l and u to a fixed value, the variations of K p and K i can be obtained with s and v changing along s-stability boundary from 0. Moreover, by enabling l to traverse all values in (0, 2), a threedimensional region formed by a cluster of curves can be determined, which can be called the feasible stability surface. Therefore, compared to the traditional methods, the desired closed-loop poles can be assigned freely on whole LHP with u changes in ½À(p=2), 0 in this method, so that one can choose the specified closedloop poles to achieve expected dynamic characteristics.
Determine optimal solution by frequency-domain specifications
On the basis of the former section, the scope of feasible solution space should be narrowed to find the optimal solution of FOPI controller, then the best performance of the system will be acquired. In order to accomplish this target, specific frequency-domain specifications will be described in this section. Considering the open-loop transfer function G(s) of Figure 1 , and substituting jv for s, one can obtain
where N r , M r and N i , M i represent the real part and the imaginary part of the numerator and the denominator polynomials of P(s), respectively, which can be expressed as follows
Then, by following two specifications, gain crossing frequency and phase margin, equations (13) and (14) can be described
where L(v) and u(v) are gain and phase of open-loop transfer function, respectively; v c is gain crossing frequency; and f m is phase margin. According to equation (14), with fixed v c , f m , and l, K p can be uniquely determined by K i through equation (15) 
Substituting equation (15) into equation (13) to eliminate K p , K i can be solved as equation (16) 
By setting f m and l to a fixed value, the variations of K p and K i can be obtained with gain crossing frequency v c ! + ' from 0. Then, by enabling l to traverse all values in (0, 2), a three-dimensional region formed by a cluster of curves can be determined, which can be called the reference stability surface. Moreover, the expected performance of the system can be attained in frequency domain by setting f m in a given interval.
Among the above discussion, to acquire the optimal solution of FOPI controller, l, v in feasible stability surface and l, v c in reference stability surface should be uniquely identified by setting u, f m to the pre-specified value. Moreover, with a fixed l, v and v c can be obtained by calculating the intersection of two curves belonging to their respective surfaces, and the coordinate of the intersection can be denoted for the desired value of K p , K i , and l. By following the same way and traversing l in (0, 2), the calculated intersections can be connected into a three-dimensional curve, which can be called the sub-optimal stability curve. All the intersections on this curve will satisfy the stability-domain boundaries, gain crossing frequency, and phase margin specifications simultaneously.
In addition, fractional order l is the last parameter which should be determined in the optimal solution of FOPI controller. Considering the robustness constraint as shown in equations (17) and (18), phase margin should keep constant while open-loop gain changes to maintain the iso-damping property invariant, and it should also be appeared in the peak of phase frequency characteristic curve, which could make the overshoot smaller than the case where phase margin appeared in the trough of phase frequency characteristic curve
Substituting all the intersections on the sub-optimal stability curve into equations (17) and (18), the point (K p , K i , l) that meets the condition is the optimal solution of FOPI controller, which can be called a robustness point.
Complete solution space of gain crossing frequency v c
As can be seen from the above discussion, with a fixed phase margin f m and phase angle u, the optimal parameter of FOPI controller can be obtained by stabilitydomain boundaries and frequency-domain specifications. In this section, by testing phase margin f m 2 (50p=180), ½ (70p=180) and phase angle u 2 ½À(p=2), 0, the complete solution space of gain crossing frequency v c will be expressed in quantity. Meanwhile, the complete solution space of corresponding parameters of FOPI controller can be easily found by the algorithm mentioned above.
To confirm the advantage of the proposed algorithm by comparison, an FOPI controller mentioned in Chen et al. 17 is discussed; besides, the IOPID controller is also discussed by following the same synthesis in this paper. As the control plant subject to such controllers, P 1 (s), P 2 (s), and P 3 (s) are all taken into consideration Here, P 1 (s), P 2 (s), and P 3 (s) represent the first order, third order, and fractional order plant with time delay, respectively.
Both the parameters of FOPI and IOPID controller have the characteristics of three degrees of freedom (3-DOF), so the derivative gain K d in IOPID controller can play an equivalent role as the fractional order l in FOPI controller. As well as FOPI controller, with prespecified f m , theta and K d , the feasible stability surface and reference stability surface can be successively constructed for IOPID controller as K p and K i changes.
Then obtaining the sub-optimal stability curve from the intersection of two surfaces, the robustness point can be found, and the gain crossing frequency v c of each point will compose a complete solution space which satisfies stability-domain boundaries and frequencydomain specifications simultaneously.
Analogous to l in FOPI controller, the change interval of K d in IOPID controller should also be defined. Considering the transfer function of IOPID controller as equation (19) C iopid s
where K p , K i , K d . 0 represent the proportional gain, integral gain, and derivative gain of the IOPID controller, respectively. According to P(s) and the IOPID controller, the variations of K p , K i , K d in IOPID controller can be easily determined by Routh-Hurwitz stability criterion. Considering the first-order Pade approximation of e ÀLs in P(s), the closed-loop characteristic polynomial can be obtained. Without loss of generality, P 1 (s) is discussed in detail
where t is the time constant. By setting t to 0.05, the characteristic polynomial can be written as equation
According to equation (21), Table 1 can be listed by the Routh-Hurwitz stability criterion.
Considering the necessary condition of the Routh-Hurwitz stability criterion-namely, the coefficient of equation (21) needs to be all positive-equation (22) can be obtained as follows
Then considering the sufficient condition of the Routh-Hurwitz stability criterion-namely, all elements in first line of Table 1 should be positive-one can conclude that Z = 420 + 400K p À 41K i + 400K d À 20K 2 p + K p K i + 400K p K d . 0. Defining Z = Y 1 + Y 2 , one can judge the sign of Y 1 and Y 2 in terms of equation (22) 
Obviously, to ensure that Z is positive, Y 1 must be larger than the absolute value of Y 2 . By setting K d to 0, and sweeping K i 2 ½0, 440 + 400K d , the variations of Y 1 and Y 2 can be shown in Figure 3 (a) with K p ! 21 + 20K d from 0. As can be seen from Figure  3 (a), only if K i is smaller than the slope of the tangent line of ÀY 1 , meanwhile K p locates in ½0, 21 + 20K d , the closed-loop system can remain stable, and its stable region is shown as the blue filled part in Figure 3 (a). The tangent equation of ÀY 1 can be described as equation (25); comparing to equation (24), the formula shown in equation (26) should be established
where K Ã p is the abscissa of the tangent point of Y 2 on ÀY 1 . Calculating equation (26), the maximum value of K i can be obtained as equation (27)
Obviously, only one solution of equation (27) is acceptable for the reason that K p must be bigger than 0 and smaller than 21 + 20K d . By sweeping K d in ½0, 1, a cluster of surfaces can be drawn in Figure 3(b) , which indicate the stable regions of K p , K i , and K d of IOPID controller.
Generalization of the method with an example
In this section, the proposed method is generalized with an example; the corresponding flowchart is shown in Figure 4 .
Step 1. Select first order plus time delay system P 1 (s), for instance, and initialize f m , u to 50p=180 and À(p=6:7), respectively.
Step 2. According to equations (15) and (16) in the ''Procedure analysis'' section, with the range of gain crossing frequency v c ! 0, + ' ½ Þ, draw a cluster of curves in (K p , K i ) plane by specifying different fractional order l 2 (0, 2); the reference stability surface shown in Figure 5 (b) will consist of these curves. Moreover, draw a three-dimensional surface according to equations (10) and (11) of s-stability boundary and draw the plane K i = 0 according to RRB in the ''Procedure analysis'' section; the feasible stability surface can be obtained as shown in Figure 5(a) .
Step 3. Take l = 0:5, for instance, and draw two curves in (K p , K i ) plane which belong to feasible stability surface and reference stability surface, respectively; K p and K i can be determined from one of the intersection in Figure 6 (a) with v = 3:926 and v c = 4:1301, while the other one with v = 0:1771 and v c = 0:1591 is infeasible because K p is smaller than 0. Moreover, traversing l in (0, 2), a cluster of curves can be drawn in Figure 6(b) . Connecting all the intersections in Figure  6(b) , sub-optimal stability curve can be drawn as the black curve in Figure 7(a) , which has appeared on reference stability surface.
Step 4. The point on the sub-optimal stability curve which satisfies the robustness constraints has been presented as the red dot in Figure 7(b) . It is the robustness point. The corresponding parameters (K p , K i , l) of this point will satisfy stability-domain boundaries and frequency-domain specifications simultaneously.
Step 5. With the range of f m 2 ½(50p=180), (70p=180) and u 2 ½À(p=2), 0, a large number of robustness point can be found by repeating step 4; each point corresponds to a group of gain crossing frequency and the parameters of FOPI controller which satisfy the desired constraints. For comparison, the complete collection of robustness point of the proposed controller C 1 (s); the FOPI controller C 2 (s), discussed in Chen et al.; 17 and the IOPID controller C 3 (s) are all considered. By selecting 50 equidistant points in the interval of f m and u, and 200 equidistant points in the interval of l and K d , the complete collection of robustness point of three algorithms is arranged on a two-dimensional plane as shown in the first line of Figure 8 .
Step 6. Replace P 1 (s) with P 2 (s) and P 3 (s), and repeat step 1 to step 5; the complete collection of robustness point of three algorithms is shown in the second line and the third line of Figure 8 .
As can be seen from Figure 8 , the complete collection of robustness point in the first line shows the proposed algorithm greatly enlarges the range of the desired parameters by comparison. The second and the third lines show that the robustness point cannot be found in all control systems with different plants P 2 (s) and P 3 (s), except for the proposed algorithm, which indicate the limitation of the FOPI controller discussed in Chen et al. 17 and the IOPID controller. These all show the advantage of the proposed algorithm.
Simulations
In this section, the designed FOPI controller is validated with different control plants by numerical simulation illustrations.
P 1 (s)
In this case, phase margin f m is set to 62:3p=180, and phase angle u is set to enable the proposed FOPI controller and the IOPID controller to achieve optimal performance. The designed controllers are shown in equations (28) and (30), respectively. In addition, the FOPI controller discussed in Chen et al. 17 can be designed as (29) with f m = 62.3pi/180 and a fixed u = À (p=2), cause the desired closed-loop poles are placed on the imaginary axis in this case. The open-loop Bode diagram of the proposed algorithm is presented in Figure 9 (a); the step responses and disturbance (magnitude 1 step) rejection responses are presented in Figure 9(b) , and the robustness performances are illustrated with 610% loop gain variations. The contrast simulation of different algorithms is presented in Figure 10 . For better illustrating the advantage of the proposed algorithm, the F-MIGO, 19 AMIGO, Ziegler-Nichols methods, and an FOPID controller discussed in Mandic´et al. 20 are taken into consideration. For a given first order plus time delay system, the designing procedure of F-MIGO and AMIGO methods is shown as equations (31) and (32), respectively Considering that equations (31) and (32) are applicable for first order plus time delay system, P 2 (s) should be approximated as equation (39) to ensure that F-MIGO and AMIGO methods could be used. On this basis, the controllers designed by F-MIGO, AMIGO, Ziegler-Nichols methods, and the FOPID controller discussed in Mandic´et al. 20 In this case, P 3 (s) could be approximated as integer order system to better utilize the method proposed in the paper. Compared with the open-loop Bode diagrams and step responses of P 3 (s) and its approximate model shown in Figure 12 , it can be concluded that two models are almost the same, which means the controllers designed by the approximate model can replace the one designed by P 3 (s) 
As can be seen from Figure 8 , the FOPI controller discussed in Chen et al. 17 Considering that equations (31) and (32) are applicable for first order plus time delay system, P 3 (s) should be approximated as equation (47) to ensure that F-MIGO and AMIGO methods could be used. On this basis, the controllers designed by F-MIGO, AMIGO, Ziegler-Nichols methods, and the FOPID controller 
For evaluating the advantage of the proposed algorithm compared with other methods, the integrated time absolute error (ITAE) index and the overshoot of step response d% are applied. The results of numerical comparison are shown in Table 2 
where t s represents the termination of the simulation, and r(t), e(t), and y(t) represent the given input, error, and output of the controlled system, respectively. As can be seen from Table 2 , the best ITAE and overshoot for each systems are shown in bold, which represent for they can not reach optimal result at the same time. Therefore, a compromise must be sought. For the first order plus time delay system P 1 (s), the best ITAE value and d% belong to the IOPI controller designed by Ziegler-Nichols method and IOPID controller, but the former one has a too large d% and the latter one has a too large ITAE value; therefore, the FOPI controller designed by the proposed algorithm is the best through comprehensive comparison. For the third order and fractional order plus time delay system P 2 (s) and P 3 (s), the ITAE value simulated by the proposed algorithm is the best. By comparison, the algorithm presented in this paper has the best comprehensive performance.
Experimental validation

Hardware-in-the-loop simulation platform introduction
In this section, the proposed algorithm is validated in permanent magnet synchronous motor (PMSM) servo control system. Figure 14 shows the hardware-in-theloop simulation platform. The MATLAB/Simulink software in personal computer is used to edit the proposed algorithm, and cSPACE module is used to download the edited algorithm to the control board. The main function of the control board is to drive the PMSM; its specific model is TMS320F28335. Parameters of PMSM are presented in Table 3 . A coaxial DC motor is used as the load.
Experimental results
According to Table 3 , the object model of the system can be obtained as follows In order to satisfy the experimental conditions, the fractional operator in fractional order controller is discretized by impulse-invariant discretization method. 21 Based on equation (53), four fractional order controllers are designed by the algorithms proposed in this paper; 17, 19, 20 then setting sampling period to 0.000625 s, the discrete transfer function of those controllers can be described as follows C fopi1 s ð Þ = 0:0019 + 0:0011 s 0:4649 ! discrete 0:001933z 5 À 0:006067z 4 + 0:007068z 3 À 0:003693z 2 + 0:0008086z À 4:949310 À5 z 5 À 3:148z 4 + 3:679z 3 À 1:93z 2 + 0:4246z À 0:02618 ð54Þ C fopi2 s ð Þ = 0:0031 + 0:0015 s 0:3768 ! discrete 0:003188z 5 À 0:009871z 4 + 0:01131z 3 À 0:005792z 2 + 0:001233z À 7:212310 À5 z 5 À 3:108z 4 + 3:579z 3 À 1:842z 2 + 0:3951z À 0:02337 ð55Þ C fopid s ð Þ = 3:4447 + 0:1862s À0:88 + 0:2116s 0:9 0:37801s 0:9 + 1 ! discrete 0:5168z 9 À 2:848z 8 + 6:64z 7 À 8:47z 6 + 6:344z 5 À 2:739z 4 + 0:5767z 3 À 0:0041z 2 À 0:0204z + 0:0026 z 9 À 5:53z 8 + 12:94z 7 À 16:564z 6 + 12:45z 5 À 5:398z 4 + 1:146z 3 À 0:0112z 2 À 0:0399z + 0:0051 ð56Þ C FÀMIGO s ð Þ = 0:0817 + 0:0008 s 0:7 ! discrete 0:08174z 5 À 0:2659z 4 + 0:3233z 3 À 0:1782z 2 + 0:04191z À 0:00288 z 5 À 3:253z 4 + 3:955z 3 À 2:18z 2 + 0:5128z À 0:03524 ð57Þ
Besides, other three integer order controllers based on Ziegler-Nichols, AMIGO, and the proposed method are designed as follows Figure 15(a) . The gain crossing frequency and phase margin are 0.00601 rad/s and 50°, respectively. The step responses are presented in Figure 15(b) , and the robustness performances are illustrated with 620% loop gain variations. For the superiority verification of the proposed FOPI controller, the experimental comparisons with other methods are shown in Figure 16 and Table 4 . It is obvious that the proposed method can obtain the minimum ITAE value and overshoot, which clearly shows the advantage of the proposed method over other methods.
Conclusion
According to the requirements for the stability and robustness of the arbitrary integer order plus time delay system, this paper provides a method to construct the complete solution space of the parameters of the FOPI controller with specific stability-domain boundaries and frequency-domain specifications. The detailed designing procedures of the proposed FOPI controller are generalized with an example. By comparing the proposed FOPI controller with other controllers, the proposed one has the largest complete solution space and can be applied in arbitrary integer order plus time delay system. In the end, the comparisons of simulation and experimental results between the proposed method and some other methods are presented, which all shows 
