Abstract. In this paper, we study two interesting variants of the classical bin packing problem, called Lazy Bin Covering (LBC) and Cardinality Constrained Maximum Resource Bin Packing (CCMRBP) problems. For the offline LBC problem, we first show its NP-hardness, then prove the approximation ratio of the First-Fit-Decreasing algorithm, and finally present an APTAS. For the online LBC problem, we give competitive analysis for the algorithms of Next-Fit, Worst-Fit, First-Fit, and a modified HARMONICM algorithm. The CCMRBP problem is a generalization of the Maximum Resource Bin Packing (MRBP) problem [1]. For this problem, we prove that its offline version is no harder to approximate than the offline MRBP problem.
Introduction
Bin packing is a fundamental problem in combinatorial optimization and finds applications in many different areas. A long and rich history exists and many important results have been obtained [2, 3, 4, 5, 6, 7, 8] . In its most basic form, the bin packing problem seeks to pack items of size between zero and one into a minimum number of unit-sized bins. Depending on its applications, the bin packing problem could also have many other different forms. Recently, Boyar et al. studied an interesting variant of the classical bin packing problem, called Maximum Resource Bin Packing (MRBP) [1] , which considers the bin packing problem from a reverse perspective and maximizes the total number of used bins. For instance, in its offline version, the MRBP problem requires an ordering of the packed bins such that no item in a later bin fits in an earlier bin. Motivated by this new problem, in this paper we first consider an interesting variant of the classical bin covering problem called Lazy Bin Covering (LBC) , and then study a generalization of the MRBP problem called cardinality constrained MRBP (CCMRBP).
Lazy Bin Covering
The classical bin covering problem can be viewed as a "dual" problem of the bin packing problem. Its objective is to pack items of size between zero and one into a maximum number of unit-sized bins so that the level of each bin is at least one [9, 10] . Different from the classical bin covering problem, the LBC problem tries to pack items into a minimum number of covered bins so that removing any item from a covered bin turns it into an uncovered one (i.e., its level becomes smaller than one). Formally, the LBC problem can be stated as follows: Given a list L = {a 1 , a 2 , · · · , a n } of items, a i ∈ (0, 1], pack them into a minimum number m of unit-sized bins B 1 , B 2 , · · · , B m such that ai∈Bj a i ≥ 1 for 1 ≤ j ≤ m − 1 and ai∈Bj a i −min{a i |a i ∈ B j } < 1 for all 1 ≤ j ≤ m. That is, except probably B m , all other bins are covered and for each bin no item is redundant. In certain sense, the LBC problem can be regarded as finding the worst but reasonable packing for the bin covering problem.
Two related problems have been considered in the past, the plain open-end bin packing problem (POBP) [11, 12] and the ordered open-end bin packing problem (OOBP) [13] . The goal of POBP is to pack items into a minimum number of bins, where the level of a bin can exceed one as long as removing the last item brings its level back to less than one. The OOBP further requires that the designated last item in a bin of level exceeding one has to be the largest-indexed item in that bin. LBC can also be viewed as the OOBP with the additional requirement that the item with larger size has lower index.
In this paper, we consider both the offline (Section 3) and online (Section 4) versions of the LBC problem, and present a number of results for each version, such as the complexity analysis and approximation ratio analysis for several classical bin packing strategies. For the online version, each bin is required to be non-redundant but may not be covered.
Cardinality Constrained Maximum Resource Bin Packing
The CCMRBP problem is a generalization of MRBP [1] and can be stated as follows: Given a sequence L = {a 1 , a 2 , · · · , a n } of items, a i ∈ (0, 1], pack them into a maximum number m of unit-sized bins B 1 , B 2 , · · · , B m such that each bin contains at most C items and the packing satisfies the following constraint. In Section 5, we prove that the offline CCMRBP problem is no harder to approximate than the offline MRBP.
Due to space limit, we omit several proofs and many details from this extended abstract.
Preliminaries
For an input sequence L = {a 1 , a 2 , · · · , a n } of items, let A(L) denote the packing returned by an algorithm A and OP T (L) denote the packing generated by an optimal algorithm OP T . For a set of bins s and any bin B ∈ s, let c(B) be the number of items packed in B, l(B) = ai∈B a i be the level of B, and
