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Abstract
In this paper we prove a general theorem on |A; δ|k -summability factors of infinite series under suitable conditions by using an
almost increasing sequence, where A is a lower triangular matrix with non-negative entries. Also, we deduce a similar result for
the weighted mean method.
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Let A be a lower triangular matrix, {sn} a sequence. Then
An :=
n∑
ν=0
anνsν .
A series
∑
an , with partial sums {sn}, is said to be summable |A|k, k ≥ 1 if
∞∑
n=1
nk−1|An − An−1|k < ∞, (1)
and it is said to be summable |A, δ|k, k ≥ 1 and δ ≥ 0 if [2]
∞∑
n=1
nδk+k−1|An − An−1|k < ∞. (2)
We may associate with A two lower triangular matrices A and Aˆ defined as follows:
a¯nν =
n∑
r=ν
anr , ν = 0, 1, 2, . . . , n and n = 0, 1, 2, . . . ,
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and
aˆnν = a¯nν − a¯n−1,ν, n = 1, 2, 3, . . . .
A positive sequence {bn} is said to be almost increasing if there exists an increasing sequence {cn} and two positive
constants A and B such that Acn ≤ bn ≤ Bcn for each n.
Given any sequence {xn}, the notation xn  O(1) means xn = O(1) and 1/xn = O(1). For any matrix entry anν ,
∆νanν := anν − anν+1.
Quite recently, Rhoades and Savas [5] proved the following theorem for |A; δ|k-summability factors of infinite
series.
Theorem 1. Let {Xn} be an almost increasing sequence and let {βn} and {λn} be sequences such that
(i) |∆λn| ≤ βn ,
(ii) limβn = 0,
(iii)
∑∞
n=1 n|∆βn|Xn < ∞, and
(iv) |λn|Xn = O(1).
Let A be a lower triangular matrix with non-negative entries satisfying
(v) nann  O(1),
(vi) an−1,ν ≥ anν for n ≥ ν + 1,
(vii) a¯n0 = 1 for all n,
(viii)
∑n−1
ν=1 aνν aˆnν+1 = O (ann),
(ix)
∑m+1
n=ν+1 nδk |∆ν aˆnν | = O
(
νδkaνν
)
and
(x)
∑m+1
n=ν+1 nδk aˆnν+1 = O
(
νδk
)
.
If
(xi)
∑m
n=1 nδk−1|tn|k = O(Xm), where tn := 1n+1
∑n
k=1 kak ,
then the series
∑
anλn is summable |A, δ|k, k ≥ 1, 0 ≤ δ < 1/k.
In this paper, we shall prove the above theorem in a more general form as follows. Now we have
Theorem 2. Let {Xn} be an almost increasing sequence and {βn} and {λn} be sequences such that the
conditions (i)–(iv) of Theorem 1 and the following condition are satisfied,
(viii)
∑∞
n=1
|λn |
n < ∞.
Let A be a triangle satisfying conditions (v)–(vii) and (ix)–(xi) of Theorem 1, then the series
∑
anλn is summable
|A, δ|k, k ≥ 1, 0 ≤ δ < 1/k.
The following lemma is pertinent for the proof of Theorem 2.
Lemma 1 ([3]). Under the conditions (ii) and (iii) on the sequences {Xn}, {βn} and {λn} as stated in Theorem 2, the
following conditions hold,
(1) nβnXn = O(1), and
(2)
∑∞
n=1 βnXn < ∞.
Proof. Let (yn) be the nth term of the A-transform of the partial sums of
∑n
i=0 λiai . Then,
yn :=
n∑
i=0
ani si =
n∑
i=0
ani
i∑
ν=0
λνaν
=
n∑
ν=0
λνaν
n∑
i=ν
ani =
n∑
ν=0
a¯nνλνaν
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and
Yn := yn − yn−1 =
n∑
ν=0
(a¯nν − a¯n−1,ν)λνaν =
n∑
ν=0
aˆnνλνaν . (3)
We may write (note that (vii) implies that aˆn0 = 0):
Yn =
n∑
ν=1
(
aˆnνλν
ν
)
νaν
=
n∑
ν=1
(
aˆnνλν
ν
)[ ν∑
r=1
rar −
ν−1∑
r=1
rar
]
=
n−1∑
ν=1
∆ν
(
aˆnνλν
ν
) ν∑
r=1
rar + aˆnnλnn
n∑
r=1
rar
=
n−1∑
ν=1
(∆ν aˆnν)λν
ν + 1
ν
tν +
n−1∑
ν=1
aˆn,ν+1(∆λν)
ν + 1
ν
tν +
n−1∑
ν=1
aˆn,ν+1λν+1
1
ν
tν + (n + 1)annλn tnn
= Tn1 + Tn2 + Tn3 + Tn4, say.
To complete the proof, it is sufficient, by Minkowski’s inequality, to show that
∞∑
n=1
nδk+k−1|Tnr |k < ∞, for r = 1, 2, 3, 4.
From the definition of Aˆ and using (vi) and (vii),
aˆn,ν+1 = a¯n,ν+1 − a¯n−1,ν+1
=
n∑
i=ν+1
ani −
n−1∑
i=ν+1
an−1,i
= 1−
ν∑
i=0
ani − 1+
ν∑
i=0
an−1,i
=
ν∑
i=0
(
an−1,i − an,i
) ≥ 0. (4)
Using Ho¨lder’s inequality,
I1 :=
m∑
n=1
nδk+k−1|Tn1|k =
m∑
n=1
nδk+k−1
∣∣∣∣∣n−1∑
ν=1
∆ν aˆnνλν
ν + 1
ν
tν
∣∣∣∣∣
k
= O(1)
m+1∑
n=1
nδk+k−1
(
n−1∑
ν=1
|∆ν aˆnν ||λν ||tν |
)k
= O(1)
m+1∑
n=1
nδk+k−1
(
n−1∑
ν=1
|∆ν aˆnν ||λν |k |tν |k
)(
n−1∑
ν=1
|∆ν aˆnν |
)k−1
.
Also,
∆ν aˆnν = aˆnν − aˆn,ν+1
= a¯nν − a¯n−1,ν − a¯n,ν+1 + a¯n−1,ν+1
= anν − an−1,ν ≤ 0.
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Thus, using (vii),
n−1∑
ν=0
|∆ν aˆnν | =
n−1∑
ν=0
(an−1,ν − anν) = 1− 1+ ann = ann .
Since {Xn} is an almost increasing sequence, condition (iv) implies that {λn} is bounded. Then, using (v), (ix),(xi),
and (i) and condition (2) of Lemma 1,
I1 = O(1)
m+1∑
n=1
nδk(nann)k−1
n−1∑
ν=1
|λν |k |tν |k |∆ν aˆnν |
= O(1)
m+1∑
n=1
nδk
(
n−1∑
ν=1
|λν |k−1|λν ||∆ν aˆnν ||tν |k
)
= O(1)
m∑
ν=1
|λν ||tν |k
m+1∑
n=ν+1
nδk |∆ν aˆnν |
= O(1)
m∑
ν=1
νδk |λν |aνν |tν |k
= O(1)
m∑
ν=1
|λν |
[
ν∑
r=1
arr |tr |kr δk −
ν−1∑
r=1
arr |tr |kr δk
]
= O(1)
[
m∑
ν=1
|λν |
ν∑
r=1
arr |tr |kr δk −
m−1∑
ν=0
|λν+1|
ν∑
r=1
arr |tr |kr δk
]
= O(1)
[
m−1∑
ν=1
∆(|λν |)
ν∑
r=1
arr |tr |kr δk + |λm |
m∑
r=1
arr |tr |kr δk
]
= O(1)
[
m−1∑
ν=1
∆(|λν |)
ν∑
r=1
r δk−1|tr |k + |λm |
m∑
r=1
r δk−1|tr |k
]
= O(1)
m−1∑
ν=1
|∆λν |Xν + O(1)|λm |Xm
= O(1)
m∑
ν=1
βνXν + O(1)|λm |Xm
= O(1).
Using (i) and Ho¨lder’s inequality
I2 :=
m+1∑
n=2
nδk+k−1|Tn2|k =
m+1∑
n=2
nδk+k−1
∣∣∣∣∣n−1∑
ν=1
aˆn,ν+1(∆λν)
ν + 1
ν
tν
∣∣∣∣∣
k
= O(1)
m+1∑
n=2
nδk+k−1
[
n−1∑
ν=1
aˆn,ν+1βν |tν |
]k
= O(1)
m+1∑
n=2
nδk+k−1
[
n−1∑
ν=1
βν |tν |k aˆn,ν+1
][
n−1∑
ν=1
aˆn,ν+1βν
]k−1
.
It is easy to see that
n−1∑
ν=1
aˆn,ν+1βν ≤ Mann .
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We have, using (v) and (x),
I2 = O(1)
m+1∑
n=2
nδk(nann)k−1
n−1∑
ν=1
aˆn,ν+1βν |tν |k
= O(1)
m∑
ν=1
βν |tν |k
m+1∑
n=ν+1
nδk aˆn,ν+1.
Therefore,
I2 = O(1)
m∑
ν=1
νδkβν |tν |k
= O(1)
m∑
ν=1
νβν
|tν |k
ν
νδk .
Using summation by parts, (iii), (xi) and condition (2) of Lemma 1,
I2 := O(1)
m∑
ν=1
νβν
[
ν∑
r=1
r δk−1|tr |k −
ν−1∑
r=1
r δk−1|tr |k
]
= O(1)
[
m∑
ν=1
νβν
ν∑
r=1
r δk−1|tr |k −
m−1∑
ν=1
(ν + 1βν+1)
ν∑
r=1
r δk−1|tr |k
]
= O(1)
m−1∑
ν=1
∆(νβν)
ν∑
r=1
r δk−1|tr |k + O(1)mβm
m∑
r=1
r δk−1|tr |k
= O(1)
m−1∑
ν=1
|∆(νβν)|Xν + O(1)mβmXm
= O(1)
m−1∑
ν=1
ν|∆(βν)|Xν + O(1)
m−1∑
ν=1
βν+1Xν + O(1)
= O(1).
Using (v), (x), (xi) and Ho¨lder’s inequality, summation by parts, condition (2) of Lemma 1, and (viii), we have
m+1∑
n=2
nδk+k−1|Tn3|k =
m+1∑
n=2
nδk+k−1
∣∣∣∣∣n−1∑
ν=1
aˆn,ν+1λν+1
1
ν
tν
∣∣∣∣∣
k
≤
m+1∑
n=2
nδk+k−1
[
n−1∑
ν=1
|λν+1|
ν
aˆn,ν+1|tν |
]k
= O(1)
m+1∑
n=2
nδk+k−1
[
n−1∑
ν=1
|λν+1|
ν
|tν |k aˆn,ν+1
]
×
[
n−1∑
ν=1
aˆn,ν+1
|λν+1|
ν
]k−1
= O(1)
m+1∑
n=2
nδk(nann)k−1
[
n−1∑
ν=1
|λν+1|
ν
|tν |k aˆn,ν+1
]
×
[
n−1∑
ν=1
|λν+1|
ν
]k−1
= O(1)
m+1∑
n=2
nδk(nann)k−1
n−1∑
ν=1
|λν+1|
ν
|tν |k aˆn,ν+1
= O(1)
m∑
ν=1
|λν+1|
ν
|tν |k
m+1∑
n=ν+1
nδk(nann)k−1aˆn,ν+1
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= O(1)
m∑
ν=1
|λν+1|
ν
|tν |k
m+1∑
n=ν+1
nδk aˆn,ν+1
= O(1)
m∑
ν=1
|λν+1|
ν
νδk |tν |k
= O(1)
m−1∑
ν=1
(|∆λν+1|)
ν∑
r=1
r δk−1|tr |k + O(1)|λm+1|
m∑
r=1
r δk−1|tr |k
= O(1)
m−1∑
ν=1
(|∆λν+1|)Xν + O(1)|λm+1|Xm
= O(1)
m−1∑
ν=1
βν+1Xν + O(1)|λm+1|Xm
= O(1).
Finally, using (iv) and (v), we have
m∑
n=1
nδk+k−1|Tn4|k =
m∑
n=1
nδk+k−1
∣∣∣∣ (n + 1)annλn tnn
∣∣∣∣k
= O(1)
m∑
n=1
nδk+k−1|ann|k |λn|k |tn|k
= O(1)
m∑
n=1
nδk(nann)k−1ann|λn|k−1|λn||tn|k
= O(1)
m∑
n=1
nδkann|λn||tn|k
= O(1),
as in the proof of I1. 
Setting δ = 0 in the theorem yields the following corollary.
Corollary 1. Let {Xn} be an almost increasing sequence and {βn} and {λn} sequences satisfying condi-
tions (i)–(iv) and (viii) of Theorem 2. Let A be a triangle satisfying conditions (v)–(vii) of Theorem 2. If
(ix)
∑m
n=1 1n |tn|k = O(Xm), where tn := 1n+1
∑n
k=1 kak ,
then the series
∑
anλn is summable |A|k, k ≥ 1.
Corollary 2. Let {Xn} be an almost increasing sequence, and {βn} and {λn} be sequences satisfying
conditions (i)–(iv) and (viii) of Theorem 2. Also, let {pn} be a positive sequence such that Pn := ∑nk=0 pk → ∞,
and satisfies
(v) npn  O(Pn),
(vi)
∑m+1
n=ν+1 nδk | pnPn Pn−1 | = O
(
νδk
Pν
)
.
If
(vii)
∑m
n=1 nδk−1|tn|k = O(Xm), where tn := 1n+1
∑n
k=1 kak ,
then the series
∑
anλn is summable |N¯ , p, δ|k, k ≥ 1 for 0 ≤ δ < 1/k.
Proof. Conditions (i)–(iv), (vii) and (viii) of Corollary 2 are, respectively, conditions (i)–(iv), (xi) and (viii) of
Theorem 2.
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Conditions (vi) and (vii) of Theorem 2 are automatically satisfied for any weighted mean method. Condition (v) of
Theorem 2 becomes condition (v) of Corollary 2, and conditions (ix) and (x) of Theorem 2 become condition (vi) of
Corollary 2. 
It should be noted that, in [1], an incorrect definition of absolute summability was used (see, [4]). Corollary 2 gives
the correct version of Bor and O¨zarslan’s theorem.
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