A universal rule-based self-learning approach using deep reinforcement learning (DRL) is proposed for the first time to solve nonlinear ordinary differential equations and partial differential equations. The solver consists of a deep neural network-structured actor that outputs candidate solutions, and a critic derived only from physical rules (governing equations and boundary and initial conditions). Solutions in discretized time are treated as multiple tasks sharing the same governing equation, and the current step parameters provide an ideal initialization for the next owing to the temporal continuity of the solutions, which shows a transfer learning characteristic and indicates that the DRL solver has captured the intrinsic nature of the equation. The approach is verified through solving the Schrödinger, Navier-Stokes, Burgers', Van der Pol, and Lorenz equations and an equation of motion. The results indicate that the approach gives solutions with high accuracy, and the solution process promises to get faster.
Introduction
Differential equations, including ordinary differential equations (ODEs) and partial differential equations (PDEs), form a description of the dynamical nature of the world around us. General solutions of differential equations form the basis on which artificial general intelligence (AGI)
agents are able to understand the physical world. However, both analytical and numerical methods require strict technical training [1] [2] [3] , and this limits the capability of a more intelligent computer.
Therefore, there is a need for a simpler and more general solution that allows currently available computers to learn from the training process of a network (or "learning to solve equations") [4, 5] .
Deep learning and reinforcement learning [6, 7] , which have undergone rapid development in recent decades, are of some use in realizing this idea. Data assimilation methods using deep learning [8, 9] have recently been proposed to encode the Navier-Stokes equations in a neural network to predict a variety of quantities of interest. Although solutions of the Navier-Stokes equations can thereby be obtained, these methods still require a large number of measurements of the flow field.
There are also some other deep-learning-based methods, which can be categorized into three types:
(1) those that map directly to the solution represented by a deep neural network (DNN) in a continuous manner that is similar to the analytical solution [10, 11] and in which the data used to train the network are randomly sampled within the entire solution domain in each training batch, including initial and boundary conditions; (2) those that map directly to the solution in a discretized manner that is similar to the numerical solution [12] [13] [14] ; and (3) those that map indirectly to the internal results or parameters of a numerical solution and use these internal results to derive the numerical solution [11, 15] . The essential feature of all of these methods is that they take advantage of the nonlinear representation capabilities of DNNs. Recent progress [16] in mechanics using these capabilities has been reported. For example, Li et al. [17] have developed a generative adversarial network model to map latent variables to microstructures and have used it in material design.
The solutions are either directly output by the neural network or numerically derived from the outputs of the network, and the solution task is regarded as a weak-label task, with the governing equation being treated as the weak label to calculate the loss function of the network. The term "weak label" emphasizes the difference from the label in supervised learning; i.e., the true solutions are not known in these tasks, instead, when we get a candidate solution from the neural network output, we can tell how far the output solution is to the true solution by the imbalance of the governing equation. Because of the weak-label property, a solution obtained using deep learning may be unstable for high-dimensional ODEs/PDEs with local optima. Also, when equations are solved in the whole time domain, a long computational time may be necessary or the procedure may even fail. This problem arises because there is no exploitation of possible network parameter transfers among time steps. Hence, we propose here a deep reinforcement learning (DRL) paradigm for solution of ODEs/PDEs. DRL with exploration capability is naturally suited to weak-label tasks by a trial-and-error learning mechanism that can eliminate trapping in local optima [7, 18] . Taking the game of Go for example [19] , the only prior information about the task is the playing rules that define win or lose, and the label (or score) of each step is given by whether there is a win or a loss after the whole episode of playing rather than by an exact score. Therefore, a huge number of optima exist in the action space, and a successful agent playing the game using DRL consists of a policy network that provides candidate playing actions with a probability distribution and a value network that provides the expected return of the action. The exploration attribute enables the agent to explore a larger region of action space and makes it more likely that the agent will escape from local optima. Moreover, examples using DRL in mechanism and materials have been reported in [20, 21] , where a meta-modeling framework has been proposed for the improvement of constitutive models and boundary problems have been discussed.
When employing reinforcement learning, we are essentially treating the solution of differential equations as a control task. The state (or observation in some of the literature) is the given solution domain, and the action is the solution of an equation in this domain, so the goal is to find a proper action to balance the governing equation within an acceptable error. A DNN structured policy network (inspired by physics-informed neural networks [11] ) is used to output the action policy given a state, and candidate actions are sampled from the policy. The governing equation is embedded in the network as a critic. The gradients of the policy network are then calculated based on the critic calculated when candidate actions are substituted into the equation. It is worth noting that no data about the solutions are required in the DRL approach, which is thus not only very different from data-driven models [22] and data assimilation methods [8, 9] using the deep learning technique, but also more flexible because data are very hard to obtain in some scenarios. Therefore, the proposed approach can be categorized as a rule-based methodology. In this study, we employ a discretized formalization in the time domain, and the solution at each time step is trained in a reinforcement learning paradigm, so the parameters of the policy network at the current time step provide an ideal initialization for the next step, i.e., they have transfer learning characteristic. As a beneficial result of this transfer characteristic, the solution process promises to become be faster.
The major contribution is summarized as: an alternative method for solving differential equations by the DRL approach is proposed, which is a rule-based self-learning method that requires the least human built-in knowledge. The structure of the remainder of this article is as follows. In Section 2, the structure of the DRL framework is established, and the rules for setting the loss functions and training are described in detail. Section 3 presents solutions of various nonlinear differential equations obtained using the DRL framework, all of which are found to agree well with those obtained by high-order numerical methods or analytical solutions, with the exception of the Lorenz equations with a parameter set causing a chaotic response, which shows that the DRL solver performs well for equations with stable solutions but fails for equations with unstable solutions. In Section 4, the transfer learning characteristic that accelerates the solution process is revealed, and the limitations of the DRL solver for equations with unstable solutions (e.g., chaos) are discussed. Finally, a summary is provided in Section 5.
Methodology

Deep Reinforcement Learning framework
A general nonlinear differential equation can be written in the form
where   The DRL solver contains a DNN structured solution policy and a rule-based critic. The policy network inputs the sampled points set from the computational domain and outputs the corresponding probabilistic policy of the solutions on the points set, candidate solutions are sampled according to the policy (the output of the DNN ), and then the critic is used to calculate the loss of the policy network (i.e., the imbalance of the equation and the initial and boundary conditions) by a given rule that reflects the characteristics of the differential equation. In the solution process, we set time in a discretized format in which the DRL solver treats the solution of the differential equation as a set of multiple tasks that share the same governing equation rule.
Each task provides the temporal solution of the nonlinear differential equations at that time step, and the loss threshold of the current step must be satisfied before the solution proceeds. Because the derivative is very important in ODEs and PDEs, the discretized time step is most prone to numerical errors. Specifically, if the discretized time step is large, the accuracy of the derivative will decrease, inducing further errors in the solution, even to the extent that it no longer converges.
From physical considerations, the boundary and initial conditions are continuous in time and therefore so are the parameters of the policy network: the parameters at the current step are used as an ideal initialization for the next step, which enables the parameters of the DNN to transfer with the time step in the solution process, which therefore becomes faster for the remaining time ; to preserve the continuity of these derivatives, the activation functions of the hidden layers are chosen as tanh, rather than the ReLU function. The policy network is trained based on the calculated loss using gradient descent (the Adam method in this study); to preserve the gradient of the policy network, the candidate solution is sampled on the mean value   of the network's output. 
Governing equationˆ,
As balancing of the governing equation is the objective, the solving task can be handled as a one-step Markov decision process (MDP). The loss function of the policy network over the continuous solution action space is written as (for convenience, the symbols used here are those familiar from classic reinforcement learning; the correspondence to a specific solution problem can be found from Fig. 1 ):
Silver et.al [24] showed an outperformed power of the deterministic version of the policy 
where N is the batch size of the sampling states DRL agent is trained for the solution at each time step rather than using a pre-trained model to generalize another solution case in the data-driven approaches [22] . Therefore, the overfitting problem, which is usually used to depict the poor generality owing to the complexity of the machine learning model and the parameters in regression and classification problems, is not encountered in this study.
Setting of DRL hyperparameters
Adam (adaptive moment estimation) [25] is employed as the optimization algorithm for training the policy network, in which learning rate is an essential hyperparameter. A decaying learning rate is used to train the network; the high learning rate in the early training stage makes a rapid exploration of parameter space and the later low learning rate makes the exploration more stable. Meanwhile, the selection of activation functions, the number of hidden layers, the number of nodes of each hidden layer in the deep policy network and the discretized time-step for the discretized form of DRL approach are also hyperparameters to be set. The way to guarantee success in the present study is continuously increasing the number of hidden layers/nodes until the stable solution is obtained [26] . All the hyperparameters are given in companion with the simulated examples. In the DRL solver, the derivatives in the ODEs/PDEs are approximated by the derivates of the output with respect to the input of the policy network. Hence, the activation function needs to be differentiable. Though suffering from vanishing gradient, a sigmoidal activation function with continuous derivates is used in the solver. Because the hyperbolic tangent activation function tanh is similar to the identity function near 0, so typically it performs better than the logistic sigmoid [26] . Therefore, tanh is chosen as the activation function in this solver. In addition to this hyperparameter setting methodology, all the hyperparameters can also be optimized by grid or random search [27] or Gaussian processes [28] . Both manual hyperparameter tuning and algorithm-based hyperparameter tuning are aimed at obtaining a solution, and both approaches can be used to determine the hyperparameters.
Results
This section demonstrates the implementation of the DRL framework and the solutions of some well-known ODEs and PDEs that are thereby obtained.
Van der Pol equation
The Van der Pol equation is a second-order differential equation describing an oscillator with nonlinear damping [29] :
where tt x is the second-order derivative, , 
Therefore, in the following, we present equations in their most well-known high-order forms.
In solving the Van der Pol equation, the temporal interval t  is set as 0.001 s, the input of the policy network of each discretized step i is a minibatch of 
where the external excitation     cos p t t   and the error threshold is set as 10 -4 . Figure 2a presents the results together with those from the explicit Runge-Kutta (4, 5) method (the ODE45 method), and it can be seen that the results agree well with each other [30] . This shows that the DRL approach is effective in solving the Van der Pol equation.
Equation of motion
Equation of motion is frequently used to describe structural or system dynamics [31] . The nonlinear form with Bouc-Wen hysteresis model for a single degree of freedom (SDOF) system and a multi-degree of freedom (MDOF) system are 
where , , m c k ( , , M C K ) are the mass, damping, and stiffness matrix of the structure in the SDOF (MDOF) systems, respectively, N is the degree of the MODF system,   p t (   P t ) is the external excitation,
, where 1 2 , K K are the linear and Taking the three-degree-of-freedom system as an example, the structural parameters are
(1)
2 / 100 / 0.1, 1, 0.5, 0.05, 1
where g u  is an external earthquake excitation, and is chosen here as the El Centro signal as illustrated in Fig. 2b .
The policy network has the same structure as in the case of the Van der Pol equation:
three-hidden-layer DNN with 32 nodes in each layer is employed, and the output
, ,
 consists of 9 nodes, with a similar trick to that adopted in the Van der Pol equation case being used to naturally satisfy the initial conditions. The temporal interval t  is set as 0.01 s, and the input of the policy network of each discretized step i is a minibatch of (a) 
Burgers' equation
Burgers' equation arises in a wide range of applications, such as nonlinear acoustics and gas dynamics [32] . 
where   , t u x is a given field and  is the diffusion coefficient.
The diffusion coefficient is a critical parameter that influences the solution topology of Burgers' equation, and first of all we consider three values of the diffusion coefficient: 0.1, 0.05, and 0.01.
Taking the one-dimensional Burger's equations as an example, the diffusion coefficient, the computational domain, and the initial and boundary conditions are as follows: 0.1, 0.05 and 0.01
To let the policy network automatically satisfy the initial and boundary conditions, the policy network in the DRL framework is written as,
where  is the trainable variable in the policy network. Then, the terms in Burgers' equation can be derived as
The critic for each time step is
The loss function can then be calculated using Eq. (2).
A DNN consisting of seven hidden layers is used for inferring the policy. The temporal interval t  is set as 0.01, and the input of the policy network at each discretized step i is a minibatch of   
To investigate further the ability of the DRL approach to capture the shock wave, an example with a low diffusion coefficient 0.002   is studied, and the local results at 0.55 t  are shown in Fig. 3e . As can be seen, the DRL approach finds a stable shock wave, whereas the analytical solution formulated in series form by Cole [1] fails to give a stable solution with double-precision floating point value. This is a consequence of the subtraction of two large numbers in the denominator of the analytical solution. In addition, a Galerkin finite element method by Skeel and Berzins [33] , which is coded in the pdepe function in MATLAB, is implemented to obtain a numerical solution, which is also shown in Fig. 3e . It is found that this numerical method fails to give a stable solution with 100 and 150 uniform grids in space, although it can effectively capture the shock wave for all the examples above. When 300 uniform grids in space are set, this numerical method reaches a stable state, and the DRL solution agrees well with this result. Therefore, the DRL approach has a strong ability to capture the shock wave.
Schrödinger equation
The Schrödinger equation describes the changes in the quantum state of a physical system over time [34] . The nonlinear Schrödinger equation considered in this study is, . After iteration, the mean square of these three critics converges to less than 5 × 10 -5
for each time step. Comparisons between the DRL solutions and numerical solutions obtained by a high-order numerical method, namely, the fourth-order Runge-Kutta exponential time differencing method (ETD4RK) [35, 36] , are shown in Fig. 4 . Both the real and imaginary parts of the DRL solution, i.e., the spatial-temporal cloud map of the solution and the solutions selected at some spatial points, agree well with the ETD4RK solution. solutions at five selected spatial points.
Real part Imaginary part Absolute value
Real part Imaginary part Absolute value
Navier-Stokes equations
The Navier-Stokes equations of fluid dynamics are
where   . The learning rate is set to exponential decay, with an initial value of 10 -3 and a decay rate of 0.995 (decaying every 15 steps, but no less than 2 × 10 −6 ). It should be noted that the solutions of this PDE is governed by its boundary conditions. Hence,  is set to large values at the beginning to accelerate the training process, and exponential decay is applied to this hyperparameter. The exponential decay is applied to  corresponding to the upper and lower boundary conditions with an initial value of 50 and a decay rate of 0.995 (decaying every 15 steps, but no less than 1), and  corresponding to the inlet and outlet boundary conditions is set to 1 during the training process. After iterations, the mean square error converges to less than 5 × 10 −5 . The DRL solution is shown in Fig. 5b . The DRL approach gives the correct velocity distribution of the Couette flow. Figure 5c shows the convergence process of this method.
Discussions 4.1 Transfer learning characteristics
During the training of the DRL network, solutions in discretized time are treated as multiple tasks that share the same governing equation, and because the solutions are temporally continuous, the parameters of the policy network at the current time step provide an ideal initialization for the next time step, behaving as transfer learning characteristics. Consequently, training may become faster and faster, so that for some initial conditions, the solution converges after only one or few steps. For instance, it is very interesting that the iteration step number decreases as solving process proceeds, as shown in Fig. 6 , which may imply that the training network has grasped the intrinsic properties of the equations in these cases. It can be seen that the time cost decays with time step in general, which indicates that the DRL solver promises to "learn" the solution during the solving procedure. 
Limitations
The DRL solver fails to satisfy the symmetric property of the Lorenz equation when the system becomes chaotic, because the chaotic system is very sensitive to initial states, i.e., the solving Moreover, inspired by the trial-and-error mechanism, the DRL agent learns from the trial-and-error experience to obtain the solution of the equation, thus requiring more trial-and-error experience and a larger and deeper network (thus longer training time) for large-domain problems.
Therefore, the DRL approach involves the training of larger and deeper networks, which is the most expensive part of the process, and can incur a greater time cost compared with regular numerical methods. Although it is with no superior performance than the existing numerical methods with regard to computational cost for the current stage, the DRL approach does enable the computer agent to directly self-learn to solve any type of equation based on the given rules without the need of much knowledge in mathematics about ODEs and PDEs. Therefore, this approach may shed light on self-learning agents (or machines) in the scientific computing community. 
Conclusions
In summary, we have presented a novel rule-based DRL approach for solving differential equations without any data or any built-in knowledge about the equations, and the equation is embedded in the network as the critic, which makes sense from a physical point of view.
The DRL solver consists of a DNN structured actor that outputs policy to approximate the Couette flow case has been tested.
An exact solution of any differential equation can always be obtained if the loss function converges to a small value; i.e., this method provides a general way to solve various differential equations. After careful verification of the proposed approach, problems without analytical or numerical solutions will be studied in the future, which will make the method even more impactful.
However, because the last-step solution is used as the initial condition for the next step, the proposed method could fail for equations that are sensitive to initial values (the effects of accumulated errors may be larger than the effects of the initial values), such as in the case of chaotic systems exhibiting bifurcations. It should also be mentioned that at its current stage of development, the DRL solver fails for complex problems in which the objective function has a number of local optima, such as turbulence problems described by the Navier-Stokes equations.
We intend in the future to develop the approach to exploit the low-dimensional features of a system, as has already been investigated in the literature [37] , since this may simplify the training process for such complex problems.
