We construct Leonard pairs from finite-dimensional irreducible sl 2 -modules, using the equitable basis for sl 2 . We show that our construction yields all Leonard pairs of Racah, Hahn, dual Hahn, and Krawtchouk type, and no other types of Leonard pairs.
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) is a Leonard system on V . For 0 ≤ i ≤ d, pick any nonzero vectors v i ∈ E i V and v * i ∈ E * i V . Then the sequence {v i } d i=0 (resp., {v * i } d i=0 ) is a basis for V which satisfies condition (i) (resp., condition (ii)) of Definition 2.1. Thus, A, A * is a Leonard pair. Conversely, suppose A, A * is a Leonard pair on V . By [10, Lemma 1.3] , each of A and A * is multiplicity-free. Let {v i } d i=0 (resp., {v * i } d i=0 ) be a basis of V which witnesses condition (i) (resp., condition (ii)) of Definition 2.1. For ≤ i ≤ d, v i (resp., v * i ) is an eigenvalue of A (resp., A * ); let E i (resp., E * i ) denote the corresponding primitive idempotent of A (resp., A * ). Then (A;
) is a Leonard system on V .
Suppose A, A * is a Leonard pair on V , and suppose (A;
is an associated Leonard system. Then the only other Leonard systems associated with A, A * are (A;
). Since d ≥ 1, these four Leonard systems are distinct, so there is a one-to-four correspondence between Leonard pairs and Leonard systems here.
We recall the equivalence of Leonard systems and parameter arrays. 
) taken from F that satisfy the following conditions:
as an eigenvalue sequence of A. For each i (0 ≤ i ≤ d), let θ * i be the eigenvalue of A * associated with E * i . We refer to {θ * i } d i=0 as an eigenvalue sequence of A * .
for some sequence of nonzero scalars {ϕ j } d j=1 from F , which we refer to as the first split sequence of Φ.
Then {w i } d i=0 is a basis for V with action
for some sequence of nonzero scalars {φ j } d j=1 from F , which we refer to as the second split sequence of Φ.
is a parameter array, which we refer to as the parameter array of Φ.
We say that a parameter array is associated with a Leonard pair whenever it is the parameter array of any associated Leonard system. Observe that with respect to the basis {ω i } d i=0 from Theorem 2.5, the matrices representing A and A * are respectively lower bidiagonal and upper bidiagonal. 
Theorem 2.5 constructs a parameter array from any Leonard system. Theorem 2.6 implies that certain matrices with entries taken from a parameter array form a Leonard pair on F d+1 associated with the parameter array. The first two subsequences of the parameter array are the eigenvalue sequences, so (2.1) yields the primitive idempotents of an associated Leonard system. Any Leonard systems with the same parameter array are isomorphic since they have the same action by Theorem 2.5. That is to say, there is a one-to-one correspondence between parameter arrays and isomorphism classes of associated Leonard systems. In light of the discussion following Definition 2.2, there is a one-to-four correspondence between associated Leonard pairs and parameter arrays.
3. Parameter arrays of classical type. In [14] , parameter arrays are classified into 13 families, each named for certain associated sequences of orthogonal polynomials. The four families which arise in this paper share a common property. Given a parameter array, let β be the common value of (2.8) minus one if d ≥ 3, and let β be any scalar in F if d ≤ 2.
Definition 3.1. A parameter array is of classical type whenever β = 2.
We shall show that only the four classical families arise from sl 2 via the construction of this paper. The following results characterize these types.
) is a parameter array; we say that it is of Racah type. We refer to the scalars r 1 , r 2 , s, s * , h, h * , θ 0 , θ * 0 as hypergeometric parameters for Φ.
) is a parameter array; we say that it is of Hahn type. We refer to the scalars r, s, s * , h * , θ 0 , θ * 0 as hypergeometric parameters for Φ. 
) is a parameter array; we say that it is of dual Hahn type. We refer to the scalars r, s, s * , h, θ 0 , θ * 0 as hypergeometric parameters of Φ. 
) is a parameter array; we say that it is of Krawtchouk type. We refer to the scalars r, s, s * , θ 0 , θ * 0 as hypergeometric parameters Φ. Our goal is to characterize when A and A * act on V d as a Leonard pair. In this section, we show that this is the case if and only if the following sequences of scalars form a parameter array. 
where {θ i } d i=0 and {θ * i } d i=0 are as in Definition 5.2 and where 
is a parameter array. Then B, B * is a Leonard pair by Theorem 2.6. The same theorem also implies that this parameter array is associated with B, B * . Now suppose B, B * is a Leonard pair. Then by Theorem 2.6, there is an associated parameter array (
Because it is part of a parameter array, φ ′ j is given by the right-hand side of (2.7) (which is well-defined since the θ i are distinct). Simplifying φ ′ j verifies that φ j = φ ′ j (1 ≤ j ≤ d). This calculation will appear with more detail in the next section.
6. The associated parameter array. In this section, we characterize when the scalars (
) of Definition 5.2 form a parameter array. The first two conditions of Definition 5.2 (equations (2.2) and (2.3)) require that the eigenvalue sequences consist of distinct elements, so we make a preliminary calculation. Lemma 6.1. With reference to Definition 5.2,
Proof. Clear from the definition of the θ i and θ * i . Lemma 6.2. With reference to Definition 5.2, the following hold:
3) holds if and only if
Proof. Here i = k, so 2(i − k) = 0. Also, ℓ = i + k is 1, 2, . . . , or 2d − 1. The result follows from (6.1) and (6.2). Proof. Simplify the right-hand side of (2.7) with (6.8) to verify the equality.
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The final condition of Definition 5.2 (equation (2.8)) requires that a certain expression involving the eigenvalue sequences be equal and independent of the subscript. 
The results of this section give the following. Theorem 6.9. With reference to Definition 5.2 
is a parameter array if and only if equations (6.3), (6.4), (6.5), (6.6), (6.7), and (6.9) hold. Proof. Clear from Theorem 3.6 and Lemma 6.8.
The type of the Leonard pair arising in Theorem 6.10 is determined by ν and ν * . Proof. Set ν = 0 and assume ν * = 0 in the lines referred to in Theorem 6.10 and simplify. Here, (6.9) implies that µ = 0. 
