This paper considers the stabilization problem of Inertia Wheel Pendulum, a widely studied benchmark nonlinear system. It is a classical example of a flat underactuated mechanical system, for which the design of control law becomes a challenging task owing to its underactuated nature. A novel nonlinear controller design, fusing the recently introduced Dynamic Surface Control and the Control Lyapunov Function method, is presented as the solution. Stability is analyzed using concepts from Singular Perturbation Theory. The proposed design procedure is shown to be simpler and more intuitive than existing designs. Advantages over conventional Energy Shaping and Backstepping controllers are analyzed theoretically and verified using numerical simulations.
Introduction
Inertia Wheel Pendulum (IWP), first introduced by Spong et al., 1 is a benchmark nonlinear underactuated mechanical system. This is a mechanical control system with fewer actuators (i.e., controls) than configuration variables. IWP has been a test bed mainly for Energy Shaping and Damping Injection based approaches. Spong et al. 1 use a supervisory hybrid/switching control strategy to asymptotic stabilization of the inertia wheel pendulum around its upright equilibrium point. First, a passivity-based controller 2 swings up the pendulum. Then, a balancing controller obtained by Jacobian linearization or (local) exact feedback linearization stabilizes the pendulum around its upright position. Global stabilization of the IWP system can also be achieved using the Integrator Backstepping procedure (IBS). Integrator backstepping, based on results obtained by Sontag and Sussman, 3 is a powerful step-by-step design tool. However it not only suffers the problem of "explosion of terms" but also requires certain system functions to be C n , see Ref. 4 . The control law obtained through a cumbersome design procedure is usually very complicated. Multiple Sliding Surfaces 4 (MSS)
control, a procedure similar to integrator backstepping, avoids this phenomenon but falls short of integrator backstepping in terms of theoretical rigor, as the need for analytical differentiation is pushed to a numerical one. Concept of Dynamic Surface Control (DSC), a dynamic extension to MSS, introduced by Swaroop et al. 5 resolves these issues by using low pass filters. It not only addresses the issue of "explosion of terms" associated with integrator backstepping but also solves the problem of finding the ith state reference (desired) trajectory derivatives numerically for the MSS scheme. It is simple, more intuitive, and applies to a more general class of systems as compared to the MSS scheme in Won and Hedrick, 5 as the requirement on the nonlinear function is to be C 1 only.
Dynamic Surface Control is exploited to stabilize the IWP, demonstrating the design method simplicity that also results in a less complicated control law. The design fuses the DSC technique and the Control Lyapunov Function method (CLF). The design procedure is simpler than IBS and yields a control law that can be implemented easily. Controller architecture is also simple, as it does not require a supervisory controller like the one by Spong et al. 1 However, stability analysis require special attention as DSC is not used in regular fashion. The paper starts formally with Sec. 2 containing the dynamic model for the inertia wheel pendulum. Here necessary coordinate transformations are also given, as the dynamic model is not in a control design amenable form. Controller design strategy and procedure appear in Sec. 3, which also hosts detailed stability discussion. Section 4 presents simulation results comparing controller performance to existing designs followed by brief concluding remarks in Sec. 5.
Dynamical Model
The IWP as illustrated in Fig. 1 is a planar inverted pendulum with a rotating wheel at the end. The pendulum is to be controlled by the coupling torque generated through wheel rotation, as the joint on the base is unactuated. The controller task is to stabilize the pendulum in its upright equilibrium position while the wheel stops rotating. The specific angle of rotation of the wheel is not important. The dynamical model of IWP can be easily obtained by using the EulerLagrange method. 6 Using configuration variables as shown in Fig. 1 the Lagrangian is given as
where (q,q) are generalized coordinates and quasi-velocities, M , the inertia matrix, and V (q 1 ) is the potential energy function given as
yields the equations of motion given as
where 
where α = (m 22 − m 21 m 12 /m 11 ), β = (m 21 w/m 11 ) sin(q 1 ), and
This partially linearizes the system rendering IWP into strict feedback forṁ
Note that q 2 does not play any important role in dynamics of system; thus it is not included as a state variable.
Remark 1.
The system after coordinate transformation is a cascaded interconnection of a linear subsystem, Eq. (6) and a nonlinear, core or reduced subsystem Eq. (5), in the strict feedback form.
Remark 2. Spong et al.
1 using a standard method from Isidori, 7 performs exact feedback linearization of the system. Afterwards IBS 10 can be used for stabilization, but it entails propagation of derivatives causing explosion of terms. Olfati-Saber 10 applies further change of coordinates and control prior to proceeding for controller design. Our design approach does not require any further transformations prior to application of a very simple design algorithm.
Controller Design
The DSC technique is not applicable in usual fashion as the core system is nonaffine in control. Thus first assuming η 2 as the virtual input and using the CLF method, a stabilization function is found for the core subsystem. Afterwards, the DSC technique is used to design a u forcing η 2 to track the required stabilization function, ultimately stabilizing the total system. DSC is chosen as it not only has a nice trajectory tracking feature with an arbitrarily small bounded error but also does not exhibit the phenomenon of explosion of terms associated with IBS.
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Core subsystem controller design
Assuming η 2 as an input for the core system and using the Control Lyapunov method, a control α(η 1 ) is found such that it stabilizes the origin of Eq. (5).
To renderV 0 negative definite we need α(η 1 ) such that η 1 α(η 1 ) > 0 and |α(η 1 )| < π for all η 1 . It is easy to verify that any sigmoidal function α(η 1 ) satisfies both conditions. We use α(
which implies Global Asymptotic Stability (GAS) for the origin of Eq. (5).
Outer subsystem controller design
To stabilize Eq. (5) the trajectory for η 2 to follow is given as
Applying the DSC technique we design the desired control law. Theorem for Boundedness of Tracking Error Using DSC for Lipschitz Systems by Swaroop et al. 5 lists necessary requirements for DSC. It is trivial to verify that required assumptions are satisfied by Eq. (5) with regard to the system and by Eq. (9) with regard to the trajectory as
is twice differentiable and bounded with bounded derivatives up to the second order.
Thus the design procedure can be applied easily. This however does not guarantee the stability of the closed-loop system, as the tracked trajectory is not independent.
Design procedure
Let the error in generation of stabilization function (9) by η 2 be S 1
Assuming η 3 as next virtual input, it is chosen to derive S 1 to zero; thus
Derivativeη 2d is found by differentiating Eq. (9) as the derivation is trivial. A low pass filter as demonstrated in the subsequent design procedure can be used even at this stage to avoid derivative calculations, i.e., ofη 2d if it is complicated. However, experience with simulations shows that use of a filter increases the control effort substantially. Define the second surface as
Control input u is designed to derive S 2 to zero
Notice that the direct calculation ofη 3d (t) required at this step by the conventional backstepping design procedure leads to complexity due to "explosion of terms". Motivated by the DSC technique a low pass filter with small positive time constant τ 3 given below is used here
η 3d (t) andη 3d (t) are obtained by filteringη 3
Thus
Substitution of u in Eq. (3) yields the required τ , completing the design. A comparison to existing designs presented in Refs. 1 and 10 reveals the ease of design and the simplicity of the obtained control law.
Stability analysis
Core equation (5) with virtual control input given as Eq. (9) is GAS, and errors are removed exponentially, heuristically, indicating the stability of the composite system. In case of backstepping, stability of the closed loop follows from the GAS of the core system. But in our case inclusion of the low pass filter requires special attention. Proof of the following theorem justifies the heuristics.
Theorem 1.
There exists ε * > 0 such that for all 0 < ε < ε * , the controller designed in Eqs. (7)-(19) exponentially stabilizes the origin of systems (5) and (6)
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Proof. Let the boundary layer error be given as
Thus from Eqs. (20), (17), and (13)
and
After substitutions and some algebraic manipulationṡ
Boundary layer error dynamics can be found as
As filter time constant τ 3 can be set arbitrarily small, the composite system may be written as a Standard Singularly Perturbed Model given as follows.
where
T and ε = τ 3 . Stability of the compositions (26) and (27) implies that of IWP. To show the main result we use the following important theorem 11 for the stability of singularly perturbed models.
Theorem 2. Consider the singularly perturbed systeṁ
88 N. Qaiser et al. 
Assume that the following assumptions are satisfied for all
(t, x, ε) ∈ [0, ∞) × B r × [0, ε 0 ]: (i) f (t,
(t, x, y + h(t, x), 0) is exponentially stable, uniformly in (t, x).
Then there exists ε * > 0 such that for all ε < ε * , the origin of Eqs. (28) and (29) is exponentially stable.
An isolated root, z := h(x) = 0, can be found as solution of 0 = g(x, z, 0), and there is no need to shift the quasi-steady state of z to the origin; thus y := z − h(x) = z. It is trivial to verify that f (0, 0, ε) = 0 and g(0, 0, ε) = 0. Also the functions f, g, h and their partial derivatives up to the second order are bounded in balls given as
The reduced systemẋ = f (x, h(t, x), 0) is given as follows:
For Eq. (30) it is trivial to verify that f (x) is continuously differentiable and its Jacobian linearization 
which is also exponentially stable. As filter time constant ε can be set arbitrarily small, Eqs. (26) and (27) satisfy all the conditions listed in Theorem 2 for 0 < ε < ε * , proving exponential stability of the closed-loop system.
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Simulation Results
Initial condition effects on system stability and controller performance were studied numerically. For an objective performance comparison we use same system parameters as used by Olfati-Saber 10 and Spong, 1 namely m 11 = 4.83 × 10 −3 , m 12 = m 21 = m 22 = 32 × 10 −6 , and w = 379.26 × 10 −3 .
As obvious from the analysis, K i can be set moderately high for faster convergence rates. However, the actuation limits must be kept in mind during design as higher values of K i result in higher control effort too. The conventional DSC design suggests to keep the outer loop faster, i.e., K 2 > K 1 , but as shown in stability analysis and confirmed with simulations it is not necessary in this case. Filter time constant τ 3 controls boundary layer error, hence must be set as low as possible as there is no lower limit. Again physical component values and actuator saturation must be kept in mind as smaller values increase initial control effort peaks. It also makes the control signal noisy and causes numerical problems in simulation as a very small τ 3 makes the system stiff. Average control effort and rise time can be tuned by adjusting c 1 . Following controller parameters were used for simulations: a = π/2, c = 9, K 1 = 4, K 2 = 6, and τ 3 = 0.035. In Figs. 2-5 the x-axis represents time in seconds.
Initial position of the pendulum determining S 1 appears as a disturbance dominating the bounded stabilizing function α(z 1 ). This seems destabilizing the core system apparently. But for a variety of initial conditions as depicted in Fig. 2 , simulations show these decay exponentially to arbitrarily bounded values, conforming the heuristics. However, stability guarantee still comes from the state boundedness property of the driven system.
As depicted in Fig. 3 the nonlinear controller stabilizes the pendulum from its downward stable equilibrium point to its upright unstable equilibrium point. The swing up is performed aggressively with negligible transients. The wheel stops rotating in reasonable time as shown in Fig. 4 .
The swing up and stabilization is faster than the design by Olfati-Saber 10 and comparatively larger (1.4 Nm versus 0.6 Nm by Olfati-Saber) in this case as shown in Fig. 5 . These peaks can be reduced by increasing filter time constant which of course cannot cross an upper limit as indicated in stability analysis.
The controller does not need to switch to a local stabilizing controller in contrary to what is done in passivity-based designs. Thus the system smoothly converge to origin, refer to the phase portrait shown in Fig. 6 . The design involves cancellation of undesired terms in Eq. (11) involving m 11 and m 12 . When the parameter identification errors exist, this can affect the accuracy and stability of the method. To check these aspects simulations were also done with parametric errors too. Although the controller was designed without robustification in mind, it was able to stabilize the system with variations up to ± 20% in system parameters around nominal values at which the controller was designed. However, some effects on transient behavior of the system were observed.
Simulation results are satisfactory keeping in mind especially the design ease and control law simplicity.
Conclusions
The DSC technique has been exploited in a novel way to design a new controller for the nonlinear IWP system. The model is brought to the strict feedback form before applying the DSC. Stability of the system is analyzed using concepts from singular perturbation theory. Some critical issues concerning the initial conditions of the system and robustness are studied numerically. Design simplicity is demonstrated, and controller performance is compared to existing designs using both theoretical and simulation studies. In conclusion, the proposed controller has a relatively simple design procedure requiring fewer transformations and resulting in a less complicated control law, which achieves faster stabilization. The structure is also simpler requiring no supervisory switching controller. Further improvements envisioned include determination of maximum value of ε, achieving the robustness and generalization of the scheme to cover the whole subclass of nonlinear underactuated systems.
