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The theory of spectral concentration, introduced by Titchmarsh [7] in 
connection with the Stark effect, reached a more or less definitive form in 
the papers of Conley and Rejto [l] and Riddell [6]. As noted in [S], 
there are essentially two main results: (a) the equivalence of pth-order 
concentration to the existence of a pth-order asymptotic basis of the 
eigenspace; and (b) a sufftcient condition for the existence of an asymptotic 
basis, constructed as a solution of the standard Rayleigh-Schrddinger 
perturbation equations. 
This theory was developed for isolated eigenvalues, of finite multiplicity 
m, but, as was recently pointed out by Greenlee [Z], the arguments suf- 
lice---with a few changes-for non-isolated eigenvalues as well. The author 
recently applied this to the study of operators with dense point spectra [3]. 
The purpose of this note is to give a proof of (b) for non-isolated eigen- 
values. This proof seems to the author cleaner and conceptually simpler 
than the proof of [6], which, while it is probably adequate for non-isolated 
eigenvalues, is complicated enough for m > 1 to leave lingering doubts. 
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The proof we present is very strongly influenced by Nenciu’s treatment 
of concentration for the Stark effect [S]. It essentially consists of using 
Kato’s adiabatic method [4] to order p. 
1. THE MAIN THEOREM 
Let H, = j A,!?,(&), 0 < fl< /zIO be a family of self-adjoint operators on a 
Hilbert space 2, with H, + H, in the strong resolvent sense, as p + 0. Let 
& be an eigenvalue of HO, of finite multiplicity m, and P, the projection 
onto the kernel of H, - 1,. 
A pseudoeigenvector of H, of order p, or more briefly, a p-pair is a family 
‘ps of unit vectors, and a real-valued function %, such that 
(HP - A,I) va = 4Bp)> as fl -+O. (1.1) 
An asymptotic basis for H, at &, of order p is a family { cpg’, 1.):‘: 
k = 1, . . . . m} of p-pairs, such that jV$“ -+ A,, and cpr’-+ cp@), where 
cp (1) > .. . . q’“’ is an orthonormal basis of PO%. 
It can be shown [14, 61, that existence of an asymptotic basis at & 
implies spectral concentration at ;l,, to order p. We are interested here in 
the question of when the perturbation equations can be solved to yield an 
asymptotic basis. 
Assume that 
Hg=Ho+/3V, (1.2) 
where V is H,-bounded. The reduced resolvent 
S=(H,-IJ’Q, (1.3) 
where Q=Z-P,, is a well-defined self-adjoint operator, although it is 
bounded only if & is isolated. 
We can now state the theorem. 
THEOREM 1. Assume that for k = 1, ,.., p, the operators 
X,X,...X,P, (1.4) 
are all bounded, where each Xi is either S or SV. Then H, has an asymptotic 
basis of order p at LO. 
The idea is that X, . . . X, P, are exactly the objects needed to solve the 
perturbation equations out to order p. The proof we give is motivated by 
Nenciu’s use of the adiabatic theorem [S]. The result is essentially the 
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observation that Kato’s reduction procedure [4, Chap. II, Sect. 41 for 
isolated eigenvalues applies here to order /I”. 
Proof of Theorem 1. Let X’“’ = S” for v > 1 and S(O) = -PO. Following 
[4; p. 76, Eq. (2.12)], define, for n > 1, 
Pm=(-l)“+l 1 T(v), 
IV =m 
(1.5) 
where v = (v,, . . . . v,, i) is a multi-index and 
T(v) = S”1’ffs”‘2’~. . . ~fj’“‘“‘. (1.6) 
Since v has n + 1 components and Iv1 = vi + . . . + v, + i = II, we must have 
vj = 0 for some j, so that 
T(v) = - (S”“I/. . S’“‘~p,)(S”~+l’T/. . . vs(v,+l)f’o)* 
is bounded. 
Define the operator polynomial 
LEMMA A. The polynomial P(p) satisfies 
P’(P) - pm = W”“) (1.7) 
and 
&P(B) -pm ff, = W”’ ‘1. (1.8) 
Now, formally, P(p) consists of the terms of the series expansion for the 
perturbed A,-group projection. Since (1.7) and (1.8) are true to all orders 
in the analytic case, and since they are actually nothing but algebraic iden- 
tities among the coefficients P, which hold in that case, it is obvious that 
Lemma A must hold. This does not quite qualify as a proof, so we have 
provided one in the Appendix. 
We define an operator IV’(B) as the solution of the initial value problem 
V(P) = C(P) wa W(0) = z, (1.9) 
where C(b) = [P’(j), P(b)]. Following [4, pp. 99-1021, W(p) is entire and 
unitary for /I real. 
We claim that 
WB) P(O) - pm WV = wp+l). (1.10) 
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For let Y(b) = W(p) P(0) and X(/I) = P(p) W(fl). Then Y(p) is the unique 
solution of the initial value problem 
Y’(B) =C(P) ym Y(0) = P(0). (1.11) 
For X(p), we compute 
X’= P’w+ PW’=(P’+ PC) w 
= cpw+ O(/?P) = cx+ O(fl”), 
where we have used that 
CC(P)> P(P)1 = P’(B) + WP), (1.12) 
which is proved below. 
Hence, X(/3) is the unique solution of 
X’(P) = cm X(P) + W”), X(0) = P(0). (1.13) 
Now both (1.11) and (1.13) are analytic. Computing coefficients, we find 
that X(p) and Y(p) must agree up through terms of order BP-’ in X’(b), 
which means up through order 8” in X(B). This proves (1.10). 
To prove (1.12), differentiate (1.7) to obtain 
PP’ + P’P = P’ + O(B”). (1.14) 
Multiply left and right by P to obtain 
PP’P = O( pq. 
Equation (1.12) follows from these equations and (1.7). 
To complete the proof of Theorem 1, define 
Then 
TP,= W*HWP,= W*HPW+O(fiP+‘) 
= W*PHW+ 0(/l”+‘) 
= P, W*HW+ O(fi”+ ‘) 
(1.15) 
so that 
(1.16) 
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Diagonalize the finite self-adjoint analytic matrix P, T(B) P, [4; Chap. II, 
Sect. 61 to obtain 
pOT(B) pOll/j(B)=Aji(P) +jcli(BL j= 1, . . . . m. 
The desired asymptotic basis is then 
4oj(B)= w(8) tij(P). 
For we have 
W*(P)(H/3-1~j(B)) It/j(P) 
= Cr(P)-Aji(B)l cPj(B) 
=PoCT(B)-~~Z~(B)I f’,cP,(B) + QCT(P 
= o(p+‘). 1 
') - ;li(B ‘)I 4ojtB) 
2. A GENERALIZATION 
By a similar method, one obtains 
THEOREM 2. Let 
V(B)= f pkvk’ 
k=l 
(2.1) 
be bounded and analytic. Assume that for k = 1, . . . . p, the operators 
are all bounded, where Xj is either S or SF”” for some 1 <k. Then there 
exists an asymptotic basis of order p at &, for 
H, = H, + V(B). 
If the series (2.1) terminates, one can just assume that the V(‘) are 
HO-bounded. 
The proof is identical with that above, except that the definition of P, is 
revised according to the formula [4, p. 76, Eq. (2.12)], and that Lemma A 
must be proved for the case as well. 
APPENDIX 
In this appendix, we prove Lemma A. 
The two formulas (1.7) and (1.8) are equivalent to 
p,= c pkpI, (A.1) 
k+l=m 
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and 
[Ho, P,,l + I c p,, ,I = 0 
for n < p, where we recall that 
P,,=(-l)“+’ c T(v) 
111 =I, 
with v an n + 1 component multi-index, and 
q”) = s(vl)~g”2)~, . p-$%+1) 3 
where S(O) = -PO and 5”“’ = S’ for v > 1. 
Taking (A.l) first, we find that the right side is equal to 
(A.21 
(A.3) 
(A.4) 
We need to prove that this is equal to (A.3). 
The central factor is given by 
pk+ I)S(Bil = S’“” L +Dll if u !++13 1, P, 2 1 
= P, if a k+l=Pl=o 
=o otherwise. 
Hence, every term of (A.5) appears in (A.3); we have only to count the 
number of occurrences and their signs. The question is: In how many ways 
can 
~“‘l’j/. py”“V,~~ py”“‘1’ (A.6) 
be factored into a term of (A.5)? 
The answer is the following. If vi = 0, we can factor 
CJ’,’ = _ p = _ $O’S’O’ 
in only one way, with a change of sign; whereas if v, > 1, we can factor 
S’“” = $6 - k)S(k) 
with k = 1, . . . . vi - 1, that is, in vi - 1 different ways with no change of sign. 
Therefore, if r is the number of zeros in v, the term (A.6) appears in (A.5) 
exactly r times with a factor ( - l), and 
1 (V,-l)=v,+ . ..+v.+,-(n+l--)=r-1 
\,,a 1 
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times with a factor (+ 1). Hence the sum (AS) contains (A.6) with an 
overall coefficient 
(-l)r+(Y-1)= -1. 
This combines with (- 1)” in front of (AS) to give the (- l)n+’ in (A.3). 
This proves (A.l). 
Turning next to (A.2) we may replace H, in the commutators by 
Ho - A,,, and assume that & = 0, so that 
Ho&q”) = 0 if v =O; 
= eo if v= 1; 
= SC”- 1) if v 2 2. 
We therefore compute 
The sums in the first terms of these two equations are easily identified as 
( - 1)” P, _ 1. By subtraction, we therefore obtain 
(-1)"+'{C~,,P,l+Q~P,-,--P,,~,~Q> 
=, ,& T(a)- 1 T(Go 
a n orI> ':;,:;I' 
=-- ,,,z-, T(a)+ c T(a) Ial =n- I I, =o &7+l=o 
=Pov 1 T(a)+ C W) VP0 
lfiI=n-1 IpI = n 1 
(where fi = (PI, . . . . /3,) is a shorter multi-index) 
=(-l)“{P,vP,~,-P,~,vP,}. 
Simplification, using P, + Q = Z, gives (A.2). 
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