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Abstract
The sparse evaluation graph has emerged over the past several years as an intermediate rep-
resentation that captures the data&ow information in a program compactly and helps perform
data&ow analysis e(ciently. The contributions of this paper are three-fold:
• We present a linear time algorithm for constructing a variant of the sparse evaluation graph for
any data&ow analysis problem. Our algorithm has two advantages over previous algorithms
for constructing sparse evaluation graphs. First, it is simpler to understand and implement.
Second, our algorithm generates a more compact representation than the one generated by
previous algorithms. (Our algorithm is also as e(cient as the most e(cient known algorithm
for the problem.)
• We present a formal de/nition of an equivalent ,ow graph, which attempts to capture the
goals of sparse evaluation. We present a quadratic algorithm for constructing an equivalent
&ow graph consisting of the minimum number of vertices possible. We show that the problem
of constructing an equivalent &ow graph consisting of the minimum number of vertices and
edges is NP-hard.
• We generalize the notion of an equivalent &ow graph to that of a partially equivalent ,ow
graph, an even more compact representation, utilizing the fact that the data&ow solution is
not required at every node of the control-&ow graph. We also present an e(cient linear time
algorithm for constructing a partially equivalent &ow graph. c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The technique of sparse evaluation has emerged, over the past several years, as
an e(cient way of performing program analysis. Sparse evaluation is based on the
simple observation that for any given analysis problem, a number of the “statements”
in a given program may be “irrelevant” with respect to the analysis problem. As
E-mail address: rama@watson.ibm.com (G. Ramalingam).
0304-3975/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(00)00315 -7
120 G. Ramalingam /Theoretical Computer Science 277 (2002) 119–147
a simple example, consider any version of the “pointer analysis” problem (e.g., see
[15, 2]), where the goal is to identify relations that may exist between pointer-valued
variables. An assignment to an integer-valued variable, such as “i := 10;”, will typ-
ically be irrelevant to the problem and may be ignored. The goal of sparse eval-
uation is very simply to construct a “smaller” program whose analysis is su;cient
to produce results for the original program. This not only enables the analysis to
run faster, but also reduces the space required to perform the analysis. (For some
complex analyses like pointer analysis, for which space is often a bottleneck, sparse
evaluation can make the diFerence between being able to complete the analysis and
not.)
The idea of sparse evaluation was born in the context of the work done on the
static single assignment (SSA) form [6, 7], which showed how the SSA form could
help solve various analysis problems, such as constant propagation and redundancy
elimination, more e(ciently. Choi et al. [3] generalized the idea and showed how
it could be used for an arbitrary data&ow analysis problem expressed in Kildall’s
framework [14]. The idea is, in fact, applicable to analysis problems expressed in
various diFerent frameworks, and more generally, to the problem of computing ex-
tremal /xed points of a collection of equations of certain form. However, for the
sake of concreteness, we will also deal with analysis problems expressed in Kildall’s
framework.
In the context of Kildall’s framework, we are interested in solving some data&ow
analysis problem over a control-&ow graph G. The idea behind sparse evaluation is to
construct a smaller graph H , which we will refer to as an equivalent ,ow graph, from
whose data&ow solution the solution to the original graph G can be trivially recovered.
More detailed discussions of equivalent &ow graphs and their use can be found in
[3, 13, 20].
Choi et al. [3] de/ne a particular equivalent &ow graph called the sparse evaluation
graph (SEG) and present an algorithm for constructing it. Johnson et al. [13, 12] de/ne
a diFerent equivalent &ow graph called the quick propagation graph (QPG) and present
a linear time algorithm for constructing it. In general, the quick propagation graph is
not as compact as the sparse evaluation graph. Cytron and Ferrante [5], Sreedhar and
Gao [20], and Pingali and Bilardi [16, 17] improve upon the e(ciency of the original
Choi et al. algorithm for constructing the sparse evaluation graph. Duesterwald et al. [9]
show how a congruence partitioning technique can be used to construct an equivalent
&ow graph, which we believe is the same as the standard sparse evaluation graph.
The Pingali–Bilardi algorithm and the Sreedhar–Gao algorithm, which are both linear,
have the best worst-case complexity among the various algorithms for constructing the
sparse evaluation graph.
The contributions of this paper are as follows:
• We de/ne a new equivalent &ow graph, the compact evaluation graph (CEG), and
present a linear time algorithm for constructing the compact evaluation graph for any
(monotonic) data&ow analysis problem. Our algorithm has two advantages over the
previous algorithms:
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– Simplicity: Our algorithm is particularly simple to understand and implement. It
is conceptually simple because it is based on two graph transformations, whose
correctness is transparently obvious. In implementation terms, its simplicity derives
from the fact that it does not require the computation of the dominator tree. It
utilizes just the well-known strongly connected components algorithm and the
topological sort algorithm.
– Compactness: In general, the compact evaluation graph is smaller than both the
sparse evaluation graph and the quick propagation graph. In particular, we show
that both SEG and QPG can also, in principle, be generated utilizing the two
graph transformations mentioned above. However, while the compact evaluation
graph is in normal form with respect to these transformations, SEG and QPG are
not necessarily so. Since these transformations make the graph smaller and since
these transformations are Church–Rosser, it follows that the compact evaluation
graph is at least as small as both SEG and QPG.
• For a reasonable de/nition of equivalent &ow graph, we present a quadratic algo-
rithm for constructing a equivalent &ow graph consisting of the minimum number
of vertices. We also show that the problem of constructing equivalent &ow graph
consisting of the minimum number of vertices and edges is NP-hard.
• We show we can utilize the fact that the data&ow solution is not required at every
node of the control-&ow graph to construct an even more compact representation,
which we call a partially equivalent ,ow graph. We present an e(cient algorithm,
also based on simple graph transformations, to produce a partially equivalent &ow
graph. We believe that the concept of a partially equivalent &ow graph abstracts the
essential properties of the SSA form better than the concept of a equivalent &ow
graph.
The rest of the paper is organized as follows. Section 2 presents the notation and
terminology we use. Section 3 describes the compact evaluation graph and an algorithm
for constructing it. Section 4 discusses the graph transformations used to construct
the compact evaluation graph. Section 5 compares the compact evaluation graph to
previously proposed equivalent &ow graphs. Section 6 presents our results concerning
equivalent &ow graphs of minimum size. Section 7 introduces the concept of a partially
equivalent &ow graph and presents an algorithm for constructing one. Section 8 brie&y
discusses how these concepts apply in the case of interprocedural analysis. Section 9
presents a comparison of our work with previous work, and Section 10 presents our
conclusions.
2. Notation and terminology
Data&ow analysis problems come in various diFerent &avors, but many of the dif-
ferences are cosmetic. In this paper we will focus on “forward” data&ow analysis
problems, but our results are applicable to “backward” data&ow analysis problems as
well. We will also assume that the “transfer functions” are associated with the vertices
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of the control-&ow graph rather than the edges and that we are interested in identifying
the data&ow solution that holds at exit from nodes. In particular, when we talk about
the data&ow solution at a node u, we mean the solution that holds at exit from u.
A control-&ow graph G is a directed graph with a distinguished entry vertex. We
will denote the vertex set of G by V (G) (or V ), the edge set of G by E(G) (or E),
and the entry vertex by entry(G). For convenience, we assume that the entry vertex
has no predecessors and that every vertex in the graph is reachable from the entry
vertex.
Formally, a data&ow analysis problem instance is a tuple F = (L; G;M; c); where:
• L = (L;) is a semilattice,
• G is a control-&ow graph,
• M : V → (L→ L) is a map from G’s vertices to data&ow functions,
• c∈L is the “data&ow fact” associated with the entry vertex.
We will refer to M (u) as the transfer function associated with vertex u. The function
M can be extended to map every path in the graph to a function from L to L: if p
is a path [v1; v2; : : : ; vk ] then M (p) is de/ned to be M (vk) ◦M (vk−1) · · ·M (v1). (It is
convenient to generalize the above de/nition to any sequence of vertices, even if the
sequence is not a path in the graph.) The meet-over-all-paths solution MOPF to the
problem instance F = (L; G;M; c) is de/ned as follows:
MOPF(u) =
def
l
p∈Paths(entry(G); u)
M (p)(c)
Here Paths(entry(G); u) denotes the set of all paths p from entry(G) to u. The maximal
/xed point solution of the problem, denoted MFPF, is the maximal /xed point of the
following collection of equations over the set of variables {xu | u∈V}:
xu = M (u)
(
l
v→u
xv
)
for every u ∈ (V − {entry(G)})
xentry(G) = M (entry(G))(c)
Most of the results in this paper apply regardless of whether one is interested in the
maximal /xed point solution or the meet-over-all-paths solution. Whenever we simply
refer to the “data&ow solution”, the statement applies to both solutions. (For a large
class of data&ow analysis problems, called distributive problems, these two solutions
are, in fact, equal.)
Assume that we are interested in solving some data&ow analysis problem over a
control-&ow graph G. The idea behind the sparse evaluation technique is to construct
a (usually smaller) graph H , along with a function f from the set of vertices of G
to the set of vertices of H such that the data&ow solution at a node u in graph G
is the same as the data&ow solution at node f(u) in graph H . This implies that it is
su(cient to perform the data&ow analysis over graph H . Furthermore, the graph H
and the mapping f are to be constructed knowing only the set of nodes I in G that
have the identity transfer function with respect to the given data&ow analysis problem.
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(In other words, the reduction should be valid for any data&ow problem instance over
the graph G that associates the identity transfer function with vertices in I .) Though
this description is somewhat incomplete, it will su(ce for now. We will later present
a formal de/nition of an equivalent &ow graph.
3. Compact evaluation graphs: an overview
The goal of this section is to explain what the compact evaluation graph is and
our algorithm for constructing this graph in simple terms, without any distracting for-
malisms. Formal details will be presented in latter sections.
Let S be a set of nodes in G that includes the entry node of G as well as any node
that has a nonidentity transfer function with respect to the given data&ow analysis
problem. We will refer to nodes in S (whose execution may modify the abstract pro-
gram state) as m-nodes, and to other nodes (whose execution will preserve the abstract
program state) as p-nodes.
We are given the graph G and the set S, and the idea is to construct a smaller graph
that is equivalent to G, as explained earlier. Our approach is to generate an equivalent
&ow graph by applying a sequence of elementary transformations, very much like the
T1–T2 style elimination data&ow analysis algorithms [22, 11]. We use two elementary
transformations T2 and T4 (named so to relate them to the T1–T3 transformations of
[22, 11]).
3.1. The basic transformations
Transformation T2: Transformation T2 is applicable to a node u iF (i) u is a p-node
and, (ii) u has only one predecessor. Let v denote the unique predecessor of a node
u to which T2 is applicable. The graph T2(u; v) (G) is obtained from G by merging
u with v: that is, we remove the node u and the edge v→ u from the graph G, and
replace every outgoing edge of u, say u→w, by a corresponding edge v→w. (Our
T2 transformation is essentially the same as the one outlined by Ullman [22], but we
apply it only to p-nodes.)
Note that the data&ow solution for graph G can be obtained trivially from the
data&ow solution for graph T2(u; v) (G). In particular, the data&ow solution for node
u in G is given by the data&ow solution for node v in T2(u; v) (G). The data&ow
solution for every other node is the same in both graphs.
Transformation T4: The T4 transformation is applicable to any strongly connected
set of p-nodes. (A set X of vertices is said to be strongly connected if there exists a
path between any two vertices of X , where the path itself contains only vertices from
X .) If X is a strongly connected set of p-nodes in graph G, the graph T4(X ) (G)
is obtained from G by collapsing X into a single p-node: in other words, we replace
the set X of vertices by a new p-node, say w, and replace any edge of the form
u→ v; where u =∈X and v∈X by the edge u→w, and replace any edge of the form
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u→ v; where u∈X and v =∈X by the edge w→ v, and delete any edges of the
form u→ v; where u∈X and v∈X .
Note that the data&ow solution for graph G can be obtained trivially from the
data&ow solution for graph T4(X ) (G). In particular, the solution for any node u
in G is given by the solution for the (new) node w in T4(X ) (G) if u∈X , and by
the solution for node u in T4(X ) (G) if u =∈X .
If we view a data&ow analysis problem as that of solving a set of equations, the
above transformations have a simple interpretation: they identify a set of variables that
must have the same value in the solution and replace all these equivalent variables by
a single variable.
Our algorithm constructs an equivalent &ow graph by taking the initial graph and
repeatedly applying the T2 and T4 transformations to it until no more transformations
are applicable. We will show latter that the /nal graph produced is independent of
the order in which these transformations are applied. Let (T2 + T4)∗(G) denote the
/nal graph produced. Every vertex u in the /nal graph (T2 + T4)∗(G) corresponds to
a set Su of vertices in the original graph G. Further, either Su contains no m-nodes,
in which case the transfer function associated with u in graph (T2 + T4)∗(G) is the
identity function, or Su contains exactly one m-node v (and zero- or more p-nodes),
in which case u’s transfer function in graph (T2+T4)∗(G) is the same as the transfer
function of v in G. The data&ow solution to any vertex in Su in G is given by the
data&ow solution to the vertex u in the (T2 + T4)∗(G). We refer to (T2 + T4)∗(G)
as the compact evaluation graph of G.
3.2. Computing the normal form
We now present our algorithm for constructing the normal form of a graph with
respect to the T2 and T4 transformations.
Step 1: Let G denote the initial control &ow graph. Let Gp denote the restriction of
G to the set of p-nodes in G. (That is, Gp is the graph obtained from G by removing
all m-nodes and edges incident on them.) Identify the maximal strongly connected
components of Gp using any of the standard algorithms. Let X1; X2; : : : ; Xk denote the
strongly connected components of G1 in topological sort order. (The topological sort
order implies that if there is an edge from a vertex in Xi to a vertex in Xj, then i6j.)
Step 2: Apply the T4 transformation to each Xi in G. (That is, “collapse” each Xi
to a single vertex wi.) Let us denote the resulting graph G1. (Note that the graph Gp
is used only to identify the sets X1 through Xk . The transformations themselves are
applied starting with the graph G.)
Step 3: Visit the vertices w1 to wk of G1 in that order. When vertex wi is visited,
check if the T2 transformation is applicable to it, and if so, apply the transformation.
Let us denote the /nal graph produced (after wk has been visited) by w(G).
We will show later that w(G) is (T2 + T4)∗(G). It is obvious that the complexity
of the basic algorithm is linear in the size of the graph. As is the case with such
algorithms, the actual complexity depends on implementation details, especially details
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Fig. 1. An example illustrating our algorithm for constructing the compact evaluation graph.
such as how sets are implemented. It is straightforward to implement the algorithm so
that it runs in linear time. Also note that the simple algorithm for identifying strongly
connected components described in [4], due to Kosaraju and Sharir, directly generates
the components in topological sort order.
Example. The example in Fig. 1 illustrates our algorithm. Assume that we are inter-
ested in identifying the reaching de/nitions of the variable x for the graph G shown in
Fig. 1(i). For this problem, a vertex in the control&ow graph is a m-node iF it is the
entry node or it contains a de/nition of the variable x. Let us assume that the nodes r,
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c, and g (shown as bold circles) are the m-nodes in G, and that the remaining nodes
(shown as regular circles) are p-nodes.
Step 1: The /rst step of our algorithm is to identify the maximal strongly connected
components of the subgraph of G consisting only of the p-nodes. In this example, Gp
has only one nontrivial maximal strongly connected component, namely {a; d; e}. Each
of the remaining p-nodes forms a strongly connected component consisting of a single
vertex.
Step 2: The next step is to apply the T4 transformation to each of the strongly
connected components identi/ed in the previous step. The T4 transformation applied
to a strongly connected component consisting of a single vertex (without any self-loop)
is the identity transformation, and, hence, we need to apply the T4 transformation only
to {a; d; e}. Reducing this set of vertices to a new vertex w gives us the graph in
Fig. 1(ii). (In this and later /gures, a vertex generated by merging a set X of vertices
of the original graph is shown as a polygon enclosing the subgraph induced by the
set X ; this subgraph, shown using dashed edges and italic fonts, is not part of the
transformed graph, but is shown only as an aid to the reader.)
Step 3: The next step is to visit the (possibly transformed) strongly connected com-
ponents – that is, the set of vertices w, b, f, i, h, and j – in topological sort order,
and try to apply the T2 transformation to each of them.
We /rst visit node w. Node w has two predecessors, namely r and c, and the T2
transformation is not applicable to w. We then visit b, which has only one predecessor,
namely w. Hence, we apply the T2 transformation to b and obtain the graph shown
in Fig. 1(iii). We similarly apply the T2 transformation to nodes f and i (one af-
ter another), merging them both with w, and to node h, merging it with g. The T2
transformation is not applicable to the last node visited, j.
The graph in Fig. 1(vi) is the normal form of G with respect to the T2 and T4
transformations. See Fig. 3(i) for a less cluttered depiction of the normal form of G.
4. On T2 and T4 transformations
In this section we show that if we apply T2 and T4 transformations to a graph,
in any order whatsoever, until no more applicable transformations exist, the resulting
graph is unique. We also establish that our algorithm produces this unique “normal
form”. In what follows, a T transformation denotes either a T2 or T4 transformation.
Theorem 1. Let '1 and '2 be two T transformations applicable to a graph G. Then
there exists a T transformation '′1 applicable to '2(G) and a T transformation '
′
2
applicable to '1(G) such that '′1('2(G))= '
′
2('1(G)).
Proof. In what follows, we denote the vertex obtained by collapsing a set X of vertices
by vX . If '1 and '2 involve disjoint transformations, this follows in a straightforward
way. We just choose '′1 to be '1 and '
′
2 to be '2. Let us now consider two overlapping
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T2 transformations. If '1 is T2(u; v) and '2 is T2(v; w), then we choose '′1 to be
T2(u; v) (the same as '1) and '′2 to be T2(u; w) (the same as '2, but “renamed” to
handle the merging of v with u).
Let us now consider two overlapping T4 transformations. If '1 is T4(X ) and '2 is
T4(Y ), we choose '′1 to be T4(X − Y + vY ) and '′2 to be T4(Y − X + vX ).
Let us now consider overlapping T2 and T4 transformations. If '1 is T2(u; v) and
'2 is T4(Y ), where {u; v}⊆Y , then we let '′1 be the identity transformation, and '′2 to
be T4(Y − X + vX ), where X = {u; v}.
If '1 is T2(u; v) and '2 is T4(Y ), where u ∈ Y , then we let '′1 be the T2(vY ; v), and
'′2 to be T4(Y ).
It follows from the above theorem that T2 and T4 transformations form a /nite
Church Rosser system. Hence, every graph has a unique normal form with respect to
these transformations. We now show that the graph w(G) produced by our algorithm
is this normal form.
Theorem 2. No T2 or T4 transformations are applicable to w(G).
Proof. First observe that no (nontrivial) strongly connected set of p-nodes exists in the
graph G1. (Recall that G1 is the graph produced by Step 2 of our algorithm.) Hence,
no T4 transformation is applicable to graph G1. Clearly, the application of one or more
T2 transformations to G1 cannot create a nontrivial strongly connected set of p-nodes.
Hence, no T4 transformation is applicable to the /nal graph w(G) either.
Now, consider the construction of w(G) from G1. Assume that we /nd that the T2
transformation is not applicable to a p-node wi when we visit node wi. In other words,
wi has at least two predecessors when we visit it. Clearly, any predecessor of wi must
be either a m-node or a node wj where j¡i. Subsequent T2 transformations can only
eliminate a node of the form wj where j¿i. Hence, none of wi’s predecessors will be
eliminated subsequently. Hence, the T2 transformation is not applicable to wi in w(G)
either.
5. A comparison with previous equivalent 'ow graphs
In this section we compare CEG, the equivalent &owgraph produced by our algorithm
to two previously proposed equivalent &ow graphs, namely the sparse evaluation graph
(SEG) [3] and the quick propagation graph (QPG) [13, 12]. We will show that both the
sparse evaluation graph and the compact evaluation graph can be generated from the
original graph by applying an appropriate sequence of T2 and T4 transformations. (Our
goal is not to present algorithms to generate SEG or QPG; rather, it is to show that
SEG and QPG are just two of the many equivalent &owgraphs that can be generated via
T2–T4 transformations.) Since the application of either a T2 or T4 transformation can
only make the graph smaller, it follows that CEG is at least as small as SEG and QPG.
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Fig. 2. The concept of dominance frontier.
We begin by de/ning the sparse evaluation graph. We say that a vertex x dominates
a vertex y if every path from the entry vertex to y passes through x. We say that x
strictly dominates y if x dominates y and x =y. The dominance frontier of a vertex
x, denoted DF(x), is the set of all y such that x dominates some predecessor z of y
but does not strictly dominate y. Fig. 2 illustrates the de/nition for the common case
where x =y. Here, x dominates z (that is, all paths from entry to z pass through x)
but does not dominate y (that is, there is at least one path from entry to y that does
not contain x). Hence, y is in the dominance frontier of x.
The dominance frontier of a set of vertices is de/ned to be the union of the domi-
nance frontiers of its elements (see Fig. 2). Let X be a set of vertices. De/ne IDFi(X )
to be DF(X ) if i=1 and DF(X ∪ IDFi−1(X )) if i¿1. The limit of this sequence is
called the iterated dominance frontier of X , denoted IDF(X ). The reader is referred to
[7] for a more detailed explanation of the concepts of dominance frontier and iterated
dominance frontier.
Given a graph G and a set of vertices S that includes the entry vertex, the sparse
evaluation graph consists 1 of the set of vertices VIDF and the set of edges EIDF de/ned
as follows, where an internal vertex of a path is any vertex in that path other than its
endpoints:
VIDF = S ∪ IDF(S);
EIDF = {x → y | x; y ∈ VIDF ; there exists a path from x to y in G none of
whose internal vertices are in VIDF}:
For any vertex u ∈ VIDF , de/ne the set partition(u) as follows:
partition(u) = {v ∈ (V − VIDF) | there exists a path from u to v in G none of
whose internal vertices are in VIDF}:
Let partition+(u) denote the set {u}∪partition(u). Our goal is to show that the sparse
evaluation graph can be generated from the original graph through a sequence of
1 Choi et al. also discuss a couple of simple optimizations that can be further applied to the SEG, which
we ignore here. We will discuss these later, in Section 7.
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T2–T4 transformations. In particular, we would like to show that for every vertex
u ∈ VIDF , the subgraph induced by partition+(u) can be reduced into the single vertex
u through a sequence of T2–T4 transformations. The /rst step in establishing this is
to show that the sets partition(u) and partition(v) corresponding to diFerent vertices
u and v are, in fact, disjoint.
Lemma 1. Let u∈VIDF . Then; u dominates every vertex in partition(u).
Proof. Let u= v0 → v1 · · · → vk be a path in G such that none of the vi, except v0, is
in VIDF . We will show that u dominates vi, for 06i6k by induction on i.
The claim is trivially true for i=0, since u dominates itself. Now consider any i¿0.
We know from the inductive hypothesis that u dominates vi−1. If u does not dominate
vi, then vi must be in DF(u), by de/nition. Hence, vi must be in VIDF , contradicting
our assumption. The result follows.
Lemma 2. Let u and v be two di@erent vertices in VIDF . Then; partition(u) and
partition(v) are disjoint.
Proof. Since domination is an antisymmetric relation, either u does not dominate v or
v does not dominate u. Assume without loss of generality that u does not dominate v.
This implies that there exists a path . from the entry vertex to v that does not contain u.
Consider any w in partition(v). By de/nition, there exists a path / from v to w
none of whose internal vertices are in VIDF . In particular, / does not contain u.
The concatenation of . and / is a path from the entry vertex to w that does not
contain u. Hence, u does not dominate w. It follows from Lemma 1 that w is not an
element of partition(u). The result follows.
Lemma 3. Let v =∈VIDF . If v is in partition(u); then any predecessor w of v must be
in partition+(u).
Proof. Recall that we assume that every vertex in the control-&ow graph is reachable
from the entry vertex. Consider any path . from the entry vertex to w and let z be the
last vertex in . that belongs to VIDF . (Since we assume that S includes the entry vertex,
the path . contains at least one vertex belonging to VIDF , namely the entry vertex.) It
follows from the de/nition of partition(z) that both w and v belong to partition+(z).
Hence, z must be u (from Lemma 2).
Theorem 3. The sparse evaluation graph can be produced from the original control-
,ow graph by applying an appropriate sequence of T2 and T4 transformations.
Proof. We /rst show that for any vertex u in VIDF , the whole of partition(u) can be
merged into u through a sequence of T2 and T4 transformations.
Consider the subgraph induced by partition(u). Let C1 · · ·Ck denote the strongly
connected components of this subgraph, in topological sort order. Reduce every Ci to
a vertex wi using a T4 transformation. Let Hu denote the resulting graph.
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Fig. 3. (i) The compact evaluation graph, produced by our algorithm. (ii) The sparse evaluation graph,
produced by previous algorithms.
Now apply the T2 transformation to vertices w1 to wk in that order. The T2 trans-
formation will be applicable to each wi for the following reason.
Note that Lemma 3 implies that any predecessor of wi, in the graph Hu, must be
either u or some wj where j¡i. Hence, once we apply the T2 transformation to vertices
w1 to wi−1, wi will have u as its unique predecessor. Hence, we can apply the T2
transformation to wi as well and merge it with u.
It is clear that at the end of this process every vertex in partition(u) has been merged
into u. If we repeat this process for every vertex u in VIDF , clearly the resulting graph
is the same as the sparse evaluation graph.
Corollary 1. The compact evaluation graph can be generated from the sparse eval-
uation graph by applying an appropriate sequence of T2 and T4 transformations.
Note that the application of either T2 or T4 can only make the graph smaller. (Both
transformations reduce the number of nodes and the number of edges in the graph.)
Hence, the above corollary implies that the representation produced by our algorithm
is at least as sparse as the one produced by the Choi et al. algorithm.
Fig. 3 shows the diFerence between the compact evaluation graph and the sparse
evaluation graph for the example graph G presented in Fig. 1. As can be seen, the com-
pact evaluation graph can be generated from the sparse evaluation graph by applying
the transformation T4({x; y}).
We can also establish results analogous to the above for the quick propagation graph
de/ned in [12]. The quick propagation graph is based on the concept of single-entry
single-exit regions. Every single-entry single-exit R has a unique entry edge u→ v such
that it is the only edge from a vertex outside R to a vertex inside R. Let us refer to the
vertex u as the entry vertex of R. We can show, just as in the proof of Theorem 3, that
any single-entry single-exit region R consisting only of p-nodes can be merged with
its entry vertex using T2 and T4 transformations. Since the quick propagation graph
is constructed precisely by merging single-entry single-exit regions consisting only of
p-nodes with their entry vertices, we have:
Theorem 4. The quick propagation graph can be produced from the original control-
,ow graph by applying an appropriate sequence of T2 and T4 transformations.
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6. On minimum size equivalent 'ow graphs
We have now seen three diFerent graphs, namely SEG, QPG, and CEG, that can
all serve as “equivalent &ow graphs”, i.e. help to speed up data&ow analysis through
sparse evaluation techniques. This raises the question: what, exactly, is an equivalent
&ow graph? In particular, is it possible to construct a equivalent &ow graph of minimum
size e(ciently? In this section, we attempt to address these questions by presenting
one possible de/nition of equivalent &ow graphs.
Let S be a set of vertices in a graph G. Given a path .= [x1; : : : ; xm], we de/ne
the S-projection of ., denoted projectS(.), to be the subsequence [xi1 ; : : : ; xik ] of .
consisting of only vertices in S. Let 2 be some arbitrary sequence of elements of S.
We say that 2 is an S-path between vertices x and y iF there exists a path . between
vertices x and y whose S-projection is 2. We will use the notation x[s1; : : : ; sk ]Sy to
denote the fact that there is an S-path [s1; : : : ; sk ] from x to y, usually omitting the
superscript S as it will be obvious from the context.
De,nition 1. Let f be a function from the set of vertices of G to the set of vertices
of another graph H . Let f(S) denote the set {f(x) | x ∈ S}. We say that the 〈f;H 〉
preserves S-paths if
(i) f(entry(G))= entry(H).
(ii) f is one-to-one with respect to S: ∀x; y ∈ S:(x = y ⇒ f(x) = f(y)), and
(iii) for any vertex y in graph G; [s1; : : : ; sk ] is a S-path between entry(G) and y in
G iF [f(s1); : : : ; f(sk)] is a f(S)-path between entry(H) and f(y) in H .
We say that a data&ow analysis problem instance over a graph G is S-restricted if
the transfer function associated with any vertex not in S is the identity function.
With the above de/nition, one can show that if 〈f;H 〉 preserves S-paths, then for
any S-restricted data&ow analysis problem instance over graph G, the MOP or MFP
solution for G can be recovered from the MOP or MFP solution for H .
Theorem 5. Let G be a control-,ow graph and S a set of vertices in G that in-
cludes the entry vertex of G. Let 〈f;H 〉 preserve S-paths. Let F=(L; G;M; c) be an
S-restricted data,ow analysis problem instance over G. DeCne F′ to be (L; H;M ′; c)
where M ′(u) is deCned to be M (x) if u=f(x) for some x ∈ S; and the identity func-
tion otherwise.2 Then; for every vertex u in G;
MOPF(u) =MOPF′(f(u));
MFPF(u) =MFPF′(f(u)):
Proof. Note that for any path . in G;M (.)=M (projectS(.)), since the transfer func-
tion associated with any vertex not in S is the identity function. Let r denote the entry
2 This de/nition is meaningful since f(x)=f(y)⇒ M (x)=M (y).
132 G. Ramalingam /Theoretical Computer Science 277 (2002) 119–147
vertex of G. Let S-paths(r; u) denote the set of all S-paths from r to u. Obviously,
MOPF(u) = l
p∈Paths(entry(G);u)
M (p)(c)
= l
p∈S-Paths(r;u)
M (p)(c):
Since 〈f;H 〉 preserve S-paths, it follows trivially that MOPF(u)=MOPF′(f(u)).
Let us now consider the data&ow equations induced by F. Let u be a vertex not
in S. Since the transfer function associated with u is the identity function, the equation
associated with u
xu = M (u)
(
l
v→u
xv
)
reduces to
xu = l
v→u
xv:
Let us now eliminate from the right-hand side of all equations any variable xu associated
with a vertex not in S. The elimination is slightly complicated if there are cycles
involving vertices not in S. But if we have a cycle consisting only of vertices not in
S, the equations for the vertices in the cycle together imply that xu= xv for any two
vertices u and v in the cycle. Hence, mutually recursive equations induced by vertices
not in S can be converted into self-recursive equations, and then the self-recursion can
be eliminated. The elimination process /nally transforms the equation associated with
any vertex w into
xw = M (w)
(
l
v∈{s | s[s;w]w or s[s]w}
xv
)
:
Note that the meet is over the set of all vertices s in S that can reach w through
a path consisting of no vertices in S other than its endpoints. Since we assume that
every vertex in the graph is reachable from the entry vertex, it is clear that s[s; w]w iF
entry(G)[.; s; w]w for some sequence (path) .. It is clear that the data&ow equations of
both F and F′ are isomorphic when reduced to this simple form. Hence, the maximal
/xed point solution of both F and F′ are the same.
The above theorem shows that the conditions of De/nition 1 are su(cient to ensure
that the data&ow solution for G can be recovered from the data&ow solution for H . It
can also be argued that these conditions are necessary, in fact, for a theorem like the
above to hold. Obviously, we need condition (i) of De/nition 1. Further, for any two
vertices in S, it is trivial to construct an S-restricted data&ow analysis problem instance
over G such that the solution at the two vertices are diFerent. Hence, clearly condition
G. Ramalingam /Theoretical Computer Science 277 (2002) 119–147 133
(ii) is also necessary. Similarly, if for any vertex y in G the set of S-paths between
entry(G) and y do not correspond to the set of f(S)-paths between entry(H) and
f(y), it is again trivial to construct a S-restricted data&ow analysis problem instance
over G such that the solution at y diFers from the solution at f(y). Hence, we may
de/ne:
De,nition 2. Given a graph G, and a set S of vertices in G, we say that 〈f;H 〉 is an
equivalent &ow graph of G with respect to S iF 〈f;H 〉 preserves S-paths.
6.1. An algorithm for constructing vertex minimal equivalent ,ow graphs
We now present a simple algorithm for constructing an equivalent &ow graph consist-
ing of the minimum number of vertices possible. The algorithm runs in O(|S|(|V |+|E|))
time, where |S| denotes the number of m-nodes in the graph, while |V | and |E| denote
the number of vertices and edges in the graph.
We begin with some notation that will be helpful in relating algorithms based on
collapsing multiple vertices into a single vertex, such as our earlier algorithm based on
T2 and T4 transformations, to the notion of equivalent &ow graphs introduced above.
Let ∼= be an equivalence relation on the vertices of a graph G. Let C∼= denote the set
of equivalence classes of ∼=. Let [u]∼= denote the equivalence class to which vertex
u belongs. Let []∼= denote the function from V (G) to C∼= that maps every vertex to
its equivalence class. We may occasionally omit the subscript ∼= to reduce notational
clutter. We now de/ne the quotient graph obtained by collapsing every equivalence
class into a single vertex. The following de/nition depends on the set S of m-nodes
and is not the most obvious or natural de/nition, but the reason for the de/nition will
become apparent soon.
The graph G=s∼= is the graph H whose vertex set and edge set are as below:
V (H) = C∼= ;
E(H) = {[u]→ [v] | u→ v ∈ E(G) and ((v ∈ S) or ((@s ∈ S:v ∼= s)
and (u ∼= v)))};
entry(H) = [entry(G)]:
The de/nition of E(H) deserves some explanation. The basic idea is that an edge
u→ v of G will become the edge [u]→ [v] in the collapsed graph. However, the above
de/nition ensures that certain edges are eliminated completely. In particular, if u∼=v,
the corresponding edge [u]→ [v] will be a self loop, and is retained only if v ∈ S.
Similarly, if v∼=s for some s ∈ S, then an edge directed to v is projected only if v ∈ S.
Otherwise, it is eliminated.
Note that T2 and T4 transformations can be viewed as simple quotient graph con-
structions. In particular, T2(u; v) corresponds to the equivalence relation that places u
and v into the same equivalence class and every other vertex in an equivalence class by
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itself. Similarly, T4(X ) corresponds to an equivalence relation in which all vertices in
X are equivalent to each other, while every vertex not in X is in an equivalence class
by itself. A sequence of such transformations corresponds to an equivalence relation
too, namely the transitive closure of the union of the equivalence relations associated
with the individual transformations in the sequence. Hence, the compact evaluation
graph itself is the quotient graph with respect to an appropriate equivalence relation.
We now de/ne a particular equivalence relation ∼=S induced by set S. De/ne predS(u)
to be the set of vertices s ∈ S such that there exists an S-path [s] from s to u. Note
that for any s ∈ S; predS(s)= {s}. We say that u∼=S v iF predS(u)= predS(v). Our
algorithm identi/es the equivalence classes of the above equivalence relation, and col-
lapses each equivalence class to a single vertex. More formally, our algorithm produces
the equivalent &ow graph 〈[]∼=S ; G=S∼=S〉.
We will /rst establish the minimality claim.
Theorem 6. If 〈f;H 〉 preserves S-paths; then
f(x) = f(y)⇒ x∼=Sy:
Proof. Let 〈f;H 〉 preserve S-paths and assume that f(x)=f(y). Then,
w ∈ predS(x) ⇔ [w] is a S-path from w to x (de/nition of predS(x))
⇔ [f(w)] is a f(S)-path from (f(w) to f(x))
(since 〈f;H 〉 preserve S-paths)
⇔ [f(w)] is a f(S)-path from f(w) to f(y)
(sincef(x) = f(y))
⇔ [w] is a S-path from w to y
(since 〈f;H 〉 preserve S-paths)
⇔ w ∈ predS(y) (de/nition of predS(y))
Hence predS(x)= predS(y) and x∼=Sy:
It follows from the above theorem that we cannot construct an equivalent &ow graph
with fewer vertices than 〈[]∼=s ; G=s∼=s〉. We now just need to show that 〈[]∼=s ; G=s∼=s〉
is an equivalent &ow graph. The following theorem establishes a more general result,
namely that for any equivalence relation ∼= that approximates (re/nes) ∼=S , the quotient
graph with respect to ∼= is an equivalent &ow graph.
Theorem 7. 〈[]∼= ; G=S∼=〉 preserves S-paths i@
x ∼= y ⇒ x ∼=S y:
Proof. Let f denote []∼= and let H denote G=S∼=. The forward implication of the
theorem follows directly from Theorem 6. Consider the reverse implication. The /rst
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two conditions (of De/nition 1) follow trivially, and we need to show that the third
condition holds too.
Recall that x[s1; : : : ; sk ]Sy denotes the fact that there is an S-path [s1; : : : ; sk ] from x
to y. Let r denote the entry vertex of G. We need to show that
r[s1; : : : ; sk ]y ⇔ f(r)[f(s1); : : : ; f(sk)]f(y):
⇒: We will establish the forward implication by induction on the length of the
path from r to y. The base case is trivial since we have f(r)[f(r)]f(r). For the
inductive step assume that we have a path P from r to y, consisting of n edges, whose
S-projection is [s1; : : : ; sk ].
First consider the case where y∼= sk and y = sk . Consider the pre/x of path P end-
ing at vertex sk . This is a path from r to sk consisting of less than n edges whose
S-projection is [s1; : : : ; sk ]. It follows from the inductive hypothesis that f(r)[f(s1); : : : ;
f(sk)]f(sk). Since f(y)=f(sk), it follows that f(r)[f(s1); : : : ; f(sk)]f(y).
Now consider the remaining case, where y= sk or y ∼= sk . Note that the presence
of path P implies that sk [sk ]y. Hence, if y ∼= sk , then @s ∈ S:s∼=y. If x→y is the
last edge of path P, we have r[s1; : : : ; sk ]x via a path of n− 1 edges. If follows from
the inductive hypothesis that f(r)[f(s1); : : : ; f(sk)]f(x). If x∼=y, then f(x)=f(y)
and we are done. Otherwise, H includes the edge f(x)→f(y), and it follows that
f(r)[f(s1); : : : ; f(sk)]f(y) also.
⇐: We will establish the reverse implication by induction on the length of the path
from f(r) to f(y) in H . Again, the base case is trivial since we have r[r]r. For the
inductive step assume that we have a path P from f(r) to f(y) of length n edges
whose f(S) projection is [f(s1); : : : ; f(sk)]. We will establish that r[s1; : : : ; sk ]y in two
steps.
Proof that r[s1; : : : ; sk ]sk : First consider the case that y∼= sk . The last edge of P must
be of the form f(x)→f(sk) where x→ sk is an edge in G. Since we have a path of less
than n−1 edges from f(r) to f(x) whose S-projection is [f(s1); : : : ; f(sk−1)], it follows
from the inductive hypothesis that r[s1; : : : ; sk−1]x, which together with the edge x→ sk
implies that r[s1; : : : ; sk ]sk . Now consider the case that y ∼= sk . Then, we have a path
of less than n− 1 edges from f(r) to f(sk) whose S-projection is [f(s1); : : : ; f(sk)].
It follows from the inductive hypothesis that r[s1; : : : ; sk ]sk .
Proof that sk [sk ]y: Consider the su(x of path P from f(sk) to f(y). This su(x
can be written in the form f(u1)→f(u2) · · ·f(uj) where sk ∼= u1; u1→ u′2; u′2∼= u2; : : : ;
u′j ∼= uj, and uj =y. It immediately follows that sk [sk ]ui for 16i6j. In particular, this
implies that there is a path Q from sk to y in G whose S-projection is [sk ].
It follows that r[s1; : : : ; sk ]y.
It is easy to verify that the equivalence relations corresponding to T2 and T4 transfor-
mations are approximations of ∼=S . Hence, the above theorem showsthat 〈[]∼=S ; G=s ∼= s〉,
the compact evaluation graph, the sparse evaluation graph, and the quick propagation
graph are all valid equivalent &ow graphs.
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6.1.1. Identifying the equivalence classes of ∼=S
We now present an e(cient algorithm for identifying the equivalence classes of ∼=S .
The algorithm is a partitioning algorithm similar to Hopcroft’s algorithm for minimizing
/nite automata.
We initially start out with a partition in which all nodes are in a single equivalence
class. We then re/ne the partition by considering every node in S, one by one. For
every node m in S, we /rst perform a traversal of the graph to identify Rm, the set of
all nodes reachable from m without going through another node in S. These are the
nodes u such that predS(u) contains m. Then, every equivalence class X is re/ned
into two equivalence classes X ∩Rm and X − Rm, if both these sets are nonempty.
This re/nement ensures that for any two vertices x and y left in the same equivalence
class, m ∈ predS(x) iF m ∈ predS(y). Hence, once the re/nement has been done with
respect to every vertex in S; predS(x)=predS(y) for any two vertices x and y left
in the same equivalence class.
The re/nement of the partition, for a given node m, can be done in linear time, if
appropriate data structures are used. (For example, by maintaining each equivalence
class as a doubly linked list, so that an element can be removed from an equivalence
class in constant time.) Consequently, the /nal partition can be constructed in time
O(|S|(|V |+ |E|)).
In practice, it might be more e(cient to /rst construct the compact evaluation graph,
using the linear time algorithm, and to then apply the above quadratic algorithm to the
smaller compact evaluation graph.
This algorithm is similar in spirit to the work of Duesterwald et al. [9], who present
both an O(|V | log |V |) algorithm and an O(|V |2 log V ) partitioning based algorithm for
constructing equivalence graphs. (This complexity measure is based on the assumption
that the number of edges incident on a vertex is bounded by a constant). Both the
Duesterwald et al. algorithm and Hopcroft’s algorithm utilize the edges of the graph
to re/ne partitions, while our algorithm uses paths in the graph consisting only of
p-nodes to do the re/nement step. This guarantees that the graph produced by our
algorithm has the minimum number of vertices possible, which is not the case with
the Duesterwald et al. algorithm.
6.2. Constructing edge minimal equivalent ,ow graphs is NP-hard
We now show that the problem of constructing the smallest equivalent &ow graph
becomes much more di(cult if one counts the number of edges in the graph as well.
De/ne the size of 〈f;H 〉 to be the sum of the number of nodes and the number of
edges in H .
Theorem 8. The problem of Cnding an equivalent ,ow graph of minimum size is
NP-hard.
G. Ramalingam /Theoretical Computer Science 277 (2002) 119–147 137
Fig. 4. Transforming an instance of the set-covering problem to an instance of the equivalent &ow graph
problem.
Proof. (Reduction from the set-covering problem). The set-covering problem [4] is the
following: Given a /nite (X;F), where X =
⋃
S∈F S, /nd a minimum-size subset C
of F such that X =
⋃
S∈C S. The set-covering problem is known to be NP-hard. We
now show that given an instance (X;F) of the set-covering problem, we can construct
in polynomial time a graph G such that a minimum-size cover for (X;F) can be
generated (in polynomial time) from a minimum-size equivalent &ow graph for G.
We assume that the input instance is such that X =∈F. Otherwise, {X } is trivially the
minimum-size cover for (X;F).
The graph G (see Fig. 4) consists of a m-node r (the entry vertex), a m-node mx
for every x∈X , a p-node pS for every S ∈F, and a p-node exit. The graph consists
of an edge from r to every mx, an edge from mx to pS iF x∈ S, and an edge from
every pS to exit.
Let 〈f;H 〉 be a minimum size equivalent &ow graph for G. Assume that every
predecessor of f(exit) in H is some vertex of the form f(pSw). If this is not the case,
then H can be trivially modi/ed as follows, without increasing its size, to ensure this.
Consider the vertex f(exit) in H . Let w be any predecessor of f(exit) in H . We
claim that there must be some f(pSw) reachable from w.
Claim. There exists some f(pSw) reachable from w.
Proof. Consider the following cases:
Case 1: w is f(r). This is not possible, since 〈f;H 〉 preserves S-paths.
Case 2: w is f(mx), for some x. Clearly, x must be in some set S ∈F. Hence, there
must exist an edge from mx to pS in G. Since 〈f;H 〉 preserves S-paths, there must
exist some path from f(mx) to f(pS) in H .
Case 3: w is f(pS), for some S. The result trivially follows.
Case 4: w is f(exit). This is not possible, since we can drop the edge from f(exit)
to itself to get a smaller equivalent &ow graph.
Case 5: w is not f(u), for any u. If no f(pS) is reachable from w, then we could
simply merge w with f(exit) to generate a smaller equivalent &ow graph. Hence, there
must exist a f(pS) reachable from w.
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Now, let us replace every predecessor w of f(exit) by f(pSw). This gives a mini-
mum size equivalent &ow graph in which all predecessors of f(exit) are of the form
f(pS).
It can be shown that the set {S ∈F |f(pS)→f(exit) is an edge in H} is a mini-
mum size cover for (X;F). Clearly, the conditions for S-path preservation imply that
this set must be cover for (X;F). If it is not a minimum size cover, let C ⊆F be
a minimum size cover for (X;F). Replace the predecessors of f(exit) by the set
{f(pS) | S ∈C}. This will give us a smaller equivalent &ow graph, contradicting our
assumption that 〈f;H 〉 is a minimum size equivalent &ow graph.
6.3. Discussion
Let us look at the results we have seen so far from a slightly diFerent perspec-
tive. We have seen that cycles involving p-nodes are irrelevant and may be eliminated
(e.g., via T4 transformations). Once such cycles are eliminated, the problem of con-
structing equivalent &ow graphs becomes similar to a well-known problem: minimizing
the computation required to evaluate a set of expressions over a set of variables. The
one additional factor we need to consider is that the only operator allowed in the ex-
pressions is the meet operator, which is commutative, associative, and idempotent. For
example, the problem may be viewed as that of minimizing a boolean circuit consisting
only of, say, the boolean-and operator.
Our algorithm for constructing the vertex minimal equivalent &ow graph essentially
eliminates common subexpressions. From the point of view of performing data&ow
analysis, this achieves the “best-possible” space reduction one might hope for (since
iterative algorithms typically maintain one “solution” for every vertex in the graph).
This also reduces the number of “meet operations” the iterative algorithm needs to
perform in order to compute the /nal solution, but not to the least number necessary.
Eliminating further “unnecessary” edges from the graph can reduce the number of meet
operations performed by the analysis algorithm, though it will not provide further space
savings.
This helps to place the above NP-hardness result in perspective, indicating what can
be achieved e(ciently and what cannot.
There is yet another question concerning the signi/cance of the above NP-hardness
result. Our feeling is that it may be simpler to generate the minimum size equivalent
&ow graph for control-&ow graphs generated from structured programs than to do it for
graphs generated from unstructured programs and that the NP-hardness result might not
hold if we restrict attention to structured control-&ow graphs. Consider the example in
Fig. 5(i). As before, m-nodes are shown as bold circles. This graph is already in normal
form with respect to both T2 and T4 transformations. Hence, the compact evaluation
graph of this graph is itself. However, a smaller equivalent &ow graph exists for this
input graph, as shown in Fig. 5(ii).
Note, however, that the graph in Fig. 5(i) cannot be generated using structured
programming constructs. In contrast, consider the graph shown in Fig. 5(iii). This
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Fig. 5. An example illustrating the kind of factoring that our algorithm does not attempt to achieve.
graph can be generated using only structured constructs such as CASE statements and
If–Then–Else statements. The nodes e, f, and g of this graph have the same solution
as the corresponding nodes in Fig. 5(i). In this case, however, our linear time T2–
T4-based algorithm will be able to reduce this graph to the normal form shown in
Fig. 5(ii)!
An interesting question that arises is whether it is simpler to generate the minimum
size equivalent &ow graph for control-&ow graphs of structured programs. In particular,
does not NP-hardness result hold if we restrict attention to structured control-&ow
graphs?
7. Partially equivalent 'ow graphs
Note that the equivalent &ow graphs we have considered so far permit the data&ow
solution for any vertex in the original graph to be recovered from the sparse graph.
In general, we may not require the data&ow solution at every vertex. For example,
if we are solving the reaching de/nitions problem for a variable x, the solution will
usually be necessary only at nodes that contain a use of the variable x. One can use this
fact to construct graphs that are even more compact than the equivalent &ow graphs.
We will refer to such generalized graphs that allow us to recover the data&ow solution
for a speci/ed set of vertices in the original graph as partially equivalent ,ow graphs.
Let us refer to a node where the data&ow solution is required as a r-node and to a
node where the data&ow solution is not required as a u-node. Let us refer to a node
that is both a p-node and a u-node as a up-node. We now de/ne some transformations
that can be used in the construction of a partially equivalent &ow graph.
7.1. More transformations
Transformation T5: The T5 transformation is applicable to a node u if (i) u is an
up-node, and (ii) u has a unique successor. The T5 transformation is structurally the
same as a T2 transformation. It simply merges the node u, to which it is applicable, with
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u’s unique successor. Let v denote u’s successor. The graph T5(u; v) (G) is obtained
by removing the node u and the edge u→ v from the graph G and by replacing every
incoming edge w→ u of u by a corresponding edge w→ v.
Note that the data&ow solution for node u in graph G cannot be, in general, obtained
from the data&ow solution for any node in T5(u; v) (G). However, this is okay since
the data&ow solution at u is not required.
Transformation T6: The T6 transformation is applicable to any set of u-nodes that
has no successor. (A set X of nodes is said to have no successor if there exists no
edge from a node in X to a node outside X .) If X is a set of u-nodes that has no
successor in G, then the graph T6(X ) (G) is obtained from G by deleting all nodes
in X as well as any edges incident on them.
The T6 transformation is rather simple: it says that a node can be deleted if that
node and all nodes reachable from that node are u-nodes. This is similar to the pruning
of dead 4-nodes discussed in [23, 3] but more general.
We now outline a transformation that essentially captures an optimization described
by Choi et al. [3]. This optimization, however, requires us to relax our earlier condition
that the partially equivalent &ow graph is to be constructed knowing nothing about the
transfer functions associated with the m-nodes. Assume that we further know whether
the transfer function associated with a m-node is a constant-valued function or not. (For
example, in the problem of identifying the reaching de/nitions of a variable x, every
m-node has a constant-valued transfer function, since it generates the single de/nition
of x contained in that node and kills all other de/nitions of x.) Let us refer to a
m-node as a c-node if the transfer function associated with that node is a constant-
valued function.
Transformation T7: The T7 transformation is applicable to any c-node that has
one or more incoming edges, and the transformation simply deletes these incoming
edges.
The T7 transformation preserves the maximal /xed point solution, but may not
preserve the meet-over-all-paths solutions since it creates vertices unreachable from the
entry vertex. If the meet-over-all-paths solution needs to be preserved, we can use a
modi/ed version of the transformation that replaces all incoming edges of a c-node by
a single edge from the entry vertex.
Theorem 9. The T2; T4; T5; T6; and T7 transformations form a Cnite Church–Rosser
system.
Proof. Tedious, but straightforward.
7.2. The algorithm
Luckily, the transformations do not signi/cantly interact with each other. Let us
denote the normal form of a graph G with respect to the set of all T2, T4, T5, T6, and
T7 transformations by (T2+T4+T5+T6+T7)∗(G). Let T5∗(G) denote the normal
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form of G with respect to the set of all T5 transformations. T6∗(G); T7∗(G); T2∗(G),
and T4∗(G) are similarly de/ned. We can show that:
Theorem 10. (T2 + T4 + T5 + T6 + T7)∗(G)=T5∗(T6∗(T7∗(T2∗(T4∗(G))))).
Proof. We will sketch the outline of a proof and omit details. Assume that a graph is
in normal form with respect to T4 transformations. In other words, it does not have
any nontrivial (that is, of size ¿1) strongly connected set of p-nodes. Clearly, the
application of a T5 transformation will not create any nontrivial strongly connected set
of p-nodes. Hence, the graph will continue to be in normal from with respect to T4
transformation even after the application of a T5 transformation. Similarly, the graph
will continue to be in normal from with respect to T4 transformations even after the
application of a T6 or a T7 or a T2 transformation.
Now assume that a graph is in normal form with respect to T2 transformations.
One can show that the graph will continue to be in normal form with respect to T2
transformations even after the application of a T5 or T6 or T7 transformation.
Similarly, a graph in normal form with respect to T7 transformations will continue to
be so even after the application of a T6 or T5 transformation. And a graph in normal
form with respect to T6 transformations will continue to be so after the application of
a T5 transformation.
This establishes that T5∗(T6∗(T7∗(T2∗(T4∗(G))))) is in normal form with respect
to all the transformations.
We now present our algorithm for constructing a partially equivalent &ow graph for
a given graph G.
Step 1: Compute G1 =T4∗(G) (as outlined earlier).
Step 2: Compute G2 =T2∗(G1) (as outlined earlier).
Step 3: Compute G3 =T7∗(G2), by simply deleting all incoming edges of every
c-node in G2.
Step 4: Compute G4 =T6∗(G3) as follows: perform a simple backward graph traver-
sal from every r-node to identify the set X of nodes from which a r-node is reachable.
Delete all other nodes and edges incident upon them.
Step 5: Compute G5 =T5∗(G4) as follows: Let w1; : : : ; wk be the set of up-nodes of
G4 in topological sort order. Since G4 is in normal form with respect to T4 transfor-
mations, it cannot have any cycle of p-nodes, and hence a topological sort ordering
of the up-nodes must exist. Visit vertices wk to w1, in that order, applying the T5
transformations to any wi that has only one successor.
The graph G5 can be shown to be in normal form with respect to all the transfor-
mations described earlier.
Example. Fig. 6 illustrates the construction of a partially equivalent &ow graph using
our algorithm. Assume that all applicable T2 and T4 transformations have been applied
to the initial graph using the algorithm outlined earlier, and that the resulting graph is
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Fig. 6. An example illustrating our algorithm for constructing a partially equivalent &ow graph.
as shown in Fig. 6(i). Assume that we are interested in the data&ow solution only at
nodes e and i (shown as square vertices in the /gure). All the remaining nodes (shown
as circles) are u-nodes. We also assume that all the m-nodes have a constant transfer
function.
The next step in computing the partially equivalent &ow graph is applying all possible
T7 transformations. This produces the graph shown in Fig. 6(ii). We then apply all
feasible T6 transformations, which produces the graph in Fig. 6(ii).
We then examine all remaining up-nodes in reverse topological sort order, applying
the T5 transformations where possible. It turns out that the T5 transformation is appli-
cable to both f and d, and applying these transformations produces the normal form
in Fig. 6(v).
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8. Interprocedural extensions
We have discussed sparse evaluation as it applies to intraprocedural analysis (or
analysis of single procedure programs). However, the ideas outlined in this paper can be
easily extended to the case of interprocedural analysis. Assume that the input program
consists of a set of procedures, each with its own control-&ow graph. Some of the
vertices in the graphs may correspond to “call”s to other procedures. We assume that, as
part of the input, all the noncall vertices in each control-&ow graph have been annotated
as being a m-node or a p-node. Vertices representing procedure calls, however, are
not annotated as part of the input.
Clearly, any procedure all of whose nodes are p-nodes can be “eliminated”, and
any call to this procedure may be marked as being a p-node. Iterative application
of this idea, in conjunction with our algorithm for the intraprocedural case, su(ces
to construct the sparse evaluation representation of multi-procedure programs, in the
absence of recursion.
Recursion complicates issues only slightly. De/ne a procedure P to be a p-procedure
if all the nodes in procedure P and all the nodes in any procedure that may be directly
or transitively called from P are p-nodes. De/ne P to be a m-procedure otherwise.
The set of all m-procedures in the program can be identi/ed in a simple linear time
traversal of the call graph. Initially, mark all procedures containing a m-mode as being
a m-procedure. Then, traverse the call graph in reverse, identifying all procedures that
may call a m-procedure, and marking them as being m-procedure as well.
Once this is done, we may mark a call node as being a m-node if it is a call to a
m-procedure and as a p-node otherwise. Then, we can construct the sparse evaluation
representation of each procedure independently, using our intraprocedural algorithm.
9. Related work
The precursor to sparse evaluation forms was the static single assignment form [6, 7],
which was used to solve various analysis problems, such as constant propagation and
redundancy elimination, more e(ciently. Choi et al. [3] generalized the idea and de/ned
the sparse evaluation graph. Cytron and Ferrante [5], Sreedhar and Gao [20], and Pingali
and Bilardi [16, 17] improve upon the e(ciency of the original Choi et al. algorithm
for constructing the sparse evaluation graph. (We will discuss the relative e(ciencies
of the various algorithms in detail soon).
Johnson et al. [13, 12] de/ne a diFerent equivalent &ow graph called the quick propa-
gation graph (QPG) and present a linear time algorithm for constructing it. Duesterwald
et al. [9] show how a congruence partitioning technique can be used to construct an
equivalent &ow graph. Ruf [18] and Steensgaard [21] outline approaches to generating
sparse representations in the context of value dependence graphs (VDGs), a store-based
functional representation of imperative programs. In particular, Ruf shows how an ana-
logue of the sparse evaluation graph can be constructed by applying various semantics-
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preserving transformations (corresponding to standard compiler optimizations) to the
VDG representation. PIM [10, 1] is a similar, store-based program representation that
allows for the generation of sparse representations through semantics-preserving trans-
formation.
We now brie&y compare our work with these diFerent algorithms and representations
in terms of the following three attributes.
9.1. Simplicity
Our work was originally motivated by a desire for a simpler algorithm for con-
structing sparse evaluation graphs, one that did not require the dominator tree, which
had been a standard prerequisite for most previous algorithms for constructing sparse
evaluation graphs. (Subsequent to our work, we became aware of an O(n log n) algo-
rithm by Duesterwald et al. [9] for generating sparse evaluation forms. This algorithm
is based in congruence partitioning and does not require the dominator tree either.)
We believe that our algorithm is simpler to understand and implement than the previ-
ous algorithms for constructing the sparse evaluation graph. (Of course, the dominator
tree has other applications, and if it is being built any way, then our algorithm does
not oFer any particular advantage in terms of implementation simplicity.)
9.2. Compactness
We have shown that the compact evaluation graph is, in general, smaller than the
sparse evaluation graph and the quick propagation graph. Consequently, data&ow anal-
ysis techniques can bene/t even more by using this smaller representation.
We have also presented a quadratic algorithm for constructing the equivalent &ow
graph with the smallest number of vertices possible. This may be of interest for compli-
cated and expensive analyses, such as pointer analysis, where it may be worth spending
the extra time to reduce the number of vertices in the graph.
Duesterwald et al. present an O(|V | log |V |) algorithm for constructing an equiva-
lent &ow graph, which we believe is exactly the sparse evaluation graph. They also
describe another O(|V | log |V |) algorithm that can lead to further reductions in the size
of graph. They then suggest iteratively applying both these algorithms until the graph
can be reduced no more, leading to an O(|V |2 log |V |) algorithm. Our algorithm for
constructing the equivalent &ow graph with the minimal number of vertices is similar
in spirit to this O(|V |2 log |V |) algorithm, but constructs an even smaller graph more
e(ciently.
9.3. E;ciency
Comparing the e(ciency of the various algorithms for constructing the SSA form
and the diFerent equivalent &ow graphs can be somewhat tricky. In particular, under
some situations, the worst-case complexity measure does not tell us the full story.
G. Ramalingam /Theoretical Computer Science 277 (2002) 119–147 145
If we are interested in the problem of constructing a single equivalent &ow graph
from a given graph, then comparing these algorithms is easy. The linear algorithms
due to Pingali and Bilardi, Sreedhar and Gao, Johnson and Pingali, as well as our
own linear time algorithm are all asymptotically optimal. One could argue that our
algorithm has a smaller constant factor because of its simplicity.
Often, however, we may be interested in constructing multiple equivalent &ow graphs
from a given control-&ow graph (each with respect to a diFerent set of m-nodes). Our
previous observations remain more or less valid even in this case. For each equivalent
graph desired, one has to spend at least T(|V |) time building the map from the vertices
of the original graph to the vertices of the equivalent &ow graph. All the linear time
algorithms should perform comparably (upto constant factors) for typical control-&ow
graphs, where |E| is O(|V |).
Now, assume that we are interested in constructing multiple partially equivalent
&ow graphs from a given control-&ow graph. The problem of constructing the SSA
form falls into this category – the true generalization of the SSA form appears to
be the partially equivalent &ow graph, not the equivalent &ow graph. In particular,
every subproblem instance speci/es a set S of m-nodes as well as a set R of nodes
where the data&ow solution is required. For each subproblem, we need to construct a
partially equivalent &ow graph, and a mapping from every vertex in R to a vertex in
the equivalent &ow graph. Our algorithm, as well as Sreedhar and Gao’s algorithm, will
spend T(|V |+|E|) time for the construction of each partially equivalent &ow graph. The
original SSA algorithm [6, 7], in contrast, constructs all the partially equivalent &ow
graphs in parallel, sharing the linear time graph traversal overhead. For control &ow
graphs that arise in practice, this algorithm usually constructs each partially equivalent
&ow graph in “sub-linear” time, even though, in the worst case, this algorithm can take
quadratic time to construct each partially equivalent &ow graph. Hence, many believe
that, in practice, this algorithm will be faster than the algorithms that always take
linear time for every partially equivalent &ow graph. (See [19] for empirical evidence
supporting this.) Fortunately, the work of Pingali and Bilardi [16, 17] shows how the
original SSA algorithm can be adapted so that we have the best of both worlds, namely
a linear worst-case complexity as well a “sub linear” behavior for graphs that arise in
practice.
When is this /ner distinction between the diFerent linear time algorithms likely to
be signi/cant? One could argue that this diFerence is unlikely to be very signi/cant for
complex analysis problems, where the cost of the analysis is likely to dominate the cost
of constructing the equivalent &ow graph. Problems such as the reaching de/nitions
problem, however, are simple and have linear time solutions. In this case, the cost of
constructing the equivalent &ow graph may be a signi/cant fraction of the analysis
time, and the above distinction could be signi/cant. On the other hand, some [8] argue
that constructing equivalent &ow graphs is not the fastest way to solve such simple
analysis problems anyway.
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10. Conclusion
Previous work has shown equivalent &ow graphs to be a useful representation, both
for improving the performance of data&ow analysis algorithms as well as for repre-
senting data&ow information compactly. This paper presents a linear time algorithm for
computing an equivalent &ow graph that is smaller than previously proposed equiva-
lent &ow graphs. We have presented a quadratic algorithm for constructing a equivalent
&ow graph consisting of the minimum number of vertices. We have also shown that
the problem of constructing a equivalent &ow graph consisting of the minimum number
of vertices and edges is NP-hard.
We have shown how the concept of an equivalent &ow graph can be generalized to
that of a partially equivalent &ow graph and have extended our algorithm to generate
this more compact representation. For simple partitioned problems, such as the reach-
ing de/nitions problem, the partially equivalent &ow graph directly yields the desired
solution, in “factored form”.
The results presented here give rise to several interesting questions which appear
worth pursuing. How signi/cant is the NP-hardness result in practice? Can minimum
size equivalent &ow graphs be constructed e(ciently for special classes of graphs, such
as those that can be generated by structured programming constructs? Are there other
graph transformations worth incorporating into our framework?
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