The typical output of many computational methods to identify binding sites is a long list of motifs containing some real motifs (those most likely to correspond to the actual binding sites) along with a large number of random variations of these. We present a statistical method to separate real motifs from their artifacts. This produces a short list of high quality motifs that is sufficient to explain the over-representation of all motifs in the given sequences. Using synthetic data sets, we show that the output of our method is very accurate. On various sets of upstream sequences in S. cerevisiae, our program identifies several known binding sites, as well as a number of significant novel motifs. Contact: blanchem,saurabh @cs.washington.edu
INTRODUCTION
There has been much recent work on computational methods to identify putative binding sites for regulatory factors in DNA sequences. One popular way to do so is to search for motifs (features that occur surprisingly often in a given set of sequences). Numerous tools have been developed for doing this. (See, for example, Lawrence et al. (1993) , Bailey and Elkan (1995) , van Helden et al. (1998) , and Sinha and Tompa (2000) .) The putative sites thereby found can then be verified for function, for example by mutagenesis experiments.
A set of sequences having bindings sites for a few different factors typically contains hundreds of statistically over-represented motifs, most of them being minor variations of the true binding sites. How does one extract these few "real" motifs from the vast number that are simply artifacts of these few? For example, suppose a factor binds to TCACGCT in a set of sequences, causing this motif to be over-represented. Many of its variations, e.g. CACGCTT or TCACGCW, are also likely to be over-represented, simply because each has its number of occurrences artifically increased by the presence of TCACGCT. These variations are probably not accurate descriptions of the binding site and we would like to separate these "artifact" motifs from the "real" ones. Notice that if we took into account the fact that TCACGCT is over-represented, the high counts of Þ The two authors contributed equally to the paper CACGCTT or TCACGCW might not be surprising anymore. Based on this intuition, we formulate the above-mentioned problem of extracting real motifs as follows: BEST EXPLANATORS PROBLEM Given: A set of sequences Ë, and a set of motifs in Ë.
Find: The smallest subset (the real motifs, called the explanators) of such that, if we take into account the occurrences of motifs in , the occurrences of motifs in are no longer surprising Ý . This is the main problem we address in this paper. This is not a motif-finding problem per se, but rather a postprocessing step that will improve the accuracy of the motifs reported.
We begin by illustrating the importance of this problem for motif-finding applications. Any motif-finding technique has to make a trade-off between good soundness (reporting few or no motifs that are not actual binding sites) and good completeness (missing few or no binding sites). Some motif-finding tools (e.g. van Helden et al. (1998) , Sinha and Tompa (2000) ), with an emphasis on completeness, produce a long list of motifs that are statistically over-represented. Since this list mostly contains artifact motifs, it has low soundness. This issue is especially relevant in the case of the motif-finding program YMF (Sinha and Tompa (2000) ) where, in a list of motifs ordered by statistical significance, the first hundreds of positions may be occupied by artifacts of a single strong motif, while a second real motif is ranked below these in the list. In fact, this problem arises with any algorithm that is geared towards high completeness. Some programs (e.g. Vilo et al. (2000) ) deal with this problem by clustering together motifs with high sequence similarity, thereby improving the readability of the output. Sequence similarity may, however, not be a reliable criterion for clustering motifs. For example, the factor MCB binds to WCGCGW (Zhu and Zhang (1999) ) which has a five residue overlap with CNCGAAA, the binding site for SCB. Sequence similarity may wrongly cluster these together. One way to achieve high soundness, used for example by Rocke and Tompa (1998) , is to iteratively find the most significant motif and mask its occurrences in the sequences, so that none of its variations Ý This notion of surprise will be formalized later will be found in future iterations. Clearly, this technique forbids finding any overlapping motif that is significant in its own right. For example, the factor Gal4p binds to CGGNNNNNNNNNNNCCG, a strong motif in the GAL family. Moreover, a significant fraction of its binding sites also have the motif CGGNNNNCTS, aligned with the canonical motif. The masking strategy would prevent us from finding this second motif.
We believe that a correct way to improve the soundness of a list of motifs, without losing on completeness, is by solving the BEST EXPLANATORS problem. This separates real motifs (the explanators) from their artifacts. The explanators thus found are likely to be accurate descriptions of the actual binding sites. In this paper, we present a statistical framework for reasoning about motif similarities and propose an algorithm to solve the BEST EXPLANATORS problem. First, we introduce and quantify the notion of motif explanation, which is the cornerstone of our approach. We then present our algorithm and validate our methodology using synthetic data sets. Finally, we present previously identified as well as novel motifs found in various sets of yeast genes.
MOTIFS AND EXPLANTATIONS
In this section, we describe a statistical framework that formalizes the BEST EXPLANATORS problem, and derive a quantitative measure of how well motifs explain each other's occurrences. A motif Ñ is a string over ¦, the alphabet of the fifteen IUPAC ambiguity codes for nucleotides. This model, while being less expressive than the alternate weight matrix model, is more amenable to exact algorithms, for example through enumeration (see van Helden et al. (1998 ), Tompa (1999 , and Sinha and Tompa (2000) ). In this model, the task of motif-finding is to find all motifs whose count (number of occurrences) in the input sequences is significantly greater than that expected if the input sequences were random. Such motifs are said to be over-represented.
We shall now examine the occurrences of two (or more) motifs, in relation to each other. Suppose we have one input sequence × and consider two motifs and Ñ. 
Conditional probabilities of occurrences
The goal of this section is to derive formulas to compute the conditional expectation and variance of the count of one motif in a random sequence, given the occurrences of other motifs. These statistics will be used later to obtain a measure of explanation. For simplicity, we shall present the calculations in terms of occurrences on one strand only, though it is easy to generalize them to occurrences on both strands, and our implementation considers this general case. We shall assume that a random sequence is one that is generated using a Ø -order Markov model, with a transition matrix Å chosen to mimic the noncoding sequence of the organism considered.
For a motif Ñ and an input sequence × of length Ð, we define a binary vector Ñ , of length Ð, to summarize our knowledge about the occurrences of Ñ in ×.
We first show how to compute the probability of some motif Ñ occurring at position , given a set of positions where motifs ½ occur:
Both the numerator and the denominator of (2) two IUPAC symbols is the most general symbol that is included in both of them.) If, for some motif Ñ Ô , there is no specialization possible, the resulting probability is zero. Otherwise, simply compute the probability of the resulting sequence Ì using the Markov chain Å.
We now want to compute, for each position , the
℄, that is, the probability that motif Ñ occurs in sequence × at position , given the positions of occurrences and non-occurrences
Notice that if two positions and are sufficiently far apart ( ½ , for some appropriately chosen ½ ), then the fact that some motif occurs at position has very little influence on the probability that Ñ occurs at position
. Similarly, if ¾ , for some suitable ¾ , then the knowledge of the non-occurrence of at position has very little effect on the probability that motif Ñ occurs at position . Notice that the influence of non-occurrence dies much faster than that of a motif's occurrence, and thus for a same degree of approximation, we can choose
Using Bayes' theorem a couple of times, we can write (4) as
Finally, by a simple application of the InclusionExclusion principle, we can write, for any condition ,
We have now reduced Ô to an expression where each term is computable using Equation 2. Equation 6 contains sums over a potentially exponential-sized set of elements. However, for most choices of , we have È Ö ´ µ¾ ´ ½µ ℄ ¼, because it leads to illegal overlaps. For most sets of motifs, the number of ways to overlap motifs in a region of size ¾ ¾ · ½ is usually quite small ( ¾ is typically set to 1 or 2), and thus the sum generally contains few non-zero terms. Moreover, it is easy to efficiently generate those legal overlaps.
We can now readily compute the conditional expectation of AE Ñ , the number of occurrences of some motif Ñ, given the occurrences of ½ .
We can also compute the conditional variance of AE Ñ :
The approximation leading to Equation 6 is based on the idea that the occurrences of a motif at two sufficiently distant positions in the sequence are almost independent. This approximation reduces the number of times Equation 2 needs to be computed from quadratic to linear in Ð.
The above calculations assumed a single input sequence. The generalization to multiple sequences is simple: since the counts can be assumed independent across sequences, we can compute the total expectation and variance by summing over all sequences.
Objective measure of explanation
We can now compute a statistic ´Ñ ½ µ ´Ñ µ ´Ñµ the unconditional z-score of Ñ.
The analytical form of the distribution of the statistic ´Ñ ½ µ is unknown. The unconditional z-score, ´Ñµ, has been shown to be normally distributed, for large sequences (Waterman (1995) , Nicodème et al. (1999) ). This statistic was used for motif finding by van Helden et al. (2000) , Tompa (1999) , and Sinha and Tompa (2000) , among others. Using simulated data and a Chi-square test, we verified that, for ¼, a similar normality assumption can be made for large sequences. For input sequences of smaller size (e.g. less than 4000 bp), some motifs fail the normality test. However, as the validation section shows, this turns out not to be a major problem in practice.
ALGORITHM
The problem we defined in the introduction can now be restated as follows:
BEST EXPLANATORS PROBLEM
Given: A set of sequences Ë, a set of motifs in Ë and a real number .
Find:
The smallest subset of such that for all Ü ¾ , ´Ü µ .
We propose a greedy algorithm to solve this problem. The algorithm begins by choosing the motif with the highest (unconditional) z-score as the first element of . Then it adds motifs to iteratively. In each iteration, the motif that is least explained by the current is chosen. The process stops when each motif in is sufficiently well explained. Clearly, the set output is a feasible solution. However, it may not be the smallest such set. In the next section, we test the algorithm on simulated data, and the results suggest that it performs remarkably well.
To reduce the running time, we use a preprocessing step that reduces the size of by removing elements that are almost surely not going to be in the optimal set . We do so by removing from any motif Ñ for which there exists a motif ¾ such that ´ µ ´Ñµ and ´Ñ µ ¼ . ( ¼ is a threshold that, in practice, can safely be set to 4.) The preprocessing step dramatically reduces the running time of the greedy algorithm by typically filtering out about 80% of the motifs in , while removing real motifs extremely rarely.
Our implementation uses the motif-finding tool of Sinha and Tompa (2000) , called YMF, to generate the initial set of all motifs with unconditional z-score at least 5.
is used as input to our program. YMF is a tool that uses an enumerative algorithm to find all motifs with high unconditional z-scores. It assumes a restricted alphabet ¦ A,C,G,T,R,Y,W,S Þ and allows motifs of the form ¦ AE ¦ , with ½ and ¼ ½½. We configured the program to allow at most 2 characters from the set R,Y,W,S in a motif, and set ¿. YMF models random sequences using a ¿ Ö order Markov chain and our algorithm uses the same Markov chain. The Þ an empirical study in Sinha and Tompa (2000) shows that other IUPAC symbols rarely occur in yeast binding site consensi constant ½ in Equation 4 is set to ¾¿, so that any two motif occurrences (of length at most 17) with a gap of less than 6 bases between them are handled accurately. The constants ¾ in Equation 4 and ¿ in Equation 6 are set to the values 1 and 6 respectively.
The algorithm was implemented in C++ and the code is available from the authors upon request. Using the above-mentioned constants and the preprocessing step, it generally runs in less than 10 minutes on a PentiumIII machine, on inputs like those used in the next two sections (typically, 50 sequences of length 800bp each, ½¼¼¼ ).
VALIDATION EXPERIMENTS
In this section, we evaluate the ability of our algorithm to recover multiple significant and distinct motifs from a set of sequences. We first measure the accuracy of our algorithm by running it on random sequences in which a known set of 5 motifs was planted, and seeing if it recovers them as the top five explanators. The planted motifs are chosen from a set È which contains 18 motifs corresponding to known binding sites from SCPD (Zhu and Zhang (1999) ) and fitting the YMF model. Each simulated data set is characterized by two parameters: Ò, the number of sequences, and Þ ½ Þ ¾ Þ , the z-scores for each of the five planted motifs. Each data set is generated as follows: (i) Create Ò random sequences of length 800, using the third order Markov model for yeast. (ii) Choose five motifs Ñ ½ Ñ ¾ Ñ at random from È and plant motif Ñ times (where is chosen so that the unconditional z-score of Ñ will be as close as possible to Þ ), at random positions in the sequences, making sure not to overwrite previously planted motifs. If Ñ contains IUPAC ambiguity codes, they are instantiated following the Markov model. Experiments are parameterized by z-scores rather than by the numbers of times motifs were planted, because two motifs can have very different significance even though they occur the same number of times in the input sequences. We then run the YMF motif-finder on the generated sequences, process its output using our algorithm and compare the five best explanators obtained to the planted motifs. method almost always extracts it correctly as a real motif. The numbers in Table 1 behave as expected: the accuracy decreases when fewer sequences are available, because the assumption about the normality of the conditional z-scores begins to fail. Nonetheless, even for only five input sequences, the set of five explanators we report contains, on average, only about 0.5 motif that is clearly incorrect. The accuracy also decreases when the z-score of the motifs planted goes down. In fact, for five sequences containing no planted motif at all, the best motif is expected to have a z-score of about 6.5 (data not shown), so we can not expect to recover planted motifs with zscores near this threshold without introducing false positives. Indeed, a vast majority of the failures observed for experiments with 5 and 10 sequences correspond to motifs planted with such low z-scores.
The second type of validation experiments used real biological data in an artificial scenario. We considered 5 arbitrary gene families for which binding sites are known (from van Helden et al. (1998) , NIT (7 genes), PHO (5 genes), PDR (7 genes), GAL (6 genes) and from Zhu and Zhang (1999) , ABF1 (19 genes)). We merged the 5 families into one large group of 44 genes, and ran our program. The explanators reported are presented in Table  2 . Among the 7 explanators the algorithm produced, 4 were exactly the known consensus of one of the gene families and the three others were parts of the longer PHO4 binding sites. Notice that the ABF1 consensus was ranked 195 Ø in the list produced by YMF, yet it was correctly reported as one of the seven real motifs. These results are very encouraging because the data set represents a typical application scenario, where several unknown regulons are grouped into a loose cluster of genes, given as input. In such cases, our program should be able to give an accurate description of several binding sites.
RESULTS ON GENE CLUSTERS
We now report on the results obtained on sets of Saccharomyces cerevisiae genes that either have similar expression patterns or are functionally related, or both. Table 3 lists the sets of genes on which the algorithm was run, and
FAMILY

GENES ORIGIN
MET met1, met14, met19, met2, met25, met3, met30, met6, mup3, sam1, sam2 S(MET) GAL gal1, gal2, gal7, gal80, gcy1 S(GAL) CLN2 27 genes S(CLN2) MCM 38 genes S(MCM) NSU 37 genes M(Nitrogen/sulphur utilization) DEO ttr1, sml1, rnr1, rnr2, rnr4, rnr3, ybr014c, pac1, ydl01 0w, trr2, trr1, cdc21 M(deoxyribonucleotide metabolism) NUT pet9, aac3, aac1, fcy2, fcy21, odc2, ypr011c, ygr096w, yhr002w, ygl186c, yor071c, fcy22, yor192c pho84, pho86, pho88, pho87, pho89, mir1, ynr013c, yer053c, yjl198w M(phosphate transport) LIT pxa2, acb1, bio5, yat1, git1, pxa1, faa2, faa4, snq2, itr1, itr2, pdr5, pdi1, yer024w, ykl174c, ybt1 M(lipid and fatty-acid transport) PPP gnd1, rki1, rpe1, zwf1, gnd2, ygr043c, tal1, tkl1, tkl2 M(pentose-phosphate pathway) TRI kgd1, kgd2, aco1, cit1, cit3, lpd1, fum1, idh1, idh2, idp1, idp2, mdh1, osm1, yel047c, yjl200c, ylr164w, ymr118c, yjl045w, sdh1, sdh2, sdh4, lsc1, lsc2 M(tricarboxylic-acid pathway) can1, agp3, agp2, agp1, bio5, hnm1, dip5, uga4, gap1, mup1, sam3, mmp1, tat2, gnp1, alp1, hip1, bap2, lyp1, ort1, put4, ykl174c, yor071c, bap3, mup3 M(amino-acid transporters) ras2, ras1, lag2, nca3, uth1, lag1, lac1, sir4, bck2 M(cell Table 3 . Sets of yeast genes on which our program was run. The 800bp region upstream of the transcription start site of each gene was used. Origin of gene sets -S(): set of coexpressed genes reported by Spellman et al. (1998) . M() : Genes from the given MIPS functional categories (Mewes et al. (1999) ). T( ):
Ø gene cluster reported by Tavazoie et al. (1999) Table 4 contains all motifs reported by our program (with =7) for each set. The first four sets (MET, GAL, CLN2 and MCM) each contain coexpressed genes for which the binding sites are well studied (Zhu and Zhang (1999) , Spellman et al. (1998) ). For three of these four sets, each of the two explanators reported corresponds to a known binding sites. For MET, one of the two was a known motif. Notice that for CLN2, we identify the binding sites of both MCB and SCB as being distinct motifs, despite the fact that their sequences have a five nucleotide overlap. We consider these results as strong validation of our algorithm. The next groups of sequences come from the functional classification of yeast genes in the MIPS database (Mewes et al. (1999) ). We selected 28 functional classes containing between 5 and 40 genes. We ran our algorithm on all 28 sets. The 14 sets for which significant motifs were found are listed. Finally, in an attempt to benefit from both the functional classification and the expression array data, we considered the following genes sets: Tavazoie et al. (1999) report 30 gene clusters ½ ¿¼ obtained from the expression data reported in (Cho et al. (1998) . Several gene sets appear to contain more than one significant motif. Many of these correspond to known binding sites in some of the genes of the set. However, several motifs that have very high z-scores are not listed in TRANSFAC (Wingender et al. (1996) ) or SCPD (Zhu and Zhang (1999) ). These motifs are good candidates for being novel binding sites.
DISCUSSION
An important assumption in our approach is the comparability of conditional z-scores of different motifs. We have noted previously that for sufficiently large sequence lengths, conditional z-scores are observed to follow the standard normal distribution, which means that, in random sequences, the distribution of ´Ñ µ is the same regardless of what Ñ is. For relatively small sequence lengths (or, alternately, fewer sequences of same length), say 4000 bases, this assumption is not valid. On Table 4 . Best explanators found in each set of genes from Table 3 , using . The z-scores reported are the unconditional ones. References are given for each motif that corresponds to a known binding site in at least one of the genes of the set. the other hand, our tests (see the section on validation experiments) suggest that the algorithm performs very well even on such scale, hinting that the effect of nonnormality is too weak to cause the algorithm to fail. For shorter sequences, one possibility worth investigating is to approximate conditional word counts using binomial or Poisson distributions.
Often, enumerative motif-finders, such as those described in van Helden et al. (1998) , Tompa (1999) , and Sinha and Tompa (2000) , are only able to deal with relatively small motif lengths. However, the actual binding site Ñ may be of longer length. In such cases, it is likely that two or more shorter fragments Ñ ½ Ñ ¾ Ñ of the longer motif are over-represented. Notice that Ñ should explain well the occurrences of Ñ ½ Ñ ¾ Ñ . This provides us with an elegant way to decide when two overlapping motifs can be assembled into a longer one.
The primary reason to use the greedy algorithm to solve the BEST EXPLANATORS problem is efficiency. We also implemented and tested a Gibbs sampling strategy to solve this problem. The accuracy of the solutions obtained was comparable to that of our greedy approach, but its running time was substantially worse.
The technique of motif explanation can be seen as augmenting the background model with a set of known motifs. This is of particular interest when the Markov model of the background does not capture some known ubiquitous patterns, like poly-ATs or repeats.
CONCLUSION AND FUTURE WORK
The typical output of many motif-finding techniques is a long list of motifs containing some real motifs (those that are the most likely to correspond to actual binding sites) but also a very large number of their artifacts (random variations of the real motifs). This paper presents a systematic method to separate the real motifs from their artifacts, thus producing a short list of very high quality motifs. Using synthetic data sets, we show that the output of our program is very accurate. When run on biological sequences, the program (in conjunction with YMF ) identifies several known binding sites, as well as a number of significant motifs that are not documented.
Calculating conditional z-scores is fairly computationally intensive. We make some approximations to ease this computation but more or better approximations could significantly speed up these calculations.
In this paper, we assumed that motifs were modeled by consensus strings. The problem we addressed also exists when motifs are represented by weight matrices. A possible approach in this case is the following: Given weight matrices Û ½ Û ¾ Û of explanators, and the background distribution Û ¼ , we may model background sequences using a Hidden Markov Model based on Û ¼ Û ½ Û , similar to that in meta-MEME (Grundy et al. (1997) ). We may then compute the log-likelihood ratio of a new motif using this null model.
