Particle swarm optimization (PSO) is a widely recognized optimization algorithm inspired by social swarm. In this brief, we present a heterogeneous strategy PSO (HSPSO), in which a proportion of particles adopts a fully informed strategy to enhance the converging speed while the rest is singly informed to maintain the diversity. Our extensive numerical experiments show that the HSPSO algorithm is able to obtain satisfactory solutions, outperforming both PSO and the fully informed PSO. The evolution process is examined from both structural and microscopic points of view. We find that the cooperation between two types of particles can facilitate a good balance between exploration and exploitation, yielding better performance. We demonstrate the applicability of HSPSO on the filter design problem.
Most previous works treated all individuals as the same, neglecting the individual heterogeneity. The individual heterogeneity plays an important role in swarm intelligence and has been verified to be able to significantly improve the performance of PSO [7] , [8] . Here, we propose a heterogeneous strategy PSO (HSPSO), in which a proportion of particles is singly informed (SI), while others are fully informed (FI). Our experimental results show that HSPSO obtains satisfactory solutions and outperforms FIPSO and canonical singly informed PSO (SIPSO) because, in HSPSO, FI particles can adequately utilize the global information and guide the swarm while SI particles can maintain the diversity.
The rest of this brief is organized as follows. Section II introduces HSPSO in detail and shows its relation to SIPSO and FIPSO. Section III compares the results of three PSOs. Section IV employs HSPSO to solve the problem of 2-D recursive filter design. Section V is the conclusion.
II. ALGORITHM DESCRIPTION
In HSPSO, N particles fly in a D-dimensional space to search the optimum. The ith particle updates its velocity and position of dth dimension by
where (2) is for SI particles while (3) is for FI particles, ϕ = 4.1 and χ = 0.729 according to common practices [6] - [9] , p i = [p 1 i , p 2 i , . . . , p D i ] denotes the historical best position of particle i,
denotes the historical best position in all neighbors of particle i, k i is the number of the ith particle's neighbors, i m is the mth neighbor of the particle i,
is the historical best position of i m , and r 1 and r 2 in (2) and all of r m in (3) are independent random numbers in the range [0,1].
Note that there are two strategies of updating the velocity, i.e., FI and SI. Each particle employs the alternative velocity formula according to its property. Here, we use a parameter λ ∈ [0, 1] to divide the swarm into two groups. A group of particles, with size λN , is randomly selected as FI particles, and the rest are SI ones. Fig. 1 illustrates this feature, where a widely used ring structure with average degree k = 4 is employed for instance. One can see that each particle is influenced by the best one of four neighbors in SIPSO Fig. 1 
TABLE I BENCHMARK FUNCTIONS
λ is a key parameter in the HSPSO algorithm to balance the effect of FI and SI particles because superfluous FI particles could provide too much redundant information while an excess of SI particles may result in information loss. Specifically, when λ = 1, all particles are FI particles; then, HSPSO degrades to FIPSO. When λ = 0, HSPSO becomes SIPSO.
III. EXPERIMENTAL RESULTS

A. Test Functions and Conditions
To evaluate the performance of HSPSO, we employ six widely used benchmark functions [8] , [10] . The formulas and the details of these functions are listed in Table I . Among these functions, f 1 (sphere), f 2 (Rosenbrock), and f 3 (quartic noise) are unimodal function, yet f 2 is sometimes treated as multimodal function when D is large, and f 3 includes a stochastic term. The other three functions are multimodal, where f 4 (Ackley) is the simplest one, while the landscape of f 5 (Rastrigin) is more complex with many deep local optima, and f 6 (Griewank) is asymmetrical. The dimension of all of these benchmark functions is set as D = 30. With such diverse characteristics, these functions could help test the performance of HSPSO in a comprehensive way.
The remaining experiments adopt the following parameter setting: the population size N = 50, each run stops at 5000 iterations and each datum is averaged by 100 times.
1) Algorithm Performances: We compare the performance of HSPSO to that of SIPSO and FIPSO, i.e., HSPSO with λ = 0 and with λ = 1 under the criteria of solution quality R (the final optimized fitness value), which is the most important criteria. First, we investigate R of the algorithm under the ring structure with k = 4, where λ varies from 0 to 1. As shown in Fig. 2 , HSPSO with an appropriate λ outperforms both canonical PSO and FIPSO on almost all of the test functions. Moreover, λ is various with different functions. It reveals that the cooperation of FI particles and SI particles helps in improving the optimization process under an appropriate proportion of FI particles.
To investigate the optimization process in more detail, we examine the variation of fitness value during the evolution. As shown in Fig. 3 , HSPSO with a larger λ, especially FIPSO, converges faster than HSPSO with small λ at the beginning of the evolution. However, the premature convergence will make the swarm stagnate, not finding more promising solutions. Hence, the R value of FIPSO is usually unsatisfactory. Canonical PSO is rarely troubled by premature, yet it converges quite slowly. HSPSO is outstanding because FI particles could ensure an appropriate convergence speed, while SI particles maintain the diversity of the swarm. Therefore, HSPSO with an appropriate λ could converge faster than canonical PSO and avoid premature meanwhile.
B. Impact of Topology
A key advance in understanding complex networks over the last decade has been how powerfully network topology affects many network properties and dynamical processes [11] - [14] . Although the idea of HSPSO is mainly about learning strategy, Fig. 4 . Solution quality R of HSPSO with different network sparsity and variation of λ to solve f 1 . Fig. 5 . Percentage p that FI particles discover better solutions during the whole evolution iterations. p = num FI /num total , where num FI is the number that FI particles find better solutions and num total is the total number that all particles find better solutions. the topology is also an important factor. As a network-based information system, PSO's performance is greatly influenced by the network sparsity. A dense network makes information spread fast. However, a network with a small average degree impedes the information spreading, in which particles could preferably maintain the diversity. Thus, we further investigate the impact of topology sparsity. As shown in Fig. 4 , the optimal λ, inducing best R, decreases with the increase of k. In a dense network, FI particles speed up the process of spreading information due to the abundant neighbors, which may lead to premature convergence. Plenty of FI particles which absorb information without discrimination will weaken valuable information, even mislead each other, while the mechanism of SI particle could discriminate information effectively. Therefore, to avoid confusion, the better choice is to employ much fewer FI particles than SI ones in a dense network. To further uncover the underlying mechanism of the optimization process, we examine the exploring ability of FI particles. In Fig. 5 , p is denoted as the percentage that FI particles discover better solutions. Interestingly, the optimal λ in Fig. 4 is well consistent with the maximal p in Fig. 5 , indicating that the performances of FI particles are evidently relevant to the solution quality of HSPSO. In other words, FI particles are more likely to act as guiders in the swarm due to the FI learning strategy. Furthermore, as k increases, the appropriate λ for the maximum of p decreases, implying that fewer guiders are needed to lead the swarm in more densely connected networks. When λ is small, the minority FI particles are powerless, while SI particles which are adept at maintaining the diversity cannot use information effectively. If λ is too large, on the contrary, the redundant information will mislead FI particles; thus, SI particles will play an effective role to pull the swarm out of a local optimum. We also investigate other networks, such as scale-free network [15] [in Fig. 6(a) ] and small-world network [16] [in Fig. 6(b) ]. In consideration of the appropriateness of network sparsity, k of these networks are set no more than 10. As expected, in Fig. 6 , HSPSO with these topologies shows similar results to Fig. 4 , demonstrating the robustness of our algorithm. Furthermore, some relatively novel network structures such as in [17] and [18] will be investigated in our future work.
IV. HSPSO FOR THE DESIGN OF 2-D IIR DIGITAL FILTERS
A. Problem Description
To demonstrate the applicability of HSPSO, we use it to solve a design problem of IIR digital filters, which attracted considerable attentions during past decades [19] - [22] .
The transfer function of 2-D recursive digital filters can be described by
, a 00 = 1 (4) where N is the dimension of the filter, z 1 = e −jω 1 , z 2 = e −jω 2 , and ω 1 and ω 2 are the frequencies in range [−π, π]. The task of filter designing is to adjust the coefficients of M (ω 1 , ω 2 ) = H(z 1 , z 2 ) to approximate the desired amplitude response of the 2-D filter M d (ω 1 , ω 2 ). In this brief, the desired amplitude response M d (ω 1 , ω 2 ) follows [23] as
Hence, the design of the 2-D filter can be formalized as an optimization problem of minimizing the cost function
|b l +c l | − 1 < d l , d l < 1−|b l − c l |, l= 1, 2, . . . N. (7) where p = 2 and N 1 = N 2 = 50. The cost function describes the difference of M (ω 1 , ω 2 ) and M d (ω 1 , ω 2 ) in N 1 × N 2 points.
B. Experimental Results
As J p is the function of a ij , b l , c l , and H 0 , we construct a vector x = [a 01 , a 02 , a 10 , a 11 , a 12 , a 20 , a 21 , a 22 , b 1 , b 2 , c 1 , c [24] , and the evolution lasts for 2000 iterations. Table II lists the parameters optimized by HSPSO and other competitors, including genetic algorithm (GA) [23] , neural network (NN) [24] , SIPSO (HSPSO with λ = 0 and k = 2), and FIPSO (HSPSO with λ = 1 and k = 2). Fig. 7 shows the frequency response of the required filter and the designed filters with the parameters in Table II . One can see that HSPSO performs better than the GA and NN methods. Note that the high-frequency region of filters designed by SIPSO and FIPSO is flat, yet the low-frequency region is not satisfactory due to its elliptical transverse section rather than a circle. Therefore, HSPSO outperforms both SIPSO and FIPSO due to the cooperation of SI particles and FI particles.
V. CONCLUSION
In this brief, we have proposed HSPSO, a swarm optimization algorithm composed of two types of particles with different learning strategies. We have tested the performance of HSPSO on six widely used benchmark functions. Our results show that HSPSO is superior to canonical PSO and FIPSO. Our investigation on the impact of network topology and the underlying mechanism of HSPSO reveals that the heterogeneity of the swarm results in the division and cooperation between different particles, leading to a more effective optimization process. The successful application of HSPSO to the 2-D filter design problem demonstrates its applicability in solving realworld optimization problems.
