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The objectives of  ILIAS  
 
The ILIAS study group was founded in January 2005 at GSI/Darmstadt aiming at  
 
(i)  preserving the expertise accumulated in the past by theoretical groups  
      associated to GSI through projects combining intense heavy-ion and high-energy laser    
      beams; 
 
(ii) focusing this expertise to the new goal of establishing a GSI-specific program  
      involving the PHELIX facility in combination with the GSI heavy-ion accelerators. 
 
The two objectives may be achieved by 
 
• exploring the potential of intense heavy-ion and laser beams interacting with bulk  
   matter, with mass-limited systems, and with single  particles (clusters, mesoscopic systems,  
   ions, and nuclei); 
 
• offering theoretical assistance to the PHELIX* project in planning relevant experiments  
   and discussing them in detail with the experimentalists involved 
 
• creating a platform for activating synergies by interacting with researchers from German  
   and European institutions:  
 
           Paul Gibbon/Jülich 
           Hartmut Ruhl/Bochum 
           Oswald Willi/Düsseldorf 
           Hans-Jörg Kull, Thomas Pesch/Aachen 
           Christoph Keitel, Dieter Bauer, Antonino Di Piazza/MPK Heidelberg 
           Maurizio Lontano/CNR Milano 
           Dimitri Batani, Anna Antonicci/Univ. Milano Bicocca 
 
 
To disseminate the expertise in plasma, atomic, relativistic, and collective physics among 




* The acronym PHELIX as used in the context here stands for all high-power laser facilities, short 


















































List of ILIAS workshop presentations (“seminars”) 
 
 
The workshop is a joint venture of the ILIAS study group, PHELIX laser project, and groups 
from the Plasma and Atomic Physics divisions of GSI. Organisation by P. Mulser 
 
The weekly ILIAS seminar was started on Tuesday, January 11th, 2005. 
The presentations take place on Tuesdays at 13:15   
Place: GSI, Main Building, 1st floor: Atomic Physics Seminar Room; beginning: 13:15   
Complete list of seminars since the end of August 2005 is presented below 
 
ILIAS seminars August – December 2005 
 
30.08.  J. Maruhn, Radiation transport in the Frankfurt hydrocode 
06.09.  vacant (attending conferences) 
13.09.  W. Scheid, Ions in intense laser fields 
            K. Witte, Reporting on IFSA 
20.09  Anna Tauschwitz, Isochoric heating 
27.09.  P. Mulser, Varenna report on Superstrong Fields 
04.10. H.-J. Kull, Cluster dynamics in intense laser fields 
11.10.  P. Mulser, Collisionless absorption models. Proposal for a PHELIX experiment 
16., 17., 18.10. Int. Workshop Short Pulse PW Laser Plasma Interaction, organ. by 
            T. Schlegel 
25.10.  Critical Workshop survey in view of new experiments with PHELIX 
01.11. T. Schlegel, Generation of hohlraumstrahlung with lasers 
08.11. Olga Rosmej, Experiments with Nhelix: Results 
15.11. A. Di Piazza, MPI für Kernforschung, Heidelberg, Vacuum nonlinearities in   
            strong laser fields 
22.11.  P.X. Wang, Institute of Modern Physics, Fudan University, Shanghai, Exploring  
            electron acceleration by laser in free space 
29.11.  P. Mulser, Leonardo da Vinci, Naturforscher und Erfinder – Versuch einer Würdigung 
            aus heutiger Sicht 
06.12.  G. Schaumann, Arbeitsgruppe Prof. Roth, Laser-heated hohlraum targets:  
            fabrication, experiments, diagnostics 
13.12.  M. Schollmeier, Arbeitsgruppe Prof. Roth, On the way of  injecting laser- 
            generated ion beams into accelerator structures 
20.12.  P. Mulser, closing seminar for broad audience, Leonardo da Vinci – researcher and 














ILIAS seminars January – December 2006 
 
10.01.  M. Tomaselli, TUD/GSI, Electron clusters in strong laser fields (hat      
             Anwendung auf Plasmadiagnostik)                                                                        
17.01.  H. Ruhl, Ruhr-Universität Bochum, Monoenergetische Protonen:       
            Experimente und Theorie                                                                                          
24.01.  D. Bauer, Max-Planck-Institut für Kernphysik, Heidelberg, Laser-Absorption   
             und –Ionisation in Clustern und Bericht vom Winter Colloquium on the Physics of   
            Quantum Electronics 2006, Snowbird, Utah                                                              
31.01.  entfällt wegen Hirschegg-Treffen 
07.02.  T. Schlegel,  GSI, Nachlese zur Hirschegg-Tagung 
14.02.  K. Witte, GSI, PHELIX am Target: Parameter, Experimente 
21.02.  P. Mulser, TQE, Lorentzgymnastik in der Laserplasma-Sporthalle  
28.02.  Keine Veranstaltung (Karneval) 
07.03.  W. Scheid, Universität Gießen, Dirac-Gleichung: Eine Auswahl      
             physikalischer Effekte    
14.03.  H. Ruhl, Universität Bochum, Relativistische                                                                          
            Laserplasmaexperimente mit PHELIX 
21.03.  J. Maruhn, Relativistische Fluiddynamik 
28.03.  D. O. Gericke, Universität Greifswald, Temperaturrelaxation und Stoßabsorption in   
            Laserplasmen 
04.04.  M. Roth, TU Darmstadt/GSI, Notes from the JST Workshop Ultra intense Lasers 
            and medical applications (JAEA / Kansai Photon Center, 15.3.-16.3.2006)  
11.04.  P. Mulser, TQE, Relativistische und nichtrelativistische ponderomotorische    
            Laser-Plasmakopplung (Lichtdruck, Teilchenbeschleunigung, parametrische   
            Instabiitäten, Strukturbildung) 
18.04.  Diskussionsrunde: entfällt wegen Verhinderung unverzichtbarer Teilnehmer 
(Tagungen) 
25.04.  B. Chichkov, Laser Zentrum Hannover e.V., Übersicht über Plasmonics am   
            Laser Zentrum und Vorschlag von High-Power-Experiment                                     
 14:30  Uhr: Brainstorming über PHELIX-Experimente mit Schäumen 
 
            Erste Pause seit August 2005. Fortsetzung am  
                       
27.06.  Bärbel Rethfeld, GSI, Zeitskalen laser-induzierter Phasenübergänge für    
            Festkörper                                                                                                                  
04.07.  A. Höll, Institut für Physik, Universität Rostock, Thomson scattering as a                                       
            plasma diagnostic tool 
18.07.  P. Mulser, TQE, TUD,  Aktuelle Probleme und Trends in der Hochleistungs- 
            Laser-Materiewechselwirkung. Im Detail: Betrachtungen zum Alfvén-Limit                                          
25.07.  P. Mulser, TQE, TUD, Einfluss der Zweistrominstabilität auf das Alfvén-Stromlimit 
05.09.  ILIAS-Arbeitsseminar entfällt wegen PNP12-Workshop (Physics of Nonideal    
            Plasmas) vom 4. bis 8. Sept. in Darmstadt                                                               
12.09.  ILIAS-Diskussionsrunde über Perspektiven aus PNP12 für zukünftige   
            Experimente mit PHELIX und den GSI-Schwerionenstrahlen. Moderation P. Mulser                             
19.09.  Thomas Pesch, Arbeitsgruppe Prof. H.-J. Kull, Inst. Theoretische Physik der                                        
            RWTH Aachen, Wellen konstanter Phasengeschwindigkeit in relativistischen   
            Plasmen, mit Diskussionsbeiträgen u.a. von Prof. H.-J. Kull                                    
26.09.  P. Mulser, Neue Simulationen und experimentelle Ergebnisse zur Elektroneninjektion,  
            und Elektronenbeschleunigung im intensiven Laserstrahl                                                    
6
03.10.  Feiertag  (Tag der Deutschen Einheit)                                                                      
10.10.  P. Mulser,  Bericht von IAMPI2006: Interaction of Atoms, Molecules and Plasmas   
            with IntenseUltrashort Laser Pulses, Szeged 1. – 5. 10.                                                             
17.10.  Diskussionsrunde: Perspektiven der Elektronen- und Ionenbeschleunigung mit    
            ultrakurzen Laserpulsen. U.a. Nachlese Vortrag Wim Leemans, Lawrence Berkeley  
            National Laboratory, GeV electron beams from a cm-scale laser accelerator and  
            intense (THz) radiation. Moderation P. Mulser                                                                                       
24.10.  Olga Rosmej, GSI, J. Rzadkiewicz, The Andrzej Soltan Institute for Nuclear  
            Studies, Warsaw, High electron temperature in the heavy ion track? Interpretation of  
            the target K-shell spectra induced by the heavy ion beam.                                                        
31.10.  Vorbereitung  Progress Report No. 2  of the PHELIX theory group. Moderation P.    
            Mulser  
07.11.  Besprechung der Progress Reports für ILIAS PR-2 
14.11.  P. Gibbon, John von Neumann Institute for Computing, Research Centre Juelich,   
            Mesh-free simulation of laser interaction with mass-limited targets 
21.11.  C. Müller, Max-Planck-Institut für Kernphysik, Heidelberg, Lepton pair creation  
            in strong laser fields. 
28.11.  D. Blaschke, JINR Dubna and Univ. Wroclaw,  Laser acceleration of ion beams.  
05.15.  Michael Geissler, Max-Planck-Institut für Quantenoptik, Garching,  Electron    
            acceleration with few cycle laser pulses.  
12.12. J. Maruhn,  Theoretische Physik, Univ. Frankfurt, stellt vor:     








































































GSI, Darmstadt   
 
Theoretical Quantum Electronics (TQE), Technical University of Darmstadt 
 
Institute for  Theoretical Physics,  University of  Frankfurt 
 
Theory Division, Max Planck Institute of Nuclear Physics (MPK), Heidelberg 
 
Institute for Theoretical Physics, University of Giessen 
 
Institute of Laser and Plasma Physics and Transregio 18: Relaticistic Laser Plasma Dynamics, 
University of Düsseldorf 
 
Institute for Theoretical Physics I; University of Bochum, 
 
Laser Physics, Theoretical Physics A, RWTH Aachen 
 
Complex Atomic Modelling and Simulation, Central Institute for Applied Mathematics, 
Research Centre Jülich 
 
Istituto di Fisica del Plasma Piero Caldirola, CNR, Milano 
 





























































Collaborators of the ILIAS study group 
 
Rudolf Bock, Heavy ion beam fusion, Organizer of Plasma Physics Seminar GSI,  
r.bock@gsi.de  
 
Thomas Kühl, Spectroscopy, Atomic Physics Division, GSI, 
t.kuehl@gsi.de
 
Bärbel Rethfeld, Ultrafast dynamics of laser-irradiated solids, GSI,                                                     
b.rethfeld@gsi.de  
 
Olga Rosmej, X ray spectroscopy, Plasma Physics Division, GIS, 
o.rosmej@gsi.de
 
Theodor Schlegel, High-power laser-matter interaction, GSI,  
t.schlegel@gsi.de
 
Anna Tauschwitz, Numerical hydro-simulations, Frankfurt (Prof. Maruhn),  
an.tauschwitz@gsi.de
 
Marco Tomaselli, Atomic physics, GSI,  
m.tomaselli@gsi.de
 
Peter Mulser, High-power laser-matter interaction, organizer of  ILIAS workshop, TQE,  
peter.mulser@physik.tu-darmstadt.de
 
Joachim Maruhn, Computational physics, numerical hydro- simulation 
maruhn@th.physik.uni-frankfurt.de
 
Christoph H. Keitel, Relativistic laser-matter interaction, Heidelberg 
keitel@mpi-k.de
 
Dieter Bauer, Multiphoton physics with lasers, Heidelberg 
dbauer@mpi-hd.mpg.de
 
Antonino Di Piazza, Vacuum QED in relativistic laser fields, Heidelberg 
dipiazza@mpi-hd.mpg.de
 
Werner Scheid, Atomic physics and electron acceleration with lasers 
werner.scheid@theo.physik.uni-giessen.de
 
Nicolas Kowarsch, Electron acceleration with lasers,  
nicolas.kowarsch@physik.uni-giessen.de
 
Oswald Willi, Intense fs laser-matter interaction experiments,  
oswald.willi@uni-duesseldorf.de
 





Paul Gibbon, Mesh-free plasma simulation, Supercomputing, 
p.gibbon@fz-juelich.de
 
Hans-Jörg Kull, Laser plasmas, wave-plasma interactions, RWTH Aachen,  
kull@ilt.fhg.de
 
Thomas Pesch, Relativistic electromagnetic waves, RWTH Aachen,  
tpfast@gmx.de
 
Maurizio Lontano, Relativistic solitary waves and wave pressure, Milano,  
lontano@ifp.cnr.it
 
Dimitri Batani, Fast electron transport, shock waves and ablation pressure, Milano,  
dimitri.batani@mib.infn.it
 





























PHELIX: State of the art, prospects  
 
The PHELIX Facility 
 
K. Witte for the PHELIX Team 
 
The PHELIX Mission  
 
The PHELIX (Petawatt High- Energy Laser for Ion Experiments) facility will provide two 
different types of pulses: Petawatt pulses of 500-fs duration focusable to intensities up to 
1021W/cm² and high-energy pulses of 1 to 4kJ with durations ranging from 3 to 20ns. The GSI 
offers the worldwide unique opportunity to combine these pulses with heavy-ion beams for 
the investigation of ion stopping (IS) in hot dense plasmas and the determination of the 
equation-of-state of warm dense matter (WDM). These investigations will take place outside 
the PHELIX bay at the measuring sites Z6 (IS) and HHT (WDM); the corresponding laser 
beam lines are 60 and 80m long, respectively. The Z6 beam line is under construction and 
will be finished in the beginning of 2008. The HHT beam line is in the design phase; its 
completion is expected in 2009. 
 
In the ion-stopping experiments, the plasma is generated by the long PHELIX pulse either 
directly or via black-body radiation emitted from PHELIX driven hohlraums. For measuring 
the ion stopping, the UNILAC beam at Z6 is used whose characteristics (µs-train of ion 
bunches separated by 10ns, each 3ns long with ~10MeV/u) are well matched to the achievable 
plasma conditions.  
 
In the WDM experiments, the ion beam heats the matter up to a few eV either isochorically or 
in conjunction with compression. The SIS-18 beam available at the HHT cave (heavy-ion 
bunch of 100ns duration with ~1kJ energy) is well suited for this purpose. By means of x-ray 
Thomson scattering, electron and ion densities as well as the plasma temperature can be 
determined. The x-rays necessary for this diagnostic technique will be provided by PHELIX-
driven backlighters. The long pulses are appropriate for the generation of x-rays with a few 
keV suitable for low-Z elements, whereas the short pulses can create harder x-rays needed for 
higher-Z elements.   
 
Since in the upcoming years the ion beams will not be available for more than six months per 
year, there will also be PHELIX-stand-alone experiments addressing topics such as ion 
acceleration from thin foils, x-ray lasers in the water window, electron transport in dense 
matter for fast ignition studies, relativistic physics such as critical density increase and wave 
propagation, and high-field physics.  
 
The Laser Bay  
                                                                                                                                                        








Figure 1: Schematics of PHELIX 
 
 
differ by 4 order of magnitude by employing two different front ends (FE, see Fig. 1), one for 
the short-pulse generation and another one for the long-pulse generation. The short-pulse FE 
consisting of an MIRA oscillator followed by a linear regenerative and a ring-regenerative 
amplifier is totally based on titanium:sapphire laser technology. The MIRA oscillator running 
at 1053 nm emits 1-nJ/120-fs pulses of 16-nm bandwidth at 100-MHz repetition rate which 
are stretched by chirping to over 1ns. The amplifiers can, however, only be operated at 10Hz. 
The necessary reduction in the repetition rate is achieved by means of a Pockels cell shutter. 
The two amplifiers increase the pulse energy to 40mJ. Due to gain narrowing and spectral 
clipping in the polarizers, which are needed in each amplifier to inject the pulse into the cavity 
and to release it out of the cavity after a number of roundtrips, the bandwidth of the chirped 
amplified pulse shrinks to 6nm corresponding to the pulse duration of 0.8ns. 
 
The FE is followed by the preamplifier (PA) in which the beam diameter is enlarged to 6cm 
and the energy increased up to 10J. The repetition rate of the PA is one shot each 3 minutes. 
Finally, the pulse is injected via the main spatial filter (MSF) into the main amplifier (MA) 
which is double-passed whereby the beam takes a slightly different direction on its return pass 
so that it does not re-enter the PA and FE sections. In the MA and behind the MSF, the beam 
diameter reaches 26cm. Gain narrowing in the PA and MA further reduces the pulse 
bandwidth to 4nm and its duration to 0.6ns. The optical element limiting the beam fluence is 
the Verdet glass in the Faraday rotator needed to protect PHELIX from light retro-reflected 
from the target. This glass allows ~1J/cm² for the pulse duration of 0.6ns leading to the 
maximal pulse energy of ~600J. Due to the high thermal loading of the disks when pumped, 
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the MA needs about 90 minutes to return to thermal equilibrium before it can be shot again. 
The recompression of the pulse to the duration of ≤500fs takes place outside the PHELIX bay.   
 
The long-pulse FE also delivers 40mJ-pulses at 10Hz whose duration can be chosen between 
3 and 20ns. In addition, the pulse envelope is programmable so that, e. g., instead of a single 
pulse a train consisting of three pulses can also be realized. This option allows multi-frame 
diagnostics.  In order to minimize damage of optical components by light retro-reflected from 
the target, in particular through stimulated Brillouin scattering, the pulse carrier frequency is 
modulated. 
 
The chirped large-bandwidth pulse (500J/0.7ns) and the long small-bandwidth pulse (1kJ/3-
20ns) will be available in the laser bay in the second quarter of 2007 and be used for studies 
related to plasmas relevant for x-ray lasers and backlighting. In late 2007 and in 2008, the 
compressor chamber will be temporarily used in the laser bay. Since there is no space for 
beam expansion, the compressed pulses are restricted to maximally 0.3PW (the limitation 
arises from the damage threshold of the gratings). These pulses will pump x-ray lasers in the 
sub-10nm region and generate hard x-rays suitable for backlighting in preparation for the 
WDM experiments at HHT. In late 2008, the compressor will be transferred to the HHT 
location. The free space in the bay is then available for the booster that will be put into 
operation in 2009.  
 
The Beam Line to Z6 
 
Figure 2 shows the beam line to the Z6 site. The 10°-beam line serves for plasma generation 
directly by the PHELIX beam that is gently focused using a combination   
of a phase mask and a lens of ~7m focal length so that on the target foil a spot of ~1-mm 
diameter is obtained. Alternatively, the horizontal beam line is used to heat hohlraums that 
generate black-body radiation which in turn produces homogeneous plasmas for ion stopping. 
Above the target chamber, the PHELIX beam is deflected by 90° and then focused by a lens 
of 1.2m focal length onto the entrance hole of the hohlraum.  The vacuum tubes from the 
PHELIX bay to the Z6 target chamber are installed. The vacuum compatible mirror 
enclosures and the alignment cross hairs are designed. The lenses of the relay telescope 
imaging the fluence profile at the output of the Faraday rotator onto the focusing lens are 
available. The experiments at  Z6 will begin in 2007.  
 
    
 
 
     
 
Z6 target chamber
Exit lens relay 
telescope f= 14 m 
Horizontal 




Beam line from 
the PHELIX bay 
to Z6 
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The Beam Line to HHT  
 
Figure 3 shows the design study of the beam line from the tower in the PHELIX bay to the 
compressor chamber and from there to the HHT cave. The compressor and the cave have to 
be placed in a clean-room atmosphere. The beam line and the compressor made up by two 
gratings separated by ~6m and parallel to each other have to be operated under vacuum. The 
telescope expands the beam diameter from 26cm to 34cm. This is required by the damage 
threshold of the MLD gratings in the compressor which is operated in single pass, i. e., the 
pulse hits each grating one time only. Each grating has a reflection coefficient of 93% 
yielding a compressor throughput efficiency of 86% corresponding to a maximal energy of 
~500J for the compressed pulse. It is then transported in an evacuated beam line to the HHT 
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QED, nuclear and high-energy processes in extremely strong laser pulses
Antonino Di Piazza, Carsten Mu¨ller, Jo¨rg Evers, Karen Z. Hatsagortsyan, and Christoph H. Keitel
Max-Planck-Institut fu¨r Kernphysik, D-69117 Heidelberg, Germany
Various physical processes employing strong
laser fields with intensities likely available in the
near future are considered. We focus on the pos-
sibility of probing the nonlinear properties of the
quantum vacuum experimentally. In particular, we
investigate the laser-assisted photon-photon scat-
tering process and the diffractive effects arising
in the interaction between an x-ray probe and a
strong, focused optical standing wave. Moreover,
the enhancement of vacuum polarization effects in
the presence of a cold plasma is pointed out. Fi-
nally, direct nuclear excitation by an intense, high-
frequency laser beam is discussed as well as high-
energy reactions, like muon-antimuon creation, re-
sulting from the interaction of a positronium atom
with a strong laser field.
1 Introduction
The development of super-strong laser fields offers unique
prospects both for theoretical and experimental investiga-
tions. Among other applications, terawatt and petawatt
table-top lasers are already employed to create new x-ray
and γ-ray radiation sources [1], to accelerate particles with
enormous acceleration rates (even of the order of GeV/cm
in the case of electrons) [2] and as drivers for nuclear fu-
sion [3]. More fundamentally, strong laser fields allow to
probe the properties of quantum vacuum. In fact, since the
birth of quantum electrodynamics (QED) it became appar-
ent that quantum vacuum has, unlike classical vacuum, a
complex structure due to the continuous creation and an-
nihilation of virtual particles. The early works by Heisen-
berg and Euler [4] and Weisskopf [5] have shown that
very strong electromagnetic fields are needed to reveal this
structure directly. In general, the intensity scale is deter-
mined by the quantity Icr = E
2
cr/8pi = 2.3× 1029 W/cm2
corresponding to the “critical” electric field amplitude of
Ecr = m
2
e/e = 1.3 × 1016 V/cm, with −e < 0 and me the
electron charge and mass, respectively (throughout this
Report natural units with ~ = c = 1 will be used). An elec-
tric field with strength of the order of Ecr enables sponta-
neous electron-positron pair creation from vacuum because
it supplies an electron and a positron with an energy of
the order of their rest mass me in a Compton wavelength
λc = 1/me [6]. If the electromagnetic fields are smaller
than the critical field, then spontaneous pair creation is
exponentially suppressed. Nevertheless, vacuum still be-
haves as a nonlinear dielectric medium due to the contin-
uous creation and annihilation of virtual electron-positron
pairs. In this respect, the process of elastic photon-photon
scattering represents at lowest order the nonlinearity of
vacuum in the field of two photons [7]. The nonlinearity
of quantum vacuum is attracting the interest of a large
physical community and numerous publications have been
devoted to the possibility of detecting it experimentally
[8, 9, 10, 11, 12, 13] (see also the recent reviews [14, 15, 16]).
The main aim of this Report is to show how the next
generation of petawatt laser systems, like those planned at
GSI [17], at the Laboratoire d’Optique Applique´e in France
[18] or at Jena [19], can represent an important and useful
tool to probe the nonlinear dielectric properties of quan-
tum vacuum. We will consider a few examples of vacuum
nonlinearities induced by QED effects. At first, we study
the generation of high harmonics in the collision in vac-
uum of two ultrastrong counterpropagating laser waves.
The elastic photon-photon scattering is the lowest order
process, i. e. the generation of the first harmonic. In
this process two laser photons are absorbed by a virtual
electron-positron pair and are reemitted, in general, with
different propagation directions. Instead, the nth harmonic
is emitted when n photons from each laser wave with fre-
quency ωL are absorbed by the virtual pair and only two
high-energy photons with frequency ωn = nωL are emitted
[9]. Then, we analyze the role of diffraction in describing
the birefringence effects arising during the nonlinear inter-
action of an x-ray probe with a tightly focused standing
laser wave. Usually, the diffraction effects are neglected in
this kind of analysis but it is shown that their inclusion is
important both qualitatively and quantitatively [11]. Due
to diffraction the polarization plane of the x-ray probe is
rotated by an amount that is shown to be measurable. Fi-
nally, we will show how the presence of a cold plasma can
significantly enhance vacuum polarization effects (VPEs)
[13]. As we will see, a decisive role in this sense is played
by the singular dielectric behaviour of the plasma near the
plasma frequency.
Further appealing applications of super-strong laser
fields in other areas will also be mentioned. In partic-
ular, we will discuss the possibility of exciting nuclei by
the direct interaction of a nucleus with an intense, high-
frequency laser beam [20, 21]. Also, we present an alter-
native concept of a laser-driven high-energy e+e− collider
that employs a gas of positronium atoms [22]. As an exam-
ple, the process of muon pair creation in electron-positron
collisions is discussed [23].
2 Harmonic generation in vacuum
In this Section we consider the interaction of two strong
counterpropagating laser beams in vacuum. Both waves
propagate along the x axis and they both have frequency
ωL and amplitude EL/2. In general, if the yield of photons
with frequency ω  ωL is of interest and if the photon
production takes place around x = 0, then the resulting
standing laser wave (E(x, t),B(x, t)) can be approximated
by an oscillating electric field:
E(x, t) = EL cos kLx cosωLt zˆ ≈ EL cosωLt zˆ ≡ EL(t)zˆ,
(1)
B(x, t) = −EL sin kLx sinωLt yˆ ≈ 0 (2)
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with kL = ωL, and yˆ and zˆ being the unit vectors in the
y and the z direction, respectively. In the previous ap-
proximations the electric field EL(t) can be considered as
slowly-varying in time with respect to the quantum field
describing the produced photons. Since we will take into
account the time dependence of EL(t) via the adiabatic
perturbation theory, the zero-order effective Lagrangian
density of the radiation field in the presence of the strong
classical field EL(t) is assumed to contain EL(t) itself
as a constant and uniform electric field EL. It can be
shown that up to one-loop Feynman diagrams the effec-
tive Lagrangian density of the radiation electromagnetic
field Fµν(x) = ∂µAν(x)− ∂νAµ(x) is given by
L (x; ρL) = −1
4














where F(x) = Fµν(x)Fµν(x), ρL = EL/Ecr and where
δL (x; ρL) = −1
2
∫
dx′Aµ(x)Πµν(x− x′; ρL)Aν(x′) (4)
with Πµν(x − x′; ρL) the photon polarization operator in
the presence of the external electric field EL [24, 25].
Firstly, we observe that the previous Lagrangian den-
sity holds for any frequency of the photon field and for
this reason, in general, the interaction Lagrangian density
(4) is nonlocal in space-time. In fact, as we have men-
tioned, at a quantum level photons can interact through
virtual electron-positron pairs and the typical space-time
scale of this interaction is given by the Compton length
λc = 1/me. Moreover, the Lagrangian density contains a
constant imaginary part that accounts for the fact that,
in the presence of the electric field EL, electron-positron
pairs are produced spontaneously from vacuum.
Nowadays, the most realistic regime from an experimen-
tal point of view is that of laser amplitudes EL such that
ρL  1. In this regime, it can be shown that the number of
photons created in the collision with frequency ωq = qωL
(q is a positive integer) from vacuum per unit volume and
unit time irrespective of the number of electron-positron

















































with βL = ωL/me, B2q being the Bernoulli numbers and
α = e2/4pi ≈ 1/137 being the fine-structure constant.
Equation (5) shows that the harmonic yield decreases
monotonically as the harmonic order increases. This is
also displayed in Fig. 1 where the spectrum corresponding
to ωL = 2.4 × 10−6me = 1.2 eV and EL = 10−4Ecr =
1.3× 1012 V/cm is presented.
Since the external electric field is uniform, the produced
photons are emitted with opposite momentum. Further,
Figure 1: Harmonic spectrum as given by Eq. (5) in
cm−3s−1 for ωL = 1.2 eV and EL = 1.3 × 1012 V/cm.
Reprinted with permission from [9]. Copyright (2005) by
the American Physical Society.
since in the process only two photons are created with the
same energy, they are produced with a frequency multiple
of the laser frequency ωL. In conclusion, each final photon
has exactly half of the energy of all the photons initially
absorbed by a virtual electron-positron pair. In addition,
in contrast to typical atomic high-order harmonic spectra
that show only odd harmonics, vacuum high-order har-
monic spectra show both even and odd harmonics. This
feature of atomic high-order harmonic spectra essentially
arises from the fact that atomic levels have definite parity.
Here, the harmonics are generated because an electron-
positron virtual pair absorbs 2q laser photons each with
energy ωL and then annihilates emitting two photons with
energy qωL and in this process there are no selection rules
inhibiting the emission of even harmonics.
As it is expected, if ρL  1 the production of high har-
monics is very unlikely. For this reason we directly indi-
cate the expression of the minimum laser power needed
to obtain one “photon-photon scattering” event in a
three laser collision process [“laser-assisted” or “laser-
stimulated” photon-photon scattering [26]]. If we consider
three equal laser fields the minimum peak power PL,min

















with λL = 2pi/ωL being the laser wavelength, σL the laser
spot radius and τc and τ the coherence time and the pulse
duration, respectively. This expression has been obtained
by considering the exact expression of the external stand-
ing wave (1)-(2) because q is equal to 1 and then it is not
a large number. By substituting the parameters of a typ-
ical optical laser: σL = λL = 1 µm and τ = τc = 100 fs,
one obtains that the minimum power of each of the three
colliding laser beams is PL,min ≈ 30 TW. If we imagine
that the three beams are obtained by splitting one initial
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laser beam, we conclude that the assisted photon-photon
scattering could be observed experimentally by using a
petawatt laser. Analogously, for the x-ray laser parame-
ters: σL = λL = 0.4 nm, τ = 100 fs and τc = 80 fs, one
obtains PL,min ≈ 1.2 GW that is two orders of magni-
tude less than the expected power of the SASE-1 X-FEL
at DESY [27]. We observe that by using three equal laser
fields the scattered photon would have the same frequency
as the photons of the laser fields. Further, if two laser fields
are counterpropagating the scattered photon would propa-
gate along the third laser beam and its detection would be
impossible. But, this problem can be overcome by chang-
ing slightly the frequency of the assisting laser and the
angle between the other two lasers [see also [26]].
3 Diffraction effects in laser-laser collision
In the present Section we consider how VPEs can modify
the propagation of an x-ray beam. In particular, we will
study the propagation of an x-ray probe through a region
where a strong optical standing wave is present. The usual
way of studying this kind of processes is to represent the
system “vacuum+strong electromagnetic field” as a dielec-
tric medium with a refractive index different from one due
to vacuum effects and to use a second beam as a probe
to reveal this difference in the refractive index. However,
the refractive index approach is generally valid only in the
limit of geometrical optics, i. e., when diffraction effects
can be neglected. In the present case one has to take into
account that in order to obtain a laser pulse with high
intensity the beam must be tightly focused. Then, the
typical length of the interaction region between the strong
standing wave and the x-ray probe is of order of 1 µm. We
will show how this fact leads to the appearance of diffrac-
tion effects that must be taken into account for a correct
description of the laser-laser collision.
As we have said, present experimental conditions restrict
the amplitude and the frequency of both the probe and the
strong field to values much smaller than Ecr and than me,
respectively. In this case we can start directly from the
Euler-Heisenberg effective Lagrangian for the total elec-
tromagnetic field E(r, t) and B(r, t). In the above limits








(E2 −B2)2 + 7(E ·B)2] . (7)
From this Lagrangian density we obtain the following non-
linear wave equation for the electric field
∇2E− ∂2t E = J (r, t) (8)
where J (r, t) = ∇ × (∂tM) + ∂2t P −∇(∇ · P), with the
polarization vector P(r, t) and the magnetization M(r, t)
given by
P(r, t) = 4α2/(45m4e)[2(E
2 −B2)E + 7(E ·B)B], (9)
M(r, t) = 4α2/(45m4e)[2(E
2 −B2)B− 7(E ·B)E]. (10)
In the previous formulation the VPEs can be described
mathematically as an external current. Since the current
density J (r, t) is a very small quantity, its presence in
Figure 2: The geometry of the two beams collision.
All symbols are defined between Eqs. (11) and (14).
Reprinted with permission from [11]. Copyright (2006)
by the American Physical Society.
Eq. (8) can be treated perturbatively. We can write the
first-order solution of Eq. (8) as
E(r, t) ≈ E(0)(r, t) + Ediff(r, t), (11)
where E(0)(r, t) = E0(r, t) + Ep(r, t) is the zero-order so-
lution with E0(r, t) being the strong standing wave elec-
tric field and Ep(r, t) the probe electric field and where
Ediff(r, t) is the electric field of the diffracted wave pro-
duced by the current density J (r, t) evaluated up to first
order in vacuum effects, i. e., by substituting the fields
in J (r, t) by their zero-order expressions E(0)(r, t) and
B(0)(r, t) [11]. As we have said, we want to take into ac-
count that the strong standing wave is not a plane wave but
a tightly focused beam. For this reason we assume that it
results from the collision of two Gaussian beams propagat-
ing along the z axis in opposite directions and both with
polarization along the x axis, amplitude E0/
√
2, frequency




















with k0 = ω0, w(z) = w0
√
1 + (z/zr)2 and Rayleigh
length zr = k0w
2
0/2. The factor 1/
√
2 in E0(r, t) has been
inserted because usually a standing wave is obtained ex-
perimentally by first splitting the beam of one laser field.
Since Eq. (12) is an approximate solution of Maxwell’s
equations in the limit w0/zr  1, we have checked that our
final results are valid up to terms proportional to (w0/zr)
2
which is much smaller than unity even if the wave is fo-
cused to one wavelength: w0 = λ0 = 2pi/k0.
The probe field does not need to be tightly focused.
Then, if we assume that it propagates along the y axis
and that it is polarized in the x-z plane, we can write the
probe electric field as
Ep(r, t) = Epe
−(x2+z2)/w2p sin (ψp + ωpt− kpy)
× (zˆ sin θ + xˆ cos θ) (13)
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with probe frequency ωp = kp = 2pi/λp and probe waist
size wp (see Fig. 2). Here, we want to study how the
presence of the standing wave modifies the propagation of
the probe field. It can be shown that under very reasonable
conditions [11] the total field with frequency ωp, obtained
by adding the diffracted field to the probe field in Eq. (13),
is elliptically polarized in the x-z plane and the major axis
of the ellipse is rotated with respect to the initial probe
polarization direction. The rotation angle ψ of the major
axis of the ellipse and the ellipticity ε are the two relevant






















where I0 is the standing wave intensity, Icr = 2.3 ×
1029 W/cm2 the intensity corresponding to the critical
field, yd the observation distance (see Fig. 2) and where Vr
and Vi are two quantities depending on the fields parame-
ters and on the observation distance. Their expressions are
in general rather complex [11]. Since the diffracted field
Ediff(r, t) is produced by a localized source in the overlap-
ping volume V of the probe and the strong field, it is not
a plane wave but its amplitude depends on the observa-
tion distance yd. As a consequence, also the polarization
rotation angle and the ellipticity depend on yd.
By looking at the interaction region V from the obser-
vation point yd we see that its typical length is w0 in the x
direction and wp in the z direction. These two lengths de-





p/ydλp. In turn, these parameters determine the
field zones: the “near zone”, where ξ0, ξp  1, in which
the diffraction effects can be neglected; the “far zone”,
where ξ0, ξp  1, in which the diffraction effects are rel-
evant. Usually, the analysis of laser-laser interaction is
carried out implicitly in the near zone where the spatial
confinement of the fields transverse to the probe propaga-
tion direction does not play any role. However, we wish
to point out here that the conditions for the near zone are
hardly realizable experimentally. This is due to the tight
focusing of the strong field. For example, if w0 . 1 µm, the
condition ξ0  1 requires observation distances yd  1 cm
even in the case of x-ray probes.
We proceed by indicating here a numerical example
showing how important it is to account for the effects of
diffraction. At first, we set θ = pi/4 such that vacuum
effects are maximal. Concerning the strong field we em-
ploy the somewhat optimistic intensity I0 = 10
26 W/cm2
and w0 = λ0 = 0.745 µm. Concerning the probe field we
set λp = 0.4 nm and wp = 8 µm. Note that already at
the quite small observation distance yd = 2 cm we only
have ξ0 = 0.07 and then the near-zone condition is not
fulfilled: diffraction effects along x cannot be neglected.
At the reasonable observation distance of 10 cm one ob-
tains ψ = 1.4 × 10−5 rad and ε = 1.1 × 10−5 rad. In
the plane wave approximation one neglects both the dif-
fraction effects and the spatial confinement of the probe
and the strong beams. In these approximations, by us-
ing the previous numerical values one obtains that there
is no rotation of the probe polarization plane and that
ε = 4×10−4 rad that is more than one order of magnitude
larger than the value of the ellipticity we have obtained
above. This shows clearly that diffraction effects are im-
portant both quantitatively and qualitatively.
The experimental measurement of the previous effect is
a very challenging task and various conditions have to be
fulfilled like a high-quality vacuum in the interaction and
detection regions. We refer the interested reader to the
paper [11] for further details.
4 Enhancement of vacuum effects in
plasma
The problem of the propagation of a strong laser wave
through a relativistic plasma has been studied for the first
time in the seminal work by Akhiezer and Polovin [28].
In that paper an exact analytical solution was found in
the case of the propagation of a plane wave with circu-
lar polarization. In view of the ever increasing available
laser intensities, we reconsider the Akhiezer-Polovin prob-
lem by taking into account the VPEs. Since the critical
intensity Icr remains many orders of magnitude larger than
the available ones, a first-order perturbative solution of the
problem in VPEs will be obtained. The solution shows a
large enhancement of the VPEs in plasma with respect to
those predicted in pure vacuum when the frequency of the
probe field (that in our case is also the field that polarizes
the vacuum) approaches the plasma frequency. A deci-
sive role in this sense is played by the singular dielectric
behaviour of the plasma near the plasma frequency. In
contrast to [28], we will take into account the motion of
the ions because, for example, a proton moves relativis-
tically in the presence of an optical laser with intensity
in the relevant range of 1023-1024 W/cm2. Finally, we
also include the effects of the electron-ion collisions be-
cause they can play a role in the frequency region we are
interested in, that is close to the plasma frequency. The
equations that describe the previous physical scenario are
essentially Maxwell equations in the presence of two real
charged fluids with their fluids equations of motion, and
of an additional “vacuum fluid” represented by the four-
current (ρvac(r, t),Jvac(r, t)) analyzed below:
∂ ·E = −e(Ne − ZNi) + ρvac, (16)
∂ ·B = 0, (17)
∂ ×E + ∂tB = 0, (18)
∂ ×B− ∂tE = −e(Neve − ZNivi) + Jvac, (19)
∂tNλ + ∂ · (Nλvλ) = 0, (20)
∂tpe + (ve · ∂)pe = −e(E + ve ×B)
− νeimr(γeve − γivi),
(21)
∂tpi + (vi · ∂)pi = Ze(E + vi ×B)
− νiemr(γivi − γeve).
(22)
It is more convenient to start discussing Eq. (20). It is
the continuity equation of the electron and ion fluids hav-
ing densities Nλ(r, t) and currents Nλ(r, t)vλ(r, t), respec-
tively. In these expressions and in the following the index
λ ∈ {e, i} indicates the two particles species at hand, i. e.,
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electrons and ions. The ion mass and charge are mi and
Ze, respectively. Also, Eqs. (21) and (22) are the equa-
tions of motions of the two fluids in the presence of the elec-
tromagnetic field E(r, t) and B(r, t) and accounting phe-
nomenologically for the collisions between the two fluids.
The momenta pλ(r, t) are connected with the velocities
vλ(r, t) through the usual relativistic relation pλ(r, t) =
mλγλ(r, t)vλ(r, t) with γλ(r, t) = (1 − v2λ(r, t))−1/2 being
the relativistic Lorentz factor. The expressions of the rel-
ativistic dissipative terms in Eqs. (21) and (22) can be
found in [29]. In these terms mr = memi/(me + mi) is
the reduced mass and νei and νie are the two effective
electron-ion collision frequencies.
The electromagnetic field evolution in the presence of
the electron and ion fluids is described by Maxwell equa-
tions (16)-(19). In these equations the VPEs are included
in the auxiliary vacuum four-current (ρvac(r, t),Jvac(r, t)).
By deriving the electromagnetic field equations from the
effective Lagrangian density (7), it can be shown that
ρvac = − 4α
2
45m4e
∇ · [2(E2 −B2)E + 7(E ·B)B] , (23)




∇× [2(E2 −B2)B− 7(E ·B)E]
−∂t
[
2(E2 −B2)E + 7(E ·B)B]} . (24)
Starting from the above equations (16-22) we study the
propagation of a strong circularly polarized wave with fre-
quency ω and initial amplitude E. We have solved these
equations in the limit of small vacuum effects and small
collisional effects (this last assumption is well justified for
plasmas in the presence of a strong laser wave). During
the propagation the strong circularly polarized wave un-
dergoes an amplitude reduction and a phase chirping due
to the collisional effects [13]. The VPEs manifest them-









In this expression n0,pl =
√
1− (ω2pl,e/γe + ω2pl,i/γi)/ω2 is
the plasma relativistic refractive index experienced by the
circularly polarized wave in the absence of VPEs [28] with
ωpl,λ =
√
NλZλe2/mλ being the plasma frequencies and
γλ =
√
1 + (ZλeE/ωmλ)2 the relativistic Lorentz factors.
At this point the problem is to isolate the vacuum effects
from the plasma effects and to find an experimental setup
to measure them. One way to achieve this is described in
detail in [13]. One considers an initially linearly polarized
field with intensity I0 that is split into two circularly po-
larized waves with the electric fields rotating in opposite
directions. Also, the two waves have intensity I0,1 and
I0,2 such that I0 = I0,1 + I0,2 and they propagate through
two plasmas with different electron densities in such a way
that the two waves would have the same refractive indices
n0,pl,1 = n0,pl,2 = n
∗ in the absence of VPEs. In this setup
after a propagation length z the two waves are combined
again resulting into an elliptically polarized wave whose
electric field main axis is rotated with respect to the po-








This expression clearly shows the advantage of using a
plasma instead of pure vacuum as a medium to reveal
VPEs because of the presence here of the factor 1/n∗ that,
if the waves’ frequency is near the plasma frequency, is
larger than 1. In order to compare this result with those
obtained in vacuum we refer to the light-by-light diffrac-
tion process described in the previous Section. In fact,
one single plane wave in vacuum does not give rise to
VPEs. Now, if, for example, the two plasma densities
are N0,1 = 10
23 cm−3 and N0,2 = 2 × 1023 cm−3 we can
choose the two laser intensities as I0,1 = 7.2×1021 W/cm2
and I0,2 = 3.0 × 1022 W/cm2. In this way both waves
would have n∗ = 5 × 10−2. By substituting these para-
meters in Eq. (26) we obtain a rotation angle ∆φpl(z0) =
6.8 × 10−8 rad after a propagation distance of five laser
wavelengths in plasma corresponding to z0 ≈ 100 µm.
Since we imagine in our example that the two beams are
obtained by splitting conveniently an initial laser beam,
for a fair comparison we have to use in vacuum the total
intensity I0 = I0,1 + I0,2 = 3.8 × 1022 W/cm2 and we ob-
tain ψ = 3.8 × 10−9 rad which is more than one order of
magnitude less than ∆φpl(z0).
5 Nuclear processes in strong laser fields
The success of coherent control of atomic systems enabled
by coherent laser fields suggests that, in principle, simi-
lar methods could also be used to enhance preparation,
control or detection in nuclear physics. Traditionally, how-
ever, this possibility has mostly been dismissed because the
direct laser-nucleus interaction strength is small. But with
the advent of novel super-intense coherent light sources
both in the visible and in the x-ray frequency regime, this
negligence needs revision. Two cases have to be distin-
guished. First, the resonant interaction of coherent light
with nuclear transitions, where the matching of x-ray pho-
ton and transition frequency is potentially assisted by an
acceleration of the target nuclei [1]. This approach is the
most promising for potential applications, but demand-
ing in terms of the light source. Suitable nuclear sys-
tems are those with low-lying excited states connected by
an E1 transition to a metastable ground state, such as
223Ra or 227Th. To a good approximation, the nuclear
system can be reduced to a small set of discrete states,
depending on the decay branching ratios of the excited
states. The laser-nucleus interaction is then modeled by
the famous Jaynes-Cummings Hamiltonian augmented by
an additional dephasing rate to account for the typically
limited coherence times of high-frequency lasing facilities.
It directly follows that the nuclei undergo periodic Rabi
oscillations of the state populations under the influence of
the light field. The light coherence allows to exert greater
control over the nuclei, for example, to completely invert
the nuclear population to an excited state. Example ap-
plications could be the controlled preparation of excited
nuclear states, or the measurement of nuclear properties
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such as dipole moments. While the extraction of the di-
pole moment µ from reduced transition probabilities typi-
cally requires assumptions on the structure of the nucleus,
the direct laser-nucleus interaction allows for a model-
independent mapping of the dipole moments via a vari-
ation of the the coupling strength Ω(t) = µEL(t). Com-
bining both methods provides information on the validity
of nuclear model assumptions. Basic detection methods
include nuclear state sensitive methods or the observation
of spontaneously emitted photons. For example, with laser
parameters as given for SASE 1 in the TESLA XFEL tech-
nical design report supplement and target parameters as
for SIS100/FAIR, the signal photon yield can be estimated
as 5.3× 10−2 signal photons per laser pulse [20]. The sec-
ond case involves strongly off-resonant interactions, for ex-
ample, of ultra-intense optical (ωL ∼ eV) laser fields with
nuclear transitions [21]. The dynamical nuclear Stark shift
relative to the transition frequency can be comparable to
typical shifts in atomic physics already below the critical
field strength. Variations of standard nuclear physics pa-
rameters, such as the proton density, the shape, or the ra-
dius, can be expected at or above the critical field strength.
Off-resonant interactions may also be of relevance in indi-
rect laser-nucleus interactions via secondary particles, if
the required field strengths are reached in the intermedi-
ate step.
6 High-energy processes in strong laser
fields
In the following we describe the main idea for an alterna-
tive scheme of a laser-driven electron-positron collider, the
details of which have been given in [22, 23].
Conventional e+e− colliders consist of two distinct ac-
celeration and focusing devices. After their acceleration,
bunches of e± are focused by magnetic lenses and brought
into head-on-head collision. However, the particles in
the bunch are distributed randomly such that each single
e+e− collision is not head-on-head but has a mean im-
pact parameter ρincoh determined by the beam radius rb:
ρincoh ∼ rb, characterizing the collision as incoherent.
Instead, our system of interest is laser-driven positron-
ium (Ps) where, due to the equal constituent masses and
the oscillating nature of linearly polarized laser fields, ac-
celeration and focusing can be realized in one single stage.
As main advantage and contrary to conventional colliders,
this laser-driven collider (LDC) provides coherent head-
on-head e+e− collisions. The reason for this is that the
colliding particles stem from the same Ps atom, i.e., their
initial coordinates are confined within an atomic size of the
order of the Bohr radius a0. Moreover, both the e
+ and
e− are coherently driven by the same laser field such that
the mean impact parameter at the coherent recollision is
microscopic, i.e. ρcoh ∼ a0 (see also Fig. 1 in [30]). The










with the number of particles Ne and the repetition fre-
quency f . The coherent component can lead to a substan-
tial enhancement of luminosity.
At high laser intensity, particle reactions can occur in
the laser-driven coherent e+e− collisions. As an exam-
ple, we have calculated the rate for muon pair creation
from Ps in a strong laser field of circular polarization. The
threshold laser intensity amounts to a few 1022 W/cm2 at
a wavelength of λ ∼ 1 µm. The amplitude for this process






with the Compton profile Φ˜(p) of the Ps ground-
state; Se+e−→µ+µ− denotes the amplitude for the process
e+e− → µ+µ− in a strong laser wave, which can be evalu-
ated within the framework of laser-dressed quantum elec-
trodynamics employing Volkov states. From Eq. (28) an










Here, σ is the cross section for the field-free process
e+e− → µ+µ− and ξ ≈ 200 is the laser intensity para-
meter. The rate (29) is very small because of a destructive
interference effect in the circularly polarized field. This is
related to the extended classical motion of the e+ and e−
in the polarization plane because of which the mean im-
pact parameter ρcoh ∼ λξ  a0 is very large. Therefore,
the coherent reaction rate is strongly suppressed. In a lin-
early polarized laser wave the rate is expected to be larger
due to the absent damping factor. However, also quantum
mechanical wave-packet spreading can lead to large impact
parameters and, thus, to reduced reaction rates.
To overcome the problem of wave-packet spreading, one
can apply two counterpropagating laser waves of the same
intensity. If the laser beams are circularly polarized and
equal handed, the resulting magnetic field induces a fo-
cusing force and wave-packet spreading is substantially
reduced. Our simulations show that with steeply rising
laser pulses of 1025 W/cm2, a collision energy of order
ξme ≈ 10 GeV is achievable. Simultaneously, the wave-
packet spreading is under control.
Even higher collision energies can be reached when a
single laser wave of linear polarization is combined with a
static magnetic field, which is assumed to be directed along
the laser magnetic field. At an intensity of 1025 W/cm2
and a magnetic field strength of B ∼ 104 T, a collision
energy of 100 GeV is achieved. The high collision energies
in this setup are attained, though, at the expense of larger
wave-packet spreading, which diminishes the advantage of
coherent collisions. The use of a laser-driven e+e− plasma
instead of Ps might be more appropriate here. The table
gives a summary of our results.
7 Summary and conclusions
In this Report we have studied some processes occurring
in the presence of strong laser fields. We have concen-
trated our attention on how the presence of a strong laser
beam can induce measurable vacuum polarization effects.
First, we have examined the feasibility of vacuum high-
order harmonic generation. In this process two equally
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Parameter LDC1 LDC2 LEP
Collision energy (GeV) 102 101 102
Spatial extension (cm) 100 10−4 106
Particles per bunch 105 1011
e+e− plasma density (cm−3) 1016
Repetition rate (s−1) 109 109 105
Luminosity (cm−2s−1) 1029 1028 1032
Table 1: Comparison of the proposed LDC (at λ = 0.8 µm,
ξ = 3000) with the conventional high-energy e+e− col-
lider ring LEP at CERN. LDC1 denotes the magneti-
cally assisted setup, LDC2 the crossed-beams configura-
tion. Reprinted with permission from [22].
strong counterpropagating laser beams collide giving rise
to photons with a multiple frequency of that of the pump-
ing lasers. For fields strength much less than Ecr the har-
monic spectrum has a typical perturbative shape and, from
an experimental point of view, this is nowadays the most
interesting parameter region. We have shown that in this
regime “laser-assisted” photon-photon scattering could be
revealed experimentally by employing three optical laser
fields with characteristics being available today and also
with future X-FEL.
Moreover, we have shown that in describing the influ-
ence of a strong electromagnetic beam onto the propaga-
tion of an x-ray probe, the inclusion of the spatial confine-
ment of the fields and of diffraction effects is essential. We
have demonstrated that the ellipticity and the polariza-
tion rotation acquired by the x-ray probe after interacting
with a strong standing wave differ both qualitatively and
quantitatively with those estimated in the usually consid-
ered plane-wave approximation. The diffraction weakens
the birefringence effects but, nevertheless, the values of the
ellipticities and the polarization rotation angles obtained
are likely to be measurable in the near future.
Also, we have shown how the presence of a cold plasma
can significantly enhance the magnitude of the vacuum
effects with respect to pure vacuum. As we have seen, this
is due to the singular behaviour of the plasma refractive
index near the plasma frequency.
Finally, we have pointed out how strong laser fields with
intensities soon available can be used to prime directly nu-
clear transitions and for novel laser-driven e+e− colliders
that achieve high collision energies and luminosities by ex-
posing Ps atoms to suitable field geometries. With these
devices the reaction e+e− → µ+µ− could be realized at
near-infrared laser intensities of a few 1022 W/cm2.
References
[1] C. Rischel et al., Nature 390, 490 (1997); A. L. Cav-
alieri et al., Phys. Rev. Lett. 94, 114801 (2005).
[2] S. P. D. Mangles et al., Nature 431, 535 (2004); C.
G. R. Geddes et al., Nature 431, 538 (2004); J. Faure
et al., Nature 431, 541 (2004); B. M. Hegelich et al.,
Nature 439, 441 (2006); H. Schwoerer et al., Nature
439, 445 (2006); J. Fuchs et al., Nature Physics 2, 48
(2006).
[3] M. Tabak et al., Phys. Plasmas 1, 1626 (1994); P.
Mulser and D. Bauer, Laser Part. Beams 22, 5 (2004);
S. Atzeni, J. Meyer-ter-Vehn, The Physics of Inertial
Fusion (Clarendon Press, Oxford, 2004).
[4] W. Heisenberg and H. Euler, Z. Phys. 98, 714 (1936).
[5] V. Weisskopf, K. Dan. Vidensk. Selsk. Mat. Fys.
Medd. 14, 1 (1936).
[6] J. Schwinger, Phys. Rev. 82, 664 (1951).
[7] H. Euler, Ann. Physik 26, 398 (1936); A. I. Akhiezer,
Phys. Z. 11, 263 (1937); R. Karplus and M. Neuman,
Phys. Rev. 83, 776 (1951).
[8] E. B. Aleksandrov, A. A. Ansel’m, and A. N.
Moskalev, Sov. Phys. JETP 62, 680 (1986).
[9] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel,
Phys. Rev. D 72, 85005 (2005).
[10] E. Lundstro¨m et al., Phys. Rev. Lett. 96, 083602
(2006).
[11] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel,
Phys. Rev. Lett. 97, 083603 (2006).
[12] T. Heinzl et al., Opt. Comm. 267, 318 (2006).
[13] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel,
hep-ph/0606059.
[14] Y. I. Salamin et al., Phys. Rep. 427, 41 (2006).
[15] G. A. Mourou, T. Tajima, and S. V. Bulanov, Rev.
Mod. Phys. 78, 309 (2006).
[16] M. Marklund and P. K. Shukla, Rev. Mod. Phys. 78,
591 (2006).
[17] See the Phelix project homepage at
http://www.gsi.de /forschung/phelix/.
[18] See the ELI proposal at http://loa.ensta.fr/Ex-
treme Light Infrastructure /ELI pdf/ELI-v4.pdf.
[19] See the Polaris project homepage at http://
www.physik.uni-jena.de/qe/Forschung/F-Deutsch/
Petawatt/FP-Petawatt.html (in German).
[20] T. J. Bu¨rvenich, J. Evers, and C. H. Keitel, Phys.
Rev. Lett. 96, 142501 (2006).
[21] T. J. Bu¨rvenich, J. Evers, and C. H. Keitel, Phys.
Rev. C 74, 044601 (2006).
[22] K. Z. Hatsagortsyan, C. Mu¨ller, and C. H. Keitel,
Europhys. Lett. 76, 29 (2006).
[23] C. Mu¨ller, K. Z. Hatsagortsyan, and C. H. Keitel,
Phys. Rev. D 74, 074017 (2006).
[24] W. Dittrich and H. Gies, Probing the Quantum Vac-
uum (Springer-Verlag, Berlin, 2000).
[25] J. K. Daugherty and I. Lerche, Phys. Rev. D 14, 340
(1976); L. F. Urrutia, Phys. Rev. D 17, 1977 (1978).
[26] F. Moulin, D. Bernard and F. Amiranoff, Z. Phys. C
72, 607 (1996); D. Bernard et al., Eur. Phys. J. 10,
141 (2000).
[27] TESLA Technical Design Report at
http://tesla.desy.de/new pages/TDR CD/PartV/fel.
html, pg. V-201.
[28] A. I. Akhiezer and R. V. Polovin, Sov. Phys. JETP
3, 696 (1956).
[29] M. Gedalin, Phys. Rev. Lett. 76, 3340 (1996). See also
the book quoted therein: S. R. de Groot, W. A. van
Leeuwen, and C. G. van Weert, Relativistic Kinetic
Theory (Pergamon, London, 1975).
[30] B. Henrich, K. Z. Hatsagortsyan, and C. H. Keitel,
Phys. Rev. Lett. 93, 013601 (2004).
25
Waves with constant phase velocity in relativistic plasmas
T. Pesch, H.-J. Kull, Institute of Theoretical Physics A,
Rheinisch Westfa¨lische Technische Hochschule, D-52056 Aachen, Germany
The propagation of plane linearly polarized elec-
tromagnetic waves in cold plasmas at relativistic
intensities is studied analytically under the as-
sumption of a constant phase velocity. A sys-
tem of coupled relativistic harmonic oscillators for
the Lagrangian coordinates of the particles is de-
rived. Based on this model, a pertubation expan-
sion is carried out to solve the equations for small
plasma densities on the one hand and nearly crit-
ical plasma densities on the other hand. In both
cases expressions for the particle trajectories and
the dispersion relations are derived. For small
plasma densities the particle trajectory approaches
the vacuum figure-eight orbit and for plasma den-
sities close to the critical density it describes a de-
formed circular orbit. Finally, the transition be-
tween the two classes of solutions at intermediate
plasma densities is numerically investigated.
Analytical investigations of the propagation of plane
electromagnetic waves in cold plasmas customarily begin
with the equations of Akhiezer and Polovin [1], [2]. These
equations follow from the Maxwell equations and the rela-
tivistic equations of motion under the assumption of plane
waves with a constant phase velocity. In this model the
electrons are treated relativistically, the ions are assumed
stationary and thermal effects are neglected. Using La-
grangian coodinates as a function of proper time τ ,
η(τ) = y − y0,
ζ(τ) = z − z0, (1)
ξ(τ) = x− x0,
the equations of Akhiezer and Polovin can be transformed
into a simpler set of equations [3]:
ξ¨ + ω2pγξ = −σ2ηpy − σ2ζpz,
η¨ + σ2vphγη = σ2vphpxη, (2)
ζ¨ + σ2vphγζ = σ2vphpxζ,
where σ2 = ω2pvph/(v
2
ph − 1) is a constant, vph = ω/kc is
the dimensionless phase velocity, ω2p = 4pie
2n0/mω is the
square of the dimensionless plasma frequency, p = γv/c is
the dimensionless relativistic momentum and dots denote
derivatives with respect to the proper time. The direction
of propagation is the x-direction.
The system of differential equations (2) corresponds to
a system of coupled relativistic harmonic oscillators and
describes the coupling between the transverse electromag-
netic and the longitudinal electrostatic oscillations. The
electron density and all field components can be expressed
in terms of the coordinates (1).
In the following analysis, we consider the case of linear
polarization i.e. ζ = 0. The differential equations (2) then
reduce to
ξ¨ + ω2pγξ = −σ2ηpy, (3)
η¨ + σ2vphγη = σ2vphpxη. (4)
At present we restrict attention to periodic solutions, with
closed particle trajectories. Therefore, one initial con-
dition has to be adjusted properly. The resulting solu-
tions are the generalizations of the vacuum solution (closed
eight-like trajectory) in a plasma. A superposition with
additional electrostatic oscillations, which leads to a non-
closed orbit, will be considered elsewhere. For periodic
solutions one can show that the frequency in the labora-
tory frame ω and the frequency in the rest frame of the
electron Ω are related by
Ω = 〈γ〉ω. (5)
With this result, we can carry out a pertubation expan-
sion in ωp to solve Eqs. (3) and (4) self-consistently for
small plasma densities. With the initial condition
ξ(0) = 0, η(0) 6= 0, (6)
px(0) 6= 0, py(0) = 0,








































ηˆ4 sin(4φτ ) +O(ω4p),
where φτ = Ωτ is the phase in the rest frame of the electron
and ηˆ2 = 2 − 2/〈γ〉2 is a parameter, which only depends
on the mean energy. As expected from Lorentz invariance,
the effective expansion parameter is ω2p/〈γ〉 instead of ω2p.
In the free particle case (ωp=0) the trajectory consists of a
transverse component η and a longitudinal component ξ,
which oscillates with twice the transverse frequency. For
ωp 6= 0 the amplitude of both components receive correc-
tions of the order ω2p/〈γ〉. Furthermore, both components
include higher harmonics. We find odd higher harmonics
in the transverse direction and even higher harmonics in
the longitudinal direction. These corrections to the free
particle solution are illustrated in Fig.1.
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Figure 1: The particle trajectory up to the order ω0p (solid)
and ω2p (dashed) in a weakly-relativistic 〈γ〉 = 1.06 (left)
and ultra-relativistic case 〈γ〉 = 103 (right). The propaga-
tion direction is the ξ-direction. For better visual conve-
nience, the results are compared at a relatively high den-
sity.











cos ((2n+ 1)φτ ) (9)
+O(ω2n+2p )











sin ((2n+ 2)φτ ) (10)
+O(ω2n+2p )
A similar result has been obtained by Sprangle et al. [4]
and Mori [5] for the higher harmonics of the transverse
component η, but as a function of the laboratory time t.
From the solution of the order ω2p (7) and (8) we already














The comparison of (11) with the well known dispersion









shows a crucial difference in the lowest nontrivial order.
For small plasma densities the present results agree ex-
cellently with the corresponding numerical solutions of the
differential equantions (3) and (4). For example, Fig.2
shows the difference between the numerical and analytical
results for the phase velocity.
Another interesting regime of the plasma density is the
underdense region near the critical density. In this work we
define the critical desity as the highest density where the
electromagnetic wave can propagate, including relativistic
effects: ω2p/ 〈γ〉 = 1.
At the critical density the wavenumber of an electro-
magnetic wave approaches zero, k → 0. Therefore it is
convenient to carry out a pertubation expansion in k to
solve Eqs. (3) and (4) for nearly critical plasma densities.
Figure 2: The difference between the numerically obtained
phase velocity vphRK and the analytical obtained phase ve-
locity up to the order ω2p and ω
4
p as well as for the circularly
polarized case, all evaluated for px(0) = −0.6.
Since σ2 = ω2pk/(1 − k2) we can write (3) and (4) in the
form
ξ¨ + ω2pγξ = −
ω2pk
1− k2 ηpy, (13)
η¨ +
ω2p
1− k2 γη =
ω2pk
1− k2 ηpx. (14)
In addition to the well known one-dimensional solution,
η = 0 and ξ 6= 0 there exists another two-dimensional
solution in the plane of incidence, η 6= 0 and ξ 6= 0 that
corresponds to the two-dimensional, eight-like solution ob-
tained at small plasma densities.
For k = 0 (critical density) the two-dimensional solution
of Eqs. (13) and (14) is
η = ±ηˆ cos(φτ ) +O(k), (15)
ξ = ηˆ sin(φτ ) +O(k). (16)
This solution is electrostatic (B = 0) and describes a ci-
cular trajectory in a plane spanned by the polarization-
and propagation-directions. The coupling results, as in the
case of circular polarization, from the relativistic gamma-
factor.
Below the critical density the solution is modified. Up
to order k2 a self-consistent expansion of the Eqs. (13)
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2(3− ηˆ2) cos(2φτ ) (17)
−k2 9ηˆ(1− ηˆ
2)














2(3− ηˆ2) sin(2φτ ) (18)
−k2 9ηˆ(1− ηˆ
2)
16(3− ηˆ2)2 sin(3φτ ) +O(k
3),
where this time ηˆ2 = 1 − 1/〈γ〉2. This solution is illus-
trated in Fig.3. In contrast to the solution (7) and (8),
both η and ξ now contain even and odd higher harmon-
ics. Furthermore, the corresponding amplitudes are equal.
Another effect is the occurence of a constant shift in the
transverse direction, which is of order k. This shift can
easily be explained by the Lorentz force, since k 6= 0 leads
to B 6= 0.
Figure 3: The particle trajectory up to the order k0
(solid), k1 (short dashed) and k2 (long dashed) in a weakly-
relativistic 〈γ〉 = 1.06 (left) and ultra-relativistic case
〈γ〉 = 103 (right) for px(0) < 0. The propagation di-
rection is the ξ-direction. Again k is choosen sufficiently
large to visualize the corrections. The constant shift in the
negative η-direction results from the Lorentz force.
As for the case of a small plasma density (9), higher
harmonics obey a scaling law:
ηn ∼ kn cos (nφτ ) +O(kn+2), (19)
ξn ∼ kn sin (nφτ ) +O(kn+2). (20)
Again we obtain the dispersion relation from the expres-












Once more there is an obvious difference to the disper-
sion relation for circular polarization (12). Note that in
the ultra-relativistic case(〈γ〉 → ∞) the k2-term has the
opposite sign. The factor 1/2 in the non-relativistic case
emphazises that the solution presented here also differs
from the one usually considered. As illustrated in Fig. 4
for the dispersion relation, all results presented here coin-
cide in the scope of the pertubation theory very well with
the results obtained from a numerical integration of the
differential equantions (3) and (4).
Figure 4: The comparison of the dispersion relation (ex-
pressed in the form ω2p/〈γ〉 as a function of k) for px(0) =
−0.6 (above) and px(0) = −5.0 (below). Shown is the
numerical result, the analytical results up to the order k0
and k2 and the result for circular polarization.
Up to now two distinct solutions of the differential equa-
tion system (7-8), one solution for a very small plasma den-
sity and one solution for a nearly critical plasma density
have been discussed. Another interesting question con-
cerns the relationship of those two classes of solutions.
Therefore we have to consider intermediate plasma den-
sities. Fig.5 shows the trajectories for various intermedi-
ate plasma densities obtained numerically for a fixed initial
momentum. One can see the transition from deformed cir-
cular trajectories to eight-like trajectories. With increas-
ing k the circular orbit gets more and more deformed and
finally develops a loop. After this symmetry breaking the
trajectory is a deformed figure-eight and approaches the
well known vacuum solution for asymptotically lagre k.
As shown in Fig. 6 the transition is also reflected in the
dispersion relation.
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Figure 5: Transition between deformed circular and eight-
like trajectories. The trajectories are obtained numerically
and correspond to k = 0.38, 0.4, 0.41, 0.415, and k = 0.42
(from circle-like to eight-like) calculated for px(0) = −0.6.
Figure 6: The behaviour of the dispersion relation (ex-
pressed in the form ω2p/〈γ〉 as a function of k) during the
transition, evaluated for px(0) = −5.0, px(0) = −0.6 and
the circularly polarized case.
Since there exist no periodic eight-like trajectories for
px(0) > 0, the transition only occurs for px(0) < 0. For
px(0) > 0 an increase in the wavenumber k also leads to
more and more deformed circular trajectories until at a
critical point closed solutions no longer exist. This be-
haviour is illustrated in Fig. 7.
In summary, we have studied the propagation of plane
electromagnetic waves with a constant phase velocity in
cold underdense plasmas at relativistic intensities. Using
Lagrangian coordinates of the particles and their proper
time, a set of equations for coupled relativistic harmonic
oscillators has been derived. These equations are equiva-
lent to the more complicated wave equations of Akhiezer
and Polovin. While previous work was mostly concerned
with circularly polarized waves, the present treatment ap-
plies to linear polarization. Two classes of solutions have
been found by pertubation expansions in the plasma fre-
quency ωp and in the refractive index (wavenumber k).
The first solution describes eight-like trajectories. The
second one, with circular orbits in the plane of incidence,
Figure 7: For px(0) > 0 no transition occurs, since no
corresponding eight-like solution exist. The trajectories
correspond to k = 0.3, 0.4, 0.42 and 0.43 (non-closed so-
lution) calculated for px 0 = +0.6.
is a novel generalization of a previous results for a crit-
ical density plasma [6]. A numerical investigation shows
that at intermediate plasma densities the two solutions
pass into each other. In addition to the trajectories, we
derived the corresponding dispersion relations and found
significant differences to the dispersion relation for circular
polarization.
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The effective critical electron density and its relativistic increase in an
intense laser field
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Istituto di Fisica del Plasma Piero Caldirola
CNR: Consiglio Nazionale delle Ricerche, Milano, Italy
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Original quasineutrality of a plasma at rest is
heavily perturbed when the electrons are induced
to oscillate relativistically by a superintense laser
beam. This represents one of the major difficul-
ties when studying the propagation of intense lin-
early polarized electromagnetic waves in plasmas.
Thereby particular attention has to be dedicated
to the effective relativistic increase of the critical
density and the density of maximum laser energy
deposition for applications, e.g. fast ignition stud-
ies.
When the electron particle density at rest n0 is set into
motion of relativistic velocity ve in the lab frame, it trans-
forms into ne = γen0, γe Lorentz factor [1]. Owing to
their inertia the ions can generally be considered as non-
relativistic and therefore conserve their original particle
density n0 (charge is taken as Z = 1 for simplicity). As a
result a strong longitudinal electric field is induced which
tries to restore the original quasineutrality. In this dynam-
ical process it depends on the characteristic time scales
of perturbation imposed from outside and electron iner-
tia given by the plasma frequency ωp to which perfection
quasineutrality is restored. This may be the reason why
up to now analytic dispersion expressions are known for
circular polarization only [2]. The role of quasineutrality
which it plays in connection with relativistic wave propa-
gation, to the authors’ information, seems not to be part of
common knowledge. For this reason, we want to make this
point clear in the present contribution. As we shall see,
by applying the relativistic transformation rules only for-
mally in many situations one would produce quite wrong
results.
The relativistic transformation of the particle density
mentioned above is a consequence of the well-known
Lorentz contraction. In connection with magnetic fields, in
order to avoid contradictions, its influence must be taken
into account at arbitrary low speeds, as may be realized
by the following example. Consider a perfectly paral-
lel monoenergetic electron beam carrying a dc current of
amount I and an electron at a distance d from it moving
at the same velocity v parallel to the beam. The electron
is attracted by the beam according to the Lorentz force
f = evI/2πǫ0c
2d and at the same time it feels an elec-
trostatic repulsion of strength fes = eI/2πǫ0vd, ratio of
forces is (v/c)2. Now, when changing to the reference sys-
tem of the elctron at rest, there is no Lorentz force. If it
is postulated that in both reference systems the electron
must follow identical orbits it results that the electron den-
sity in Poisson’s law must transform as indicated above.






since dt′ = dt/γ. The acceleration d¨ is proportional to
fes(1 − v
2/c2)/γ and d¨′ is proportional to f ′es. Hence,
f ′es = fes/γ, or ne = γn
′
e.
Relativistic self-focusing has been observed experimen-
tally. For circular polarization it has been shown that the












A vector potential, nc critical density. Hence, when com-
pared to the non-relativistic case in presence of the circu-











γc is the Lorentz factor. In analogy to this expression it has
been concluced by some authors that for a linearly polar-
ized wave a2 should be replaced merely by the term a2/2,
since this latter appears in the corresponding Lorentz fac-
tor γc for the oscillation energy [3]. However, such a simple
replacement is incorrect, as may be recognized by carefully
reading the contribution by T. Pesch and H.-J. Kull in this
report [4]. The physical reason (not given there) is the ten-
dency to restore quasineutrality.
For more insight, in this connection it is worthwhile first
to subject the expression (1) to further analysis. In a ho-
mogeneous cold plasma the propagation of a circularly or
linearly polarized monochromatic electromagnetic wave in
the Lorentz gauge is governed by the wave equation for the












Φ is the scalar potential, j the three-vector current density.
From the conservation of the canonical momentum ve and
A are related to each other by
meγeve = eA+meγ0v0, γ0 = γ(v0). (5)








enev0 + γ0en0v0. (6)
Formally ne = γen0, and (3) reduces, with a monchromatic










A = 0. (7)
From this equation any relativistic effect is canceled and
thus, relativistic sef-focussing is absent, in contradiction
to [2] and [4]. The invariant equation is wrong for phys-
ical reasons in both cases of polarization which, however,
are different from each other. A monochromatic wave is
switched on adiabatically and thus there is much time to
react to the increase of the electron density ne in case of
circular polarization because the density increases on the
time scale of the growth of the amplitude owing to the ab-
sence of any Lorentz force (ve is parallel to the magnetic
field B). As a consequence the electron density in the cur-
rent j remains equal to the initial density n0. In a 2 - 3
cycle pulse however this will no longer be true.
In case of linear polarization the transverse electric field
couples to a longitudinal electrostatic component by the
Lorentz force at frequency 2ω. In addition there is the
length contraction effect in ne in transverse as well in lon-
gitudinal direction. Owing to the fast time scale of ne
restoring of quasineutrality is incomplete and the correct
factor in a2 from (1) is smaller than 1/2, see [4] for spe-
cial cases. For this reason, i.e. the dynamic coupling of
transverse and longitudinal modes, the relativistic change
of the refractive index η needs further investigation. This
is in particular true for the critical density where plasma
resonances represent an additional complication and may
be responsible for some effects observed in the experiment
not yet understood [5].
In numerous applications, and in particular in fast igni-
tion, one is interested in the energy current density jE of
the hot electrons and its spectral composition as a function
of the incident laser intensity and time. It is determined
by the relativistic electron current density j which enters
as a source term in (3) and can be obtained from a ki-
netic analysis only (PIC, Vlasov, molecular dynamics pro-
cedure). By averaging jE and the fast electron energies E
over one laser cycle in the dense interior the mean particle
flow density is obtained from neffvEE¯ =
∣∣ ¯jE∣∣. At highly
relativistic intensities vE ≈ c; thus the effective electron
density is neff =
∣∣j¯E∣∣ /c. The cycle-averaged relativistic
critical density ncr may be defined at the position of max-
imum cycle-averaged absorption jE through the equality
ncrv¯ = |j| /e. Averaging in v¯ is to be done over both,
direct and return currents. In general ncr and neff dif-
fer from each other. For a more detailed discussion of the
subject and approximations in applications see [6] and its
shortened version in this report. The determination of ncr
and neff is one of the next subjects of further extensive
investigations in ILIAS.
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Aeleration of eletrons by laser pulses in vauum
N. Kowarsh and W. Sheid, Institut fur Theoretishe Physik, Justus-Liebig-Universitat, Giessen
High intense laser pulses with a steep and strong
front pulse are proposed for aelerating eletrons
to TeV energies on short distanes.
The aeleration of eletrons by lasers is important for
the development of future aelerators with extremely high
energies. Here, we study a possible aeleration with ele-
tromagneti waves modulated in their amplitudes that
the eletron is essentially rossed by a half wavelength
pulse. Assuming plane eletromagneti waves for simpli-
ity, we let progress the transverse wave in vauum in the

























where the length 2=(
p
k) is the harateristi extension
of the pulse and k = != the underlying wave number.





Figure 1: Modulated eletri eld as a funtion of ku.
Then the integration of the relativisti equation of mo-
tion for the eletron yields a Lorentz fator  under the
initial onditions r(t =  1) = 0 and v(t =  1) = 0:









































a funtion of the parameter . The maximum of this urve
is positioned at  = 0:5 with the value  exp( 1) = 1:156.
The orresponding wave is shown in Fig. 1. We ompare
this result with the ase of an aeleration inside a half
wavelength without a Gaussian fator in (1), whih has a
value (   1)=a
2
0
= 2 in omparison with the value 1.156
in the optimal ase of (1) with  = 0:5.
Next we investigate the aeleration for  = 0:5 in more
detail, espeially with respet to an eetive length of a-
eleration. In priniple, the pulse in (1) is innitely ex-
tended in length. However, as one reognizes in Fig. 1,
only the range jkuj  3=2 ontributes to the aelera-
tion eetively. Therefore at t = 0, we position a rest-
ing eletron at r = 0 with v = 0 and start to run the





Figure 2: Saled Lorentz fator as a funtion of .
light pulse, whih is ut to the interval jkuj  3=2,














where ' = k(z
e
(t)   t) + 3=2 with z
e
(t) as the z-
oordinate of the eletron at time t. The phase angle '
has the values 3=2 for t = 0 and  3=2 for t
f
when the
wave rossed the eletron. As it is evident from Fig. 3, the
eletron gets rst moderately aelerated in the interval
3=2 > ' > =2, then deaelerated, stopped and strongly
aelerated in =2 > ' >  =2 and nally slightly dea-
elerated in  =2 > ' >  3=2.
 0
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Figure 3: Saled Lorentz fator as a funtion of the phase
'. The dashed part is multiplied by a fator 400.









































The orresponding quantities for a half wavelength ael-














=(4k) beause of the smaller extension of the
half wavelength pulse.
This formalism is based on our publiations (W. Sheid
and H. Hora, Laser and Partile Beams 7 (1989) 315; Th.
Hauser et al., Phys. Lett. A 186 (1994) 189; J. X. Wang et
al., Phys. Lett. A 275 (2000) 323). Next we will onsider
laser pulses of one eetive half wavelength with a nite
extension in the transversal diretion whih are optimal
for the aeleration of eletrons in the vauum.
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Eletron apture aeleration in a slit laser beam
P. X. Wang and Y. K. Ho, Institute of Modern Physis, Fudan University, Shanghai
W. Sheid, Institut fur Theoretishe Physik, Justus-Liebig-Universitat, Giessen
In a slit laser beam eletrons an be aptured









, where  is
the wave length in units of m.
Aeleration of eletrons in vauum reeives muh atten-
tion. In the previous work [1,2℄ we onsidered eletrons
aptured and aelerated to GeV energies by either sta-








intensity of the eletri eld approahes or is higher than
100. This mehanism is named apture aeleration meh-
anism (CAS). Here we study a apture aeleration han-
nel in a slit laser beam.
Due to the diration of the laser beam near the fo-
us, the eetive wave phase veloity along the dynami
trajetory of the eletron an be less than  or even less
than the speed of the eletron. Thus the aptured ele-
tron an be kept in the aeleration phase of the wave for
a long time and may gain onsiderable energy from the
laser eld [2℄. In order to extrat as muh energy as possi-
ble, we introdue Flattened Gaussian Beams (FGB) [3℄ as
a superposition of o-axis fundamental Gaussian beams.
























; y; z; t): (1)
These are parallel FGBs with a entral distane of (2N +
1)w
00
+d and a phase dierene of ' between them. The
ase with d = 0 and ' = 0 orresponds to a single FGB
without any slit. The higher-order orreted vetor poten-
tial for a monohromati FGB with a long pulse length






























), and  a nite pulse duration.The funtion
F is a power series in s
2
and ontains the higher-order
orretions. The elds are alulated with E =  A=t 
r and B = rA. In the following we sale the times
and lengths in units of 1=! = 1=(k) and 1=k, respetively.
Fig. 1 shows the maximal laser intensity and maximal
longitudinal eletri eld amplitude of a slit laser beam
with d = w
00
and ' =  in the xz plane. The pondero-
motive potential traps the eletrons in the slit and the
strong longitudinal eld aelerates them. To investigate
the harateristis of eletron aeleration by a slit laser
beam, we integrated the relativisti Newton equation for
the motion of an eletron.
In Fig. 2 we demonstrate the typial dynamis of an
on-axis injeted aptured eletron. The eletron almost
travels along the entral axis of the slit, reahing a Lorentz
Figure 1: (a) Maximum laser intensity I
max
and (b) maxi-





laser beam with d = w
00
and ' =  in the xz plane.





and  = 200. The values are distinguished by the level
of shading, dark and bright shading indiating small and
large values, respetively.
fator  larger than 1500 for a
0
= 10. As seen in Fig. 2 (d),
the longitudinal eletri eld is responsible for the ael-
eration. In summary, our analytial and simulation re-
sults exhibit a new diretion for the apture aeleration
sheme, namely by enhaning the axial eletri laser eld
we obtain a larger eletron aeleration.
Figure 2: Dynamis of an eletron injeted on axis in the
slit laser beam with d = w
00
, ' = , w
00
= 100,  = 200
and a
0





= 0 and p
z
= 10m. (a) Eletron trajetory in the
xz plane. (b) Lorentz fator  of eletron. () Phase of
laser wave experiened by eletron; solid and dotted urves




, respetively. (d) Contributions
of longitudinal (solid urve) and transverse (dotted urve)
eletri elds to the hange of the eletron energy.
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Laser acceleration of ion beams
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We consider methods of charged particle acceler-
ation by means of high-intensity lasers. As an ap-
plication we discuss a laser booster for heavy ion
beams of several GeV/nucleon as provided, e.g.,
by the GSI-SIS or the Dubna nuclotron. We per-
form simple estimates and show that in order to
achieve an energy gain for gold ions of the order
of GeV/nucleon either a cascade of crossed opti-
cal laser beams of presently available intensities of
1022 W/cm2 or an increase of the intensity by three
orders of magnitude for a single shot would be nec-
essary.
The idea of particle acceleration by means of laser fields
was first considered in [1, 2]. Recently, due to the fast
development of “table-top” high-intensity lasers with in-
tensities up to 1022 W/cm2 [3], these systems have be-
come interesting for the development of booster systems
for the upgrade of existing accelerators which operate just
below the threshold for interesting physics. In the case of
the Dubna nuclotron an additional acceleration by a few
GeV/nucleon would allow studies of the onset of quark
matter formation in heavy-ion collisions. Such studies re-
quire a fine-tuning in beam energies (energy scan), which
would be possible with the laser booster provided the re-
quired range of acceleration can be reached.
We start by considering the light pressure action on a
beam of charged particles. When absorbing a photon the
nucleus makes a transition to an excited state and receives
an additional velocity in the direction of the photon propa-
gation. After that, the excited nucleus can spontaneously
emit a photon and receives some additional momentum.
As a result of multiple scattering, the momentum of the
nucleus gets incremented along the laser beam. In the os-
cillator model of nuclei one obtains the following estimate





where E2 =< E2 > is the mean electric field strength,
α(ω) is the polarizability of the given nucleus







2 − ω2n]−1, (2)
~ωn is the n-th energy level of the nucleus, and kn is the
corresponding oscillator strength taking into account the
the specifics of the nucleus.
The application of the light pressure mechanism to the
problem of ion acceleration encounters numerous obsta-
cles. First, it is the saturation effect which is associated
with the time delay of the vacation of the excited states of
nuclei. Second, there is the required condition of resonance
between the laser field frequency and nuclear excitation en-
ergy. When the nucleus receives additional energy due to
the action of the laser pulse, the condition of resonance
brakes because of the Doppler effect and therefore the ac-
celeration force will decrease. The electromagnetic wave
frequencies ω and ω′ in the proper reference frame and in




(1 + v/c)γ, γ = 1/
√
1− v2/c2, (3)
where ε∗ = ~ω is the transition energy to an excited state.
For the Dubna nuclotron γ ' 4. It corresponds to the
ultra-relativistic case and so ω′ ' 2γε∗~−1. If the energy
ε∗ has the order of some tens of keV (for 179Au we have
ε∗ = 72 keV), the X-ray laser should have a frequency of
the order of 1 MeV. This exceeds considerably the possibil-
ities of modern X-ray lasers [4], for which the typical values
of frequencies are less than 10% of the electron mass.
In case of optical lasers, when the frequency is much
smaller than the lowest nuclear excitation level, there are
other ways of charged particle acceleration by means of the
action of gradient forces caused by the interaction between
ions and the envelope of the laser electrical field. Let us
consider an electromagnetic field E(r, t) = E(r) exp(iωt).
The corresponding gradient force is [2, 5, 6]
F = α∇E2. (4)
Under the action of such force, ions move aside to de-
crease their potential energy and get localized in the knots
of the wave. In each point the gradient force has trans-
verse and longitudinal components but the average of the
longitudinal component vanishes. Under the action of the
gradient force particles are localized in potential wells. As
was shown in [7] using special fluctuations with various fre-
quencies it is possible to receive a potential profile varying
in time. In particular, it is possible to create conditions
for accelerated motion of potential wells with particles lo-
calized in them. However, there is a grave disadvantage
of this method. It is the fact that the accelerated particle
oscillates with the frequency of the external field in the
local reference frame. The efficiency of such a mechanism
is less than that of a linear accelerator. In real laser beams
due to the non-uniform radial distribution of intensity the
gradient force can expel particles from the laser field. As
shown in [8], this effect depends on the relation of the fre-
quency of the external field to the eigenfrequency of the
particle oscillation.
Another way to transfer additional energy to a beam
of charged particles is to construct special geometrical
schemes of laser beams. A scheme to accelerate electrons
by means of two crossed laser beams was proposed in the
works [9]-[11]. The basic idea is to send the electron or ion
through the crossing point of two laser beams at an angle θ
with respect to each beam direction [12]. Such a geometry
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allows to create some longitudinally pulling electric field
Ez = −2E0 g(η) sin θ cos η,
η = ω [ t− (z/c) cos θ], (5)
where g(η) is some envelope function. The ion energy gain,
as a result of the interaction with η/2pi cycles of the accel-
erating field, may be defined by
W (η) = mc2
[
s cos θ +
√





s = γ0(β0 − cos θ) + 2qf(η) sin θ, (6)




g(η′) cos η′dη′, (7)
q = ZeE0/(Mcω) for an ion with electrical charge Ze and
a mass M . The size of the energy increment depends on
Figure 1: The energy gain of fully ionized gold ions Au79+
vs. the crossing half-angle θ for η = pi/2, γ0=4, g(η)=1.
the crossing angle. An optimal angle θmax exists which
corresponds to the maximum energy gain for a given set
of laser parameters and particle beam initial conditions.
Fig.1 shows, that if the ion-field interaction would be ter-
minated in the neighborhood of any one of the points
corresponding to η = (2N + 1/2)pi, where N is an inte-
ger number, the ion would escape with maximum energy
gain. The energy gains tend to get canceled by the en-
ergy losses for interaction with an even number of field
cycles. For the purpose of acceleration, the assumption is
that the ion may be ejected from the region of interaction
while it still retains part or all of the energy gained. The
calculation shows that the optimal half-crossing angle for
Au79+ is θmax ≈ 14◦ for g(η) = 1 and θmax ≈ 20◦ for
the g(η) = sin2(η/10) envelope. The maximal energy gain
reaches 25 GeV per ion (140 MeV/nucleon) for a laser
intensity of the order of 1022 W/cm2. The value of the
optimal angle allows the realization of a cascade of laser
- ion beam interactions by means of multiple reflection
of the laser beams from a sequence of mirrors positioned
symmetric to the beam axis.
The initial condition used here are somewhat artificial.
We have simply stated that the ion is born at the origin of
coordinates at t = 0 inside the plane wave which, by def-
inition, has an infinite extension in both space and time.
Fig. 3 shows that such an ion tends to gain more energy
from the field if it starts off at a higher speed. The gain ex-
hibits saturation with increasing injection energy at about
γ0 ≈ 20 for the parameters used. The radiative losses
of the accelerated ion can be evaluated by the relativistic
version of the Larmor formula [13] and become negligible.
More details are given in Ref. [14]. As the goal is to
Figure 2: The energy gain of Au79+ vs. the number of ac-
celerating field cycles for θ=θmax ≈20◦; g(η)= sin2(η/10).
Figure 3: The energy gain of Au79+ vs. the initial Lorentz
factor γ0 for η = 9pi/2, g(η)= sin
2(η/10). The remaining
field parameters used are the same as in Fig. 1.
reach a boost of the ion beam by several GeV/nucleon,
one laser acceleration event with an energy gain of about
140 MeV/nucleon is insufficient. A cascade of 10-20 laser
hits on the ion could yield the boost we aim at. In our
present discussion we leave aside technological challenges
of this idea and rather provide some theoretical basis for
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a design of a mirror sequence which could realize such a
laser cascade. Let us consider for this purpose the ith
mirror which should collimate the divergent laser beam
incident under an angle δi with the ion beam axis and re-
flect and refocus it towards the beam axis such that the
central ray of the bundle hits under an angle δi+1, see Fig.








Figure 4: Step i of the mirror cascade.
αi = (δi + δi+1)/2. The energy gain at the i
th laser-beam
interaction point depends on the preceding gamma-factor
(ion velocity) and the actual angle of laser-beam incidence
(see Figs. 1 and 3)
W (γi−1, δi) = ∆i = mc
2(γi − γi−1) (8)
which uniquely determines the new ion gamma-factor
γi = (1− v2i /c2)−1 = γi−1 + W (γi−1, δi)/(mc2) (9)
and thus defines a recursion relation for the ion velocities
in the mirror cascade vi = vi(vi−1, δi). The angle δi is
to be chosen such that the coincidence condition between










= tan δi + tan δi+1 . (10)
For a laser with I ∼ 1022 W/cm2, one would under opti-
mal conditions need about 10-20 steps in the cascade to
obtain a boost of 2 - 3 GeV/nucleon for a beam of fully
ionized gold ions extracted with 4-5 GeV/nucleon from the
Nuclotron.
Our preliminary evaluation shows that the most promis-
ing method for the laser acceleration of ions is based on the
crossed laser beam scheme. The light pressure mechanism
in not relevant due to insufficient frequency of the laser
field even for modern X-ray lasers. The action of gradient
forces on laser beam is also less effective than the usual lin-
ear accelerator scheme. We have considered here an highly
idealized situation where we neglected any losses and as-
sume that the mirrors could resist the high-intensity laser
beam over several duty cycles. We have also disregarded
other effects which are important for the practical realisa-
tion of such a laser booster as, for example, the quality of
the vacuum depending on the presence of residual gas in
the ion beam pipe.
Given the technological challenges connected with the
realization of the above idea of a mirror cascade with
presently available table-top optical lasers, we want to
discuss the alternative of a single shot acceleration with
a laser of the next generation providing an intensity
upto 1026W/cm2. Such an acceleration scheme has been
considered before for electron acceleration [15]. It has
been shown, that under the action of tightly focused
high-intensity ultrashort laser pulses, the acceleration of
charged particles traveling along the laser beam axis is
determined by the longitudinal ponderomotive force and
the longitudinal component of the electric field of the laser
wave. Contrary to the scheme of Ref. [12], the action of
the longitudinal field on a projectile may be unidirectional
during many optical cycles, i.e., the phase slip effect is
overcome. Lasers with currently highest possible param-
eters enable electron acceleration by this mechanism up
to energies of ∼ 1 GeV, which is comparable to the ener-
gies attainable on ‘large’ accelerators of the SLAC type (
∼ 30− 50 GeV). Unlike the scheme of Ref. [12], the accel-
eration in this case is insensitive to the initial phase of the
field (the effect of electron bunching is absent). It is pos-
sible to accelerate slow (nonrelativistic) electrons, and the
problem of accelerated electron extraction from the field
does not exist.
Let us check whether such an attractive scenario is ap-
plicable to the problem of acceleration of heavy ions too.
The authors of Ref. [15] consider a tightly focused short
laser beam with pulse duration τ ≈ 10− 100T , where T is
the laser period, and a radius w0 ∼ 5− 50λ with λ being
the laser wave length. The field structure is defined in the
parabolic approximation [16] in second order with respect



















×[cosφ⊥ ± cos (φ⊥ + φp)], (12)

















×[cosφ⊥ ∓ cos (φ⊥ + φp)], (14)
where E(t) is the envelope function forming the pulse
shape





E0 is the field amplitude, φ‖ and φ⊥ are the phases of
longitudinal and transversal field components
















with zc = kw
2
0/2 being the diffraction length and
w2 = w20 [1 + (z/zc)
2], (17)
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where η = ωt− kz and φp is a parameter fixing the polar-
ization of the field (φp = 0: linear and φp = pi/2: circular
polarization).
The classical equation of motion for the Au79+ ion
is solved numerically using the standard Runge-Kutta
method with initial conditions corresponding to the Dubna
nuclotron. We find, that for lasers presently available in-
tensities the energy gain of Au79+ is negligible. Never-
theless, the increase of the laser power to 5 · 1025W/cm2
renders this scheme quite effective: the initial ion beam en-
ergy of 4 GeV/nuclon is doubled for a single laser shot and
for an intensity of 1026W/cm2 the corresponding energy
gain can be as high as 12 GeV/nuclon. The dependence
Figure 5: The energy gain of fully ionized gold ion Au79+
with initial energy of 4 GeV/nucleon as a function of the
time for laser pulse parameters τ = 20 T , w0 = 100λ,
z0 = −300λ, φp = 1.
of the energy gain on the initial velocity is shown in Fig.6
and has and intriguing resonance behavior. The depen-
Figure 6: The energy gain of fully ionized gold ion Au79+
vs. the initial velocity, the other conditions as on Fig.5.
dence of the energy gain on the laser pulse duration is
shown in Fig.7 and exhibits a similar, nonmonotonous be-
haviour. In any way, our results show that a laser booster
Figure 7: The energy gain of fully ionized gold ion Au79+
vs. the laser pulse duration, the other conditions as on
Fig.5.
for a highly relativistic ion beam is an interesting option
for machines like the Dubna nuclotron or GSI-SIS to en-
ter and explore the domain of the QCD phase transition.
More detailed studies have to be performed in order to
decide whether it is technologically feasible to realize a
laser mirror cascade with present optical lasers or rather
to employ high-intensity lasers of the next generation with
intensities of 1026 - 1028 W/cm2 and a single laser-beam
interaction. Beyond the scope of present studies is the
discussion of a wakefield ion acceleration concept which
could be discussed using experience with the problem of
wakefield electron acceleration.
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Two decades after the invention of cirped pulse
amplification the mechanism of collisionless ab-
sorption of ultrashort intense laser radiation in
solid surfaces is still open to discussion. A NO-GO
theorem is formulated which shows that fluid dy-
namics, whatsoever its degree of nonlinearity and
complexity may be, does not lead to absorption
in the absence of collisions. Rather is cold wave-
breaking a necessary, but not sufficient, condition
for irreversibility to occur. Some additional impli-
cations of the theorem are discussed and the un-
derlying physical effect leading to the desired phase
shift is postulated to be based on internal plasma
resonances.
When a solid target is heated up beyond an electron
temperature Te ≈ 10
3Z2 eV, Z ion charge, by an intense
ultrashort laser pulse, absorption by electron-ion collisions
is no longer effective. Experiments show that good absorp-
tion, up to 70% and beyond, still occurs in this collisionless
regime [1]. Efficient collisionless absorption of the same or-
der of magnitude is well confirmed by particle-in-cell (PIC)
[2, 3] and Vlasov simulations also [4, 5]. Nonetheless, after
two decades of studies no single physical effect can be ad-
dressed in a convincing way by which collisionless absorp-
tion of 50 % or higher by the free electrons in the surface
plasma of the solid is accomplished [6]. In other words,
collisionless absorption is well confirmed by experiments
and simulations but not understood. Several typical phe-
nomena are observed in numerical simulations which are
thought as being responsible for this kind of absorption,
and keywords have been coined for them: j × B heat-
ing [7], vacuum heating [2, 8, 9], wave breaking [10], laser
dephasing heating [11]. None of them does show how irre-
versibility comes into play. This statement can be given a
precise mathematical formulation. All kinds of absorption,
collisional, resonant, mode conversion, excitation, ioniza-
tion, etc. are described by the cycle averaged jE term
in Poynting’s theorem, j total current density, E electric
field. After collisionless absorption has reached a steady
state, the decrease of the cycle-averaged Poynting vector
S, here to be identified with the laser intensity I = |S|, is
governed by
∇S = −jE (1)
Under the influence of a harmonic laser field Ed cosωt, a
free plasma electron oscillates at sinωt and harmonics of
ω, and so does j. In order to yield net absorption, j must
contain cos νωt components (ν integer), or equivalently, a
phase shift must exist between j and E differing from π/2.
The authors of j ×B heating have merely shown by per-
forming a PIC simulation that such a phase shift exists;
no underlying physical effect responsible for this absorp-
tion mechanism has been addressed and none has been
found so far. In addition, to express the fact that in PIC
simulations there are electrons pulled out into the vacuum
which do not enter the target with the exact periodicity of
the laser frequency the ominous term of vacuum heating
has originally been introduced in the scientific literature
[12]. Subsequently the term has been used for some vague
kind of absorption mechanism. Some authors seem to at-
tribute collisionless absorption entirely to vacuum heat-
ing [13], others consider a combination of j × B heating
and vacuum heating as responsible for collisionless absorp-
tion [14]. In conclusion, the term vacuum heating stands
at present for some degree of stochasticity occurring in
laser-target interaction, nothing more. No substantial in-
crease of insight is gained by interpreting vacuum heating
as caused by wave breaking. There are numerous different
scenarios to this diffuse and not yet sufficiently understood
phenomenon, e.g. fluid dynamic [15], kinetic [16, 17], ge-
ometric wavebreaking [18], etc. Finally, laser dephasing
heating is a tautology, no physical reason for the phase
shift has been given so far.
Numerous additional absorption mechanisms have been
proposed, for example sheath layer inverse bremsstrahlung
[19], anomalous skin layer absorption [20], stochastic heat-
ing [21], relativistic ponderomotive heating [22], linear and
nonlinear Landau damping [23], excitation of surface plas-
mons [24], Brunel effect [25]. Several of them originate
from the short crossing time of the interaction region by
an electron and resemble somehow events of collisional na-
ture, i.e. collisions with macroscopic fields [6]. A successful
treatment in terms of Landau damping requires an exact
wave-particle model which does not exist so far. Probably
all collisonless macroscopic phenomena can be interpreted
in terms of Landau damping, a posteriori. Coupling to
surface plasmons [24] is rather peculiar and not easily re-
alizable. No doubt, the Brunel effect is, despite its imper-
fections and limitations in the treatment and the missing
interpretation in terms of general physics, the best candi-
date so far. Summarizing the present state of the art, all
effects and models listed above may contribute to collision-
less absorption by small amounts, except the Brunel effect
which perhaps may contribute more significantly. How-
ever, the search for the physical effect leading to such a
phase shift between j and E as to guarantee an amount of
absorption of the order of what has been observed in PIC
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and Vlasov simulations (> 50%), is still open.
Like in other fields of physics, looking for a NO-GO
theorem for collisionless absorption may be fruitful and
limits the number of possible candidates. In the following,
such an exclusion theorem is formulated and its power will
be shown in so far as it will lead us to the correct solution.
A plane fully ionized overdense target is assumed to
fill the half space x ≥ 0. A plane wave E(x, t) =
E0 exp(ikx−ωt) in p or s-polarization in y-direction, wave
vector k and frequency ω, is incident from −∞ under an-
gle α onto its surface. After applying a Lorentz boost in




, v0 = c sinα, α = 6 (k, ex), (2)
the wave impinges normally onto the target. All field quan-
tities, including the vector potential A, transform with the
Lorentz factor γ0 = 1/ cosα as follows,
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p-polarization: A′y = γ0 Ay,




= I cos2 α (6)

































This is a system of reversible equations in time. For sim-
plicity the ion charge number is assumed to be unity. The
equation containing vy expresses the conservation of the
canonical momentum in y-direction. Multiplication of the























Under the following two assumptions,
1. a steady state is reached,
























The first of these relations is of general validity and may
serve as a test in numerical calculations; for instance, it
is well fulfilled in Vlasov simulations ([4], Fig. 9). Al-
ternatively it can be quickly deduced from the following
argument,
jE = jxEx + jyEy = jyELaser, Ey = ELaser
⇒ jxEx = 0, (10)
because in y-direction the only acting field is that of the
laser. jxEx = 0 states that all irreversible work, if there









γ0 = γ(v0), γe = γ(ve). (11)
We show now that the second of relations (9) is also
zero at any arbitrary position x if the electron fluid is
cold (i) and its dynamics is regular (ii). Mathematically, a
regular fluid flow, or dynamics, is a differentiable mapping
(diffeomorphism) of a domain at an arbitrary time t = t1
onto a domain at an arbitrary time t = t2, i.e., a one-to-one
mapping of fluid elements. Such a mapping has some nice
properties, as for example, an inner fluid element cannot
end on the surface, and viceversa, and a hole in the fluid
can neither close nor can a hole be created during the
flow [26]. The dynamics of a fluid element is completely
determined by its Lagrangian position ξ(a, t) = x(t) − a,
with a = x(t = 0). Under condition (ii) Ay, Φ and vy
are unique functions of ξ(a, t) = x − a, a = aex, and the


























The driver D is a function oscillating approximately with
ω and its harmonics, ξ is oscillatory and Ω2 is roughly
quasistatic for small excursions since in the limit ξ → 0
holds Ω2 = ω2p. Let f(t), g(t) be two linearly independent
solutions of the homogeneous equation (12) andD a driver
with sufficiently smooth envelope extending over at least












dτ ; ξ(0) = ξ˙(0) = 0. (12)
For small ξ the Wronskian W contains a dominant qua-
sistatic component. As a consequence of the rapidly os-
cillating functions f(t) and g(t) the integrals in (13) yield
nearly zero contribution when extended over the total laser
pulse length; hence, ξ(∞) = ξ˙(∞) ≈ 0 and the energy
content of an arbitrary volume element after the pulse is
over is ǫos =
∫
jyEydt ≈ 0. In the case of small oscilla-
tions the result is inferred immediately owing to ne ≈ n0
and jy ∼ vy. At high intensities the proof is supported
by numerical tests in a very satisfactory manner. Owing
to the nonlinearity of the current density (11) Ay(x, t) is
a sum of all harmonics of ω and such is jy . The inte-
gral (13) to be finite needs the occurrence of stationary
phase points in the integrand (method of stationary phase
[27]). Then in the temporal neighbourhood of such a point
with Ω(t) = ω or harmonics of ω the phase is continously
growing, as well-known from the linear harmonic oscillator
(Fresnel integrals and Cornu spiral [28]). The definition of
resonances as the points of stationary phases is the natural
extension of the concept of resonance to anharmonic and
nonlinear oscillators. It follows that whenever a resonance
occurs in ξ(a, t) it is accompanied by a phase shift of π/2.
In targets or films which are not extremely thin resonance
occurs at different time instants for different fluid volume
elements with the consequence that neighbouring fluid el-
ements oscillate against each other and superpose or cross,
i.e. the Jacobian J−1 = ∂(a)/∂(x, t), or the fluid density,
becomes singular; or equivalently, the fluid undergoes cold
wave breaking. After breaking the rapresentation in the
variables a and t loses its exact validity, howerver it may
still remain a good approximation for a finite time interval.
This is the content of a remarkable NO-GO theorem:
Whatever the degree of nonlinearity and complexity of
high power laser interaction is, no collisionless absorption
is possible under steady state conditions in the basic geom-
etry, considered here, in the absence of resonances (I), or
equivalently, (II) wave breaking is a necessary consequence
of collisonless absorption in an ideal fluid. This NO-GO
theorem can be viewed as the extension of the well-known
assertion that a single point charge cannot absorb a photon
unless it resonates in an outer potential.
The theorem sheds new light on fast particle generation
and cold wave breaking. It is widely believed that when a
wave breaks the oscillating electrons become fast although
it is not well understandable that an irregular broken wave
field accelerates them more efficiently than a regular wave.
In fact, the NO-GO theorem states that the opposite is
true: cold wave breaking originates from resonant parti-
cle acceleration. One of the salient features observed in
PIC simulations is the appearance of jets of fast electrons.
Under the influence of the laser field groups of particles
start oscillating and at a sudden they escape with high
velocity in a disruption-like manner from the region of in-
teraction. The phenomenon is particularly pronounced in
laser-cluster interaction [29].
The situation with collissionless absorption by an ideal
fluid is analogous to dissipation by a shock wave. The lat-
ter can be described by reversible equations which under
regular flow allow adiabatic transitions only. To make ac-
count of dissipation, i.e., irreversible changes of state with
corresponding increase of entropy, a discontinuity (infinite
derivatives) must be introduced.
Formation of jets is the essence of Brunels model. The
transcendental equation governing their formation is de-
rived under the assumption that volume elements do not
cross. This is one of the three major inconsistencies of
this model because of violating our NO-GO theorem (the
other two are: absorbed power proportional to I3/2, and
the absence of a finite potential threshold in the disruption;
without the latter formation of energetic jets as an initial
value problem is not possible). Nevertheless it is the best
absorption model so far, even if it does not address the
underlying physical principle, i.e. resonance, which leads
to collisionless absorption.
At first glance the first of eqs. (9) seems to exclude
categorically the possibility of any j ×B heating or j ×
B electron acceleration. In reality this is not a stringent
conclusion because it is model-dependent. Of course, all
work is done by the laser. However, depending on the
dynamical model used, it may be easier to determine the
phase between jx and Ex instead of calculating directly
the work done by the laser in y -direction. To this aim a
driver Ed = vyBz is introduced which induces an electric
field Ein such that with Ed it sums up to Ex, Ex = Ed +
Ein. From (10) follows merely jxEin = −jxEd. Hence,
positive work by the driver Ed is possible from which the
phase of jy relative to Ey in (9) is concluded. The only
link which has been missing for two decades is to find out
by which physical effect the corresponding phase shift is
accomplished in a collisionless plasma.
The NO-GO theorem is stringent in the simple, but ba-
sic, geometry only. In a 3D geometry the topology of in-
teraction may change and open new possibilities of laser
energy conversion. For example in deformed or corrugated
targets closed current loops driven by secular ponderomo-
tive forces, like light or wave pressure, may form being able
to store considerable amounts of magnetic energy which at
later times may be converted into heat due to friction and
viscous interaction [5]. To be precise, the NO-GO theorem
applies to a cold plasma. In reality this is not a serious lim-
itation because generally the kinetic electron temperature
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is much lower than the mean oscillatory (ponderomotive)
energy. In terms of physics a comparable finite temper-
ature introduces dispersion or energy delocalization with
the consequence that the representation of Ω2 from (12)
as a function of ξ only is, as after wave breaking, no longer
possible.
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Vacuum heating vs skin layer absorption of intense fs laser pulses
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Crossing of the narrow skin layer in solid targets by elec-
trons in a time shorter than a laser cycle represents one
of the numerous collisionless absorption mechanisms of in-
tense laser-matter interaction. This kinetic effect is studied
at normal and oblique laser beam incidence and particle
injection by a test particle approach in an energy interval
extending into the relativistic domain. Three main results
obtained are the strong dependence of the energy gain by
the single particle on the instant of injection relative to the
phase of the light wave, the reflection of the particles pri-
marily contributing to absorption well in front of the target
rather than in the Debye layer, and the low degree of ab-
sorption hardly exceeding the 10% limit. The simulation
results shed new light on the heating mechanism which is
addressed by the vague key word “vacuum heating”. In par-
ticular, it is clearly revealed that the absorption in the vac-
uum region prevails on that originating from the skin layer.
Relativistic ponderomotive effects are also tested, however
their contribution to absorption is not significant.
1 Introduction
At high electron termperature Te collisional absorption be-
comes negligibly small. Subsequent heating and generation of
fast electrons in the multi keV/several MeV range shows that
the main absorption process occurs during this second phase,
as proofed by a variety of experiments with laser intensities
I >∼ 1018 Wcm−2 during the last decade. Efficient collision-
less absorption is also well confirmed by computer simulations
[1, 2]. However, neither the experiment, nor the numerical
simulations tell which are the underlying physical mechanisms
leading to irreversible energy gain by the electrons in the ab-
sence of collisions with the ions. Thus, they need interpreta-
tion. Good absorption, typically 50%, is measured and cal-
culated for very short sub-ps pulses during the irradiation by
which almost no hydrodynamic motion has set in. Here, linear
resonance effects cannot be invoked because the plasma fre-
quency ωp is by an order of magnitude higher than the laser
frequency ω. Instead however, owing to the small penetration
depth of the laser pulse which equals approximately the classi-
cal skin layer thickness λs = c/ωp, c vacuum light speed, an
electron can cross this layer in a fraction of the laser cycle time
and pick up irreversibly energy from the laser field. For the first
time a nonresonant collisionless absorption mechanism based
on such considerations was proposed in 1977 for a sharp-edged
slightly overdense plasma (ωp > ω) already before the inven-
tion of the chirped pulse amplification (CPA) technique in 1985
(“sheath layer absorption” [3]). For intense fs pulses and arbi-
trarily overdense plasma layers this adiabaticity-breaking finite
transit time mechanism was used in 1989 to calculate absorp-
tion coefficients of the order of 3–10% at normal incidence [4].
As soon as the interaction with the laser field is shorter than
τ/3, τ = 2pi/ω, it is collision-like and, consequently the re-
fractive index η can be cast into the Drude form






with X,Y > 0, X < 1, ne electron density, nc critical (= cut
off) density. For a finite collision frequency ν, X and Y as-
sume the well-known form X = ω2/(ω2+ν2), Y = νX/ω. In
both papers [3, 4] the magnetic field B of the laser beam is ne-
glected. This is incorrect because owing to the high gradients in
the narrow skin layer cB becomes much larger than the electric
field E and, in general, must be included, also in a linearized
treatment. Such a self-consistent calculation of the effect in a
highly overdense plasma slab (ω2p À ω2) has been performed
in linear approximation [5]. For a Maxwellian electron distri-
bution the authors find that including the B-field leads to iden-
tical absorption coefficients as without magnetic field, hence
justifying a posteriori the assumptions made in the two forego-
ing references [3, 4]. In the analytical treatments it is standard
to assume that the electrons are reflected instantaneously at the
vacuum-target interface [6]. In the absence of electron-ion col-
lisions the only marked collisional events are represented by
the interaction of the electrons with the steep gradients of the
macroscopic fields. If the crossing time is short enough skin
layer absorption as discussed in Refs. [3, 4, 5, 6, 7] is expected
to occur.
Looking through the enormous amount of theoretical papers
that have appeared since the invention of the CPA technique
in 1985 on ultrashort intense light pulse interaction with dense
matter including clusters three aspects emerge,
I. a quantitative analysis of the interaction (absorption, fast
electron spectra) is not accessible to an analytical treat-
ment but has to rely on 3-dimensional (3D) computer sim-
ulations.
II. At least ten different collisionless absorption mechanisms
have been proposed, none of them seems to lead to absorp-
tion higher than 5–10% at most.
III. the underlying physical principles of the collisionless ab-
sorption phenomenon has not been elaborated with suffi-
cient clarity and a clear ordering of the mechanisms under
II according to their strength is still missing.
The present paper tries to contribute to point III. The main
aim will be to investigate which groups of particles will most
contribute to absorption in which region of space, skin layer or
vacuum, and to study the dynamics of electron reflection and
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turning point positions as a function of the relative phase of
the injection instant to the laser wave. For such a purpose a
test particle model is suited best. If not specified differently
the term skin layer absorption is used for the amount of energy
absorbed by all individual electrons crossing the skin layer and
undergoing reflection inside or outside the layer. Only when
vacuum heating is considered we shall have to be more specific.
2 Test particle model
The dynamics of test particles is studied in the static equilib-
rium of the background plasma exposed to a laser pulse. The
half space x ≥ 0 is thought to be filled originally by a neutral,
homogeneous plasma of electron density ne0 = n0 and elec-
tron and ion temperatures Te > 0, Ti = 0. We consider the case
where the monochromatic plane laser wave is normally incident
from x < 0,




with Ainc the vector potential, Einc the electric field, k = ω/c
the wave number, and the constant x0 introduced below. The
electric field amplitude Eˆinc = −iωAˆinc is connected with the
laser intensity I by |Eˆinc|2 = 2I/(²0c). In the configuration
considered with Eˆinc, Aˆinc pointing into y-direction and all
fields and densities depending on x only, the canonical momen-
tum Py = mγvy − eA is conserved. Here A is the total vector
potential, i.e., incident and reflected wave or, inside the target,
the transmitted wave. Mechanical momentum py and current
density jy = −eγn′e0vy are







The electron density n′e0 may differ from ne0 = n0 owing to








A = − jy
²0c2
, (4)








A = 0, (5)
n′c relativistic critical density. Unfortunately, its exact value
is so far known only for circular polarization, n′e0 = ne0(1 +
aˆ2)1/2, a = eAˆ/mc. For linear polarization it may range some-
where between ne0 and ne0(1 + aˆ2/2)1/2. Under the influence
of thermal and ponderomotive pressures ne0 is rearranged to
satisfy the new equilibrium







Thereby Ex is the induced electrostatic field in propagation di-




(1 + a2)1/2 − 1
}
. (7)
The Debye length λD is much shorter than the normal skin











Figure 1: Equilibrium electron density ne0, initial density n0.
For x < x0 ne0 = 0. Ions are fixed. Areas F0 and Fe are equal.
λD = vth/ωp0 ¿ λs, ωp0 plasma frequency of the highly over-
dense plasma, ω2p0 À ω2. Furthermore λs ¿ λ = 2pi/k =
2pic/ω. Under such conditions the equilibrium plasma edge can
be approximated as sketched in Fig. 1. Disregarding the ther-
mal pressure because it is small in the very overdense region









Under the assumption of ne0 =const. in the evanescent region
x ≥ x0 holds
A(x, t) = sAˆinc eiωte−κ(x−x0) (9)
with s the transmission coefficient and κ = k Im(η) =
k(ne0/n′c − 1)1/2 the attenuation factor. The resulting com-
pression ratio is obtained from (7),
ne0(x)
n0
= 1 + 2
(a2)2
(1 + a2)3/2
aÀ1−→ 1 + 2(a2)1/2. (10)
For example, for aˆ = 3, a2 = 9/2, the maximum compression
is ne0(x = x0)/n0 = 4.14. Its influence on the dynamics
of the test electrons can be studied by varying ne0 in a wide
parameter range. Additional justification for such a procedure
comes from the fact that, as will be seen, the results depend only
weakly on ne0 À n′c. The maximum radiation pressure is 2I/c












= −κsAˆinc eiωte−κ(x−x0). (12)
The requirement for A, E, and B to be continuous at x = x0
yields for the coefficients of reflection r and transmission s =








For real κ follows |r| = 1 and s ' 2ik/κ, i.e., E/c inside the
plasma is 2κ/k times smaller than B. In the vacuum half space
x < x0 the electric field is E = −∂tA, with
Ax<x0(x, t) = Aˆinc
(





and Bx<x0 = ∂xAx<x0 .
The radiation pressure is locally balanced by the electrostatic
force −eEx. An electron injected at the far right hand side
in Fig. 1, i.e., [x(t = 0) − x0]/λs À 1, with momentum
p0 = (−|px0|, 0, 0) moves towards the plasma boundary x0
under the influence of the Lorentz force of the laser field only;
after crossing x0 it is also subject to the electrostatic attraction





B − eExΘ(x0 − x), (15)
if Ex = 0 for x < 0 and Ex = en0x/²0 for x ≥ 0. Θ is the
Heaviside step function.
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Figure 2: Test particle calculations of momentum change (a)–
(c) and energy absorption (d)–(f) of electrons injected with
momentum px0 < 0 on the right hand side of Fig. 1. For
not too high |px0| the electrons enter (or cross) the skin layer,
turn around, and return to their starting point with momentum
pxf > 0. 100 test particles are launched at 100 different phases
of the laser field (dotted regions). The phase-averaged values
of pxf and Eabs are indicated by the bold lines. Laser intensity
was 3.51× 1018 Wcm−2, normally incident on 10, 50, and 250
times overdense plasma (panels (a,d), (b,e), and (c,f), respec-
tively). Bifurcations in the pxf spectra are indicated by arrows.
When the injection momentum px0 exceeds approximately mc,
at nearly all px0 the energy gains are overcompensated by the
energy losses during a full angle variation of the injection phase.
10 c0n  =      n
c50n  =      n0




Figure 3: Test particle situation as in Fig. 2 showing the posi-
tions of reflection. For a given value of the momentum of injec-
tion px0 on the ordinate the interval ∆xmin of possible turning
positions is the projection of the segment px0 = const. onto
the abscissa. In panel (c) (n0/nc = 250), ∆xmin = 11λs at
px0/mc = 1. Parameters as in Figure 2. The vertical lines
indicate the ion and electron fronts at x = 0 and x = x0, re-
spectively.
3 Numerical Simulations
The model described in the foregoing section offers the possi-
bility (i) to study for which electron energies skin layer absorp-
tion is strongest, (ii) to estimate its magnitude, (iii) to find out
at which position the reflection of particles occurs and in which
region absorption is most efficient, and finally (iv) to check the
hypothesis of particle reflection at the vacuum-target interface
and the relevance of Φp.
An intensity of I = 3.51 × 1018 Wcm−2 at λ = 800 nm
(Ti:Sapphire laser) is assumed to be incident normally from
−∞ onto a plasma with n0 varying from 10nc to 250nc in
Fig. 2. Electrons are injected from +∞ with mechanical mo-
mentum px0 anti-parallel to the laser beam (py0 = pz0 = 0) and
their momenta pxf are calculated for x→∞ after reflection. In
Fig. 2(a), (b), (c) the spectrum of pxf as a function of the input
momentum px0 is shown for n0/nc = 10, 50, and 250. Verti-
cal segments across the dotted regions indicate the distribution
of pxf for electrons injected at phases ωt = ωt0 + 2piν/100,
ν = 0, 1, . . . , 99 with fixed px0. There is considerable mo-
mentum spread of pxf in the regular domain of px0, extend-
ing from zero up to px0 = mc in the slightly overdense target
(n0/nc = 10) and up to px0 = 1.2mc for n0/nc = 50 and
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250. This part of the distribution is characterized by one simple
turning point and almost one oscillation in the skin layer. The
maximum spread is∆pxf = 1.5mcwith a slight tendency to in-
crease with decreasing skin layer thickness. Beyond px0 = (1.0
– 1.2)mc the spectrum becomes chaotic because of temporary
electron trapping in the standing wave in front of the skin layer.
As a consequence, high momentum gain from the laser wave
is achieved in single events (pxf <∼ 4mc). However, the gain
in pxf averaged over all phases ωt with equal statistical weight,
indicated by the bold line, is almost not affected owing to the
rareness of such events. At a certain px0 (as indicated by arrows
in Fig. 2) a clear bifurcation of pxf sets in. For some injection
phases pxf falls into a lower branch that decreases with increas-
ing px0 while other phases lead to still increasing pxf .
The absorbed energies Eabs a single electron can gain as a
function of px0 and injection phase are calculated from the mo-





)1/2 − (m2c4 + p2x0c2)1/2 (16)
and are depicted in Fig. 2 (d), (e), (f). They look very simi-
lar to the momentum pictures (a), (b), (c): large energy spread
originating from the injection phase (dotted vertical segments,
100 dots each), bifurcation at the maxima Eabs = 0.7mc2
for px0 = 0.6mc and n0/nc = 10, Eabs = 0.75mc2 for
px0 = 0.7mc and n0/nc = 50, and Eabs = 0.75mc2 for
px0 = 0.75mc and n0/nc = 250, chaotic energy spectrum
at px0 >∼ mc and px0 > 1.2mc, respectively. The injection
phase-averaged absorbed energies 〈Eabs〉 are indicated by bold
lines. The lower borders of the vertical segments always indi-
cate energy loss instead of gain. On the average no energy gain
is achieved beyond px0 = 1.0mc in (d) and px0 ' 1.2mc in
(e) and
The locations of the turning points xmin in units of 1/k =
λ/(2pi) for a given value of px0 = const. are depicted in Fig. 3.
The bold vertical line at x = x0 indicates the edge of the tar-
get. There is a clear result which can be extracted from the
three pictures. The frequently made assumption of regular or
diffuse reflection from the plasma boundary can be regarded
only as a crude model assumption for the fast as well as for
the thermal electrons: the reflection points of the thermal elec-
trons scatter approximately over the entire skin depth, the turn-
ing points of the hot electrons (px0 <∼ mc) lie in front of the
target over a width ∆xmin ranging from 3λs at n0/nc = 10 to
11λs at n0/nc = 250. From Fig. 2, and to a minor degree also
from Figure 3, we clearly deduce that from a rather low limit
of n0/nc on the skin layer absorption mechanism does show
almost no plasma density dependence.
The laser energy conversion by the skin layer absorption
mechanism remains to be discussed now. The energy current







, pα = mvα , α = 1− 4 ,
(17)
where f(x,p, t) is an arbitrary one-particle distribution func-
tion and pα is the four momentum. As a consequence of canon-
ical momentum conservation (3) in the field-free target region
xÀ x0 + λs the function f(x,p, t) shrinks to the 1D distribu-
tion function f(pxf ; px0) of the particles returning with momen-
tum pxf to the position xin from where they were launched with
momentum px0. The absorbed power density Iabs is given by
T 14 with Eabs from (16). The distribution function f(pxf ; px0)
is obtained by observing that all phases ϕ of injection occur









In the evanescent region x > xc the electrons undergo only
slight momentum changes. In detail this is tested for I = 3.51×
1018 Wcm−2 in the phase space plot of Figure 4(a). The pl-
values of momenta in the neighborhood of x0 are centered in a
restricted interval around px0. The majority of particles coming
back are reflected in the vacuum and have acquired almost their
final energies pxf already at x0. The asymptotic conservation
of canonical momentum py is illustrated in Fig. 4(b).
From the conservation equation ∂αTαβ = 0 follows, owing












This conservation of momentum flux will be used in the fol-
lowing numerical calculations as a check of the model where
several averaged quantities have been introduced.
In calculating the absorption the relativistically increased
critical density n′c is identified with the non-relativistic quan-
tity nc because PIC simulations suggest that maximum energy
conversion takes place in the undercritical region, and on the
other hand in linear polarization n′c is all but well known. Set-
ting nc = n′c may represent a reasonable average.
Expression (18) is calculated now in detail. In Figure 5
the percentage of absorption ηabs = Iabs/I is evaluated as
a function of the normalized injection momentum px0/mc
for the three laser intensities I = 3.51 × 1017, ×1018 and
×1019 Wcm−2 impinging normally onto a 50 times overdense
plasma. The corresponding maxima occur at max ηabs ' 3.8,
12.4, and 7.0% for injection momenta px0 = 0.4mc, 0.75mc
and 1.8mc, or fast kinetic electron energies Ekin = 0.08mc2,
0.25mc2 and 1.06mc2, respectively. The corresponding re-
sults using (19) are included. The agreement with (18) im-
proves with increasing laser intensity. In order to extract re-
alistic figures from the absorption curves presented one has to
bear in mind that in thick targets the bulk temperature due to
the penetration of a heat front may range typically from 100
to maximally 300 keV. As a consequence, this is the interval
of highest injection energies and corresponding momenta rang-
ing from px0/mc = 0.65 to px0/mc = 1.2 at xin. After
folding with a reasonable, perhaps Maxwell-like, distribution
function in all three cases ηabs remains below 10%. Consider-
ably higher injection momenta px0 can occur in very thin tar-
gets where fast electrons generated at the critical surface after
crossing the sample may return to xin owing to the attraction
by the space charge. Those electrons indeed may acquire a
considerable increase in energy when injected at high values
of momentum px0. However, since their fraction may be low,
the absolute values of ηabs beyond px0/mc = 1.0 are proba-
bly not significant energetically. Tendentiously it can be said
that ηabs increases sensibly with growing target density n0 and
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shifts to higher injection momenta as the laser intensity rises.
From Fig. 5(a) it becomes clear that the mono-energetic parti-
cles with |px0| = 0.3mc gain most of their energy in the vac-
uum rather than in the skin layer. This is a general aspect of the
kind of collisionless absorption modelled in this paper. Oblique
incidence under α = 45 was also thorrough studied. In zero ap-
proximation the corresponding absorption curves are obtained
from Fig. 5 by applying the latter absorptionpercentages by the
factor 3. When folding these absorption functions with the low
fractions of energetic electrons (px0/mc >∼ 1) the overall ab-
sorption will not exceed 10–15%.
(a)
(b)
Figure 4: Particle dynamics in detail. Phase space plots px/mc
(a) and py/mc (b) vs kx of 100 test particles injected with ini-
tial momentum px0/(mc) = −0.3 at x0 = 20λs at times ωt0 =
piν/100, ν = 0, 1, . . . , 99 (for better visibility only phases be-
tween 0 and pi are shown). Index ν is used for color-coding the
trajectories. Laser parameters are I = 3.51 × 1018 Wcm−2,
λ = 800 nm, and n0 = 50nc. Reflection occurs during one half
laser period predominantly in front of the target surface (latter
is indicated by the bold vertical line). If all injection phases
[0, 2pi[ are shown, plot (b) is fully symmetric with respect to
py = 0. Due to the conservation of the canonical momentum
py − eA, the final py-values for kx → ∞ equal the initial mo-
menta py0 = 0.
4 Vacuum Heating
As pointed out in the introduction the physical mechanisms of
collisionless absorption are still far from being understood. One
of the most mysterious expressions coined in this context is the
concept of “vacuum heating”, invented to express the fact that at
high laser intensities a low density hot electron cloud forms in
the vacuum which, as PIC simulations show, contains a certain
amount of particles not entering the target with the periodicity
of the laser frequency. The contribution to absorption of these
electrons circulating in the vacuum has never been investigated





Figure 5: Percentage of absorption 100ηabs = 100Iabs/I as a
function of normalized injection momenta px0/mc for ne0 =
50n′c and I = 3.51 × 1017 (bold dashed), I = 3.51 × 1018
(bold solid), and I = 3.51 × 1019 Wcm−2 (bold dotted). For
comparison, the absorption obtained from (19) is also shown
(corresponding thin curves).
phenomenon. Some authors seem to attribute collisionless ab-
sorption entirely to vacuum heating [9], others consider a com-
bination of j×B heating [10] and vacuum heating responsible
for absorption [11]. However, one must be aware that none of
these concepts explains any physics of absorption, i.e., they do
not show any well defined route into irreversibility in physical
terms. The situation does not change when vacuum heating is
interpreted as a consequence of unspecified wavebreaking [12]
because there are numerous different scenarios (e.g., of fluid
dynamics [13], kinetic [14], geometric type [15]) leading to the
vague and not well understood phenomenon of wavebreaking.
The test particle simulation presented in this paper may help
to shed more light on the phenomenon under discussion. It is
generally believed that the hot electrons escape from the ir-
radiated target surface towards the laser beam until the space
charge potential Φth saturates at eΦth ' kBThot and hampers
additional electrons from escaping. For a hot electron temper-
ature Thot of the order of several MeV this thermoelectric po-
tential Φth is of the same order. On the other hand the sim-
ulations presented here show that the fast electrons are con-
fined by the standing laser wave in front of the target. For fast
electrons (vx ' c) the temporal maximum of this potential is
maxΦ = 2ecBˆincλ/2 = 2e(Iλ2/2²0c)1/2. With I = 3.51 ×
1018 Wcm−2 and λ = 800 nm follows maxΦ = 2MeV' Φth.
Comparing it with the potential Φ = ex0Ex/2 = 2I/cn0 from
(11) the latter results in a two order of magnitude smaller value
at solid density n0 = 1023 cm−3. This may explain the small
influence of Φp on the results of Fig. 2.
The numerical analysis enables us to present the following
scenario of skin layer absorption and vacuum heating. The en-
ergy gained or lost by an electron in the laser wave depends
very sensitively on the relative phase of injection. Gain and
loss happen during half a laser cycle as can be seen from Fig. 4
and an additional thorough temporal analysis of single orbits
not presented here. At low injection energies some particles
never gain enough energy to reach the vacuum boundary and
are reflected within the skin layer. The same happens at higher
injection energies to those particles which, owing to their un-
favorable injection phase, are drastically slowed down and turn
also within the skin layer. These two groups make up what
traditionally is defined as skin layer absorption. The dominant
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number of particles is reflected from the vacuum owing to their
high energy, either imparted at injection or gained in the laser
field after low energy injection. It is natural to define their con-
tribution to absorption as vacuum heating. It dominates clearly
skin layer absorption in the restricted sense just defined.
The test particle model introduced here opens a very sim-
ple route to irreversibility in “vacuum heating”. The physical
mechanism is of collisional nature, with the only difference that
in the standard picture of collisional interaction the electron is
stopped or significantly disturbed by a microscopic field (e.g.,
of an ion), whereas in skin layer absorption and vacuum heat-
ing the disturbance of motion is by the laser field. Restricting
the analysis to non-relativistic events from px0 to pxf it can be
shown that for the phase-averaged final momentum holds 〈pxf〉
= |px0|, in perfect analogy to positive and negative angle de-
flections in ordinary collisions add up to zero. Hence, for the



















results. In other words, whenever a mechanism is present that
yields a finite, symmetric momentum spread because of some
phase-dependence, there will be a net absorption of energy. In
our case it is the phase of the laser field during the half laser
cycle when the electron turns around that introduces the phase
dependence. However, the dynamics is always such that the
time an electron spends in the skin layer or in front of the target
is half a laser cycle. If this was not the case the canonical mo-
mentum Py would not vanish for t → ±∞. Because of the
phase-dependent absorption on a time-scale smaller than the
laser period, analytical approaches based on cycle-averaging
but neglecting the phase-dependence are incapable of capturing
the absorption mechanism. With increasing interaction time ir-
reversibility (increase of entropy) induced by microscopic col-
lisions drops exponentially and goes over into adiabatic, i.e.,
entropy conserving, behavior. In skin layer absorption and vac-
uum heating the gain in energy is phase-dependent (i.e., of
stochastic nature) but occurs in half a laser cycle for all par-
ticles. This is in perfect analogy to collisional heating mecha-
nisms.
5 Summary and conclusion
Intense laser beam absorption is studied on the basis of sin-
gle test particle motion in the sharp-edged overdense plasma
layer under ponderomotive equilibrium. It turns out that the en-
ergy acquired by the single electron is strongly dependent on
the relative phase of injection into the skin layer. In contrast
to standard linearized treatments neither the slow nor the ener-
getic particles are reflected at the plasma-vacuum boundary, a
fact mentioned once already in the past [7]. The majority of
electrons undergo reflection in the vacuum in front of the target
and absorb there also the major part of their final energy.
The analysis undertaken in the present paper sheds new light
on the ominous term of vacuum heating. In some respect this
kind of heating resembles essential aspects of the Brunel ef-
fect [16] and in a very first approach it is best identified with
it. However, in the light of the model presented here it differs
from the Brunel effect in essential aspects: (i) ponderomotive
confinement of the regular electron cloud in front of the target
rather than confinement by space charges; the latter may, when
included, act preferentially on the chaotic electrons which are
trapped in the standing laser wave for a certain time; (ii) accel-
eration of slow as well as fast electrons occurring during a half
laser period rather than extending over a whole laser period, de-
pending individually on their depths of entering the laser field.
The phase-dependent dynamics of the electrons in front of the
target is the origin of the net energy absorption from the laser:
while the phase-averaged momentum gain (or loss) vanishes in
first order, the phase-averaged absorbed energy does not, in per-
fect analogy to collisional heating mechanisms. Vacuum heat-
ing should not be mixed up with the absorption process due to
induced collective effects because, as will be shown in a forth-
coming paper, such a treatment can be adequately performed
only by a nonlinear analysis if their fundamental effect is to be
caught.
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We study phase transitions of a solid, irradi-
ated by an ultrashort laser pulse of about hun-
dred femtoseconds duration. Depending on laser
intensity, different mechanisms of phase transi-
tions occuring on different timescales are prob-
able. We discuss nonthermal phase transitions
induced by direct interaction of laser light with
free electrons of the solid. We present studies on
thermal phase transitions, in particular the pro-
cess of homogeneous melting whose timescale is
given by electron–phonon relaxation only. Abla-
tion, i.e. removal of a macroscopic amount of ma-
terial, is a slow process which lasts up to nanosec-
onds.
Ultrafast laser pulses provide a powerful tool to study
material under extreme conditions. In particular, laser-
induced phase transitions have reached intense interest
in the last decades. Under laser irradiation the crystal
is initially transformed to a highly nonequilibrium state,
since the laser is mainly absorbed by free electrons while
the lattice remains cold [1, 2]. Such absorbing free elec-
trons are always present in metals, whereas in semicon-
ductors and dielectrics free electrons are generated by the
laser pulse itself. The time of subsequent heating of the
phonon system depends on material and lies in the range
of picoseconds [2, 3]. Very high heating rates of the lat-
tice of several tens or hundreds of Kelvin per picosecond
can be easily reached with laser pulses of sufficient high
intensity. A crystal can thus be heated to a temperature
by far exceeding the melting temperature within a few
picoseconds. Obviously, transient superheating may be
much higher in this case than proposed by classical static
theories of melting, as demonstrated in Refs. [4, 5].
As mentioned above, laser irradiation first affects the
electrons of a solid. The subsequent processes and possi-
ble phase transitions are strongly dependent on intensity
and material parameters. For lower intensities around
the damage threshold of the material, mostly the energy
is transferred from the electrons to the atoms, heating
up the crystal lattice and possibly inducing phase tran-
sitions. Such processes occur on a timescale in the pico-
to nanosecond regime, thus for femtosecond laser inter-
action the timescale of phase transitions is much larger
than the timescale of laser–matter interaction. These
thermal processes will be discussed in section 2. First,
in section 1, we will discuss phase transitions directly in-
duced by electronic excitation, which occur on a shorter
timescale given by the timescale of laser irradiation or
lattice oscillations, respectively.
I. ELECTRONICALLY INDUCED ULTRAFAST
PHASE TRANSITIONS
For intensities well above ablation threshold (about
1014 W/cm2 for dielectrics), the atoms of a solid irra-
diated by a high-power laser pulse may be fully ionized.
This process occurs on the timescale of the laser pulse du-
ration. By this way a rapid transition to the plasma state
at solid density may be induced. If free electrons are pro-
moted above the vacuum level, ionization of the surface
region may be expected. Repulsive Coulomb forces may
lead to material damage and ablation of the ionized sur-
face region. For the macroscopic removal of material by
this process, a net charge of the surface must be present.
In [6, 7] it was found that Coulomb explosion can lead
to removal of the top surface layers of excited dielectrics.
If electronic transport rapidly neutralizes the surface re-
gion, as may be expected for metals and semiconductors
[7, 8], the material does not disrupt.
For high intensities far above ablation threshold in the
range above 1018 W/cm2, relativistic electrons may leave
the surface and induce ion acceleration from the solid
substrate [9]. The acceleration of quasi-monoenergetic
proton beams has recently been demonstrated [10, 11].
Another rapid, directly electronically induced phase
transition to the liquid state is known for covalently
bonded semiconductors. This rapid transition may oc-
cur at lower intensities than possible direct transitions
to the plasma state at solid density, as discussed above.
Here, the photoexcited high density electron-hole plasma
may lead to a lattice instability [12], resulting in a disor-
dering of the lattice and thus leading to a transition to
the liquid state on a timescale of approximately 100 fs.
This process is often called non-thermal melting, since
the disordering occurs faster than lattice heating. Ex-
perimentally the process of ultrafast non-thermal melting
was detected directly by time-resolved x-ray diffraction
[13, 14].
Processes of ultrafast non-thermal melting have been
under discussion also for metals [15, 16] but they are not
yet unambigiously demonstrated. Most of the studies
claiming the experimental observation of ultrafast melt-
ing of metals could be explained by the mechanism of
homogeneous melting dicussed in the following subsec-
tion.
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II. THERMAL PHASE TRANSITIONS OF THE
HEATED LATTICE
For intensities about the ablation threshold phase tran-
sitions induced by a hot lattice, called thermal phase
transitions, are most probable. These processes occur
after the initially excited free electrons have transferred
their energy to the lattice, thus for femtosecond laser
irradiation they occur on a longer timescale than non-
thermal mechanisms as discussed above.
The typical timescale for thermal lattice heating due
to electron-phonon collisions is in the range of a few to
tens of picoseconds. The transient temperatures of elec-
trons and lattice can be calculated with help of the two-








= div (κi∇Ti) + α (Te − Ti) , (2)
where Te, Ti and ce, ci are the electron and lattice tem-
peratures and specific heats, respectively, α is the energy
exchange rate beween the two subsystems, Q is the en-
ergy released in the electron subsytem due to laser radi-
ation absorption, κe and κi are thermal conductivities of
the electron and phonon subsystems. In metals the en-
ergy transfer is normally due to electron heat conduction,
however, in special cases, lattice heat conduction should
be taken into account as well [17].
In [18] we have shown that thermalization of the elec-
tronic subsystem to a hot Fermi distribution is suffi-
ciently fast, when excitations around melting threshold
or higher are considered. Thus, the description of the
electron energy with the concept of a temperature is jus-
tified.
Depending on excitation strength, already a few pi-
coseconds after irradiation the crystal may be strongly
superheated, i.e. the lattice temperature greatly exceeds
the equilibrium melting temperature [19].
Fig. 1 shows the transient temperature of electrons
and ions at the surface of a gold substrate, irradiated
with a Gaussian laser pulse of 1 ps duration and a flu-
ence of 1 J/cm2 (typical parameters leading to ablation
of gold). Fig. 1 shows that after a few picoseconds the
lattice temperature exceeds by far the melting tempera-
ture in a depth much larger than the penetration depth
of optical light.
How does the melting process proceed in this case?
Usually thermal melting is supposed to start at the
surface. Here at the where solid-vapor interface, the en-
ergy barrier for heterogeneous nucleation of a liquid layer
is zero. In this case, a melting front proceeds from the
surface into the material with a velocity limited by the
speed of sound. A natural limit for the melting time in
this case is therefore the thickness of the heated layer
divided by the melting front velocity. Typical times for
melting by this mechanism of heterogeneous nucleation
























































FIG. 1: Temperature of electrons and lattice in gold irradi-
ated with a Gaussian laser pulse of 1 ps duration and a fluence
of 1 J/cm2. (a) transient evolution of both temperatures and
laser intensity, respectively, (b) spatial profile of lattice tem-
perature at different times.
However, for sufficient high superheating, homoge-
neous nucleation of the liquid phase may also be prob-
able. We have studied this process in Ref. [20]. Ho-
mogeneous nucleation assumes nucleation of the liquid
phase in the volume of the crystal. According to classi-
cal nucleation theory, liquid nuclei are always present in
a solid due to fluctuations. If the radius of such a nu-
cleus exceeds a certain critical value, it will grow. We
have estimated the time for the phase transition by ho-
mogeneous melting assuming that the whole volume is
occupied with critical nuclei. We found that in super-
heated crystals with temperatures about one and a half
times the melting temperature, melting times below one
picosecond are easily reached. This statement is general,
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though there is only poor knowledge of the surface ten-
sion between liquid and solid, a parameter which strongly
affects the caluclated melting time for a given superheat-
ing. However, if one is interested in the approximate level
of superheating necessary to melt the crystal in a certain
time, the exact material parameters are not crucial.
The calculation performed in [20] provide an upper es-
timation of the melting time. It is based on the assump-
tion that a certain amount of nuclei of a certain size is
statistically present in the solid. In reality, also smaller
nuclei contribute to the melted volume; moreover, crit-
ical nuclei buildt at earlier times will continue growing
and thus increase the fraction of melted volume. On the
other hand, microscopic kinetics at the phase boundary
provide a lower limit for the time of homogeneous nucle-
ation. An atom at the phase boundary between solid and
liquid changes to liquid phase not faster than t ∼ 100 fs,
estimated by the lattice constant over the speed of sound.
A similar lower limit of nucleation time is obtained when
assuming that the minimum critical radius equals the
lattice constant. We therefore wish to pronounce that
the estimation presented in [20] should not be used to
calculate melting times with high accuracy.
However, we have clearly shown that the time for ho-
mogeneous melting is limited only by the time for lattice
heating and provides therefore a third timescale of melt-
ing: it is expected to be longer than the time for non-
thermal melting, but significantly faster than the time
needed for heterogeneous melting.
In different careful time resolved experiments, melting
on the timescale of electron–phonon heating was clearly
demonstrated [21, 22]. In Ref. [21] an optical pump
probe experiment was performed, utilizing the specific
reflection properties of anisotropic material. A loss of
anisotropy was interpreted as the loss of crystalline or-
der. In Ref. [22], melting of a polycristalline aluminum
probe was studied using ultrashort time-resolved elec-
tron diffraction. The observed rapid melting of the solid
within a few picoseconds can be interpreted as a thermal
process induced by homogeneous nucleation.
Also moleculardynamic simulations have confirmed the
microscopic view of melting by homogeneous nucleation
[23]. For the case of laser excitation, extended molecular-
dynamic simulations have studied in detail the interplay
of homogeneous and heterogeneous melting mechanisms
during short-pulse laser-induced melting [24–26].
III. FURTHER PHASE TRANSITIONS
Once the material has lost the crystalline order, further
phase transitions are usually connected with a remark-
able density decrease. In this case, the timescale of phase
transition strongly depends on the spatial dimensions of
the heated volume and the position of a possible free sur-
face where expansion may be initiated.
The timescale of expansion can be estimated by divid-
ing the spatial target dimensions with the sound velocity.
Typical timescales for the density decrease of laser-heated
material are in range of 100 ps. Note that the liquid-gas
phase transition is connected with a strong drop of sound
velocity, resulting in a complex density profile of the ab-
lating surface during near-threshold ablation [27–29].
IV. SUMMARY
In summary we have discussed different mechanisms of
phase transitions, occuring on different timescales dur-
ing and after irradiation of solids with ultrashort laser
pulses. Fig. 2 summarizes the typical timescales and in-
tensity ranges of some of the phenomena discussed above,



















& D i e l e c t r i c sS e
m i c o
n d u c t o r s
free electron
generationlaser - electron 
heating
M e t a sl
electron - lattice
heating
FIG. 2: Schematic view of typical timescales and intensity
ranges of the phenomena and processes discussed in this con-
tribution occuring during and after irradiation of a solid with
an ultrashort laser pulse of about 100 fs duration. Excitation
occurs during irradiation, while the time scale of melting may
vary for different processes depending on excitation strength.
Material removal, i.e. ablation, lasts up to the nanosecond
regime. Figure from Ref. [19].
The pathway of the material after irradiation depends
strongly on the type of material and on laser properties
as intensity and wavelength.
Non-thermal phase transitions occur mainly for inten-
sities well above ablation threshold. They are induced di-
rectly by the excitation of free electrons in material. Dif-
ferent kinds of non-thermal phase transitions were men-
tioned which occur naturally on the timescale of laser–
electron heating or may be limited by the frequency of
phonon oscillations on a 100 fs timescale.
In contrast, thermal phase transitions occur after laser
energy has been transferred from the electrons to the
lattice. Here, we have studied melting induced by ho-
mogeneous nucleation of the liquid phase. This process
may proceed on a very short timescale, given by the time
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of electron–phonon relaxation only. Homogeneous melt-
ing therefore proceeds on a longer timescale than ultra-
fast nonthermal melting but it is significantly faster than
heterogeneous melting, where a melt front is assumed
to nucleate at the surface of the material and then pro-
ceed through the material. Experiments and numerical
simulations confirm our results of a third timescale for
melting, as reflected in Fig. 2.
We have also mentioned the timescale for expansion,
i.e. final ablation of surface material. Depending on pulse
parameters, this may be a rather long lasting process on
a nanosecond timescale, independent on the duration of
the ultrashort laser pulse.
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Quasi-static electron equilibria of laser-heated clusters
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Quasi-static electron equilibria of laser-heated
atomic clusters are studied. A truncated Maxwell-
Boltzmann distribution with variable maximum
energy is assumed for the trapped electron pop-
ulation. From this model, self-consistent electro-
static potentials, electron densities and ionization
degrees are derived.
During the interaction of large atomic clusters with in-
tense laser pulses a certain fraction of electrons can gain
sufficiently high energies to escape from the cluster po-
tential. This is called outer ionization[1]. The remain-
ing electrons are trapped by the cluster potential. The
trapped electrons relax to a quasi-static equilibrium state
which changes only adiabatically due to the ion motion.
Trapped particle equilibria can be described by the set of
Vlasov-Poisson equations and have first been studied in
the context of BGK waves [2]. The presence of a poten-
tial barrier in outer ionization suggests the use of a trun-
cated Maxwell-Boltzmann distribution [3]. In this work,
truncated Maxwell-Boltzmann distributions with variable
maximum energy Wmax are introduced to model the fi-
nite degree of outer ionization of charged clusters [4]. It
should be noted that there exists no thermal equilibrium
of a finite number of electrons around a positively charged
sphere. As the potential φ(r) approaches zero at infinity,
the Boltzmann distribution at temperature T approaches
a constant non-zero density,
n(r) = n0 exp(−qφ(r)/T )→ n0 for r →∞ .
Therefore a thermal equilibrium can only be obtained at
the expense of assuming a surrounding background plasma
at infinity. Such equilibria have already been discussed
recently[5]. In the present work, the background plasma
is avoided by truncating the Maxwell-Boltzmann distri-
bution and cluster equilibria in vacuum are obtained. In
principle, the present energy cut-off can be related to the
laser intensity by the above-barrier ionization mechanism.
The trapped electron population is described by a dis-
tribution function,
f(W ) = f0e−W/TΘ(Wmax −W )
whereW = mv2/2+qφ(r) is the energy of an electron with
velocity v in the spherically symmetric cluster potential
φ(r) and T is the temperature of the heated cluster. Any
distribution function that is a function of the energy only
is a stationary solution of the Vlasov equation. Integrat-
ing over velocity space, the electron density is obtained in
terms of the normalized potential ϕ = (−qφ +Wmax)/T
as









where n0 = ne(0) and ϕ0 = ϕ(0) are the values of the den-
sity and the potential at the origin. The density vanishes
at the radius r where ϕ(r) = 0 or qφ(r) =Wmax. Choosing
different values ofWmax one can obtain equilibria with dif-
ferent ionization degrees and spatial extensions. The ions
are assumed to form a homogeneous sphere of radius R,
density ni and charge state Z. The Poisson equation for





∂r˜ϕ˜ = qn˜−Θ(1− r˜)





4piq2Zni denotes the Debye length. The
model contains three dimensionless parameters: p, q and
ϕ0. However, solutions that satisfy the appropriate bound-
ary conditions can only be obtained for a restricted set of
parameters. For any given values of p and q, there exists a
maximum value of ϕ0. It corresponds to a neutral cluster
with an infinitely extended electron cloud.
















Figure 1: Maximum potential depth ϕ(0) normalized by
the ion potential ϕion(0) = −qφion(0)/T as a function of
the central electron density ne(0) normalized by Zni for
p = 5. For all parameter values below this curve there
exist charged cluster equilibria with a finite spatial exten-
sion. For parameters above the curve the electron density
extends to infinity and the total charge becomes infinite.
In Fig.1, the maximum value of ϕ0 is shown as a func-
tion of q for p = 5. For q = 0 the cluster is fully ion-
ized and the maximum possible potential is that of the ion
sphere. Conversely, for q = 1 the cluster is neutral and the
maximum potential is zero. In the intermediate region,
the curve varies between these extreme values as shown
in Fig.1. Within the parameter region below this curve,
there exist non-neutral equilibria whose electron charge is
smaller than the ion charge. Above the curve, there exist
no equilibria with finite electron charge.
Some examples of possible cluster equilibria are shown
in Figs.2-4. They correspond to fixed values p = 5 and
q = 0.75. The different curves in each figure correspond
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Figure 2: Potentials for p = 5 and q = 0.75 for different
values of φ(0). Curves that end within the figure reach no
zero ϕ(r) = 0 and are therefore excluded.
to different values of ϕ0. As the potential parameter ϕ0
increases in magnitude, it can be seen in Fig. 2 how the
potential well deepens and broadens. Note that the re-
gion occupied by electrons extends from the center r = 0
up to the zero of ϕ(r). Above the maximum value of ϕ0,
being about 0.5 for q = 0.75 according to Fig.1, the poten-
tial curves no longer reach the horizontal axis ϕ = 0 and
they have therefore to be excluded as a trapped particle
equilibrium.
In Fig.3, one can see corresponding density profiles.
There are equilibria whose electrons are completely con-
fined within the ion sphere neutralizing the center of the
cluster. These equilibria occur for a shallow potential well
and a high degree of outer ionization. On the other hand
there are equilibria with electron spill out beyond the ion
sphere, corresponding to deeper wells and a smaller degree
of outer ionization. The limiting case where the electron
cloud extends to infinity corresponds to the maximum po-














Figure 3: Density profiles for the same parameters as in
Fig.2. The maximum radius of the density distribution
corresonds to the zero of ϕ(r).
The degree of outer ionization is shown in Fig.4 for the
same parameters. It is represented as a function of the
distance r from the center of the cluster. It reaches a
maximum value on the surface of the ion sphere, r = R.
Due to the screening effect of the electron spill out it can
decrease outside of the ion sphere but it reaches some final













Figure 4: Degree of outer ionization as a function of the
distance from the cluster center. The parameters are the
same as in Fig.2. The maximum ionization degree is ob-
tained on the surface of the ion sphere. In cases with elec-
tron spill out it descreases again outside of the ion sphere
due to the screening effect of the outer electrons.
In summary, we have obtained self-consistent quasi-
static equilibria for laser-heated clusters with a truncated
Maxwell-Boltzmann distribution of trapped particles. It is
shown, that the maximum energy of the distribution is an
important parameter to properly account for the ionization
degree. Both equilibria with a neutralized core region and
with an extended electron cloud can be described. Finally,
it is noted that the knowledge of the self-consistent clus-
ter potential is of basic importance for the calculation of
particle acceleration and energy absorption from the laser
pulse in a single particle approximation.
[1] F. Greschik, L. Arndt, and H.-J. Kull, Europhys.
Lett.72, 376 (2005).
[2] I. B. Bernstein, J. M. Greene, and M. D. Kruskal,
Phys. Rev. 108, 546 (1957).
[3] J. D’Avanzo, I. Hofmann, and M. Lontano, Phys.
Plasmas 3, 3885 (1996).
[4] B. Stahl, Elektronengleichgewichte von Atomclus-
tern in starken Laserfeldern (Diplomarbeit in Physik,
RWTH Aachen, 2006,
http://llp.ilt.fhg.de/diplomarbeiten.htm).
[5] M. Kanapathipillai, P. Mulser, D. H. H. Hoffmann,
T. Schlegel, Y. Maron, R. Sauerbrey, Phys. Plasmas
11,3911 (2004).
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Correlations in Multi-electronic Satellite Spectra
M. Tomaselli1,2, T. Ku¨hl2, and D. Ursescu2
1 Institute of Physics, Darmstadt University, D64289 Darmstadt, Germany
2 GSI-Gesellschaft fu¨r Schwerionenforschung, D64291 Darmstadt, Germany
Deriving a non-perturbative and microscopic
theory capable to describe the basic observables
that characterize the dynamics of interacting elec-
trons is a fundamental problem in the physics of
atoms and ions. In general, one faces with two funda-
mental tasks, namely, the consideration of the correlation
effects and the introduction of a cut-off parameter which,
in order to obtain realistic and solvable systems, reduces
the dimensions of the model Equation of Motion (EoM).
The introduction of correlation effects in many body sys-
tems via the eiS Unitary-Model Operator (UMO) goes
back to the early work of Villars, see Ref. [1]. The idea
is to introduce a wave operator S which maps zero-order
reference wave functions (usually Hartree-Fock wave func-
tions) to exact many body wave functions. Applications
of the method to open-shell electron systems were firstly
presented by [2] in terms of the non-pertubative and rel-
ativistic electron- Dynamic Correlation Model (eDCM).
The method finds application in the evaluation of dielec-
tronic satellite-spectra of Lithium-like ions. The latter are
a useful tool for diagnostics of laser produced plasma [3],
where the line positions and intensity ratios are strongly
influenced by the modifications of the spectra. The ratio of
various components of the satellite lines have been shown
to be sensitive to density and temperature. Another im-
portant application might be the correct interpretation of
the interferometric analysis of dense, hot plasma in the
soft x-ray region. Here the usually expected linear depen-
dence of the index of refraction can be heavily disturbed
by resonance features [4]. The non-perturbative cluster
model can also treat the time dependent electron-laser in-
teraction. Within this model we have studied the relativis-
tic transition energies and wave functions for the Oxygen
ions. In the eDCM, the model space is classified according
to the odd or even number of the valence electrons in-
teracting with the collective state formed by coupling the
valence electrons to the electron particle-hole pair arising
from closed shells [5]. Within this model space we can
extend the calculations to highly ionized atoms. A state
of 2N valence-paired electrons and N ′ particle-hole is de-
fined by the following configuration mixing wave functions
(eCMWFs)
|Φ(N,N
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where J denotes the total spin and the αN+N ′ the other
quantum numbers. The unprimed indices 1, . . . , N label
the valence particle-particle pairs ( the valence bosons)
and the primed indices 1′, . . . , N ′ label the particle-hole
pairs (the core electrons). The indices αN classify the co-
ordinates of the N electrons while αN ′ the coordinates of
the particle-hole states. For N=even we have:
αN = ((((j1j2)
J1(j3j4)





J2)J12 · · · (jN−1jN )
JN )JN−1,N )J (4)
where the Ji’s denote the coupling of the pairs. The
same definition has been introduced for the coordinates
to αN+N ′ . In Eq. (2) the coupling of the different Ji is for
simplicity omitted. The same coupling scheme has been
used for the N’ states. The X ’s are the mixing coefficients
which are calculated from the chain of commutators:












N+1′(βN+1′(J1J2 · · · JN+1′)J)|0〉
(5)


















N+2′(βN+2′(J1J2 · · · JN+2′)J)|0〉
+ · · ·
(6)
where p indicates an electron and h indicates an electron
hole in the closed shell and where |0〉 is the shell-model
vacuum and H is the n-body Hamiltonian which in the















In Eq. (7) the v(r) is the two body interaction given by
v(r) = V Coulij (r) + V
Breit
ij (r). (8)
The additional commutator equations here are not given.
In order to obtain from the system of commutator equa-
tions Eqs. (5) and (6) eigenvalue equations we need
to introduce a cut-off parameter to reduce the dimen-
sion of the model base. This is performed by using
the Generalized Linearization Approximation (GLA) [5],
which consists by applying the Wick’s theorem to the
A
†
N+3′(βN+3′(J1J2 · · · JN+3′)J) terms and by neglecting
the normal order. The linearization generates the addi-
tional terms that convert the commutator chain into the
corresponding eigenvalue equation, as can be obtained by
taking the expectation value of the linearized Eqs. (5) and
(6) between the vacuum and the model states. As a re-
sult we describe the spectra of ions by diagonalizing the
following eigenvalue equation:∑
β β′ β′′
 Ωαβ − Eδαβ Ωαβ′ 0Ωα′β Ωα′β′ − δα′β′ Ωα′β′′




In order to diagonalize the above equation we start by
defining a set of exact eigenstates {|ν〉} of the Dirac’s
Hamiltonian:
hi = c ~αi~pi + (β − 1) + vnucl(ri) (10)
which satisfies the dynamical equation
hi|ν〉 = eν |ν〉 (11)
where:














with l’=l-1 are the Dirac’s spinors. Having defined the
single particle base we are in the position to evaluate the
eigenvalue equation of the different modes which is charac-
terized by the matrix elements Ω(αβ), Ω(α′β′), and Ω(αβ′)
and the other involving α′′ and β′′. Explicitly we have to
compute the matrix elements of the Hamiltonian of Eq. (7)
in many-body states of Eq. (1). These are given below:







































and the other here not given. For many electrons in the
same jν shell the calculation of these matrix elements
is generally performed by introducing the Coefficients of
Fractional Parentage (CFP) see for example Ref. [6]. The
calculation is however long and not easily applicable to
many electrons in different shells. We suggest therefore
to introduce also for the electron case the Cluster Factor-
ization Theory (CFT) defined in Ref. [7]. This theory is
based on the following factorization method:



























where e−1 denotes the creation of an electron-hole in the
closed shell. The sum in Eq. (16) is extended over the
N → (N − 1) permutations in the fist term and over the
N → (N − 2) permutations in the second term. The
coefficients C1i and C
2
j are calculated introducing pro-
jection operators which project a pair of electrons or an
(electron-electron−1) pair from the total antisymmetric
(Ne ⊗ (M + 1)ee−1) eCMWFs. It is easy but length to
prove that if we calculate the matrix elements using the
factorization of Eq. (16) only by summing over the terms
coupled to Jr we obtain the exact matrix elements. The
eDCM finds applications to the calculation of the transi-
tion energies of the Oxygen ions. In Table 1 we give the
energies for the Hydrogen-like Oxygen. The energies are
calculate solving the Dirac’s equation in a central Coulomb
potential. The calculate energy for the 1s 1
2
agrees within


















Table 1: Energies of the first 17 levels of the Hydrogen-like
Oxygen. The minus sign designates the j = l − 12 states.
0.1 percent with the experimental value of Ref. [8]. The en-
ergies of the Helium-like Oxygen states are then obtained
by solving Eq. (9). The indices (α, β) are associated to a
two electron states coupled to a good J quantum number.
The solution of this eigenvalue matrix involves the cal-
culation of the matrix element Eq. (13) with N=1 (one
electron-pair). The energies of the first three J = 0+
states, obtained by diagonalizing a matrix with 55 com-
ponents, are given in Table 2. In the Table we give only
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Table 2: The first three levels of Helium-like O6
+
with
J=0+ and the associated spectroscopic factors (Spfs).
three components of the 55 eCMWFs associated to the cal-
culated spectroscopic factors. The energies of Lithium-like
states are then obtained by solving Eq. (9). The indices
(α, β, γ) are associated to a three electron state coupled
to a good J quantum number. The solution of this eigen-
value matrix involves the calculation of the matrix ele-
ments Eq. (13) with N=2, which are evaluated by using
the CFT. The energies of the first three J = 32
−
states,
obtained by diagonalizing a matrix with 350 components,
are given in Table 3 together with the associated spectro-
scopic factors. In order to calculate the transition energies
Spf. Orbital Energy (eV)































and the associated spectroscopic factors (Spfs).
of the Beryllium-like Oxygen we assume the first 1s 12 shell
full and we diagonalize Eq. (9) with the indices (α, β) run-
ning over the unoccupied single particles states and the
indices (α′, β′) over the 1s 12 the closed shell. The solu-
tion of this eigenvalue matrix involves the calculation of
the matrix elements Eq. (13), Eq. (14), and Eq. (15) with
N=2, and N’=3.
The resulting energies for the three J = 1− states, ob-
tained by diagonalizing a matrix of order 750, are given
in Table 4 together with the relative spectroscopic fac-
tors. In order to calculate the transition energies of the




















Table 4: The first three levels of Beryllium-like O4
+
J=1−
and the associated spectroscopic factors (Spfs).
Boron-like Oxygen we assume the 1s 12 shell full and we di-
agonalize Eq. (9) with the indices (α, β) running over the
unoccupied single particle states and the indices (α′, β′)
over the closed shell model state. The solution of this
eigenvalue matrix involves the calculation of the matrix
elements Eq. (13), Eq. (14), and Eq. (15) with M=1, and
M’=2. The resulting energies for the three J = 0+ states,
obtained by diagonalizing a matrix of order 614, are given
in Table 5 together with the relative spectroscopic factors.
The calculated eCMWFs can be then used to evaluate the
Spf. Orbital Energy (eV)








































the associated spectroscopic factors (Spfs).
matrix elements of the electromagnetic operators. Since
in our model the eigenvalues are given by:












N+1′(βN+1′(J1J2 · · ·JN+1′)J)|0〉
(17)
the calculations of the electromagnetic transitions between
the initial state J and the final state J’ are performed by




N (αN (J1J2 · · · JN )J)|
~Tel,mag|A
†i
N (αN (J1J2 · · · JN )J)〉
+〈AjN+1′(αN+1′(J1J2 · · · JN+1′)J)|
~Tel,mag|A
†j
N+1′(αN+1′(J1J2 · · · JN+1′J)〉
+cross terms)
(18)
Calculations of the electromagnetic transitions with and
without the interaction of the electrons with a laser beam
are presently under investigation. The here presented cal-
culations can be extended to eCMWFs involving different
total angular momentum J. An open point in the presented
calculation is the determination of the error of the calcu-
lated transition energies. In performing structure calcu-
lations we have used the single spinor energies obtained
from the solution of the Dirac’s equation (see Eq. (10).
Better energies can be obtained by using the Harthee-Fock
method. The approximation we have used generate an er-
ror that can vary from 0.1 to few percent with increasing
electron energies. A better estimation of the errors could
however be given, as suggested by Drake [8], by evaluating
elementary excitation processes in light atoms like Hydro-
gen. This would allow to establish a connection between
the present method and the QED theory.
[1] F. Villars, Proceeding Enrico Fermi International
School of Pysics XXII (1961) Academic Press, New York.
[2] M. Tomaselli, Can. J. of Phys. 83, 467 (2005);
M.Tomaselli, T. Ku¨hl, D. Ursescu and S. Fritzsche, Can.
J. of Phys. to be published. [3] F.B. Rosmej, H.R. Griem,
R.C. Elton et al., Phys. Rev. E66, 056402 (2002). [4] File-
vich J, Kanizay K, Marconi MC, J. Rocca et al., Opt.Lett.
25 356 (2000). [5] M. Tomaselli, Ann. Phys. (NY) 205,
362 (1991). [6] U. Fano and G. Racah, Irriducible Ten-
sorial Sets, Academic Press Inc., Publishers, New York
(1959). [7] M. Tomaselli, T. Ku¨hl, D. Ursescu, and S.
Fritzsche, Prog. Theor. Phys. 116, 699 (2006). [8]
SPECTR-W 3 online base on spectral properties of atoms
and ions- http:://spectr-w3.snz.ru. [8] G.W.F. Drake, pri-
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CAVEAT-RT: Radiation transport in the CAVEAT code
Joachim A. Maruhn and Anna Tauschwitz
University of Frankfurt
The CAVEAT code developped at the Los Alamos
Laboratory has proven a very reliable tool for the
simulation of laser and heavy-ion heated plasmas.
This is due to its flexibility in boundary conditions,
high accuracy, and especially the sophisticated re-
zoning facilities. The planned application to exper-
imental projects at PHELIX, principally ns-laser-
pulse interaction with foils and holraums requires
radiation transport for both optically thick and
thin media, which unfortunately was not included
in the code. Development of such a module is thus
a high priority and was duly undertaken. The nu-
merical technique is based on the ”short charac-
teristic” method that is also employed in the code
Multi-2D. Since this technique necessitates the use
of a triangular grid, while CAVEAT is based on
quadrilaterals, we generated an unstructured tri-
angular grid by splitting up the quadrilaterals. At
this point the methods of Multi-2D can be adapted
and the final result for the transferred energy can
be copied back to the CAVEAT grid. First results
show the effectiveness of this approach in a con-
vincing way.
1 Introduction
The experimental program at PHELIX will have to sup-
ported by high-quality simulations that include a state-
of-the-art treatment of both hydrodynamics and radiation
transport. This is necessary for the design of experiments
as well as the evaluation of diagnostic results. To critically
judge the consequences to be drawn from the analysis, the
physical assumptions used — this concerns especially the
equations of state and the opacities — must be readily
available and not buried in an unavailable code.
It is therefore essential that the expertise on the codes
and the necessary physics input be available locally, and it
is the most effective way to base local developments on the
expertise embodied in some of the best codes available.
2 The code basis
The Frankfurt group has used Los Alamos hydrodynamic
codes as the basis for local development from the begin-
ning of our work in the hot dense matter field. Earlier
codes such as “YAQUI” and “CONCHAS” were more re-
cently followed by “CAVEAT” [1] and the latest version,
“CFDLIB” [2]. These codes were generally found to be
state-of-the-art in quality, incorporating more and more
sophisticated features along the way.
Before starting the radiation transport developments,
we had been using CAVEAT for a larger number of
projects. Its main attractions include an arbitrary
Lagrange-Eulerian (ALE) technique combined with so-
phisticated rezoning facilities that proved highly useful for
heavy-ion heated targets, higher-order numerical approx-
imations and great flexibility with respect to geometrical
layout and boundary conditions.
One of the principal design decisions was whether to
switch to the newer CFDLIB code for the radiation trans-
port. It is based on the same data structures for grid
and physical quantities, but contains more sophisticated
physics such as mixed materials, embedded particles, a
three-dimensional and a parallelized version, and so on.
Documentation, however, is still sketchy.
After careful examination of the codes and careful test-
ing in typical situations, it was decided to stay with
CAVEAT. It turned out that for the desired targets the
assumption of sharp material boundaries worked better
than a mixing approach and that the fragmentary docu-
mentation for CFDLIB made using that code much more
hassle-prone. The three-dimensional version of CFDLIB
will still be useful for ion-beam target simulations, though.
It should be noted, though, that CFDLIB will continue
to be used for three-dimensional studies, being the only
option in this case.
3 The radiation transport method
The transport of radiation is much more complex to han-
dle than hydrodynamics itself. First of all, the intensity of
radiation depends not only on space and time, but also on
the frequency and the direction of the radiation, which un-
der many circumstances cannot be assumed to correspond
to equilibrium.
Radiation transport therefore has to be calculated by
following the intensity for a fixed frequency going in a fixed
direction through the hydrodynamic system. Depending
on the local conditions the intensity may increase or de-
crease during the passage until a final intensity will emerge
from the fluid boundary. The propagation direction can, of
course, be arbitrary, so that radiation transport is always a
three-dimensional problem, no matter what the symmetry
of the underlying fluid motion may be.
The coupling to the fluid is described by opacity coeffi-
cients, which depend on material, density, and tempera-
ture. For the initial tests we will use simple fitted formulæ
for frequency averages, but eventually tables calculated
from atomic physics should be employed.
A search through the available literature showed that ac-
tually the method considered the best compromse between
accuracy and efficiency, the short characteristic method [3],
is quite close to what is implemented in the code Multi-2D,
so that some of the ideas of that code could be taken over.
For this technique the use of a triangular grid is essential.
Radiation flow is discretized by locating it at the centers
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of the sides of a triangle. Entering from such a point,
it will decrease of increase according to conditions inside
the triangle and then exit from the cell. Depending on
the orientation of the triangle sides with respect to the
direction of the radiation, the incoming flux will be split
up for two outgoing sides, or two incoimng fluxes will be
merged to leave through the third side. The latter case
leads to some small sidewards diffusion.
In practice such a calculation is carried out for a repre-
sentative number of different beam directions by starting
from the boundary sides of the target and following the
radiation flux through the grid up to another boundary.
4 Coupling of the Codes
Te main obstacle for integrating the radiation transport
method into CAVEAT appears to be the different cell
type: quandrangular cells vs. triangles. Attempts to
generalize the transport method to quandrangular cells
quickly showed that this would become excessively com-
plex. Therefore it was decided to generate an associated
triangular grid for the transport calculation by dividing up
each quadrilateral into two triangles. This has the added
advantage that the subdivision can be optimized to gen-
erate optimal accuracy, if one is willing to repeat the grid
constrtion every time step.
Further modifications were associated with htis solution:
the definition of temperatures in cell centers as opposed to
vertices made a number of modifications of the numerical
procedures necessary.
5 Present Status
At the time of this report the combined code is working
and be tested for accuracy. It contains the SESAME equa-
tion of state library (as well as a number of analytic equa-
tions of state), frequency-averaged opacities, thermal con-
ductivity, and heavy-ion beam deposition. Negative pres-
sures, important for the WDM regime in ion-beam targets,
are treated correctly. At this time geometry is restricted
to cylindrical symmetry. Computation times on a work
station for the test problems are of the order of magnitude
of an hour.
A sample radiation-transport simulation done for test
purposes is shown in Fig. 1. A cylindrical Gold foil 10 µm
thick with a radius of 20 µm is illuminated on one side
and on the outert circumference by an external radiation
source with an intensity of 3×1012W/cm2. The Rosseland
mean free path is
λ[cm] = 6 × 10−6 T[eV]
ρ[g · cm−3]
. The profiles, which also display the numerical mesh,
clearly show the advantages of such an adaptive mesh es-
pecially in the regions of the target corners.
6 Future developments
The code at present is thus running with useful physical
models, but is not yet developed sufficiently for many re-
alistic situations. We here give a list of desirable and in
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Figure 1: Density and temperature distributions in an ir-
radiated cylindrical Gold foil after 0.3 ns.
most cases even necessary future developments that will
have to be undertaken to make quantitative simulations of
PHELIX experiments possible.
6.1 Multigroup transport
The use of frequency-averaged radiation transport is ac-
ceptable only in situations where the frequency distribu-
tion of the radiation is in equilibrium. This is usually the
case after several cycles of emission and reemission, but
may lead to quite unrealistic developments in experiments
where equilibrium is not achieved. In the more general
case one has to follow the frequency dependence of the in-
tensity by dividing the spectrum into groups, the so-called
multigroup approximation. Its implementation into the
code will be the smaller part of the effort.
More effort is needed to obtain the opacity data. While
many codes exist worldwide for calculating opacity tables,
almost all of them are not available to outside users and
one will find that even if groups are willing to run radiation
hydrodynamic simulations for outsiders, they may not be
willing to reveal the underlying opacity (or even equation-
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of-state) data.
We envisage using the Garching “SNOP” code [4], which
can be used freely and has reasonable quality of results
compared with other codes [5]. On the practical side, we
will have to gain experience running this code and also
have to develop the interface for interpolating SNOP data
from tables.
6.2 Cartesian geometry
A special advantage that CAVEAT has over other codes is
the facility run in various geometries, while many others
only concentrate on the predominant cylindrical geometry.
In long cylindrical hohlraums it will be useful to not only
look at an r-z-cut, but also a slice in the r-φ-plane. This
would be closest to a true three-dimensional geometry.
6.3 Beam coupling
Te coupling of heavy-ion beams to the targets is done
by ray-tracing: simulating the ion beam by a distribu-
tion of beamlets that are followed through the fluid cells
and lose energy according to local conditions. Up to now
only beams impinging along the z-axis were implemented,
because beams coming from other directions either have
to be treated in full three-dimensional geometry (like the
radiation transport), or would have to have unrealistic ge-
ometries. To describe more complicated experimental sit-
uations, it will therefore be necessary to generalize the
ion-beam deposition algorithm to such cases. Of course,
heating of a target by such a beam cannot be described,
because the target itself would not then stay cylindrically
symmetric (in this case we can use the three-dimensional
version of CFDLIB [6]), but if the beam is used for diag-
nostics only and does not influence the dynamics of the
target, this treatment is fully justified.
The same holds true for other diagnostic tools such as
laser-produced proton or X-ray backlighting. The rela-
tion between the images produced by such beams and the
time- and space-dependent conditions in the target will be
among the primary goals of the situations.
One other aspect that should be implemented especially
for light-particle beams is scattering, which becomes quite
important, e. g., for protons, and will certainly affect the
diagnostic interpretations. This could be handled by intro-
ducing a Monte Carlo aspect to the beam coupling. This
work is in progress now.
6.4 Laser deposition
Usually laser deposition is handled as inverse
bremsstrahlung followed by total absorption at the
critical density. Since a large part of the laser energy
is reflected at the critical density, this effect will also
be taken into account by suitable modifications in the
laser-target coupling.
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Numerical target optimization for plasma heating with laser-generated
hohlraum radiation
T. Schlegel
Gesellschaft fu¨r Schwerionenforschung, Darmstadt, Germany
E. Baldina
Joint Institute for Nuclear Research, Dubna, Russian Federation
Laser-heated cavities produce a nearly isotropic
homogeneous field of thermal x-rays, which in turn
can be used to heat uniformelly a sample for mea-
surements of matter properties. Careful target de-
sign is necessary to provide the required experi-
mental conditions. Standard two-dimensional hy-
drodynamic codes commonly use simple schemes
for radiation transport, which may be not suffi-
cient in certain cases. Moreover, the correspond-
ing modeling is rather time consuming and there-
fore not very appropriate for numerous simula-
tions. We describe an alternative hybrid code,
which is based on one-dimensional hydrodynamics
with nonequilibrium multigroup radiation trans-
port. The wall of the closed cavity is split in a finite
number of sections coupled radiatively via view
factors. The code is demonstrated on examples of
radiatively heated thin foils for opacity and heavy
ion stopping measurements. Advantages and lim-
itations of our implementation of the well-known
view factor approach as well as further potential
improvements are also discussed.
Introduction
Radiative heating with x-rays is of fundamental impor-
tance for dense hot matter studies. It allows to measure x-
ray opacities, which are of strong interest for astrophysics,
to obtain equation of state data by generating extremely
uniform high-pressure shock waves or investigate heavy ion
stopping in ionized matter. To provide a high spatial ho-
mogeneity of the generated plasmas in time intervals suf-
ficiently long for observation and/or interaction, thermal
x-radiation from laser-heated hohlraum targets serves as a
well-suited driver.
High-precision measurements of the soft x-ray absorp-
tion by different materials in the photon energy range of
50 to 300 eV were reported [1, 2]. One-dimensional hydro-
simulations using a thermal x-ray source with a radiation
temperature of about 60 eV, detected in these experiments,
confirmed the high spatial homogeneity in plasma density
and temperature behind a radiatively driven heat wave.
Similar experiments with sophisticated cavities were
performed to drive a strong uniform shock wave and mea-
sure the sound velocity in the compressed sample [3, 4].
This scheme on its part can be used to obtain the source ra-
diation flux Sc and temperature Tc of the driving hohlraum
radiation [5, 6] in addition to spectroscopic diagnostics of
the reemision flux Sr and temperature Tr. Thus, one gains
information about the albedo r = Sr/Sc of the cavity walls
or some local substitute and accordingly about the radia-
tion losses therein.
First interaction experiments with heavy ions propagat-
ing in a hot laser-heated plasma showed an enlarged stop-
ping effect in comparison with cold matter [7]. Unfor-
tunately, the expected spatial gradients in the described
scheme with a laser-illuminated foil render precise quan-
titative conclusions more difficult. Plasma heating by in-
tense thermal x-rays will provide a better spatial unifor-
mity. However, the relatively long pulses (several nanosec-
onds) of the probed fast heavy ions ask for correspondingly
large interaction times free of influence by the hohlraum
wall plasma ablated mainly from the laser focus. Also,
larger interaction lengths (micrometer scale) in compari-
son to opacity measurements must be provided due to the
long mean free path of the heavy ions (several millime-
ters for ions with energies of a few MeV per nucleon in
expanding plasmas).
Hybrid code MULTIVF
View-factor-based methods are known to be optimum for
modeling x-ray transport in vacuum (transparent) regions
of complex geometries. These methods allow for accurate
account of the geometry peculiarities, complex shadowing
etc. and properly incorporate kinetic and spectral features
of radiation transport within optically thin regions. Direct
radiation energy transport between hot radiating and ab-
sorbing optically thick walls of hohlraum targets is well
described by view-factor-based methods. The processes
of radiation absorption, emission and reflection by these









Figure 1: Simple geometry of a closed cylinder with laser
illumination from the right. The cavity consists of two
disk walls and the connecting cylindrical shell. The walls
are split into 15 sections.
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The new program complex MULTIVF is a coupling of two
codes, based on MULTI [8, 9] and a view factor code VF
for radiation transport in the hohlraum [10]. The general
layout of a problem addressed by this package is the fol-
lowing.
We consider a cavity with 2D or 3D (axially symmetric)
geometry which consists of layers of optically thick ma-
terial enclosing an optically thin or vacuum volume (see
schematic Fig. 1). The cavity can be of a complex geom-
etry and contain also optically thick occluding objects in-
side. The walls of the cavity are divided into 1D sectors (ei-
ther planar, cylindrical or spherical). These sectors are cal-
culated independently using MULTI and coupled together
via view factor calculation of the whole ”vacuum” cavity.
All the 1D problems, although possibly having different ge-
ometries and material properties, should be organized in
such a way that their hohlraum-matter interfaces comprise
a closed geometry. Vacuum cavity means optically trans-
parent medium, the dimensions of which are much smaller
than the radiation range in it. Thus, the crucial process
in hohlraum targets, direct radiation transport between
dense walls, is taken into account to a required accuracy.
Energy exchange between adjacent sectors by heat conduc-
tion, however, is not calculated. Therefore, applicability of
this scheme is limited to hot enough hohlraums, in which
energy transfer via heat conduction along dense wall ma-
terial can be neglected as compared to energy transfer via
direct radiation transport between x-ray emitting surfaces.
Radiation propagation through the walls within each sec-
tor is calculated accurately using the kinetic equation for
radiation transport. Since radiation description is equal in
VF and MULTI, group definitions should be the same for
all 1D sectors. Stability of the numerical procedure on the
whole depends largely on the way how exchange boundary
conditions between the vacuum region and 1D sectors are
organized.
In this complex, we use stable exchange boundary condi-
tions, according to which each 1D sector inputs multigroup
radiation fluxes, emitted in the direction of the vacuum re-
gion, into the view factor code and receives as a coupling
condition the corresponding fluxes coming from all over the
vacuum region onto this sector. These incident fluxes are
calculated as follows. They are a sum of all fluxes, emit-
ted by all sectors during previous time moments, which
hit the considered sector with account of partial or com-
plete occlusion of this sector, and of time delay required
for photons to travel through. Since the coupling proce-
dure is iterationless, it is very important that the exchange
boundary conditions are stable. It was found out by trial
and proved theoretically that one-way fluxes provide stable
coupling of the two approximations unlike other exchange
conditions such as coupling total radiation flux or temper-
ature (group temperature) at the sector-vacuum interface.
This explicit coupling scheme puts a constraint on the joint
time steps of the VF and MULTI calculations, namely,
the largest time step of the problem is that used in VF,
while MULTI either keeps the same step or divides it into
substeps. Note that this exchange time step is the same
throughout the whole problem due to the radiation his-
tory handling mentioned above. This way we avoid global
iterations and enable fast modeling.
Hydrodynamics and x-ray transfer in a hohlraum
The one-dimensional Lagrangian fully implicit code
MULTI is based on a one-fluid two-temperature model in-
cluding flux-limited electronic heat conduction and multi-
group radiation transport in the diffusion approximation.
For the equation of state (EOS) and the radiative opacities
tabulated steady state values are utilized. The MULTIFS
version [9] treats additionally light propagation in steep
gradient matter instead of the WKB approximation used
in [8]. Also a better description of the electron collision
frequency is implemented and separate EOS’s for the elec-
trons and the ions are utilized. However, in modeling hot
plasmas heated by nanosecond laser pulses, these features
prove to be not significant. Laser energy will be deposited
in parts of the hohlraum wall by inverse bremsstrahlung.
The splitting of the wall in sections allows to model a trans-
verse power distribution close to a real experimental illu-
mination scenario.
The process of radiative energy exchange in a closed sys-
tem of surfaces is described in terms of thermal balance on
each surface patch. The considered system is closed either
physically (by dense matter walls) or mathematically (by
drawing fictitious surfaces in place of holes in matter) for
setting certain boundary conditions of radiation in- and
outflow. Each surface is split into finite patches (sections)
taking into account geometric and thermal conditions in
such a way that each patch itself has homogeneous ab-
sorbing and emitting properties, its individual tempera-
ture and radiation flux density. In the approximation of
a diffuse surface, emissivity and absorption factors are in-
dependent of the radiation direction. This assumption re-
flects the fact that matter velocity is small in comparison
with light velocity.





















Iν (~r,Ω, t) , (1)










is the spectral emissivity at point ~r in the di-




is the spectral radiation atten-
uation coefficient.
The one-way spectral radiation flux into half-space is
defined as:








For a diffusive surface, this relation simplifies to J±ν (~r, t) =
πI±ν (~r, t). The ±-signs mean photon directions in the pos-
itive or negative half-space relative to the direction of a
chosen symmetry axis. The corresponding energy density











Neglecting scattering of the radiation, the emissivity can










IS (~r,Ω, t) . (3)
For local thermodynamic equilibrium (LTE), relation
(3) represents Kirchhoff’s law and IS becomes equal to
Planck’s function










where h is the Planck constant, k is the Boltzmann con-
stant, and T the matter temperature.
Further on, we shall analyse situations close to ther-
modynamic equilibrium. Therefore, opacities as well as
the source function IS can be assumed to depend only on
frequency and the properties of matter: mass density ρ,
temperature T and the matter composition M . With all
described simplifications the equation of radiation trans-





Iν(x, µ, t) = χ(ρ, T, ν,M)[IS(ρ, T, ν,M)− Iν ], (5)
where µ is the cosine of the angle between the photon di-
rection ~Ω and the symmetry axis x. Supposing a Taylor
expansion near thermodynamic equilibrium for the spec-
tral intensity Iν ≈ IνP and integrating both sides of
(5) over half-space and a finite number of frequency in-
tervals [νk−1, νk], k = 1, . . . , Nν , final equations for the
integral group radiation fluxes Jνk and the correspond-
ing energy densities Uνk can be derived. The hydrocode
solves these equations selfconsistently together with hy-
drodynamic equations for each wall section. The applied
boundary conditions are defined by the radiation coupling
via view factors on the hohlraum surface or by the con-
dition of no incident radiation on the outer wall surface.
From the resulting values Jνk and Uνk , the one-way energy
group fluxes J±νk = π
νk∫
νk−1
I±ν dν and the corresponding par-



















Here, the coefficients gνk are the so-called Eddington fac-
tors (for groups k) which are equal to 1 for isotropic radi-
ation into half-space.
Now, the radiation exchange between points P, Q on the
boundary surface, assuming that no radiation - medium
interaction takes place inside the hohlraum, can be written
in the integral form:



















J−ν (P, t) = J
+
ν (P, t) + qν (P, t) . (8)
Here again t is time, c is the light velocity, r (P,Q) is the
distance between points P and Q, ~n is the inner normal
to the surface S (pointing towards the vacuum region),
J+ν , J
−
ν are one-way spectral fluxes directed now along the
inner and the outer normals to S, respectively, qν is the
normal component of the total radiation flux and S(P ) -
the part of the hohlraum surface visible from point P.
Note that the inner normal to S can point towards the
negative direction of axis x for some of the wall sections.
This must be taken into account when putting the group
radiation fluxes delivered by the hydro simulations into the
view factor code and vice versa.
One of the specific features of equations (7) is that dis-
continuous solutions integrable over the surface may exist,
depicting the geometry of the system or discontinuities in
the boundary conditions. There are clear physical reasons
for such solutions to occur. The system boundary may be
’spotted’, with sharp interfaces between illuminated and
shaded regions due to the system and source geometry.
Other reasons are discontinuities in boundary conditions,
i.e. strong local change of absorbing and reflecting proper-
ties of the walls, i.e., for different wall materials or in case
of slits or holes in the walls.
In discretized form, Eqs. (7)-(8) are written for each












, k = 1, ..., Nν , (9)
J−νki (t) = J
+
νki
(t) + qνki (t) . (10)
Distance ρij is the averaged path length between patches








cos αi cos αj dSi dSj
π rij
. (11)
The physical meaning of these equations is straightfor-
ward. Resulting flux density qνki of each surface patch i is
a difference of incident and effective flux densities J−νk , J
+
νk .
The resulting flux is positive in the case of radiation leak-







of effective flux density in (9) reflects
radiation retardation, i.e., the fact that radiation source
and receiver are at a certain distance ρij from each other
and radiation exchange between them is not instantaneous.
It is important for modeling nanosecond-scale system dy-
namics as already mentioned.
The system (9)-(11) also needs closing boundary con-
ditions. In the MULTIVF complex, these are exchange
boundary conditions described above. The detailed nu-
merical procedure is the following. At each time step tm,
incident one-way flux densities J−νk are calculated for each
energy group k and each patch i. For a considered pair of
patches i, j the corresponding one-way source flux density





layers tn−m and tn−m+1 with weights (1−∆) and ∆, re-





, τ is the time step,





. They are transferred to the
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corresponding MULTI sectors as the first step of exchange
boundary conditions mentioned before. After that, new
one-way group fluxes J+νk emitted in the direction of the
hohlraum region by each sector i are input into the VF
calculation from MULTI as the second step of exchange
boundary conditions. Finally, flux balance on each patch
for each energy group is calculated, according to (10), and
time history of radiation traveling between patches in vac-
uum is altered one time step taking into account new ra-
diation emitted into the hohlraum (received by VF from
MULTI) and that already absorbed by the wall material
(transferred from VF to MULTI).
Opacities
An important preparational part of radiative hydrodynam-
ics modeling is the calculation of Planck and Rosseland
opacities. In the notation of [8], we have





















for the corresponding Rosseland opacity, where the func-
tion I ′νP is the frequency derivative of the Planckian inten-
sity (4). Here, we have used already the specific absorption
coefficient κ = χρ which was introduced with the transfor-
mation from the Eulerian coordinate x to the Lagrangian
or mass coordinate, m(x, t) =
x∫
−∞
ρ (x′, t) dx in the trans-
port equation (5) and the hydrodynamic model.
Possible deviations of the plasma state from LTE are taken










The latter coefficient is used to describe the source function
appearing in (5). The coefficients (12-14) will be found
on the basis of a detailed atomic model and provided in
tabular form. In this work we have used two different
approaches.
First, tables were calculated using the Stationary Non-
equilibrium OPacity code SNOP [12]. It is based on the
following atomic physics model. The energy levels are
determined in the approach of screened hydrogenic ions.
Screening coefficients were optimized using an empirical
fit to existing experimental ionization potentials. For in-
ner shells they are calculated according to Hartree-Fock
theory. Each ionization state is represented by only its
ground energy level (orbital momentum ~L = 0). Radia-
tion ionization is neglected. For radiation transport, line
broadening is extremely essential because it influences the
transparency windows between the lines and therefore, the
Rosseland opacity. The model of a hydrogen-like atom
suffices radiation transport in low-Z materials, while for
higher Z the calculated Rosseland opacities are too small.
This is due to the neglect of a large number of transi-
tions between excited states in a high-Z plasma which form
broad bands. In order to overcome this difficulty, artificial
line broadening is used in SNOP. But this ’line smearing’
must be handled with care. Otherwise, opacities can be
overestimated with the result of elevated hohlraum tem-
peratures. The range of parameters of interest (electron
temperatures around and below 100 eV, densities from
solid-state to low values, high-Z materials like gold) is quite
challenging for opacity calculations. There are scarce ex-
perimental data for opacities in this parameter range.
The transmission spectrum of gold calculated by SNOP
was compared with experimental data [2]. Fig. 2 shows the
measured transmission curve together with corresponding
SNOP results.
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Figure 2: Transmission curve for a 15µm thick gold foil
uniformelly heated by thermal radiation and backligther-
probed in [2] at a density of ∼ 0.01g/cm3 and ≈ 20eV
temperature. Corresponding transmission spectra calcu-
lated with SNOP for three different line smearing factors
are also shown.
Although the curves are qualitatively similar in the low en-
ergy range (50 - 200)eV, noticeable quantitative differences
between experiment and theory are observed which cannot
be overcome by further tuning of the SNOP parameters.
High-accuracy modeling of radiatively driven plasmas asks
for better information on x-ray opacities using sophisti-
cated atomic models as well as precise measurements.
In addition to SNOP, an advanced atomic model was
applied which considers higher energy levels in each ion-
ization state. For a detailed description and the expla-
nation of further improvements see [13]. Differently from
SNOP, the account of higher energy levels (L-splitting) al-
lows also a correct implementation of dielectronic recombi-
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nation. This process which involves a bound-bound tran-
sition and depends linearly on electron density was taken
into account in SNOP adding an appropriate constant (free
parameter) to the radiative recombination rate.
As a test of the code MULTIVF and the influence of dif-
ferent opacity models on plasma heating, we will present
below simulation results for the experimental arrangement
at MPQ Garching [1, 2]. It should be noted here that also
the new laser facility PHELIX, currently under construc-
tion at GSI, will open good opportunities for experimental
research in this field.
Besides the accuracy of calculated absorption and emis-
sion coefficients, the procedure of discretizing the theoret-
ical radiation spectrum into a number of frequency groups
for numerical hydro simulations can modify the final result
of plasma modeling. To analyse this influence, a series of
calculations with MULTIVF were carried out after divid-
ing the calculated spectrum of gold with a maximum pho-
ton energy of 5 keV into different sequences of frequency
groups: grey approximation (single or two groups), 20
or 25, 50 and 80 groups. We already mention here that
the grey approximation results in non-negligible deviations
from multigroup cases. On the other side, the differences
between calculations using SNOP tables with frequency
group numbers > 20 were already small. This is a direct
consequence of artificial line smearing in SNOP.
View factors
View factor methods are widely used to describe geomet-
ric coupling of surfaces of an optically thin system confined
within optically thick walls. A view factor is a fraction of
the radiation energy emitted by one element of the bound-










cos αi cos αj dSj
π r2ij

 dSi , (15)
where Si, Sj are the areas of respective surface patches i
and j; αi, αj are the angles between the surface normals
at some points of patches i, j and the straight line connect-
ing these points; rij is the distance between these points.
The application of view factors (15) for the description of
radiation exchange between cavity surfaces assumes that
each surface patch itself is isothermal and emits diffusely.
This is true for absolutely black and diffuse grey surfaces.
In some real problems, however, surfaces bounding an
optically thin region emit and reflect radiation anisotrop-
ically. If this property is important and should be taken
into account in calculations, a modified view factor defini-









f (θi, φi) cos αi cos αj dSj
π r2ij

 dSi , (16)
where the weighting function f (θi, φi) characterizes an-
gular dependence of radiation intensity. The function
f (θi, φi) consists of two terms for self and reflected ra-
diation. It suggests itself that this function can also vary
for different radiation groups and depending on the sur-
face temperature. Thus for practical application of view
factors (16), the realistic form of the weighting function is
required in each surface point and in the whole parame-
ter range considered. We shall use however isotropic view
factors in the following. It remains to mention that view
factors (15) of a closed system satisfy the normalization
condition ∑
j
aij = 1 (17)
and the reciprocity relation
Siaij = Sjaji. (18)
Accuracy of radiation transfer in a view factor approach
is to a large extent determined by the accuracy of view
factor calculation. The code in the present version calcu-
lates view factors in 2D and quasi-3D axially symmetric
geometries [11]. It implements a partly analytical finding
of occlusion, the most cumbersome part of view factor cal-
culation. The typical accuracy is of the order of 0.1% (and
accurate to computer error in the absence of occlusion).
Cavity design for opacity measurements in
hot dense matter - a test case
For accurate measurements of the x-ray absorption in a
well-defined homogeneous plasma, thin foils were heated
by means of intense thermal x-rays generated in laser-
irradiated spherical hohlraums [1, 2]. In these experiments,
attention was drawn to the XUV range of photon energies
up to 300 eV. It is important to know the Rosseland and
Planck opacities especially in this energy range typical for
radiation transport in laser-heated plasmas.






Figure 3: Spherical hohlraum for x-ray opacity measure-
ments. Cavity dimensions as well as laser beam parameters
used in [1, 2] are given in the text.
The main beam of the ASTERIX IV laser with a pulse
energy of 200-220J, a pulse width of 0.4ns (FWHM) and
438nm wavelength was focused through an entrance hole
of 0.7mm diameter into a gold spherical hohlraum with
a diameter of 3mm. Thin foils of gold, aluminum, iron
and other materials were glued on one of the two 1mm-
diameter diagnostic holes and heated by the thermal x-
rays generated in the hohlraum. In most cases, the foils
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were tampered on both sides by thin carbon layers. Esti-
mates of the ASTERIX laser spot on the hohlraum surface
yield an illuminated area with approximately 1mm diam-
eter. The transverse laser beam profile in the focus was
assumed Gaussian with a width of 400µm (at 1/e× Imax).
A sin2-profile has been used to represent the temporal
pulse envelope.
The evolution of the hohlraum radiation is demonstrated
in Fig. 4, where SNOP opacities in 20 groups with a line
































Figure 4: a) Calculated radiation temperatures on the in-
ner wall surface of the cavity near the backlighter axis. The
dashed curve demonstrates the influence of the entrance
hole in comparison to a fully closed sphere (dotted-dashed
line). The solid line represents the case with additionally
two diagnostic holes for backlighting. b) Wall expansion in
the laser spot center (solid line) and from the x-ray heated
sections (tiny dotted line). The plasma ablated from the
focal spot center arrives at the backligther beam boundary
≈ 2ns after the onset of laser heating.
The duration of the strongly rising x-ray drive, ∆ t ≈
0.5ns, is in good agreement with the experimental obser-
vations. After this time, more and more radiation energy
will be lost through the holes and in the cavity walls. A
second laser pulse (ASTERIX IV, ≈ 50J, 0.4ns, 1.3µm) has
been used in the experiment to produce a backlighter beam
with 0.5mm diameter and a duration of 0.5ns. It was de-
layed relatively to the main laser pulse by about 0.8ns. We
emphasize here that it is important to measure the absorp-
tion of the backligther radiation in the heated foil at times
before wall plasma, which is ablated mostly from the focal
area, crosses the diagnostic beam. This happens ≈ 2ns
after the onset of the main laser pulse. Our modeling con-
firms this experimental finding (see Fig. 4b). Additionally,
we conclude from this figure that hole closure by plasma
ablation from the surrounding wall is only a minor problem
in comparison with ablation from the laser focal spot as
long as the main laser beam and the backligther radiation
do not hit the hole edges.
The radiation temperatures in Fig. 4a are determined
on the surface of the x-ray heated gold walls. Due to
the absence of reemission from open holes or the negli-
gible amount of radiation from thin foils glued to the di-
agnostic holes, drive temperatures there will be smaller.
Fig. 5a clearly illustrates this fact. The demonstrated re-
sults were gained using SNOP opacities with 25 frequency
groups and the same line smearing as before. We find
drive temperatures between 78 and 60eV in the time win-
dow (0.8ns ≥ t ≤ 1.3ns) of backlighting on the surface of
a 15nm thick gold foil tampered on both sides by carbon
layers with 30nm thickness each (black solid line). These
values are lower by more than 10eV compared to radia-
tion temperatures for the gold wall sections (black dashed
line). The green curves were computed for a 1µm thick
pure carbon foil instead of gold. The higher temperatures
in the case of the gold foil are due to stronger reemission
by this high-Z material in difference to low-Z carbon. The
radiation energy reemitted back from the gold foil into the
hohlraum during times t ≤ 4ns runs to 7% of the driv-
ing x-ray energy. In contrast, for x-ray heated gold wall
































Figure 5: Comparison of theoretical a) radiation temper-
atures and b) plasma expansion at different regions of the
hohlraum walls calculated in grey or multigroup approxi-
mation. The red lines result from single group radiation
transport.
We can state that the average value of the theoretical tem-
peratures is not so far from the experimentally observed
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drive temperatures of (60-65)eV. If the radiation transport
is treated in grey approximation (red lines), the tempera-
tures are slightly decreased but not changed dramatically
during times t < 1.5ns. However, the wall expansion in
the laser focal spot becomes significantly weaker. As seen
from Fig. 5b, we will not be able to reproduce the mea-
sured time history of hohlraum plasma filling when using
the single group opacity approximation.
Next we investigate the influence of the opacity model on
the hohlraum radiation characteristics. Fig. 6 shows tem-
peratures and wall expansion from modeling with opaci-
ties including excited states in the energy level scheme of
atoms (red lines). The absorption spectrum was split into
80 frequency groups. In difference to previous simulations
performed with SNOP opacities (black curves), we get a
temperature interval (70 - 56)eV now. The maximum wall
expansion is not very different in both cases. The results
gained with help of the advanced opacity model seem to
provide the best match with both experimentally observed
characteristics - drive radiation temperatures as well as
































Figure 6: a) Radiation temperatures and b) wall expansion
calculated once on the basis of an advanced opacity model
including excited energy levels (red curves) or with help of
SNOP tables. Solid lines in b) show the surface position
on the laser beam axis, dashed lines that of x-ray heated
sections.
In context with different opacity models, we try also to an-
swer the question about the temporal evolution of the sim-
ulated hohlraum radiation spectrum and compare it with
the Planckian intensity distributions for the corresponding
radiation temperatures. Fig. 7a exhibits the remaining
band structure of the gold spectrum even at times several
nanoseconds after the laser pulse. Its intensity envelope
nicely approaches the LTE spectral distribution. In the
case of SNOP opacities, the spectrum does not contain
the band structure since corresponding energy levels are
not taken into account. Also the agreement for absolute
intensity values is worse. In general, the higher spectral
intensities from modeling with SNOP data follow from the
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Figure 7: Spectral intensities for several times in the case
of a) opacities including L-splitting and from b) simula-
tions with SNOP opacities (25 groups, l.s.f.=500).
Besides the treatment of the radiative transport, also the
laser illumination scheme has a strong impact on the dy-
namics of the cavity. Obviously, the concentration of the
laser energy in a smaller spot on the hohlraum wall will
cause an increased ablation and wall expansion, as proved
to be true from Fig. 8. The strongest applied laser beam
focusing into a spot of 0.5mm diameter with the corre-
sponding beam waist of 200µm leads to an intense wall
expansion in the focal region. Moreover, as it is well-
known, high laser intensities of more than 1015W/cm2 will
be transformed into x-rays less efficiently and energy may
be lost to plasma instabilities and parasitic fast particle
production. The laser frequency transformation - like in
the described opacity measurement - and a smooth inten-
sity distribution in a focal area as large as possible would
be optimum for effective and quasi-homogeneous plasma
heating over a sufficiently long time before the cavity is
filled with plasma from the walls.
Finally, we want to confirm the uniformity of a radia-
tively heated sample glued to one of the diagnostic holes.
We apply the 15nm thick gold foil tampered on both sides
by absorber layers of 30nm carbon. This type of targets
was probed in [2]. Ion density, electron temperature and
average charge as functions of the mass coordinate are

















      1mm
      0.5mm

















Figure 8: a) Radiation temperatures on the cavity sur-
face for three different sizes of the laser-illuminated area.
Diameters of 1.5, 1 and 0.5mm were chosen in the calcula-
tions. b) Corresponding wall expansion on the laser beam
axis and on sections heated by x-rays (tiny dotted lines).
pure gold foil. The confinement behavior of the tamper
layers is nicely seen in this plot. Because of the differ-
ent absorption spectra of carbon and the probed higher-Z
materials [2], the opacity measurements will not be dis-
turbed noticeably by the tamper layers. For the chosen
backlighter spectrum these layers are just optically thin.
If we compare the calculated distributions with those the-
oretically evaluated in [2], we immediately observe a re-
markable discrepancy especially for electron temperatures.
The reason for the different plasma evolution is the as-
sumption of heating by a constant thermal bath with the
experimentally observed radiation temperature of 60eV
which was supposed for the theoretical interpretation of
measured data [2]. However, as we have learned from our
modeling, the radiation drive temperature easily exceeds
100eV during the laser illumination. Therefore, the foil
heating must be much more intense than estimated in such
a simplified hydrodynamic postprocessing. From the elab-
orated example we conclude about the usefulness of a laser
pulse optimization (profiling) to avoid a strong overheat-
ing of the cavity during the laser wall interaction. The
necessity of such efforts becomes evident in applications
which ask for a relatively long (several nanoseconds) prob-
ing time.
Radiatively heated targets for heavy ion
stopping experiments
Energy deposition of fast heavy ions in hot plasmas is of
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Figure 9: Ion density, electron temperature and average
charge of a radiatively heated 15nm thick gold foil as func-
tions of areal mass for several times. The dashed curves
demonstrate the interaction with a pure gold foil. The
coloured part of solid lines represents the gold layer in the
sample with carbon layers on both sides of the tampered
gold foil.
be stopped in converter targets to produce a strong burst
of x-rays for further fusion target heating and compres-
sion. Stopping in cold matter was carefully investigated
over many decades experimentally as well as theoretically.
However, ion stopping in plasmas is not understood and
only a few experimental results exist. The difficulty of such
measurements is caused by the long pulse length of the ion
bunches. Heavy ion pulses, passing the linear accelerator
stage at GSI Darmstadt, gain energies in the range (5-
10)eV per nucleon and have minimum durations of (3-4)ns.
Therefore, a plasma target for ion stopping measurements
must be kept in a nearly uniform state over such times.
Plasma heating by thermal x-rays serves as an appropri-
ate scheme also here.
For our first analysis we have chosen the same spher-
ical hohlraum as in opacity experiments, which will be
heated now by a (150 or 300)J, Nd-glass laser pulse with
a wavelength λ = 1µm. The pulse length was varied be-
tween 500ps and 2ns (FWHM). Again, a sin2-envelope
was assumed. Carbon samples with different thicknesses
(0.5 − 3µm; see [7]) are placed at one or both diagnostic
holes. The previous backligther is replaced by the focused
heavy ion beam with a width of several hundred microns.
In all simulations presented below, opacities for an atomic
model with L-splitting were used. Fig. 10a shows the radi-
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ation drive temperatures in dependence on time for a 2µm
thick carbon foil and different laser pulse durations at a
laser energy of 300J (solid lines). The dashed curve was
found for 150J laser energy and 2ns pulse duration. With
the less amount of deposited energy there, also the tem-
perature of the hohlraum radiation will be reduced. On
the other side, the plasma flow into the cavity becomes
weaker. Fig. 10b gives a duration of about 5ns for this
case. During this time interval the heavy ion beam would
not be disturbed by the plasma from the cavity wall. In dif-
ference to cavity heating with shorter pulses (400ps from
ASTERIX laser) the already mentioned overheating fea-
ture during the laser wall interaction becomes weaker with
increasing pulse width. For a 3ns pulse, the radiation tem-
perature increases monotonously and stabilizes finally at a
slowly varying value around 70eV. The plasma filling time
will be extended to more than 5ns because of the reduced
light intensity at the laser focus. However, the spatial and
temporal uniformity in the radiative heating process of the
2µm thick carbon foil proved to be not sufficient as a result
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Figure 10: Calculated a) radiation temperatures on the
hohlraum side of a 2µm thick carbon foil and b) plasma
expansion from the laser irradiated wall section on the
laser beam axis for different pulse lengths. Solid lines rep-
resent cases with 300J laser energy, the dashed line is for
150J. Other initial parameters are given in the text.
Snapshots of ion density, electron temperature and aver-
age ion charge distributions in the carbon foil irradiated
by a 300J, 2ns (FWHM) laser pulse are plotted in Fig.11
(solid curves). In comparison, the corresponding distri-
butions for the case of a 150J, 2ns laser driver are shown
by dashed lines. The uniformity of all functional distri-
butions, especially for temperature and consequently ion
charge, could be improved remarkably. Most of the car-
bon ions are now in the helium-like state since the electron
temperature approaches values between 20 and 50eV. The
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Figure 11: Ion density, electron temperature and average
charge of a radiatively heated 2µm thick carbon foil as
functions of areal mass for various times. Results from
modeling with a laser drive of 300J are plotted byremark-
ably solid lines, the simulation data for the 150J case are
dashed.
Limitations of MULTIVF
Important restrictions of the approach implemented in the
present version of the code is motionless geometry and
preservation of initial properties of the target, i.e. optical
transparency in the region modeled with VF and relative
optical thickness in the regions treated by MULTI. Also,
the geometry should not distort so that the initial sector
division becomes invalid (e.g., when transversal heat flow
in walls across 1D sectors, which is neglected in the com-
plex, becomes relevant). Therefore, simulating a target
consisting of an optically thin region surrounded by opti-
cally thick walls, it is necessary to make sure that these
initial physical conditions do not change, i.e. the inner re-
gion does not become optically thick. In view of simulating
hohlraum targets, this limiting case can be avoided for suf-
ficiently large time intervals if the interaction scheme was
carefully designed.
Future development of the code
The following steps in developing our hybrid code are
planned. First, we want to take into account energy redis-
tribution of the radiation due to its partly transformation
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into internal energy of the plasma filling inside the cavity
as long as this interior remains optically thin. This can
be done by calculating radiation opacities between surface
patches and taking the proper amount of energy out of
beams of radiation on their way between surface patches
to be added afterwards to the internal energy of the plasma
filling the hohlraum. For this purpose, it will be necessary
to introduce a spatial grid inside the hohlraum and in-
terconnect it with the existing grid of surface patches/1D
sectors. Second, moving geometry can be taken into ac-
count at some extent. Here, it will be necessary to recal-
culate boundaries of the optically thick regions at some
times during the calculation, redefine VF geometry in ac-
cordance with them, then recalculate view factors, and
finally organize iterations to alter radiation history inside
the hohlraum together with recalculation of 1D sectors.
This procedure can turn out rather complicated both in
numerical implementation and in computation time. How-
ever, in case of time steps close to the smallest crossing
times of photons inside the cavity, we can avoid iterations
supposing instantaneous radiation exchange between sur-
face patches.
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Quasi-isochoric ion beam heating using dynamic confinement in spherical
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The dynamic confinement scheme in spherical
geometry provides quasi-isochoric heating of mat-
ter with heavy ion beams. The use of a thin
low-z tamper enables X-ray scattering diagnostics
with the PHELIX laser. The application of dy-
namic confinement allows starting experiments in
the Warm Dense Matter (WDM) regime with the
SIS-18 accelerator. The performed hydrodynamic
simulations show the advantages of the spherical
target in comparison to the cylindrical geometry.
The part of the phase diagram related to near-solid den-
sity and temperatures comparable to or greater than the
Fermi energy is called Warm Dense Matter (WDM) [1]. It
is a regime of strongly-coupled plasmas where correlation
effects influence the behavior of atoms and ions. The theo-
retical description of strongly-coupled plasmas is difficult,
as the perturbative approach used in standard plasma the-
ory cannot be applied. Density effects, like pressure ioniza-
tion, are important in the WDM regime and can influence
the internal structure of ions and atoms. WDM studies
are relevant for planetary science, cold star physics and
indirectly driven inertial confinement fusion. In the labo-
ratory the WMD states occur in all plasma devices that
start from solid matter: laser and particle-beam driven
plasmas, exploding wires, z- and x-pinches.
The possibility to obtain experimental data on the ra-
diative properties and the equation-of-state of WDM is
restricted by the lack of drivers that can provide well-
characterized heating of an isolated sample. Heavy ions
can be accelerated to high energies, so that they can pen-
etrate deeply into matter and deposit their energy quite
homogeneously, given that the Bragg peak remains out-
side the sample. The energy deposition of heavy ions in
matter is known with good accuracy until the tempera-
ture gets so high that plasma effects have to be taken into
account [2]. Isochoric heating with heavy ion beams has
the advantage that the internal energy of the sample can
be calculated from the known ion beam parameters and
the target contains no sharp gradients. Isochoric heating
limits the pulse length of the ion beam according to the
hydrodynamic consistency between the deposited energy
and the ion beam focal spot size.
The ”WDM” collaboration (Spokesperson F. Rosmej)
was formed to investigate the radiative properties of ion-
beam irradiated matter using the PHELIX laser for di-
agnostics, primarily for X-ray scattering [3]. The existing
SIS-18 accelerator is currently being upgraded and will de-
liver up to 2 · 1011 ions of U28+ in the year 2009 [4]. This
number of ions will be sufficient to heat solid hydrogen to
a temperature of about 1 eV so that WDM experiments
can be started with the SIS-18 ion beam. The ion beam
pulse, however, will have a length of 100ns (full width),
which causes hydrodynamic expansion during the heat-
ing pulse, and the conditions of isochoric heating are not
fulfilled. A novel target design called dynamic confine-
ment was proposed by the authors to control the hydrody-
namic response of matter heated with the SIS-18 ion beam
and maintain a cylindrical sample of constant density [5].
In dynamically confined targets the conditions of quasi-
isochoric heating are provided by employing a thin low-Z
tamper heated by the wings of the ion beam to produce
confining pressure on the core target material. The use of
a high-Z tamper is excluded by the envisaged scattering
diagnostics with the few keV X-rays produced with the
help of the PHELIX-laser. It was demonstrated that the
dynamic confinement scheme in cylindrical geometry can
be optimized to minimize the density variation during the
heating phase or to obtain the initial density after irra-
diation. The present work extends the dynamic confine-
ment scheme to spherical target geometry. Using spherical
geometry provides better temperature homogeneity in the
target core, larger mass of the confined material, and lower
linear density of the tamper after irradiation. The tamper
thickness can be changed to modify the behavior of the
mean core density as in the cylindrical case. The spher-
ical target can be used for a wider range of ion energies.
To show the advantages of the spherical configuration for
the scattering diagnostics, the hydrodynamic calculations
were performed using the same ion-beam parameters and
target materials as for the cylindrical target.
The work on dynamic confinement was made necessary
by the need for an ion-beam target which can provide iso-
choric heating of solid matter with the SIS-18 ion beam
and is accessible for X-ray scattering diagnostics. For the
interpretation of the scattering data it is important to have
homogeneous density and temperature distribution in the
heated sample. The time resolution of the diagnostics is
determined by the duration of the X-ray burst, which is
short on the hydrodynamic time scale of the ion-beam
heated target.
The CAVEAT code was used to carry out the present
calculations [6]. The 2D hydrodynamic code uses a con-
servative finite-volume numerical technique in which all
state variables are cell centered. Spatial differencing is
performed assuming the linear variation of variables across
the cell (second order scheme). The transport of material
between the cells is allowed to support the mesh motion ac-
cording to the Arbitrary Lagrangian Eulerian (ALE) tech-
nique. The code is able to handle tabular equations of
state from the SESAME library [7]. The ion beam energy
deposition is modeled by ray-tracing. In the presented
dynamic confinement target temperatures of about 1 eV
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are achieved, therefore the stopping power data from the
SRIM code [8] for cold materials are used. Due to the prac-
tically homogeneous energy loss of the energetic heavy ion
in low-Z targets of few hundred micrometer thickness, a
constant heating rate along the beam direction was as-
sumed.
Target calculations were performed assuming an ion
beam consisting of 8 · 1010 uranium ions. This is well be-
low the SIS-18 incoherent space charge limit of 2 · 1011
ions for U28+, and will be available for experiments from
2009. The ions accelerated to an energy of 200MeV/u will
be delivered in 100ns pulses (full width). The temporal
beam shape is approximated by a parabola. Using a sys-
tem of quadrupole magnets, the beam can be focused down
to 350µm, which is the standard deviation of a Gaussian
distribution (FWHM = 815 µm).
For the first experiments solid hydrogen was chosen as
the core target material. The high sublimation energy of
carbon makes it a natural choice as a low-Z tamper mate-
rial. The calculations have shown that the tamper should
have a density below the density range of pure carbon.
Therefore, carbon phenolic made of 70% carbon and 30%
phenolic resin having a density of 1.5 g/cm3 was chosen. In
the numerical simulations the initial radius of the hydrogen
core, r0 and the thickness of the tamper, rC were varied to
obtain quasi-isochoric conditions for the core. The density
of hydrogen remains nearly constant for r0 = 400µm and
rC = 50µm.
Figure 1 shows the density of the hydrogen core for dif-
ferent times during the ion-beam heating; the part of the
target corresponding to the tamper is skipped for clar-
ity. At t = 50ns the interface between hydrogen and
the tamper moves inwards and a weak compression wave
propagates towards the center of the sphere. Initially the
pressure in the tamper is higher than in the core. Ow-
ing to the Gaussian radial profile of the ion-beam current
the compression along the beam radius is weaker than in
beam direction (z). Later, at t = 80ns, the shock wave
is reflected from the axis of symmetry, the H/C interface
moves inwards along the z-axis. In radial direction the in-
terface moves outwards because the pressure in the tamper
decreases owing to the expansion of the free surface and
the pressure in the core becomes larger than in the tamper.
At the end of the ion pulse the reflected shock wave has
almost reached the H/C interface. The core is somewhat
expanded in the r-direction and still slightly compressed
along z. The density of hydrogen is close to the initial one
in the whole core.
Although the CAVEAT code has the ability of contin-
uous rezoning to accommodate large deformations in the
hydrodynamic mesh, a special mesh was constructed to
avoid numerical problems of the standard polar configura-
tion in the vicinity of the target center. The region near
the center is built as a rectangular block connected to a
polar mesh. Figure 2 displays the multi-block polar mesh
after the ion beam irradiation, at t = 100ns. In this plot
it is seen that the tamper is more strongly expanded in
the beam direction than along the radius. The use of the
special mesh is essential to maintain reasonably uniform
cell spacing in a spherical core. To minimize numerical
Figure 1: Distribution of the normalized density ρ/ρ0 in
the hydrogen core in the length-radius plane for t = 50,
80, and 100ns; ρ0 is the initial density of hydrogen. The
direction of the ion beam is the z-axis.
diffusion associated with remapping, the calculation was
performed near the Lagrangian limit. This means that
the Lagrangian velocity of the fluid has the dominant ef-
fect on the movement of the mesh. The remap step in
the ALE calculation was performed every ten Lagrangian
steps.














Figure 2: Numerical multi-block polar mesh at t = 100ns.
boundary are not disturbed by the modified mesh. To
check that the multi-block polar mesh does not introduce
numerical errors, several compression and expansion tests
were performed using uniform irradiation schemes to check
the ability of the new mesh to preserve the spherical sym-
metry.
The density and temperature profiles in the H-core as
well as in the tamper along the beam axis and in the radial
direction are depicted in Fig. 3. The dotted lines represent
the ideal isochoric heating of hydrogen; for the tempera-
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Figure 3: Density and temperature profiles along the beam
axis (z) and along radius (r) at t = 50, 80, and 100ns.
The dotted horizontal lines correspond to the ideal iso-
choric heating; the dashed lines show the initial size of the
hydrogen core.
spond to the z and r-axis respectively. The dashed line is
the initial radius of the core, r0. The density decrease near
the sphere center at t = 50ns occurs due to the Gaussian
radial profile of the beam current. At t = 50 and 80ns
the shock compression of the hydrogen also causes a tem-
perature growth which is more pronounced along z. At
t = 100ns the density distribution in the core in both
directions is very uniform and differs by 18% from the ini-
tial density of solid hydrogen. The temperature profiles
are also very close to the ideal case, the temperature of
0.6 eV along z is just slightly below the ideal temperature
of 0.65 eV. A part of the internal energy is transformed into
the kinetic energy of hydrodynamic expansion in the radial
direction. Note that the presented hydrodynamic calcula-
tions can be performed correctly only if a non-equilibrium
equation of state for the tamper is used because negative
pressures occur in the tamper during expansion.























Figure 4: Evolution of the tamper linear density during
the heating time. For the spherical case the plots relate to
the z- and r-axis.
In Fig. 4 the linear density of the tamper is plotted as
a function of time for a cylinder and for the z- and r-axis
for the spherical target. Along both axes of the spherical
case the tamper expands more strongly than for a cylinder,
which is a large advantage for scattering diagnostics. In
beam direction the tamper material has expanded to below
60% of the initial linear density.
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Nanostructure surfaces are especially promising as highly
absorbing targets for high-peak-power sub-picosecond
laser-matter interaction. Efficient hot electron, fast ion, and
thermonuclear neutron production with moderate laser in-
tensity have already been reported. Despite these exper-
imental successes, theoretical investigations on the use of
porous targets for the efficient generation of Kαand thermal
x-ray emission remain scarce. In this report we use sim-
ple physical arguments combined with three-dimensional
kinetic simulations to establish the timescales for the de-
struction of porous targets heated by a PW laser pulse.
Since the discovery of x-rays, the average brilliance of x-ray
sources has been increased by more than 3 orders of magni-
tude every 10 years. Despite this, further improvement in pho-
ton count is needed for the development of time-resolved x-ray
studies. Nanostructure targets are very attractive for enhanc-
ing the intensity of x-ray pulses generated from laser-produced-
plasma. Recent experiments have demonstrated that [1, 2, 3]:
i) Absorption of laser light in porous matter is 4-5 times more
effective than in flat solid targets; and ii) x-rays from nanostruc-
ture targets are produced with 10–50 times greater efficiency
and with higher energies than from of flat, bulk targets. Ef-
ficient hot electron, fast ion, and thermonuclear neutron pro-
duction with moderate laser intensity has also been reported.
Despite impressive experimental successes in enhancing the x-
ray yield via irradiation of porous matter at relatively modest
intensities (< 1017 Wcm−2), the mechanisms of laser light ab-
sorption enhancement are far from understood. A question of
particular importance here is how far these enhancements can
be extrapolated to the higher intensities expected from the PHE-
LIX laser. This necessitates a more quantitative understanding
of the absorption physics and the timescale of nano-target de-
struction.
A target structure which is particularly suited to X-ray gen-
eration is doped SiO2 aerogel, which can have a bulk density
100-1000 times lower than solid glass. For example, Fournier et
al. have used aerogels of 3 mg/cc doped with 3% Ti to produce
4.5–5 keV X-rays [4]. For the PHELIX system, we propose to
use two types of porous target: i) aerogels fabricated by the In-
stitute for Catalysis, Russian Academy of Sciences (ICRAS),
Novosibirsk, which have wide a density range of 1.5 – 750
mg/cc, comprising a 3-dimensional open cell structure with 3-5
nm solid SiO2 beads connected in chains; ii) periodic hybrid
inorganic-organic polymer structures produced at the Laserzen-
trum Hannover. The resulting pores are between 20-500 nm
wide—see Fig.1. Note that for the aerogel targets the bead size
is fixed, so the average density depends only on the pore size.
In order to benefit from the high laser absorption offered by a
porous nano-structure target, it has to be heated very fast. Ide-
a)
b)
Figure 1: Porous targets: a) SiO2 aerogel (Courtesy: ICRAS,
Novosibirsk, 2006), b) hybrid polymer (LZH, 2006)
ally, the pores near the target surface should not be closed by
the plasma created until the laser pulse is over. Plasma with
overcritical density will block the transmission of the laser light
deep inside the porous target and thus reduce the absorption ef-
ficiency.
Pore fill-in time
A simple estimate of the pore ‘fill-time’ due to thermal ion ex-
pansion at 1 keV for a 200nm pore size gives:
tp ∼
100 nm
5× 105cm/s ≃ 2ps.
This will apply at intensities below around 1015 Wcm−2 i.e.
conditions which might be expected for a PW prepulse. The
PHELIX system will initially deliver a 400-500 fs main pulse
at 1018 Wcm−2 superimposed on a ∼ ns pedestal with contrast
ratio of 10−4, giving a prepulse intensity of 1014 Wcm−2. Un-
der these conditions, a solid target will simply produce a long
scale-length preplasma in front of a relatively intact interior,
whereas an aerogel target will be completely destroyed before
the main pulse arrives.
Provided that this prepulse issue can be overcome, the ion
expansion will be primarily driven by hot electrons with tem-
peratures in the 100s of keV range.
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rp d
Figure 2: Schematic diagram of porous target, here assumed to
be foam-like. The shells have radius rp and thickness d.









A glass laser with wavelength λ = 1 µm and intensity in the
range I > 1018 Wcm−2 striking the surface of solid nanos-
tructure (which could have a cylindrical, spherical or other ge-
ometry depending on the manufacturing process) will produce
hot electrons with a characteristic temperature Th scaling as the
ponderomotive potential:




where I18 is the laser intensity in units of 1018 Wcm−2 ; λµ the
wavelength in microns. The coefficient in this expression is de-
rived from recent experimental measurements—see, for exam-
ple, p. 179 of Ref. [5]. At intensities below this, the Forslund
I1/3-scaling is more appropriate [6]:
T FKLh ≃ 14(I16λ
2
µ)
1/3T 1/3e keV, (2)
where Te is the ‘bulk’ electron temperature (created in this case
by the prepulse). We assume that some fraction ηi of laser en-
ergy is transferred to fast ions, which leave the target surfaces






i = ZiTh, (3)
where Zi is the effective ion charge. By energy conservation,







where ni, mi, vi are the fast ion density, mass and velocity
respectively and ηi is the absorption fraction into fast ions (typ-
ically 1–2%). This expression will be modified by the geome-
try of the target structure, but for now, we just assume that the
whole laser flux will be involved in fast ion generation some-
where in the target. This is motivated not only by porous nature
of these targets, by also by the fact that the collisionless skin
depth at solid densities (1023 cm−3 ), ds = c/ωp ≃ 18 nm is
much larger than the wall thickness d = 3 − 5 nm. More re-
alistically, however, we would need a layer-by-layer estimate,
allowing for finite laser absorption as a function of depth.
Rearranging (4) for the particle flux in terms of Th gives:




Substituting (1) in (5) gives the fast ion blowoff rate:







The above expression depends on the effective ion charge,
which in turn will depend on the ionization dynamics and tem-
poral intensity profile. While there is bound to be some field
ionization, this should be rapidly superceded by collisional ion-
ization in the pore walls. Taking SiO2 as the target material,
it is straightforward to estimate ionization times for Si and O
atoms due to e-e collisions assuming an electron temperature of
1 keV.
Using tables for ionization potentials of Si and O atoms (M
and L-shell) and the Siton formula [7] for ionization rates, we
find the following ionization times for the various shells assum-
ing an electron density 1023 cm−3:
Si configuration: 1s2 2s2 2p6 3s2 3p2:
M-shell potentials 8; 16; 32; 45 eV
Ionization times ∼ 1 fs
L-shell 165–476 eV; 524 eV
Ionization times 1–5 fs for 1st three; 100 fs for last
O configuration 1s2 2s2 2p4:
L-shell (13 eV; .......; 137 eV)
Ionization times ≤ 10 fs
In the first 10 fs we can therefore expect ionization of 6 elec-
trons from the 2 oxygen atoms and at least 4(M) + 3(L) = 7
electrons in Si. The mean charge of every ion of SiO2 molecule
gives Zi = (16 + 7)/3 ≃ 8.
For our flux estimate we can therefore take I18 = λµ =
1, Zi = 8, ηi = 0.01, to find φi = 8 × 1028cm−2s−1. Also,

















where A,Z,me,mp are the atomic number, nuclear charge,
electron and proton mass respectively, and we have taken A ≃
2Z . For IL ∼ 1018 Wcm−2 , Zi = 8, Z = 10, this gives
vi ∼ 0.01c, or 3 × 10
8 cms−1, and thus transit times across a










= 1.25× 1020 cm−3.
The associated electron density in this blow-off is Zini =
1021 cm−3, already critical density for 1 micron light, which
would seem to imply that the above transit time is effectively
an upper limit for the pore fill-in time. On the other hand the
mean fast ion densities in the gaps will be in practice initially
≪ nc/Zi, but will increase at a rate determined by (6), and the
target geometry. We imagine that the pores will get filled in
by a population of high-velocity, low density ions emitted from
the target lattice – in this case the aerogel beads, followed by
a slower – bulk expansion by thermal pressure. We have also
assumed that the average material density is greater that the crit-
ical density; if not, the pore will remain effectively transparent
for the pulse duration.
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Numerical simulation of porous target heating
and stability
To test these ideas and obtain more quantitative insight into
the electron and ion dynamics inside a porous target, we per-
formed three-dimensional kinetic simulations using the mesh-
free particle code PEPC (Pretty Efficient Parallel Coulomb-
solver) [8, 9]. PEPC is a tree code that directly computes the
Coulomb interactions between simulation particles using multi-
pole expansions to reduce the number of operations in the force
summation to O(N logN). The code is fully parallel and runs
on up to 2048 processors of the BlueGene/L machine in Ju¨lich.
Currently this code is purely electrostatic and does not solve
the full set of Maxwell’s equations. In this case however, the
laser is modelled by a sin2 temporal and radial intensity profile
of the form:
I(r, t) = I0 sin
2(pir/σ) sin2[pi(t− z/c)/τL].
The pulse is set up with a normalized amplitude of a0 =
eEL/meωc = 1, a wavelength of 800nm, a pulse duration of
100fs (FWHM), and a focal spot radius of 2µm). (The corre-
sponding intensity is 8.8×1018 Wcm−2.) The laser is assumed
to propagate through the aerogel target layer unhindered, heat-
ing the electrons in a ‘test particle’ sense, and thus supplying
a population of suprathermal electrons. The electron-ion cou-
pling, on the other hand, is computed self-consistently, though
neglecting magnetic fields.
The target is set up as an 8 × 20 × 20 body-centred-cubic
(BCC) array of spherical shells with radius 200 nm and thick-
ness 3 nm, as indicated in Fig. 2. The overall target dimensions
are 1.25× 8 × 8µm3. The shells are filled with approximately
20 × 106 equally charged electrons and ions (6000 particles
each). The plasma ions have a mass ratio mi/me = 5508, cor-
responding to a effective Zi/A = 1/3. Note that for statistical
reasons, we take Zi = 1 in the simulation, so that ne = ni, but
keep the effective charge-to-mass ratio for the ions the same as
in the estimate for the fill-in time Eq. (7) above. The electron
temperature is initially 1 keV and the ions are initially cold; the
ion and electron densities set to Zini = ne = 16nc, respec-
tively.
Figure 3: Ion density (Zini/nc) and electron temperature (in
keV) at t = 50 fs
The initial heating of the electrons can be seen in Fig. 3,
which shows the central portion of the target – 8 lattice layers in
depth and roughly the laser spot size in width. The ion density
is depicted on the left (yellow–black); the electron temperature
(blue–red) on the right. At this point there is still no significant
ion expansion. On the other hand, it is apparent that despite the
high fast electron temperature, at this point around 50 keV—
Fig. 4, these electrons are confined to the material structure and
are largely absent from the pores.

















Figure 4: Hot electron spectra at 50 fs, 100 fs and 150 fs.
This observation appears to validate the assumption of ini-
tially isothermal ion expansion made in the initial estimate
above. Specifically, this assumes that the ion expansion is
driven by a hot electron Debye sheath, which is only valid pro-
vided that
λD(Th)≪ rp.
For Th = 200 keV, we have λD ≃ 120 nm at critical density, so
in general the above condition may only be fulfilled for a short
time. One might expect that the plasma electrons would tend
to form a homogeneous background charge within the pores,
leading to a more diffusive type of expansion. The temperature
plot in Fig. 3 and the density plots in Fig. 6 suggest otherwise:
that the electrons in fact stay closer to the material structure
than the Debye potential would normally allow.
At later times, the ion motion kicks in, eventually filling in
the pores after about 150 fs, as seen in the sequence of Fig 5.
One striking and unexpected feature here is that the pores are
not simply torn apart, they in fact implode. Only the front and
rear layers appear to undergo the typical ion ‘blowoff’ normally
associated with hot electrons: the central shells all collapse
symmetrically. This is seen in both the density and tempera-
ture plot of Fig. 5b): the maxima in both parameters lie in the
middle of what were the shell pores. At this point the electron
temperature is over 200 keV—Fig. 4.
The implosion effect can be seen more explicitly in the den-
sity lineouts taken along the laser axis – Fig. 6. The last two
plots in particular (c) and (d) confirm that the ions converge to-
wards the centre of the pores. Note that although the peak den-
sity in the shells is nominally 16 nc, the relatively poor sam-
pling statistics mean that the shells cannot be adequately re-
solved in this case, and so appear to have lower density than
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Figure 5: Ion density (Zini/nc) and temperature (in keV) se-
quence at times a) 100 fs and b) 150 f.
they should (though the charge is of course rigorously con-
served). In fact the average particle spacing is O(d), the shell
thickness, leading to a certain density ‘smearing’. This problem
is straightforward to overcome—albeit at higher computational
cost—by using more simulation particles.
Under the same irradiation, a single shell would simply blow
apart, and would not exhibit the symmetric collapse observed
in the foam lattice simulation here. This indicates that the laser
heating is strongly modified by the regular lattice structure,
which in turn radically alters the ion dynamics. This raises the
question whether this effect occurs in other, less regular struc-
tures, for example ‘velvet’ targets, or the irregular aerogels of
primary interest for future PHELIX experiments—issues which
will be addressed in a forthcoming paper.
An intriguing question raised by the implosion phenomenon
observed here is how it will influence the hard x-ray emission,
in particular whether the density maxima could be detected as
x-ray hot-spots and/or distinguished from emission from un-
heated regions of the target. Should this effect scale to higher,
relativistic intensities, it might also have potential as a neutron
source.
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M. Moskovits, L. Zhao, and R. S. Marjoribanks, Phys. Rev.















































Figure 6: Density and temperature lineouts along the laser axis:
a) electron (ne/nc) and ion (Zini/nc) densities at t = 0 fs; b)
at 50 fs; c) at 150 fs; d) electron and ion temperatures at 150 fs.
The units along the x-axis are such that 12 c/ωp ≃ 200nm.
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Fast ignition scheme: Limiting Alfve´n current in the dense plasma region
Anna Antonicci, D. Batani and P. Mulser
Dipartimento di Fisica G. Occhialini, Univ. Milano Bicocca
Piazza della Scienza 3, I-20126 Milano, Italy
The maximum current of a relativistic electron
beam embedded in a dense plasma with non-
relativistic return current is calculated with the
help of the hybrid code Petra which treats the fast
electrons as a relativistic PIC and the cold back-
ground plasma as a classical non-relativistic fluid.
According to numerical studies in the past, for fast ther-
monuclear ignition of a precompressed pellet by laser in the
optical wavelenght range the intensity (energy flux den-
sity) I = 1020 W/cm represents an inferior limit [1]. For
the deposition region of the laser beam around the criti-
cal density this implies that both currents, the direct fast
electron stream as well as the charge neutralizing return
current are relativistic. As soon as the direct beam of
fast electrons penetrates into pellet density regions several
times beyond solid DT the return current can be treated
as a non-relativistic classical fluid of very moderate tem-
perature. Finally, only in the very dense interior nonide-
ality aspects of the return current and its interaction with
the background ions must be faced. As a consequence of
the imbalance of direct and return currents in all three
regions the generation of strong magnetic fields is to be
expected which put limits on the maximum energy flux
from the laser deposition zone to the dense pellet inte-
rior. In other words, the question of an Alfve´n limit [2,
3] becomes of central importance. Roughly spoken, in
vacuum or in a low density plasma the current is lim-
ited by the concomitant magnetic field when its strength
is such as to force the electrons to gyromotions of radii
close to the electron beam diameter. Quantitatively the
Alfve´n limit is obtained as follows. In a constant mag-
netic field B a particle of charge e and relativistic mo-
mentum p = mγv describes a gyroradius rG = p/eB. A
parallel beam stops propagating when the single particles
have performed a quarter cycle. For an electron starting
from the surface of the cylindrical beam to arrive after
a quarter cycle at the center where the magnetic field is
zero the formula above requires rGB(rG) = 2p/e if the
average < B > of the linearly decreasing magnetic field
is set < B >= B(rG)/2. For a constant current density
Ampe`re’s law yields 2piB(rG) = µ0IA. Hence, the limiting





For a beam of 1 MeV electrons we have IA = 33 kA, for
5 MeV IA = 166 kA. For practical uses another variant of
(1) in units of kA may be useful, i.e. IA = 17βγ.
In the higher density plasma there is a complex interplay
between magnetic pinching, electrostatic fields and friction
of the return current which may heavily change the classi-
cal Alfve´n limit. In addition, several instabilities may be
excited [4, 5] which cannot be ignored in a complete anal-
ysis. The three different regions may be characterized as
follows.
Region 1: Laser energy deposition domain. Return cur-
rent is relativistic, mixing of direct and return currents.
Problem: effective critical density.
Region 2: 1 - ≈ 10× solid density. Return current is
nonrelativistic, fluid-like. Problem: Alfve´n limit, beam
instabilities.
Region 3: Compressed core. Electron energy deposi-
tion. Problem: anomalous (collective) stopping of ener-
getic electrons.
Each region requires a separate numerical approach. In
the following we concentrate on the problem of an eventual
Alfve´n current limit for fast ignition in region 2 under ex-
clusion of electromagnetic instabilities [5]. The restriction
is motivated by the neglect of the displacement current and
the reduction of the dynamics to a quasistatic time scale.
The fast electrons act as the source term of the fields.
They have to be followed by single particle orbit calcula-
tions. The collectively excited electric and magnetic fields
are obtained by the standard averaging method over one
cell. This means that a 2D particle-in-cell (PIC) code is
appropriate. The coupling to the fluid-like return current
is accomplished by resistive and inductive reaction of the
cold background electrons. The ions can be considered as
immobile in a first approach. An appropriate code fulfill-
ing all these requirements is Petra, i.e., a 2D PIC for the
relativistic electrons coupled to the low temperature elec-
tron background fluid by collective fields and collisions.
For the latter a Monte Carlo procedure is chosen. For fur-
ther details of the code and illustrative test runs the reader
may consult Ref. [6]. The governing equations are the rel-
ativistic Lorentz equation for the fast electrons of current
density jf , Ampe`re’s law for the total current density jt,
∇×B = µ0jt, and Faraday’s induction law for the electric
field E. The return current density jr = jt − jf is related
to E by Ohm’s law, E = η(jt − jf ). Thus, when cast into
a form with the fast electron current density as the only
driver, the governing equations read as follows,
∂B
∂t




− jf ), (3)
dp
dt
= −e(E+ v ×B). (4)
The evolution of the return current Ir is studied in the
following model situation. A parallel cylindrical beam of
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fast electrons of parallel temperature Tf , mean energy Ef
and Gaussian intensity distribution jf in space and time is
injected into a cold plasma layer of constant density and
thickness d. Cylindrical symmetry of the currents in con-
nection with Ohm’s law E = η(jt−jf ) implies Br = Bz = 0
and Eθ = 0. The remaining field components Bθ, Er and
Ez have to be calculated as functions of r and z. Under
this restriction ∇B = 0 and ∂tEθ = 0 are automatically
fulfilled. In the calculations the parallel beam of hot elec-
trons is injected into solid Al of thickness d = 100µm.
At the beginning the fields (Er, 0, Ez) and (0, Bθ, 0) and
the total current density jt are zero. After the first time
step the evolution of Bθ is due to jf only. In Figs. 1(a),
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Figure 1: Total current I (a), magnetic field Bθ (b) as a
function of radius R[µm] and axial length z[µm] after 1
ps, and evolution of energy deposition and energy losses
induced by a parallel beam of 2.74× 1013 electrons of 5.13
MeV mean particle energy, 2.17 MeV longitudinal temper-
ature, and 5 micron Gaussian diameter during the time of
2 ps (c). Total beam energy is 22.5 J. For additional data
see text.
1(b), 2(a), 2(b) and 3(a), 3(b) the total current I[A] and
the magnetic field Bθ[Tesla] are shown as functions of ra-
dius R and position z, both in microns, at t = 1ps. In
Figs. 1 and 2 they are driven by beams of 2.74× 1013 and
6.84 × 1013 hot electrons of 5.13 and 5.62 MeV mean en-
ergy, both 2.17 MeV longitudinal temperature, distributed
over the Gaussian radius of 2.5µm, and total energies of
22.5 and 56 J, respectively. In Fig. 3 the beam of identical
radius consists of 9.9×1014 particles of 1.012 MeV energy,
504 keV longitudinal temperature and 160 J total beam
energy. As expected, in the neighbourhood of the axis the
fast electron current dominates (red), at larger radii it is
compensated by a corresponding fraction of return current
(blue). At large radii the green colour dominates, indicat-
ing overall current neutralization, as expected. Locally, in
the region of R ≈ 3µm the hot current neutralization by
jr is better than 10
−3. Typical gyroradii are 20µm in Fig.
2 and 3µm in Fig. 3. In combination with collisions they
lead to a spreading of the hot beam within R ≈ 10µm. At




   
(J)
Figure 2: Total current I (a), magnetic field Bθ (b) as a
function of radius R[µm] and axial length z[µm] after 1
ps, and evolution of energy deposition and energy losses
induced by a parallel beam of 6.84× 1013 electrons of 5.62
MeV mean particle energy, 2.17 MeV longitudinal temper-
ature, and 5 micron Gaussian diameter during the time of
2 ps (c). Total beam energy is 56 J. For additional data
see text.
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Figure 3: Total current I (a), magnetic field Bθ (b) as a
function of radius R[µm] and axial length z[µm] after 1
ps, and evolution of energy deposition and energy losses
induced by a parallel beam of electrons of 1.01 MeV mean
particle energy and 5 micron diameter during the time of
2 ps (c). Number of hot electrons is 9.9×1014, total beam
energy is 160 J. Locally the total current I exceeds the
Alfve´n limit Eq. (1). For additional data see text.
1 and 5 MeV electron energy the total maximum current
is reached at a radius R ≈ 10µm; its values of 25 and 35
kA in Figs. 1(a) and 2(a) are well below the Alfve´n limit
of 165 kA, in Fig. 3(a) it reaches local values of the order
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of 100 kA, clearly beyond IA, and averyage maximum val-
ues around the Alfve´n limit of 33 kA. This needs a closer
inspection. In Figs. 1(c) and 2(c) are shown, from top
to bottom, the time evolution of the injected hot electron
energy, its energy at the exit, the energy deposited in the
target by Joule heating of the return current, the loss of
hot electrons across a coaxial test cylinder of 20 micron
radius (in Fig. 1(c) 50 micron), and the energy deposited
by collisions of the fast electrons. From the lateral loss
of the hot electrons not exceeding 13 % in Fig. 2(c) we
conclude that the beam is far from the Alfve´n limit; the
majority of the beam electrons survives, in agreement with
the estimate above. The same holds a fortiori for beam in
Fig. 1. The most efficient energy losses of 22 %, both fig-
ures, are due to return current collisional heating. At the
comparatively low electron energy of 1 MeV the order of
the curves is partially inverted (compare colours). Joule
heating amounts to 48 %, the energy at the exit, 36 %,
equals the losses across the test cylinder of 20 micron ra-
dius, 7 % losses are on account of fast electron collisions
and finally, only 3 % of fast electrons are reflected from
the entrance interface. This value together with the 36
% losses across the test cylinder tells us that even in the
present case the hot beam is below the Alfve´n limit, in
contrast to the crude criterion above. The differences of
22.5 - 19.82 = 2.68 J, 56 - 49.57 = 6.43 J and 160 - 138.3
= 21.7 J, respectively, represent the total losses of ener-
gies of hot and cold electrons across the target radius of
50 micron. A whole variety of numerical runs has been
performed under different conditions. In all cases there is
excellent neutralization of the direct beam.
However, as a main tendency the appearance of filamen-
tary structures becomes the more pronounced the closer
the total current approachs the Alfve´n limit or exceeds it.
The simulations have also shown that we have to go back
to simpler beams before drawing definite conclusions on
the Alfve´n limit for realistic beams. In a second stage also
the role of the displacement current, or equivalently, of all
variants of two-stream instabilities must be thoroughly in-
vestigated. A general conclusion which emerges already in
this stage of investigations is that the Alfve´n limit is less
severe than criterion Eq. (1).
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Numerical codes available in ILIAS 
 
J. Maruhn and Anna Tauschwitz 
 
CAVEAT (Los Alamos) 
This code is a 2D hydrocode based on a multiblock grid with the blocks in logically 
rectangular structure. It uses ALE techniques including a sophisticated rezoning optimizing a 
user-controlled functional of the physical variables and their derivatives. The numerical 
method is Godunov with second-order accuracy. A number of analytical equations-of-state is 
already integrated in the code, and several types of boundary conditions can be treated, 
including free boundaries, outflow and inflow, as well as rigid wall. The code can be run in 
Cartesian or cylindrical geometry. The code is written in Fortran-77 in a very disciplined and 
transparent way, which together with a good documentation make it easy to modify. 
 
CAVEAT-RT (Frankfurt) 
The Frankfurt group has added to CAVEAT several new modules, such as heavy-ion beam 
coupling, SESAME integration, and radiation transport in the gray approximation. The 
implementation of multigroup transport, which is imperative for hohlraum simulations, has to 
be performed. A complete description of laser deposition which includes reflection also has to 
be added. 
 
CFDLIB (Los Alamos) 
This is a modified version of CAVEAT for multifluid applications, which has a similar basic 
structure but incorporates several new features: a three-dimensional mode with the possibility 
for parallel computing, Lagrangian particles interacting with the fluid, and an MHD mode. It 
assumes a coexistence of fluids in every cell, which makes it less efficient than CAVEAT for 
cases with material boundaries, and the documentation is not as highly developed. Yet it 
proved very powerful for those situations where 3D geometry is essential. 
 
Multi-2D (Madrid) 
This code is a 2D triangle-based hydrocode with radiation transport in gray approximation. 
The unstructured grid makes it very flexible in geometry, but a lack of rezoning limits the 
application to cases with not too severe grid destortion. It has a highly developed set of 
accompanying software modules supporting problem setup and analysis. Unfortunately, the 
use of the locally developed programming language R94 make it difficult to modify the code 






Caveat (Los Alamos) and Multi-2D (Madrid): short description see above. 
 
Multifs (Garching, Darmstadt) 
The main goal of this 1D- hydrocode is the modeling of short-pulse laser-matter interaction. 
On the basis of Multi-1D, strong nonequilibrium between electrons and ions can be treated 
using separate equation-of-state tables for both plasma components. A more sophisticated 
description of the collision frequency is involved. The code solves the Maxwell equations for 
the incoming laser light instead of the common WKB approach. This improvement allows to 
model correctly the laser energy deposition for p-polarized light. 
More details in: K. Eidmann, J. Meyer-ter-Vehn, T. Schlegel, S. Hüller, Hydrodynamic 
simulation of subpicosecond laser interaction with solid-density matter, Phys. Rev. E 62, 
1202 (2000). 
 
Multivf (Darmstadt, Dubna) 
Based on the 1D-hydrocode Multifs with multigroup radiation transport in diffusion 
approximation, the radiation hydrodynamics of a 2D/3D target configuration (hohlraum) can 
be modeled. The cavity will be split in numerous sections which exchange their radiation via 
view factors. For more information see the corresponding contribution in this report. 
 
Lpic (Garching) and Euterpe (Paris) 
Both particle-in-cell codes use the Lorentz boost for modelling the interaction of p-polarized 
laser light with plasma. Also elastic and inelastic collisions can be taken into account. 
 
 
Anna Antonicci and P. Mulser 
 
Petra (Univ. Bicocca, Milano) 
is a 3D Hybrid PIC code developed by Anna Antonicci and J.J. Honrubia. It is particularly 
suitable for the interaction dynamics of relativistic groups of electrons coupled to fluid-like 
background components of electrons and ions. Correspondingly, the single fast electron is 
described by the Lorentz force of the locally averaged collective E and B fields. The 
collisions are taken into account by a Monte Carlo procedure. The coupling to the fluid 
components is accomplished by Faraday’s and a generalized Ohm’s law. The omission of  the 
displacement current puts limits onto the fast time scales. For further information see J.J. 
Honrubia, A. Antonicci, and D. Moreno, Hybrid simulations of fast electron transport in 




Plasma Simulation Code PSC 
PSC is a relativistic 3D PIC code including collisions, field and collisional ionization. 
Recombination effects are not considered so far. The coupling to Maxwell’s equations is 
accomplished by a current conserving scheme. With limitations the code is applicable to laser 
plasma modelling and, since recently, to technical plasma processing. It exhibits the standard 
noise level typical of particle codes. Actual developments are on the way in direction of 
improved boundary conditions, higher order form factors for further noise reduction, single 
particle energy conservation, adaptive grids, and radiation. One of the serious limitations of 
PSC is, as with most of other codes, the need of a spatial grid. Another improvement to be 
done is a better description of the code. 
Currently PSC is intensively used at GSI (M. Schollmeier, T. Schlegel), Univ. Düsseldorf 
(Prof. O. Willi’s group), and LBNL Berkeley. In addition, copies of the code are available to 





PEPC – Pretty Efficient Parallel Coulomb-solver 
Main author: P. Gibbon 
Key collaborators/co-developers:  A. Robinson (RAL), S. Pfalzner (U. Cologne), S. 
Dominiczak, W. Frings (ZAM, FZ-Jülich) 
Download site:      http://www.fz-juelich.de/zam/pepc  
PEPC is a fast molecular dynamics code specially adapted for modelling high intensity laser 
or particle-beam interactions with matter.  Currently it is being used intensively to study the 
acceleration and transport of energetic (MeV) particles. Based on a parallel tree algorithm, 
this method provides a powerful, mesh-free approach to numerical plasma modelling, 
permitting 'global' beam-target investigations in complex geometries without the need for 
artificial particle and field boundaries.   Multi-million electrostatic particle simulations can 
now be performed on the IBM-p690 and BlueGene/L computers for various open-boundary 
geometries, scaling up to 2048 CPUs on the BG/L machine.  Forthcoming developments 
include periodic boundaries suitable for warm-dense matter investigations, and self-generated 














































Summary - Second years progress
To disseminate the expertise in plasma, atomic, relativis-
tic, and collective physics among PHELIX a weekly work-
shop/seminar has been launched at GSI in January 2005.
In 2006 it has been successfully continued and intensified
as a joint venture of the ILIAS study group, PHELIX
laser project, and groups from the Plasma and Atomic
Physics divisions of GSI. The workshop/seminar had 30
sessions during 2006, distributed among the subjects
Relativistic plasma physics and fluid dynamics, theory
of electron and ion acceleration by superintense laser
pulses, vacuum quantum electrodynamics, relativis-
tic wave propagation, atomic spectroscopy, Thomson
scattering, search for key experiments with the PHE-
LIX laser facility.
The community of actively involved German and Euro-
pean institutions has been enlarged by collaborations with
the Universities of Du¨sseldorf (O. Willi, collisionless ab-
sorption), Bochum (H. Ruhl, code development, collision-
less absorption), RWTH Aachen (H.-J. Kull, relativistic
wave propagation, clusters), Istituto di Fisica del Plasma
Piero Caldirola, Milano (M. Lontano, relativistic plasma
physics), and Universita` Bicocca, Milano (D. Batani, fast
electron transport and fast ignition). The total number
of actively involved institutions and researchers at present
amounts to 11 and 22, respectively.
Detailed progress in fundamental high-power laser-
matter interaction, applied heavy ion and laser beam-
matter physics and code development is reported in the
ILIAS Progress Report No. 2 [1]. Complementary to tra-
ditional high-field reseach with heavy ions at GSI, intense
laser field QED opens prospectives for advanced future
experiments with PHELIX (see Di Piazza et al., QED, nu-
clear and high-energy processes in extremely strong laser
pulses, in [1]). Further contributions in basic research are a
NO-GO theorem, a systematic investigation of relativistic
wave propagation by a novel approach (Pesch, Kull), and
studies on melting processes induced by lasers at differ-
ent time scales [3] (Rethfeld, Anisimov in [1]; non-thermal
melting). The NO-GO theorem (Mulser, Ruhl [1]) states
that collisionless absorption cannot occur in regular fluid
dynamics, regardless of what degree of nonlinearity the
induced motion is. Detailed inspection [2] reveals that an-
harmonic resonance is the leading absorption mechanism
in the absence of collisions. Relativistic electromagnetic
wave propagation is formulated in terms of three coupled
harmonic oscillator equations for the Lagrangian space co-
ordinates and solved by analytical and numerical methods.
In the field of applications, studies have been undertaken:
extensively on radiation transport and hohlraum heating
of matter (Schlegel, Baldina), on electron and ion accel-
eration by laser (Kowarsch, Scheid et al. [1], Blaschke et
al. [1], Brambrink et al. [5, 6]), stability of foam targets
(Gibbon, Olga Rosmej, Chichkov [1]), multi-electron spec-
tra (Tomaselli, Ku¨hl, Ursescu[1, 7]), isochoric heating with
ion beams (Maruhn, Anna Tauschwitz [1], [8]), and other
subjects [1, 9].
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