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RESUMEN 
 
La motivación principal detrás de este trabajo ha sido explorar las redes neuronales 
convolucionales para la clasificación de imágenes médicas. Para realizar dicha 
exploración, se han realizado pruebas sobre una red neuronal convolucional estándar y 
sobre arquitecturas de redes convolucionales más complejas empleando la técnica de 
transfer learning. 
El conjunto de imágenes utilizado proviene de diferentes laboratorios de patología de los 
Países Bajos. Las imágenes son de pacientes con cáncer de pecho, en las cuales puede 
haber presencia o no, de mitosis. Por lo tanto, las redes neuronales convolucionales que se 
han explorado, tratarán de realizar una clasificación de acuerdo con este diagnóstico: la 
existencia o carencia de mitosis en la imagen.  
 
Las redes neuronales convolucionales han probado ser muy eficientes en el procesamiento 
de imágenes para tareas de clasificación y reconocimiento de imágenes. Una red neuronal 
convolucional está formada por diferentes capas, entre ellas las principales son las capas 
convolucionales, las capas de max-pooling, y las capas completamente conectadas.  La 
capa convolucional tiene como objetivo realizar la convolución a la imagen de entrada, 
para extraer sus características.  Realizar una convolución a una imagen, consiste en filtrar 
dicha imagen utilizando una máscara o ventana. La máscara se va desplazando por toda la 
imagen, multiplicándose de forma matricial. 
 
En este trabajo, una vez implementada la red neuronal convolucional, se ha procedido a 
realizar una exploración sobre ella alternando diversos parámetros como: imágenes de 
entrada normalizadas y sin normalizar, tamaño de filtros de las capas convolucionales, 
tamaño de las imágenes, etc. De esta manera se han comprobado los resultados obtenidos 
de las diversas ejecuciones, y se ha estimado cual sería la configuración óptima obtenida. 
Además, se ha utilizado la técnica de transfer learning con arquitecturas complejas 
predefinidas para explorar y evaluar sus resultados con una combinación diferente de 
parámetros como: el learning rate, el tamaño del batch o el número de capas adicionales. 
Una vez realizadas las pruebas y la evaluación de los resultados, se realiza una 
comparación con los resultados obtenidos en la CNN mencionada en el párrafo anterior. 
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ABSTRACT 
 
The main motivation behind this project has been to explore convolutional neuronal 
networks (CNN), for the classification of medical images. The exploration has been based 
on several tests made on a standard convolutional neuronal network and on other more 
complex architectures, where it has been used the transfer learning technique. 
The dataset used consists of images from breast cancer cases from different pathology 
centers in the Netherlands. Images have been manually labelled by the presence or the 
absence of mitosis. Therefore, the explored convolutional neuronal networks, will try to 
classify by the previous diagnosis. 
 
Convolutional neuronal networks have proven to be very efficient in image processing 
tasks like: classification and recognition. A convolutional neuronal network is made by 
different layers, among them, the main ones are: the convolutional layers, max-pooling 
layers, and the fully connected layers.  The aim of the convolutional layer is to compute the 
convolution to the input image, to extract its features.  Computing a convolution to an 
image, consists of filtering the image by applying a mask or window, where the mask is 
shifted over the entire image, and computes its matrix multiplication. 
 
Once implemented the convolutional network in this project, the next step has been to 
perform an exploration, setting a diverse combination of parameters as: normalized or 
unnormalized input images, size of the filters used in the convolutional layers, the 
dimension of the input images, etc. In order to be able to compare the results from the 
executions and estimate which would be the best configuration. 
In addition, it has been used the transfer learning technique with complex predefined 
architectures to explore and evaluate its results with a different combination of parameters 
as the learning rate, the batch size or the number of additional layers. Once the tests and 
evaluation of the results were done, there is a comparison with the obtained results from 
the CNN mentioned in the previous paragraph. 
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1 Introducción 
 
 
 
1.1 Motivación 
 
 
La cantidad de datos visuales que actualmente existe en internet sigue aumentando 
exponencialmente. A este conjunto de datos a los que, en una gran cantidad, se tiene 
acceso; existe la dificultad de extraerles valor. La razón es, que la tarea de analizarlos es 
difícil de realizar computacionalmente. De ahí, que con el tiempo se hayan desarrollado 
diversos algoritmos para poder entenderlos, como las redes neuronales. 
 
Las redes neuronales tienen la capacidad de extraer significado, patrones de datos 
complejos; como pueden ser las imágenes. Existen distintos tipos de arquitecturas de redes 
neuronales y se ha escogido desarrollar este trabajo sobre una red neuronal convolucional. 
Debido a que, este tipo de red ha comprobado ser muy efectiva para tareas de visión 
artificial, como puede ser la clasificación de imágenes. 
 
En el proyecto, las imágenes sobre las que se ha trabajado son imágenes de cáncer de 
pecho, en las cuales puede haber o no mitosis. 
 
De manera general, la mitosis es un proceso durante el cual, un núcleo celular sufre varias 
transformaciones. Además, en diferentes áreas de la imagen existen diversos tipos de 
tejidos, con una apariencia altamente variable. Por ello, detectar mitosis es realmente 
difícil, pero realmente importante. El número de figuras mitóticas en una imagen es uno de 
los principales indicadores para la detección y evaluación de cáncer. 
 
La posibilidad de crear un modelo que pueda detectar si hay mitosis, produjo que la 
elección de realizarlo sobre un banco de imágenes de cáncer de pecho resultase 
verdaderamente acertada. Especialmente, porque el cáncer de pecho reveló ser una de las 
primeras causas de muerte por cáncer en las mujeres a nivel mundial, y ser el más 
frecuentemente diagnosticado. Y considerando los dos sexos, sólo le superan los cánceres 
de pulmón, estómago y colorrectales.  
 
Por ello, la motivación de este trabajo se ha enfocado en explorar las redes neuronales 
convolucionales (CNN) para el análisis y clasificación de imágenes de cáncer de pecho. 
Consecuentemente, se ha pretendido desarrollar una red neuronal convolucional CNN, que 
pueda ser efectiva y que pueda colaborar en la elaboración de un diagnóstico. De esta 
manera, en adición, se automatizará un proceso que normalmente es llevado a cabo de 
manera manual por histólogos. Además, se analizarán los resultados obtenidos mediante el 
uso de la técnica de transfer learning en arquitecturas de red ya definidas y de mayor 
complejidad. 
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1.2  Objetivos 
 
 
La finalidad de este trabajo consiste en explorar las redes neuronales convolucionales 
(CNN) para el análisis y clasificación de imágenes médicas. Para poder cumplir este 
objetivo, se ha dividido el trabajo en las siguientes partes: 
 
• Estudio del estado del arte: Se realizará una investigación, de los distintos 
métodos que se han utilizado a lo largo del tiempo para la clasificación de imágenes 
y las redes neuronales. Prestando especial atención a las redes neuronales 
convolucionales y su aplicación para el tratamiento de imágenes médicas. 
 
• Conceptos básicos clasificación y redes neuronales: Se introducirán 
conocimientos primordiales para entender la clasificación, las redes neuronales y en 
qué se caracterizan las redes neuronales convolucionales. 
 
• Obtención y preprocesamiento de datos: Se llevará a cabo un pre-procesado de 
las imágenes médicas obtenidas (en nuestro caso, imágenes de cáncer de pecho); 
para su posterior utilización en la red neuronal convolucional.  
 
• Implementación red neuronal convolucional: Se desarrollará la arquitectura de 
nuestra red para la clasificación de las imágenes. 
 
• Análisis de la red neuronal convolucional: Se analizarán estrategias para 
conseguir mejorar los resultados de clasificación de nuestra red neuronal. 
 
• Evaluación de la red neuronal implementada: Se evaluará la calidad del 
resultado óptimo obtenido. 
 
• Implementación de la técnica Transfer Learning: Se emplearán arquitecturas ya 
definidas con el objetivo de estudiar su comportamiento con el dataset y se 
evaluarán y compararán los resultados obtenidos con los conseguidos en la red 
neuronal convolucional implementada anteriormente. 
 
 
 
1.3  Organización de la memoria 
 
 
La memoria consta de los siguientes capítulos: 
 
• Capítulo 1: Motivación, objetivo del trabajo y organización de la memoria. 
• Capítulo 2: Estado del arte de la clasificación de imágenes, de las redes neuronales, 
de las redes neuronales convolucionales y su aplicación al tratamiento de imágenes 
médicas. 
  3 
• Capítulo 3: Conceptos básicos y estructura de la clasificación de imágenes, las 
redes neuronales y las redes neuronales convolucionales. 
• Capítulo 4: Trabajo desarrollado en la red convolucional definida: Descripción de 
la obtención de las imágenes y su preprocesado. Análisis de estrategias para 
optimizar resultados de clasificación de nuestra red neuronal y evaluación del 
resultado óptimo obtenido. 
• Capítulo 5: Trabajo desarrollado implementando la técnica de transfer learning. 
Descripción de la obtención de las imágenes y su preprocesado. Análisis de 
estrategias para optimizar resultados de clasificación y evaluación del resultado 
óptimo obtenido. 
• Capítulo 6: Conclusiones y posibles mejoras en un trabajo futuro. 
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2 Estado del arte 
 
La motivación y objetivos principales del trabajo se han tratado en el capítulo anterior. A 
continuación, se expone el estudio del arte en relación con los artículos, autores e 
instituciones que abordaron el tema que es objeto de estudio. Permitiendo resumir el 
conocimiento y conclusiones hasta ahora obtenidas, y encajar los resultados del trabajo 
dentro de este marco. 
 
 
 
2.1 Clasificación de imágenes 
 
 
La clasificación de imágenes puede definirse como categorizar las imágenes de acuerdo 
con distintos tipos de clases predefinidas. La clasificación de imágenes es un problema 
fundamental en el campo de visión artificial, y es el pilar principal de las tareas de 
detección, segmentación, localización en este campo [1]. 
 
A la hora de clasificar imágenes, hay que tener en cuenta que nuestro sistema visual 
humano (SVH), primero recibe las ondas electromagnéticas que pertenecen al espectro 
visible y posteriormente estas son interpretadas por el cerebro. Sin embargo, en visión 
artificial, cuando introducimos una imagen en un ordenador, lo que va a interpretar va a ser 
una matriz de números normalmente entre [0,255] y de tres dimensiones en caso de ser en 
color (RGB). Consecuentemente, se puede comprobar que existe un gran salto entre el 
valor semántico de la clase asociada a una imagen y los valores de pixel de ésta, 
provocando que realizar adecuadamente una clasificación sea una tarea compleja para 
sistemas artificiales [2]. Aunque como se observa en [3], en el campo de la medicina existe 
un punto en el que la mayoría de los sistemas artificiales de diagnóstico toman decisiones 
cada vez menos relacionadas con lo que un radiólogo consideraría la apariencia física de la 
imagen. Sino que, estos sistemas encuentran al final como factor determinante los detalles 
del patrón matemático de las características físicas individuales de la imagen, extraídas por 
un sistema de visión artificial o un radiólogo, para su recomendación final. Estos patrones 
matemáticos han sido estudiados las últimas décadas por científicos [4][5], los cuales han 
empleado diversos métodos analíticos, entre ellos, las redes neuronales. 
 
Se han desarrollado distintos tipos de algoritmos de clasificación que intentan reducir este 
salto. Algunos de estos algoritmos se han basado en detección de bordes, como el 
algoritmo de Canny [6]. Aunque estos algoritmos son robustos cuando se quiere identificar 
una misma clase, en el caso de que quisiéramos clasificar otra clase se tendría que crear un 
nuevo modelo desde el inicio. Otros algoritmos, como el KNN [7], se han basado en medir 
la diferencia entre valores de pixel, o distancias; para comparar la similitud entre imágenes. 
Este método, es simple, pero requiere de una configuración óptima de sus hiperparámetros 
para obtener buenos resultados. Por lo que les hace dependientes del problema. 
 
Actualmente existen modelos de deep learning que procesan información no lineal con el 
objetivo de extraer características, analizar patrones y clasificar; y que ha demostrado 
solventar los problemas de sus predecesores. Como pueden ser, las redes neuronales 
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convolucionales, CNNs [8], las cuales como se verá a continuación se han convertido en la 
arquitectura líder para la mayor parte de tareas de detección, clasificación y 
reconocimiento en imágenes [9]. 
 
 
 
2.2 Redes Neuronales Convolucionales 
 
 
Las redes neuronales convolucionales (CNN) son una conocida arquitectura de deep 
learning inspirada en el mecanismo de percepción visual de los seres vivos. En 1959, 
Hubel y Wiesel[10] [10] descubrieron que las células de la corteza visual en animales son 
responsables de detectar la luz en los campos receptivos. Inspirado por este 
descubrimiento, Kunihiko Fukushima propuso el neocognitron en 1980 [11], que podría 
considerarse como el predecesor de las CNN. Desde entonces, se han utilizado en tareas de 
visión artificial. Sin embargo, a pesar de algunas aplicaciones dispersas, estuvieron 
inactivas hasta mediados de la década del 2000, cuando los avances en informática y la 
llegada de grandes cantidades de datos etiquetados, complementados por algoritmos 
optimizados, contribuyeron a su avance y le pusieron a la cabeza del renacimiento de la red 
neuronal. El cual ha ido progresando rápidamente desde 2012, tras el éxito del ganador, 
Krizhevsky, en la competición de ImageNet [13] con su red “AlexNet” [12]. A partir de 
entonces, las redes neuronales convolucionales se han utilizado para diversas tareas de 
visión artificial: detección de objetos [14], segmentación [15], estimación de la postura de 
personas [16], clasificación de video [17], seguimiento de objetos [18], etc. 
 
En la Figura 2.1, se muestran los resultados de algunos de los algoritmos ([19], [20], [21], 
[22], [23], [24]) empleados en tareas de clasificación y detección de objetos que obtuvieron 
los mejores resultados, desde el 2012 al 2017, en la competición anual de ImageNet. 
 
 
 
 
 
 
 
 
 
Figura 2.1: ImageNet Error de Clasificación (Top 5) 
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Actualmente, además se utiliza la técnica de transfer learning. Esta técnica se basa en la 
“transferencia de conocimiento”. Una de las formas en las que se emplea esta técnica es 
mediante el uso de redes ya entrenadas, pero utilizando como entrada imágenes de un 
dominio que no fue el objetivo de su anterior entrenamiento. Por lo tanto, se da uso del 
conocimiento previo del modelo para crear otro modelo que pertenece a un conjunto de 
imágenes de otro dominio y testear el nuevo modelo generado sobre un conjunto de 
imágenes del nuevo dominio no utilizadas en el entrenamiento. 
 
 
 
2.2.1 Aplicación al tratamiento de imágenes médicas 
 
 
La aplicación de las redes neuronales convolucionales al tratamiento y análisis de 
imágenes médicas empezó a mediados de los 90, cuando se utilizaron CNNs para ayudar 
en la detección de microcalcificaciones en una mamografía [24][25] y la detección de 
nódulos en pulmones [26]. 
 
Actualmente, las redes de propagación hacia atrás (back propagation neural networks, en 
inglés) son las mayormente utilizadas, como se ha encontrado en [27], donde se estudian 
las redes neuronales en imágenes de mamografías para ofrecer un diagnóstico sobre la 
posible existencia de cáncer de pecho. Para interpretar las mamografías utilizan las 
características que extrajeron radiólogos experimentados de estas imágenes. En casos 
clínicos, el rendimiento de una de sus redes neuronales entrenada con la fusión de 14 
características de lesiones para distinguir entre lesiones benignas y malignas, resultó ser 
mayor que el rendimiento promedio de radiólogos residentes y no residentes (sin la ayuda 
de una red neuronal). Concluyendo que, tales redes pueden proporcionar una herramienta 
potencialmente útil en la tarea de toma de decisiones mamográficas para distinguir entre 
lesiones benignas y malignas. 
En [28], utilizan una red neuronal profunda (en inglés, Deep Neuronal Network, DNN) con 
max-pooling para la detección de mitosis en imágenes con mamografías.  Las redes están 
entrenadas para clasificar cada píxel de las imágenes, utilizando como contexto un parche 
centrado en el píxel. Su enfoque ganó la competición de detección de mitosis ICPR 2012, 
con un F1-Score de 0,782; significativamente mayor que el resto de los competidores. 
 
 
 
 
 
 
  
 8 
 
 
  
 9 
 
3 Conceptos básicos y Diseño 
 
Una vez enunciado el estudio del arte tanto de la clasificación de imágenes como de las 
redes neuronales convolucionales. Se describe, a continuación, los conceptos básicos en los 
cuales se basa este trabajo.  
 
 
 
3.1 Redes neuronales 
 
 
Una red neuronal es un modelo computacional inspirado en la forma en que las redes 
neuronales biológicas en el cerebro humano procesan la información.  
 
La unidad básica de computación en una red neuronal es la neurona, a menudo llamada un 
nodo o unidad. Esta, recibe datos de otros nodos o de una fuente externa y calcula una 
salida. Cada entrada tiene un peso asociado (𝑤), que se asigna en función de su 
importancia relativa para otras entradas. El nodo aplica una función 𝑓 (definida a 
continuación) a la suma ponderada de sus entradas como se muestra en la figura 3.1. 
 
 
 
Figura 3.1: Neurona 
 
Como se indicaba anteriormente, la neurona, nodo es la unidad básica de una red neuronal. 
Las redes neuronales como se ha mencionado son un modelo computacional que comparte 
algunas propiedades con el cerebro: muchas unidades simples trabajan en paralelo y sin 
una unidad centralizada de control. Consecuentemente, una red neuronal estará formada 
por varias neuronas siendo los pesos 𝑊, el medio principal a largo plazo de 
almacenamiento de información, y su actualización; la forma principal de aprendizaje de 
nueva información.  
 
?̂? 
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Posiblemente, la manera más sencilla de entender una red neuronal es con la red: 
“Perceptrón Multicapa” (en inglés, Multilayer Perceptron, MLP). Consiste en una capa de 
entrada con una o varias capas ocultas y una capa de salida.  Cada capa tiene una cantidad 
diferente de neuronas y pueden estar o no completamente conectada con la siguiente. Este 
tipo de red se muestra en la figura 3.2, en esta red las capas están completamente 
conectadas. 
 
 
 
Figura 3.2: MLP  
 
Por lo tanto, cada nodo se puede entender como un clasificador lineal, en el que se ha de 
usar una función parametrizada por los pesos “𝑊”.  
 
𝑠 = 𝑊𝑥 + 𝑏 
 
En la fórmula anterior, aparece un parámetro que es el bias, “𝑏”. El bias, no interactúa con 
los datos de entrenamiento, pero en el caso de que el conjunto de datos no esté 
compensado, es decir, haya más imágenes de una clase que de otra, la función del bias será 
intentar compensarlo. 
 
Como se podía observar en la figura 3.1, una vez calculada la suma ponderadas de las 
entradas se introduce el resultado en una función de activación 𝑦′ = 𝑓(𝑠). El valor de 
salida de la función de activación, será transmitido a través de los pesos a la siguiente capa. 
El objetivo de la función de activación es introducir la no linealidad en la salida de una 
neurona. Esto es importante porque la mayoría de los datos del mundo real no son lineales 
y se busca que las neuronas aprendan estas representaciones no lineales. En la figura 3.3 se 
pueden observar diferentes tipos de función de activación.  
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Figura 3.3: Ejemplos de funciones de activación  
 
Por lo tanto, una red neuronal recibirá los datos de entrada “𝑥”, estos se transmitirán a 
través de los pesos 𝑊 desde la capa de entrada hacia la capa oculta. Las neuronas de esta 
capa intermedia transforman las señales recibidas mediante la aplicación de una función de 
activación “𝑓” proporcionando, de este modo, un valor de salida. Este se transmite a través 
de los pesos 𝑊′ hacia la capa de salida, donde aplicando la misma operación que en el 
caso anterior, las neuronas de esta última capa proporcionan un vector de puntuaciones 
“?̂?”, con una para cada clase en la que se quiere clasificar.  
 
Para evaluar cómo se ajusta la salida predicha del conjunto de datos entrenado con la real, 
una vez se obtiene el vector de puntuaciones, se define una función de perdida, “𝐿𝑖”. 
Consecuentemente, las pérdidas “L” serán: 
 
 
𝐿𝑖 = 𝑔(𝑦, ?̂?)  
 
 
𝐿 =
1
𝑁
∑ 𝐿𝑖 +  ∑ 𝑊𝑘
2 = 
𝑘
𝑁
𝑖=1
1
𝑁
∑ 𝐿𝑖 + 𝑅(𝑊) 
𝑁
𝑖=1
 
   
 
 
El segundo término de la ecuación, 𝑅(𝑊), es la regularización; la cual indica la 
complejidad de nuestro modelo. Y que además se utiliza para reducir el overfitting (cuando 
el modelo se ajusta muy bien a los datos existentes, pero tiene un bajo rendimiento para 
predecir nuevos resultados). 
 
Como se mencionó anteriormente, el aprendizaje de la red depende de la actualización de 
los pesos. Y por ello, se han de encontrar los pesos, “W”, que minimizan la función de 
pérdida. Para ello se utiliza una función de optimización. Esta función itera en la dirección 
del mínimo gradiente de 𝐿 respecto a 𝑊 (∇𝑊𝐿,).  Existen diferentes formas de calcularlo: 
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• Numérica. Empleando la siguiente fórmula: 
  
• Analítica. Empleando grafos computacionales, que se explican en la próxima 
subsección. 
 
En la práctica, se suelen utilizar los grafos computacionales para obtener el gradiente ya 
que realizan operaciones más sencillas, lo que genera que sea un método más rápido y 
exacto. Posteriormente, en el caso de que queramos comprobar que el resultado es 
correcto, empleamos la fórmula numérica. 
 
 
 
3.1.1 Grafos computacionales y retropropagación 
 
 
Este tipo de grafos, como anteriormente se comentaba, se utilizan para calcular el gradiente 
de una forma más rápida y sencilla que utilizando directamente la fórmula matemática. A 
su vez, estos grafos se pueden usar para representar cualquier función. Los grafos están 
compuestos por nodos, los cuales corresponderán a los pasos de la función por los que 
vamos pasando. Un ejemplo de grafo que correspondería con el método de obtención de 
puntuaciones definido en 3.1, se representa en la figura 3.4. 
 
 
 
 
Figura 3.4: Grafo Computacional 
 
Una vez se tiene la función definida con su grafo computacional, en redes neuronales, se 
utiliza una técnica que se denomina “retropropagación” (backpropagation en inglés). La 
retropropagación es utilizada por el algoritmo de optimización de descenso del gradiente, 
para ajustar el peso de las neuronas mediante el cálculo del gradiente de la función de 
pérdida. Esta técnica usará de forma recursiva la regla de la cadena para calcular el 
𝑑𝑓(𝑥)
𝑑𝑥
= lim
ℎ→𝑜
𝑓(𝑥 + ℎ) − 𝑓(𝑥)
ℎ
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gradiente respecto a cada variable del grafo computacional. Cada nodo del grafo seguirá el 
siguiente esquema de la figura 3.5, en el que como se puede observar, cada nodo solo tiene 
en cuenta sus entradas/salidas cercanas; para el cálculo de su gradiente local. 
 
 
 
 
 
Figura 3.5: Nodo grafo computacional 
 
 
Este tipo de representación también permite definir los nodos a cualquier nivel de 
granularidad. Aunque, como se ha mencionado anteriormente, el objetivo es operar con un 
modelo simple. Por lo tanto, en el caso de que queramos agrupar los nodos, lo 
recomendado es hacerlo en funciones un poco más complejas, como en una función 
sigmoide (para mantener la simplicidad). Un sencillo ejemplo numérico de dicho método 
se representa en la figura 3.6. 
 
 
 
 
 
Figura 3.6: Ejemplo grafo computacional  
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En la figura 3.6, se puede observar cómo gracias a backpropagation se pueden obtener las 
derivadas de la salida respecto a todas las entradas. Esta ventaja es realmente significativa 
en las redes neuronales cuando calculamos el coste, las pérdidas para usar en el descenso 
de gradiente. Backpropagation permite que se obtengan rápidamente las derivadas de una 
sola vez, independientemente del número de entradas a la red. 
 
 
 
3.1.2 Optimización  
 
 
El gradiente calcula la dirección en la que la función decrece. Por lo tanto, si se repite este 
proceso de forma continua, se llegará al mínimo de nuestra función. Este es el objetivo de 
las funciones de optimización, de esta manera se encuentran los pesos “W” que minimizan 
la función de pérdida. Existen diversos algoritmos de optimización como el de descenso de 
gradiente. 
 
En adición, existe un importante hiperparámetro a configurar en el algoritmo de 
optimización, denominado “learning rate”. Este hiperparámetro indica el tamaño del 
“paso” a utilizar por el algoritmo, es decir, el desplazamiento que se realizará en la 
siguiente iteración.  
 
El algoritmo de optimización utilizado en este trabajo es, “Adam” [31], Adam se diferencia 
respecto a clásicos algoritmos de descenso de gradiente en que dichos algoritmos 
mantienen un mismo learning rate para todas las actualizaciones de los pesos y este no 
cambia durante el entrenamiento de la red. Mientras que Adam, emplea un learning rate 
dependiente de cada peso y que cambia en cada iteración de descenso de gradiente. 
 
 
 
3.2 Redes neuronales convolucionales 
 
 
Las redes neuronales convolucionales han probado ser muy eficientes en el procesamiento 
de imágenes para tareas de clasificación y reconocimiento de imágenes. Las CNN tienen 
cuatro operadores principales: convolución, la no linealidad, el pooling y las capas 
completamente conectadas. 
 
 
 
3.2.1 Convolución. 
 
 
La característica principal de las CNN es, que está basada en operaciones de convolución.  
La capa convolucional tiene como objetivo de realizar la convolución, para poder extraer 
características de la imagen de entrada. Realizar una convolución a una imagen, consiste 
en filtrar dicha imagen utilizando una máscara o ventana. La máscara se va desplazando 
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por toda la imagen, multiplicándose de forma matricial, dependiendo de la máscara que se 
use, se generarán distintos resultados. En la convolución, cada píxel de la imagen de salida 
es una combinación de los píxeles de la imagen de entrada. La matriz resultante de una 
convolución se conoce como “mapa de características” y es una característica de la 
imagen. A continuación, en la figura 3.7, se presenta un ejemplo sencillo en el que se 
realiza una convolución de una matriz de 4x4 con un filtro de 2x2 con un stride de 1. 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Figura 3.7: Convolución sobre la matriz de una imagen 
 
En la práctica, las redes neuronales convolucionales aprenden los valores de los filtros por 
cuenta propia durante la fase de entrenamiento. Independientemente de esto, en el 
entrenamiento se tendrá que seguir especificando diversos parámetros como: número de 
filtros, tamaño del filtro, etc. Utilizar diferentes filtros nos permite identificar diferentes 
características y rasgos de la imagen, como curvas, bordes, etc. 
 
A su vez, el tamaño del mapa de características depende de la profundidad (depth), el paso 
(stride) y el relleno (padding); y se deben decidir antes de realizar la convolución. A 
continuación, se definen dichos parámetros: 
 
• Depth o profundidad: corresponde con el número de filtros que se usa para la 
operación de convolución.  
 
• Stride o paso: indica el número de pixeles que se desplazará el filtro. 
 
• Padding o relleno: método que consiste añadir nuevos píxeles al borde de la 
imagen. 
 
Según aumente el valor de stride, se reducirá el tamaño del mapa de características. El 
problema de desplazar el filtro es que en los bordes parte de este se quede fuera, por ello es 
conveniente el parámetro de padding, para aplicar el filtro a los bordes de la matriz de 
entrada. En el ejemplo descrito en la figura 3.7 se ha utilizado una profundidad de 1, un 
paso de 1 y no se ha aplicado padding. 
 
 
1 0 1 1 
0 0 1 0 
1 1 1 0 
1 1 1 0 
1 0 
0 1 
Resultado 
Filtro 
Imagen 
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3.2.2 ReLU.  
 
 
Este operador se introdujo en el apartado 3.1, como uno de los diferentes tipos de función 
de activación. ReLU, se aplica pixel por pixel tras la convolución, y reemplaza todos los 
pixeles negativos del mapa de características por “0”. Su propósito es introducir la no 
linealidad en nuestra red convolucional, debido a que, como se comentaba en el apartado 
3.1, los datos del mundo real no lo son.  
 
 
 
3.2.3 Agrupación o Pooling 
 
 
El pooling o submuestreo, reduce la dimensión de cada mapa de característica, pero 
reteniendo la información más significativa. Debido a esto, las representaciones serán más 
manejables y habrá menor parámetros y cálculos en la red. Además, esta capa proporciona, 
robustez, al ser invariante a pequeños cambios o distorsiones. 
 
Existen diferentes tipos: max (máximo), average (media), sum (suma), etc. En la red que se 
ha desarrollado, se ha utilizado max pooling.  
 
 
 
3.2.3.1 Max Pooling 
 
 
Un ejemplo de max pooling se muestra en la figura 3.8. 
 
 
 
 
  
 
 
 
 
 
 
 
 
Figura 3.8: Max Pooling 
 
Se define una ventana de 2x2 y se escogerá el número mayor del mapa de característica 
que se encuentre dentro de la ventana. Esta ventana, se desplaza con un paso de “2” (stride 
con valor igual a “2”) y selecciona el máximo de cada región. 
 
2 4 1 1 
6 5 3 2 
4 2 4 8 
7 0 2 2 
Max pool filtro 
2x2, stride =2 
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3.2.4 Capas completamente conectadas. 
 
 
El término de “capas completamente conectadas”, indica que cada salida de la capa está 
conectada a cada neurona de la capa siguiente (figura 3.2). Las capas completamente 
conectadas (Fully Connected Layers, en inglés) de nuestra red utilizan como función de 
activación SoftMax, para poder interpretar la salida de la red como un conjunto de 
probabilidades. 
 
El propósito de este tipo de capas es utilizar las características de alto nivel resultantes de 
la capa de pooling, para clasificar la imagen de entrada en varias clases, basándose en los 
datos de entrenamiento.  Por otra parte, añadir una capa completamente conectada suele ser 
un método poco costoso de aprender combinaciones no lineales de las características.  
 
La clasificación interconecta mediante nodos (neuronas) diferentes mapas de característica 
que se obtuvieron anteriormente y aplica unos pesos sobre ellos para poder clasificar. De 
esta forma la última capa contiene los nodos que representan las etiquetas. 
 
A la salida de la última capa completamente conectada suele utilizarse una función de 
activación, como se comentaba previamente, debido a que el clasificador trabaja con 
entradas no lineales. En el caso de la red que se ha desarrollado en este trabajo, se ha 
utilizado Softmax. La función Sofmax toma un vector de valores arbitrarios reales y lo 
comprime en un vector del mismo tamaño, pero con valores reales y normalizados dentro 
del rango [0,1]. 
 
 
 
3.3 Transfer Learning 
 
 
Hoy en día, deep learning requiere grandes cantidades de datos etiquetados y una potencia 
de cálculo significativa. Los resultados obtenidos con esta técnica, como se mencionó en el 
apartado 2.2, han sido cruciales y la precisión en ellos ha generado que se puedan 
comparar e incluso clasificar, en algunos casos, como modelos que superan a las personas 
en algunas tareas. Como se observó, la mayor parte de los métodos de deep learning 
emplean arquitecturas de redes neuronales, por lo que dichos modelos a menudo se 
denominan redes neuronales profundas. En el que el término “profundo” suele hacer 
referencia al número de capas ocultas en la red neuronal, como se ha mostrado en la figura 
2.1, dichas arquitecturas ya superan las 150 capas. 
 
El método tradicional de empleo de este tipo de modelos, consiste en entrenar el 
clasificador con imágenes pre-etiquetadas y de esta forma crear un modelo, el cual se 
testea con otro conjunto de imágenes. Todas las imágenes tanto de entrenamiento como 
testeo son del mismo dominio. 
 
Utilizando la técnica de transfer learning, se utilizan como entrada imágenes de un dominio 
que no fue el objetivo de su anterior entrenamiento. Esta técnica se utiliza con la 
motivación de aprovechar arquitecturas ya entrenadas que puedan ofrecer la posibilidad de 
mejorar resultados. Dando uso del conocimiento previo del modelo para crear otro modelo 
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que pertenece a un conjunto de imágenes de otro dominio y testear el nuevo modelo 
generado sobre un conjunto de imágenes del nuevo dominio no utilizadas en el 
entrenamiento. Este tipo de técnica, que posibilita la transferencia de conocimiento 
representa un progreso en el que el aprendizaje automático se convierte tan eficiente como 
el humano. 
 
En este trabajo se ha empleado transfer learning para explorar el comportamiento de las 
arquitecturas entrenadas con las nuevas clases del dataset de imágenes de cáncer de pecho. 
Para ello, se ha excluido la última capa totalmente conectada de la arquitectura de la que 
queremos transferir el conocimiento y de esta manera, obtener el resto de las capas que 
permiten obtener las características de las imágenes. Posteriormente, esas características se 
emplean para distinguir los diferentes elementos dentro de una imagen. Utilizando las 
capas obtenidas en el entrenamiento anterior, se ha entrenado el clasificador con las 
imágenes de cáncer de pecho. Y finalmente se han añadido las últimas capas fully 
connected del clasificador, que utilizaran los resultados obtenidos en el entrenamiento.  
 
 
 
3.3.1 MobileNet 
 
 
MobileNet [33] ha sido una de las arquitecturas utilizadas en este trabajo para realizar 
transfer learning. Esta arquitectura fue propuesta por Google y es una arquitectura más 
adecuada para aplicaciones móviles y basadas en visión artificial, donde se requiere un 
elevado coste computacional. Fue entrenada con el conjunto de datos de ImageNet y se 
caracteriza por reducir significativamente el número de parámetros, gracias a que utiliza un 
tipo de convoluciones separabales que aplican un solo filtro por cada canal de entrada, para 
posteriormente aplicar una convolución simple de 1x1. Resultando un modelo de red 
neuronal profunda de menor impacto computacional con un rendimiento realmente 
efectivo y preciso.  
 
 
 
3.3.2 Inceptionv3 
 
 
Inception-v3 [34] ha sido otra de las arquitecturas utilizadas para realizar transfer learning. 
Al igual que MobileNet, también fue propuesta por Google, aunque generalmente suele 
tener un rendimiento más preciso en la clasificación y también mayor coste computacional. 
Este modelo fue entrenado para la competición de  ImageNet Large Visual Recognition 
Challenge utilizando datos del 2012, e incorpora un sistema de fine-tunning que permite 
generar descripciones más precisas al ser capaz de relacionar los elementos de la imagen y 
el entorno.  
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4 Red Neuronal Convolucional: Desarrollo 
 
 
 
4.1 Introducción 
 
 
Como se ha comentado en el Capítulo 1 de esta memoria, el objetivo principal de este 
trabajo es explorar las redes neuronales convolucionales para el análisis y clasificación de 
imágenes médicas. Por ello, se ha pretendido desarrollar una red neuronal convolucional 
que pueda ser efectiva y que pueda colaborar en la elaboración de un diagnóstico sobre una 
imagen de cáncer de pecho.  
 
En el capítulo anterior se ha explicado el funcionamiento de este tipo de redes. Y, 
consecuentemente, en este capítulo se describe el proceso necesario para conseguir los 
datos, procesarlos y construir la CNN. 
 
Para el desarrollo del trabajo, se han utilizado librerías de deep learning como TensorFlow, 
se ha realizado el preprocesamiento de las imágenes en la herramienta de software 
matemático Matlab y se ha utilizado la base de datos de imágenes de la competición 
TUPAC16 (Tumor Proliferation Assesment Chalenge 2016, [35]). La base de datos 
escogida de la competición contiene imágenes de cáncer de pecho las cuales pueden tener 
o no mitosis. 
 
 
 
4.2 Obtención de datos 
 
 
Para el desarrollo del trabajo, se han obtenido los datos de la competición de TUPAC16 
[35]. De la cual se descargó el conjunto de datos “Auxiliar”. Esta base de datos contiene 
imágenes de 73 casos de cáncer de pecho de tres centros de patología. Los primeros 23 
casos son el conjunto de datos que se publicó como parte del desafío AMIDA13 
(Assessment of Mitosis Detection Algorithms 2013, [36]). Estos casos fueron recolectados 
del Departamento de Patología del Centro Médico Universitario en Utrecht, Países Bajos. 
Los 50 casos restantes provienen de dos centros de patología diferentes en los Países Bajos 
(los casos 24-48 son de un centro y los casos 48-73 son de otro centro). Cada caso se 
representa con una región de imagen de área 2 mm2.  
 
Además, en el caso de que la imagen tenga mitosis, se dispone de un archivo separado por 
comas (“.csv”) que contiene la localización en coordenadas por píxel de las figuras 
mitóticas que han sido anotadas bajo el consenso de al menos dos patólogos. 
 
En total la base de datos contiene 656 imágenes. De las cuales, 587 tienen mitosis y 69 no 
tiene mitosis. Por lo tanto, nuestra red neuronal convolucional realizará la clasificación de 
acuerdo con esas dos clases: “no-mitosis” y “mitosis”. 
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4.3 Preprocesamiento de los datos 
 
 
El preprocesamiento de los datos ha sido desarrollado en Matlab 2017a. Este 
preprocesamiento se ha dividido en 3 partes: Normalización, Enventanado y Selección. Las 
cuales se explican a continuación en los próximos apartados. 
 
 
 
4.3.1 Normalización 
 
 
Cuando se quiere detectar mitosis en imágenes de histopatologías, una de las dificultades 
que se pueden encontrar es la variabilidad de su apariencia. Ya que, pueden surgir muchos 
falsos positivos cuando el portaobjetos de histopatología se sobredimensiona [29] 
 
Para intentar minimizar y solventar este problema, se ha encontrado que en [29] se 
describe un método por el cual se realiza un staining unmixing (separación de las manchas 
de hematoxilina y eosina) y una normalización de apariencia. La normalización de 
apariencia es el método que se ha aplicado a nuestras imágenes en Matlab. En la figura 4.1, 
se muestra un ejemplo del resultado obtenido para dicha normalización. 
 
 
 
Figura 4.1: Imagen original vs Imagen normalizada (caso 72) 
 
De esta forma, contaremos con dos datasets, uno con las imágenes originales y otro con las 
imágenes normalizadas. En este trabajo se llevarán a cabo el mismo tipo de pruebas sobre 
ambos datasets, con la motivación de comparar los resultados frente a las imágenes no 
normalizadas y comprobar si este tipo de normalización de apariencia ayuda a la red a 
realizar mejor la clasificación. 
 
 
 
 
 
 21 
 
4.3.2 Enventanado 
 
 
El conjunto de datos utilizado esta formado por 656 imágenes (587 etiquetadas con mitosis 
y 69 sin mitosis). Para poder entrenar  la red con una cantidad mayor de datos, se ha 
procedido a enventanar cada imagen,  y de esta forma, obtener más imágenes a partir de 
ella. Es decir, se ha dividido la imagen en imágenes de menor tamaño. 
 
Como las imágenes del conjunto de datos tenían un tamaño de 2000x2000 píxeles (606 de 
ellas), y 5657x5657 píxeles (50 de ellas), se han aplicado tres tamaños diferentes de 
ventana: 50x50 píxeles, 100x100 píxeles y 200x200 píxeles, los cuales han generado un 
total de: 1.608.050,  399.200 y 99.800 imágenes, respectivamente. En la figura 4.2, se 
muestran muestran las ventanas aplicadas a una de las imágenes. 
 
 
 
   
 
Figura 4.2: Tipos de enventanado 
 
A la hora de enventanar la imagen, se ha tenido en cuenta la localización de la figura 
mitótica (en el caso de que la imagen original tuviera mitosis). Es decir, se ha comprobado 
que por cada división, enventanado que se realizaba en la imagen original, si se tenía en 
ella alguna figura mitótica y así poder etiquetar estas “sub-imágenes” en las dos clases que 
hemos definidio: “mitosis” y “no mitosis”.   
 
Una vez las imágenes han sido enventanadas y etiquetadas, se ha observado una relación 
de imágenes no mitóticas significativamente mayor que mitóticas, como queda reflejado en 
la tabla 4.1 y la figura 4.3. 
 
Una vez leídos los datos, se dividirán en dos conjuntos de entrenamiento y prueba (test). Se 
usará el 70% de los datos que se ha leído para pasarlos a la red para que entrene. El 30% 
que no se seleccionó, se utilizará una vez la red neuronal haya “aprendido”, con el 
propósito de comprobar su rendimiento. La fase de entrenamiento se realizará por lotes, 
batch de tamaño 100. De cada lote de 100 imágenes serán escogidas aleatoriamente 50 de 
clase “mitosis” y las 50 imágenes restantes de la clase “no mitosis”, y de esta manera, 
lidiar con el problema de clases no balanceadas, mientras la red aprende. 
 
 
Ventana 50x50 Ventana 100x100 Ventana 200x200 
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Tabla 4.1: Proporción dataset enventanado 
 
 
 
 
 
 
Figura 4.3: Proporción dataset enventanado 
 
 
 
4.4 Implementación de la Red Neuronal Convolucional 
 
 
El empleo y aplicación de la CNN se llevó a cabo en un ordenador con las siguientes 
características: 2 núcleos, 8 GB RAM y un procesador Intel Core i7-7500U. 
 
En la figura 4.4, se muestra la arquitectura de la CNN que se ha desarrollado. 
 
 
Figura 4.4: Arquitectura de CNN 2 capas 
 
El flujo de los datos a través de la red es el siguiente: 
 
1º. Entrada. Se introduce la imagen, ya procesada, de nuestros datos de entrenamiento.  
2º. Convolución. Por cada canal de color, RGB, de nuestra imagen de entrada; tenemos 64 
filtros. Emplearemos para la regularización, una normalización batch [30].  
Mitosis No mitosis Mitosis No mitosis Mitosis No mitosis Mitosis No mitosis Mitosis No mitosis Mitosis No mitosis
1008 1123842 543 482657 993 278207 540 119460 972 68828 539 29461
Test Entrenamiento Test
Imágenes de 50x50 Imágenes de 100x100
Entrenamiento Test Entrenamiento
Imágenes de 200x200
1124850 483200 3000069800120000279200
Proporción de imágenes con  
ventana de 200x200 
Proporción de imágenes con 
ventana de 100x100 
Proporción de imágenes con 
ventana de 50x50 
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Esta normalización, nos permite usar tasas de aprendizaje mucho más altas y tener 
menos cuidado con la inicialización.  
La salida de la primera capa convolucional son 64 imágenes a escala de grises. A la 
salida de la capa se aplica un max pooling de 2x2 con pasos de (2,2).  
3º. Convolución. En la segunda capa se utilizan 64 filtros. La salida son 64 imágenes a 
escala de gris. A la salida de la capa se le aplica un max pooling de 2x2 con pasos de 
(2,2) y un flatten para tener una sola dimensión. 
4º. Capa completamente conectada (Fully connected). 
5º. Capa completamente conectada (Fully connected). 
6º. Función de activación Softmax.  
 
 
La función de activación utilizada por nuestra red en las capas ha sido: ReLU, enunciada 
anteriormente en el capítulo 3.1. 
Para la modificación de los pesos, que se realiza después de haber presentado todos los 
patrones de entrenamiento. Se ha empleado un aprendizaje por lotes (batch), de tamaño 
100. Es decir, 100 imágenes serán seleccionadas de forma aleatoria en cada iteración del 
optimizador. Como se ha mencionado en el capítulo 3.1.1, el optimizador que se ha 
empleado ha sido “Adam” [31] con un learning rate de 1𝑒−4. 
 
Con la motivación de explorar qué otros posibles resultados se podrían obtener y poder 
hacer una comparación con la arquitectura definida en la figura 4.4, se ha creado una nueva 
arquitectura más básica que se muestra en la figura 4.5.  
 
 
 
 
Figura 4.5: Arquitectura CNN 1 capa 
 
Esta arquitectura es equivalente a la presentada en la figura 4.4, excepto por que tiene 
solamente una capa convolucional y una capa completamente conectada, en vez de dos. En 
el trabajo se hará referencia a dicha arquitectura como CNN de una capa (CNN 1 layer) y a 
la de la figura 4.4 como CNN de dos capas (CNN 2 layers). 
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4.5 Pruebas y Resultados 
 
 
El objetivo del trabajo consiste en explorar las redes neuronales convolucionales, para el 
análisis y clasificación de imágenes médicas. Por consiguiente, una vez implementada 
nuestra red neuronal, se ha procedido a realizar pruebas sobre ella.  
 
La primera prueba que se ha realizado ha sido: entrenar con tamaños diferentes de 
imágenes de entrada, introducir imágenes que pudieran estar o no normalizadas según la 
técnica mencionada en la sección 4.3.1 y realizar 6500 iteraciones. Los resultados 
obtenidos de muestran en la tabla 4.2. 
 
 
 
 
Tabla 4.2: TN, FP, FN, TP 
 
Se puede observar que en las diversas ejecuciones que se han realizado, parece ser mejor 
utilizar imágenes normalizadas, debido a que como se puede ver en la tabla superior 4.2, en 
la mayoría de las ejecuciones con imágenes normalizadas se obtenían mayores cantidades 
de verdaderos negativos. En la figura 4.6 se muestran algunos de los FP y TN para la 
arquitectura de dos capas convolucionales utilizando imágenes de 100x100 normalizadas. 
 
 
 
Figura 4.6: Errores de clasificación en 100x100 Normalizadas 
Además, se ha calculado la precisión obtenida sobre el test-set, el recall, el F1-Score y el 
tiempo de ejecución. 
1 Conv 
layer
2 Convs 
layers
1 Conv 
layer
2 Convs 
layers
1 Conv 
layer
2 Convs 
layers
1 Conv 
layer
2 Convs 
layers
Verdaderos Negativos (TN) 449262 481121 478204 479789 117316 119331 115239 119146
Falsos Positivos (FP) 33395 1536 4453 2868 2144 129 4221 314
Falsos Negativos (FN) 176 338 266 251 507 534 461 484
Verdaderos Positivos (TP) 367 205 277 292 33 6 79 56
Precisión Entrenamiento 98% 100% 97% 100% 99% 99% 98% 99%
Precisión Test 93% 99,61% 99,02% 99,35% 97,80% 99,45% 96,10% 99,34%
2 Convs 
layers
29337
537
Imágenes 50x50
Imágenes 50x50 
Normalizadas
Imágenes 100x100
Imágenes 100x100 
Normalizadas
Imágenes 
200x200
124
2
0%
97,80%
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Tabla 4.3: Resultados 1 capa convolucional 
 
 
 
 
Tabla 4.4: Resultados 2 capas convolucionales 
 
 
El parámetro F1-Score indica la medida de precisión que tiene un test. Se emplea en la 
determinación de un valor único ponderado de la precisión y la exhaustividad (recall).  
 
Se puede observar que la puntuación más alta obtenida para F1-Score de mitosis, ha sido 
de 0,18. Esta se ha generado cuando se ha utilizado como entrada a la red neuronal de dos 
capas convolucionales imágenes de tamaño 50x50 no normalizadas. 
 
 
Otro tipo de exploración que se ha realizado es variar el tamaño de los filtros en las capas 
convolucionales para ver de qué manera afecta al F1-Score. La prueba se ha realizado con 
imágenes de 100x100, no normalizadas y realizando 900 iteraciones. Los resultados 
obtenidos se muestran en la figura 4.7 y la tabla 4.5. 
 
 
Figura 4.7: F1-Score vs tamaño filtros 
 
Mitosis No Mitosis Mitosis No Mitosis Mitosis No Mitosis Mitosis No Mitosis
Precision 0,01 1,00 0,06 1,00 0,02 1,00 0,02 1,00
Recall 0,68 0,93 0,51 0,99 0,06 0,98 0,15 0,96
F1-Score 0,02 0,96 0,11 1,00 0,02 0,99 0,03 0,98
Tiempo ejecución [h] 10:25:0510:38:023:51:40
Imágenes 100x100 
Normalizadas
1 capa 
convolucional
4:09:12
Imágenes 50x50
Imágenes 50x50 
Normalizadas
Imágenes 100x100
Mitosis No Mitosis Mitosis No Mitosis Mitosis No Mitosis Mitosis No Mitosis Mitosis No Mitosis
Precision 0,12 1,00 0,09 1,00 0,04 1,00 0,15 1,00 0,02 0,98
Recall 0,38 1,00 0,54 0,99 0,01 1,00 0,10 1,00 0,00 1,00
F1-Score 0,18 1,00 0,16 1,00 0,02 1,00 0,12 1,00 0,01 0,99
Tiempo ejecución [h] 14:09:55 22:38:15
Imágenes 50x50
Imágenes 50x50 
Normalizadas
Imágenes 100x100
Imágenes 100x100 
Normalizadas
Imágenes 200x2002 capas 
convolucionales
5:58:16 5:19:42 15:56:14
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Tabla 4.5: Resultados F-1 Scores tamaño filtros 
 
Como se puede observar, no se puede asumir que el tamaño de los filtros esté relacionado 
directamente con el F1-Score.  
 
  
F1 F2 F1 F2 F1 F2 F1 F2 F1 F2
5 5 5 10 10 5 10 10 20 20
F1-Score 0,916 0,952 0,828 0,813 0,763
Tamaño filtros en las capas convolucionales (F1 primera capa, F2 segunda capa convolucional)
Prueba 1 Prueba 2 Prueba 3 Prueba 4 Prueba 5
Imagen 
100x100
900 
iteraciones
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5 Transfer Learning: Desarrollo 
 
 
 
5.1 Introducción 
 
 
El objetivo del trabajo consiste en explorar las redes neuronales convolucionales, para el 
análisis y clasificación de imágenes médicas.  
 
Anteriormente se ha estudiado una arquitectura estándar y simple de una posible CNN y se 
ha aplicado a nuestro problema de clasificación. Con la motivación de mejorar los 
resultados obtenidos en dicha arquitectura, se han utilizado técnicas de transfer learning 
con arquitecturas más complejas: MobileNet e Inceptionv3. 
 
 
 
5.2 Obtención del material 
 
 
El dataset utilizado para realizar transfer learning es el mismo empleado en la CNN que se 
empleó al principio, TUPAC2016. Para poder realizar transfer learning se ha utilizado el 
material proporcionado por la web oficial de Tensorflow en la que se detalla cómo 
reentrenar arquitecturas ya definidas para nuevas categorías, clasificaciones.  
 
 
 
5.3 Preprocesamiento de los datos 
 
 
Se han modificado los scripts obtenidos en la web de Tensorflow para que las imágenes se 
lean de manera predefinida y no aleatoria. Se establece, por lo tanto, tres directorios para 
cada fase: entrenamiento, validación y test. De esta forma, nos aseguramos de que las 
imágenes con las que se entrenen para diferentes configuraciones de parámetros siempre 
sean las mismas para cada fase. 
 
Las imágenes empleadas han sido las que se obtuvieron de enventanar utilizando un 
tamaño de 200×200 las originales. En total, de las 99.800 imágenes del dataset, 1.511 
tienen mitosis. Es decir, un 1,514% de nuestro dataset son imágenes con mitosis. En la 
figura 5.1 se muestra cómo ha quedado proporcionado y se ha dividido el dataset. 
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Figura 5.1: Proporciones de las fases del dataset 
 
Como se puede observar, el dataset empleado está desbalanceado. La manera en la que se 
ha afrontado este inconveniente ha sido modificar nuevamente los scripts; de forma que se 
entrenará la red con un tamaño de batch en el que el 50% de imágenes serán con mitosis y 
el 50% restante serán sin mitosis. De este modo, nos aseguramos de que siempre se entrene 
con imágenes de la clase con menor frecuencia. 
 
 
 
5.4 Implementación  
 
 
El desarrollo de la red neuronal y su aplicación fue realizado en Python 3.5.2 (y 
TensorFlow 1.2.1) en Jupyter Notebooks (Anaconda 4.2.1). La ejecución de esta red se 
llevó a cabo en un ordenador con las siguientes características: 8 núcleos, 32 GB RAM y 
un procesador AMD Ryzen 7 8 núcleos. 
 
En la figura 5.2, se muestra un esquema del flujo en los procesos llevados a cabo. 
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Figura 5.2: Flujo TransferLearning 
 
El flujo de los datos a través de la red es el siguiente: 
 
• 1ª Fase: La primera fase analiza todas las imágenes en el disco y calcula y almacena en 
caché los valores de bottlenecks para cada uno de ellos. Bottleneck o vector de 
características de imagen, es un término informal que se utiliza para la capa anterior a 
la capa de salida final que hace la clasificación. Esta penúltima capa ha sido entrenada 
para producir un conjunto de valores lo suficientemente buenos para que el clasificador 
los use para distinguir entre todas las clases que se le ha pedido que reconozca. En este 
trabajo se investiga si este tipo de arquitecturas entrenadas para distinguir entre las 
1.000 clases en ImageNet podría ser útil para distinguir entre imágenes con o sin 
mitosis. 
 
Debido a que la selección que realizamos es aleatoria en el entrenamiento por lotes 
(batch), cada imagen se reutiliza varias veces durante esta fase, y el cálculo de cada 
bottleneck lleva una cantidad significativa de tiempo, por ello el código por defecto 
almacena en caché los bottlenecks para que no tengan que volverse a calcular 
repetidamente.   
 
• 2ª Fase: Una vez creados los bottlenecks, comienza el entrenamiento de las capas 
superiores de la red.  
 
El script se ha ejecutado con un número de iteraciones que se aproximarían a 36 
épocas. En cada iteración se eligen al azar, del conjunto de entrenamiento, un total de 
imágenes con mitosis igual a la mitad del tamaño del batch con mitosis, el mismo 
método se emplea para las imágenes sin mitosis. Posteriormente se crean o se obtienen 
(en el caso de que ya estuvieran creados) sus correspondientes bottlenecks de la caché 
y se envían a la segunda etapa (constituida por una o dos capas completamente 
conectadas) para obtener las predicciones. Esas predicciones se comparan con las 
etiquetas reales y así se actualizan los pesos de la capa final a través del proceso de 
propagación hacia atrás (o retropropagación) con el optimizador Adam [31].  
 
• 3ª Fase: Una vez que se han realizado todas las iteraciones, se ejecuta una evaluación 
final de la precisión de la prueba en el conjunto de imágenes de test. Esta evaluación es 
la mejor estimación de cómo el modelo entrenado realizará la tarea de clasificación.  
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5.5 Pruebas y Resultados 
 
 
El objetivo del trabajo consiste en explorar las redes neuronales convolucionales, para el 
análisis y clasificación de imágenes médicas. Por consiguiente, una vez implementada 
nuestra configuración para realizar transfer learning con las arquitecturas MobileNet o 
Inceptionv3, se ha procedido a realizar pruebas sobre ellas.  
 
Se han realizado diversas ejecuciones con learning rates de 1𝑒−5, 1𝑒−4 y 1𝑒−3, cada una 
de ellas con diferentes 𝛽 para la regularización: 1𝑒−3, 1𝑒−2 y 1𝑒−1. Cada combinación se 
ha ejecutado hasta llegar aproximadamente a 36 épocas con tamaños de batch de 100, 200 
o 300. Los resultados correspondientes a dichas ejecuciones se pueden observar en la tabla 
5.1. 
 
 
 
 
 
 
 
Tabla 5.1: Resultados Transfer Learning con una capa 
 
La medida de evaluación sobre la que se basó la competición TUPAC16 [35] para la 
detección de mitosis, fue el F1-Score. Esta medida como se mencionó en el apartado 4.5, 
indica la medida de precisión del test. Por lo tanto, evaluaremos los resultados obtenidos en 
función del F1-Score sobre la clase de mitosis. En este trabajo se ha tenido en cuenta en 
mayor parte, el F1-Score sobre la clase de mitosis. Ya que si tomásemos el F1-Score medio 
para ambas clases, este sería poco fiable al haber utilizado un dataset de test con clases 
desbalanceadas (Figura 5.1). 
 
En la taba 5.2 se puede observar la configuración óptima de parámetros obtenida para 
Inceptionv3 y una de las mejores para MobileNet, además se ha añadido la precisión en la 
clase de mitosis (porcentaje de imágenes clasificadas como mitosis que tienen realmente 
mitosis). 
 
 
Tabla 5.2: Configuración óptima Transfer Learning con una capa 
Learning rate
Beta
Batch size 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300
Mobilenet 73% 71% 72% 72% 71% 70% 71% 72% 72% 72% 75% 74% 70% 72% 70% 67% 75% 72% 77% 77% 75% 76% 73% 79% 69% 71% 78%
Inceptionv3 73% 72% 70% 74% 71% 70% 68% 67% 68% 81% 80% 81% 77% 79% 77% 70% 73% 68% 86% 82% 78% 82% 72% 75% 68% 70% 76%
1,00E-01
Validation Accuracy
1,00E-04
1,00E-03 1,00E-02
1,00E-03
1,00E-03 1,00E-02 1,00E-01
1,00E-05
1,00E-03 1,00E-02 1,00E-01
Learning rate
Beta
Batch size 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300
Mobilenet 41% 39% 40% 41% 38% 37% 39% 41% 40% 44% 47% 46% 41% 43% 40% 36% 43% 42% 53% 51% 47% 47% 46% 57% 41% 38% 51%
Inceptionv3 51% 48% 45% 52% 46% 45% 42% 41% 42% 65% 62% 63% 57% 59% 56% 45% 47% 44% 72% 68% 64% 64% 50% 54% 38% 41% 53%
Test Accuracy
1,00E-05 1,00E-04 1,00E-03
1,00E-03 1,00E-02 1,00E-01 1,00E-03 1,00E-02 1,00E-01 1,00E-03 1,00E-02 1,00E-01
Learning rate
Beta
Batch size 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300 100 200 300
Mobilenet 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 7% 6% 6% 6% 6% 6% 6% 6% 7% 7% 6% 6% 6% 6% 6% 6% 6%
Inceptionv3 7% 7% 7% 7% 7% 7% 7% 7% 7% 8% 8% 8% 8% 8% 8% 7% 7% 7% 9% 8% 8% 8% 7% 7% 6% 7% 7%
F1-Score Mitosis
1,00E-05 1,00E-04 1,00E-03
1,00E-03 1,00E-02 1,00E-01 1,00E-03 1,00E-02 1,00E-01 1,00E-03 1,00E-02 1,00E-01
Val Acc 86% Val Acc 77%
Learning rate Beta (regu L2) Batch size Test Acc 72% Learning rate Beta (regu L2) Batch size Test Acc 53%
Precisión mitosis 4% Precisión mitosis 3%
F1- Score mitosis 9% F1- Score mitosis 7%
Inceptionv3 Mobilenet
1001,00E-031,00E-031001,00E-031,00E-03
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En adición, se exploró la técnica de “Cyclical Learning Rates for Training Neural 
Network” descrita en [32] que consiste, de manera muy resumida, en obtener las pérdidas 
variando el valor de learning rate en cada nuevo batch con el que se entrena. Para escoger 
de esta forma, el learning rate asociado al rango que menores pérdidas ha tenido y así 
obtener el óptimo para la red. 
 
 
MobileNet     Inceptionv3 
 
   
Figura 5.3: Pérdidas vs Learning rate 
 
Los rangos obtenidos, se pueden ver en la figura 5.3, varían de manera aproximada entre 
[1𝑒−4, 1𝑒−3] para MobileNet, y entre [1𝑒−3, 1𝑒−2]  para Inceptionv3. Se puede observar 
que, para los mejores resultados de ambas arquitecturas, MobileNet e Inceptionv3, se ha 
utilizado un learning rate de 1𝑒−3. Dicho valor entra en el rango óptimo obtenido mediante 
la técnica empleada en el documento mencionado anteriormente [32].  
 
La siguiente prueba ha sido realizar una ejecución con cada arquitectura de Inceptionv3 e 
MobileNet, añadiendo una segunda capa completamente conectada (arquitectura “+2 
capas” representada en 5.2). Para cada ejecución se han escogido los parámetros que mejor 
resultados dieron con una capa en cada arquitectura. En las figuras 5.4-6, se muestra una 
comparación de los resultados obtenidos de esta prueba junto con los resultados 
procedentes de la mejor configuración para una capa. 
 
 
 
Figura 5.4: Comparación Acc. Entrenamiento 
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Figura 5.5: Comparación Pérdidas 
 
Figura 5.6: Comparación Acc. Validación 
Como se puede observar, los resultados obtenidos utilizando solo una capa adicional, 
aunque convergen; son más inestables y peores que los obtenidos empleando dos capas. A 
su vez, durante el desarrollo del trabajo se ha podido observar que MobileNet normalmente 
ha arrojado unos resultados más ruidosos y peores que los de Inceptionv3. Hecho que se 
puede contrastar fácilmente al observar los resultados de una capa para cada arquitectura 
en las gráficas anteriores. Sin embargo, esta diferencia entre arquitecturas que existía en 
base a resultados, se ha visto anulada al implementar una nueva capa más. Como se puede 
ver en las gráficas superiores, los resultados obtenidos con dos capas apenas tienen ruido y 
son superiores a los de una capa. 
 
En la tabla 5.3, se comparan los valores de precisión para el conjunto de validación y test, 
así como el F1-Score de mitosis y la precisión de mitosis obtenidas con las configuraciones 
de 1 capa y de dos capas (figura 5.2). 
 
 
Tabla 5.3: Comparación configuración óptima Transfer Learning  
Val Acc Test Acc
Precisión 
mitosis
F1- Score 
mitosis
MobileNet 1 capa 77% 53% 3% 7%
MobileNet 2 capas 98% 96% 4% 4%
Inceptionv3 1 capa 86% 72% 4% 9%
Inceptionv3 2 capas 98% 97% 10% 7%
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Una vez realizadas las diversas pruebas con diferentes configuraciones de hiperparámetros 
y arquitecturas, se ha querido explorar cómo funcionaba la clasificación de mitosis en la de 
la red con la arquitectura de Inceptionv3 de 1 capa. En la figura 5.7, se representan los 
histogramas de probabilidades prediciendo mitosis. El histograma de entrenamiento 
(Train), se obtuvo a partir de un dataset de 972 imágenes de cada clase, 1.944 imágenes en 
total. La repartición equitativa de imágenes en ambas clases se debe a que se quiso simular 
de qué manera se predecía mitosis, manteniendo la proporción que se utilizó en el 
entrenamiento con batch de tamaño de 100 imágenes; donde la mitad eran imágenes con 
mitosis y la otra mitad sin mitosis. En este histograma se puede apreciar que utilizando un 
umbral de 0,4; se podrían clasificar la mayoría de las imágenes con mitosis correctamente, 
con un número de falsos negativos y positivos relativamente bajo.  
 
 
 
Figura 5.7: Histogramas mitosis dataset 1500 
 
Sin embargo, en el histograma de test de la figura 5.7, donde se utilizaron 354 imágenes 
con mitosis y 1.146 sin mitosis, la distribución de mitosis abarca la mayor parte del eje de 
probabilidad. En este caso, si se quiere que el clasificador prediga correctamente las 
imágenes con mitosis, se tendrían muchos falsos positivos. Aunque este histograma tenga 
el mismo número de imágenes con mitosis, que el dataset de test que se ha empleado en las 
pruebas; en este se han utilizado solo 1.146 imágenes sin mitosis y en el de test “original” 
eran 14.646 imágenes sin mitosis. 
 
El histograma de test “original” se representa en la figura 5.8, donde se puede observar que 
el hecho de aumentar el número de imágenes con mitosis ha provocado que además de 
mantener un número elevado de falsos negativos, el número de falsos positivos también 
aumente considerablemente. 
 
 
 
Figura 5.8: Histograma mitosis dataset 15000 
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En figura 5.9 se ha representado la curva de precisión y recall para la clase mitosis del 
dataset de test “original” de 15.000 imágenes. La medida recall, calcula el porcentaje de 
imágenes clasificadas correctamente del total de imágenes con mitosis. 
 
 
 
Figura 5.9: Precisión y Recall mitosis 
 
Gracias a la figura 5.9, podemos observar que el clasificador puede alcanzar una precisión 
de 40%. Aunque en este caso, el recall sería bastante bajo debido a que no se estarían 
clasificando todos los casos de mitosis, y de los que se clasifican con mitosis, solamente el 
40% tendría realmente mitosis. Y según se puede observar en la figura, cuanto más grande 
es el recall, menor es la precisión. Esto se debe a que se clasificarían imágenes con mitosis, 
que realmente no tienen mitosis. Este clasificador no sería recomendable para realizar un 
diagnóstico de la existencia de mitosis en una imagen. 
 
Los resultados de la competición TUPAC16 [35] para la detección de mitosis se 
encuentran en la figura 5.10.  
 
 
 
Figura 5.10: Resultados TUPAC16 
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Se puede apreciar, comparando con la tabla 5.3 que las arquitecturas han obtenido F1-
Scores por encima del 0,017 (último F1-Score de la figura 5.10). Se debe tener en cuenta, 
que los resultados obtenidos en este trabajo provienen de clasificar sub-imágenes de la 
imagen original y por ello, no se puede determinar si el clasificador funcionará de la misma 
forma que si hubiera sido entrenado con las imágenes originales. 
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6 Conclusiones y trabajo futuro 
 
 
6.1 Conclusiones 
 
 
En este trabajo se ha buscado explorar las redes neuronales convolucionales (CNN) para el 
análisis y clasificación de imágenes médicas, haciendo uso de la base de datos de 
TUPAC16. 
 
Se ha podido comprobar el funcionamiento de una red neuronal convolucional aplicada a 
la tarea de clasificar si la región de una imagen con cáncer de pecho tenía o no mitosis. Se 
ha probado si el hecho de realizar el tipo de normalización conllevaría mejores 
clasificaciones, pero ha resultado que en las pruebas realizadas no resulta un método que 
facilite la optimización de la red.  
 
Además, se ha probado entrenar con distintos tamaños de imágenes y de filtros, para ver 
cómo afectaban al F1-Score. Y como se ha podido comprobar, no se ha encontrado una 
relación directa entre el F1-Score y el tamaño de filtro empleado en la capa convolucional.  
 
Las pruebas realizadas con la CNN de una capa y la CNN de dos capas desarrolladas, han 
obtenido un mejor F1-Score para mitosis que el obtenido con las arquitecturas Inceptionv3 
y MobileNet empleadas en transfer learning. Aunque este resultado es menos fiable que el 
obtenido aplicando transfer learning, ya que en esta fase se realizó un entrenamiento más 
exhaustivo y se entrenó con imágenes de mayor tamaño.  
 
En la fase de aplicación de transfer learning se han probado distintos valores de learning 
rate, de parámetro de regularización, de tamaño de batch y de número de capas adicionales 
a la arquitectura de la que se transfería. Se ha obtenido que los valores óptimos de 
configuración para el mejor F1-Score con mitosis en dichas arquitecturas han sido: un 
learning rate de 1𝑒−3,  un 𝛽 de 1𝑒−3 y un tamaño de batch de 100 (tabla 5.2). Se ha 
comprobado que el hecho de añadir una capa completamente conectada, ha generado que 
tanto el accuracy de entrenamiento y de validación, así como las pérdidas tengan menos 
ruido, y converjan de una forma más constante (figuras 5.4-6). El hecho de que converjan 
de esta forma hace que los resultados de F1-Score, así como otras medidas, sean más 
fiables ya que el accuracy de la red apenas varía. En adición, los F1-Score mitosis para 
transfer learning con dos capas apenas difieren con los de una capa, sin embargo, la 
precisión de aumentó con dos capas considerablemente hasta un 10% en Inceptionv3. 
 
Los resultados obtenidos de la exploración de las diversas arquitecturas de las redes 
convolucionales con las que se ha trabajado, no han resultado finalmente óptimos en la 
tarea de clasificación de mitosis (hecho que se contrastaba en la figura 5.9). En este trabajo 
se han explorado diversas arquitecturas y posibles configuraciones aplicadas a uno de los 
datasets de la competición de TUPAC16. Según se menciona en la próxima sección, 
existen posibles mejoras de configuración y enfoques diferentes al que se ha tomado para 
abordar este problema de clasificación, que puede que resulten mejores. Ya que como se ha 
podido comprobar: clasificación de imágenes con mitosis de cáncer de pecho es una tarea 
realmente compleja. 
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6.2 Trabajo futuro 
 
 
Debido a la duración limitada de este trabajo, hay aspectos que no se han podido llevar a 
cabo para la optimización de la red, al igual que poder realizar otro tipo de predicciones.  
 
Como se ha mencionado en el Capítulo 4.2, se ha utilizado la base de datos “Auxiliar”.  
Esto se debe a que computacionalmente no se ha podido trabajar con la base de datos 
principal ofrecida en la competición. La cual requería un coste computacional 
significativamente mayor, debido a que contenía una mayor cantidad de imágenes con 
mayor resolución; de las cuales también se tenía un recuento de la cantidad de figuras 
mitóticas y, además, una probabilidad estimada de proliferación del tumor. 
 
La velocidad de proliferación de un tumor es un biomarcador importante que indica el 
pronóstico de los pacientes con cáncer de pecho. Los pacientes con cáncer de pecho con 
alta velocidad de proliferación tienen peores resultados en comparación con los pacientes 
con baja velocidad de proliferación. Por lo tanto, la evaluación de este biomarcador influye 
en las decisiones para el plan de tratamiento del paciente (los pacientes con tumores 
agresivos pueden tratarse con terapia agresiva). 
 
Como trabajo futuro, se propone utilizar el conjunto de datos original, al igual que realizar 
una predicción más efectiva de la existencia de cáncer de pecho teniendo en cuenta la 
probabilidad de proliferación tumoral. Posteriormente, se anima a utilizar otro tipo de 
arquitecturas de redes neuronales como las comentadas en el Capítulo 2.2.1, para explorar 
si pudieran ofrecer una mejora de resultados. 
 
También se propone enfocar de otro modo el problema en estudio: teniendo en cuenta a la 
hora de realizar el enventanado de las imágenes, las imágenes de su alrededor. Y de esta 
forma, al tener ya desarrollado un clasificador para cada sub-imagen, se podría aprovechar 
el mismo para clasificar la imagen original de la que provenían las sub-imágenes 
clasificadas. 
 
Por último, se propone estudiar la localización de la figura mitótica y su entorno, para 
investigar métodos de aprendizaje en los que la red pueda llegar a ser capaz de detectar 
nuevas posibles zonas de proliferación tumoral y predecir la localización del núcleo de la 
figura mitótica. 
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Glosario  
 
AMIDA13  Assessment of Mitosis Detection Algorithms 2013 
CNN  Convolutional Neuronal Network 
DNN Deep Neuronal Network 
Eosina Colorante llamado así por su color rosa, semejante al de la aurora. 
FN False Negatives. Falsos Negativos. 
FP False Positives. Falsos Positivos. 
Hematoxilina  Compuesto que se obtiene de la planta leguminosa “Haematoxylum 
campechianum”.  Se utiliza en histología para teñir los componentes 
aniónicos (ácidos) de los tejidos 
 
Hispatología Rama de la Patología que trata el diagnóstico de enfermedades a 
través del estudio de los tejidos. 
 
LR  Learning rate 
 
KNN  K-Nearest Neighbor 
Mitosis Es la forma de reproducción de las células. 
ReLU  Rectified linear unit 
RGB  Red, Green, Blue.  
SVH  Sistema Visual Humano 
TN True Negatives. Verdaderos Negativos. 
TP True Positives. Verdaderos Positivos. 
TUPAC16  Tumor Proliferation Assesment Chalenge 2016 
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Anexos 
A Manual de instalación de Matlab y Tensorflow 
 
 
Guía rápida instalación Matlab: 
 
1. Crear una cuenta de mathworks: https://es.mathworks.com/mwaccount/register 
 
2. Una vez creada la cuenta, recibiremos un correo electrónico en el que tendremos que 
verificar la dirección de correo. Al verificar la dirección de email, se abre un 
formulario que hay que rellenar para finalizar la creación de la cuenta Mathworks.  
→ Dejar en blanco el último apartado “Activation key” 
 
3. Asociar la cuenta Mathworks a la licencia de la universidad.  
 
4. Acceder a la página de descarga de MatLab e instalar el software: 
• https://es.mathworks.com/downloads/web_downloads/select_release 
 
5.  Instalar el programa e iniciar sesión con la cuenta de MathWorks. 
 
 
Guía rápida instalación Tensorflow en Windows con Anaconda: 
 
 
1. Siga las instrucciones en el sitio de descarga de anaconda para descargar e instalar 
Anaconda. 
 
2. Crear un entorno Conda denominado tensorflow mediante el siguiente comando: 
 
C:> conda create -n tensorflow python=3.5  
 
3. Active el entorno Conda con el siguiente comando: 
 
C:> activate tensorflow 
 
4. Utilice el comando apropiado para instalar TensorFlow dentro de su entorno CONDA.  
 
• Para instalar la versión sólo de CPU de TensorFlow, introduzca el siguiente 
comando: 
 
(tensorflow)C:> pip install --ignore-installed --upgrade 
tensorflow  
 
• Para instalar la versión GPU de TensorFlow, introduzca el siguiente comando (en 
una sola línea): 
 
(tensorflow)C:> pip install --ignore-installed --upgrade 
tensorflow-gpu 
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