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ABSTRACT 
Let A be a non-negative matrix of order n with Perron eigenvalue p and 
associated directed graph G. Let m be the length of the longest circuit of G. 
Theorem: If m = 2, all eigenvalues of A are real. If 2 < m < n, and if X = p + iv is an 
eigenvalue of A, then p + ]Y( tan(n/m) ( p. 
1. STATEMENTS OF RESULTS 
In a series of papers [1,2,4], N. Dmitriev, E. Dynkin, and F. I. Karpele- 
vich have determined the set of all possible eigenvalues of a non-negative 
matrix of order n, and with given spectral radius. It is natural to ask for the 
set of all possible eigenvalues of a non-negative matrix with specified graph. 
We report some progress on this problem. 
Let A = (a+) be a matrix of order n with a+ > 0. The directed graph, G, of 
A is the graph with nodes { 1 , . . . ,n}, and with a (directed) link ( j, k) if aik#O. 
By a circuit of G, we mean an ordered set of k < n distinct indices ( jl,. . . , j,J 
such that G contains the links ( ii,i,J,. . . , ( jk, ji). Thus the indices ii,. . . , jk 
form a circuit if and only if the product aj, iz- * . ajki,#O. The length of the 
circuit is k. 
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By Perron’s theorem [6], A has an eigenvalue p which satisfies (X( < p 
where A = p + iv is any eigenvalue of A. In this paper we shall prove 
THEOREM 1. Let A be a non-negative matrix with graph G and spectral 
radius p, Let m be the length of the longest circuit of G. Then if m =2, all 
eigenvalues of A are real, while if m >2, any eigenvalue A= pi- iv of A 
satisfies 
REMARKS. As m decreases, the inequality (1) restricts the region of 
complex eigenvalues of A. For an arbitrary non-negative matrix, (1) was 
proved, with m = n, by Dmitriev and Dynkin [l]. For m = n - 1, (1) was 
proved in [5]. In the case m = 2, (1) may be interpreted as asserting that the 
eigenvalues of A are real. As a special case, one obtains the known result that 
the eigenvalues of a non-negative tridiagonal matrix are real. In the doubly 
stochastic case, C. Johnson [3] has recently shown that (1) is satisfied by any 
complex number h in the field of values of A. 
The theorem suggests a conjecture which would be interesting to prove 
or disprove. Let A be an eigenvalue of a non-negative matrix A with spectral 
radius 1, and let m be the length of the longest circuit in the graph of A. The 
conjecture is that there is a non-negative matrix B of order m and with 
spectral radius 1 such that X is an eigenvalue of B. 
In the next section we give a proof of Theorem 1. In Sec. 3 we shall 
analyze those matrices for which there is equality in (1). 
2. PROOF OF THEOREM 1 
To prove the theorem, we may suppose that p= 1, and that A is 
irreducible. By making a similarity transformation with a positive diagonal 
matrix, we may assume that A is row stochastic [6, p. 1331. Thus, we shall 
assume that: aik > 0; Xkai, = 1, 1< j < n; and given any i and i, there are 
distinct indices i, = i, i,, . . . , iK = i, such that (ik_l, ik) is a link of G for 
1 < k < K. (The last assumption follows from the irreducibility of A [7, p. 
201.) These assumptions will be made throughout the rest of the paper. 
Let A = p + iu be a nonreal eigenvalue of A, with eigenvector z = (zi). We 
always suppose A is chosen so that v >O; i.e., 0 < argh< YT. If [#O is 
complex, we let L({, A) denote the line through l and h{. L({,h) divides the 
complex plane into two half planes, one of which contains the origin. We let 
H (1, h) denote the closed half plane not containing the origin. A link ( j, k) of 
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the graph G is called a h-link if zi#O, if z,#zi, and if z, E H (+A). A A-path 
or a X-circuit of G is a path or a circuit each of whose links is a A-link. Our 
first lemma guarantees an adequate supply of h-links. 
LEMMA 1. Let zi #O. Then there is a k such that ( 1, k) is a X-link. 
Proof. We have hzi = Xuilz,, where the sum is a convex combination. 
Suppose that for some 1, ail ZO and zz @ L(+ A). Then by convexity, there 
must be a k such that uik #O and z, E the interior of H (zj, A). Thus, ( j, k) is a 
X-link. If, for each 1 with ail #O, we have z1 E L(zj, A), then we may pick k 
such that a+ #O and z, # xi. Again we have a X-link ( f, k), and the lemma is 
proved. n 
Proof of Theorem 1 for m=2. Let A=p+iv, v>O, be a nonreal 
eigenvalue of A, with eigenvector z = (zj), and let zi #O. Using Lemma 1, we 
may find a h-path i, i,, i,, . . . . Continuing the path and using the fact that G 
is connected we find a circuit of G. The circuit is of length 2. Thus we 
obtain two nodes j and k such that both ( i, k) and (k, j) are h-links. Hence 
z, E H (zi, A) and xi E H (zk, A), which is impossible. n 
To prove Theorem 1 for m > 2, we shall require 
LEMMA 2. Let I,!~ ~(0,a), l< i < k, and let $= kz’E$. Then IIj sin+ < 
(sin&)k, with equality if and only if I+$ = * . . = Gk = 4. 
Proof. Since f (ql,. . , &) = fl sinqf vanishes for #j = 0 or 7~, the maxi- 
mum off must occur in the interior. The result then follows from calculus. n 
Using this lemma we now have 
LEMMA 3. Let ii,. . . , i, be a h-circuit. Then 
p+ vtant < 1. (2) 
Zf there is equality in (2), then zi,, . . . , zi, are the vertices of a regular k-gon 
with center the origin, arranged in counterclockwise order. 
Proof. Let e=arctan[v/(l-p)], O<e<7r/2. Set 
$+, = Zl, (3) 
182 
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ei = arg+ 1< j<k+1, 
Pj=$+++ l< j<k, 
$ = 77 - e - pi, l< j<k. 
Although the 3 are only defined modulo 271, since zi, and zi + both lie in the 
half plane H ( z4, h) we may define pi uniquely by the requirkent - T < fii < 
77. 
\ 
FIG. 1. 
Figures 1 and 2 show respectively the cases pi > 0, fij < 0. It is geometri- 
cally evident that 
O<#j<T, l< i<k. (4 
In the case pi > 0, from the law of sines we see that 
sin qj I’i,I Izi,l 
- - 
sin = Iq+,J > Izi,+ll * (5) 
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FIG. 2. 
A similar argument establishes (5) for pi < 0. Taking the product of (5) for 
i=l ,. ..,k and using (3), we obtain 
i sinqi >(sinO)k. (6) 
i=l 
Since $ = 7 - (0 + pi), we obtain 
i sin(O+fli) >(sinO)k. 
i=l 
From (4), we have 
o<e+pp. 
Hence, using Lemma 2, 
sin(@+k-lx pi)>sinB. (7) 
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If Z pi < 0, then 
O<f?+k-‘x pi<& 
and (7) contradicts the monotonicity of the sine function in (0,~/2). Hence 
2 pi > 0. If E pi = 0, from the case of equality in Lemma 2 we obtain pi = 0, 
1 < i < k. Thus, lq,= Itu41 < jqJ, and using (3), we have zi,= . . . = q, which 
contradicts our original choice of a circuit. Hence E pi > 0. Again using (3), 
we see that C pi is a multiple of 2~. Hence 
Now suppose that (2) does not hold. Set y = r/2- r/k. Then tan0 > 
cot(r/k)=tany, so 
ocy<e. (9) 
Hence 
<kr-ky-2n 
From (6), (4), and Lemma 2 we obtain 
> sin 8. 
This contradicts (9) and proves (2). If (2) holds with equality, then y = 0 and 
E+!+= ky. Hence using (6), (4), and the case of equality in Lemma 2, we 
obtain $ = y = 0, 1 < j < k. Hence pi =2r/ k, 1 < j < k, and from (5), lz++,l= 
1~~1,  < i < k. Thus, the zi, are the vertices of a convex k-gon with center the 
origin, and the proof is complete. W 
Proof of Theorem 1 for m >2. Let h=p+iv, v>O, be a nonreal 
eigenvalue of A with eigenvector z= (zi), and let zi #O. Using Lemma 1, we 
may find a h-path i,i,,i,,. .., of G. Continuing this path, we may find a 
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A-circuit ii, . . . , ik. Applying Lemma 3 we obtain (2), and since k < m, we 
conclude (1) and the proof is complete. n 
3. THE CASE OF EQUALITY 
In this section we shall discuss the structure of those nonnegative 
irreducible matrices A such that A has a nonreal eigenvalue X which satisfies 
(1) with equality. For this, we define an extremal graph to be a directed 
graph G with nodes {I..., n} such that if m is the length of the longest 
circuit of G, then there is a nonnegative row stochastic matrix A whose 
associated graph is G and such that A has an eigenvalue h = p + iv with 
(IO) 
We shall prove the following theorem. 
THEOREM 2. Let G be an extremul graph. Then the set of nodes may be 
partitioned into m nonempty subsets N,, . , . , N,,,, such that if (i, j) is a link of 
G, with i E Nk, then i E Nk u Nk+ i, where we have set N,,,, 1 = Nl. For each 
iENk, there is a ~EN~+~ such that (i, j) is a link of G. If G is any graph of 
this type, then there are a row stochastic matrix A with graph G, and an 
eigenvalue X = p+ iv of A such that (10) is satisfied. 
Proof. Let G be an extremal graph, and let A be a row stochastic matrix 
with graph G and eigenvalue X = p + iv, v > 0, such that (10) is satisfied. Let 
x = (zi) be an eigenvector of A corresponding to X. If < is a path or circuit of 
G with nodes ii,. . . , jk, we shall let 15‘1 denote the set of points zil, zip,. . . ,z,, in 
the complex plane. From Lemma 3, we know that if (Y is a h-circuit of G, 
then the set ((~1 consists of the vertices of a regular m-gon with center at the 
origin. Using Lemma 1, we find that G has at least one h-circuit. The 
argument now proceeds in a series of steps. 
Step 1. There cannot be two h-circuits, 01~ and o(s, such that there is a 
X-path [, from a node of (or to a node of (us, and a A-path 6s from a node of 
(us to a node of (Ye, and such that J&‘i( g /ail. For if there were such a pair of 
X-circuits, by starting at a node of c~i, traversing Ei, a portion of (us, &‘s, and a 
portion of (pi, we would obtain a new X-circuit (Y such that Ial contains 
points in (cr,( and points that are not in Iai(. Since the set (a ( consists of the 
vertices of regular m-gon with center at 0 and ICS[ is uniquely determined by 
one of its points, this is impossible. 
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Step 2. Pick any A-circuit IX. Suppose there is a A-path < starting at a node 
of (Y such that I,$‘1 z 1 aI. By following 5, we arrive at another h-circuit (Y’. 
Applying the same argument to a’, we are ultimately led to the situation of 
Step 1, which is impossible. Hence every h-path 5 starting at a node of a 
satisfies 151 C Ia\. 
Step 3. All the points zl, . . . , z,, lie on the vertices of a regular m-gon. For, 
let (Y be the h-circuit given by Step 2. If there is a node i such that zi 6? Ial, 
then by connectedness of G, there is a path il,. . . , ik such that il E (Y and 
zI, @ J(YJ. Suppose that k is the largest such index, so zis E ICX/ for 1 < s < k. 
Then there must be a A-link ( ik_ 1, I) such that z, $ ( (~1. For any h-link 
(jk_l,Z),ifZIEI~I,then(j,,...,jk_l,Z)isah-pathwithallz~~EI~landqEI~l, 
contradicting the maximality of k. Thus z, @ ) a\. 
We now may use the h-circuit (Y to determine the structure of G. Let the 
points of Ial be w,,...,w,, arranged in counterclockwise order. Let Ni 
denote the set of i such that zi = wi. Then the sets N,, . . . , N, are not empty 
and form a partition of the set { 1,. . . ,n} of nodes of G. Let i E Nj, and let 
(i, k) be a link. Then we assert that k E Ni or k E Ni+l. For otherwise, Xz, 
would be a convex combination of points lying on L(zi,A) or on one side of 
L(z,,X), and with zk@ L(.z,,X). Since hziE L(z,,X), this is impossible. There 
must be at least one k E Ni + 1 such that (i, k) is a link, for otherwise Xz, = zi 
and so h= 1, which is a contradiction. Hence the extremal graph G has the 
asserted structure. 
Let G be any directed graph with the asserted structure. Let q, . . . , w, 
be the vertices of a regular m-gon with center at 0. Set w,,,, 1 = wl. For each 
node i, let zi= wi, where iENi. Define hzi=i(wi+ wi+J so X=i[l+ 
exp(2ri/m)]. Since there is a k E Ni + 1 such that (i, k) is a link of G, we may 
express Xz, as a convex combination of those z, such that either (i, I) is a link 
of G or 1 =i. The coefficients of this convex combination may be used to 
form the ith row of a matrix A. Then we find that A is a row stochastic 
matrix with graph G, and AZ = AZ, where h satisfies (10). This completes the 
proof of the theorem. n 
REMARK. From Theorem 2, we see that a graph G is extremal if and 
only if it satisfies the conditions of Theorem 2 and, furthermore, is connected 
and has no circuits of length greater than m. 
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