report an application of a neural network trained on millions of everyday images to a database of thousands of retinal tomography images that they gathered and expert labeled, resulting in a rapid and accurate diagnosis of retinal diseases.
Recent years have seen considerable increase in the development of machinelearning algorithms for medical imaging to support clinical decision making and diagnostics. Advancements in medical imaging and visualization provide medical experts with powerful tools to gain and analyze visual representation of the body. Thanks to such insights, better and faster diagnosis or triage is made possible, providing doctors with extra time to, for example, deal with difficult cases. Computed tomography, magnetic resonance imaging, ultrasound, or radiology generate high-resolution digital imaging data. Increased automatization and availability of these technologies have contributed to a great increase in the volume of imaging data, making the medical imaging field poised to greatly benefit from machine-learning approaches. In this issue of Cell, Kermany et al. (2018) show how a computer vision system for classification of natural images can be successfully adapted to diagnosing common blinding retinal diseases and pediatric pneumonia, achieving performance comparable to that of human experts.
Computer processing and elements of computer vision have been used in medical imaging since the 1990s. Advanced processing and analytics help to augment work processes of human experts, providing them with image-derived scores that augment their analysis and increase their efficiency. Today, machine learning is the prime tool ready to greatly improve these workflows and perhaps completely automate diagnostic and referral tests in the future. Kermany et al. (2018) provide a glimpse of this future. In their study, Kermany et al. demonstrate the use of deep learning for triage and diagnosis of choroidal neovascularization, diabetic macular edema, and drusen, three common retinal diseases. Authors have retrospectively analyzed optical coherence tomography (OCT) images of retina from the Shiley Eye Institute of the University of California San Diego and the Shanghai First People's Hospital, eventually yielding 108,312 OCT images curated by human experts. Leveraging these data, their deep-learning model in the form of a convolutional neural network outperformed two out of six ophthalmologists using a combined measure of sensitivity and precision. Interestingly, when their neural network was trained on only 4,000 (25 times fewer) labeled images, the error increased only 2-fold compared to the full dataset. To a great extent, these results are due to the transfer learning approach, where a more general computer vision model that categorizes common objects in natural images is adapted to a new, more specific, task by transferring some of the learned parameters to the new domain. Kermany et al. (2018) further demonstrate the generality of this approach by applying it to establish a model for the diagnosis of viral and bacterial pediatric pneumonia using 5,232 chest X-ray images.
Transfer learning became a popular approach to classifying medical images due to the relatively small number of medical images compared to the total number of natural images that can be used to train a general model. In the past 2-3 years, several papers have applied models originally trained on natural images to medical imaging in radiography, pathology, and cell imaging, starting with the work of Bar et al. (2015) for detection of different types of chest pathologies in X-ray images. Soon followed the works of Gulshan et al. (2016) in detection of diabetic retinopathy in retinal fundus photographs, Esteva et al. (2017) , who demonstrated dermatologist-level classification of skin cancer, and many others (for an extensive survey, see Litjens et al., 2017) .
Neural networks, such as convolutional neural nets used by Kermany et al., process the raw input pixel data of images/ videos in a hierarchical fashion by feeding the data through multiple subsequent computational layers that compute increasingly complex, yet distilled, representations of the original input. The last layer of the network can predict the desired output (e.g., identify what is in the image) from the final representation provided by the penultimate layer. All of these layers are trained on large datasets, with the most popular being ImageNet (Deng et al., 2009) , the basis for the annual ImageNet Large-Scale Visual Recognition Challenge (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) . This competition, aimed at developing the best vision models for natural image classification, saw the rise of convolutional neural networks, from the pioneering AlexNet through VGG, ResNet, GoogLeNet, and Inception, to name a few. Particularly, the Inception-v3 network by Szegedy et al., 2016 -trained on ImageNet-has become the favorite choice for transfer learning in the past two years (Gulshan et al., 2016; Esteva et al., 2017 , Kermany et al., 2018 and others) .
In the process of training these networks to classify millions of images, it has been shown by many that the early layers learn to extract basic image features, such as edges, which are used by subsequent layers to recognize more complex features, like corners, parallel edges, or other general object parts. In fact, the neural network's ability to learn such effective feature extraction is what made deep learning (meaning stacking many layers in a deep architecture) so successful, greatly improving over hand-crafted feature extraction designed by human experts. It was then noted (Yosinski et al., 2014 ) that such a feature-extraction ''pipeline'' learned by 
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Generalizable feature extraction is learned on a loosely related set of tasks but with much larger datasets, such as ImageNet, with 1.2 million images across 1,000 categories. The number of images and variety of classes in the dataset are important for the learning of reusable features. The task-specific data are used to train task-specific upper layers of the neural network and optionally to adjust the copied-over part of the model. The depicted CNN architecture is a simplification of Google's Inception-v3, Szegedy et al., 2016 , where each rectangular component represents a computational layer, e.g., a convolutional or pooling layer. a neural network on one big dataset is often robust enough to transfer well to other tasks and datasets. This technique of transfer learning has enabled successful applications of deep-learning models on tasks with limited training data availability, as is the case in the medical field. The generalizable feature-extracting part of the network is borrowed from a model trained on a large number of loosely related or unrelated images, while the task-specific data are used to train task-specific upper layers of the network, such as the last classifier (Figure 1) . At the same time, it is also possible to ''fine-tune'' the borrowed layers, although in the case of Kermany et al. (2018) , it is interesting to note that this did not improve performance.
As this study and the papers released on this topic in the last 2-3 years show, the field of machine learning for medical imaging is rapidly expanding and holds great potential to bring better and potentially faster and more affordable care to patients. While the transfer learning approach has allowed to kickstart this field even in cases where relatively limited training data are available, many questions remain: for example, is it possible to improve the accuracy from more specific background training? One could imagine the development of an ImageNet-like database for medical images across diseases, which might improve the recognition of more specific features. How can networks be adapted to analyze intrinsically different images, such as 3D scans? What information is needed to implement some of these solutions in other hospitals in more remote or third-world countries to properly account for the inevitable bias in these new datasets?
