Abstract. We show that the positive part of a result on interpolation by Bloch functions due to B. Bøe and A. Nicolau is a direct consequence of C. Sundberg's description of the traces of BMOA functions on interpolating sequences for H ∞ .
The Bloch space B consists of all the analytic functions f in the unit disk D of the complex plane such that
Recall that the hyperbolic distance between two points z, w ∈ D is 
Thus it seems natural to say that a sequence of points {z j } j≥1 in D is interpolating for B if for any sequence of complex numbers {α j } j≥1 satisfying the Lipschitz 
Recall that a sequence {z j } j≥1 in D is separated when inf j =k ρ(z j , z k ) > 0. As usual, the notation A B means that A is less than or equal to a constant times B, where the constant is independent of the variables involved (e.g. z ∈ D and 0 < r < 1, in the statement of Theorem A).
The goal of this note is to give a simple proof of the sufficiency part of Theorem A. In order to motivate it let us review the original proof of that result by Bøe and Nicolau. There are two conditions involved in Theorem A: the separation condition and condition (A). The last one is the most important of the two. Roughly speaking, (A) means that the points in the sequence are exponentially more sparse than they are in a separated sequence, since such a sequence satisfies condition (A) with α = 1.
The necessity of the separation can be proved along almost the same lines as the corresponding fact for the space of analytic functions in D which are Lipschitz with respect to the Euclidean metrics (see [5] ).
The proof of the necessity of condition (A) has its roots in the seminal work of N. Makarov [6] . The authors proved (A) by combining a simple reproducing formula due to Nicolau [7] and stopping time arguments. They suggested that it also follows from the subgaussian estimates. This alternative proof of (A) is performed in detail by K. Seip in [8] .
On the other hand, a simple argument by Bøe and Nicolau reduces the proof of the sufficiency in Theorem A to the case of separated sequences. Then they show that condition (A) implies that the interpolation problem for B can be solved by functions in the subspace BMOA of B. That is the hardest part of the proof of Theorem A. It is done in two steps. First, they construct a smooth non-analytic solution ϕ of the interpolation problem such that |∇ϕ(x + iy)| dxdy is a Carleson measure. Then they obtain an interpolating function in BMOA by solving a ∂-problem, using standard techniques. The function ϕ is constructed from its dyadic version by an averaging procedure, originally due to J. Garnett and P. Jones [4] , which, as the authors comment, was also used by C. Sundberg in [9] to prove the following beautiful theorem. 
is the space of bounded analytic functions in D, and a sequence {z j } j≥1 in D is interpolating for H ∞ if for every bounded sequence of complex numbers {α j } j≥1 there is some f ∈ H ∞ such that f (z j ) = α j , for any j ≥ 1. A classical theorem of L. Carleson [2] characterizes those sequences as the ones which are separated and satisfy the so-called Carleson condition:
In the remaining part of this note we are going to show that the sufficiency of Theorem A is (essentially) an easy consequence of Theorem B. Namely, we will prove that Theorem B implies that a separated sequence which satisfies (A) is interpolating for B. Indeed, the interpolation is performed by functions in BMOA.
First we obtain an equivalent form of condition (A) which fits better with condition (B).
Lemma. For a sequence {z
and, taking into account (A), an integration by parts shows (A ):
For every z ∈ D and 0 < r < 1 we have that
and (A) follows with α = β. Now assume {z j } j≥1 is a separated sequence in D satisfying condition (A ) and let {α j } j≥1 be a sequence of complex numbers so that
We want to show that there is an f ∈ BMOA such that f (z j ) = α j , for every j ≥ 1. First note that (A ) implies (C), so {z j } j≥1 is interpolating for H ∞ . Thus, by Theorem B, we only have to check that the sequences {z j } j≥1 and {α j } j≥1 satisfy (B).
A well-known result on extension of Lipschitz functions (see [3, p. 202] ) assures the existence of a function α : D → C such that α(z j ) = α j , for every j ≥ 1, and
|α(z) − α(w)| d(z, w)
(z, w ∈ D).
In particular,
Then we may take λ > 0 so small that
Therefore (A ) implies (B), and we are done.
