Time difference of arrival (TDOA) localization does not require time stamping of the source signal and is playing an increasingly important role in passive location. In addition to measurement noise, receiver position errors and synchronization clock bias are two important factors affecting the performance of TDOA positioning. This paper proposes a bias-reduced solution for passive source localization using TDOA measurements in the presence of receiver position errors and synchronization clock bias. Like the original two-step weighted least-squares solution, the new technique has two stages. In the first stage, the proposed method expands the parameter space in the weighted least-squares (WLS) formulation and imposes a quadratic constraint to suppress the bias. In the second stage, an effective WLS estimator is given to reduce the bias generated by nonlinear operations. With the aid of second-order error analysis, theoretical biases for the original solution and proposed bias-reduced solution are derived, and it is proved that the proposed bias-reduced method can achieve the Cramér-Rao lower bound performance under moderate Gaussian noise, while having smaller bias than the original algorithm. Simulation results exhibit smaller estimation bias and better robustness for all estimates, including those of the source position, refined receiver positions, and clock bias vector, when the measurement noise or receiver position error increases.
Introduction
The problem of passive localization has in recent decades been of wide concern and studied intensely by scholars in many fields, such as passive radar [1] [2] [3] , wireless communication [4] [5] [6] , sensor networks [7, 8] , and underwater acoustics [9, 10] . Most localization techniques use two-step processing, in which the positioning parameters are first extracted (or estimated) and the source position is then determined according to these estimated parameters. The positioning parameters are nonlinear functions with respect to the source position and are usually the received signal strength (RSS) [11] [12] [13] [14] [15] [16] , gain ratios of arrival [17, 18] , time of arrival (TOA) [19, 20] , time difference of arrival (TDOA) [21] [22] [23] [24] [25] [26] [27] , frequency difference of arrival (FDOA) [28, 29] , and angle of arrival (AOA) [30, 31] .
Among these, TDOA localization is perhaps one of the most frequently used schemes, because it has superior positioning performance and does not require the time stamp of the source signal. This paper focuses on the localization of a single source using TDOA measurements obtained at spatially separated receivers.
A number of TDOA localization algorithms have been developed during the past few decades. Many methods are iterative owing to the highly nonlinear relationship between unknowns and TDOA measurements. The Taylor series method begins with an initial guess and uses local linear least-sum-square-error corrections to improve the estimation accuracy in each iteration [24, 32] . The constrained total least-squares (CTLS) algorithm [22] has been proposed and the Newton iteration applied to estimate the source position. These methods have high localization accuracy in the case of a good initial guess close to the true value; however, such prior information of the initial guess is not readily available in practice. It is therefore difficult to guarantee convergence. To overcome the drawback of iterative algorithms, several closed-form methods using TDOAs have been proposed, such as the total least-squares (TLS) algorithm [25] and two-step weighted least-squares (TSWLS) positioning algorithm [21, 29, 33] . It has been shown both theoretically and by simulation that the above methods can achieve the Cramér-Rao lower bound (CRLB) under small Gaussian noise levels. Obviously, compared with iterative algorithms, closed-form methods are more attractive because they do not require an initial guess and avoid the problem of divergence. We concentrate on the closed-form method in this paper.
Most existing TDOA localization algorithms require the receiver locations to be accurately known and the receivers to be strictly synchronized in sampling the received signals, but these are unlikely to be satisfied in practice. As examples, receivers (or sensors) are fixed on vessels or aircraft or they are randomly arranged in a certain region, which results in the true receiver positions to be compromised by receiver position errors. In addition, when the receivers are far away from each other, it is difficult to achieve strict clock synchronization for all receivers. Many studies have shown that both the receiver position errors and synchronization clock bias play important roles in TDOA localization because they deteriorate the positioning accuracy [29, 32, 34] . Indeed, the problem of jointly suppressing the receiver position error and synchronization clock bias has been intensively studied in recent years. A joint synchronization and source localization algorithm with erroneous receiver positions has been proposed [35] , where the clock bias is assumed to be known with random errors, whereas such prior information with respect to synchronization clock bias is not available in practice. To overcome this drawback, a novel closed-form solution method, in which the clock bias is considered a deterministic parameter, has been developed and the algebraic solutions of the source location, receiver positions, and synchronization offsets were sequentially obtained [36] . This method is practical and effective and not only jointly suppresses receiver position error and synchronization clock bias but also obtains the CRLB under low noise levels.
However, the original algorithm proposed in [36] has a drawback in that the bias of estimates is too large owing to the noise correlation between the regressor and regressand in the weighted least-squares (WLS) formulation and some nonlinear operations. Especially when the noise level is high or the localization geometry is not good enough, the bias becomes large and seriously affects the localization performance. Moreover, in some modern applications, we can obtain multiple independent measurements in a short time period. The localization performance can be improved by averaging these estimates from multiple independent measurements. Nevertheless, this operation only reduces the variance and not the bias. In tracking applications, the bias problem remains because the measurements made at different instants are coherent [37] . It is therefore necessary to reduce the bias to improve the localization performance. Over the years, many studies have reduced the bias of an estimator using TDOAs [38] [39] [40] [41] [42] [43] [44] [45] . Two methods of reducing the bias of the closed-form solution using TDOAs have been proposed [38] , but the receiver position errors and synchronization clock bias were not taken into account. One study [39] proposed a bias-reduced method for a two-sensor (or two-receiver) positioning system based on TDOA and AOA measurements in the presence of sensor errors. The simulation validates the availability of the proposed method. Moreover, an improved algebraic solution employing new stage-2 processing for the TDOA with sensor position errors has been proposed [40] . Simulation results show lower estimation bias; however, this method only improves the stage-2 processing, and the bias introduced in stage 1 needs to be further reduced.
Inspired by previous works [38] [39] [40] [41] [42] [43] [44] [45] , this paper proposes a bias-reduced method of reducing the bias of estimates from [36] using TDOAs in the presence of receiver position errors and synchronization clock bias. The study begins with a bias analysis for the original TSWLS solution. Results show that the bias of the original algorithm mainly comes from the noise correlation of the WLS problem in the first stage and the nonlinear operations in the second stage. On this basis, the proposed method introduces an augmented matrix and imposes a quadratic constraint in the first stage. Generalized singular value decomposition (GSVD) is then used to obtain the stage-1 solution. A new WLS estimator is designed to correct the stage-2 solution and avoid the use of nonlinear operations. Moreover, this paper derives a theoretical bias for the proposed method, and performance analysis indicates that the proposed bias-reduced method effectively reduces bias without increasing the values in the covariance matrix. Finally, simulation results verify the validity of the theoretical derivation and the superiority of the proposed method.
Compared with the previous works related to bias reduction, the major contributions of this paper are as follows.
1. Different from most existing bias reduction methods [38] [39] [40] [41] [42] [43] [44] [45] , the proposed method considers both receiver position errors and synchronization clock bias. 2. Through second-order error analysis, [38] investigated the bias of the classical TSWLS method [33] . The present paper extends the bias analysis using a more realistic positioning model [36] , which considers both receiver position errors and synchronization clock bias.
3. All previous studies [38] [39] [40] [41] [42] [43] [44] [45] aim at reducing the bias of the source position. We develop a bias-reduced method that effectively reduces not only the bias of the source position but also the bias of refined receiver positions and estimated clock bias vector. 4. Previous works [43, 44] reduced the bias, but the estimation variance was higher than that of the original solution. The method proposed in this paper reduces the bias of the solution without increasing the root mean square error (RMSE). 5. The performance of the proposed bias-reduced method is theoretically derived and it is shown that the proposed bias-reduced method effectively reduces the bias without increasing the estimation variance.
The remainder of this paper is organized as follows. The measurement model in the presence of synchronization clock bias and the original TSWLS solution are described in Section 2. Section 3 presents the performance analysis for the original TSWLS solution. Section 4 develops a bias-reduced solution. In Section 5, the theoretical bias for the proposed method is derived with the aid of second-order error analysis. Simulation results are presented in Section 6 while conclusions are presented in Section 7. The main notations used in this paper are listed in Table 1. 2 Measurement model and original TSWLS method 2.1 TDOA measurement model in the presence of receiver position errors and synchronization clock bias Consider a three-dimensional localization scenario, in which M stationary receivers at s o m ; m ¼ 1; 2; ⋯; M receive the signal emitted from a point source whose unknown location is to be determined, denoted by u o . Similar to [36] , receivers are separated into N groups. Within each group, the receivers share a common local clock. However, the local clocks for different receiver groups are not the same, and there are thus clock offsets among the groups. Assuming that the first n receiver groups have M n receivers, there are M n − M n − 1 receivers in the nth group, where M 0 = 0 and M N = M. The receiver grouping diagram is shown as Fig. 1 .
The clock offset of group n with respect to group 1 is denoted as τ n , n = 1, 2, … , N, where τ 1 = 0. The first receiver is chosen as the reference, and the TDOA measurement from the receiver pair m and 1 is denoted as t m1 . The relationship with the range difference of arrival (RDOA) measurement r m1 is r m1 = c ⋅ t m1 , where c is the signal propagation speed. For convenience, we directly discuss the RDOAs in the following derivation. The RDOAs can be modeled as
where Δr m1 represents the measurement noise, δ n = cτ n (δ 1 = 0), and the true value r
Rewriting (1) in vector format, we attain 
T is the clock bias vector, which is modeled as being deterministic. Γ ¼ ½ [21, 23, 24] , the receiver positions are not known exactly. The available receiver position for receiver m is expressed as
where Δs m represents random errors having covariance matrix Q s m . Rewriting (4) in vector format, we have
where s ¼ ½s Remark 1: In practice, the clock-offset grouping can be implemented according to the distance between receivers. When the receivers are close to each other, synchronization is easily performed using a single piece of hardware with multichannel acquisition capabilities. If the receivers are far away, synchronous sampling will be a big challenge [36] . Therefore, receivers that are relatively close to each other are put into the same group.
Original TSWLS method
For the TDOA positioning problem in the presence of receiver position errors and synchronization clock bias, [36] proposed a novel computationally efficient method, in which the algebraic solutions of the source location, receiver positions, and synchronization clock bias are estimated sequentially. The method has two stages for target location estimation. The first stage introduces
⋯ N to get the initial solution for the source location and these nuisance variables. In the second stage, the relationship between u o and d o M n−1 þ1 is used to improve the precision of the estimated source position. The final estimate of the source location is obtained by remapping the stage-2 solution. Moreover, the solution is valid when M − N ≥ N + 3 (i.e., the number of equations is greater than or equal to the number of unknowns). The process of the algorithm is summarized in the following, and details of the derivation can be found in the literature [36] . Stage 1:
where
T represents the stage-1 solution, consisting of the estimated target location and nuisance variables, and 
The compositions in (9) are expressed as Note that the true receiver location s o m in B 1 can be replaced by the noisy version s m . Additionally, both B 1 and D 1 in W 1 contain the true source locations, which are unknown. To overcome this problem, W 1 is first set to an identity matrix, and an initial solution is obtained from (6), sayφ 1 , from which an approximate W 1 is obtained, thereby getting the stage-1 solution. The error due to the approximation of W 1 is negligible [36] .
Stage 2:
where φ 2 = u ⊙ u represents the stage-2 solution, which is equal to the Schur product of the target location estimate, and
The final source position solution is
According to [38] , the source position estimate has appreciable bias for the classical TSWLS method [33] when the noise level is high or the localization geometry is poor. It can therefore be judged that the bias of the original TSWLS algorithm [36] under receiver position errors and synchronization clock bias is also large. To solve this problem, the present paper designs a new reduced-bias estimator for this scenario. It was previously necessary to derive the expression of the bias for the original TSWLS algorithm.
Performance analysis of the original TSWLS method
This section analyzes the performance of the original TSWLS solution using second-order error analysis. Two basic assumptions are made in our analysis. (1) The noise level is not high and higher second-order error terms can thus be ignored. (2) The source is sufficiently far from each receiver for the performance loss due to the approximation of W 1 to be negligible.
Bias analysis for φ 1
Subtracting the true value φ o 1 from both sides of (6), the estimation error in φ 1 can be expressed as.
According to the definitions of G 1 in (7) and h 1 in (8), and ignoring the higher second-order error terms,
wherẽ
in which Note that (19) uses the approximation r (18), G 1 is also the noisy version, and G 1 can be decomposed as
Hence, we attain
, and Δs ¼ ½Δs 1 ; Δs 2 ; ⋯; Δs M T is the receiver position error matrix, in which
According to the Neumann expansion [46] , we have
Substituting (19), (22), and (24) into (18) yields
Taking the expectation for (25) yields 
Bias analysis for φ 2
Subtracting the true value φ o 2 from both sides of (12) yields
According to the definitions of G 2 and h 2 in (13) and ignoring the higher second-order error terms,
can be expressed in terms of Δφ 1 as 
In (27) 
Substituting (23) and (30) into (14), and ignoring the higher first-order error terms yields
2 , we have
Applying the Neumann expansion [46] again, we have U
2 . Substituting (28) and (32) into (27) and ignoring the higher second-order error terms yields
and (25), we have
Hence, taking the expectation for (34) yields
In summary, the first component H 2 B 
Bias analysis for u
According to (12) 
3 . Substituting (26) and (39) into (41) 
Proposed bias-reduced method
The proposed bias-reduced technique has two stages as follows.
Stage 1
According to the analysis in Section 3.1, the bias in the stage-1 solution φ 1 mainly comes from the noise correlation between the regressor G 1 and regressand h 1 in the WLS formulation. The main purpose of this stage is to find a better φ 1 with small bias. The main idea is introducing an augmented matrix and imposing a quadratic constraint, so that the expectation of the cost function reaches a minimum value when the unknown is equal to the true value.
From [36] , we obtain the noise matrix equation in the first stage as
is the true value of φ 1 . The cost function of this WLS problem is
Defining an augmented matrix
T , (42) can be rewritten as
A 1 contains measurement noise and receiver position errors, and can be decomposed as
According to the definition of A 1 , after subtracting the true value
, and ignoring the second-order noise terms, we have
where A 2 , Δs, and Λ are defined below (22) , and 
Substituting (44) into (43) yields the cost function
Taking the expectation yields
The third term in (48) vanishes in the expectation because ΔA 1 is zero-mean. When we minimize E[J] with respect to v, the second term on the right-hand side of (49) is the cause of bias, because the first term is zero at
. If we impose a constraint that makes the second term constant, E[J] will reach minimum value at v = v o . We thus find v using
where Ω ¼ E½ΔA T 1 W 1 ΔA 1 , and the constant k can be any value. We can use the Lagrange multiplier method to solve the constrained minimization problem (50). Using Lagrange multiplier λ, we obtain the auxiliary cost function
Taking the derivative with respect to v, we have
Premultiplying both sides of (51) by v T and using the equality constraint v T Ωv = k, we attain
We here find the above equation has the same form as the objective function (50). Hence, we only need to minimize λ. According to (51), λ is the generalized eigenvalue of the pair ðA 
We now derive the formula for Ω. Substituting (45) into Ω yields
where 
Remark 2: Both submatrices Ω 2, 3 in (58) and Ω 3, 2 in (60) depend onB 1 , which is unknown. To facilitate implementation, the true values inB 1 are replaced by the measurements, and the performance loss due this approximation is negligible.
Remark 3: The weight matrix W 1 is also approximated through the procedure described below (11) . The loss due to the approximation is negligible when the source is away from each receiver. The proposed bias-reduced method is thus more suitable for distant source localization.
Stage 2
The performance analysis in Subsections 3.2 and 3.3 reveals that some nonlinear operations, including the squaring and square root operations in stage 2 of the original method increase the estimation bias. To reduce the use of these nonlinear operations, a new version of stage 2 is developed in this subsection. The main idea is of this stage is to estimate the estimation error of the stage-1 solutionû ¼ φ 1 ð1 : 3Þ , and correct the solutionû using this estimation error.
For N nuisance variables, we expand them aroundû and retaining up to the linear term of Δû, 
It is worth emphasizing that Δφ 1 represents the estimation error of the stage-1 solution.
Then, using the WLS formulation, the desired estimate of Δû can be obtain as The final solution can be obtained by subtractingφ 2 from the stage-1 solutionû:
The proposed bias-reduced method using TDOAs in the presence of receiver position errors and synchronization clock bias is summarized in Algorithm 1.
Remark 4: Although the proposed bias-reduced method only improves the source position solution, it can still reduce the bias for subsequent estimates including receiver positions and the synchronization clock bias vector.
Complexity analysis
This subsection investigates the computational complexity of the proposed bias-reduced method in terms of the number of multiplications. The numerical complexity is summarized in Table 2 .
We next compare the computational complexity of the proposed bias-reduced method with that of the original TSWLS method [36] . Through analysis, the total computational complexity of original TSWLS method is O ((M − N) 3
The main computational complexities of the proposed method and the original TSWLS algorithm are respectively
. By comparison, we find that the computational complexity of the proposed bias-reduced method is comparable to (slightly larger than) that of the original TSWLS algorithm.
Performance analysis of the proposed biasreduced method
This section analyzes the theoretical performance of the proposed bias-reduced method. The bias and covariance matrix of the solution are derived according to second-order error analysis. The same two assumptions described in Section 3 are made.
Stage 1
We denote the solution of (50) 
where Ω¼ E½ΔÂ 
According to the definition of h 1 in (8), we have
where A,B 1 , C 1 , and E are respectively defined by (10) , (46) , (47) , and (20) .
We next derive the expressions for Â T 1 W 1 Â 1 and Ω as
From (72) and (73), we find that Â 
According to (19) , h 1 − ΔG 1 φ 1 can be expressed as
With some algebraic manipulations, we have the equality relationship
where H 1 is defined below (25) . When the noise level is small, Δφ 1 can be expressed as
According to (A.1)-(A.7) in Appendix A, the bias E[Δφ 1 ] can be obtained as 
where M denotes the number of receivers, N is the grouping number and l represents the l dimensional localization scenario)
Chen
If we keep the first-order error terms, multiplying (78) by its transpose and taking the expectation yields the covariance matrix
Stage 2
Subtracting the true valueφ o 2 from both sides of (67) yields
According to the definitions ofh 2 andG 2 in (66), we attaiñ
In (81),W 2 is the noisy version because G 1 in it contains measurement noise and receiver position error. Using (23) and the definition ofW 2 used for (67), we have
Adopting the Neumann expansion [46] , we have the
. Substituting (82) and (83) into (81) and ignoring the higher second-order error terms yields
With some algebraic manipulations, we haveα
Taking the expectation for (85) and using (86) yields
If we keep the first-order error terms, multiplying (85) by its transpose and taking the expectation yields the covariance matrix ofφ 2 as
where E½Δφ 1 Δφ
The estimation error in the final solution u can be expressed as
where the equationû−φ o 2 ¼ u o is used. The bias and covariance matrix of u are therefore
respectively. We now state the following equation that is proved in Appendix B:
The following conclusions can be drawn from the above performance analysis. 
Simulation results and discussion
This section conducts several simulation experiments to verify the superiority of the proposed bias-reduced algorithm and the validity of the theoretical derivation. We conduct L = 10000 Monte Carlo (MC) experiments and evaluate the localization accuracy in terms of the RMSE,
r and the bias, biasðuÞ ¼ k
Note that the RMSE and bias for the receiver position and clock bias vector are defined in the same manner.
Comparison of localization performance with the original TSWLS method
The experiment considers a three-dimensional localization scenario. We assume there are 17 available receivers having the positions listed in Table 3 . The source is placed at u o = [15, 16, 17] T km. The localization geometry is shown in Fig. 2 . Moreover, the receivers are separated into five groups according to differences in local clocks; group 1 comprises receivers 1-6, group 2 comprises receivers 7-10, group 3 comprises receivers 11-13, group 4 comprises receivers 14-15, and group 5 comprises receivers 16-17. The following simulation results show the RMSEs and biases for the proposed bias-reduced method (see Section 4) and the original TSWLS method [36] . To verify the theoretical analysis presented in the text, the following graphs also show the theoretical bias curves of the two algorithms (see Sections 3 and 5) and the corresponding CRLBs. Fig. 3 The RMSE of the source position as measurement noise varies for both the proposed bias-reduced method and original TSWLS algorithm can achieve the corresponding CRLBs at low noise levels, which verifies the theoretical derivation in Section 5. 2. As the measurement noise or receiver position error increases, the original TSWLS algorithm gradually deviates from the CRLB after the Fig. 7 The bias of receiver position vector as measurement noise varies thresholding effect occurs. However, the noise endurance threshold of the proposed method is always higher than that of the original TSWLS algorithm, which indicates that the proposed method is more robust to high noise levels than the original TSWLS algorithm. 3. The bias of the source position solution for both the proposed bias-reduced method and original TSWLS algorithm coincides with the corresponding theoretical value under moderate noise levels, which validates the theoretical derivation in Sections 3 and 5. 4. Figures 6, 7, 8, 12 , and 14 show that the proposed bias-reduced method can effectively reduce not only the bias of the source position but also the bias of the refined receiver positions and clock bias vector. 5. With an increase in measurement noise or receiver position error, the bias reduction of the proposed method is superior to that of the original TSWLS algorithm. Figure 6 shows that the bias of the source position estimated using the proposed method reduces by 288 m relative to the bias in the original TSWLS solution when σ s = 2 (m) and σ RDOA = 6 (m).
Study of localization performance for different source ranges
According to the analysis in Remark 3, the proposed bias-reduced method is more effective for a far-field source.
In this section, we examine the localization performance of the proposed method for different source ranges from the receivers. We fix the measurement noise level and receiver As expected, the improved bias of the proposed method is not obvious when the source is close to the receivers or even inside them (i.e., the distance factor μ is small). However, as the distance factor μ increases, the superiority of the proposed algorithm for bias reduction is gradually revealed. Moreover, the RMSE and bias of the source These simulation results again validate that the proposed method has a smaller bias than the original algorithm for all estimates including the source position, refined receiver positions, and clock bias vector. Moreover, this improvement in reducing bias does not depend on the localization geometry.
Conclusions
This paper proposes a bias-reduced version for the well-known TSWLS solution using TDOAs in the presence of receiver position errors and synchronization Currently, the proposed method only uses TDOA information of the emitted signal from a single target. Our future work will extend the proposed bias-reduced method to the following aspects: 
