The non-homogeneous characteristics of complex power grids have a boost to the occurrence of large power outages and chain failures, and in order to more accurately characterize the non-homogeneous characteristics of complex power grids, this paper constructs the topological entropy of the power grid and the trend entropy of the power grid based on the theory of information entropy, and makes a comparative analysis with the Gini coefficient. Using the flow entropy of the power grid and the entropy of the power grid topology to characterize the nonhomogeneous characteristics of the complex power grid in the trend distribution and the structure of the grid frame, it is more intuitive, accurate and reasonable.
Introduction
It can be seen from the analysis of heterogeneous characteristics of complex power grids that complex grids are generally heterogeneous in terms of operating conditions and grid structures. This phenomenon can be derived from its cumulative probability distribution curve (including semilogarithmic coordinates). It can be seen from Figure I that under the double logarithmic coordinates, the line tidal current distribution of A grid and B grid tends to be a straight line, and obvious power law distribution characteristics appear. A representation of the fitted curve of the power-finger function in double logarithmic coordinates. In fact, in a complex power network in the real world, the connectivity curve is a rather irregular curve and may not be a strictly decreasing curve. Even with a decreasing curve, the curve parameters obtained by fitting are very inaccurate. Some scholars have started from the analysis method of national wealth imbalance degree in economics [1] [2] , and proposed the quantitative representation index of heterogeneity characteristics of complex power grid using Gini coefficient. However, it is undeniable that the Gini coefficient also has problems such as complicated calculation process and insufficient theoretical basis. Based on the information entropy theory, this paper attempts to construct the entropy of grid structure and grid power flow and compares it with Gini coefficient. The conclusion is drawn that the power flow entropy and network topology entropy are used to characterize the uneven distribution of power flow and grid structure in complex power grids. The quality characteristics are more accurate and reasonable.
The Heterogeneity Phenomenon of Power Grid
The heterogeneity of the power flow distribution of the transmission line will be the transmission performance of the power grid has a significant impact on the safety and stability of energy transmission. Taking China's regional power grid A as examples, the paper analyzes the tidal power heterogeneity in the two actual power grids.
The active power flow distribution curves of the 330kV transmission line of the A grid in a certain operation mode are shown in Figure I . It can be seen from Figure I that the active power flow distribution of the A power grid transmission line exhibits a significant imbalance. among the 207 330kV transmission lines in the province, the active power of 174 transmission lines is less than 400MW, accounting for nearly 85%, and only 15% of the transmission lines have a working load exceeding 400MW. The distribution of currents is very uneven. The situation of the B power grid is more prominent. Among the 519 high-voltage transmission lines in the province, the current trend of 473 transmission lines is less than 500MW, accounting for more than 91%, while only 46 transmission lines are higher than 500MW. In the above two provincial power grids, the distribution of the whole network power flow in the transmission line is very uneven and has significant heterogeneity characteristics.
The heterogeneity of this trend distribution is very similar to the "80/20 rule" proposed by the French economist Pareto in the study of personal income statistics, that is, 20% of the population accounts for 80% of social wealth, and personal income X does not. There is a simple inverse relationship between the probability of being less than a certain value X and the constant power of X (Pareto's law). When studying the frequency of English words, Zip-f, a linguistics expert at Harvard University, also found that if the frequency of occurrence of words is arranged in descending order, the frequency of occurrence of each word is simply the same as the constant power of its ranking. The inverse relationship (Zip-f's law). Both Pareto's law and Zip-f's law conform to a simple power function relationship and can be represented by a power law function. Therefore, in order to find the inherent regularity of the power flow distribution of the power grid, the power flow distribution curves of the A power grid and the B power grid transmission line are plotted on the double logarithmic coordinates, as shown in Figure It can be seen from Figure II that under the double logarithmic coordinates, the line tidal current distribution of A grid to be a straight line, and obvious power law distribution characteristics appear. The power function fitting of the two curves is obtained by the power function fitting. The power law fitting function of the current distribution of the 330 kV transmission line of the A grid is:
The above statistical analysis of the power flow of the A power grid shows that the power flow distribution in the power grid has significant heterogeneity characteristics, that is, the power flow of most power transmission lines is small, and only a few power transmission lines have abnormally increased power flows. The transmission line bears the main power flow transmission task of the power grid; the power flow distribution of the power transmission line conforms to the power law characteristic, and the relationship between the active power flow of the line and its cumulative probability can be expressed by a power function.
Entropy and Information Entropy
In 1850, the German physicist Rudolf Clausius first proposed the concept of entropy to represent the uniformity of any kind of energy distribution in space [3] [4] . The more uniform the energy distribution, the greater the entropy. When the energy of a system is completely evenly distributed, the entropy of this system reaches a maximum. Since entropy can account for the state quantity of a system or space, and can quantify the analysis of qualitative descriptions, the theory has gradually been applied in the fields of life sciences and information management. Schrödinger first used thermodynamics and quantum mechanics theory to explain the nature of life in 1943, and proposed the concept of negative entropy to measure the degree of chaos and disorder of molecules. Shannon, the founder of information theory, first proposed the concept of information entropy in 1948, and measured all the composition states in the system. The system may include m different states. The probability of each state Xi appearing is Pi, then the information entropy defined as.
Where C is a constant and m is the number of states. It can be seen from equation (1) that the state of all constituent elements in the system can be integrated by the definition of information entropy, regardless of the order in which a certain state appears.
Power Flow Entropy
The average load rate of the grid can describe the overall load level of all power transmission components in the grid, but it cannot measure the uniformity of the power flow distribution. Therefore, it is impossible to study how the imbalance of this power flow distribution will affect the grid power transmission and even the cascading failure. With the concept of information entropy, the entropy theory can be introduced into the power system to quantitatively describe the heterogeneity of the power flow distribution of the line. This is the concept of power flow entropy. (5) This is the most unbalanced state of the line current distribution, because some line load rate is very high, once the system is disturbed, these lines are likely to be overloaded, and even cause cascading failure, and some line load rate is very low, the capacity of these lines is not Be fully utilized. In order to eliminate the influence of the number of lines on the power flow entropy, the power flow entropy can be normalized to obtain the standard power flow entropy of the power grid. 
Let the maximum active transmission capacity of line i is

Power Grid Topology Entropy
Since entropy is a measure of system disorder, when entropy theory is used for complex grid network heterogeneity research, there are the following cases: if the network is randomly connected and the importance of each node is roughly equal, then such a network is Uniform, the network can be considered unordered. Conversely, if there are very few nodes with high node degrees and most nodes with low node degrees in the network, the degree of importance of the nodes is quite different, and such networks are not uniform. If this kind of network is ordered, then to some extent, the order and disorder of the network reflect the uniformity of the network topology. Therefore, the network topology entropy can measure the uniformity of the complex network more succinctly, and the calculation process is as follows.
Suppose the importance of node i in the network is The above equation shows that when the degrees of all nodes in the network are equal, that is, when the power network is a fully regular network, the network topology entropy is the largest. When all nodes in the network are connected to a certain hub node, the network is the most uneven, and the network topology entropy is the smallest, namely:
Comparative Analysis of Entropy and Gini Coefficient
Both the Gini coefficient and the entropy are indicators for characterizing the heterogeneity of complex power grids. To a certain extent, the degree of heterogeneity of the power grid can be quantified, but the angles of the two are different. Taking the heterogeneity measure of the grid network structure as an example, both indicators are uniquely determined by the network structure, and the heterogeneity is the weakest for a rule network with the same degree of all nodes. For the star network, the Gini coefficient and the network topology entropy result in the deviation of the heterogeneity measurement results. We look at a star network that contains N nodes. Obviously, the node degree kn=N-1, k1=k2= kn-1=1. According to the definition of Gini coefficient, the Gini coefficient of a star network with N nodes is less than 0.5, indicating the heterogeneity of the star network. Not the strongest. According to the definition of network topology entropy, the network topology entropy of the star network can be minimized.
That is, the most heterogeneous, which is also in line with our intuitive perception. The root cause of this difference is that the Gini coefficient measures the overall difference of network node degrees. Since there is a giant node in the star network, all other nodes have equal degrees, so the overall difference is not large. Therefore, its Gini coefficient will not be too large. The network structure entropy describes the disorder and uniformity of the whole network. The star network is the most orderly (any two-end node communication must go through a unique central Hub, neat and uniform) and thus the most uneven. Therefore, although both the Gini coefficient and the entropy theory can characterize the heterogeneity of the system, the measurement method based on entropy theory is more accurate and reflects the overall distribution characteristics. For complex power grids with many transmission, transmission, distribution, variable nodes and edges, the heterogeneity of the power flow distribution is mainly related to the power flow load rate. The heterogeneity of the power grid structure is mainly related to the number of connections. It is related to the degree. Therefore, it is accurate and reasonable to use the power flow entropy and network topology entropy to characterize the heterogeneity of the complex power grid distribution and grid structure.
Conclusion
By analyzing the similarities and differences of the Gini coefficient and entropy in characterizing the heterogeneity of complex power grids, we can see that the network topology entropy can measure the uniformity of complex networks more succinctly. The larger the network structure entropy, the more uniform the network structure, the smaller the structure entropy, the more uneven the network structure, and the power flow entropy is also the same. The power flow entropy and network topology entropy are used to characterize the heterogeneity of complex power grids in terms of power flow distribution and grid structure.
