This 
INTRODUCTION
In order to enable off-road vehicle dynamics analysis simulations when traveling on soft soil, a deformable Vehicle Terrain Interface (VTI) model that interfaces with existing vehicle and tire dynamics models was developed. It is modularized in such a way that it can be interfaced to a multibody dynamics vehicle that supports the Standard Tire Interface(STI) [1] . Any tire model can be used that supports the STI as well; currently, both rigid [2] and flexible [3] tire models are supported. A detailed description of the model as an API is given in section 1.
Geometry associated with the terrain profile is a combination of low-fidelity terrain height measurements, e.g., OpenFlight terrain database format, with superimposed NURBS for high-frequency content [4] ; an example terrain profile is shown in Figure 1 . The terrain model is able to efficiently query the current height by locally defining the surface as an equidistantly spaced x-y grid, and using bi-linear interpolation of the nearest four points. Points on the surface also contain information on the state of deformation of the soil, notably the undisturbed terrain height, the type of terrain, e.g. USCS soil classification code, and the energy and power involved in the soil deformation [5] . The terrain takes a set of tire-terrain interface forces from the tire model (Figure 2 ), applies it to the surface of the terrain, evaluates the terramechanics problem and updates the soil states and deformed surface profile for the subsequent time step. 
Figure 2. Tire geometry used to determine collision points with the terrain
In the context of off-road vehicle simulations, terrain models fall into three categories of increasing complexity: rigid terrain where the main focus is an accurate surface profile [6] [7] [8] [9] , use of empirical relationships to find pressure and sinkage directly under the tire [10] [11] [12] , or finite/discrete element approaches [13] [14] [15] [16] . Any off-road vehicle dynamics simulation where the soil deforms considerably requires a terrain model that accurately reflects the deformation and response of the soil to all possible inputs of the tire in order to correctly simulate the response of the vehicle [17] . Typical vehicle dynamics simulations for mobility or component fatigue analysis purposes require many simulation runs with time-lengths in the 10s to 100s second range, which makes complex finite/discrete element approaches unfeasible. Purely empirical terrain models also have considerable drawbacks: the parameters are sensitive to the size and shape of the test plate [18] , they do not scale to vehicles with small contact patches [19] , and only consider the sinkage directly under the applied surface load [20] . Furthermore, the time-dependent elastic and plastic response of the soil to repetitive compression/rebound tire loads cannot be taken into account [10] . The goal of the terrain mechanics model is to be as realistic as possible by tracking the stress and strain of the soil volumetrically by utilizing a vertical soil compaction model. A major constraint on the model is imposed by the requirement of running at realtime speeds to enable operator in the loop simulations. The theoretical framework of the soil mechanics model has been previously discussed [2] .
In the proposed approach fast simulations will be possible due to the inherent parallel nature of the subsoil stress calculations which are the major computational bottlenecks. Parallel CPU and GPU hardware is utilized to accelerate these computations, and details of the implementation strategy are given in section 2. Example simulations will include timing and profiling results for sequential, CPU parallel and CPU & GPU parallel implementations in section 3.
The model will be exercised using a rigid tire with and without lugs to demonstrate the ability to handle complicated tire geometry. Simulation experiments are detailed in section 3. Results will include the computed tire-terrain contact forces developed by the rigid tire, as well as the deformed state of the terrain.
Vehicle Tire Terrain Interaction Model Components
The Vehicle-Terrain Interaction model involves three main components: (i) a surface loading mechanism due to 3D tire geometry contact with the terrain, as shown in Figure 2 , (ii) stress propagation of the load through the subsoil, and (iii) rigorous vertical soil stress/strain relationship. Calculation flow can be visualized as shown in Figure 3 to help understand the dependencies of each part of the model.
At the beginning of a time step, the vehicle passes the tire wheel spindle state data, which includes the position and velocity of the Center of Mass (CM) in the reference frame indicated by the Standard Tire Interface [1] . The tire passes an updated geometry profile to the terrain in the form of a heightmap query, and the terrain database returns the collision information. Forces at the tire/terrain interface are found at each time step by using a combination of normal and slip forces, in conjunction with soft-soil tire boundary forces, e.g. bulldozing and slip-sinkage effects. These forces are passed from the tire to the terrain model, where the terrain model applies Boussinesq and Cerruti soil mechanics equations to determine the pressure distribution in the volume of affected material. The model treats a column of soil as a system of discretized soil volumes, and each volume element is modeled using viscoelasto-plastic compressibility relationships that relate subsoil pressures to a change in bulk density of the soil, which in turn produces soil displacements and changes to other soil state variables. Different loading combinations applied by a tire passing over a column of soil will be reflected in the state of each volume of soil contained in the column, rather than treating the column of soil as homogeneous in the vertical direction and only associating one set of parameters with the entire column. The outputs of the terrain model include: tire-terrain pressure distribution, terrain surface deformation, updated soil states and power/energy required to deform the soil. 
Terrain Model Acceleration with GPU computing
There currently is a trend in advanced scientific computing to offload repetitive calculations to accelerators/coprocessors, such as Graphics Processing Units (GPUs). These accelerators consist of many lightweight processors which allow them to perform multiple basic calculations at the same time. Nvidia's current Kepler family of GPUs can have up to 1536 of these lightweight processors, thereby allowing these GPUs to perform calculations on up to 1536 pieces of data at the exact same time. Furthermore GPUs are designed to have a low cost for context switching, meaning that the GPU can quickly switch between threads of calculations if a thread is temporarily stalled (such as is the case when waiting to load data from global memory). These properties of a large number of processing elements with low cost context switching, combined with a high speed memory bandwidth, allow GPUs to efficiently perform the same calculations on tens of thousands of pieces of data.
In general, the subsoil stress calculations need to be performed on each point in the soil volume being analyzed, for each contact force point on the soil due to the applied load. For a typical simulation with a 1"x1"x1" grid resolution, there can be approximately 56000 subsoil volumes with 400 contact forces to be considered. Since the calculations performed for each subsoil volume are exactly the same (albeit with different data), the GPU is a good option to help accelerate the simulation. This was done using Nvidia's CUDA framework for calculations and the Thrust library for memory management. For the sake of comparison, a CPU version of the subsoil stress calculations was implemented using OpenMP.
A comparison of the total runtimes for the CPU and GPU implementations for a five second simulation with a 50ms timestep for grid resolutions ranging from 0.5"x0.5"x1" to 3"x3"x1" is shown in Figure 4 . The CPU simulations were performed on a machine with four 16 core AMD Opteron 6274 processors, allowing for 64 simultaneous threads. The GPU simulations were performed on a machine with an Nvidia Tesla C2070 and two six core Intel Xeon E5-2630 processors. It can clearly be seen that the GPU is faster than the CPU for finer resolution grids -those with a larger number of subsoil volumes. The runtime required for a simulation is roughly proportional to the product of the number of subsoil volumes and tire contact points (essentially, the total number of stress calculations performed). It can clearly be seen that the GPU is approximately 8-9x faster than the CPU, on average. Given that the previous figure shows the GPU to only be about 4x faster for the entire simulation at the given resolution (1"x1"x1"), means that the GPU implementation has reached a point where the overhead of the rest of the simulation code is taking up more time than the subsoil stress calculations. It should be noted that timings reported here include the overhead of moving the subsoil node data to and from the GPU. 
Numerical Results
In order to determine the effect the subsoil stress equations have when they are applied to the discretized soil volume, a simplified tire that is assumed to be rigid applies a normal force on the surface of the terrain according to the tire-terrain interaction model. The following settings were used for the terrain mechanics settings of all soil nodes: an assumed Frolich stress concentration parameter of 4, an initial bulk density of 0.04515911 [lb/in 3 ], preconsolidation stress, σ k = 10.356 [psi] , with a CL soil type. A compression/rebound soil response is caused by an applied vertical displacement of 7"to the tire over 1 second, followed a horizontal wheel displacement at a constant velocity to demonstrate the rigid wheel's effects on the terrain while traveling at a steady state velocity of 1.5 MPH. A rotational displacement is applied to result in a minimal value of slip. The deformed and undeformed terrain surface profiles are shown in Figure 6 , and the tire-terrain interaction forces during the final timestep are shown in Figure 7 . The deformation energy for both the current step and cumulatively are shown in Figure 8 . The second simulation example is run, which is similar to the first, except that the rotational displacement is applied to give the tire a slip rate of approximately 15%. As shown by Figure 9 , the total displacement of the soil in the vertical direction at the end of the simulation is concentrated about the loading area, i.e. the contact patch, and is strongly influenced by the choice of Frolich parameter value. The total energy required to cause the deflection in Figure 9 is shown in Figure 11 , and similar to the total deflection is concentrated about the loading axis. The total energy is a strong function of the maximum soil bulk density, as shown by the large peaks in Figure 11 . Tire-terrain interaction forces in the final step of the simulation are shown in Figure 10 , and it can be seen that there are slightly larger force vectors when compared to the low slip simulation, Figure 7 (mainly elongated in the direction of travel) indicating that the shear displacement-shear stress relations properly account for the tractive forces induced by wheel slip. 
Conclusion
The development of a general 3D tire-terrain traction model which operates on a novel deformable terrain representation that utilizes a soil compaction model is presented and discussed. The tire and vehicle models are assumed to be contained in commercial software, and are linked to the terrain model using an API based on the Standard Tire Interface. The soil model is an improvement to what is typically found in commercial vehicle dynamics packages, as it considers the subsoil stress propagation as well as the soil stress-strain relationship. It also captures the change in soil state in a volumetric sense, and does not make the assumption that the terrain remains homogenous in the vertical direction, which is what is typically done in most empirical terramechanics codes. Repeated loading and time-domain effects are taken into account, and the change in soil bulk density can be utilized to calculate the required energy and power to deform the terrain. It is predicted that this model will result in not only more realistic mobility simulations, but also allow for a novel power and energy analysis technique to predict the additional power required to operate a vehicle on deformable terrain.
Example numerical results verify that the terrain database can handle tire geometry that is complex and non-uniform. The terrain model leverages parallel computing using both CPUs and GPUs and is shown to scale well, which will enable real-time deformable terrain to be simulated. This paper represents an ongoing effort between the University of Tennessee, University of Wisconsin-Madison, Mechsim, and the US Army TARDEC to incorporate the physics-based VTI model into a real-time, operator inthe-loop ride-motion vehicle simulator. Validation of the simulation results with experimental measurements taken at ERDC is currently underway and refinements in various parts of the terrain model are expected.
