1. Introduction. Let us consider a classical analytic pseudo-differential operator P of order µ on an open set Ω in R N with the symbol p(x, ξ) ∼ p µ (x, ξ) + p µ−1 (x, ξ) + . . . ,
where p µ−j (x, ξ) is positively homogeneous of degree µ − j with respect to ξ. We assume that the characteristic set Σ = p −1 µ (0) of P is a symplectic real analytic submanifold of T * (Ω)\0 of codimension 2d and that p µ vanishes exactly at the order m on Σ. As in Grusin [4] , Sjöstrand [11] and Métivier [8] , we also assume that p µ−j vanishes at the order m − 2j on Σ for j ≤ m/2. C ∞ and analytic hypoellipticity of this class of operators has been extensively studied by many mathematicians (see e.g., [1] , [2] , [4] , [8] , [9] , [11] , [13] and others). Among them Métivier [8] has proved analytic hypoellipticity of P by constructing a left parametrix when P is subelliptic with loss of m/2 derivatives.
In this note, we study hypoellipticity and local solvability of P at a point where the above subellipticity condition is not satisfied. We shall then construct a system of analytic pseudo-differential operators on R N −d to which we can reduce the study of analytic hypoellipticity and local solvability of P .
Typical examples of the operators are (1.1) P = D The paper is in final form and no version of it will be published elsewhere.
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T. SAKURAI with c ∈ C. We can show that the operators (1.1) and (1.2) are analytic hypoelliptic and locally solvable for all k and all c respectively.
2. Notation and statement of the main result 2.1. Notation. Let Ω be an open set in R N . We denote by x * = (x, ξ) a point in T * (Ω)\0. For a distribution u ∈ D (Ω), W F A (u) is the analytic wave front set of u. We introduce the presheaf C A Ω (x • * ) = {u ∈ D (Ω); x • * ∈ W F A (u)},
for x • * ∈ T * (Ω)\0, for the space of distributions on Ω which are micro-analytic at x • * and for the space of germs at x
• * of micro-distributions on Ω respectively. Let Ω × Γ be a conic neighborhood of a point (x
• , θ
). Let µ ∈ R and h be the reciprocal of a positive integer. A formal sum ∞ j=0 a j (x, θ) will be called a polyhomogeneous analytic symbol on Ω × Γ of degree µ and step h if a j (x, θ) is a holomorphic function on Ω × Γ, positively homogeneous of degree µ − jh with respect to θ and satisfying the estimate
for all (x, θ) ∈ Ω × Γ with C independent of j, where Ω is a complex neighborhood of Ω in C N and Γ is a conic complex neighborhood of Γ in C n \0. Then we shall write ∞ j=0 a j (x, θ) ∈ a-S µ,h phg (Ω × Γ). Let us also recall the definition of analytic symbols of type (ρ, δ) introduced by Métivier [8] : For ρ ∈ (0, 1], δ ∈ [0, 1) and a conic set Ω × Γ ⊂ R N × (R n \0), the space a-S ρ,δ (Ω × Γ) of analytic symbols on Ω × Γ of degree µ and type (ρ, δ) is the set of C ∞ functions a(x, θ) on Ω × Γ for which there are C > 0 and R > 0 such that
for all multi-indices α and all (x, θ) ∈ Ω 0 × Γ 0 . Each polyhomogeneous symbol has a realization in a-S µ 1,0 (Ω × Γ) as follows: Let {χ j (θ)} ∞ j=0 be a sequence in C ∞ (R n ) such that χ j (θ) = 0 for |θ| ≤ j, χ j (θ) = 1 for |θ| ≥ 2j and there is a constant C > 0 for which we have |∂
is in a-S .) Any symbol a ∈ a-S µ ρ,δ (Ω × Γ) which is equivalent to the symbol (2.1) will be called a realization of ∞ j=0 a j and we shall then write a ∼ ∞ j=0 a j . Also, we let σ µ (a)(x, θ) = a 0 (x, θ) denote the principal symbol of a.
If
is a cut-off function introduced in Lemma 3.1 of Métivier [8] such that supp(g) ⊂ Γ, g(ξ) = 1 in a conic neighborhood of ξ • for |ξ| ≥ 2 and there are C > 0, ρ ∈ (0, 1) for which we have
for all α, ξ such that |α| ≤ |ξ|.
The operator op(a) x • * is well defined; that is, independent of the choice of the cut-off functions φ and g in (2.2). Moreover, when a(x, ξ) is a realization of a formal symbol
• * is also independent of the choice of the realization. Then a(x, D x ) = op(a) which stands for x • * ∈Ω×Γ op(a) x • * is called an analytic pseudo-differential operator on Ω × Γ with the symbol a(x, ξ) (or ∞ j=0 a j (x, ξ)). 2.2. Statement of the result. Let Σ be a symplectic submanifold of codimension 2d in a conic set ω ⊂ T * (R N )\0. We consider a classical analytic pseudo-differential operator P of order µ whose symbol p(x, ξ) ∼ ∞ j=0 p µ−j (x, ξ) defined on ω is such that p µ−j is homogeneous of degree µ − j, and vanishes to order m − 2j on Σ for j ≤ m/2.
After transforming P by a suitable elliptic Fourier integral operator, we may suppose Σ is given by the equation
Henceforth, we write t i = x i , τ i = ξ i for i = 1, . . . , d and y i = x d+i , η i = ξ d+i for i = 1, . . . , n(= N − d) and set
In this coordinate, Σ can be identified with ι(T * (R n )\0) in ω and P has the form
T. SAKURAI and assume
With this assumption σ Σ (P ) x • * becomes a Fredholm operator from S to S , and if
is subelliptic with loss of m/2 derivatives. Our interest is now focusing at a point where this subellipticity condition of P or P * is not satisfied. So we set
The main theorem of this note is Theorem 2.1. Let P be an operator of the form (2.4) satisfying (2.5). Then there exist a k − × k + -matrix of pseudo-differential operators
and two operators
for which we have the isomorphisms:
R e m a r k. Grigis-Rothschild [3] have treated the case c αβ = c αβ (D y ) and obtained the same result as above. See also Kashiwara-Kawai-Oshima [7] and Stein [12] .
3. Operator valued symbols
For ρ > 0, we consider a complex neighborhood of y • * of the form
and let ω ρ denote the cone generated by ω ρ ; that is,
Let B = B(λ) be some Banach space whose norm may depend on λ. 
and there exists a C > 0 such that
3.2.
Banach spaces and estimates. Let us now introduce several Banach spaces following Métivier [8] and quote some of their properties from [8] .
with the norm
Let t denote a point in R d . We consider the operators
For a sequence I = (j 1 , . . . , j k ) ∈ {±1, . . . , ±d} k we write |I| = k and
and because the ad T j 's commute, we write for a multi
Also we write
Definition 3.4. Let m be a non-negative integer. For a real R > 0, L m R (λ) denotes the space of the operators for which there is a constant C such that for all multi-indices α ∈ N 2d and for all I, J with |I| + |J| ≤ |α| + m,
Clearly L m R (λ) becomes a Banach space and there exists C > 0 such that
we write K(t, s) for its distribution kernel. We also introduce the operator K induced from K via the Fourier transform; that is,
where φ j (t, s) = |t j |t j | − s j |s j ||. The norm of B ε (λ) is the maximum for j = 1, . . . , d of the norms in (3.2) and (3.3).
The space B ε (λ) plays an important role in the construction of a relative parametrix. The crucial points are Lemma 3.6 (Métivier [8] , Proposition 2.8). If m > d then for all R > 0 there exist ε > 0 and C such that
Lemma 3.7 (loc. cit., Proposition 2.9). For all R > 0, there exist ε 0 > 0 and C such that for all ε ∈ (0, ε 0 ],
Lemma 3.8 (loc. cit., Proposition 2.10). There exists a constant M 0 such that for all 0 < ε < ε ≤ 1 and all j = ±1, . . . , ±d,
For the operator K of kernel K(t, s), we define its symbol k = σ(K) by
Lemma 3.9. For all ε > 0, there exists a C > 0 such that for all (α,
for all K ∈ B ε (λ).
We also introduce the space of Hermite operators. First we define its symbol space.
The norm of H ε (λ) is the maximum for j = 1, . . . , d of the norms in (3.4) and (3.5) .
where h l (t) is the complex conjugate of h l (t). We denote by H k ε (λ) and H k * ε (λ) the spaces of operators of the form (3.6) and (3.7) respectively. The norm in them is defined by
1/2 and we write
By definition, we have
. Also, the following lemma has been proved in Métivier [8, Lemma A.3] .
Lemma 3.12. There exists a constant M 0 such that for all 0 < ε < ε ≤ 1 and all j = ±1, . . . , ±d,
t be an operator of the form (2.4) satisfying (2.5). Multiplying P by an elliptic factor we may assume µ = m/2. Also we suppose m ≥ d + 1 in the construction of a parametrix. Otherwise we replace P by P (P * P + 1) k for some integer k.
, this does not affect the conclusion of Theorem 2.1. Moreover, we assume in this section
and c αβ,j is positively homogeneous of degree (|α| − |β| − j)/2. Now, we set
For y * ∈ ω ρ , we let P * 0 (y * ) = (P 0 (y * )) * and write P * 0 P 0 (y * ) = P * 0 (y * )P 0 (y * ) and
• * .) Let γ ⊂ C be a positively oriented closed curve enclosing only the 0-eigenvalue of P * 0 P 0 (y • * ) and P 0 P * 0 (y • * ). If ρ > 0 is sufficiently small then for all y * ∈ ω ρ and all ζ ∈ γ, P * 0 P 0 (y * ) − ζ and P 0 P * 0 (y * ) − ζ are invertible. So we set for y * ∈ ω ρ ,
Then we have 
Proposition 4.2. We can choose bases {h
which are orthonormal if y * is real and such that
for some ρ 0 > 0 and ε 0 > 0. P r o o f. It follows from Theorem 3.9 in Chap. VII of Kato [6] that we can choose bases {h
, depending holomorphically on y * ∈ ω ρ0 , orthonormal for real y * . Then, for each fixed y * , h 
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Then we have
Let us also introduce a matrix
Then, by Lemma 3.11 and Lemma 3.12,
and we have Proposition 4.3. There is a ρ 0 > 0 such that for all y * ∈ ω ρ0 , We write
where
and construct a right parametrix E(y
where # denotes the pseudo-differential composition of symbols in (y, η). By Proposition 4.3 we can take
Then, for j ≥ 1, E l 's are determined recurrently by
We want to show ∞ j=0 E j has a meaning as a formal sum of operator valued analytic pseudo-differential operators. For this purpose we introduce a norm for E j as follows: 
We have Lemma 4.5. Suppose m ≥ d + 1. Then there exist ε 0 , ρ 0 and C such that for all 0 < ρ < ρ 0 , (4.5)
for j = 0, 1, 2, . . .
) for some ρ 0 > 0, R 0 > 0. Then by Lemma 3.6 there is a ε 0 for which we have Q 0 ∈ O (0) ( ω ρ0 ; B ε0 ). Hence, together with Proposition 4.2 and (4.2), E 0 is in E
ε0,ρ0 by decreasing ε 0 if necessary. Here, for later convenience, we suppose ε 0 is so chosen that Lemma 3.7 holds. Also we can assume the following estimates are satisfied for a constant C 0 :
For j ≥ 1, we shall prove (4.5) by induction. First we note that if E j ∈ E (−j/2) ε0,ρ then, by Cauchy's inequality, there is an M 0 which depends only on d such that for all 0 < ρ < ρ < ρ 0 ,
We write (4.4) as
We shall show that there exists an M such that for all 0 < ρ < ρ < ρ 0 ,
By Lemmas 3.7 and 3.11,
) and we have ,
Here we set C 3 = (M 0 m/ε 0 ) m/2 . We have
k (E j ) can be estimated in the same way and we have proved (4.11). Now assume that (4.5) has been proved up to order j = l − 1. Using (4.11) with ρ = ρ + (k/l)(ρ 0 − ρ ) we obtain
Therefore,
, which implies (4.5) at order j = l, if C is large enough (C ≥ max{4M, 4M 3 }).
In the same way we can construct a left parametrix of L and find that the above E is a two-side parametrix of L.
General case.
In this section we remove the assumption (4.1) and describe needed modifications in the construction of a relative parametrix. Let
be an operator of order µ = m/2 of the form (2.4) satisfying (2.5), where c αβ (
As in Section 4.1 we assume m ≥ d + 1 from the beginning.
After taking Taylor expansion of c αβ,j in (t, τ ) we set
Interchanging the order of t γ− and D t 's we can write P j in the form
Then P j,γ satisfies (4.13)
for all j and γ = (γ + , γ − ). Proceeding just as in Section 4.1, we arrive at the construction of a parametrix
3) is satisfied. Then E j 's must be given by (4.4). It only remains to prove the estimate like Lemma 4.5 so that we can realize ∞ j=0 E j as an analytic micro-local operator. For this purpose we define E (µ) ρ as follows: For ρ > 0 we write in this section B
denote the space of operator valued symbols for which we can write
For Q I l , we have
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Interchanging the order of D
Now assume (4.14) through (4.17) have been proved up to order j = l − 1. Then the
-norm of each term in (4.18) can be estimated by, for a ρ ∈ [ρ , ρ 0 ),
Here we have used the inequality
Taking ρ to satisfy
this can be estimated by 
then the sum (4.18) brings to Q
Hence, for ρ k ∈ (ρ , ρ 0 ),
If we choose ρ k to satisfy l − k − |γ| ρ 0 − ρ k = l − |γ| ρ 0 − ρ then the sum can be estimated by
can be estimated in the same way as Q II l and we obtain (4.14) at order j = l. Now we suppose that (4.14)-(4.17) have been established for all j. Then we can realize E = ∞ j=0 E j as follows: For a ρ < ρ 0 we set 
is well defined through the kernel 
for (y, η) ∈ ω ρ with another constant C ρ . This implies, for a sufficiently large λ,
and we have
Hence,
is analytic micro-local with respect to ι −1 as desired.
In the same way we can realize H + to be analytic micro-local with respect to ι with symbol in (a-S 
Now Theorem 2.1 is an immediate consequence of this theorem.
Examples.
In this section we shall present a few simple examples and illustrate how our results are applied to them.
Recall that the parametrix has been constructed through (4.4). Thus we have the following formulas for M j : 0 , M 0 ). Our results are well applicable to operators with double characteristics because in that case the principal operator σ Σ (P ) is transformed into a sum of harmonic oscillators, for which we can get a complete eigenexpansion by means of Hermite functions. So we set for k = 0, 1, 2, . . . , gives the isomorphisms
In particular, f (t, y) ∈ D (R 2 ) is in the range of P in a neighborhood of the origin if and only if H * f (y) is micro-analytic at (0, dy) ∈ T * (R).
R e m a r k. If l = 0 then P = (D t + it y )(D t − itD y ) and the range of P is equal to the range of D t + itD y . In this case the characterization of the range of P obtained here is equivalent to that of D t + itD y given by Sato-Kawai-Kashiwara [10] . To see this we note that H * H is the identity on C 
