Abstract. Invariant correlation functions for SO(1, N ) hyperbolic sigma-models are investigated. The existence of a large N asymptotic expansion is proven on finite lattices of dimension d ≥ 2. The unique saddle point configuration is characterized by a negative gap vanishing at least like 1/V with the volume. Technical difficulties compared to the compact case are bypassed using horospherical coordinates and the matrix-tree theorem.
Introduction
Noncompact sigma-models differ in several non-manifest ways from compact ones. Among the differences is the fact that in a large N expansion of the d ≥ 2 dimensional lattice systems the dynamically generated gap is negative and vanishes in the limit of infinite lattice size [4, 7] . The termwise defined infinite volume limits of invariant correlation functions also do not show exponential clustering [7, 8] . The justification of the large N expansion in the noncompact models likewise has to proceed differently as the dualization procedure familiar from the compact models is ill-defined.
The goal of this note is to present a solid justification of the 1/N expansion for SO(1, N) invariant nonlinear sigma-models on a finite lattice. The main result is a proof that the 1/N expansion of invariant correlation functions is asymptotic to all orders in any finite volume V = L d , d ≥ 2. The 'dual' action used to generate the expansion arises by performing Gaussian integrals in horospherical coordinates, thereby reducing the number of dynamical degrees of freedom per site from N to 1. This dual action served in [7] to relate the large N coefficients of the SO(1, N) model to those of its compact SO(N + 1) invariant counterpart. Here we show that the saddle point previously used in [7, 8] is in fact a global minimum of the dual action and the only critical point in the domain of integration. The strategy invokes a convexity argument based on Kirchhoff's matrix-tree theorem.
Invariant correlators via horospherical coordinates
We consider the SO(1, N) hyperbolic sigma-models with standard lattice action, defined on a hypercubic lattice Λ ⊂ Z d of volume V = |Λ| = L d . The dynamical variables ("spins") will be denoted by n a x , x ∈ Λ, a = 0, . . . , N, and periodic boundary conditions are assumed throughout n x+Lμ = n x . The target manifold is the upper half of the two-sheeted N-dimensional hyperboloid, i.e.
As indicated we shall also use the notation a = (a 1 , . . . , a N ) for vectors in R N . The isometry group of H N is SO 0 (1, N).
In terms of the hyperbolic spins the lattice action reads
where β > 0 and ∆ xy = − µ [2δ x,y − δ x,y+μ − δ x,y−μ ], as usual. We write
3) for the invariant measure on H N .
The goal in the following is to describe the invariant correlation functions n x 1 ·n y 1 . . . n xr · n yr for the lattice statistical field theory with dynamical variables n x , x ∈ Λ, and action (2.2). This is conveniently done in terms of a generating functional. Since the invariance group SO 0 (1, N) of the action (2.2) has infinite volume, the usual generating functional for connected invariant correlation functions is ill defined. A technically convenient way to gauge fix is to hold one spin, say n x 0 , x 0 ∈ Λ, fixed. Then no FaddeevPopov determinant arises and only the complications coming from the superficial lack of translation invariance have to be dealt with. We therefore consider the following generating functional
Here δ(n, n ′ ) is the invariant point measure on H N , n ↑ = (1, 0, . . . , 0), and sources H xy = H yx < 0, H xx = 0, give damping exponentials. The normalization N = N [H] is chosen such that exp W [0] = 1. Connected 2r point functions are defined by
where are the functional averages with respect to N −1 e −S . Note that W r (. . . ; x, x; . . .) = 0.
In the above we tacitly assumed that W [H] and the correlation functions computed from it do not depend on the site x 0 of the frozen spin and are translation invariant. If we momentarily indicate the dependence on the site as W x 0 one has trivially
Thus, if W x 0 is independent of x 0 it is also translation invariant. The Bolzmann factor f in (2.4) can be viewed as a function on the group via F (g 0 , . . . , g n ) = f (g 0 n ↑ , . . . , g n n ↑ ), where we picked some ordering of the sites x i , i = 0, 1, . . . , s := V −1, and identified n x i with g i n ↑ . Then W x i is of the form
Using the invariance of F under g i → h −1 g i and the unimodulariy of the measure dg one verifies:
The hyperboloid H N admits an alternative parameterization in terms of so-called horospherial coordinates. These arise naturally from the Iwasawa decomposition of SO 0 (1, N).
Here it suffices to note the relation to the hyperbolic spins 8) and that H N ∋ n → (θ, t 1 , . . . , t N −1 ) ∈ R N is a bijection. It is convenient to write t = (t 1 , . . . , t N ) and t · t
For the dot product of two spins n x , n y ∈ H N this gives
and for the measure (2.3)
The key advantage of horospherical coordinates is manifest from (2.9), (2.10): for a quadratic action of the form (2.2) the integrations over the t variables are Gaussian and can be performed without approximations. The result is summarized in the PROPOSITION 2.1. The generating functional (2.4) can be rewritten as
12) and D(H) is an open set given by
Remarks. (i) Compared to (2.4) the number of dynamical variables per site has been reduced from N to 1.
(ii) The H-dependence of the domain D(H) will produce extra contributions in the variations with respect to H defining the multipoint functions. Their direct computation is cumbersome but their form can be inferred by first varying (2.34) and then changing variables as before. For example
where r x = r x (a, H) is given by (2.22) below. This is to be compared with the right hand side arising by varying (2.11), i.e. −λ( A −1 ) xy + r x r y + boundary terms . As we shall see below in a large N expansion the boundary terms do not contribute and (2.11) is a convenient starting point for such an expansion.
Underlying the Proposition is a nonlocal change of variables for which we prepare the LEMMA 2.2. (a) Defining a x 0 via (2.12) the condition det A = 0 is equivalent to
Proof. (a) Laplace expansion with respect to the x 0 -th row gives det A = (2d + a x 0 ) det A + R, where R is the contribution from the columns x = x 0 . Similarly det A = 2d det A + R, with the same R. Eliminating R gives det A − det A = a x 0 det A, and using det A = det A/( A −1 ) x 0 x 0 one finds (2.15).
(b) We define
and write A for the matrix obtained from A by deleting the x 0 -th row and column. Then A has a null eigenvector
but A has maximal rank and is is positive definite. To see the latter it suffices to note that
is non-negative for H xy ≤ 0 and vanishes if and only if all t x are equal.
Further, by (a)
provided a x 0 is determined according to (2.15). Since
the change of variables (2.16) is locally invertible. Global invertibility is best seen from the inversion formula
The first equation follows from (2.18), i.e. y =x 0 A xy r y = −A xx 0 r x 0 , assuming r x 0 = 1.
To derive the second expression in (2.22) we extend the relation A xy = −∆ xy + β −1 H xy + δ xy a x , to x, y = x 0 , and momentarily choose a x 0 not as in (2.15), but such that det A = 0. Then (2.27) below is applicable and gives r x = (A −1 ) xx 0 /(A −1 ) x 0 x 0 . On the other hand A xy := A xy −a x 0 δ xx 0 δ xy is manifestly independent of a x 0 and is nondegenerate. By (2.30) below r x equals ( A −1 ) xx 0 /( A −1 ) x 0 x 0 , where one is free to adjust a x 0 such that det A = 0, as required by (2.18), (2.20) . One can also insert (2.22) into (2.18) and finds 
So far D(H) entered as the image of R
We verify that this is also equivalent to the positive definiteness of the matrix A: First assume that all r x > 0. Then by (2.19), (2.20) A is positive definite. Conversely, assume that A is positive definite, but that there is a y 0 such that r y 0 < 0. Remembering r x 0 = 1, choose t x = s = 0 for all x satisfying r x > 0 and t x = 0 for all other x. Then (r t, A r t) = 
where we picked an arbitrary ordering of the lattice sites x 0 , x 1 , · · · , x V −1 . For k = 1 one gets in particular a x > −2d for all x ∈ Λ (recall H xx = 0) and (2.13) follows.
Before turning to the proof of the Proposition we prepare some simple auxiliary results. Let A = (A xy ) x,y∈Λ be a symmetric invertible matrix such that the matrix A arising from A by deleting its x 0 -th row and column is positive definite. Then
for a real field φ x , x ∈ Λ. The inverse of A can be expressed in terms of the inverse of A via
The determinant of A is related to that of A by
Often a term in the x 0 -th matrix element on the diagonal of A has to be split off according to A xy = A xy − cδ xy δ x 0 x . In this case the inverse of A is related to the inverse of A by
For the determinants one has
Proof of the Proposition. We rewrite the action as
with M as in (2.17). The source term in (2.4) can be rewritten similarly and using also (2.10) one finds in a first step
with A xy as in (2.17). After the rescaling t x → e θx t x the Gaussians are of the form (2.26) and one obtains
with a redefined N . Next one observes that the integration variables θ x only occur through the combination (2.16). Indeed,
x (∆r) x , and x,y H xy ch(θ x − θ y ) = x,y r −1
x H xy r y . This suggests to change variables in (2.34) from θ x , x = x 0 to a x , x = x 0 . The change of variables has been prepared in Lemma 2.2. Combining (2.34), (2.20), (2.21), (2.15) one arrives at (2.11).
Large N expansion for W [H]
Connected invariant correlation functions are defined via the moments of W [H]. In a large N expansion λ := (N +1)/β is kept fixed and we write
The algorithm to compute the W (s) r is as follows [7] : Define r are translation invariant. Once asymptoticity of the expansion has been shown this follows for all r, s from the correspondence to the compact model shown in [7] .
(ii) The core fact underlying the asymptoticity is that the 'dual' action
with A and A as in (2.12) has a unique minimum in the domain D(H), given by (3.2b,c). This holds despite the unusual feature that the gap ω − is negative and so is for nonzero momentum the 1-loop polarization function. The latter fact ensures that (3.2b,c) is at least a local minimum of S[a, H], as has been shown algebraically in [7] .
(iii) A heuristic derivation of the algorithm based on a dualization procedure was outlined in Appendix C of [8] using [4] , where also the approach to the N → ∞ limit was checked numerically. Substituting a x = 2iλα x in (3.3) gives an effective action that can formally be obtained by mimicking the dualization procedure in the compact model, see Appendix C of [8] . The flip α x → −α x , λ → −λ, then relates it to the dual action of the compact model, see [7] for the relation between both large N expansions. where a x (θ) = e θx (∆e −θ ) x and M is as before. To establish strict convexity of F it suffices to show that both terms in F are separately strictly convex.For the second term this is manifest: shifting θ x → θ x + ǫ x the term quadratic in ǫ x is nonnegative as −∆ is positive semi definite.
To show convexity of Tr ln M we define W = (w xy ) x,y∈Λ , by
which obeys y w xy = 0 and has matrix elements
Trivially ln det M = 2 x θ x + ln det W , so that strict convexity of ln det W implies that of F . W has the form that makes the so-called matrix-tree theorem (see e.g. [2, 3, 1]) applicable. The matrix-tree theorem then entails
where the sum runs over all spanning trees built from nearest neighbor pairs, i.e. walks through the lattice Λ visiting every point of Λ once and
The point of this representation is that it expresses det W as a sum of exponentials in the θ variables; the (strict) convexity of Tr ln W follows from the well-known fact: if
(b) Here we proceed in two steps. In a first step we rewrite the stationarity conditions for S[a, 0] in a more transparent form. In a second step we present a solution for them in D(0).
For the first step we define the matrices M, M , M as M, M, M expressed in the coordinates a x and with the critical point parameters ω x of (3.2) inserted, i.e. x ω x under the condition det M = 0.
Introducing a Lagrange multiplier µ for the latter we consider
The conditions for a critical point ('saddle point equations') ofF are:
where we denoted the cofactor matrix of M, M by M co , M co , respectively.
The conditions (3.11) simplify when expressed in terms of
Indeed, using (2.31) for the cofactors one finds
By (3.11c) also the x = x 0 cofactors reduce to det M. Using (2.31) once more for det D = − det M +λ det M one sees that the saddle point equations (3.11) are equivalent to − λD xx = 1 , ∀x , (3.14)
where the x = x 0 equation implements (3.11a). 
Taking into account that ( M −1 ) x 0 x 0 = −1/ω x 0 one arrives at the following characterization:
In a second step we now search for a the solution of Eq. (3.14) satisfying −λD xx 0 > 0. Eq. (3.14) is a system of V −1 algebraic equations for the V −1 critical point parameters ω x , x = x 0 , and difficult to tackle analytically. But the translation invariant form of the equation suggests the translation invariant ansatz
i.e.
The saddle point equations (3.14) then reduce to a single almost conventional gap equation for ω
where the sum is over all p = 2π L (n 1 , . . . , n d ), n i = 0, 1, . . . , L − 1, and E p := 2d − 2 µ cos(p ·μ). From (3.19) it is clear that all solutions ω must be negative. As shown in [7] there is a unique root ω = ω − (λ, V ) of (3.19) characterized by the following two equivalent conditions: (c) This can be seen from the following simple fact about saddle point expansions: Let f ∈ C ∞ (R n ) be such that exp(Nf (x)) is integrable for all N and obeys
Then the integral has a saddle point expansion of the form
and the expansion coefficients are insensitive to changes of the integrand bounded away from the saddle point:
This completes the proof of the theorem.
Remarks. (i) Eq. (3.14) can be viewed as the normalization condition, −λD xx = 1, of the leading order two-point function. In fact [7] n x ·n y
where
The first equality is obtained by evaluating W [H] to leading order in 1/(N + 1), the second equality follows by using (2.27) in (3.15).
(ii) The number of terms in (3.7) is given by det(− ∆), which is sizeable even for small lattices (but less than the naive (V −1)! number of terms), e.g. for d = 2, L = 3 there are 11664 spanning trees.
(iii) In making the ansatz (3.18) we took the consistency with ω x 0 = −1/( M −1 ) x 0 x 0 (Eq. 2.15) for granted. Here ( M −1 ) x 0 x 0 is a ratio of polynomials (Toeplitz determinants) of degree V −1 in ω. Its direct computation is cumbersome but by assuming ω x 0 = ω + λ and eliminating λ via (3.19) one sees that
on the solutions of (3.19). Equivalently (3.19) is such that M xy = −∆ xy +ωδ xy +λδ xy δ xx 0 has zero determinant.
(iv) We remark that the large volume asymptotics of ω − is given by [7] 
. In particular the gap ω − (λ, V ) vanishes in the infinite volume limit, in sharp contrast to the compact model.
(v) Convexity of a translation invariant effective action for the SO(1, 2) model coupled to a symmetry breaking external field was shown in [6] by a technique not readily transferrable to the situation here.
The theorem and its proof have a number of interesting corollaries. 
Conclusions
Our result establishes the existence of a large N asymptotic expansion for hyperbolic sigma-models in finite volume and provides the rationale for the computational algorithm used in [7, 8] . It would be desirable also to have a proof that the expansion is uniform in the volume, which would then imply that the termwise thermodynamic limit yields the correct asymptotic expansion of the model in infinite volume. Kupiainen [5] managed to show the corresponding result for the compact O(N) models for the region of high temperature (higher than the critical temperature of the limiting spherical model), but his proof relies in an essential way on features absent in the hyperbolic models: in the O(N) models the large N saddle point has a mass gap and exponential decay as long as one is in the high temperature regime. As emphasized before, this is not the case in the non-compact models. Direct computation indicates nevertheless the existence of a termwise thermodynamic limit [8] . The structure of this termwise thermodynamic limit does not suggest the existence of an interacting scaling limit in the invariant sector of the theory. An important open problem is to prove or disprove this "triviality".
