In order to investigate the potential of heart rate measures to reflect changes in the circadian rhythm or in sleepiness, an ultrashort sleep-wake experimental protocol was used to unmask circadian-or sleepiness-related effects: Over a duration of 50 hours and always alternating, subjects attempted to fall asleep within 10 minutes and must stay awake in the following 20 minutes. Body temperature, as a representation of circadian rhythm, and heart rate were recorded continuously. During waking, subjects had rated their perceived sleepiness. Measures of heart rate (HR) and heart rate variability (HRV) in the time domain as well as spectral features and phase-space trajectory descriptors were computed over RR interval series and cross-correlated with body temperature and sleepiness. Heart rate, specific high-frequency spectral features and Poincaré descriptors of short-term HRV displayed the best overall coherence.
Introduction
Industrial Fatigue Risk Management aims at synergizing educational, regulatory and technological procedures at the individual as well as at management level to reduce the risk of accidents due to worker's sleepiness. One main technological aspect is the development of vigilance expert systems to enable modeling and simulation of sleep-wake behavior over a long range of time. One yet unsolved problem is the model adaptation to individual characteristics based on real data. Here, we investigate the potential of heart rate measures to find proper model parameters.
Methods

Subjects
Eight healthy volunteers (4 male, 4 female, 18-30 years) completed a study at the Vigilance-Test Laboratory, University of Applied Sciences Schmalkalden, Germany. Subjects were ineligible if they had a Pittsburgh Sleep Quality Index score of greater than 7, if they had a history of shift work or if they traveled across time zones within three weeks prior to the start of the experiment. For at least three days before the experiment, participants were required to maintain a fixed sleep-wake cycle of their choice, which was verified by actigraphy monitoring (BIOWATCH, in-house development [7] based on EZ430-CHRONOS from TEXAS INSTRU-MENTS). Also starting at least three days prior, the subject's body temperature was continuously recorded. From those recordings, times of minimal body temperature were extracted and used to time the start of each experiment.
Protocol
Each participant started the experiment 14 hours after its individual body temperature minimum. This ensured a constant phase angle between the experiment's start/finish relative to the subject's circadian rhythm. Dependent on the zero phase, experiments started between 4:30 and 7:30 p. m.
The experimental protocol consisted of alternations between 10 minutes attempted sleep and 20 minutes wake for the duration of 50 hours. Subjects remained in an isolated laboratory cabin with constant dim light. During sleep episodes, subjects were instructed to lie down in bed and attempt to fall asleep as quickly as possible; the wake-up after 10 minutes was ensured by an alarm sound. During the wake episodes, subjects performed several tasks while standing or sitting in front of a computer.
Measurements
The ECG, EEG, and EOG were recorded continuously during the study, using a portable SOMNOSCREEN EEG-10-20 system. QRS peaks in the ECG were detected using two adaptive thresholds on the signal's first derivative and visually cross-checked for false positives/negatives or artifacts. EEG and EOG recordings are mainly intended for sleep stage classification in future analyses and are not considered here.
Body temperature was recorded with a probe via the rectum (SOMNOSCREEN as well as with a novel measurement method via the ear canal (i. e. aurical, SOM-NOWATCH PLUS). This method uses two temperature signals to approximate core body temperature: one probe positioned towards the outer end of the ear canal, the second further inside. The two signals signals yield a linear estimate of the temperature profile along the ear canal and enable extrapolating the body temperature towards the tympanic membrane. Measurement errors due to ambient temperature changes or thermal occlusion of the ear is automatically corrected after the recording with a measurement-specific factor. As recently shown, this method reflected the circadian rhythm better than rectal measurements [4] ; therefore, only aurical body temperature is considered here as a representation of circadian rhythm. , divides all points into decelerations (above the line with RR n+1 > RR n ) and accelerations (below the line with RR n+1 < RR n ). Ellipse radius SD1 along minor axis represents short-term HRV, radius SD2 along major axis represents long-term HRV.
Once during the wake episodes, i. e. every 30 min, participants were logging their subjectively perceived sleepiness on a visual analogue scale [1] , which asked for a rating on a line labeled with the word pair "sleepy" and "alert" at opposite ends.
Signal processing and data analysis
In the following analysis, a large tupel of metrics was derived from RR interval series during each sleep episode, i. e. one tupel every 30 min. Time-domain measures of heart rate and its variability were the mean (heart rate, HR), the standard deviation (heart rate variability, HRV), the percentage of consecutive RR intervals with a difference greater than 50 msec (pNN50), and the percentage of zero crossings.
Spectral analysis was performed using Thomson's multitaper method [8] . We examined conventional RR spectral metrics in the very-low frequency (VLF, ≤ 0.04 Hz), low frequency (LF, 0.04-0.05 Hz) and high frequency (HF, 0.15-0.4 Hz) bands. Additionally, power density was determined in 0.02-Hz bins from > 0.0 to ≤ 0.4 Hz. Each spectral band or bin was computed in four different modes: a) on a linear scale, b) on a logarithmic scale, c) on a linear scale, normalized against total power density, and d) on a logarithmic scale, normalized against total power density.
To capture nonlinear properties, RR series were timedelay embedded and their phase space trajectories analyzed. An embedding with dimension m = 2 and delay τ = 1 is known as Poincaré plot; each point in the plot corresponds to two consecutive RR intervals. The resulting cloud of points is commonly described by two metrics: its spread along (SD2, corresponds to long-term HRV) and its spread perpendicular (SD1, corresponds to short-term HRV) to the line of identity (see fig. 1 ). In most Poincaré plots of RR intervals, there is a significant asymmetry [6] , with the upper part (decelerations) larger than the lower part (accelerations). In order to quantify those asymmetries, the data distribution is transformed into Cartesian coordinates. For each of the four quadrants, short-and long-term variations along the local major and minor axes are calculated, resulting in the local descriptors of accelerations and decelerations (see fig. 2 ). In order to measure asymmetries between the quadrants, asymmetry ratios from the local descriptors are established. Recurrence plots are a powerful utility for the analysis of dynamical systems [3] ; they reveal all the times when a state in a phase space trajectory (with arbitrary m and τ) of the dynamical system recurs, i. e. visits roughly the same area in phase space. By definition, a state recurs if its distance to any other state (by some distance norm · ) is less than a threshold ε. Since m and τ can be chosen freely, optimal values for those parameters must be estimated. We took an individual approach, where m and τ were estimated by false nearest neighbors and mutual information [5] , respectively, for each subject. Then, also individually, the threshold ε was set to be 2 % of the trajectory's maximum diameter in phase space. See fig. 3 for a recurrence plot example. As an objective approach, recurrence quantification analysis (RQA) [9] quantifies the density of recurrence points as Recurrence plot of a phase space trajectory is a square matrix; if a state at time x on the abscissa recurs (defined as a distance in phase space less than ε) at another time y on the ordinate, then the corresponding value in the recurrence matrix is set to 1 (black dot), otherwise to 0 (white dot). The resulting small-and large-scale patterns help to understand the behaviour of the dynamical system: Large black areas indicate times where the system barely changes its state; intermittent white gaps with diagonal line structures indicate deterministic chaos; the emtpy upper left/lower right corner is caused by the upwards drift in the RR series.
well as the histograms of the lengths of the diagonal and vertical lines in a recurrence plot. For each time-delay embedded RR series during a sleep episode, a tupel of RQA metrics was computed, reflecting properties such as correlation dimension, entropy or determinism. Finally, all RR interval metrics were cross-correlated against the target labels: body temperature and subjective sleepiness.
Results
Spectral analysis of body temperature revealed a dominant circadian component for all subjects (example see fig. ? ?). Ratings of subjective sleepiness, on the other hand, displayed a highly individual behaviour, reaching from subjects who went from one extreme to the other in a matter of hours to others whose ratings monotonically decreased from alert to sleepy over the experiment. As can be seen in tab. 1 for all subjects, the mean heart rate during attempted sleep correlated best with both target labels. For both, the time lag spreads around zero, meaning that extrema occured roughly at same times. Besides heart rate, RR spectral features on a logarithmic scale in the HF band as well as global and local descriptors of shortterm HRV derived from Poincaré plots show meaningful correlations to the circadian rhythm of body temperature. Similarly, almost the same frequency bins within the HF band of logarithmic power density correlate with subjective sleepiness, whereas, interestingly, the HF band itself is below meaningful correlation. Table 2 shows the subject with the best cross-correlations of RR interval metrics to body temperature. Additionally to the overall results, a good correlation of specific VLF and HF components can be noticed. Particularly interesting is the absence of correlation in the frequency range 0.06-0.26 Hz and the sudden switch from strong negative correlation below to strong positive correlation above 0.28 Hz. Correlating RQA metrics indicate that RR intervals during attempted sleep are more irregular during periods of high and Table 3 shows the subject with the best crosscorrelations of RR interval metrics to subjective sleepiness. Additionally to the overall results, time-domain expressions of HRV and Poincaré-plot descriptors, which are state-space representations of HRV, consistently show a strong negative correlation. Almost all frequency components in the VLF and LF band (0.00-0.12 Hz) show a strong positive correlation; from 0.2 to 0.4 Hz in the HF band, all frequency bins correlate negatively. Mainly normalized frequency components of logarithmic power densities correlate up to this extent.
Conclusion
Correlation analysis across subjects revealed a coherent relation of particular RR interval metrics (heart rate, specific frequency components and Poincaré-plot descriptors of heart rate variability) to circadian and sleepiness-related effects. While correlation values over a group of individuals are only of moderate strength, an individually optimized set of RR interval metric may reflect changes in circadian rhythmicity and sleepiness.
The investigation of numerous RR spectral features showed that 1) traditional VLF-LF-HF bands are too coarsely grained and specific finer-grained frequency bins respond most sensitive towards circadian and sleepiness effects, and 2) logarithmic and normalized power densities are more meaningful than absolute values on a linear scale. These findings support recent research where RR interval frequency bins between 0.02 and 0.08 Hz correlated significantly with performance decrements in a stimulus-reaction task under total sleep deprivation [2] .
While the utilization of nonlinear analysis methods resulted in a good sensitivity of several Poincaré-plot based descriptors, the recurrence quantification analysis yielded little results, except a moderate inverse relation between circadian peaks and determinism of RR intervals.
Since the individual understanding of subjectively perceived sleepiness is highly diverse, it seems prudent to investigate additional methods to obtain sleepiness-related measures. Particularly tasks with high cognitive or motoric demand could be used to record performance decrements due to sleepiness and fatigue. Also, so far only RR intervals during attempted sleep had been used. This limitation carries the advantage that RR recordings remain widely "undisturbed" by changing levels of physical activity or posture. Further analysis will show if the connections found here will hold up for RR intervals from wake episodes during the experiment.
