The Fractional Boundary Value Problems (BVPs) oftenly come across in the modelling of several problems that we are faced in the branches of engineering sciences. The main aim of this work is to compute the solution of the Fractional BVP which is formed by
Introduction
Taking advantage of the fast and the prepotent processes with polynomials, the methods based on polynomials as Chebyshev, Legendre, Sinc, etc. would be rathered in a wide of engineering applications.Sinc methods are the methods as mentioned above with theirs helpful tool property. In fact, Sinc methods distinguish theirself from the other numerical methods with two main differences: exponential decrease in error and the reliability of the results come out at the singular points. The Sinc methods are applied to many engineering problems. For instance, in [1] , the approximate solutions of several ordinary and partial differential equations in the plane are tackled by using Sinc-Galerkin Method. In [2] , Troesch's problem is solved by using Sinc-Galerkin Method. In [3] , a problem seen in the theory of chemical reactor is investigated approximately. In [4] , Solution of the Bratu's problem appears in combustion theory of fuel ignition is presented. In [5] , Biharmonic problems occur in several areas of mechanics are introduced and then solutions are given approximately.
We refer the interested reader to [6] - [15] for more information about the Sinc methods. In this work, we consider the following fractional BVP
with the boundary conditions
where for α, y (α) is the comformable fractional derivative of y(x). This paper is considered as follows. In section 2, The fundamental definitions and theorems are presented and the Sinc-Galerkin Method is identified. In section 3, The Sincc 2018 BISKA Bilisim Technology
Galerkin method is implemented to the equation (1) for the boundary conditions (2) .In section 4, The comparison of the exact and the approximate solutions for certain test examples are presented both in tables and graphics. In section 5, the paper is completed with a conclusion.
Preliminaries
The basis definitions and theorems about fractional calculus and sinc functions are presented. For more details see [15] [16] [17] .
Definition 1.
Let f : (0, ∞) → R be a n-differentiable function. Then the conformable fractional derivative of order α for n < α ≤ n + 1 of f at t is defined by
where ⌈α⌉ is the smallest integer greater than or equal to α.
Remark.Let f be a (n + 1)-differentiable function at t and n < α ≤ n + 1. As a result of Definition 1,
Theorem 1. Let f ,g be α-differentiable functions at t and n < α ≤ n + 1.Then
.
Definition 2. The function
is called the Sinc (Sine Cardinal) f unction.
Definition 3.
The translated sinc function with space point is defined by
where h > 0 and k = 0, ±1, ±2, ....
Definition 4. The series which defined by
for f (x) and h > 0 is called the Whittaker Cardinal Expansion of f whenever the series converges. For establishing the approximation on (a, b), the conformable map is defined as
Here, the basis functions are attained using the composite translated sinc functions given as
is the inverse map of w = φ (z). The sinc grid points z k ∈ (a, b) in D E are real numbers, so that they can denoted by x k . For evenly spaced points {kh} ∞ k=−∞ , the image corresponding to these points is defined by
Theorem 2. Let F ∈ B(D E ) and Γ be a real number on (0, 1). In that case, for small enough h,
where
In sinc methods, the infinite quadrature should be cut with a finite sum.
Theorem 3.
If there exist positive constants α, β and C such that
then the error limit for the quadrature rule (11) is
The infinite sum in (11) is cut with the help of (13) to achieve (14) . With the help of the choices
knowing that [⌊.⌋] is the integer part of the expression and M is the integer value that determines the size of the grid, 
3 The sinc-collocation method
Consider the approximate solution of (1) is given by
Here, S i is the composite function of S(i, h) andφ (x) for some fixed step size h. The unknown coefficients c i in (18) are obtained with the help of orthogonalizing the residual with regard to the basis functions as
The inner product is defined by
In the inner product w(x) is the weight function and it will be taken as
for the second order BVPs.
Theorem 4.
The following relations are provided:
If we take as G(x) = r(x)y(x) and G(x) = f (x), the inner product of G(x) and S i will be
The proof is presented in [14] .
Theorem 5. For 0 < α < 1, the following relation holds:
In the sum,
With the use of the boundary conditions y(0) = y(1) = 0, we write ( 26) as
So, we determine that
Using (16) and lemma 1 , it is shown that
Replacing each term of (19) with the approach defined in (22)-(25),y(x j ) with c j , and dividing by h, we state the following theorem. (2) , then the discrete SincGalerkin system for obtain the unknown coefficients {c j } N j=−M for the approximate solution is given, for i = −M, . . . , N,
Theorem 6. Let us consider the boundary value problem (1)-(2).Then then the discrete Sing-Galerkin system for the approximate solution If the assumed approximate solution of the boundary-value problem (1) is
Some notations are defined to represent the system (28) in the matrix-vector form. Let D(y) be a diagonal matrix whose diagonal elements are y(x −M ), y(x −M+1 ), ..., y(x N ) and non-diagonal elements are zero. In addition, let I (k) denotes the matrices for 0 ≤ k ≤ 2 by
where D, I (0) , I (1) and I (2) are square matrices of order n × n. By using the above notations in the system (28), we can rewrite this system as
Finally, we can reach the approximate solution of (28) after finding the unknown coefficients c i in the system.
Numerical examples
In this section, HWM is applied to some test examples using MATHEMATICA 10. For the all examples, we consider
Example 1. Let us take the linear fractional BVP
This BVP has an exact solution in the form of y(x) = x 4 (x− 1). The approximate solution obtained with the aid of HWM of this problem is shown in table 1. In addition, the exact and the approximate solutions of the problem are shown graphically for different n values in figure 1.
Example 2. Let us assume the following fractional BVP
adhere to the boundary conditions
The exact solution of the problem is y(x) = sin(x)(1 − x). The numerical solutions determined by HWM of the problem are presented in Table 2 . Furthermore, the comparisons of the exact and the approximate solutions for different values of N are shown in Figure 2 .
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Conclusion
The Sinc-Galerkin Method is applied to the different fractional order differential equations. All computations associated with the examples are done using Mathematica. The exact and approximate solutions are compared for all the examples. It can be concluded that the Sinc-Galerkin method is a quite effective and accurate method. We aim to apply the SincGalerkin Method to the fractional order partial differential equations in our later studies.
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