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En el mercado existen multitud de microprocesadores capaz de realizar 
multitud de tareas muy variadas, sin embargo, todos ellos tienen una 
limitación, el hardware, ya que éste no puede ser modificado una vez se 
fabrica la placa.  
 
En este aspecto, las FPGA tienen mucho que decir al respecto, dado que 
gracias a lo que se conoce como softcore, es posible diseñar un 
microprocesador en lenguaje VHDL capaz de comportarse de la forma 
deseada, incluyendo en este diseño los periféricos y utilidades deseadas 
como memoria caché, unidad de gestión de memoria, coma flotante, etc. 
 
 Además, cuando se emplea el termino FPGA, normalmente se piensa en 
un sistema embebido, capaz de ejecutar una aplicación una y otra vez a una 
velocidad elevadísima, aquí es donde entra en juego el softcore Microblaze, 
diseñado por Xilinx, ya que permite añadir a una simple FPGA la capacidad 
e ejecutar un sistema operativo como puede ser Linux. 
 
Este proyecto se centra en el diseño de un softcore capaz de ejecutar un 
kernel Linux y los periféricos asociados al mismo, pasando para ello por 
diferentes puntos del diseño, que van desde la creación del procesador 
propiamente dicho, pasando por la inclusión de periféricos de utilidad, y la 
creación de un sistema operativo muy básico capaz de ser cargado en la 
memoria RAM de la FPGA y ejecutado para tener un sistema operativo 
completamente funcional, que finalmente ejecute una aplicación de control 
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Nowadays the market is full of different solutions in the market of 
microprocessors, they allow the user to perform a lot of functions and control 
the different peripherals associated to them, however, they came all with a 
huge limitation, the hardware could not be modified once the PCB came out 
of the factory. 
 
This limitation is overpassed by the FPGA chips, the reason is that they allow 
the use of soft-core, which is an embedded microprocessor capable of being 
modified and interact with different peripherals which could be added by the 
user during the design of the hardware in VHLD language. Using a softcore 
processor allows the user to change the cache memory, peripherals, memory 
management unit, floating point unit, etc. 
 
Besides, when talking about FPGAs, someone could think about the 
embedded systems and how they execute an application in a very high 
speed environment, but, the fact is that they could be used to execute an 
operating system by integrating the softcore in them, which could be for 
instance the Microblaze softcore of Xilinx, used in this project. 
 
This project is focused in the design of a full customizable microprocessor 
and the peripherals to the microprocessor, for doing it, the idea is to use a 
softcore and add the different necessary units and peripherals in order to be 
able to execute a minimal operating system using a Linux kernel compiled 
specially for the designed hardware. This Linux kernel will be executing a 
control, application that ensures that all the peripherals and the softcore 
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En el mundo de los microprocesadores existen muchos dispositivos diferentes, cada 
uno de ellos cuenta con multitud de periféricos, entre estos periféricos existen varios 
tipos, para comunicación, cálculo en coma flotante, operaciones lógicas, gestión de 
memoria, etc.  
Algunos de estos microprocesadores cuentan con un número mayor de bytes para 
almacenar código y variables, entre otras cosas, sin embargo, ninguno de ellos permite 
modificar el hardware con el que vienen de fábrica. Esto es, añadir y eliminar 
comunicación serie, aumentar la memoria destinada a código, añadir un controlador 
para GPIO, e incluso modificar la velocidad a la que ejecutan el código. Y aquí es donde 
gana ventaja un microprocesador softcore, ya que permite añadir y eliminar periféricos, 
así como modificar multitud de parámetros que van directamente asociados con el 
hardware empleado en el microprocesador para adaptarlo a la aplicación concreta para 
la que esté siendo diseñado. Además, según la capacidad de la FPGA es posible 
implementar diferentes microprocesadores pudiendo asignar a cada uno las tareas y 
periféricos que se deseen. 
 
Este proyecto pretende dar a conocer las posibilidades de desarrollo que permite el 
empleo de una FPGA a la hora de implementar diferentes soluciones, diseñando para 
ello un procesador tipo softcore. Se tratan los puntos básicos del diseño del procesador 
para que éste pueda ser implementado sobre una FPGA e incluya el hardware necesario 
para permitir la ejecución de un kernel Linux. Para ejecutar el sistema operativo Linux 
sobre el softcore es necesaria la creación de un kernel personalizado que sea 
compatible con los diferentes periféricos que se van a incluir en el diseño del sistema 
microprocesador. 
 
En este primer capítulo se muestra el estado actual en cuanto a los diferentes 
procesadores softcore disponibles, los diferentes tipos de FPGA compatibles existentes 
y las capacidades de cada uno de ellos. 
 
Seguidamente se presenta la idea que se pretende desarrollar en este trabajo y 
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1.1 ESTADO DEL ARTE 
Las alternativas a los microprocesadores hardware son los anteriormente mencionados 
softcores, éstos son sistemas microprocesadores basados en una descripción hardware 
de alto nivel, ya sea VHDL o Verilog. Dicho código puede ser implementado en una 
FPGA. 
De éste modo un softcore no es más que un código muy complejo que al ejecutarse a 
una velocidad altísima en la FPGA es capaz de realizar las tareas propias de un 
microprocesador, con la ventaja principal de ser completamente configurable. 
 
Dado que los softcore deben ejecutarse en una FPGA, a continuación, se analizan las 
principales empresas que se encargan de diseñar y producir sus propios chips. De 
acuerdo con la siguiente figura, que muestra los datos financieros del año 2015, Xilinx 




Figura 1: Market Share Fabricantes FPGAs final 2015 (Fuente: IHS) 
 
Por tanto, el mercado de las FPGAs está controlado principalmente por 5 fabricantes. 
Entre estos 5, la mayoría cuentan como mínimo con un sistema microprocesador tipo 
software, compatible con sus placas de desarrollo principales. Los softcores más 
actuales se enumeran a continuación según quién se ha encargado de su desarrollo. 
Además, vale la pena destacar que Quick Logic no cuenta con softcore, a diferencia de 
sus competidores. 
 
 Altera Lattice Semi Microsemi Quick Logic Xilinx 
¿Softcore disponible? SI SI SI NO SI 
Softcore NIOS II Mico32 RV32IM - Microblaze 
Tabla 1: Softcores según desarrollador 
A continuación, se analizan las capacidades de los procesadores software de cada uno 
de los fabricantes anteriormente mencionados. 
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1.1.1 NIOS II 
 
El procesador NIOS II, creado por Altera, es capaz de manejar instrucciones de hasta 
32-bits, maneja instrucciones RISC, y está disponible en tres variantes, según el 
propósito del diseño. 
Tal y como muestra la Figura 2 el microprocesador NIOS II, cuenta con una serie de 
elementos y periféricos tales como la unidad aritmético lógica, módulo de debug, etc.  
 
Figura 2: Diagrama de bloques del softcore NIOS II 
La siguiente tabla permite resumir las especificaciones generales de cada una de las 
variantes, de forma que se posteriormente se pueda comparar con el resto de softcores. 
 
NIOS II Fast Standard Economy 
Caché Instrucciones SI SI NO 
Caché Datos SI NO NO 
MMU  Opcional NO NO 
Memoria externa  SI SI SI 
Pipeline 6 5 1 
Barrel Shifter 1 ciclo Opcional NO 
Multiplicador HW 1 ciclo Opcional NO 
Divisor HW Opcional Opcional NO 
Módulo Debug JTAG SI Opcional NO 
Soporte multi Timer SI NO NO 
Tabla 2: Variantes del NIOS II 
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Tal y como muestra la Tabla 2, de las tres variantes disponibles el único procesador con 
un pipeline de 6 y con capacidad para incluir una unidad de gestión de memoria, así 
como caché de datos e instrucciones es la variante Fast. El resto de variantes disponen 
de unas características más limitadas y un número menor de opciones a escoger. 
 
Una vez analizadas las peculiaridades del NIOS II se pasa al análisis del 




Por su parte, Lattice Semiconductor cuenta con un softcore al que han denominado 
Mico32, que tal y como indica su nombre trabaja con hasta 32 bits. Por otra parte, la 
Figura 3 se encarga de mostrar el “interior” del microprocesador, donde podemos 
encontrar la unidad de barrido lógico, multiplicador y divisor, etc.  
 
Figura 3: Diagrama de bloques del softcore Mico32 
Igual que softcore de Altera, el Mico32 está disponible en tres variantes, la variante Full 
es la más completa, mientras que las variantes Standard y Basic ven reducidas sus 
capacidades. 
 
Mico32 Full Standard Basic 
Caché Instrucciones SI SI NO 
Caché Datos SI NO NO 
MMU  NO NO NO 
Memoria externa  SI SI SI 
Pipeline 6 5 1 
Barrel Shifter Opcional NO NO 
Multiplicador HW Opcional NO NO 
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Divisor HW Opcional NO NO 
Módulo Debug JTAG NO NO NO 
Soporte multi Timer SI NO NO 
Tabla 3: Variantes del Mico32 
El Mico32 es capaz de igualar las características del NIOSII, sin embargo, éste no 
cuenta con la posibilidad de incluir una unidad de gestión de memoria. 
Tras analizar las opciones que ofrece Altera y Lattice Semi, se procede al análisis del 




Por su parte, la empresa Microsemi cuenta con un microprocesador soft, de 32 bits, 
igual que sus competidores, el RV32IM es también capaz de trabajar con instrucciones 
RISC y cuenta con los elementos mostrados en la siguiente figura, la  Figura 4. 
 
 
Figura 4: Diagrama de bloques de softcore RV32IM 
Analizando el diagrama de bloques que proporciona la empresa Microsemi, se pueden 
extraer las siguientes características. 
 
RV32IM  
Caché Instrucciones SI 
Caché Datos SI 
MMU  NO 
Memoria externa  SI 
Pipeline 5 
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Barrel Shifter NO 
Multiplicador HW SI 
Divisor HW SI 
Módulo Debug JTAG SI 
Soporte multi Timer SI 
Tabla 4: Características del RV32IM 
En este caso, el microprocesador de Microsemi, es similar en características al de 
Lattice Semi, ya que no cuenta con la posibilidad de emplear una unidad de gestión de 
memoria, aunque si incluye multiplicador y divisor, así como caché de datos e 
instrucciones. 




En este punto, solamente queda por analizar el softcore de Xilinx, cuyo nombre es 
Microblaze. Microblaze es un microprocesador de 32 bits con capacidad para interpretar 
instrucciones RISC y con un mayor número de opciones que sus rivales. La XX muestra 
su diagrama de bloques, donde se pueden observar las posibles configuraciones de 
éste. 
 
Figura 5: Diagrama de bloques de Microblaze 
En el anterior diagrama se pueden observar las posibilidades de configuración de 
Microblaze, teniendo en cuenta sus elementos opcionales, el resumen es el siguiente. 
 
Microblaze  
Caché Instrucciones Opcional 
Caché Datos Opcional 
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MMU  Opcional 
Memoria externa  SI 
Pipeline 5/3 
Barrel Shifter Opcional 
Multiplicador HW Opcional 
Divisor HW Opcional 
Módulo Debug JTAG SI 
Soporte multi Timer SI 
Tabla 5: Características de Microblaze 
Microblaze, a diferencia de sus competidores permite seleccionar los elementos como 
multiplicador, divisor, pipeline, etc. durante el diseño, por lo que el usuario es capaz de 
decidir si quiere un mayor rendimiento, con una mayor área de la FPGA ocupada o un 
rendimiento más reducido incluyendo multitud de opciones como la FPU y las unidades 
de cálculo, además, junto al NIOS II es el único que permite incluir la unidad de gestión 
de memoria. Por tanto, es uno de los más recomendables a la hora de realizar el diseño. 
 
1.1.5 ¿Qué softcores soportan Linux? 
 
Anteriormente se han analizado diferentes soluciones disponibles, pero no se ha entrado 
en profundidad sobre si son o no capaces de ejecutar un sistema operativo, como si de 
PC se tratasen.  
 
De acuerdo con la documentación de Linux, cualquier kernel cuya versión sea superior 
a la 2.6 requiere obligatoriamente del uso de la unidad de gestión de memoria (MMU), 
caché de instrucciones, barrel shifter y al menos dos timers.  
Por tanto, los únicos softcores compatibles son en este caso, NIOSII y Microblaze. 
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1.2 SISTEMA PROPUESTO 
 
Se propone un sistema basado en una FPGA de la familia Virtex-5, sobre este chip se 
implementará un diseño hardware cuyo SoC estará formado por Microblaze. En 
Microblaze se integrarán los periféricos tales como GPIO, ethernet, controlador de 
memoria RAM y dos UART. Dicho microprocesador softcore se encargará de ejecutar 
un kernel Linux personalizado que a su vez ejecutará una aplicación.  
 
Para el diseño del sistema existen básicamente dos líneas de desarrollo, la primera el 
diseño del hardware, es decir del propio sistema microprocesador, en este caso 
Microblaze. 
La segunda el diseño software, que se centra en personalizar el kernel Linux para que 
pueda ser ejecutado usando Microblaze en la FPGA. Dentro del diseño software se 
incluye el diseño de la aplicación que se ejecuta sobre el sistema operativo Linux, 
haciendo uso del procesador Microblaze y los periféricos asociados. El sistema 
completo se implementará sobre la placa de desarrollo Avnet LX-50 Evaluation Board. 
1.2.1 Diseño Hardware 
 
Tal y como se ha comentado con anterioridad, el sistema propuesto cuenta con un 
microprocesador soft de Xilinx, en concreto Microblaze. El softcore contará con unidad 
de gestión de memoria, barrel shifter, FPU, divisor, multiplicador, dos timers, módulo de 
debug y memoria caché tanto para instrucciones como para datos. 
 





Figura 6: Capas del sistema 
propuesto 
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Dicho procesador incluirá dos controladores para comunicación serie, múltiples GPIO, 
controlador de memoria RAM y controlador para comunicación vía ethernet. 
El esquema simplificado del sistema se muestra en la siguiente figura, donde se pueden 
apreciar los diferentes periféricos a incluir. 
 
 
Figura 8: Diagrama hardware del sistema propuesto 
 
1.2.2 Diseño Software 
 
1.2.2.1 Personalización del kernel Linux 
 
Tras obtener el diseño del hardware, se debe configurar el kernel Linux deseado, en 
este caso la versión 3.8-r1, para que éste sea capaz de ejecutarse haciendo uso del 
microprocesador Microblaze. Por tanto, es necesario obtener una descripción del 
hardware para poder ajustar la arquitectura sobre la que se va a ejecutar el sistema 
operativo, drivers de los periféricos asociados, parámetros de arranque, etc. 
 
1.2.2.2 Diseño de la aplicación 
 
Una vez comprobado el correcto funcionamiento del sistema operativo sobre 
Microblaze, se comprobarán los periféricos, una vez todos funcionen correctamente se 
diseñará una aplicación Linux, será un script de Linux, capaz de utilizar los periféricos 
que se han asociado a Microblaze. 
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Una vez descrito el sistema propuesto, se plantean una serie de objetivos que se 
pretenden alcanzar durante el desarrollo del proyecto. A continuación, se enumeran en 
función las diferentes capas anteriormente mencionadas. 
 
1.- Diseño del softcore 
 
Mediante el uso de las herramientas proporcionadas por Xilinx se diseñará un softcore 
cuyo núcleo será Microblaze. Dicho softcore deberá contar con los siguientes 
elementos: 
 
- Unidad de coma flotante (FPU) 
- Unidad de gestión de memoria (MMU) 
- Unidad de multiplicación y División 
- Memoria Caché de datos e instrucciones 
En cuanto a los periféricos, se enumeran a continuación: 
  
- Controlador de memoria RAM asociado a la memoria de 64MB de la placa 
- Controlador Ethernet 
- Cuatro módulos de control para los diferentes GPIOs 
- Dos Timers 
- Dos UART 
- Módulo de Debug JTAG 
2.- Compilación del kernel Linux 
 
Tras obtener el diseño del sistema microprocesador Microblaze, se obtendrá la 
descripción hardware asociada al mismo, lo que permite diseñar un kernel Linux 
personalizado. 
 
El kernel Linux deberá cumplir las siguientes premisas: 
 
- Deberá ocupar menos de 64MB, memoria disponible en la placa de desarrollo 
- Permitir interacción con el usuario haciendo uso de la UART 
- Emplear drivers compatibles con los periféricos asociados a Microblaze 
- Transferir información haciendo uso del puerto Ethernet 
- Controlar los diferentes periféricos correctamente 
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3.- Diseño de la aplicación para Linux 
 
Una vez obtenidas las partes de Hardware y Software críticas para ejecutar el sistema 
operativo en la placa de desarrollo, quedará diseñar una aplicación que demuestre el 
correcto funcionamiento de la placa de desarrollo, así como las diferentes capas del 
diseño, esto es, Microblaze, sus periféricos y Linux. 
Para ello se diseñará una aplicación cuyos objetivos principales son los siguientes: 
 
- Hacer uso de los periféricos 
- Mostrar información obtenida desde la UART y/o GPIOs 
- Crear un entorno web con información obtenida desde los periféricos 
- Permitir la interacción desde la web con los propios periféricos 
En cuanto a los objetivos principales del proyecto, son los siguientes: 
 
- Diseñar e implementar sobre una FPGA Virtex-5 el sistema microprocesador 
Microblaze, incluyendo los elementos anteriormente mencionados. 
 
- Compilar e implementar sobre la memoria RAM de la placa de desarrollo un 
kernel Linux personalizado para trabajar con los elementos que forman parte de 
Microblaze, así como los periféricos añadidos. 
 
- Diseñar y ejecutar sobre Linux una aplicación a modo de servidor web desde la 
FPGA, con la finalidad de interactuar con los sensores y actuadores asociados 
a los periféricos de Microblaze. 
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DISEÑO DEL SISTEMA MICROPROCESADOR (SOFTCORE MICROBLAZE) 
En este capítulo se describen los pasos del diseño del sistema procesador, para ello 
hace una breve descripción de la herramienta XPS proporcionada por Xilinx. Una vez 
descrita la herramienta de desarrollo del sistema microprocesador, se pasa a la 
descripción del proceso de diseño de Microblaze, dividiéndolo en tres pasos, 
configuración del proyecto, configuración de Microblaze y compilación del diseño final. 
 
2.1 Software empleado para el desarrollo del hardware 
 
Para el desarrollo del sistema microprocesador la herramienta XPS de Xilinx, ésta y 
otras herramientas necesarias para el desarrollo del proyecto se encuentran dentro de 
la ISE Design Suite 14.7 de Xilinx. 
XPS son las siglas de Xilinx Platform Studio, ésta herramienta permitirá crear y 
configurar el sistema microprocesador softcore, así como añadir los periféricos 
deseados, de forma que el diseño sea completamente compatible con la FPGA 
empleada, en este caso la Virtex-5. 
 
 
Figura 9: Herramienta Xilinx XPS 
2.2 Diseño de la parte hardware 
 
El diseño del softcore consta básicamente de tres pasos, el primero, la creación del 
proyecto en base a la FPGA a emplear, el segundo, configurar el softcore Microblaze 
para que cumpla con las especificaciones deseadas y el tercero, exportar el diseño de 
forma que se obtenga el fichero a cargar sobre la FPGA. 
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2.2.1 Creación del proyecto para la placa de desarrollo empleada 
 
El primer paso necesario para poder diseñar el sistema basado en Microblaze es 
configurar el proyecto en base a la placa de desarrollo a emplear, en este caso la Avnet 
Virtex-5 LX-50 Evaluation Board. El proceso se muestra a continuación. 
 
Para poder implementar el softcore, es necesario configurar el tipo de bus deseado, en 
este caso, la placa de desarrollo empleada, que cuenta con una FPGA de la familia 
Virtex-5 solamente es compatible con PLB (Processor Local Bus), existe otra variante 
de bus más moderna, el AXI (Advanced eXtensible Interface), sin embargo, la FPGA 
empleada solamente es compatible con PLB, por lo que se selecciona esa opción.  
 
 
Figura 10: XPS - Selección del tipo de BUS del sistema 
Tras configurar el tipo de bus, es necesario escoger entre las diferentes placas de 
desarrollo compatibles con la versión ISE 14.7. Por tanto se debe escoger la Avnet LX-
50, de forma que el entorno seleccione qué chip de las diferentes variantes de Virtex-5 
es el que está integrado, tal y como muestra la Figura 11. 
 
 
Figura 11: XPS - Selección de la placa de desarrollo 
Tras configurar la placa de desarrollo, XPS permite escoger entre la creación de un 
sistema mono núcleo o multi núcleo, por lo que en este paso se escoge sistema mono 
núcleo y en el posterior paso se escoge el reloj de referencia de Microblaze a la 
velocidad más elevada que permita la placa, en este caso 100MHz. 
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Una vez escogido el procesador y la velocidad de procesado, el entorno permite 
seleccionar algunos de los periféricos compatibles con la placa de desarrollo, en este 
paso se añaden algunos como la UART para comunicación, el controlador Ethernet, los 
diferentes controladores GPIO para los elementos soldados en la placa, el timer doble 
y el controlador de memoria RAM. Por lo que, a posteriori será necesario añadir algunos 
periféricos extra. 
 
Figura 13: XPS - Selección inicial de periféricos 
En este paso, es importante destacar que es necesario activar las interrupciones para 
cada uno de los periféricos, de otra forma no funcionarán correctamente bajo Linux. 
Figura 12: XPS - Configuración inicial del sistema procesador 
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Tras configurar los periféricos iniciales, solamente queda configurar la memoria caché, 
que posteriormente puede modificarse dentro de la configuración de Microblaze.  
 
 
Figura 14: XPS - Configuración memoria Caché 
Una vez configurada la memoria cache se muestra un pequeño resumen del sistema 
creado y se puede pasar a la configuración del softcore. 
 
2.2.2 Configuración de Microblaze y los periféricos 
 
2.2.2.1 Configuración de Microblaze 
 
Tras crear el proyecto se debe configurar correctamente Microblaze para que sea capaz 
de ejecutar Linux a posteriori. Para ello, el primer paso es seleccionar la instancia 
“microblaze_0” para poder acceder a su configuración. 
 
 
Figura 15: XPS - Panel de configuración de Microblaze 
Dentro del panel de configuración de Microblaze se pueden configurar los elementos 
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necesarios como la unidad de gestión de memoria, tamaño de la memoria caché, divisor, 
multiplicador, etc. 
En la configuración general, se activan los diferentes parámetros para incluir en el 
diseño el hardware de multiplicación, división y barrel shifter, el resto de parámetros son 
opcionales. 
 
Figura 16: XPS - Microblaze configuración general 
A continuación, en la pestaña de Excepciones, se deshabilitan para ahorrar algo de área 
de la FPGA. 
 
Figura 17: XPS - Microblaze configuración de excepciones 
Tras desactivar las excepciones se debe configurar la MMU dado que es un elemento 
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indispensable para poder ejecutar Linux con Microblaze.  
 
 
Figura 18: XPS - Microblaze configuración de la MMU 




Figura 19: XPS - Microblaze configuración del PVR 
  
Implementación de un kernel Linux sobre un procesador tipo software utilizando una FPGA 
Daniel Vaquerizo Cid 
26 
 
2.2.2.2 Configuración de los periféricos 
 
Tras configurar los elementos “internos” de Microblaze es necesario añadir algunos 
periféricos para ajustar el diseño al sistema propuesto anteriormente. 
 
 
Figura 20: XPS - Periféricos iniciales Microblaze 
Para cumplir con las especificaciones anteriormente indicadas, es necesario añadir una 
segunda unidad UART y un controlador GPIO extra.  
Para añadir periféricos se hace uso de IPs (Intellectual Properties) de Xilinx, que son 
instancias extra, compatibles con Microblaze, con multitud de funcionalidades, como lo 
son la UART o el controlador de los GPIO, por ejemplo. En la siguiente figura se 
muestran algunas de las IPs disponibles. 
 
 
Figura 21: XPS - IPs disponibles para Microblaze 
Tras añadir los periféricos deseados, la lista de elementos asociados a Microblaze 
queda de la siguiente forma. 
 
 
Figura 22: XPS - Periféricos finales Microblaze 
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Una vez el diseño cumple con lo establecido en el sistema propuesto y los objetivos, se 
debe ajustar la dirección de los diferentes periféricos, ya que es necesario fijar la 
dirección inicial de la memoria RAM en 0xC0000000 para poder ejecutar Linux 
posteriormente. 
Para ello, se modifica manualmente la dirección de la memoria RAM y se recalculan el 
resto de direcciones. 
 
 
Figura 23: XPS - Dirección de memoria de los elementos del softcore 
Posteriormente se deben configurar las conexiones de cada una de las instancias para 
decidir cuáles van a ir hacia el exterior de la FPGA y si serán entradas, salidas, o ambos. 
Una vez realizadas todas las modificaciones sobre el hardware, se pueden ver los 
cambios realizados en el fichero de descripción del sistema (.mhs), cabe destacar que 
los ajustes realizados de forma gráfica también se pueden realizar directamente sobre 
el fichero de texto. 
A continuación, se muestran los diferentes fragmentos del fichero. 
En este primer fragmento se muestran las descripciones de los puertos de cada una 
de las instancias, así como su tipo (entrada / salida), tamaño (1 bit o varios), etc. 
 PARAMETER VERSION = 2.1.0 
 PORT fpga_0_LEDs_4Bit_GPIO_IO_O_pin = fpga_0_LEDs_4Bit_GPIO_IO_O_pin, DIR = O, VEC = [0:3] 
 PORT fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin = fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin, DIR = I, VEC = [0:3] 
 PORT fpga_0_Push_Buttons_3Bit_GPIO_IO_I_pin = fpga_0_Push_Buttons_3Bit_GPIO_IO_I_pin, DIR = I, VEC = [0:2] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_pin, DIR = O, VEC = [1:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_n_pin, DIR = O, VEC = [1:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_CE_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CE_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_CS_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CS_n_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_ODT_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_ODT_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_RAS_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_RAS_n_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_CAS_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CAS_n_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_WE_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_WE_n_pin, DIR = O 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_BankAddr_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_BankAddr_pin, DIR = O, VEC = [1:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin, DIR = O, VEC = [12:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin, DIR = IO, VEC = [31:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin, DIR = O, VEC = [3:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin, DIR = IO, VEC = [3:0] 
 PORT fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin, DIR = IO, VEC = [3:0] 
 PORT fpga_0_Ethernet_MAC_PHY_tx_clk_pin = fpga_0_Ethernet_MAC_PHY_tx_clk_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_rx_clk_pin = fpga_0_Ethernet_MAC_PHY_rx_clk_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_crs_pin = fpga_0_Ethernet_MAC_PHY_crs_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_dv_pin = fpga_0_Ethernet_MAC_PHY_dv_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_rx_data_pin = fpga_0_Ethernet_MAC_PHY_rx_data_pin, DIR = I, VEC = [3:0] 
 PORT fpga_0_Ethernet_MAC_PHY_col_pin = fpga_0_Ethernet_MAC_PHY_col_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_rx_er_pin = fpga_0_Ethernet_MAC_PHY_rx_er_pin, DIR = I 
 PORT fpga_0_Ethernet_MAC_PHY_rst_n_pin = fpga_0_Ethernet_MAC_PHY_rst_n_pin, DIR = O 
 PORT fpga_0_Ethernet_MAC_PHY_tx_en_pin = fpga_0_Ethernet_MAC_PHY_tx_en_pin, DIR = O 
 PORT fpga_0_Ethernet_MAC_PHY_tx_data_pin = fpga_0_Ethernet_MAC_PHY_tx_data_pin, DIR = O, VEC = [3:0] 
 PORT fpga_0_Ethernet_MAC_PHY_MDC_pin = fpga_0_Ethernet_MAC_PHY_MDC_pin, DIR = O 
 PORT fpga_0_Ethernet_MAC_PHY_MDIO_pin = fpga_0_Ethernet_MAC_PHY_MDIO_pin, DIR = IO 
 PORT fpga_0_Ethernet_MAC_TXER_pin = net_gnd, DIR = O 
 PORT fpga_0_RS232_RX_pin = fpga_0_RS232_RX_pin, DIR = I 
 PORT fpga_0_RS232_TX_pin = fpga_0_RS232_TX_pin, DIR = O 
 PORT fpga_0_clk_1_sys_clk_pin = CLK_S, DIR = I, SIGIS = CLK, CLK_FREQ = 100000000 
 PORT fpga_0_rst_1_sys_rst_pin = sys_rst_s, DIR = I, SIGIS = RST, RST_POLARITY = 1 
 PORT xps_gpio_0_GPIO_IO_O_pin = xps_gpio_0_GPIO_IO_O, DIR = O, VEC = [0:3] 
 PORT xps_uartlite_0_RX_pin = xps_uartlite_0_RX, DIR = I 
 PORT xps_uartlite_0_TX_pin = xps_uartlite_0_TX, DIR = O 
 
Figura 24: Fichero de descripción .MHS - Puertos 
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En este segundo fragmento se muestran las instancias referentes a Microblaze, se 
pueden ver las configuraciones del softcore, memoria bram, el bus de memoria local y 
el bus master PLB. A continuación, se muestra el siguiente fragmento donde se pueden 
ver los diferentes periféricos que se habían añadido al sistema. 
  
BEGIN microblaze 
 PARAMETER INSTANCE = microblaze_0 
 PARAMETER C_USE_BARREL = 1 
 PARAMETER C_USE_FPU = 1 
 PARAMETER C_DEBUG_ENABLED = 1 
 PARAMETER C_ICACHE_BASEADDR = 0xc0000000 
 PARAMETER C_ICACHE_HIGHADDR = 0xc3ffffff 
 PARAMETER C_CACHE_BYTE_SIZE = 16384 
 PARAMETER C_ICACHE_ALWAYS_USED = 1 
 PARAMETER C_DCACHE_BASEADDR = 0xc0000000 
 PARAMETER C_DCACHE_HIGHADDR = 0xc3ffffff 
 PARAMETER C_DCACHE_BYTE_SIZE = 16384 
 PARAMETER C_DCACHE_ALWAYS_USED = 1 
 PARAMETER HW_VER = 8.50.c 
 PARAMETER C_USE_ICACHE = 1 
 PARAMETER C_USE_DCACHE = 1 
 PARAMETER C_USE_MMU = 3 
 PARAMETER C_MMU_ITLB_SIZE = 1 
 PARAMETER C_MMU_ZONES = 2 
 PARAMETER C_OPCODE_0x0_ILLEGAL = 1 
 PARAMETER C_USE_HW_MUL = 2 
 PARAMETER C_USE_DIV = 1 
 BUS_INTERFACE DPLB = mb_plb 
 BUS_INTERFACE IPLB = mb_plb 
 BUS_INTERFACE DXCL = microblaze_0_DXCL 
 BUS_INTERFACE IXCL = microblaze_0_IXCL 
 BUS_INTERFACE DEBUG = microblaze_0_mdm_bus 
 BUS_INTERFACE DLMB = dlmb 
 BUS_INTERFACE ILMB = ilmb 
 PORT MB_RESET = mb_reset 




 PARAMETER INSTANCE = mb_plb 
 PARAMETER HW_VER = 1.05.a 
 PORT PLB_Clk = clk_100_0000MHzPLL0 




 PARAMETER INSTANCE = ilmb 
 PARAMETER HW_VER = 2.00.b 
 PORT LMB_Clk = clk_100_0000MHzPLL0 




 PARAMETER INSTANCE = dlmb 
 PARAMETER HW_VER = 2.00.b 
 PORT LMB_Clk = clk_100_0000MHzPLL0 




 PARAMETER INSTANCE = dlmb_cntlr 
 PARAMETER HW_VER = 3.10.c 
 PARAMETER C_BASEADDR = 0x00000000 
 PARAMETER C_HIGHADDR = 0x00001fff 
 BUS_INTERFACE SLMB = dlmb 




 PARAMETER INSTANCE = ilmb_cntlr 
 PARAMETER HW_VER = 3.10.c 
 PARAMETER C_BASEADDR = 0x00000000 
 PARAMETER C_HIGHADDR = 0x00001fff 
 BUS_INTERFACE SLMB = ilmb 




 PARAMETER INSTANCE = lmb_bram 
 PARAMETER HW_VER = 1.00.a 
 BUS_INTERFACE PORTA = ilmb_port 
 BUS_INTERFACE PORTB = dlmb_port 
END 
Figura 25: Fichero de descripción .MHS – Microblaze y Buses 
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En el tercer fragmento se pueden ver algunos de los periféricos asociados a Microblaze, 
así como las diferentes opciones de configuración asociadas a cada uno de los 
elementos. Se puede ver, por ejemplo, los diferentes GPIOs, según si son solamente 
entradas, salidas o ambos, la velocidad de la instancia RS232 que es 115200bps y la 
de la xps_uart_lite0 es 9600bps, las direcciones de cada periférico, entre otros… 
BEGIN xps_gpio 
 PARAMETER INSTANCE = LEDs_4Bit 
 PARAMETER C_ALL_INPUTS = 0 
 PARAMETER C_GPIO_WIDTH = 4 
 PARAMETER C_INTERRUPT_PRESENT = 1 
 PARAMETER C_IS_DUAL = 0 
 PARAMETER HW_VER = 2.00.a 
 PARAMETER C_BASEADDR = 0x81440000 
 PARAMETER C_HIGHADDR = 0x8144ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT IP2INTC_Irpt = LEDs_4Bit_IP2INTC_Irpt 




 PARAMETER INSTANCE = DIP_Switches_4Bit 
 PARAMETER C_ALL_INPUTS = 1 
 PARAMETER C_GPIO_WIDTH = 4 
 PARAMETER C_INTERRUPT_PRESENT = 1 
 PARAMETER C_IS_DUAL = 0 
 PARAMETER HW_VER = 2.00.a 
 PARAMETER C_BASEADDR = 0x81460000 
 PARAMETER C_HIGHADDR = 0x8146ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT IP2INTC_Irpt = DIP_Switches_4Bit_IP2INTC_Irpt 




 PARAMETER INSTANCE = Push_Buttons_3Bit 
 PARAMETER C_ALL_INPUTS = 1 
 PARAMETER C_GPIO_WIDTH = 3 
 PARAMETER C_INTERRUPT_PRESENT = 1 
 PARAMETER C_IS_DUAL = 0 
 PARAMETER HW_VER = 2.00.a 
 PARAMETER C_BASEADDR = 0x81420000 
 PARAMETER C_HIGHADDR = 0x8142ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT IP2INTC_Irpt = Push_Buttons_3Bit_IP2INTC_Irpt 




 PARAMETER INSTANCE = xps_gpio_0 
 PARAMETER HW_VER = 2.00.a 
 PARAMETER C_INTERRUPT_PRESENT = 1 
 PARAMETER C_GPIO_WIDTH = 4 
 PARAMETER C_BASEADDR = 0x81400000 
 PARAMETER C_HIGHADDR = 0x8140ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT GPIO_IO_O = xps_gpio_0_GPIO_IO_O 




 PARAMETER INSTANCE = xps_uartlite_0 
 PARAMETER C_BAUDRATE = 9600 
 PARAMETER C_DATA_BITS = 8 
 PARAMETER C_USE_PARITY = 0 
 PARAMETER C_ODD_PARITY = 0 
 PARAMETER HW_VER = 1.02.a 
 PARAMETER C_BASEADDR = 0x84000000 
 PARAMETER C_HIGHADDR = 0x8400ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT Interrupt = xps_uartlite_0_Interrupt 
 PORT RX = xps_uartlite_0_RX 




 PARAMETER INSTANCE = RS232 
 PARAMETER C_BAUDRATE = 115200 
 PARAMETER C_DATA_BITS = 8 
 PARAMETER C_USE_PARITY = 0 
 PARAMETER C_ODD_PARITY = 0 
 PARAMETER HW_VER = 1.02.a 
 PARAMETER C_BASEADDR = 0x84020000 
 PARAMETER C_HIGHADDR = 0x8402ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT RX = fpga_0_RS232_RX_pin 
 PORT TX = fpga_0_RS232_TX_pin 
 PORT Interrupt = RS232_Interrupt 
END 
 
Figura 26: Fichero de descripción .MHS – Periféricos asociados a 
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En este cuarto fragmento de descripción, se pueden ver los periféricos más voluminosos 
en cuanto a área de FPGA, son el controlador de memoria RAM y Ethernet.  
En sus instancias se pueden ver las direcciones de memoria que tienen configuradas 
(que en caso de la RAM es la anteriormente indicada 0xC0000000), puertos asociados 











 PARAMETER INSTANCE = DDR2_SDRAM_16Mx32 
 PARAMETER C_NUM_PORTS = 2 
 PARAMETER C_NUM_IDELAYCTRL = 2 
 PARAMETER C_IDELAYCTRL_LOC = IDELAYCTRL_X0Y4-IDELAYCTRL_X2Y4 
 PARAMETER C_MEM_PARTNO = mt47h16m16-5e 
 PARAMETER C_MEM_CLK_WIDTH = 2 
 PARAMETER C_MEM_ODT_WIDTH = 1 
 PARAMETER C_MEM_CE_WIDTH = 1 
 PARAMETER C_MEM_CS_N_WIDTH = 1 
 PARAMETER C_MEM_DATA_WIDTH = 32 
 PARAMETER C_DDR2_DQSN_ENABLE = 1 
 PARAMETER C_PIM0_BASETYPE = 1 
 PARAMETER C_PIM1_BASETYPE = 1 
 PARAMETER HW_VER = 6.06.a 
 PARAMETER C_MPMC_BASEADDR = 0xc0000000 
 PARAMETER C_MPMC_HIGHADDR = 0xc3ffffff 
 BUS_INTERFACE XCL0 = microblaze_0_IXCL 
 BUS_INTERFACE XCL1 = microblaze_0_DXCL 
 PORT MPMC_Clk0 = clk_200_0000MHzPLL0 
 PORT MPMC_Clk0_DIV2 = clk_100_0000MHzPLL0 
 PORT MPMC_Clk90 = clk_200_0000MHz90PLL0 
 PORT MPMC_Clk_200MHz = clk_200_0000MHzPLL0 
 PORT MPMC_Rst = sys_periph_reset 
 PORT DDR2_Clk = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_pin 
 PORT DDR2_Clk_n = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_n_pin 
 PORT DDR2_CE = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CE_pin 
 PORT DDR2_CS_n = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CS_n_pin 
 PORT DDR2_ODT = fpga_0_DDR2_SDRAM_16Mx32_DDR2_ODT_pin 
 PORT DDR2_RAS_n = fpga_0_DDR2_SDRAM_16Mx32_DDR2_RAS_n_pin 
 PORT DDR2_CAS_n = fpga_0_DDR2_SDRAM_16Mx32_DDR2_CAS_n_pin 
 PORT DDR2_WE_n = fpga_0_DDR2_SDRAM_16Mx32_DDR2_WE_n_pin 
 PORT DDR2_BankAddr = fpga_0_DDR2_SDRAM_16Mx32_DDR2_BankAddr_pin 
 PORT DDR2_Addr = fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin 
 PORT DDR2_DQ = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin 
 PORT DDR2_DM = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin 
 PORT DDR2_DQS = fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin 




 PARAMETER INSTANCE = Ethernet_MAC 
 PARAMETER HW_VER = 4.00.a 
 PARAMETER C_BASEADDR = 0x81000000 
 PARAMETER C_HIGHADDR = 0x8100ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT PHY_tx_clk = fpga_0_Ethernet_MAC_PHY_tx_clk_pin 
 PORT PHY_rx_clk = fpga_0_Ethernet_MAC_PHY_rx_clk_pin 
 PORT PHY_crs = fpga_0_Ethernet_MAC_PHY_crs_pin 
 PORT PHY_dv = fpga_0_Ethernet_MAC_PHY_dv_pin 
 PORT PHY_rx_data = fpga_0_Ethernet_MAC_PHY_rx_data_pin 
 PORT PHY_col = fpga_0_Ethernet_MAC_PHY_col_pin 
 PORT PHY_rx_er = fpga_0_Ethernet_MAC_PHY_rx_er_pin 
 PORT PHY_rst_n = fpga_0_Ethernet_MAC_PHY_rst_n_pin 
 PORT PHY_tx_en = fpga_0_Ethernet_MAC_PHY_tx_en_pin 
 PORT PHY_tx_data = fpga_0_Ethernet_MAC_PHY_tx_data_pin 
 PORT PHY_MDC = fpga_0_Ethernet_MAC_PHY_MDC_pin 
 PORT IP2INTC_Irpt = Ethernet_MAC_IP2INTC_Irpt 
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En el fragmento final del fichero se pueden encontrar las instancias correspondientes al 
generador de la señal de reloj, la gestión del reset, módulo de debug y el controlador de 
interrupciones, donde se pueden ver las interrupciones de cada uno de los periféricos 
anteriormente comentados. 
 
2.2.2.3 Configuración de las restricciones del diseño 
 
Tras analizar el fichero de descripción del hardware, se pasa a analizar el fichero de 
restricciones de diseño, que permiten escoger en que pines “físicos” se conectan las 
diferentes instancias del diseño de Microblaze. Para indicar a XPS éstas restricciones 
se debe modificar el fichero .ucf, que contiene las restricciones del diseño que se va a 






 PARAMETER INSTANCE = clock_generator_0 
 PARAMETER C_CLKIN_FREQ = 100000000 
 PARAMETER C_CLKOUT0_FREQ = 100000000 
 PARAMETER C_CLKOUT0_PHASE = 0 
 PARAMETER C_CLKOUT0_GROUP = PLL0 
 PARAMETER C_CLKOUT0_BUF = TRUE 
 PARAMETER C_CLKOUT1_FREQ = 200000000 
 PARAMETER C_CLKOUT1_PHASE = 90 
 PARAMETER C_CLKOUT1_GROUP = PLL0 
 PARAMETER C_CLKOUT1_BUF = TRUE 
 PARAMETER C_CLKOUT2_FREQ = 200000000 
 PARAMETER C_CLKOUT2_PHASE = 0 
 PARAMETER C_CLKOUT2_GROUP = PLL0 
 PARAMETER C_CLKOUT2_BUF = TRUE 
 PARAMETER C_EXT_RESET_HIGH = 1 
 PARAMETER HW_VER = 4.03.a 
 PORT CLKIN = CLK_S 
 PORT CLKOUT0 = clk_100_0000MHzPLL0 
 PORT CLKOUT1 = clk_200_0000MHz90PLL0 
 PORT CLKOUT2 = clk_200_0000MHzPLL0 
 PORT RST = sys_rst_s 




 PARAMETER INSTANCE = mdm_0 
 PARAMETER C_MB_DBG_PORTS = 1 
 PARAMETER C_USE_UART = 0 
 PARAMETER HW_VER = 2.10.a 
 BUS_INTERFACE MBDEBUG_0 = microblaze_0_mdm_bus 




 PARAMETER INSTANCE = proc_sys_reset_0 
 PARAMETER C_EXT_RESET_HIGH = 1 
 PARAMETER HW_VER = 3.00.a 
 PORT Slowest_sync_clk = clk_100_0000MHzPLL0 
 PORT Ext_Reset_In = sys_rst_s 
 PORT MB_Debug_Sys_Rst = Debug_SYS_Rst 
 PORT Dcm_locked = Dcm_all_locked 
 PORT MB_Reset = mb_reset 
 PORT Bus_Struct_Reset = sys_bus_reset 




 PARAMETER INSTANCE = xps_intc_0 
 PARAMETER HW_VER = 2.01.a 
 PARAMETER C_BASEADDR = 0x81800000 
 PARAMETER C_HIGHADDR = 0x8180ffff 
 BUS_INTERFACE SPLB = mb_plb 
 PORT Intr = LEDs_4Bit_IP2INTC_Irpt & DIP_Switches_4Bit_IP2INTC_Irpt & Push_Buttons_3Bit_IP2INTC_Irpt & Ethernet_MAC_IP2INTC_Irpt & 
RS232_Interrupt & xps_timer_0_Interrupt & xps_gpio_0_IP2INTC_Irpt & xps_uartlite_0_Interrupt 
 PORT Irq = microblaze_0_Interrupt 
END 
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Implementación de un kernel Linux sobre un procesador tipo software utilizando una FPGA 
Daniel Vaquerizo Cid 
32 
 
Para poder modificar el fichero de restricciones es necesario consultar la documentación 
de la placa [1], donde se puede ver a que corresponde cada pin, y por tanto configurar 
correctamente las restricciones.  
Los GPIOs para los Leds, Switchs y Botones, son elementos soldados en la placa, tal y 
como muestra la Figura 29, por lo que su localización y conexionado viene fijada por el 
fabricante.  
 
Figura 29: Placa de desarrollo Avnet Virtex-5 LX50 
La Tabla 6 muestra la correspondencia entre los elementos mencionados y los pines 
físicos de la FPGA. 












Tabla 6: Localización de los elementos 
Una vez conocida la localización de los elementos físicos de la placa, se puede añadir 
la restricción en el fichero .ucf, teniendo en cuenta que deben corresponder con los 
puertos de salida de cada una de las instancias GPIO que se habían añadido 
anteriormente durante el diseño de Microblaze. La primera parte del fichero queda de la 
siguiente forma: 
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Posteriormente, es necesario añadir las restricciones referentes a las UART y el último 
controlador para GPIOs. 
Para la primera UART, que irá conectada al puerto RS232 de la placa de desarrollo, es 
necesario consultar de nuevo la documentación de la placa [1] para encontrar a qué 
pines corresponde. 
Nodo Virtex-5 Pin 
RS232_RXD AB7 
RS232_TXD AC6 
Tabla 7: Localización del puerto RS232 
A continuación, es necesario decidir a qué pines van a ir conectadas las últimas 
instancias de GPIO y UART. La conexión de estos elementos es de libre elección, 
siempre y cuando se encuentren dentro del conector JP11 de la placa de desarrollo.  
Las ubicaciones escogidas son las siguientes: 







Tabla 8: Localización de elementos del usuario 
Tras escoger la ubicación, el siguiente fragmento tiene el siguiente aspecto. Tal y como 
se puede observar, los pines escogidos van asociados a cada uno de los puertos de las 
instancias de gpio_0 y uartlite_0. 
Por último y para finalizar con la configuración de las restricciones, se muestra la 
Net fpga_0_LEDs_4Bit_GPIO_IO_O_pin<0> LOC=E11 | IOSTANDARD = LVCMOS25; 
Net fpga_0_LEDs_4Bit_GPIO_IO_O_pin<1> LOC=E17 | IOSTANDARD = LVCMOS25; 
Net fpga_0_LEDs_4Bit_GPIO_IO_O_pin<2> LOC=F10 | IOSTANDARD = LVCMOS25; 
Net fpga_0_LEDs_4Bit_GPIO_IO_O_pin<3> LOC=F19 | IOSTANDARD = LVCMOS25; 
Net fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin<0> LOC=B26 | IOSTANDARD = LVCMOS18; 
Net fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin<1> LOC=C26 | IOSTANDARD = LVCMOS18; 
Net fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin<2> LOC=D26 | IOSTANDARD = LVCMOS18; 
Net fpga_0_DIP_Switches_4Bit_GPIO_IO_I_pin<3> LOC=D25 | IOSTANDARD = LVCMOS18; 
Net fpga_0_Push_Buttons_3Bit_GPIO_IO_I_pin<0> LOC=B2  |  PULLUP  | IOSTANDARD = LVCMOS18; 
Net fpga_0_Push_Buttons_3Bit_GPIO_IO_I_pin<1> LOC=E8  |  PULLUP  | IOSTANDARD = LVCMOS25; 
Net fpga_0_Push_Buttons_3Bit_GPIO_IO_I_pin<2> LOC=F17  |  PULLUP  | IOSTANDARD = LVCMOS25; 
 
Net fpga_0_RS232_RX_pin LOC=AB7 | IOSTANDARD = LVCMOS33; 
Net fpga_0_RS232_TX_pin LOC=AC6 | IOSTANDARD = LVCMOS33; 
Net xps_uartlite_0_RX_pin LOC = U6 | IOSTANDARD = LVCMOS33;   
Net xps_uartlite_0_TX_pin LOC = Y3 | IOSTANDARD = LVCMOS33;  
Net xps_gpio_0_GPIO_IO_O_pin<0> LOC=V7 | IOSTANDARD = LVCMOS33; 
Net xps_gpio_0_GPIO_IO_O_pin<1> LOC=W6 | IOSTANDARD = LVCMOS33; 
Net xps_gpio_0_GPIO_IO_O_pin<2> LOC=T5 | IOSTANDARD = LVCMOS33; 
Net xps_gpio_0_GPIO_IO_O_pin<3> LOC=T7 | IOSTANDARD = LVCMOS33; 
 
 
Figura 30: Fichero de restricciones .ucf – GPIOs de elementos soldados en 
la placa 
Figura 31: Fichero de restricciones .ucf – GPIO y UART del usuario 
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configuración correspondiente al controlador de memoria RAM y la comunicación vía 
Ethernet. Cabe destacar que las asignaciones de pines correspondientes se realizan 
automáticamente al añadir sus IPs, así como las del clock y reset. 
  
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_pin<0> LOC=A18  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_pin<1> LOC=B9  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_n_pin<0> LOC=A19  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Clk_n_pin<1> LOC=B10  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_CE_pin LOC=A17  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_CS_n_pin LOC=D10  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_ODT_pin LOC=C9  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_RAS_n_pin LOC=A10  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_CAS_n_pin LOC=D11  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_WE_n_pin LOC=B17  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_BankAddr_pin<0> LOC=C13  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_BankAddr_pin<1> LOC=D16  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<0> LOC=B11  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<1> LOC=A14  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<2> LOC=C11  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<3> LOC=A12  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<4> LOC=C12  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<5> LOC=B12  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<6> LOC=B16  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<7> LOC=C14  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<8> LOC=B15  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<9> LOC=B14  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<10> LOC=A13  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<11> LOC=A15  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_Addr_pin<12> LOC=C16  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<0> LOC=B24  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<1> LOC=D24  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<2> LOC=B25  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<3> LOC=C24  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<4> LOC=C23  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<5> LOC=A25  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<6> LOC=D23  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<7> LOC=A23  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<8> LOC=C21  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<9> LOC=B19  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<10> LOC=D21  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<11> LOC=C18  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<12> LOC=D18  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<13> LOC=C22  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<14> LOC=D20  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<15> LOC=B21  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<16> LOC=B5  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<17> LOC=D5  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<18> LOC=A5  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<19> LOC=C6  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<20> LOC=C7  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<21> LOC=B6  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<22> LOC=D6  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<23> LOC=A4  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<24> LOC=A3  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<25> LOC=C2  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<26> LOC=B4  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<27> LOC=D1  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<28> LOC=C1  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQ_pin<29> LOC=C4  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin<0> LOC=B22  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin<1> LOC=A22  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin<2> LOC=A8  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DM_pin<3> LOC=A9  |  IOSTANDARD = SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin<0> LOC=A20  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin<1> LOC=C19  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin<2> LOC=D8  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_pin<3> LOC=B7  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin<0> LOC=B20  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin<1> LOC=D19  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin<2> LOC=C8  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_DDR2_SDRAM_16Mx32_DDR2_DQS_n_pin<3> LOC=A7  |  IOSTANDARD = DIFF_SSTL18_II; 
Net fpga_0_Ethernet_MAC_PHY_tx_clk_pin LOC=AC17 | IOSTANDARD = LVCMOS25  |  PERIOD=40000 ps; 
Net fpga_0_Ethernet_MAC_PHY_rx_clk_pin LOC=AC8 | IOSTANDARD = LVCMOS25  |  PERIOD=40000 ps; 
Net fpga_0_Ethernet_MAC_PHY_crs_pin LOC=AE13 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_dv_pin LOC=AE12 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rx_data_pin<0> LOC=AE8 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rx_data_pin<1> LOC=AF9 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rx_data_pin<2> LOC=AD9 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rx_data_pin<3> LOC=AF10 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_col_pin LOC=AC13 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rx_er_pin LOC=AB12 | IOSTANDARD = LVCMOS25  |  IOBDELAY=NONE; 
Net fpga_0_Ethernet_MAC_PHY_rst_n_pin LOC=AC14 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_tx_en_pin LOC=AF17 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_tx_data_pin<0> LOC=AD16 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_tx_data_pin<1> LOC=AE16 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_tx_data_pin<2> LOC=AE15 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_tx_data_pin<3> LOC=AF15 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_MDC_pin LOC=AE7 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_PHY_MDIO_pin LOC=AF7 | IOSTANDARD = LVCMOS25; 
Net fpga_0_Ethernet_MAC_TXER_pin LOC=AE17 | IOSTANDARD = LVCMOS25; 
Net fpga_0_clk_1_sys_clk_pin TNM_NET = sys_clk_pin; 
TIMESPEC TS_sys_clk_pin = PERIOD sys_clk_pin 100000 kHz; 
Net fpga_0_clk_1_sys_clk_pin TNM_NET = sys_clk_pin  |  LOC=E18 | IOSTANDARD = LVCMOS25; 
Net fpga_0_rst_1_sys_rst_pin TIG; 
Net fpga_0_rst_1_sys_rst_pin LOC=B1 | IOSTANDARD = LVCMOS18; 
 
Figura 32: Fichero de restricciones .ucf – Ethernet, RAM, reset y clock 
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2.2.3 Compilación del diseño hardware 
 
Una vez completada la configuración de Microblaze, sus periféricos y las restricciones 
del diseño, se puede proceder a compilar el diseño, con la finalidad de obtener el diseño 
implementable sobre la FPGA. 
Para ello es necesario emplear la opción “Export Design to SDK”, dentro del software 
XPS, dicha función se encargará de generar los diferentes ficheros necesarios para 
implementar el diseño sobre la FPGA y exportar el diseño al software SDK (Software 
Development Kit) de Xilinx, que se empleará posteriormente. 
 
 
Figura 33: XPS -  Export del diseño a SDK 
Tras finalizar la compilación del diseño, no deberían existir errores y por tanto se debería 
abrir el entorno de desarrollo SDK, sin embargo, en este caso, tras la configuración de 
los diferentes elementos, el diseño no es implementable sobre la FPGA escogida, 
debido a un uso excesivo de BRAMs. 
 
 
Figura 34: XPS - Errores en el Export del diseño a SDK 
Tras analizar el problema, se llega a la conclusión de que el elemento que más área 
está ocupando es la memoria caché escogida, por lo que reduciendo su tamaño de 64kB 
a 32kB o un valor inferior, el diseño sí es implementable y se puede exportar sin 
problemas a SDK. 
 
 
Figura 35: XPS - Final de compilación del diseño 
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Tras completar la compilación, se muestra el resumen de recursos de la FPGA 
empleados para la implementación de Microblaze y todos sus periféricos. 
Finalmente, una vez compilado y tras exportar el diseño a SDK, se muestra un resumen 
del hardware a implementar sobre la FPGA, en él se pueden ver los valores de las 
direcciones de cada uno de los periféricos, así como las numerosas IPs empleadas para 
crear el sistema. 
 
 
Figura 37: SDK - Resumen del hardware a implementar 
Una vez finalizado el diseño del hardware y obtenidos los ficheros de implementación 
del sistema softcore sobre la FPGA, se pasa a la parte de diseño software. 
 
Figura 36: XPS - Resumen de recursos empleados de la FPGA 
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DISEÑO DE LA PARTE SOFTWARE 
Este tercer capítulo se centra en el desarrollo de la parte software, esto es, el diseño y 
compilación del sistema operativo Linux capaz de ser ejecutado empleando Microblaze 
anteriormente desarrollado.  
Durante el capítulo se hace una breve descripción de la herramienta SDK, 
proporcionada por Xilinx, así como la herramienta de compilación del kernel Linux 3.8-
r1 necesario para obtener el sistema listo para ejecutar con el softcore.  
Posteriormente se divide el proceso de diseño en cuatro pasos, que son, la obtención 
de los elementos necesarios para poder compilar el sistema operativo Linux, la 
obtención del sistema de ficheros, la configuración del kernel y la compilación del mismo. 
 
3.1 Software empleado para el desarrollo del kernel 
 
Para la compilación del kernel son necesarias principalmente dos herramientas 
software, la primera es el software SDK, incluido en la suite ISE 14.7, que permitirá 
obtener la descripción del hardware diseñado, en este caso, Microblaze y los periféricos.  
 
La segunda es el kernel base 3.8-r1, que permite compilar el sistema operativo Linux 
para diferentes plataformas, en este caso Microblaze. Vale la pena destacar que el 
kernel Linux solamente puede compilarse bajo un entorno Linux, por lo que para tal 
finalidad se va a emplear Ubuntu. 
 
 
Figura 38: Kernel Linux 3.8-r1 - Menú de configuración 
  
3.2 Creación del kernel Linux para Microblaze 
 
La creación del kernel Linux se divide en 4 pasos principales, el primero de ellos consiste 
en obtener los ficheros necesarios para poder compilar el kernel, una vez obtenidos se 
procede a la obtención del sistema de ficheros, imprescindible para poder crear, 
modificar y guardar información tras el arranque del sistema Linux. 
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A continuación, con todos los elementos obtenidos se puede proceder a la configuración 
del kernel, y posteriormente a su compilación, para obtener el ejecutable que se cargará 
en la memoria RAM de la placa de desarrollo LX-50 de Avnet. 
 
 
3.2.1 Obtención de los ficheros necesarios 
 
El primer paso del proceso de obtención del kernel es la obtención de los ficheros 
necesarios para poder compilar el sistema operativo, para ello, el primer fichero 
imprescindible es la descripción del hardware, el llamado device-tree, que permitirá a la 
herramienta de compilación del sistema operativo Linux conocer las direcciones de los 
diferentes periféricos, memoria disponible, velocidad el procesador, etc. 
 
Para obtener el fichero de descripción de hardware es necesario emplear la herramienta 
anteriormente mencionada SDK ya que permitirá crear el fichero device-tree con la 
información sobre Microblaze. 
Antes de poder crearlo es necesario añadir al repositorio del proyecto de SDK un nuevo 
BSP (Board Support Package), dicho BSP se encarga de “traducir” las especificaciones 
de cada uno de los periféricos y de Microblaze a formato texto, dándoles el formato 
necesario para que la herramienta de compilación del kernel sea capaz de entenderlo, 
generando por tanto un fichero .dts. 
El BSP generador del device-tree se puede obtener desde el repositorio GitHub de Xilinx 
[2]. Una vez obtenido debe añadirse al repositorio de forma que los BSP disponibles 











Tras seleccionar el BSP para generar el device-tree, es necesario configurar algunas 
opciones como el dispositivo usado para comunicar con el sistema operativo y los 
argumentos de arranque.  
 
Figura 39: SDK - BSPs Antes/Después añadir el generador de device-tree 
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Figura 40: SDK - Configuración del BSP generador de device-tree 
En este caso, tal y como muestra la Figura 40, la consola será el RS232 y los 
argumentos de arranque serán "console=ttyUL0,115200 root=/dev/ram rw ip=on 
earlyprintk".  
Dichos argumentos indican al kernel que la consola es el dispositivo ttyUL0, que 
funciona a 115200bps, que el sistema de ficheros debe cargarse en memoria RAM 
permitiendo lectura y escritura, que existe un dispositivo de red y por último que muestre 
a través de la consola los pasos del arranque. 
Tras configurar el BSP correctamente, se comienza la compilación, tras finaliza se 
muestra el siguiente mensaje y se genera el fichero xilinx.dts, que contiene la 









A continuación, se muestra el contenido del fichero de descripción del hardware, en él, 
se pueden encontrar los datos relevantes de configuración de Microblaze y los 
periféricos. 
Figura 41: SDK - Obtención del fichero de descripción .dts 
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En este primer fragmento del fichero se puede encontrar la descripción de los 
argumentos de arranque, la dirección de la consola, en este caso la UART y la 
configuración de Microblaze. 
Realizando un pequeño análisis del fragmento se puede ver como se especifica el uso 
del bus PLB, que cuenta con multiplicador, divisor, unidad de coma flotante e incluso el 
barrel shifter. Además, se pueden ver las direcciones de memoria caché, frecuencia del 
reloj, etc. 
Después de la definición de la configuración de Microblaze aparecen los periféricos, que 




 #address-cells = <1>; 
 #size-cells = <1>; 
 compatible = "xlnx,microblaze"; 
 model = "Xilinx MicroBlaze"; 
 aliases { 
  ethernet0 = &ethernet_mac; 
  serial0 = &rs232; 
  serial1 = &xps_uartlite_0; 
 } ; 
 chosen { 
  bootargs = "console=ttyUL0,115200 root=/dev/ram rw ip=on earlyprintk"; 
  linux,stdout-path = "/plb@0/serial@84020000"; 
 } ; 
 cpus { 
  #address-cells = <1>; 
  #cpus = <0x1>; 
  #size-cells = <0>; 
  microblaze_0: cpu@0 { 
   bus-handle = <&mb_plb>;clock-frequency = <100000000>; 
   compatible = "xlnx,microblaze-8.50.c";d-cache-baseaddr = <0xc0000000>; 
   d-cache-highaddr = <0xc3ffffff>;d-cache-line-size = <0x10>; 
   d-cache-size = <0x8000>;device_type = "cpu"; 
   i-cache-baseaddr = <0xc0000000>;i-cache-highaddr = <0xc3ffffff>;i-cache-line-size = <0x10>; 
   i-cache-size = <0x8000>;interrupt-handle = <&xps_intc_0>; 
   model = "microblaze,8.50.c";reg = <0>; 
   timebase-frequency = <100000000>;xlnx,addr-tag-bits = <0xb>; 
   xlnx,allow-dcache-wr = <0x1>;xlnx,allow-icache-wr = <0x1>; 
   xlnx,area-optimized = <0x0>;xlnx,avoid-primitives = <0x0>; 
   xlnx,base-vectors = <0x0>;xlnx,branch-target-cache-size = <0x0>; 
   xlnx,cache-byte-size = <0x8000>;xlnx,d-axi = <0x0>; 
   xlnx,d-lmb = <0x1>;xlnx,d-plb = <0x1>; 
   xlnx,data-size = <0x20>;xlnx,dcache-addr-tag = <0xb>; 
   xlnx,dcache-always-used = <0x1>;xlnx,dcache-byte-size = <0x8000>; 
   xlnx,dcache-data-width = <0x0>;xlnx,dcache-force-tag-lutram = <0x0>; 
   xlnx,dcache-interface = <0x0>;xlnx,dcache-line-len = <0x4>; 
   xlnx,dcache-use-fsl = <0x1>;xlnx,dcache-use-writeback = <0x0>; 
   xlnx,dcache-victims = <0x0>;xlnx,debug-enabled = <0x1>; 
   xlnx,div-zero-exception = <0x0>;xlnx,dynamic-bus-sizing = <0x1>; 
   xlnx,ecc-use-ce-exception = <0x0>;xlnx,edge-is-positive = <0x1>; 
   xlnx,endianness = <0x0>;xlnx,fault-tolerant = <0x0>; 
   xlnx,fpu-exception = <0x0>;xlnx,freq = <0x5f5e100>; 
   xlnx,fsl-data-size = <0x20>;xlnx,fsl-exception = <0x0>; 
   xlnx,fsl-links = <0x0>;xlnx,i-axi = <0x0>; 
   xlnx,i-lmb = <0x1>;xlnx,i-plb = <0x1>;xlnx,icache-always-used = <0x1>; 
   xlnx,icache-data-width = <0x0>;xlnx,icache-force-tag-lutram = <0x0>; 
   xlnx,icache-interface = <0x0>;xlnx,icache-line-len = <0x4>; 
   xlnx,icache-streams = <0x0>;xlnx,icache-use-fsl = <0x1>; 
   xlnx,icache-victims = <0x0>;xlnx,ill-opcode-exception = <0x0>; 
   xlnx,instance = "microblaze_0";xlnx,interconnect = <0x1>; 
   xlnx,interrupt-is-edge = <0x0>;xlnx,lockstep-slave = <0x0>; 
   xlnx,mmu-dtlb-size = <0x4>;xlnx,mmu-itlb-size = <0x1>; 
   xlnx,mmu-privileged-instr = <0x0>;xlnx,mmu-tlb-access = <0x3>; 
   xlnx,mmu-zones = <0x2>;xlnx,number-of-pc-brk = <0x1>; 
   xlnx,number-of-rd-addr-brk = <0x0>;xlnx,number-of-wr-addr-brk = <0x0>; 
   xlnx,opcode-0x0-illegal = <0x1>;xlnx,optimization = <0x0>; 
   xlnx,pc-width = <0x20>;xlnx,pvr = <0x0>; 
   xlnx,pvr-user1 = <0x0>;xlnx,pvr-user2 = <0x0>; 
   xlnx,reset-msr = <0x0>;xlnx,sco = <0x0>; 
   xlnx,stream-interconnect = <0x0>;xlnx,unaligned-exceptions = <0x0>; 
   xlnx,use-barrel = <0x1>;xlnx,use-branch-target-cache = <0x0>; 
   xlnx,use-dcache = <0x1>;xlnx,use-div = <0x1>; 
   xlnx,use-ext-brk = <0x1>;xlnx,use-ext-nm-brk = <0x1>; 
   xlnx,use-extended-fsl-instr = <0x0>;xlnx,use-fpu = <0x1>; 
   xlnx,use-hw-mul = <0x2>;xlnx,use-icache = <0x1>; 
   xlnx,use-interrupt = <0x1>;xlnx,use-mmu = <0x3>; 
   xlnx,use-msr-instr = <0x1>;xlnx,use-pcmp-instr = <0x1>; 
   xlnx,use-reorder-instr = <0x1>;xlnx,use-stack-protection = <0x0>; 
  } ; 
Figura 42: Fichero de descripcion HW .dts - Descripción de Microblaze 
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En esta segunda parte del fichero se pueden encontrar las definiciones de los periféricos 
tales como la memoria RAM y sus direcciones de memoria inicial y final, los GPIO para 
los switchs y los Leds, con información sobre el número de entradas/salidas, la 
configuración de éstas por defecto y sus direcciones de memoria, y, por último, la 
definición del controlador ethernet, donde se puede ver la dirección MAC del dispositivo, 
direcciones y la configuración del mismo. 
 
  
 } ; 
 ddr2_sdram_16mx32: memory@c0000000 { 
  device_type = "memory"; 
  reg = <0xc0000000 0x4000000>; 
 } ; 
 mb_plb: plb@0 { 
  #address-cells = <1>; 
  #size-cells = <1>; 
  compatible = "xlnx,plb-v46-1.05.a", "xlnx,plb-v46-1.00.a", "simple-bus"; 
  ranges ; 
  dip_switches_4bit: gpio@81460000 { 
   #gpio-cells = <2>; 
   compatible = "xlnx,xps-gpio-2.00.a", "xlnx,xps-gpio-1.00.a"; 
   gpio-controller ; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <6 2>; 
   reg = <0x81460000 0x10000>; 
   xlnx,all-inputs = <0x1>; 
   xlnx,all-inputs-2 = <0x0>; 
   xlnx,dout-default = <0x0>; 
   xlnx,dout-default-2 = <0x0>; 
   xlnx,gpio-width = <0x4>; 
   xlnx,gpio2-width = <0x20>; 
   xlnx,interrupt-present = <0x1>; 
   xlnx,is-dual = <0x0>; 
   xlnx,tri-default = <0xffffffff>; 
   xlnx,tri-default-2 = <0xffffffff>; 
  } ; 
  ethernet_mac: ethernet@81000000 { 
   compatible = "xlnx,xps-ethernetlite-4.00.a", "xlnx,xps-ethernetlite-1.00.a"; 
   device_type = "network"; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <4 0>; 
   local-mac-address = [00 0a 35 00 00 00]; 
   phy-handle = <&phy0>; 
   reg = <0x81000000 0x10000>; 
   xlnx,duplex = <0x1>; 
   xlnx,include-global-buffers = <0x0>; 
   xlnx,include-internal-loopback = <0x0>; 
   xlnx,include-mdio = <0x1>; 
   xlnx,rx-ping-pong = <0x0>; 
   xlnx,tx-ping-pong = <0x0>; 
   mdio { 
    #address-cells = <1>; 
    #size-cells = <0>; 
    phy0: phy@7 { 
     compatible = "marvell,88e1111"; 
     device_type = "ethernet-phy"; 
     reg = <7>; 
    } ; 
   } ; 
  } ; 
  leds_4bit: gpio@81440000 { 
   #gpio-cells = <2>; 
   compatible = "xlnx,xps-gpio-2.00.a", "xlnx,xps-gpio-1.00.a"; 
   gpio-controller ; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <7 2>; 
   reg = <0x81440000 0x10000>; 
   xlnx,all-inputs = <0x0>; 
   xlnx,all-inputs-2 = <0x0>; 
   xlnx,dout-default = <0x0>; 
   xlnx,dout-default-2 = <0x0>; 
   xlnx,gpio-width = <0x4>; 
   xlnx,gpio2-width = <0x20>; 
   xlnx,interrupt-present = <0x1>; 
   xlnx,is-dual = <0x0>; 
   xlnx,tri-default = <0xffffffff>; 
   xlnx,tri-default-2 = <0xffffffff>; 
  } ; 
Figura 43: Fichero de descripcion HW .dts - Descripción de periféricos I 
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La Figura 44 muestra la parte final de la descripción del hardware presente en el diseño, 
en el fragmento se pueden encontrar el resto de GPIOs, ambas UART, con sus 
respectivas velocidades y configuración, el controlador de interrupciones y el timer, en 
todas ellas se puede ver la dirección a la que van asociadas y su configuración, 
información imprescindible para poder compilar el kernel. 
 
  push_buttons_3bit: gpio@81420000 { 
   #gpio-cells = <2>; 
   compatible = "xlnx,xps-gpio-2.00.a", "xlnx,xps-gpio-1.00.a"; 
   gpio-controller ; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <5 2>; 
   reg = <0x81420000 0x10000>; 
   xlnx,all-inputs = <0x1>; 
   xlnx,all-inputs-2 = <0x0>; 
   xlnx,dout-default = <0x0>; 
   xlnx,dout-default-2 = <0x0>; 
   xlnx,gpio-width = <0x3>; 
   xlnx,gpio2-width = <0x20>; 
   xlnx,interrupt-present = <0x1>; 
   xlnx,is-dual = <0x0>; 
   xlnx,tri-default = <0xffffffff>; 
   xlnx,tri-default-2 = <0xffffffff>; 
  } ; 
  rs232: serial@84020000 { 
   clock-frequency = <100000000>; 
   compatible = "xlnx,xps-uartlite-1.02.a", "xlnx,xps-uartlite-1.00.a"; 
   current-speed = <115200>; 
   device_type = "serial"; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <3 0>; 
   port-number = <0>; 
   reg = <0x84020000 0x10000>; 
   xlnx,baudrate = <0x1c200>; 
   xlnx,data-bits = <0x8>; 
   xlnx,odd-parity = <0x0>; 
   xlnx,use-parity = <0x0>; 
  } ; 
  xps_gpio_0: gpio@81400000 { 
   #gpio-cells = <2>; 
   compatible = "xlnx,xps-gpio-2.00.a", "xlnx,xps-gpio-1.00.a"; 
   gpio-controller ; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <1 2>; 
   reg = <0x81400000 0x10000>; 
   xlnx,all-inputs = <0x0>; 
   xlnx,all-inputs-2 = <0x0>; 
   xlnx,dout-default = <0x0>; 
   xlnx,dout-default-2 = <0x0>; 
   xlnx,gpio-width = <0x4>; 
   xlnx,gpio2-width = <0x20>; 
   xlnx,interrupt-present = <0x1>; 
   xlnx,is-dual = <0x0>; 
   xlnx,tri-default = <0xffffffff>; 
   xlnx,tri-default-2 = <0xffffffff>; 
  } ; 
  xps_intc_0: interrupt-controller@81800000 { 
   #interrupt-cells = <0x2>; 
   compatible = "xlnx,xps-intc-2.01.a", "xlnx,xps-intc-1.00.a"; 
   interrupt-controller ; 
   reg = <0x81800000 0x10000>; 
   xlnx,kind-of-intr = <0x1d>; 
   xlnx,num-intr-inputs = <0x8>; 
  } ; 
  xps_timer_0: timer@83c00000 { 
   compatible = "xlnx,xps-timer-1.02.a", "xlnx,xps-timer-1.00.a"; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <2 0>; 
   reg = <0x83c00000 0x10000>; 
   xlnx,count-width = <0x20>; 
   xlnx,gen0-assert = <0x1>; 
   xlnx,gen1-assert = <0x1>; 
   xlnx,one-timer-only = <0x0>; 
   xlnx,trig0-assert = <0x1>; 
   xlnx,trig1-assert = <0x1>; 
  } ; 
  xps_uartlite_0: serial@84000000 { 
   clock-frequency = <100000000>; 
   compatible = "xlnx,xps-uartlite-1.02.a", "xlnx,xps-uartlite-1.00.a"; 
   current-speed = <9600>; 
   device_type = "serial"; 
   interrupt-parent = <&xps_intc_0>; 
   interrupts = <0 0>; 
   port-number = <1>; 
   reg = <0x84000000 0x10000>; 
   xlnx,baudrate = <0x2580>; 
   xlnx,data-bits = <0x8>; 
   xlnx,odd-parity = <0x0>; 
   xlnx,use-parity = <0x0>; 
  } ; 
 } ; 
} ; 
 
Figura 44: Fichero de descripcion HW .dts - Descripción de periféricos II 
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Por último, es necesario obtener el kernel base 3.8-r1 del repositorio GitHub de Xilinx 
[2], que permitirá, bajo un equipo Linux, obtener un kernel personalizado totalmente 
compatible con Microblaze. A continuación, se trata sobre el sistema de ficheros, 
elemento imprescindible para tener un sistema operativo Linux funcional. 
3.2.2 Obtención del sistema de ficheros 
 
Para poder ejecutar el kernel y poder modificar, crear y guardar elementos es necesario 
disponer de un sistema de ficheros, existen dos posibilidades para obtenerlo. 
La primera, descargarlo de la wiki de Xilinx [3], donde existen dos variantes disponibles, 
la más interesante es la variante completa ya que incluye BusyBox, de forma que 
empleando este sistema de ficheros se dispone de multitud de herramientas de utilidad. 
La segunda, compilar el sistema de ficheros desde 0 empleando la herramienta 
Buildroot. Esta segunda opción permite escoger qué elementos se desean incluir en el 
sistema de ficheros y ajustar así el tamaño del mismo, sin embargo, es un proceso 
tedioso y se deben configurar cada una de las opciones de las que dispone la 
herramienta de compilación para poder obtener un sistema de ficheros funcional.  
 
Dado que no es objetivo de este proyecto la creación del sistema de ficheros y sus 
aplicaciones, se escoge la primera opción, un sistema de ficheros ya compilado y listo 




Figura 45: Sistema de ficheros para Linux (Xilinx Wiki) 
En la wiki de Xilinx, se encuentra las 4 imágenes comprimidas que contienen el sistema 
de ficheros completo para poder compilar el kernel Linux, sin embargo, cada una sirve 
para un sistema concreto.  
La primera, solamente es compatible con sistemas cuyo procesador sea de tipo 
hardware y basado en la arquitectura ARM. 
La segunda es específica para Microblaze Little Endian, que son sistemas softcore 
basados en Microblaze con bus AXI.  
Y las dos últimas, son para Microblaze Big Endian, que son los sistemas softcore 
Microblaze que emplean el bus PLB, como es este caso, y por tanto, cualquiera de las 
dos es perfectamente compatible para compilar el kernel Linux del sistema propuesto, 
aunque tal y como se ha comentado, se va a emplear la imagen 
“microblaze_complete.gpio.gz”. 
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3.2.3 Configuración del kernel 
 
El primer paso para la configuración del kernel es copiar el fichero de descripción de 
hardware (xilinx.dts), obtenido anteriormente, a la ruta específica para Microblaze, que 
es la siguiente: 
El segundo paso es copiar el sistema de ficheros a la carpeta principal del kernel. 
Tras mover ambos ficheros, cabe destacar que el compilador depende de multitud de 
paquetes de Linux, como, por ejemplo: make, gcc, etc. y teniendo en cuenta que tanto 
los paquetes de los que depende como la suite ISE 14.7 deben estar instalados, se debe 
abrir un terminal en la carpeta raíz del kernel. 
Tras abrirlo, se puede ejecutar los siguientes comandos. 
El primero indica al terminal donde se encuentran las herramientas de Xilinx, el segundo 
se encarga de configurar el cross compiler para Microblaze Big Endian, y el tercero, se 
encarga de crear una configuración por defecto para Microblaze con MMU. 
Tras ejecutar los tres comandos se debe crear un fichero de configuración .config, que 
contiene la configuración de compilación por defecto para Microblaze. 
El siguiente paso consiste en abrir el menú de configuración del kernel y ajustar el diseño 
al hardware diseñado. Para ello, es necesario ejecutar el comando: 
Lo cual abrirá la siguiente ventana, donde se muestra un entorno gráfico que permite 
variar la configuración del kernel para ajustarla a el diseño actual. 
 
 








make ARCH=microblaze mmu_defconfig 
make ARCH=microblaze menuconfig 
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Tras abrir el menú de configuración, el primer paso es navegar hasta las opciones 
generales e indicar al compilador que debe emplear un sistema de ficheros RAM inicial 
y que éste se llama “microblaze_complete.cpio.gz”, además hay que indicarle que añada 
soporte para sistemas de ficheros comprimidos usando gzip, dado que el empleado está 
en formato comprimido .gz, tal y como muestra la siguiente figura. 
 
 
Figura 47: Kernel 3.8-r1 - Ajuste del sistema de ficheros 
A continuación, se debe ajustar correctamente la plataforma, para indicar que 
Microblaze tiene multiplicador, divisor y FPU, además se indica en este paso la dirección 
de arranque del kernel, que tal y como se ha comentado anteriormente debe ser 
0xC0000000, valor que debe coincidir con la dirección de inicio de la memoria RAM. 
 
 
Figura 48: Kernel 3.8-r1 - Ajustes de la plataforma empleada 
Tras ajustar las opciones de plataforma, se debe desactivar el BUS PCI, ya que la placa 
empleada no dispone de él y activar el soporte para red, de otra forma, el driver de 
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Para configurar correctamente el soporte ethernet, se debe activar la opcion “Soporte 
de Red”. Navegando por el submenú se puede escoger si debe tener soporte para IPv4, 
IPv6, TCP, etc. 
 
 
Figura 49: Kernel 3.8-r1 - Ajuste del soporte para Red y ethernet 
Tras ajustar el kernel para que disponga de soporte para red, se deben ajustar los drivers 
del dispositivo de red, en este caso, debe ser compatible con la IP ethernet MAC lite.  
Para ello, navegando hasta las opciones de drivers ethernet, es necesario activar las 











Tras ajustar las opciones de red y los drivers del chip ethernet, queda habilitar el soporte 
para GPIO, e indicar al compilador que active el acceso a los diferentes GPIOs desde 





Figura 50: Kernel 3.8-r1 – Ajuste de los drivers ethernet 
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Tras realizar todos los ajustes, se debe guardar el fichero de configuración y se puede 
pasar al siguiente paso, la compilación del kernel. 
 
3.2.4 Compilación del kernel 
 
Una vez guardada la configuración ajustada al diseño de Microblaze, el siguiente paso 
es compilar el kernel para obtener la imagen que debe cargarse en memoria RAM para 
arrancar el sistema operativo. Para ello, se deje ejecutar el siguiente comando: 
Donde “xilinx” es el nombre del fichero de descripción de hardware que se había movido 
anteriormente. Tras finalizar la compilación se muestra la siguiente información y se 





En el mensaje final se puede ver información interesante como el tamaño del sistema 
operativo una vez descomprimido, en este caso 56.3MB, valor suficientemente pequeño 
para poder cargarlo en la RAM de la placa de desarrollo, que tiene un tamaño de 64MB. 
 
  
Figura 51: Kernel 3.8-r1 – Ajuste del soporte para GPIOs 
make ARCH=microblaze simpleImage.xilinx 
Figura 52: Kernel 3.8-r1 – Final de compilación 
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IMPLEMENTACIÓN Y TEST DEL DISEÑO REALIZADO 
En este cuarto capítulo se muestran los resultados de implementar el hardware 
Microblaze y cargar el sistema operativo Linux.  
Tras implementar el diseño hardware y cargar el sistema operativo se realizan una serie 
de pruebas para determinar el correcto funcionamiento de los diferentes periféricos y la 
funcionalidad del sistema de ficheros, así como de las herramientas de busybox. 
Los pasos de implementación y test se dividen principalmente en dos apartados, que se 
muestran a continuación. 
 
4.1 Implementación del diseño 
 
El primer paso consiste en implementar el diseño hardware realizado, en este caso 
Micorblaze y los contoladores para los diferentes periféricos, para poder implementar el 
softcore es necesario emplear la herramienta SDK. 
Tras implementar el diseño del hardware, se debe descargar el kernel sobre la memoria 
de la placa de desarrollo, para tal finalidad se emplea también el sofware SDK, aunque 
puede emplearse el terminal XMD sin necesidad de abrir la aplicación SDK. 
 
4.1.1 Implementación del hardware 
 
Para realizar la implementación del hardware y la carga del kernel Linux se va a emplear 
el programador JTAG Xilinx Platform Cable II, cuyo driver no es compatible con Windows 
10, por lo que se emplea una máquina virtual con Windows 7 instalado. Una vez se ha 
configurado la herramienta, tan solo queda cargar el bitstream en la FPGA. 
 
 
Figura 53: SDK - Programación de la FPGA 
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Una vez implementado el bitstream (código VHDL de programación de la FPGA), se 
tiene el microprocesador Microblaze implementado sobre la placa de desarrollo. A 
continuación, es necesario descargar el sistema operativo Linux en la memoria RAM, 
para poder ejecutarlo. 
 
4.1.2 Implementación del software 
 
Para descargar el sistema operativo en la placa se emplea el terminal XMD, que permite 
conectarse al módulo de debug que se había implementado durante el diseño del 
softcore. 
Con el terminal XMD abierto, se ejecuta el comando “connect mb mdm” para conectar 




Figura 54: XMD - Conexión al módulo de debug 
Tras conectar con Microblaze y habiendo copiado el kernel Linux a la máquina con 
Windows 7, se puede descargar la imagen del sistema operativo sobre la memoria de 
la placa, para ello se emplea el comando “dow web17.xilinx” donde “web17.xilinx” es el 
nombre que se le ha dado al kernel tras compilarlo. 
 
 
Figura 55: XMD - Descarga del kernel sobre la RAM 
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Finalmente, tras cargar el kernel sobre la memoria, ejecutando el comando “con” 
comienza la ejecución del sistema operativo desde la dirección de memoria 
0xC0000000, de ahí que fuese tan importante fijar la dirección de inicio de la memoria 
RAM durante el diseño del softcore. 
 
Por otra parte, mientras arranca el sistema operativo se puede ver como la consola (en 
este caso el terminal que muestra los datos del cable RS232) comienza a mostrar los 
diferentes elementos cargados, versión del kernel, periféricos asignados, etc. 
 
 
Figura 56: Terminal Linux – Consola de arranque 
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4.2 Test de la parte hardware y software 
 
Con el sistema operativo en ejecución, será necesario realizar algunas pruebas para 
verificar que tanto el kernel como los diferentes periféricos, en este caso los diferentes 
GPIOs, las UARTs y Ethernet, funcionan de la forma deseada. 
Para empezar las pruebas, se comienza por los diferentes GPIOs, el primer paso es 
navegar hasta la localización que da acceso a ellos a través del espacio de usuario, que 
es, “/sys/class/gpio”.  
Dentro de esta localización deberían mostrarse un total de cuatro “gpiochipXXX”, que 
corresponden a las cuatro instancias conectadas a Microblaze. 
 
 
Figura 57: Terminal Linux - GPIOs user space 
Viendo que aparecen los cuatro gpiochip se procede a realizar algunas pruebas sobre 
cada una de las instancias, el primer paso es determinar a qué elemento de Microblaze 
corresponde cada uno.  
Para determinar la identidad de cada uno se puede hacer uso de las instrucciones “cat 
gpiochipXXX/label” y “cat gpiochipXXX/base” que sirven para determinar a qué dirección 




Figura 58: Terminal Linux - Obtención de información del gpiochip252 
Ejecutando ambos comandos se determina la siguiente información: 
- El gpiochip252 corresponde a la dirección 81460000 
- El primer elemento del chip es el 252 
Con esta información y comparando con la definición del hardware anteriormente 
generada (Figura 44), se puede determinar la siguiente tabla: 
 







Tabla 9: Linux - Correspondencia GPIO (dip switch) 
Conociendo a que elemento se corresponde, el siguiente paso es realizar un “export” 
del elemento deseado, de forma que se pueda manipular su estado y configuración. 
Dado que los switch son elementos de entrada, se configura el primero de ellos como 
entrada, en este caso el 252 y posteriormente se lee el valor. 
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Figura 59: Terminal Linux - Configuración y test de los switch buttons 
Tras exportar el gpio 252, se muestran los elementos dentro de “/sys/class/gpio”, como 
se puede ver, ha aparecido un nuevo elemento, que permite controlar el elemento GPIO 
252, para ello se debe configurar como entrada, cambiando a su directorio especifico y 
ejecutando “echo in > direction”, tras configurarlo como entrada es posible leer su valor 
empleado “cat value”, lo cual devuelve 0 si está a nivel bajo y 1 si está a nivel alto.  
Variando algunas veces el interruptor número 4 y leyendo el estado se puede comprobar 
que la instancia de los dip switch funciona correctamente en Linux. 
 
Una vez comprobada la primera instancia de las cuatro, se procede a testear el segundo 





Figura 60: Terminal Linux - Obtención de información del gpiochip245 
De igual forma que en el caso anterior, se pueden obtener los datos consultando la 
etiqueta y dirección base del gpiochip245. Con esta información se puede determinar la 
siguiente tabla: 
 







Tabla 10: Linux - Correspondencia GPIO (push buttons) 
Para probar el funcionamiento de los pulsadores se emplea el mismo metodo que antes, 
configurando un par de ellos como entrada y posteriormente pulsándolos para leer si 
cambian de estado o no, a continuación se muestra la configuración del gpio 245 y 246, 
así como la lectura de sus valores. 
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Figura 61: Terminal Linux - Configuración y test de los push buttons 
Dado que ambos botones responden de la forma esperada se pasa a realizar el test del 
tercer elemento GPIO, el gpiochip248. 
El proceso es el mismo que para los dos casos anteriores, el primer paso es la obtención 
de los valores de correspondencia entre la descripción de hardware y el chip en Linux, 




Figura 62: Terminal Linux - Obtención de información del gpiochip248 
Con información obtenida del terminal se crea la tabla para este chip: 
 







Tabla 11: Linux - Correspondencia GPIO (LEDs) 
Con la información de correspondencia de cada uno de los LEDs se pueden configurar 
como salidas y posteriormente encender cada uno de ellos, para testearlos se han 
encendido primeramente el LED D1 y D3, y a continuación el D4.  
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Figura 63: Configuración y test de los LEDs 
El funcionamiento de los LEDs se muestra en la siguiente figura, lo cual determina que 
funcionan correctamente y se puede pasar a analizar el último de los GPIOs. 
 
       
Figura 64: Placa de desarrollo - Test del GPIO de los LEDs 
Para acabar con el test de GPIOs es necesario comprobar el funcionamiento del 
gpiochip241, para ello se sigue la misma metodología que en los casos anteriormente 
expuestos. 
 
Primero se debe determinar la correspondencia del chip, tal y como muestra la siguiente 
figura. 
 
Figura 65: Obtención de información del gpiochip241 
Tras obtener los valores se puede obtener la tabla, empleando para ello la descripción 
de hardware y el fichero de restricciones del diseño. 
 
gpiochip241 GPIO Linux Elemento FPGA PIN JP11 
plb@81400000 
241 T7 17 
242 T5 15 
GPIOs 
243 W6 39 
244 V7 37 
Tabla 12: Correspondencia GPIO (GPIOs) 
Configurando el primero de los GPIO como salida se puede determinar si funciona 
correctamente, variando para ello su salida entre 0 y 3.3V. 
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Figura 66: Configuración y test de los GPIOs 
Conectando un multímetro al pin 17 del conector JP11 se puede ver que el valor de 
tensión varía entre 0V y 3.3V, por lo tanto, este último chip funciona correctamente. 
 
   
Figura 67: Placa de desarrollo - Test del GPIO asignados a JP11 
Tras verificar el correcto funcionamiento de los diferentes chips GPIO en Linux, queda 
por comprobar el funcionamiento de la segunda UART (ttyUL1) y las herramientas de 
BusyBox incluidas en el sistema de ficheros.  
Cabe destacar que el funcionamiento de la primera UART (ttyUL0) ha quedado 
demostrado ya que se ha podido comunicar sin problemas empleado el terminal de 
Linux, vinculado al puerto RS232 y desde donde se están enviando todos los comandos 
que se han mostrado hasta ahora. 
 
Para realizar el test de BusyBox se comprueban primero que herramientas están 
instaladas, para ello es suficiente con ejecutar el comando “busybox”. 
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Figura 68: Terminal Linux - Herramientas de BusyBox 
Tal y como muestra la anterior figura, viene incluido el intérprete de “awk” y “shell”, 
herramientas muy útiles como vi, que es un editor de texto, la más que conocida “ping”, 
otras herramientas como “arping”, un pequeño servidor web, que es “httpd”, y múltiples 
funcionalidades para el kernel, como “mount” y “chmod” o “chown”, herramientas de 
compresión para zip, una pequeña aplicación para controlar la comunicación serie, 
como es el caso de “microcom” y un largo etcétera. 
 
Tras comprobar que elementos estaban disponibles con la instalación de BusyBox 
incluida en el sistema de ficheros empleado, se procede a ejecutar algunos comandos 
que devuelvan información útil sobre el kernel y el hardware del dispositivo sobre el que 
se ejecuta, en este caso Microblaze. 
Para mostrar las características del hardware se puede emplear el comando “cat 
proc/cpuinfo”, lo cual devuelve el tipo de microprocesador, su velocidad y el hardware 
del que dispone internamente, como por ejemplo el multiplicador, barrel shifter, etc. 
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Figura 69: Terminal Linux – Información del procesador 
Por tanto, empleando el anterior comando se puede ver información ya conocida, dado 
que son los elementos que se han configurado durante el desarrollo de la parte 
hardware. 
Tras ver la información referente al procesador se puede ver la información sobre la 
memoria, en este caso RAM, ya que es donde está alojado el sistema operativo. Para 
ver la información sobre la memoria se emplea el comando “cat proc/meminfo”, tras 
ejecutarlo se puede ver la memoria total, el espacio libre, etc. 
 
  
Figura 70: Terminal Linux – Información de la memoria 
 
Tras ver la información referente al hardware, se puede ver la versión del kernel que se 
está empleando, además del usuario que lo ha compilado e incluso con que versión del 
compilador se ha hecho. Para ello se ejecuta el comando “cat /proc/version”. 
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Figura 71: Terminal Linux – Información del kernel 
Con el anterior comando se puede ver la versión del kernel, el usuario que lo ha 
compilado y bajo qué distribución de Linux, la versión del compilador y la fecha de 
compilación. 
Una vez vistas las características de la memoria, la cpu y el propio sistema operativo se 
pasa al análisis del funcionamiento del controlador del puerto ethernet. 
Primero de todo, empleando la instrucción “ifconfig –a” se puede ver que elementos de 
red están registrados en el sistema. 
 
 
Figura 72: Terminal Linux – Interfaces de red 
En la anterior figura se puede ver que aparece la interfaz “eth0”, que está asociada al 
hardware que se había implementado para controlar la interfaz ethernet, sin embargo, 
no está configurada puesto que no aparece la dirección IP. 
Cabe destacar que la placa de desarrollo está conectada vía ethernet a un repetidor 
WIFI.  
Para configurar la interfaz es suficiente con ejecutar el comando “ifconfig eht0 
192.166.1.200 up” donde el valor numérico corresponde a la ip deseada. Tras ejecutarlo 
se puede ver como la interfaz pasa a estar activa, según indica el sistema operativo, a 
una velocidad máxima de 100 Mbps, en modo full-dúplex. 
 
 
Figura 73: Terminal Linux – Configuración de eth0 
Una vez configurada la interfaz se procede a realizar algunas pruebas para determinar 
si funciona como debería.  
La primera prueba consiste en hacer ping con 10 paquetes hacia la dirección IP del 
router, que es la 192.168.1.1. 
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Figura 74: Terminal Linux – Ping hacia el router 
Algunos de los paquetes se han perdido, por lo que el siguiente paso es realizar ping a 
alguna de las máquinas conectadas a la red local, en este caso, el ordenador de 
sobremesa, que está conectado al router mediante WIFI empleando un adaptador USB. 
El primer paso es determinar la dirección IP del ordenador, para ello se emplea el 
terminal cmd de Windows y la instrucción “ipconfig/all”. 
 
 
Figura 75: Terminal CMD Windows – Dirección IP 
Una vez conocida la dirección de la máquina se pueden enviar 10 paquetes como antes 
para ver si alguno de ellos se pierde, además la utilidad ping, se encarga de calcular el 
valor del RTT (Round Trip Time). 
 
 
Figura 76: Terminal Linux – Ping hacia el ordenador Windows 
Haciendo ping al equipo de sobremesa no se pierde ningún paquete, por lo que parece 
que la conexión ethernet funciona correctamente, para asegurarlo se realizan dos 
pruebas más. La primera consiste en emplear el protocolo ARP para determinar la 
dirección física (MAC address) del router, para ello se ejecuta el comando “arping 
192.168.1.1”. Lo que resulta en la siguiente figura. 
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Figura 77: Terminal Linux – ARP de la IP del router 
La comunicación empleando ARP funciona correctamente en la FPGA y la dirección 
física que devuelve se corresponde MAC del router para el punto de acceso WIFI de 
2.4GHz. 
 
Finalmente, para concluir con las pruebas realizadas sobre la conexión ethernet, se 
hace ping desde el equipo con Windows hacia la FPGA, empleando otra vez el terminal 
CMD y esta vez, la instrucción “ping –n 10 192.168.1.200”, que enviará un total de 10 
paquetes a través de la red local hacia la ip de la placa de desarrollo. 
 
 
Figura 78: Terminal CMD Windows – Ping hacia la FPGA 
Tras enviar los 10 paquetes, ninguno de ellos se pierde por lo que se concluyen las 
pruebas de la interfaz ethernet con resultados positivos. 
 
A continuación, queda realizar las pruebas sobre la UART restante, primero de todo es 
necesario configurarla para que sea accesible empleando el dispositivo “ttyUL1” de 
Linux, ya que el dispositivo “ttyUL0” es la otra UART, que se encarga de transmitir la 
entrada/salida de Windows por RS232. 
Para indicar a Linux que existe una segunda UART es necesario emplear la instrucción 
“mknod”, sin embargo, primero se deben conocer los parámetros de dicho elemento, 
para obtener los parámetros se debe navegar hasta el directorio “/dev/tty/ttyUL1” y leer 
el valor del fichero “dev”. 
 
 
Figura 79: Terminal Linux – Parámetros del dispositivo ttyUL1 
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Con los datos que devuelve el comando, se puede ejecutar el comando “mknod c 204 
188” que crea el dispositivo dentro de “/dev” para que sea accesible desde el entorno 
de usuario. La siguiente figura muestra la configuración del dispositivo, así como la 
sintaxis de la instrucción “mknod”. 
 
 
Figura 80: Terminal Linux - Configuración del dispositivo ttyUL1 
Tras la configuración, para determinar su funcionamiento se realiza un pequeño script 
empleando la herramienta de BusyBox “vi”, que no es más que un editor de texto. 
Empleando el comando “vi read.sh” se abre en el editor un fichero nuevo con el nombre 
“read.sh”, dentro de él se escribe lo siguiente: 
 
 
Figura 81: Terminal Linux – vi read.sh 
El script se encarga de abrir la comunicación serie del puerto ttyUL1 y guardar todo lo 
que sea recibido por la uart en un fichero de texto durante los siguientes 500ms, mientras 
tanto, se envía por el puerto serie el carácter “h”.  
Trascurridos los 500ms se guarda el texto del fichero en una variable y a continuación 
se muestra por el terminal. 
Conectando a la uart un Arduino que se encarga solamente de responder “Hello” cada 
vez que recibe el carácter “h”, la ejecución del script se muestra a continuación. 
 
 
Figura 82: Terminal Linux – Ejecución del script read.sh 
Tras ejecutar el script se puede ver que la respuesta es la esperada, se han guardado 
los datos recibidos por la uart, procedentes del Arduino, y el resultado es “Hello”, por lo 
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que queda probado el correcto funcionamiento de la uart. 
 
Tras concluir las diferentes pruebas de los periféricos y de las herramientas incluidas 
con el sistema de ficheros se puede determinar que todos los periféricos asociados a 
Microblaze funcionan correctamente y el sistema operativo Linux no tiene ningún 
problema de ejecución sobre el softcore, por lo que el siguiente paso en el desarrollo es 
la creación de una aplicación capaz de ejecutarse en Linux y verificar que el diseño 
completo funciona en cuanto a periféricos y control de los mismos se refiere, aportando 
además alguna utilizad para el usuario final. 
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DISEÑO LA APLICACIÓN LINUX 
Este quito y último capítulo está enfocado a la creación y test de la aplicación Linux que 
demuestre el correcto funcionamiento del conjunto microprocesador, FPGA y Linux, 
teniendo en cuenta que debe añadir funcionalidad al sistema. 
Para ello, se divide el capítulo en tres puntos principales, el primero se encarga de dar 
a conocer la aplicación propuesta para el sistema, y los rasgos generales de la 
funcionalidad que debe desarrollar. 
El segundo, se centra en el diseño de la aplicación, creando para ello diferentes 
diagramas de flujo para cada uno de los elementos, partiendo por tanto de las 
condiciones propuestas en el punto anterior. 
Y finalmente, el tercero, muestra las diferentes capacidades de la web y el correcto 
funcionamiento de los diferentes elementos que interactúan con la FPGA. 
 
5.1 Aplicación propuesta 
 
El primer punto del desarrollo de la aplicación consiste en definir las características que 
debe tener, y decidir que hardware es el necesario para la tarea concreta. Por tanto, a 
continuación, se define en qué consiste la aplicación, cuál es su funcionamiento 
deseado y qué hardware será necesario para su correcto funcionamiento. 
 
Para aprovechar las características del hardware diseñado, que incluye tanto entradas 
y salidas, como Ethernet y UART, por tanto, se va a diseñar una aplicación capaz de 
interactuar con todos ellos. 
La aplicación propuesta consiste en ejecutar un servidor web desde la propia FPGA 
usando Linux, gracias a este servidor web se va a ejecutar un script que permita al 
usuario interactuar con las entradas/salidas y visualizar información proveniente de 
algunos sensores. 
La aplicación más interesante de cara a crear el servidor web es la de mostrar valores 
de diferentes sensores para la monitorización de una habitación, mostrando valores 
como la temperatura, humedad, estado de iluminación exterior y estado de las persianas 
eléctricas.  
Por otro lado, se puede dotar a la web de capacidad de interacción con el usuario, de 
forma que se añadan una serie de botones para permitir la configuración de algunas de 
las opciones. 
Las tareas a ejecutar por la web son las siguientes: 
 Monitorización: 
 
-  Monitorización de la temperatura de la habitación 
-  Activación del sistema de calefacción en caso de ser necesario 
-  Monitorización del estado de iluminación exterior y persianas 
-  Subida o cierre de las persianas en caso de ser necesario 
-  Monitorización del movimiento dentro de la habitación 
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 Interacción con el usuario: 
 
-  Permitir variar el modo de funcionamiento de la calefacción entre manual y 
automático, fijando para ello una temperatura deseada 
-  Permitir variar el modo de funcionamiento de las persianas, entre manual y 
automático, escogiendo para ello la posición deseada. 
-  Permitir activar o desactivar las luces de la habitación 
 
5.2 Diseño de la aplicación 
 
Para poder diseñar la aplicación, primero es necesario decidir cuál debe ser su 
funcionamiento principal. Empleando un flujograma, se puede entender de forma 
sencilla la aplicación, la siguiente figura muestra el flujograma que describe el 
funcionamiento de la web desempeñadas, así como cada una de las acciones de control 
sobre las persianas, luces y calefacción. 
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Figura 83: Flujograma de funcionamiento de la aplicación Linux 
Para realizar la tarea de medida y monitorización, se emplea el hardware mostrado a 
continuación, se enumeran a los diferentes sensores encargados de la tarea de 
adquisición de datos y los diferentes elementos encargados de procesar esta 
información. 
 
5.2.1 Hardware empleado 
 
Para realizar las tareas descritas en el flujograma, se emplea una serie de hardware que 
permite realizar la adquisición de todos los parámetros y activar las salidas de potencia 
necesarias.  
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A continuación, por orden de aparición en el diagrama de flujo se puede ver su utilidad 
dentro del sistema, así como sus características. 
 
- Sensor de temperatura AM2302: Permite obtener el valor de temperatura y humedad 
de la sala en cada instante, su resolución es de 0.1ºC y 1% de humedad, además se 
comunica usando un protocolo digital por lo que solamente necesita un cable para 
comunicación y la alimentación. 
 
Figura 84: Sensores - AM2302 
- Detector de movimiento PIR HC-SR501: Su cometido es detectar si existe movimiento 
dentro de la habitación, se puede configurar para que la salida se actualice entre 1 y 
200 segundos, activa una salida digital al detectar movimiento, por lo que igual que en 
el anterior caso es necesario un pin digital y la alimentación. 
 
 
Figura 85: Sensores - HC-SR501 
- 2 Finales de carrera: Se emplean para saber si la persiana está subida o bajada, cada 
uno de ellos se situarían en la parte superior de la ventana y en la parte inferior, 
respectivamente. 
 
Figura 86: Sensores - Final de carrera mecánico 
- LDR: Su tarea es medir la cantidad de luz en cada instante, ya que empleando un valor 
límite se puede decidir si es de día o de noche, para hacer su lectura hace falta realizar 
un divisor de tensión y disponer de una entrada del ADC. 
 
Figura 87: Sensores - LDR (light dependent resistor) 
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- Dos módulos de dos relés: Se encargan de cambiar el estado de la salida entre dos 
estados gracias a la señal digital de la placa FPGA, lo que permite controlar elementos 
cuya tensión de alimentación sea de hasta 230V a.c. 
 
Figura 88: Actuadores - HL-52 v1.0 
- Arduino nano: Dado que Microblaze no cuenta con ningún ADC, se emplea para enviar 
el valor de los diferentes sensores a través del puerto de comunicación serie, hacia la 
placa de desarrollo con la FPGA. 
 
Figura 89: Arduino nano 
 
- Placa de desarrollo Virtex 5: Su finalidad es clara, se encarga de recibir los datos 
deseados en cada instante, además activa y desactiva las salidas físicas del sistema 
mientras ejecuta la aplicación Linux a modo de servidor web local. 
 
 
Figura 90: Avnet LX50 Virtex5 
- Repetidor WIFI Netgear EX2700: Gracias a su puerto ethernet se encarga de permitir 
a la placa de desarrollo estar dentro de la red local y conectada al router principal, de 
forma que sea accesible desde cualquier equipo desde dentro y fuera de la red local. 
 
Figura 91: Repetidor WIFI Netgear ex2700 
Implementación de un kernel Linux sobre un procesador tipo software utilizando una FPGA 
Daniel Vaquerizo Cid 
71 
 
Tras ver los diferentes elementos, a continuación, se muestra un pequeño esquema 




Figura 92: Esquema de sensores y actuadores 
Además cabe destacar que la placa de desarrollo queda conectada físicamente 
mediante un cable ethernet al repetidor wifi anteriormente mencionado.  
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5.2.2 Funcionamiento del sistema 
 
Tras ver la configuración general del hardware, el siguiente paso es conocer cómo se 
ha programado tanto el Arduino como la aplicación Linux para que funcione la web. 
 
Por un lado, se encuentra la aplicación de Adruino, su cometido es recibir los datos de 
los diferentes sensores y enviarlos vía puerto serie a la FPGA, sin embargo, no se hace 
de forma constante, se recopilan y envían datos a petición de la FPGA, esto es, según 
el carácter recibido a través del puerto serie, se consultan y envían unos datos u otros. 
A continuación, se muestra un pequeño fragmento del script donde se puede ver la tarea 
de lectura y envío de la temperatura real, según si se solicita o no desde la FPGA. 
En el fragmento anterior se puede ver que, si el carácter recibido por la UART es una 
“a”, se consulta el valor de temperatura, se convierte en diferentes caracteres y a 
continuación, se envía en función de si es un valor mayor o menor a 10. 
 
Por otra parte, se encuentra la aplicación Linux, que se encarga de crear el entorno 
gráfico de la web, desde el que se puede acceder desde cualquier punto de la red local, 
para ejecutar el servidor web se utiliza una aplicación del paquete BusyBox, cuyo 
nombre es “httpd”, es un servidor simple pero más que suficiente para la tarea que se 
pretende desarrollar. 
Para ejecutar el servidor web, se utiliza un script Shell que se encarga de consultar 
sensores y mostrar los datos empleando la función “echo”, enviando con esta función 
comandos http hacia el navegador. Mientras el servidor web esté en ejecución, la 
aplicación en Linux se ejecutará, realizando las tareas que se han descrito anteriormente 
en el flujograma. 
 
if (Serial.available()) 
  { 
    value = Serial.read(); 
     […] 
     else if (value == 'a') //TEMPERATURA CON 1 DECIMAL 
    { 
      digitalWrite(LED_PIN, HIGH); 
      //Lectura de temperatura y envío del valor caracter a caracter por la UART 
      ATemp = dht.readTemperature(); 
      two_integers=LOW; 
      entero = ATemp * 10; 
      ent1 = (int)(entero / 100); //Primer número por la izquierda 
      ent2 = (int)(entero - ent1 * 100) / 10; //Segundo número por la izquierda 
      dec1 = (int)(entero - ent1 * 100 - ent2 * 10); //Primer decimal 
      sprintf(buf_ent1, "%d", ent1); 
      sprintf(buf_ent2, "%d", ent2); 
      sprintf(buf_dec1, "%d", dec1); 
      if (buf_ent1[0]!='0'){two_integers=HIGH;} 
      if (two_integers == HIGH) 
      { 
        Serial.print(' '); 
        delay(50); 
        Serial.print(buf_ent1); 
      } 
        delay(50); 
        Serial.print(buf_ent2); 
        delay(50); 
        Serial.print('.'); 
        delay(50); 
        Serial.print(buf_dec1); 
        delay(50); 
    } 
Figura 93: Aplicación en Arduino – Fragmento de envío de la temperatura 
actual 
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A continuación, se muestran una serie de fragmentos de la aplicación web, que ayudan 
a entender el funcionamiento de la misma.  
El siguiente fragmento se encarga de indicar al navegador que todos los datos que va a 
recibir a continuación son en formato html.  
Tras indicarle el contenido, se muestran una serie de textos que conforman la cabecera 
de la web y el nombre de la misma en el navegador. Una vez mostrados estos mensajes, 
se hace la lectura de la temperatura actual y deseada, mostrando los mismo en orden. 
 
Justo después de realizar las tareas de este fragmento, se muestran los datos 
relevantes a valores de otros sensores, indicado con “[…]”. 
Una vez mostrados todos los valores referentes a sensores, se realizan los pasos de 
comparación para decidir en si se debe o no activar alguna de las salidas, en este caso 
se muestra la función de comparación para activar la calefacción. Se compara el valor 
deseado con el valor de temperatura redondeado, del redondeo se encarga arduino, ya 
que no se pueden comparar datos en coma flotante usando Shell.  
#!/bin/sh 




echo '<title>TFM D.V. - FPGA Linux</title>' 
echo '</head>' 
echo '<body>' 
echo '<h1> Welcome to Virtex 5 Microblaze automation system using Linux </h1>' 
echo '<h3 style="color:blue;">MUESAEII - EPSEVG</h3>' 
echo '<h4>TFM D.Vaquerizo</h4>' 
echo '<hr>' 
echo '<meta http-equiv="refresh" content="10;url=web17.sh" />' #refresh the web ev 
#Set initial values for the "variables" 
#---------------------------------SHOW ACTUAL VALUES---------------------------- 
#---------ACTUAL TEMP-------- 
echo '<i>Actual state of the system:</i>' 
echo '<br>' 
echo '- Temperature of the room:' 
microcom -t 400 /dev/ttyUL1 > ATemp.log & 
echo a > /dev/ttyUL1 #pull for actual temp 
sleep 0.7 
echo "$(cat ATemp.log)" 
echo ' <sup>o</sup>C' 
echo '<br>' 
#---------DESIRED TEMP-------- 
echo '- Desired Temperature for the room:' 





Figura 94: Aplicación web – Fragmento de arranque y muestra de valores 
#-------Comparison to activate the Heating system------------ 
if [ "$(cat HManual.log)" -eq "0" ]; then #no manual mode activated 
        microcom -t 300 /dev/ttyUL1 > RoundTemp.log & 
        echo r > /dev/ttyUL1 #pull for actual temp 
        sleep 0.3 
        if [ "$(cat DTemp.log)" -gt "$(cat RoundTemp.log)" ]; then #If the desir 
                # Heating ON 
                echo 0 > /sys/class/gpio/gpio242/value  #turn on Heating Relay 
                echo "<b>On</b>" > Heating.log 
        else 
                # GPIO OFF 
                echo 1 > /sys/class/gpio/gpio242/value  #turn off Heating Relay 
                echo "Off" > Heating.log    
        fi 
else #The manual mode is active, turn on heating 
        # Heating ON 
        echo 0 > /sys/class/gpio/gpio242/value  #turn on Heating Relay 
        echo "<b>On</b>" > Heating.log 
fi 
echo '- State of the Heating system: ' 
echo "$(cat Heating.log)" 
echo '<br>' 
[…] 
Figura 95: Aplicación web – Fragmento de comparación 
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Para controlar la calefacción, se consulta si el modo de funcionamiento es automático o 
manual, en cuyo caso se realiza la acción correspondiente, si está en manual se 
enciende, si está en automático, se consulta el valor de temperatura y en función de si 
la actual es menor o no a la deseada, se enciende o apaga en consecuencia. 
Tras realizar el resto de comparaciones para activar funciones, marcado con “[…]”, se 
pasa al formulario web, que utilizando el método “http get”, se encarga de recibir del 
navegador los valores introducidos y mostrar en consecuencia los valores en la web, a 
continuación, se muestra el fragmento de formulario correspondiente a la temperatura 















Tras configurar los parámetros deseados, se envían hacia la FPGA pulsando un botón 
en la web, sin embargo, el modo en el que envía los datos es como una cadena de 
caracteres y, por tanto, es necesario procesarlos para saber que valores ha entrado el 
usuario.  
Para procesar los datos, al final del script se encuentran las líneas de código que 
almacenan cada uno de los parámetros de la web en diferentes ficheros, para ello se 
utiliza el comando “sed” que busca los diferentes valores y los almacena en variables, 
posteriormente, se guarda el contenido de las variables en ficheros .log, para ser leídos 












Tras ver los diferentes fragmentos de los scrips, se pueden consultar los scripts finales 
en el anexo. 
#--------------------------------ENTER VALUES USING FORM------------------------------------ 
echo "<form method=GET action=\"${SCRIPT}\">"\ 
     '<table nowrap>'  
[…] 
 
# -- Heating related values -------- 
echo "<i> Configure the desired options for the Heating system</i><br>" 
echo "<tr><td>Desired Temperature </TD><TD><input type="text" name="desired_temp"  size=6 value=$(cat 
DTemp.log)><sup>o</sup>C</td></tr></table>" 
echo 'Configure Heating Mode:' 
echo '<br>' 
if [ "$(cat HManual.log)" -eq "0" ]; then 
 echo '<input type="radio" name="Heating_manual" value="0" checked> Automatic<br>'\ 
   '<input type="radio" name="Heating_manual" value="1"> On<br>' 
    
else 
 echo '<input type="radio" name="Heating_manual" value="0"> Automatic<br>'\ 




Figura 96: Aplicación web – Fragmento de configuración de la calefacción 
if [ -z "$QUERY_STRING" ]; then #If no values entered, do nothing... 
        exit 0 
else #If some values have been entered, saves them in variables... 
 echo '<meta http-equiv="refresh" content="0;url=web16.sh" />' 
 # Just extract the data entered using "sed" command: 
 DTemp=`echo "$QUERY_STRING" | sed -n 's/^.*desired_temp=\([^&]*\).*$/\1/p' | sed "s/%20/ /g"` 
Hmanual=`echo "$QUERY_STRING" | sed -n 's/^.*Heating_manual=\([^&]*\).*$/\1/p' | sed "s/%20/ /g"` 
 Bmanual=`echo "$QUERY_STRING" | sed -n 's/^.*Blinds_manual=\([^&]*\).*$/\1/p' | sed "s/%20/ /g"` 
 Bdesired=`echo "$QUERY_STRING" | sed -n 's/^.*Blinds_desired=\([^&]*\).*$/\1/p' | sed "s/%20/ /g"` 
 RLight=`echo "$QUERY_STRING" | sed -n 's/^.*Room_light=\([^&]*\).*$/\1/p' | sed "s/%20/ /g"` 
     #Save the values in the different .log files to read them in every refresh of the webpage 
 echo "$DTemp" > DTemp.log #XXºC 
 echo "$Hmanual" > HManual.log #1/0 
 echo "$Bmanual" > BManual.log #1/0 
 echo "$Bdesired" > BDesired.log #1/0 





Figura 97: Aplicación web – Fragmento de almacenaje de parámetros del 
usuario 
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Una vez programado tanto el código del arduino nano como el de la FPGA, será 
necesario compilar un nuevo kernel que incluya la aplicación para que a la hora de 
arrancar el sistema operativo no haya que pasar el fichero cada vez. 
 
5.2.3 Compilación del nuevo kernel 
 
Una vez realizados los múltiples scripts necesarios para poder ejecutar el servidor web 
desde la FPGA usando Linux, es necesario integrarlos dentro del sistema de ficheros 
base para que cada vez que arranque el kernel se pueda acceder a ellos. 
 
El primer paso es descomprimir el sistema de ficheros proporcionado por Xilinx, para 




El primer comando se encarga de crear una nueva carpeta, donde se guardará todo el 
contenido del fichero comprimido. Ejecutando el segundo comando se descomprime 
todo el sistema de ficheros para Microblaze Big Endian en la carpeta anteriormente 
creada. 
Tras ejecutar ambos comandos la carpeta contiene todo el sistema de ficheros, por lo 
que solamente es necesario crear las carpetas deseadas y copiar dentro los scripts y 
ficheros para la web. 
Una vez copiados, se debe comprimir de nuevo la imagen, para ello se ejecuta el 
siguiente comando, que comprimir el sistema de ficheros y le da el nombre deseado, en 




Tras obtener el sistema de ficheros definitivo, se debe compilar de nuevo el kernel, de 
forma que la imagen del sistema operativo cargada sea la que contiene todos los scripts 
y ficheros necesarios para configurar y ejecutar el servidor web en Linux. 
Cargando y ejecutando el sistema operativo, tal y como se mostró en el anterior 
capítulo, se pueden realizar las pruebas pertinentes para ver si la aplicación funciona 
tal y como se ha diseñado. 
  
mkdir tmp_mnt/ 
gunzip -c microblaze_complete.cpio.gz | sh -c 'cd tmp_mnt/ && cpio -i' 
 
sh -c 'cd tmp_mnt/ && find . | cpio -H newc -o' | gzip -9 > webserver16.cpio.gz 
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5.3 Test de la aplicación 
 
Una vez todos los elementos están interconectados y cada elemento procesador cuenta 
con su aplicación, el siguiente paso es verificar que la aplicación diseñada funciona tal 
y como se ha especificado al principio del diseño. 
Para verificar la aplicación, se testean las diferentes posibilidades de configuración y 
salida de los sensores. Para ello, se configuran los diferentes GPIOs y la UART, y a 
continuación se pone en ejecución el servidor web. Una vez en ejecución es necesario 
comprobar que el modo de funcionamiento de la calefacción, persiana y luces es el 
esperado. 
Para verificar si funcionan correctamente las salidas, es importante tener en 
consideración lo siguiente: 
 
- Calefacción encendida conmuta el primer relé (encendiendo el led de la pcb). 
- Luces apagadas activan el segundo relé. 
- Persiana subida conmuta el tercer relé. 
 
Por tanto, la configuración inversa para cada uno de los tres casos, desactiva el relé 
correspondiente, dejando la salida conmutada hacia el contacto normalmente cerrado. 
Conociendo estos aspectos, el estado inicial del sistema para el test, es con la persiana 
en alto, calefacción apagada y luces apagadas, por lo que los relés 2 y 3 deberían estar 
activados, tal y como se muestra en la siguiente figura. 
 
 
Figura 98: Estado inicial de los relés 
5.3.1 Comprobación del control de la calefacción 
 
Para realizar la primera verificación se van variando los parámetros de configuración 
disponibles para el usuario, de forma que al cambiarlos e pueda ver si el control de la 
calefacción funciona correctamente. 
Cambiando el modo a manual se muestra que la calefacción está encendida (Figura 99). 
1   2        3   4 
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Figura 99: WEB - Calefacción manual ON 
Para comprobar que las salidas funcionan correctamente se debe comprobar si el relé 
número 2 ha sido conmutado por lo que el modo manual funciona correctamente. 
A continuación, se prueba el modo automático. Para comprobarlo se fija inicialmente un 


















Figura 100: WEB - Calefacción automática, T ambiente superior a deseada 
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Con la calefacción apagada se aumenta la temperatura deseada para ver si se vuelve 
a encender, a continuación, se muestra la web con el nuevo valor. 
 
Figura 101: WEB - Calefacción automática, T ambiente inferior a deseada 
Aumentando la temperatura ambiente, por ejemplo, soplando al sensor, las 
temperaturas deberían equipararse y apagarse por tanto la calefacción. En la siguiente 
figura se muestra este caso. 
 
 
Figura 102: WEB - Calefacción automática, T ambiente superior a deseada 
(II) 
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Tras comprobar el correcto funcionamiento de los diferentes modos de la calefacción, el 
siguiente paso es probar el funcionamiento de las persianas automáticas, que dependen 
de varios sensores. 
 
5.3.2 Comprobación del control de las persianas 
 
El funcionamiento esperado de las persianas es, en modo automático con luz de día, 
siempre se sube la persiana si es que está bajada, cuando se hace de noche, se baja 
la persiana si es que no lo estaba ya. Finalmente, en modo manual se sube o baja la 
persiana sin importar el estado del sensor lumínico. 
Para determinar los valores de la persiana se emplean dos pulsadores, si no están 
pulsados ambos, la persiana estará abierta y si el sensor de luz recibe suficiente luz, se 
considera que es de día, éste es el caso inicial del test, que se muestra a continuación. 
 
 
Figura 103: WEB - Persianas en automático arriba, de día 
A continuación, se muestra el caso en el que el sensor detecta que se hace de noche y 
la persiana está subida, por tanto, se desactiva la salida del relé 3 para bajar la persiana, 
mientras se muestra un aviso al usuario. 
 
 
Figura 104: WEB - Persianas en automático arriba, de noche 
Implementación de un kernel Linux sobre un procesador tipo software utilizando una FPGA 
Daniel Vaquerizo Cid 
80 
 
A continuación, se muestra el caso en que siendo de noche se detecta que la persiana 
está bajada (ambos pulsadores activos), en cuyo caso, se muestra el estado de los 
sensores, mientras se mantiene la salida desactivada para mantener la persiana abajo. 
 
 
Figura 105: WEB – Persianas en automático abajo, de noche 
A continuación, el paso lógico es comprobar que cuando se hace de día con la persiana 
bajada, ésta sube, mostrando un mensaje al usuario. 
 
  
Figura 106: WEB – Persianas en automático abajo, de día 
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Una vez comprobadas las diferentes posibilidades del modo automático, se pasa a 
comprobar el modo manual, donde se comprueba que, al seleccionar la posición 
deseada, la salida cambia en consecuencia. 
La primera posibilidad es seleccionar la posición deseada abajo mientras la persiana se 
encuentra subida, en cuyo caso se muestra un mensaje de aviso y se desactiva la salida. 
 
 
Figura 107: WEB - Persianas modo manual abajo, persiana subida 
Una vez la persiana se encuentra abajo, se muestra el mensaje de posición de la 
persiana, dejando de mostrar el aviso de persiana bajando. 
 
 
Figura 108: WEB - Persianas modo manual abajo, persiana bajada 
Tras probar el modo manual para persiana bajada, se prueba el modo manual para 
persiana subida, que, partiendo del estado anterior, debería mostrar un aviso al usuario 
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y activar la salida para comenzar a subir la persiana. 
 
 
Figura 109: WEB - Persianas modo manual arriba, persiana bajada 
Tras enrollar la persiana hacia arriba, dado que ambos sensores detectan que se 
encuentra completamente subida, se muestra el mensaje de persiana subida. 
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5.3.3 Comprobación del control las luces 
 
Tras verificar que el control sobre las persianas funciona correctamente, queda probar 
el funcionamiento de las luces de la habitación y el del sensor de movimiento. 




Figura 111: WEB – Luces activadas 
Apagando las luces, se vuelve al estado inicial, donde se mantiene activo tanto el relé 2 
como el 3, ya que la calefacción no se encuentra activa. 
 
 
Figura 112: WEB – Luces desactivadas 
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5.3.4 Comprobación del sensor de movimiento 
 
Tras comprobar las diferentes acciones de control solamente queda comprobar que el 
sensor de movimiento se muestra correctamente en la web, se puede ver en las dos 
figuras previas, que con el simple movimiento realizado mientras se realizaban las 
diferentes comprobaciones, ha detectado movimiento y por tanto ha pasado de inactivo 
(Figura 111) a activo (Figura 112). 
 
Con todos los elementos comprobados se puede concluir el test sobre la web y el 
hardware y dado que tanto la aplicación web como los diferentes elementos empleados, 
desde sensores, hasta sistema operativo han funcionado correctamente, la aplicación 
se da por concluida y se puede pasar a ver las conclusiones del trabajo. 
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En este capítulo final se presenta una visión global de los resultados del trabajo, 
evaluando para ello los diferentes objetivos marcados para ver si se han cumplido 
parcial o completamente. Tras el análisis de objetivos se plantean las conclusiones y 
por último las líneas de mejora posibles sobre el trabajo desarrollado. 
 
6.1 Análisis de objetivos 
 
El primero de los objetivos era la creación del softcore Microblaze cumpliendo una serie 
de requisitos, para posteriormente ser implementado en la placa de desarrollo. Durante 
el desarrollo del capítulo 2 se ha podido ver cómo se diseña el procesador, se añaden 
los periféricos y se configura para poderlo ajustar a las especificaciones del diseño 
inicialmente marcadas, una vez concluido el diseño se ha podido realizar la 
implementación del mismo sobre la FPGA Virtex 5 con lo que el primer objetivo se ha 
cumplido completamente. 
 
El segundo de los objetivos consistía en diseñar un kernel Linux completamente 
funciona, basando para ello el diseño en el sistema microprocesador Microblaze y sus 
periféricos. Durante el capítulo 3 se ha podido obtener tanto la descripción del hardware, 
para poder ajustar el sistema operativo al diseño como el sistema de ficheros necesario 
para su funcionamiento. Con los elementos esenciales se ha compilado 
satisfactoriamente el kernel personalizado, que tras diferentes pruebas ha demostrado 
ser completamente funcional y poder manipular los diferentes elementos incluidos 
durante el proceso de diseño del hardware microprocesador. Por tanto, el objetivo de 
diseño del kernel se ha cumplido completamente también. 
 
Finalmente, el tercero de los objetivos principales consistía en diseñar una aplicación 
que demostrase el correcto funcionamiento del conjunto FPGA-Microblaze-Linux. La 
parte de diseño de la aplicación ha consistido finalmente en añadir algunos sensores y 
hardware externo al sistema, sin embargo, tras diseñar el script que se ejecuta bajo 
Linux, se han realizado varias pruebas de funcionalidad donde se demostraba la 
conexión al servidor web, la interacción con la web y el control de los periféricos para 
realizar tareas de control. Tras comprobar el funcionamiento del conjunto se puede 




Con el diseño totalmente funcional, se puede decir que se han cumplido los diferentes 
objetivos que se habían fijado para este trabajo, dado que, la creación del sistema 
basado en Microblaze es completamente funcional, y capaz de ejecutar Linux sin 
problema. Y, la parte de desarrollo software donde se ha obtenido el kernel 
personalizado para Microblaze y la propia aplicación web, ha permitido que éste se 
ejecute sin problemas sobre Microblaze y que se pudiesen controlar cada uno de los 
periféricos sin problemas desde la aplicación final. 
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Analizando el proceso de diseño es posible ver la complejidad que tiene el diseño de un 
sistema embebido empleando una FPGA, ya que durante el desarrollo se han empleado 
multitud de herramientas, para poder realizar las diferentes fases, pasando por el diseño 
del hardware, diseño del software y el desarrollo de la aplicación, convirtiendo así el 
conjunto de FPGA y Microblaze en un sistema totalmente funcional. 
 
Además, el hecho de emplear diferentes entornos complica enormemente el proceso de 
diseño, dado que, para poder llegar a la propia aplicación, ha sido necesario trabajar 
con herramientas de Xilinx, herramientas del kernel Linux y herramientas de Windows, 
donde cada una de las aplicaciones deben estar correctamente configuradas para poder 
entender los ficheros que resultan de cada uno de los pasos previos.  
 
Por otro lado, vale la pena destacar que tras tener el sistema funcionando, se puede 
modificar siempre que se desee el funcionamiento de la aplicación o los periféricos 
asociados a Microblaze para añadir nuevas funcionalidades o protocolos de 
comunicación como podría ser el CAN-bus, incluir un segundo microprocesador, etc, lo 
que otorga al sistema de una flexibilidad mucho mayor que cuando se emplea un 
microprocesador como podría ser Arduino, ya que en ese caso, el desarrollo está 
limitado al diseño de la placa en el momento de adquirirla. 
 
Para concluir, emplear un sistema basado en Microblaze aporta una última ventaja y es, 
que se puede migrar a cualquier otra FPGA más moderna o potente, lo que permitiría 
mantener el diseño hardware y el kernel, aunque se pase a otra placa de desarrollo 
completamente diferente. Y, por otra parte, la ventaja principal sobre los 
microprocesadores es que, aunque en este caso se ha empleado una distribución de 
Linux normal, se puede realizar un cambio de sistema operativo para emplear uno en 
tiempo real, donde las tareas de monitorización y control se realicen bajo un estricto 
esquema temporal. 
 
6.3 Líneas de mejora 
 
Una vez concluidos todos los pasos de desarrollo durante el trabajo, viendo los 
resultados obtenidos, se plantean una serie de líneas de mejora que pretenden mejorar 
el conjunto, así como la funcionalidad del mismo. 
Un primer punto de mejora podría ser la implementación del diseño en un sistema con 
Microblaze multi-core para ver si se mejora notablemente la velocidad del sistema, así 
como las posibilidades de computo del mismo, además sería interesante poder realizar 
el diseño sobre una FPGA con bus AXI, dado que la placa empleada solamente permitía 
PLB.  
El segundo punto de mejora podría ser la inclusión de una interfaz inalámbrica entre el 
sistema de sensores y la FPGA, para ello se puede emplear un accesorio que 
transforme la uart a bluetooth o cualquier otro protocolo, lo que permitiría incluir un 
sistema de sensores en cada una de las habitaciones del hogar haciendo mejorando la 
monitorización y control sobre el hogar. 
 
La aplicación ha funcionado correctamente, sin embargo, dados los limitados 
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conocimientos de programación html, se puede mejorar el aspecto de la misma, incluir 
una serie de gráficas donde se pueda ver el histórico de datos obtenidos, varias 
pestañas o incluso ver la temperatura de diferentes habitaciones si se desea, buscar la 
forma de poder acceder a la aplicación desde el exterior de la red local, etc. 
 
Además, un punto que no se ha tratado y que podría resultar de utilidad es el control de 
accesos, pudiendo colocar un lector de tarjetas RFID, mostrando en la web la última 
persona en entrar o salir. 
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A continuación, se muestran los códigos tanto de Linux como de Arduino. 
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A continuación, se puede ver el montaje empleado para las diferentes pruebas llevadas 
a cabo durante el desarrollo de este proyecto.  
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- Montaje del Arduino y sensores 
 
 
 
 
