This paper proposes an adaptive entropy-constrained Matching Pursuit coefficient quantization scheme. The quantization scheme takes benefit of the inherent properties of Matching Pursuit streams where coefficients energy decreases along with the iteration number. The decay rate can moreover be upper-bounded with an exponential curve driven by the redundancy of the dictionary. An optimal entropy-constrained quantization scheme can thus be derived once the dictionary is known. We propose here to approximate this optimal quantization scheme by adaptive quantization of successive coefficients whose actual values are used to update the quantization scheme parameters. This new quantization scheme is shown to outperform classical exponential quantization in the case of both random dictionaries and practical image coding with Gabor dictionaries.
INTRODUCTION
Non-orthogonal transforms presents several interesting properties which position them as an interesting alternative to orthogonal transforms like DCT or wavelet based schemes. Decomposing a signal over a redundant dictionary improves the compression efficiency, especially at low bit rates where most of the signal energy is captured by only few elements. In this context, Matching Pursuit algorithms [ l ] provide an interesting way to iteratively decompose the signal in its most important features with a limited complexity. It outputs a stream composed of atoms or basis functions along with their respective coefficients. Since the Matching Pursuit coefficients generally take on real values, quantization is however necessary to reduce the bandwidth needed to transmit them.
Quantization errors have been studied in 12, 31 in the context of overcomplete frame expansions and consistent Matching Pursuit. This paper focuses particularly 0n.a posteriori coefficient quantization for a general Matching Pursuit decomposition, in contrary to usual schemes [4, 5, 61 where the encoder uses the quantized coefficients to update the residual signal.
An optimal entropy-constrained quantization scheme can be derived taking benefit of the inherent properties of Matching Pursuit streams [7] . The coefficients energy are indeed upper-bounded by a exponential decay curve along with the iteration number. This curve only depends on the properties of the dictionary and the search algorithm. Hence, the contribution of the Matching Pursuit coefficients to the quantization error clearly depends on their position within the encoded stream, and hence on the redundancy of the dictionary. Based on the characterization of the energy decay curve, the quantization range and the number of quantization 0-7803-6725-1/01/$10.00 02001 IEEE steps can be adapted to the relative importance of the coefficients. Moreover, the optimal number of atoms for a given bit budget is also given by the exponential decay curve parameters that depend on the redundancy factor and the signal energy. In this paper, an adaptive but suboptimal quantization scheme is proposed to approximate the optimal entropy-constrained quantization in the practical case of large dictionaries. The actual values of the coefficients are used to update the quantization scheme parameters, thus avoiding estimation error effects due to suboptimal Matching Pursuit search on large size dictionaries. This new adaptive quantization scheme truly outperforms entropy-constrained exponential quantization schemes, especially at low bit rates. Furthermore, it is shown to achieve very good results in the practical case of image compression.
The 
MATCHING PURSUIT OVERVIEW
In contrast to orthogonal transforms, overcomplete expansions of signals are not unique. The number of feasible decompositions is infinite, and finding the best solution under a given criteria is a NP-complete problem. In compression, one is interested in representing the signal with the smallest number of elements, that is in finding the solution with most of the energy on only a few functions. Matching Pursuit [l] is one of the sub-optimal approaches that greedily approximates the solution to this NP-complete problem. Matching Pursuit (MP) is an adaptive algorithm that iteratively decomposes any function f in the Hilbert space 31 in a possibly redundant dictionary of functions called atoms [l] . Let 
Rf, and this leads to
To minimize IlRfll, one must choose gT0 such that the projection coefficient 1(g7,1f)l is maximum. The pursuit is carried out by applying iteratively the same strategy to the residual component.
After N iterations, one has the following decomposition for f :
where R" is the residual 01' the N t h step with R0f = f. Similarly, the energy llf112 is decomposed into :
Although Matching Pursuit places very few restrictions on the dictionary, the latter is strongly related to convergence speed and thus to coding efficiency. A.ny collection of arbitrarily sized and shaped functions can be used as dictionary, as long as completeness is respected. The completeness property ensures that Matching Pursuit is able to perfectly recover the input signal after a possibly infinite number of iterations.
The convergence speed of Matching Pursuit corresponds to its ability to extract the maximum signal energy in a few iterations. In other words, it corresponds to the decay rate of the residue and thus the coding efficiency of the Matching Pursuit. The approximation error decay rate in Matching Pursuit have been shown to be bounded by an exponential [I, 81. From [9] , there exists Q > 0 and p > 0 such that for all 712 2 0 :
where a E (0,1] is an optirnality factor. This factor depends on the algorithm that, at each iteration, searches for the best atom in the dictionary. The optimality factor Q is set to one when the MP browses the complete dictionary at each iteration. The parameter p depends on the dictionary 'construction. It represents to ability of the dictionary functions to c:ipture features of any input function f and satisfies :
The redundancy factor , B corresponds thus to the cosine of the maximum possible angle between a direction f and its closest direction among all dictionary vectors. A general formulation of the redundancy can be found in [IO] .
ENTROPY-CONSTRAINED COEFFICIENT

QUA.NTIZATION
The aim of the quantization is clearly to offer the best possible reconstruction quality for a given bit budget. The quantization error can first be upper-bounded by the sum of the coefficient quantization errors. Indeed, the squared quantization error DQ between the signal approximation f,?; and its reconstructed version f can generally be written as : 
n=O n=O since 11g711 = 1. Eq. (8) provides an upper-bound to the reconstruction error due to quantization noise. Finally, the total distortion has also to take into account the signal approximation error due to the finite number of Matching Pursuit iterations. Using Eq. (8) the total distortion can be written as :
n=O where the energy of the residue at iteration N is bounded thanks to Eq. (5).
The optimal quantization then minimizes the reconstruction error given by Eq. (9) for a given bit budget. Since the quantization error depends on the absolute value of the error on the coefficients, the highest iteration elements can be more coarsely quantized than the first elements for the same contribution to the quantization error. Hence, the exponential upper-bound on the coefficients can be used to design an efficient quantization scheme. Clearly, there is no need to quantize all coefficients on the same range, since their values exponentially decrease. Bits can thus be saved by limiting the quantization region between 0 and the exponential decay curve given by the parameters (i.e., /? and Ilfll). An additional bit of sign suffices to completely characterize the coefficients. The number of coefficients, as well as the number of bits per coefficient have now to be optimized in this context of exponentially decaying quantization range.
Assume now in a first approximation that the distribution of the coefficients norm is uniform between 0 and the exponential upper-bound. For complexity reasons, and under the previous assumptions, the coefficient cj is uniformly quantized within the exponentially decaying quantization range where Y = (1 -a2 p') i . Let nj be the number of quantization steps within Ij for the quantization of the j t h coefficient. With the previous assumptions, the distortion due to quantization can be written as :
Note that uniform quantization within an exponentially decaying range is similar to an exponential quantization within the complete range of the coefficients values [l 1, 121. The optimal quantization now minimizes the total distortion D for a bit rate R, or equivalently, minimizes the bit rate for a given distortion. In other words, we have to find the optimal parameters nj 2 1 and N that minimizes the distortion for a given rate. The Lagrangian multiplier method is well suited for this kind of constrained optimization problems. It defines a cost function C(X) as the sum of the objective distortion function and the constraint on the rate, weighted by the Lagrangian multiplier A. In our case the cost function may be written as :
This can be summarized by Algorithm 1. In practice, it will run as long as there are bits available according to initial bit budget. Notice that no can either be computed from the optimal X chosen at startup using a bisection method on a typical R-D curve or estimated using the recursive formula (14) . A bad estimation of the initial value will however not impair the quantization results, but rather displace them on the working rate-distortion curve. Finally, several coefficients could be used in the computation of V to improve the accuracy of the estimation and avoid potential oscillatory effects.
Algorithm 1 Differential Quantization
where B represents the average number of bits needed to code the atom index after possible entropy coding. Under the assumption of uniform coefficient distribution, the Lagrangian formulation is equivalent to an entropy-constrained quantization problem. The rate R indeed represents in this case the entropy of the quantized coefficients. The optimal quantization is given by The complete derivation as well as the optimal number of MP coefficients N are detailed in [7] .
ADAPTIVE QUANTIZATION
The previous optimal quantization scheme has several limitations in practical cases of large dictionaries. Moreover, the accuracy of the exponential upper-bound is highly dependent on the Matching Pursuit search algorithm. To overcome these limitations we now propose a suboptimal though very practical algorithm based on the development of the previous section. The key idea lies in a dynamic computation of the redundancy factor , B (i.e., the parameter v) from the quantized data, which is the only information available at the decoder. As in the previous section, we only focus on the magnitude of coefficients, reporting their sign on an additional bit.
The adaptive quantization schemes performs as follows. Let . The number of quantization levels at step j is theoretically driven by the redundancy factor as given by Eq. (14). The adaptive quantization uses an estimate of the redundancy factor to compute the number of quantization levels as :
The estimate of the redundancy factor D is then updated replacing the quantization range 1, in Eq. (10) with the previously quantized coefficient Q[cj-~] as :
EXPERIMENTAL RESULTS
In this section we now compare the adaptive entropy-constrained quantization scheme with an exponential quantization scheme [l 1 J used in Matching Pursuit coding [12] . The exponential quantization is clearly expected to provide better results than uniform quantization [7] due to the distribution of the MP coefficients. Both schemes, comparable in terms of complexity, are used for a posteriori MP coefficients quantization. In both cases, the distortion is reported to the coding rate estimated as the sum of the quantized coefficients entropy and the index average size. Note that the exponential quantization is similar to the one proposed in [12] , where the deadzone is adapted to the statistics of the coefficients. Figure 1 shows the evolution of the MSE distortion versus the coding rate for both thc adaptive entropy-constrained and the exponential quantization. 'The curve has been averaged on hundred decompositions of random signals of length 10. The adaptive scheme clearly provides better results since it optimally distribute bits among MP coefficients. It moreover allows to reach much lower coding rates, since the number of coefficients is adaptively chosen according to the bit budget. Similar results are given in Figure 2 for the Matching Pursuit decomposition of the Lena image with a Gabor dictionary. The gain in MSE distortion for the adaptive quantization is mainly due to a fine quantization of the first and most energetic coefficients. In the case of the exponential quantization, the absolute ,error on the first coefficients becomes very large, thus increasing Ihe distortion according to Eq. (8). Finally, Figure 3 s h o w the reconstruction of the Lena image after adaptive and respectively exponential quantization for the same bit budget (36.8 kb). Clearly, the quality offered by adaptive quantization is much better than the one obtained with exponential quantization thanks to a finer quantization of the first MP coefficients.
(a) PSNR = 30.88 dB (b) PSNR = 18.33 dB Fig. 3 . Reconstructed version of Lena reconstructed with 1000 Gabor atoms after adaptive and exponential coefficients quantization.
CONCLUSION
We proposed in this paper an adaptive entropy-constrained quantization scheme targeted for Matching Pursuit coefficients. This scheme is derived from an optimal entropy-constrained quantization by adapting to quantization parameters to the actual coefficients values. It truly outperforms an exponential quantization scheme thanks to the optimal distribution of the available bit budget across MP Coefficients. Additionally, the adaptive scheme allows for a real-time quantization, while the exponential quantization scheme needs two passes to estimate the coefficients statistics before quantization.
