This article proposes a general theory and methodology, called the minimax entropy principle, for building statistical models for images (or signals) in a variety of applications. This principle consists of two parts. The first is the maximum entropy principle for feature binding (or fusion): for a given set of observed feature statistics, a distribution can be built to bind these feature statistics together by maximizing the entropy over all distributions that reproduce them. The second part is the minimum entropy principle for feature selection: among all plausible sets of feature statistics, we choose the set whose maximum entropy distribution has the minimum entropy. Computational and inferential issues in both parts are addressed; in particular, a feature pursuit procedure is proposed for approximately selecting the optimal set of features. The minimax entropy principle is then corrected by considering the sample variation in the observed feature statistics, and an information criterion for feature pursuit is derived. The minimax entropy principle is applied to texture modeling, where a novel Markov random field (MRF) model, called FRAME (filter, random field, and minimax entropy), is derived, and encouraging results are obtained in experiments on a variety of texture images. The relationship between our theory and the mechanisms of neural computation is also discussed.
Introduction
This article proposes a general theory and methodology, the minimax entropy principle, for statistical modeling in a variety of applications. This section introduces the basic concepts of the minimax entropy principle after a discussion of the motivation of our theory and a brief review of some relevant theories and methods previously studied in the literature.
1. Visual coding, where the goal is to take advantage of the regularity or redundancy in the input images to produce a compact coding scheme. This involves measuring the efficiency of coding schemes in terms of entropy (Watson, 1987; Barlow, Kaushal, & Mitchison, 1989) , where the computation of the entropy and thus the choice of the optimal coding schemes depend on the estimation of f (I). For example, two kinds of coding schemes are compared in the recent work of Field (1994) : the compact coding and the sparse coding. The former assumes gaussian distributions for f (I), whereas the latter assumes nongaussian ones.
Pattern recognition, neural networks, and statistical decision theory,
where one often needs to find a probability model f (I) for each category of images of similar patterns. Thus, an accurate estimation of f (I) is a key factor for successful classification and recognition.
3. Computational vision, where f (I) is often adopted as a prior model in terms of Bayesian theory, and it provides a language for visual computation ranging from images segmentation to scene understanding (Zhu, 1996) .
4.
Texture modeling, where the objective is to estimate f (I) by a probability model p(I) for each set of texture images that have perceptually similar texture appearances. p(I) is important not only for texture analysis such as texture segmentation and classification, but also plays a role in texture synthesis since texture images can be synthesized by sampling p(I). Furthermore, the nature of the texture model helps us understand the mechanisms of human texture perception (Julesz, 1995) .
as kernel methods, radial basis functions (Ripley, 1996) , and mixture of gaussian models (Jordan & Jacobs, 1994) . Second, f (I) is often far from being gaussian; therefore some popular dimension-reduction techniques, such as the principal component analysis (Jolliffe, 1986) and spectral analysis (Priestley, 1981) , do not appear to be directly applicable. As an illustration of the nongaussian property, Figure 1a shows the empirical marginal distribution (or histogram) of the intensity differences of horizontally adjacent pixels of some natural images (Zhu & Mumford, 1997) . As a comparison, the gaussian distribution with the same mean and variance is plotted as a dashed curve in Figure 1a . Similar nongaussian properties are also observed in Field (1994) . Another example is shown in Figure 1b , where the solid curve is the histogram of F * I, with I being a texton image shown in Figure 8a , and F is a filter with the same texton (see section 4.5 for details). It is clear that the solid curve is far from being gaussian, and as a comparison, the dotted curve in Figure 1b is the histogram of F * I, with I being a white noise image. The outliers in the histogram are perceptual features, not noise!
Previous Methods.
A key issue in building a statistical model is the balance between generality and simplicity. The model should include rich structures to describe real-world images adequately and should be capable of modeling complexities due to high dimensionality and nongaussian property, and at the same time, it should be simple enough to be computationally feasible and give simple explanation to what we observe. To reduce complexity, it is often necessary to impose structures on the distribution. In the past, two main methods have been adopted in applications.
The first method adopts some parametric Markov random field (MRF) models in the forms of Gibbs distributions-for example, the general smoothness models in image restoration (Geman & Geman, 1984; Mumford & Shah, 1989) and the conditional autoregression models in texture modeling (Besag, 1973; Cross & Jain, 1983) . This method involves only a small number of parameters and thus constructs concise distributions for images. However, they do not achieve adequate generality for the following reasons. First, these MRF models can afford only small cliques; otherwise the number of parameters will explode. But these small cliques can hardly capture image features at relatively large scales. Second, the potential functions are of very limited and prespecified forms, whereas in practice it is often desirable for the forms of the distributions to be determined or learned from the observed images.
The second method is widely used in visual coding and image reconstruction, where the high-dimensionality problem is avoided by representing the images with a relatively small set of feature statistics, and the latter are usually extracted by a set of well-selected filters. Examples of filters include the frequency and orientation selective Gabor filters (Daugman, 1985) and some wavelet pyramids based on various coding criteria (Mallat, 1989;  Figure 1: (a) The histogram of intensity difference at adjacent pixels and gaussian curve (dashed) of same mean and variance in domain [−15, 15] . (b) Histogram of the filtered texton image (solid curve) and a filtered noise image (dotted curve). Simoncelli, Freeman, Adelson, & Weeger, 1992; Coifman & Wickerhauser, 1992; Donoho & Johnstone, 1994) . The feature statistics extracted by a certain filter is usually the overall histogram of filtered images. These histograms are used for pattern classification, recognition, and visual coding (Watson, 1987; Donoho & Johnstone, 1994) . Despite the excellent performances of this method, there are two major problems yet to be solved. The first is the feature binding or feature fusion problem: given a set of filters and their histograms, how to integrate them into a single probability distribution. This problem becomes much more difficult if the filters used are not all linear and are not independent of each other. The second problem is feature selection: for a given model complexity, how to choose a set of filters or features to characterize best the images being modeled.
Our Theory and Methodology.
In this article, a minimax entropy principle is proposed for building statistical models, and it provides a new strategy to balance between model generality and model simplicity by two seemingly contrary criteria: maximizing entropy and minimizing entropy. (Jaynes 1957) . Without loss of generality, any image feature can be expressed as φ (α) (I), where φ (α) ( ) can be a vector-valued functions of the image intensities and α is the index of the features. The statistic of the feature φ (α) (I) is E f [φ (α) (I)], which is the expectation of φ (α) (I) with respect to f (I) and is estimated by the sample mean computed from the training images. Then, given a set of features S = {φ (α) , α = 1, 2, . . . , K}, a model p(I) is constructed such that it reproduces the feature statistics as observed; that is, E p [φ (α) (I)] = E f [φ (α) (I)], for α = 1, 2, . . . , K. Among all model p(I) satisfying such constraints, the maximum entropy principle favors the simplest one in the sense that it has the maximum entropy. Since entropy is a measure of randomness, a maximum entropy (ME) model p(I) is considered as the simplest fusion or binding of the features and their statistics.
(I). The Maximum Entropy Principle
(II). The Minimum Entropy Principle. The goodness of p(I) constructed in (I) is measured by KL( f, p) , that is, the Kullback-Leibler divergence from f (I) to p(I) (Kullback & Leibler, 1951) , and it depends on the feature set S that we selected. As we will show in the next section, KL( f, p) is, up to a constant, equal to the entropy of p(I). Thus, to estimate f (I) closely, we need to minimize the entropy of the ME distribution p(I) with respect to S, which often means that we should use as many features as possible to specify p(I). In this sense, a minimum entropy principle favors model generality. When the model complexity or the number of features K is limited, the minimum entropy principle provides a criterion for selecting the feature set S that best characterizes f (I).
Computational procedures are proposed for parameter estimation and feature selection. The minimax entropy principle is further studied in the presence of sample variation of feature statistics.
As an example of application, the minimax entropy principle is applied to texture modeling, where the features are extracted by filters that are selected from a general filter bank, and the feature statistics are the empirical marginal distributions (usually further reduced to the histograms) of the filtered images. The resulting model, called FRAME (filters, random fields, and minimax entropy), is a new class of MRF model. Compared with previous MRF models, the FRAME model employs a much more enriched vocabulary and hence enjoys a much stronger descriptive ability, and at the same time, the model complexity is still under check. Texture images are synthesized by sampling the estimated models, and the correctness of estimated models is thus verified by checking whether the synthesized texture images have similar visual appearances to the observed images.
The rest of the article is arranged as follows. Section 2 studies the minimax entropy principle, where algorithms are proposed for parameters estimation and feature selection. In Section 3 we study the minimax entropy principle in depth by correcting it in the presence of estimation error and addressing the issue of variance estimation in homogeneous random fields. Section 4 applies the minimax entropy principle to texture modeling. Section 5 concludes with a discussion of the texture model and the relationship between minimax entropy and neural modeling.
The Minimax Entropy Principle
To fix notation, let I be an image defined on a domain D; for example, D can be an N × N lattice, for each point v ∈ D, I( v) ∈ L, and L is the range of image intensities. For a given application, we assume that there exists an underlying probability distribution (or density) f (I) defined on the image space L |D| , where |D| is the size of the image domain. Then the objective is to estimate f (I) based on a set of observed images {I obs i , i = 1, . . . , M} sampled from f (I).
The Maximum Entropy Principle.
At the initial stage of studying the regularity and variability of the observed images I obs i , i = 1, 2, . . . , M, one often starts from exploring a finite set of essential features that are characteristic of the observations. Without loss of generality, such features are extracted by S = {φ (α) ( ), α = 1, 2, . . . , K}, where φ (α) (I) can be a vectorvalued function of the image intensities. The statistics of these features are estimated by the sample means,
If the large sample effect takes place (usually a necessary condition for modeling), then the sample averages {µ
obs , α = 1, . . . , K} make reasonable estimates for the expectations {E f [φ (α) (I)], α = 1, . . . , K}, where E f denotes the expectation with respect to f (I). We call {µ (α) obs , α = 1, . . . , K} the observed statistics and {E f [φ (α) (I)], α = 1, . . . , K} the expected statistics of f (I).
To approximate f (I), a probability model p(I) is restricted to reproduce the observed statistics, that is,
be the set of distributions that reproduce the observed statistics of feature set S; then we need to select a p(I) ∈ S provided that S = ∅. As far as the observed feature statistics {µ
obs , α = 1, . . . , K} are concerned, all the distributions in S explain them equally well, and they are not distinguishable from f (I). The ME principle (Jaynes, 1957) suggests that we should choose p(I) that achieves the maximum entropy to obtain the purest and simplest fusion of the observed features and their statistics. The underlying philosophy is that while p(I) satisfies the constraints along some dimensions, it should be made as random (or smooth) as possible in other unconstrained dimensions, that is, p(I) should represent information no more than that is available and in this sense, the ME principle is often called the minimum prejudice principle.
Thus we have the following constrained optimization problem,
subject to
and
By an application of the Lagrange multipliers, it is well known that the solution for p(I) has the following Gibbs distribution form:
3) where = (λ (1) , λ (2) , . . . , λ (K) ) is the parameter, λ (α) is a vector of the same dimension as φ (α) (I), · , · denotes inner product, and
is the partition function, which normalizes p(I; ) into a probability distribution.
Estimation and Computation. Equation 2
.3 specifies an exponential family of distributions (Brown, 1986) ,
where d is the total number of parameters, and is solved atˆ , which satisfies the constraints p(I;ˆ , S) ∈ S , that is,
However, analytical solution of equation 2.5 is in general unavailable; instead, we solve for p(I;ˆ , S) iteratively from S by maximum likelihood estimator.
, S) be the log-likelihood function for any p(I; , S) ∈ S , and it has the following properties:
Following equation 2.6, maximizing the log likelihood by gradient ascent gives the following equation for solving iteratively:
Obviously equation 2.8 converges to =ˆ . Moreover, equation 2.7 means that the Hessian matrix of L( , S) is the covariance matrix (φ (1) (I), . . . , φ (K) (I)) and thus is positive definite under the condition that
is strictly concave with respect to , and the solution for uniquely exists.
Following equations 2.5, 2.6, and 2.7, we have the following conclusion.
Proposition 1. Given a feature set S, S ∩ S = {p(I;ˆ , S)} whereˆ is both the maximum entropy estimator and the maximum likelihood estimator.
At each step t of equation 2.8, the computation of E p(I; ,S) [φ (α) (I)] is in general difficult, and we adopt the stochastic gradient method (Younes 1988) for approximation. For a fixed , we synthesize some typical images
. . , M } by sampling p(I; , S) with the Gibbs sampler (Geman & Geman, 1984) or other Markov chain Monte Carlo (MCMC) methods (Winkler, 1995) , and approximate E p(I; ,S) [φ (α) (I)] by the sample means; that is,
Therefore the iterative equation for computing becomes
For the accuracy of the approximation in equation 2.9, the sample size M should be large enough. The data flow for parameter estimation is shown in Figure 2 , and the details of the algorithm can be found in (Zhu, Wu, & Mumford, 1996) .
The Minimum Entropy Principle.
For now, suppose that the sample size M is large enough so that the expected feature statistics {E f [φ (α) (I)], α = 1, . . . , K} can be estimated exactly by neglecting the estimation errors in the observed statistics {µ
is computed so that it reproduces the expected statistics of a feature set
Since our goal is to make an inference about the underlying distribution f (I), the goodness of this model can be measured by the Kullback-Leibler (Kullback & Leibler, 1951) 
For KL( f, p(I; , S)), we have the following conclusion:
Theorem 1. In the above notation, KL( f, p(I; , S)) = entropy(p(I; , S)) − entropy( f ).
See the appendix for a proof.
In the above result, entropy( f ) is fixed, and entropy(p(I; , S)) depends on the set of features S included in the distribution p(I; , S). Thus minimizing KL( f, p(I; , S)) is equivalent to minimizing the entropy of p(I; , S).
We call this the minimum entropy principle, and it has the following intuitive interpretations. First, in information theory, p(I; , S) defines a coding scheme with each I assigned a coding length − log p(I; , S) (Shannon, 1948) , and entropy (p(I; , S)) = E p [− log p(I; , S)] stands for the : : :
: : :
: : : expected coding length. Therefore, a minimum entropy principle chooses the coding system with the shortest average coding length. The shortest average coding length in the actually estimated model p(I;ˆ , S) is minus its log likelihood in view of Proposition 2; hence minimizing entropy is the same as maximizing the likelihood of the data:
Proposition 2. Given a feature set S and p(I;ˆ , S), then L(ˆ , S) = −entropy (p(I;ˆ , S)) whereˆ is the ML estimator.
Proof. Since
However, to keep the model complexity under check, one often needs to fix the number of features K. To be precise, let B be the set of all possible features and S ⊂ B an arbitrary set of K features. Therefore entropy minimization provides a criterion for choosing the optimal set of features; that is,
According to the maximum entropy principle,
Combining equations 2.11 and 2.12, we have
We call equation 2.13 the minimax entropy principle. We have demonstrated that this principle is consistent with the goal of modeling: Finding the best estimate for the underlying distribution f (I), and the relationship between minimax entropy and maximum likelihood estimator is addressed by Propositions 1 and 2.
Feature Pursuit. Enumerating all possible sets of features S ⊂ B
and comparing their entropies is certainly impractical. Instead, we propose a greedy procedure to pursue the features in the following way. 1 Start from an empty feature set ∅ and p(I) a uniform distribution, add to the model one feature at a time such that the added feature leads to the maximum decrease in the entropy of ME model p(I; , S), and keep doing this until the entropy decrease is smaller than a certain value. To be precise, let S = {φ (α) , α = 1, . . . , K} be the currently selected set of features, and let
be the ME distribution fitted to f (I) (we omit from for notational simplicity in this subsection). For any new feature φ (β) ∈ B/S, let S + = S∪{φ (β) } be a new feature set. The new ME distribution is
According to the above discussion, we choose feature φ (K+1) to maximize the entropy decrease over the remaining features; that is,
where
is the entropy decrease.
) is a function of the difference between p + and p on feature φ (β) . By second-order Taylor expansion, d(φ (β) ) can be expressed in a quadratic form.
Proposition 3. In the above notation,
See the appendix for proof.
The V p can be interpreted as follows. Let C = −V 12 V −1 11 , and let φ (β) ⊥ (I) = φ (β) (I)+C (I) be the linear combination of φ (β) (I) and (I); then under p , it can be shown that φ (β)
is the variance of φ (β) (I) with its dependence on (I) being eliminated.
In practice, E f [φ (β) (I)] is estimated by the observed statistic µ (β)
obs , and
syn -the sample mean computed from synthesized images sampled from the current model p. If the intermediate distribution p is approximated using the current distribution p, the distance d(φ (β) ) is approximated by 17) where
⊥ ) is the variance estimated from the synthesized images. We will further study the estimation of V p in section 3.2.
The feature pursuit procedure governed by equation 2.17 has the following intuitive interpretation. Under the current model p, for any new feature
syn is the statistic we observe from the image samples following p. If µ As a summary, Figure 2 illustrates the data flow for both the computation of the model and the pursuit of features.
3 More on Minimax Entropy 3.1 Correcting the Minimum Entropy Principle. In previous sections, for a set of features S = {φ (α) , α = 1, . . . , K}, we have studied two ME distributions. One is p(I;ˆ , S), which reproduces the observed feature statistics, that is,
obs , for α = 1, . . . , K, and the other is p(I; , S), which reproduces the expected feature statistics, that is,
In the previous derivations, we assume that {E f [φ (α) (I)], α = 1, . . . , K} can be estimated exactly by the observed statistics {µ
obs , α = 1, . . . , K}, which is not true in practice since only a finite sample is observed. Taking the estimation errors into account, we need to correct the minimum entropy principle and the feature pursuit procedure.
First, let us consider the minimum entropy principle, which relates the Kullback-Leibler divergence KL ( f, p(I; , S) ) to the entropy of the model p(I; , S) for = . Since in practice is estimated atˆ , the goodness of the actual model should be measured by KL( f, p(I;ˆ , S)) instead of KL( f, p(I; , S)), for which we have: . Let E obs stands for the expectation with respect to the training images. Applying E obs to both sides of equation 3.1, we have,
( 3.2)
The following proposition relates entropy(p(I; , S)) to entropy(p(I;ˆ , S)). See the appendix for proof.
According to Proposition 5, the entropy of p(I;ˆ , S) is on average smaller than the entropy of p(I; , S); this is becauseˆ is estimated from specific training data, and hence p(I;ˆ , S) does a better job than p(I; , S) in fitting the training data.
Combining equations 3.2 and 3.3, we have
where the two correction terms are
Following Ripley (1996, sec. 2.2), both C 1 and C 2 can be approximated by
where tr( ) is the trace of matrix. Therefore, we arrive at the following form of the Akaike information criterion (Akaike, 1977) :
where we drop the higher-order term O(M −3/2 ). The optimal set of features should be chosen to minimize E obs [KL( f, p(I;ˆ , S))], which leads to the following correction of the minimum entropy principle:
In practice, (Rissanen, 1989) . Now let us consider correcting the feature pursuit procedure. Following the notation in section 2.4, at each step K + 1, suppose we choose a new feature φ (β) , and let + (I) = ( (I), φ (β) (I)); the decrease of the expected Kullback-Leibler divergence is:
By linear algebra, we can show that
See the appendix for the proof of equation 3.6. Therefore, at every step of the (corrected) feature pursuit procedure, we should choose φ (β) to maximize
In practice, we approximate
⊥ ], and estimate the variances from the observed and synthesized images. Let µ 
We note that in equation 3.7,
is a measure of fluctuation in the observed images. The intuitive meaning of equation 3.7 is the following. The first term is the distance between µ (β) syn and µ (β) obs , and we call it the gain by introducing a new feature φ (β) . The second term measures the uncertainty in estimating E f [φ (β) (I)], and we call it the loss by adding φ (β) . If the loss term is large, it means the feature is less common to the observed images; thus d (φ (β) ) is small. When µ 
Variance Estimation in Homogeneous Random Field.
In previous sections, we assume that we have M independent observations I obs i , i = 1, 2, . . . , M, and each I obs i is of the same size as the image domain D (N × N pixels). A feature φ (β) (I obs i ) is computed based on the intensities of an entire image, and the sample mean and variance are then computed from φ (β) (I obs i ) i = 1, 2, . . . , M. The same is true for synthesized images. However, in many applications, such as texture modeling in the next section, it is assumed that the underlying distribution f (I) is ergodic and images I are homogeneous; thus, φ (β) (I) is often expressed as the average of local features ψ (β) ( ):
where ψ (β) is a function defined on locally supported (filter) windows W centered at v ∈ D. Therefore by ergodicity we still estimate E f [φ (β) (I)] and
Var f [φ (β) (I)] reasonably well even through only a single image is observed, provided that the observed image is large enough compared to the strength of autocorrelation.
In particular, we adopt the method recently proposed by Sherman (1996) 
Then, according to Sherman (1996) 
where c is |D obs | minus the number of pixels around the boundary. From equation 3.8, we notice that d (φ (β) ) is proportional to N 2 -the size of domain D.
A more rigorous study is often complicated by phase transition, and we shall not pursue it in this article.
Application to Texture Modeling
This section applies the minimax entropy principle to texture modeling.
The General Problem.
Texture is an important characteristic of surface property in visual scenes and a power cue in visual perception. A general model for textures has long been sought in both computational vision and psychology, but such a model is still far from being achieved because of the vast diversity of the physical and chemical processes that generate textures and the large number of attributes that need to be considered. As an illustration of the diversity of textures, Figure 3 displays some typical texture images.
Existing models for textures can be roughly classified into three categories: (1) dynamic equations or replacement rules, which simulate specific physical and chemical processes to generate textures (Witkin & Kass, 1991; Picard, 1996) , (2) the kth-order statistics model for texture perception, that is, the famous Julesz's conjecture (Julesz, 1962) , and (3) MRF models. (For a discussion of previous models and methods, see Zhu et al., 1996.) In our method, a texture is considered an ensemble of images of similar texture appearances governed by a probability distribution f (I). As discussed in section 2, we seek a model p(I; , S) given a set of observed images. p(I; , S) should be consistent with human texture perception in the sense that if p(I; , S) estimates f (I) closely, the images sampled from p(I; , S) should be perceptually similar to the training images.
Choosing Features and Their Statistics.
As the first step of applying the minimax entropy principle, we need to choose image features and their statistics, that is, φ (α) (I) and µ (α) obs α = 1, 2, . . . , K. First, we limit our model to homogeneous textures; thus f (I) is stationary with respect to location v. We assume that features of texture images can be extracted by "filters" F (α) , α = 1, 2, . . . , K, where F (α) can be a linear or nonlinear function of the intensities of the image I. Let I (α) ( v) denote the filter response at point v ∈ D, that is, I (α) ( v) = F (α) (I| W+ v ) is a function depending on the intensities inside window W centered at v.
Second, recent psychophysical research on human texture perception suggests that two homogeneous textures are often difficult to discriminate when they produce similar marginal distributions (histograms) of responses from a bank of filters (Bergen & Adelson, 1991; Chubb & Landy, 1991) . Motivated by the psychophysical research, we make the following assumptions to limit the number of filters and the window size of each filter for computational reason, though these assumptions are not necessary conditions for our theory to hold true:
1. All features that concern texture perception can be captured by "locally" supported filters. By "locally" we mean that the sizes of filters should be much smaller than the size of the image. For example, the size of image is 256 × 256 pixels, and the window sizes of filters are limited to be less than 33 × 33 pixels.
2. Only a finite set of filters are used.
Given a filter F (α) , we compute the histogram of the filtered image I (α) as the features of I. Therefore in texture modeling, the notation φ (α) (I) is replaced by 
H (α) (I, z) and µ As the sample size M is large or the images I obs i are large so that the large sample effect takes place by ergodicity, then µ (α) obs (z) will be a close estimate of the marginal distributions of f (I):
Another motivation for choosing µ (α) obs (z) as feature statistics comes from a mathematical theorem, which states that f (I) is determined by all its marginal distributions f (α) (z). Thus, if model p(I) reproduces f (α) (z) for all α, then p(I) = f (I) .
Substituting H (α) (I) for φ (α) (I) in equation 2.3, we obtain
which we call the FRAME model. Here the angle brackets indicate that we are taking a sum over bin z: that is,
z H (α) (I, z) . The computation of the parameters and the selection of filters F (α) proceed as described in the last section. For detailed analysis of the texture modeling algorithm, see Zhu et al. (1996) .
FRAME: A New Class of MRF Models.
In this section, we derive a continuous form for the FRAME model in equation 4.1, and compare it with existing MRF models. Since the histograms of an image are continuous functions, the constraint in the ME optimization problem is the following:
By an application of Lagrange multipliers, maximizing the entropy of p(I) under the above constraints gives
Since z is a continuous variable, there is an infinite number of constraints. The Lagrange multipliers = (λ (1) ( ), . . . , λ (K) ( )) take the form as onedimensional potential functions. More specifically when the filters are linear,
, and we can rewrite equation 4.3 as,
Clearly, equations 4.3 and 4.4 are MRF models or, equivalently, Gibbs distributions. But unlike the previous MRF models, the potentials are built directly on the filter response instead of cliques, and the forms of the potential functions λ (α) ( ) are learned from the training images, so they can incorporate high-order statistics and thus model nongaussian properties of images. The FRAME model has much stronger expressive power than traditional clique-based MRF models. Every filter introduces the same number of L parameters regardless of its window size, which enables us to explore structures at large scales (e.g., the 33 × 33 pixel filters in modeling the fabric texture in section 4.5). It is easy to show that existing MRF models for texture are special cases of the FRAME model with the filters and their potential functions specified. Detailed comparison between the FRAME model and the MRF models is covered in Zhu et al. (1996) .
Designing a Filter Bank.
To describe a wide variety of textures, we need to specify a general filter bank, which serves as the "vocabulary" by analogy to language. We shall not discuss the rules for constructing an optimal filter bank; instead, we use the following five kinds of filters motivated by the multichannel filtering mechanism discovered and generally accepted in neurophysiology (Silverman, Grosof, De Valois, & Elfar, 1989 ).
1. The intensity filter, δ( ), for capturing the DC component.
2. The Laplacian of gaussian filters, which are isotropic center surrounded and are often used to model retinal ganglion cells. The impulse response functions are of the following form:
LG
We choose eight scales with T = √ 2/2, 1, 2, 3, 4, 5, and 6. The filter with scale T is denoted by LG(T).
3. The Gabor filters, which are models for the frequency and orientationsensitive simple cells. The impulse response functions are of the following form, 
Experiments of Texture Modeling.
This section describes the modeling of natural textures using the algorithm studied in sections 2 and 3. The first texture image is described in detail to illustrate the filter pursuit procedure.
Suppose we are modeling f (I) where I is of 64 × 64 pixels. Figure 4a is an observed image of animal fur (128 × 128 pixels). We start from the filter set S = ∅ and p(I; , S) a uniform distribution from which a uniform white noise image is sampled and is displayed in Figure 4b (128 × 128 pixels) . The algorithm first computes d (φ (1) ) according to equations 3.7 and 3.8 for each ⊥ . The boldface numbers are the largest in each column and are thus chosen in the algorithm.
filter, and d (φ (1) ) for some filters are listed in Table 1 . Filter LG(1) has the largest entropy decrease and thus is chosen as the first filter, S = {LG(1)}. Then a model p(I; , S) is computed, and a synthesized image is shown in Figure 4c .
Comparing Figure 4c with Figure 4b , it is evident that this filter captures local smoothness features of the observed texture image. Continuing the algorithm, six more filters are sequentially added: (2) G cos(4, 120 • ); (3) G cos(6, 120 • ); (4) G cos(2, 30 • ); (5) G cos(2, 0 • ); (6) G cos(6, 150 • ); and (7) intensity δ( ). The texture images synthesized using 3, 4, and 7 filters are displayed in Figures 4d-f . Obviously, with more filters added, the synthesized texture image gets closer to the observed one. After choosing seven filters, the entropy decrease for all filters becomes very small; some are negative. Similar results are observed for those filters not listed in Table 1 . This confirms our early assumption that the marginal distributions of a small number of filtered images should be adequate for capturing the essential features of the underlying probability distribution f (I). 3 Figure 5a is the scene of mud ground with scattered animal footprints, which are filled with water and thus get brighter. This texture image shows sparse features. Figure 5b is the synthesized texture image using five filters. observed texture image is not homogeneous, since the shapes of the blobs vary systematically with spatial locations, and the left upper corner is darker than the right lower one. The synthesized texture, shown in Figure 6b , also has elongated blobs introduced by different filters, but the bright pixels seem to spread uniformly across the image due to the effect of entropy maximization. Figure 7a shows a texture of fabric that has clear periods along both horizontal and vertical directions. We choose two nonlinear filters: spectrum analyzers SP(17, 0 • ) and SP(17, 90 • ) , with their periods T tuned to the periods of the texture, and the window sizes of the filters are 33 × 33 pixels. We also use the intensity filter δ( ) and filter LG( √ 2/2) to take care of the Figures 8a and 8b show two special binary texture images formed from identical textons (circles and crosses), which are studied extensively by psychologists for the purpose of understanding human texture perception. Our interest here is to see whether this class of textures can still be modeled by FRAME. We use the linear filter whose impulse response function is a mask with the corresponding texton at the center. With this filter selected, Figure 1b plots the histograms of the filtered image F * I, with I being the texton image observed in Figure 8a (solid curve) and a uniform noise image (dotted curve). Observe that there are many isolated peaks in the observed histogram, which stand for important image features. The computation of the model is complicated by the nature of such isolated peaks, and we proposed an annealing approach for computing (for details see Zhu et al., 1996) . Figures 8c and 8d show two synthesized images.
Discussion
This article proposes a minimax entropy principle for building probability models in a variety of applications. Our theory answers two major questions. The first is feature binding or feature fusion: how to integrate image features and their statistics into a single joint probability distribution without limiting the forms of the features. The second is feature selection: how to choose a set of features to characterize best the observed images. Algorithms are proposed for parameter estimation and stochastic simulation. A greedy algorithm is developed for feature pursuit, and the minimax entropy principle is corrected for the presence of sample variations.
As an example of applications, we apply the minimax entropy principle to modeling textures. There are various artificial categories for textures with respect to various attributes, such as Fourier and non-Fourier, deterministic and stochastic, and macro-and microtextures. FRAME erases these artificial boundaries and characterizes them in a unified model with different filters and parameter values. It has been well recognized that the traditional MRF models, as special cases of FRAME, can be used to model stochastic, non-Fourier microtextures. From the textures we synthesized, it is evident that FRAME is also capable of modeling periodic and deterministic textures (fabric), textures with large-scale elements (fur and cheetah blob), and textures with distinguishable textons (circles and cross bars).
Our method for texture modeling was inspired by and bears some similarities to the recent work by Heeger and Bergen (1995) on texture synthesis, where many natural-looking texture images are successfully synthesized by matching the histograms of filter responses organized in the form of a pyramid. Compared with Heeger and Bergen's algorithm, the FRAME model is distinctive in the following aspects. First, we obtain a probability model p(I; , S) instead of merely synthesizing texture images. Second, the Monte Carlo Markov chain for model estimation and texture sampling is guaranteed to converge to a stationary process that follows the estimated distribution p(I; , S) (Geman & Geman, 1984) , and the observed histograms can be matched closely. However, the FRAME model is computationally expensive, and approaches for further facilitating the computation are yet to be developed. For more discussion on this aspect, see Zhu et al. (1996) .
Many textures seem still difficult to model, such as the two human synthesized cloth textures shown in Figure 9 . It appears that synthesizing such textures requires far more sophisticated features than those we have used in the texture modeling experiments, and these features may correspond to a high-level visual process, such as the geometrical properties of object shape. In this article, we choose filters from a fixed set of filters, but in general it is not understood how to design such set of features or structures for an arbitrary applications. An important issue is whether the minimax entropy principle for model inference is "biologically plausible" and might be considered a model for the method used by natural intelligences in constructing models of classes of images. From a computational standpoint, the maximum entropy phase of the algorithm consists mainly of approximating the values of the Lagrange multipliers, which we have done by hill climbing with respect to log likelihood. Specifically, we have used Monte Carlo methods to sample our distributions and plugged the sampled statistics into the gradient of log likelihood. One of the authors has conjectured that feedback pathways in the cortex may serve the function of forming mental images on the basis of learned models of the distribution on images (Mumford, 1992) . Such a mechanism might well sample by Monte Carlo as in the algorithm in this article. That theory further postulated that the cortex seeks out the "residuals," the features of the observed image different from those of the mental image. The algorithm shows how such residuals can be used to drive a learning process in which the Lagrange multipliers are gradually improved to increase the log likelihood. We would conjecture that these Lagrange multipliers are stored as suitable synaptic weights in the higher visual area or in the top-down pathway. Given the massively parallel architecture, the apparent stochastic component in neural firing, and the huge amount of observed images processed every day, the computational load of our algorithm may not be excessive for cortical implementation.
The minimum entropy phase of our algorithm has some direct experimental evidence in its favor. There has been extensive psychophysical experimentation on the phenomenon of preattentive texture discrimination.
We propose that textures that can be preattentively discriminated are exactly those for which suitable filters have been incorporated into a minimum entropy cortical model and that the process by which subjects can train themselves to discriminate new sets of textures preattentively is exactly that of incorporating a new filter feature into the model. Evidence that texture pairs that are not preattentively segmentable by naive subjects become segmentable after practice has been reported by many groups, most notably by Karni and Sagi (1991) . The remarkable specificity of the reported texture discrimination learning suggests that very specific new filters are incorporated into the cortical texture model, as in our theory. 
= KL( f, p(I; , S)) + KL(p(I; , S), p(I; , S)).
The result follows by setting =ˆ . and equation 3.6 follows.
