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Abstract
Porous materials play an important role in many applications, e.g. fuel
cells, bone transplants and CO2 storage. The current thesis is motivated by
the challenges faced in fuel cell technology with regard to the design and
manufacture of porous electrodes.
The macroscopic, observable properties of porous materials are deter-
mined by their microstructure. However, the challenge still remains in finding
and formulating relations between the microstructure and the macroscopic
properties. This work tests and develops further a recent method that aims
at deriving such relations. The method consists of first quantifying the mi-
crostructure in terms of volume elements called quadrons. This description
is then used in an entropy-based statistical mechanical formalism that makes
it possible to derive macroscopic properties.
We apply the quadron description to numerically generated structures:
planar granular packs and 3D tetrahedral cellular structures. We find that
the quadron statistics are sensitive to the microstructure. Especially, they
capture information about the pores, a microstructural feature that grain-
based volumes such as Vorono¨ı cells do not capture. We evaluate the com-
pactivity – an analog to temperature – of the planar packs using different
methods. All the methods give the right relation between the compactiv-
ities of the packs. In addition, the volume distributions of the quadrons
decay exponentially. These results lend support to the statistical mechanical
formalism.
We compare the quadron statistics of different 3D cellular structures in-
cluding examples of relevant microstructural features such as the throats –
the openings between two pores. Applying the reciprocity defined within
the quadron description, we link between grain shapes, the number of grain
contacts and the length of the TPB, which is a key property of fuel cells
electrodes. This reproduces an established phenomenon in granular mate-
rials, however, this result is obtained here using cellular structures and the
quadron description only.
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Chapter 1
Introduction
Porous materials play a vital role in a wide range of applications such as
fuel cells [1]-[15], bone transplants [16]-[20] and CO2 storage [21]. These
materials, an example of which is sketched in figure 1.1, are light, they can
support mechanical stress like conventional solids, they have large surface
to volume ratios and they allow flow of gases and liquids through them.
This thesis is motivated by the challenges faced in fuel cell technology with
regard to the design and manufacture of porous electrodes with optimum
performance.
A fuel cell is a device that converts chemical energy directly into an
electric one. The chemical reaction takes place at the surface of porous
electrodes, which also enable the flow of the gaseous reactants and products
in and out of the cell. The power generated by a fuel cell relies heavily
on the performance of its electrodes, i.e. the rate of the chemical reaction,
the conduction of the electrical current and the transport of the gaseous
reactants and products. The performance of the electrodes is influenced to a
great extent by their internal structure.
This is the case in general in applications of porous materials, i.e. the
details of the porous microstructure and their statistics affect strongly the
macroscopic behaviour. Microstructural features are structural quantities on
the pore scale. For example, these include the areas of the throats – the
openings between two pores. These areas determine the permeability of the
material to fluid flow.
The main challenge lies in deriving relations between the macroscopic
properties and the microstructural features as there is currently no systematic
method that accomplishes that. In fact, finding such relations has been a
1
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Figure 1.1: Examples of digitally reconstructed porous materials, reproduced
from Meslin et al. [22].
holy grail in the field of porous materials for decades. Such relations will
enable a rational design of manufactured porous materials, as technologists
have some control over microstructural features. To achieve this goal several
issues need to be addressed. One is a quantitative description of the local
microstructure. Another issue is that the quantitative description should
capture relevant microstructural features to make possible a useful statistical
characterisation of the quantified microstructure. A third important issue is
the use of a method that enables the derivation of relations between the
microstructural statistics and macroscopic physical properties. The latter
issue involves coarse graining.
The aim of the current work is to test and develop further a recently-
proposed programme [23, 24] that offers a systematic way to derive structure-
property relations, i.e. relations between the microstructure and macroscopic
properties. A key ingredient of the method is the quantitative mathematical
description of the microstructure, which is based on a local volume entity
called quadron [25]-[28]. This microscopic description is then used in an
entropy-based statistical formalism. This formalism makes it possible to
derive macroscopic structural properties from the quantified microstructure
in an analogous way to the derivation of thermodynamic properties of thermal
systems from the statistics of jiggling atoms/molecules.
The statistical mechanical formalism, which we use, was proposed by S.F.
Edwards and collaborators as a ’theory of powders’ [29, 30]. This formalism
has been the subject of an active research both theoretically [25]-[28],[31]-
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[48] and experimentally [49]-[58] and it uses concepts from thermodynamics
for the description of the physics of jammed (mechanically stable) granular
materials.
Since the quantification of the microstructure by means of quadrons was
proposed relatively recently [26], the works that have examined it and its
application within the statistical mechanical formalism are very few. The
objective of the current project is to investigate further the quadron quan-
tification method and examine its usefulness for the statistical mechanical
formalism when applied to porous media. We accomplish this task by apply-
ing the method to numerically-generated porous structures.
The structure of the thesis is as follows. Chapter 2 gives a review on fuel
cells with an emphasis on their porous components and design requirements.
Chapter 3 reviews the quantification of the microstructure by quadrons and
the use of this quantification in the statistical mechanical formalism to calcu-
late macroscopic structural properties. In chapter 4, I describe the numerically-
generated test structures, on which we applied the quadron description.
Chapter 5 consists of the results of the application of the quadron descrip-
tion to 2D test structures and the application of the statistical mechanical
formalism to analyse their structures. In chapter 6, I extend the application
of the quadron description to 3D test structures and apply the statistical
mechanical formalism to their analysis. I conclude the dissertation with a
discussion of the conclusions and potential future work in chapter 7.
Chapter 2
Fuel cell technology
To place the current work in context, we give a brief review on fuel cell
technology. No attempt is made to cover this vast and interdisciplinary field
of engineering [1]-[15], and we restrict the discussion to main ideas only and
to the role of porous media in this technology.
2.1 Operation and architecture
A fuel cell is a device that directly converts chemical energy into electricity.
It is basically composed of two electrodes – an anode and a cathode – and an
electrolyte, squeezed in-between (see for example figure 2.1). The electrodes
conduct electrons, while the electrolyte conducts ions.
In order to gain a better understanding about how fuel cells operate,
we consider the cell sketched in figure 2.1 as an example. In this case, the
electrolyte can conduct H+ions. Typically, in such a cell, the fuel that is
consumed (oxidised) is hydrogen, and the product is water:
2H2 +O2 → 2H2O (2.1)
Although expressed as a single reaction, this process is in fact accomplished
by two separate reactions that take place at each electrode-electrolyte inter-
face. As can be seen in figure 2.1, hydrogen gas is fed into the cell from
the anode side. The hydrogen molecules release electrons into the anode to
become H+ions in the electrolyte:
2H2 → 4H+ + 4e− (2.2)
4
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Figure 2.1: A sketch of a fuel cell with an H+ions conducting electrolyte. Note:
the figure indicates the flow of electrons rather than conventional current, which
flows in the opposite direction. Reproduced from [1].
Oxygen gas is fed into the cell at the cathode side and it reacts with electrons
from the cathode and H+ions from the electrolyte:
O2 + 4H
+ + 4e− → 2H2O (2.3)
If the anode and cathode are connected by an external load, electrons will
pass through it from the anode to the cathode, and to close the electric
circuit, H+ions will flow through the electrolyte in the opposite direction.
The electrodes must be porous to let the hydrogen and oxygen gases
reach the electrode-electrolyte interfaces as can be seen in figure 2.2, which
shows the dense electrolyte of a solid oxide fuel cell ’sandwitched’ between
the porous electrodes.
One of the important issues concerning the operation of fuel cells is the
electric power they produce. While the open-circuit voltage of a cell is dic-
tated by the chemistry and thermodynamics of the reaction, the current
depends on the rate of the chemical reaction. There are three main ways to
enhance slow reaction rates: raise the temperature, use catalysts and increase
the electrode-electrolyte contact area [1].
Fuel cells operate at high temperatures – up to 1000◦C. However, the high
operating temperatures promote the degradation of the cells and thus the
inclination is to make them operate at lower temperatures. Therefore, various
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Figure 2.2: An example of a solid oxide fuel cell showing the porous electrodes
and the dense electrolyte in between them. In this example, the anode is composed
of two layers: an active catalyst region with small pores and a support region with
larger pores. Reproduced from [3].
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kinds of catalysts are incorporated as part of the electrodes, depending on the
operation temperature and on the consumed fuel. For instance, platinum is
used in low temperature operating cells fed with hydrogen fuel. Nevertheless,
the amount of the catalyst used should be kept to a minimum as it is usually
expensive. Because of the limitations on the operating temperature and the
amount of catalyst used, the size of contact surface between the electrodes
and the electrolyte plays an important role. The area of this surface can be
increased by designing the electrodes and electrolyte in a certain geometry,
e.g. a planar geometry, as in figure 2.1, or a cylindrical geometry. However,
this is not enough and the use of porous materials, which have a high surface
to volume ratio, increases immensely the contact area. This issue is critical
for the performance of fuel cells and is further discussed in section 2.3.
2.2 Types of cells
The various types of fuel cells are distinguished by the incorporated elec-
trolyte. The two leading fuel cell technologies under development today are
the Polymer Electrolyte Membrane Fuel Cell (PEMFC) and the Solid Ox-
ide Fuel Cell (SOFC) [3]. PEMFCs have relatively rapid start-up and they
operate at temperatures as low as 20-100 ◦C [2]. They are considered ideal
for future application in transport and as battery replacement in portable
devices. SOFCs operate at temperatures in the range 600-1000 ◦C and are
related to stationary continuous power generation applications. Even though
both types can consume hydrogen and oxygen and produce water, they differ
in the electrode reactions, in structure, materials and components.
The electrolyte used in PEMFCs is a polymer which is capable of con-
ducting H+ions when sufficiently hydrated. The anode and cathode are
essentially the same. Both are composed of platinum specks, on the scale
of nanometers, evenly distributed on graphitic particles, which are tens of
nanometers in size. These form a porous structure of typically 40 − 60%
porosity, where porosity is defined as the ratio between the volume of the
pore space and the total volume of the material. The delicate layer of these
particles is supported on a porous and electronically conducting medium
called Gas Diffusion Layer (GDL).
In SOFCs, the electrolyte is a dense ceramic that conducts O−2 ions at
elevated temperatures. The anode and cathode differ in thickness, structure
and composition. The anode is usually made of a cermet – a composite of a
ceramic and a metal (Ni) – where the ceramic is the same one used for the
electrolyte. The cathode is also a composite of the electrolyte ceramic and
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of an electron conducting material – usually a doped mineral that conducts
electrons at high temperatures. The benefits in composite electrodes are
numerous: they are mechanically more resilient, the mis-match in thermal
expansion coefficients between the electrode and the electrolyte is reduced;
Ni agglomeration during the long term operation in high temperatures is
constrained; and the electrochemical performance is enhanced [4].
2.3 Porous media in fuel cell technology
2.3.1 Why porous?
As mentioned above, porous materials have two key features that make them
ideal, if not necessary, for use in fuel cell technology: they allow fluid flow and
they have an intricate microstructure, giving rise to a large surface to vol-
ume ratio. Gases diffuse through the porous electrodes (and GDLs) to and
from the electrode-electrolyte interfaces. The intricate microstructure can
potentially increase the rate of the chemical reaction. Enhancing this rate
is achieved by maximizing the length of the so-called triple phase boundary
(TPB), which is where the ionic conducting phase, the electronic conducting
phase and the contiguous pore space come into conjunction [3, 5, 6, 7]. It is
only at the TPB sites where the reactants can come together, the chemical
reaction can take place and the products can be released into their corre-
sponding phases.
Figure 2.3 gives a schematic view of the triple phase boundary at the
cathode side of a PEMFC and the anode side of a SOFC. In the case of
PEMFCs, the interaction occurs only at the points of conjunction between
the electrolyte, which supplies H+ions; the platinum catalyst particles, which
supply electrons; and the pore space, through which the oxygen flows. The
same applies in the case of SOFCs, where the interaction can occur only at
points where the electrolyte material touches the anode material and both
have access to the pore space (see also figure 2.4).
In PEMFCs, the length of the TPB is increased by impregnating the
electrodes with the ion conducting material of the electrolyte close to the
interface [1]. In SOFCs, as mentioned above, the electrodes are a composite
of the electrolyte material and an electron conducting material, making the
TPB spread all over the electrode.
A TPB site is only active if it is connected to electron conducting and
ion conducting networks that reach the current collector and the electrolyte
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Figure 2.3: A sketch of the triple phase boundary (TPB) at (a) the cathode side
of a PEMFC and (b) the anode side of a SOFC. The arrows indicate how the
reactants are conveyed through the different phases into the TPB sites where all
the three phases – the ion conducting phase, the electron conducting phase and
the pore space – meet. The black spots represent the platinum catalyst particles
and, even though not apparent in (a), the GDL is porous. Reproduced from [3].
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Figure 2.4: A closer look at a TPB site in the SOFC of figure 2.3. The reactants,
i.e. the O2
−
ions in the electrolyte and the H2 molecules in the pore space, can
meet only at the TPB site. The products of the reaction, i.e. the electrons and
the H2O molecules, are released from the TPB site into the electronic conducting
phase (the metal) and the pore space, correspondingly. Reproduced from [3].
membrane, respectively; and the pore is connected to a pore network with
access to the fuel source. Then it is said that the TPB site is connected
to percolating networks. The electrochemical performance of a fuel cell is
enhanced if the length of the active TPB is increased.
2.3.2 Additional functions
Other than the above two key roles, porous electrodes and GDLs have ad-
ditional functions: they collect electric current on the anode side and inject
it on the cathode side; they serve as the only means to remove heat away
from the electrode-electrolyte interface; and they give mechanical support to
thin and delicate electrolyte layers because, for example, in SOFCs, to reduce
resistance to the ionic current, the electrolyte is made as thin as possible. In
addition, the GDLs in PEMFCs act as buffers between the electrodes, with
a grain size at the scale of tens of nanometers, and outer macroscopic parts
of the cell (which are not discussed in this text) and they ensure a good
electrical contact between the two.
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2.3.3 Design requirements
The various roles and functions that porous materials fulfil in fuel cell tech-
nology often conflict. For instance, to ensure an effective transport of the
reactants and products in and out, these materials have to be highly porous.
Indeed, GDLs typically have porosity of 75% or higher [3] in order to effi-
ciently expel the product water (the electrodes of SOFCs are less porous,
20%− 40%, since water is produced as steam in their hot environment). At
the same time, too high a porosity of electrodes and GDLs could compro-
mise the through-plane heat and electronic conductivity. Moreover, these
materials should be both sufficiently robust to give mechanical support to
the electrolyte layer, and sufficiently resilient to undergo compression while
maintaining mechanical integrity and not losing porosity. An additional re-
quirement is that the porous materials retain their structure during prolonged
operation over many thousands of hours.
2.3.4 The performance relies on structure
The performance of fuel cells, in terms of current and voltage, depends on the
rate of the electrochemical reactions and on minimising losses due to electric
resistance. The reaction rate depends on the length of the TPB and on the
supply of all species – ions, electrons and gas molecules – to the TPB sites.
The electrode microstructure affects the TPB length and the transport of
the various species. Specifically, the TPB length is affected by the contacts
between the ion-conducting and electron-conducting substances. The supply
of the different species depends on the connectivity: the conductivity of
ions and electrons depends on the connectivities of the solid phases and the
diffusion of gas molecules depends on the connectivity of the pore space. The
diffusion of the gas molecules also depends on the porosity, the pore-throat
size and the tortuosity of the pore space.
In SOFCs, the pore size can be as small as few hundreds of nanometers
[6]. In this size range, the diffusion mechanism may be assisted by the surface
of the pores, depending on temperature and pressure. When the pore size is
on the scale of microns, the diffusion mechanism is via molecular collisions.
In this case, one can calculate the permeability of the material to gas flow
in order to gain insight on the diffusive transport. The surface area also has
an impact on gas transport; in SOFC cathodes, it is believed that oxygen
molecules are adsorbed on the solid surface and hop from one site to another
until they reach a TPB site [7].
It is also important that the electrodes facilitate the transfer of the re-
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action products out of the cell. For instance, the performance of PEMFCs
can be drastically reduced when the GDLs are flooded with the product wa-
ter. The microstructure can have an effect on this as well. For example,
it was found experimentally that an appropriate ratio between the number
of ’micropores’ (0.03− 0.06µm in diameter) and ’macropores’ (5− 20µm in
diameter) in GDLs prevents their flooding by water [9].
The approach that was adopted in the literature to study the effect of
the electrodes microstructure on the performance of fuel cells is empirical.
This made it difficult to quantify the effect because of discrepancies and
even contradictions in data sets about the performance of nominally similar
electrodes [10]. More recently, with improvements in scanning techniques, it
has become possible to peer into the electrodes microstructure. The scanning
of electrode samples has been achieved using x-ray tomography [15] and
FIB-SEM techniques [4, 11, 14]. FIB – focused ion beam – is used to ’peel
off’ layers from the sample and SEM – scanning electron microscope – is
used to scan the new revealed surface. A 3D image can then be numerically
reconstructed using the 2D scanned images. These methods provide access to
numerical, quantitative information of the microstructure. Using these data,
structural properties, such as the length of the TPB and the surface area,
can be evaluated and related to the performance of the electrode, which is
established experimentally [4, 12]. The reconstructed image of the electrode
is voxelated (a voxel is a 3D pixel) and each voxel can belong to any of the
three phases. The length of the TPB is estimated as the sum of the edges
where voxels of the three phases meet.
In addition to the scanning methods, the literature consists of many nu-
merical models of porous electrodes, especially in the case of SOFCs [5, 6, 8].
The composite electrodes of SOFCs are made of sintered powder mixtures.
Therefore, the numerical work simulates electrodes using packs of spheres
which are then expended to simulate sintering. In these works, the mi-
crostructure is manipulated by changing the composition of the two solid
phases (in some works an additional phase of ’pore formers’ was also used
[5]), the grain size, porosity and the extent of sintering. Various structural
quantities are then calculated, such as the TPB length, surface area, pore
size, connectivity and tortuosity of the pore space. From these structural
quantities the performance of electrodes can be inferred. The advantage of
this approach, relative to experiments, is that it provides means to explore
the relation between the microstructure and macroscopic structural proper-
ties in a non-costly way.
In these numerically simulated electrodes, the TPB length is estimated
as the sum of the circumferences of the contacts between grains of the two
different types of conducting materials [6]. Alternatively, the numerically
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generated electrode is voxelised and the same method of estimating the length
of the TPB as in the scanning methods is employed [6].
To summaries, the microstructure of the porous components in fuel cells
has a great impact on their performance. Progress in fuel cell technology
hinges on understanding the interplay between the microstructural charac-
teristics of porous materials and their macroscopic properties. The existing
numerical models are somewhat limited as in some cases the spherical packs
are not realistic, for example, in some models, the spheres are located on lat-
tice sites. In other cases, there is no attention to the fact that the preparation
protocol may affect the microstructure. Hence, changing the composition,
grain size etc. in a consistent way in structures that were obtained using dif-
ferent protocols may not give consistent results for the evaluated macroscopic
properties. This may hamper progress in understanding and quantifying the
effect of the microstructure on the electrodes performance. The scanning and
reconstruction of electrode samples is promising as it gives exact numerical
data of the microstructures of real samples. However, this method is limited
to the reconstruction of several electrodes samples. In addition, it requires
a methodic interpretation of the data in such a way that will enable one to
understand the link between the microstructure and macroscopic properties
in a general way.
The work reported here is part of a program that aims to establish
structure-property relations in porous materials. This programme consists
of several steps [24, 26, 27, 28, 32]. First, it offers a general way to quantify
the pore structure systematically. Then, a statistical mechanical formalism
is used to derive macroscopic properties as expectation values. This method
has the potential to characterise different morphologies on the microscale and
address their effect on the macroscopic behaviour of porous materials. Our
aim is to test this method and develop it further for applications in fuel cell
technology.
Chapter 3
Structural characterization
Dullien, in his book [59], when wishing to stress the impact of the pore struc-
ture on the macroscopic properties of porous materials, gives as an example
the success of the ”atomic and molecular physics... in the interpretation
of macroscopic material properties in terms of the microscopic (atomic or
molecular) structure of matter”. Systems in both fields – porous materials
and thermodynamics – though completely distinct in nature, share in com-
mon the property of having a microstructure, ’hidden from the eye’, and
an observable macroscopic behaviour. In both fields, the principle of coarse
graining from the microscopic to the macroscopic scale is relevant. Dullien
drew this analogy to emphasis the effect of microstructure on the macroscopic
observable properties but he did not envisage that the analogy between the
two fields may prove to go beyond that.
A recently proposed method [24, 27] suggests that the very concepts
and tools of statistical mechanics can be applied to porous structures. The
methodology starts with a quantification of the microsturcture. The concept
underlying our microstructural quantification is the partitioning of the mi-
crostructure into volume elements and assigning a descriptive set of numbers
to each element. Once this quantification is achieved, a formalism, analogous
to statistical mechanics, can be employed to link between microstructural
characteristics and macroscopic structural properties. The current chapter
reviews this integrated method.
14
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3.1 Quantification of the microstructure
Given an image of a porous material, its solid phase can be skeletonized into
a cellular structure [60] (see figure 3.1). A cellular structure is a collection of
vertices (points) in space, where each vertex is connected by edges, straight
or curved, to adjacent vertices. These edges partition the space into cells.
In what follows, we review a method to mathematically describe the lo-
cal morphology of such structures by means of specialised volume elements,
in two and three dimensions [27, 24]. Although the description applies to
cellular structures, the analysis can be extended to real thickened structures
of porous materials using the statistical mechanical approach of section 3.2.
3.1.1 Two dimensional structures
Given a two dimensional (2D) cellular structure as in figure 3.2(a) (dashed
lines and exaggerated vertices), the first step is to determine the midpoints
on the edges that join neighbouring vertices. Then, around each vertex, pairs
of adjacent midpoints are joined by vectors. This results in the formation
of polygonal vector loops; clockwise around vertices (by convention) and
counter clockwise around cells. Another consequence is that these vectors
form a network that spans the system. Each vector of this network belongs
to one cell and one vertex only, therefore, it is indexed by c – cell and v –
vertex, and denoted as rcv.
Another set of vectors that span the system can be constructed by consid-
ering the centroids of the polygons. The centroid of a vertex polygon or a cell
polygon is defined as the arithmetical average of its corner points. Extend
vectors from the centroids of vertex polygons to the centroids of adjacent
cells and denote them Rcv. Again, a vector of this kind belongs to one cell
and one vertex only. We note that the centroid of a vertex polygon generally
does not coincide with the vertex point but they may be close.
The vector networks thus constructed are dual with each rcv having an
Rcv vector crossing it and corresponding to it uniquely and vice versa. Each
such pair of rcv and Rcv vectors forms the diagonals of a quadrilateral. A
quadrilateral so defined is called quadron. Since each pair of rcv and Rcv
uniquely defines a quadron, the double index cv can be replaced by a single
index q, so that we have rq and Rq instead.
The shape and geometry of such a quadrilateral are described by a local
tensor, which is the outer product of εˆrq and Rq, with εˆ = ( 0 1−1 0 ). In
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Figure 3.1: Top panel: an example of the skeletonization of the pore space of
a sandstone sample, reproduced from [60]. The same method can be used to
skeletonize the solid phase of porous materials. Bottom panel: a numerically
generated cellular structure, reproduced from [24].
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Figure 3.2: (a) The geometric construction around vertex v in a two dimensional
cellular structure (dashed lines and exaggerated vertices). The vectors rcv connect
midpoints around each vertex. The vectors Rcv extend from the centroids of vertex
polygons v to the centroids of adjacent cells c. A pair of rcv and Rcv vectors defines
a quadron. (b) The same construction can be applied to two dimensional granular
packs. In this case, the vectors rcv connect contact points around each grain, and
the rest of the construction follows. This figure shows two quadrons. Note that
the grain polygons in both figures are the same.
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Cartesian coordinates this tensor reads
Cˆq = εˆrq ⊗Rq =

 rqyRqx rqyRqy
−rqxRqx −rqxRqy

 (3.1)
It is termed a shape tensor and, as mentioned above, it has a geometrical
interpretation related to the respective quadron: its trace gives the area
of the corresponding quadrilateral: vq = 1/2|Tr{Cˆq}|; and the off-diagonal
elements give a measure of the deviation of the quadrilateral from a perfect
kite shape [25].
A key observation [25, 26] is that, for convex cells [61, 62], the quadrons
cover the space occupied by the system perfectly, with no gaps or over-
laps. Hence, the sum of their volumes gives the total volume of the system.
Namely, the volume function, W , can be expressed in terms of the quadrons
and further in terms of the system spanning vectors rq and Rq:
W =
∑
q
vq =
1
2
∑
q
|Tr{Cˆq}| (3.2)
The significance of this function will become clear in Sec. 3.2.
The quadron description, discussed above, applies to systems of granular
assemblies as well. We consider a granular packing as in figure 3.2(b) and
identify the contact points between grains. Then, within each grain, every
pair of adjacent contact points is connected by a vector. This procedure
results in the formation of polygons within the grains and polygons around
the voids in the same way that polygons are formed around vertices and cells.
Namely, a grain polygon is equivalent to a vertex polygon and a void polygon
is equivalent to a cell polygon. Then the rest of the construction described
above for cellular structures follows and quadrons can be defined so that a
quadron partly resides on a grain and partly on a void.
3.1.2 Three dimensional structures
In three dimensions (3D) [24, 27, 28], the construction starts by following
the same rationale of the 2D case. Namely, the first step is to identify
the midpoints on the edges that join the vertices of the cellular structure.
Then, around each vertex, adjacent midpoints are joined by vectors to form
a polyhedron that encloses the vertex, e.g. the tetrahedron in figure 3.3.
We note that the number of corners of such a polyhedron is equal to the
vertex coordination number, zv, defined as the number of edges that meet at
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Figure 3.3: In a quadrivalent structure r-vectors, like r1 and r2 in the figure,
connect midpoints around a vertex and form a tetrahedron. The tetrahedron
of vertex v and an adjacent cell c share a triangular face represented by Scv.
Reproduced from [27].
the vertex. The faces of this polyhedron are all triangular, and if it has zv
corners, the number of its faces is 2(zv − 2), with zv ≥ 3. In the following,
we refer to these triangular faces as facets.
In the case of a quadrivalent structure, where exactly four edges meet
at each vertex, all the vertex polyhedra are tetrhedra. In what follows,
we illustrate the three dimensional procedure on a quadrivalent structure
as described in [27] and [28], although, in principle, it can be extended to
structures with various coordination numbers [63].
A vertex tetrahedron, such as the tetrahedron in figure 3.3, exposes its
facets to the cells that surround that vertex. These facets can be identified
in terms of the vertex v and cell c they belong to. They are represented
by Scv = Scvncv, where Scv is the area of the triangle and ncv is a unit
vector perpendicular to it and pointing away from the vertex. When viewed
from the vertex, the vectors that form the polyhedron can be regarded as
circulating each facet in a clockwise direction, e.g. vectors r1 and r2 in figure
3.3. We denote such vectors by rcvp for reasons that will become clear below.
The procedure of joining the midpoints also results in the formation of
surfaces that enclose the cells. An example for such a surface is shown in
figure 3.4. This surface is comprised of interconnected facets Scv of the vertex
tetrahedra that surround the cell and of skew polygonal (a skew polygon is
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Figure 3.4: A surface of a cell. The surface is comprised of skew polygons
(transparent) and interconnected triangles (opaque). The triangles are faces of the
polyhedra of the vertices that surround the cell. The skew polygons are ’throats’
that connect between neighbouring cells. Reproduced from [24].
a polygon whose corners are not all on the same plane) faces enclosed by the
facets. These skew polygons are shared between two cells, and it is through
them that cells interconnect and thus they are referred to as ’throats’ or
’windows’. We define the centroid of such a skew polygon as the mean of the
corner points and denote it by ζp (p – polygon). The centroid of a facet Scv
is defined in the same way and is denoted by ζcv. Similarly, the centroid of a
vertex tetrahedron, ρv, is the mean of its corners. It should be pointed out
that the point ρv is not expected to coincide with vertex v. Another centroid
is that of a cell – it is the mean of the corners of the cell surface – and is
denoted by ρc.
We consider a vertex v, which exposes a facet to cell c as in figure 3.5(a).
We also consider the polygonal throat p that shares an edge with that facet.
This edge is the vector rcvp, whose direction complies with the vector circu-
lation defined above, and which is shared by the cell c, the vertex v and the
throat p. We extend two lines from the centroid of the facet to the ’head’
and ’tail’ of rcvp and do the same with the centroid of the throat (see figures
3.5 (b-c)). This procedure results in the formation of a dihedral quadrilateral
– the two parts of the quadrilateral, the one within the facet and the one
within the polygonal throat, do not lie on the same plane. Such a quadrilat-
eral is uniquely indexed by the cell on whose surface it resides, the polygon
p and the vertex v. We extend a vector from the centroid of the facet, ζcv,
to the centroid of the throat, ζp, and denote it by ξcvp. This vector and rcvp
formally define the dihedral quadrilateral.
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Figure 3.5: The construction of a quadron in a quadrivalent cellular structure.
(a) Three vertex tetrahedra on the boundary of a cell. (b-c) From the tips of
the rcvp vector extend two lines to the centroid of the polygon, and then extend
two lines to the centre of the triangular face to form a dihedral quadrilateral. (d)
Join the four corners of the quadrilateral to the centroid of the tetrahedron and
(e) to the centroid of the cell to form (f) a quadron – a non-convex octahedron.
Reproduced from [27].
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Figure 3.6: In three dimensions a quadron is a non-convex octahedron defined
by the three vectors joining its corners: ξcvp, Rcv and rcvp. Its volume is given by
vq = Vcvp = (1/6 [ξ
cvp × rcvp] ·Rcv).
The next step is to extend straight lines from the four corners of the
dihedral quadrilateral to the cell centroid, ρc, to form a ’pyramid’, and four
other lines to the tetrahedron centroid, ρv, to form another ’pyramid’ as
shown in figures 3.5(d-e). By doing so, we obtain a non-convex octahedron,
shown in figures 3.5 (f) and 3.6. Such an octahedron shares its faces with
similar octahedra which are constructed on adjacent dihedral quadrilaterals
lying on the same cell surface or the same vertex polyhedron. Accordingly,
these octahedra cover the three dimensional space with no overlaps or gaps.
Namely, the partitioning of the volume occupied by the system is achieved by
these volumetric entities, and these are the quadrons in the three dimensional
case.
The volume of a quadron is expressed in terms of the three vectors joining
its corners: ξcvp, rcvp and Rcv, where the latter is the vector extending from
the vertex to the cell centroid (see figures 3.6 and 3.7). For convenience, we
denote a quadron volume by vq, and the vectors defining it by ξq, rq and Rq,
so that vq = |1
6
[ξq × rq] ·Rq|. The shape tensor in this case is defined as
Cˆq = (ξq × rq)⊗Rq (3.3)
and vq = 1/6|TrCˆq|.
The above construction is relevant for describing the microstructure of
granular packs as well [28]. This can be seen when considering the structure
formed by the vertex polyhedra, which interconnect at the midpoints on the
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Figure 3.7: The three vectors, Rcv, ξcvp and rcvp, that define a quadron in 3D
are plotted here with respect to the vertex tetrahedron that the quadron belongs
to.
edges of the cellular structure. The same picture would have been obtained
when joining the contact points of grains in a packing, so that each grain
hosts a polyhedron. Namely, a grain polyhedron is equivalent to a vertex
polyhedron. The grain polyhedra enclose cells around the voids and also
form polygonal throats. The rest of the construction follows, and one can
define skew-octahedral quadrons which partly reside in a grain, and partly
in a void and on a throat.
To conclude, the procedure reviewed in this section offers a way to de-
scribe mathematically the microsturcture of cellular structures and of gran-
ular packs. The description is achieved by means of volume elements –
quadrons – that fill the space with no gaps or overlaps. This feature makes
it possible to use the statistical formalism of Sec. 3.2 to get a macroscopic
characterisation of a system from its microstructural description. It is not
only that the quadrons tessellate the space that makes them great candidates
for applying the statistical approach, it is also the fact that relevant features
of the microstructure are captured by them. For instance, in the three di-
mensional case, the throats are defined by rcvp vectors, and since quadron
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volumes depend on these vectors, the total volume is dependent on them as
well (see Sec. 3.2.6).
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3.2 From a microscopic description to a macro-
scopic characterisation
The method for quantifying the microstructure by means of quadrons can be
integrated with a statistical formalism to link between the microscopic char-
acteristics of porous materials and their macroscopic structural properties.
It is based on the statistical mechanical approach proposed by Edwards and
co-workers [29, 30] for granular materials. The extension of this approach
to cellular structures [27] has made it possible to be applied to more general
porous structures [24].
Edwards’ approach borrows the ideas and the tools of statistical mechan-
ics of thermodynamic systems through the notions of entropy and an ensem-
ble of systems. Before we proceed to describe it, in the next two sections, we
review briefly some of the concepts and ideas of the conventional statistical
mechanics (a more detailed review is given in App. A) and concepts from
the field of granular materials.
3.2.1 Review of concepts in statistical mechanics of
thermodynamics
Statistical mechanics is the branch of physics which, by statistical means,
bridges the gap between the microscopic description (atomic or molecular)
and the macroscopic behaviour of thermodynamic systems, e.g. gases and
magnets.
A thermodynamic system can be characterized by a small number of
parameters, such as energy E, volume V and the number of particles N .
Parameters of this kind specify the system’s macrostate. At the molecular
or atomic level, there are many ways by which a single macrostate can be
realized. These various states are called microstates. The microscopic de-
scription of a thermodynamic system can be achieved in terms of an ensemble
of systems, where each member of the ensemble represents a system that is
found in one of these microstates.
On the microscopic scale, specification is achieved through the degrees of
freedom – a set of micro-variables that are used to define each microstate.
The degrees of freedom are, for example, the positions and momenta of atoms
of a gas. An additional concept is that of the phase space. This is a hyper-
dimensional space where every degree of freedom is represented by an axis.
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Each possible microstate of the system is represented by a point in this space.
A fundamental relation links between the entropy, S, which is a macro-
scopic property, and the number of microstates accessible to the system, Ω,
which is a microscopic property
S(E, V,N) = kB lnΩ(E, V,N) (3.4)
Here, kB is the Boltzmann constant. This equation is useful when the
macrostate is defined by a fixed number of particles N , a fixed volume V
and a fixed energy E. All the microstates are presumed to be equally prob-
able, and these states form what is called a microcanonical ensemble.
In practice, the energy of a thermodynamic system is hardly ever mea-
sured and is hard to control and to keep fixed. In addition, expressing Ω as a
function of E, V and N is generally a formidable mathematical task. A more
useful approach is that of the canonical ensemble, which allows fluctuations
in the energy.
In the canonical ensemble approach, the probability of a microstate de-
pends only on its energy, through 1
Z
e−E/kBT , where Z is the partition function:
ZN(V, T ) =
∫
e−H({η})/kBTD{η} (3.5)
Here, H is the Hamiltonian, which expresses the energy of the system as a
function of the degrees of freedom, {η}. D{η} is a volume element in the
phase space and the integration is over all the degrees of freedom. Namely,
the integration counts in all the possible microstates.
Given the probabilities of the microstates, one can calculate the expecta-
tion value of any physical quantity f
〈f〉 = 1
Z
∫
f({η})e−H({η})/kBTD{η} (3.6)
Note that f has to be expressed in terms of the degrees of freedom {η}.
In conventional statistical mechanics, thermodynamic systems move sponta-
neously from one microstate to another. Therefore, the average over time is
equal to the average over the ensemble of states and the expectation value
of a physical quantity is expected to give the measured quantity.
A useful thermodynamic quantity in the case of systems described by a
canonical ensemble is the free energy, F = E−TS. In the canonical descrip-
tion e−βF =
∫
e−βH({η})D{η}, where β = 1/kBT , giving F = − 1β lnZN(V, T ).
The entropy of a system can be derived from the free energy using the ther-
modynamic relation S = kBβ
2 ∂
∂β
F .
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3.2.2 Granular materials
Granular materials are collections of discrete macroscopic particles that in-
teract with each other only when they are in contact. The interactions be-
tween them are repulsive and dissipative. The fact that the particles are
macroscopic means that they cannot be displaced by the thermal energy of
the ambient temperature. Hence, granular materials are static when not
stimulated externally and the particle configurations are mechanically sta-
ble. When an external agitation is applied to the material particles can be
displaced but when the external agitation ceases the particles settle into a
new mechanically stable configuration.
The way in which particles pack is influenced by many parameters such
as the size distribution of the particles, their extent of rigidity, the friction
between them and the protocol by which they are packed. These parameters
influence how densely the particles pack and how many contacts each particle
has. The number of contacts of a particle is referred to as the coordination
number.
Packs of monodisperse (same size) spherical particles are widely used to
model granular materials (these are also used to model liquids and glasses
[64, 65]). A parameter often used to describe granular materials is the packing
fraction, defined as the ratio between the sum of the volumes of the parti-
cles and the volume occupied by all the particles. For example, in a pack
of monodisperse spherical particles the packing fraction is ϕ = 3pi
4
NR3/V ,
where R is the radius of the particles, N is their number and V is the vol-
ume occupied by the particles. For spherical particles in mechanically stable
disordered configurations, the packing fraction is limited between the values
0.55 . ϕ . 0.64 [66]. These limits are called in the literature random loose
packing (RLP) and random close packing (RCP), respectively. Disordered
configurations below RLP are not stable mechanically. Determined by ob-
servation [65], the RCP limit is not well defined mathematically. In fact, there
is an ongoing research work to explain its existence [42, 64]. Packing fractions
above the RCP limit can be obtained only if there are inclusions of ordered
regions of the spheres. The highest known packing fraction for monodisperse
spherical particles is for ordered packs with an FCC (face centred cubic) or
a HCP (hexagonal close packing) arrangement, where ϕ = 0.74. In 2D, the
RLP limit is 0.77 [41] and the RCP is between 0.82 and 0.84 [67]. However,
it is not clear whether or not RCP exists in packs of 2D monodisperse discs
[67] because, upon an external agitation, they tend to spontaneously reach a
hexagonally ordered configuration with ϕ = 0.92.
Loose packs of spheres can be obtained for particles with a high friction
coefficient, and dense packs are obtained for frictionless particles.
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Figure 3.8: Vorono¨ı tessellations of monodisperse spheres in two and three di-
mensions. Reproduced from the Voro++ manual [69].
There is a wide use of the Vorono¨ı tessellation in attempts to quantify
and characterise the structure of granular materials, for example [42] and [68].
This tessellation makes it possible to identify a volume for each particle. In
packs of monodisperse spheres, the Vorono¨ı tessellation assigns each sphere
with a portion of the space that is closest to the centre of that sphere than
to any other sphere centre in the pack. Examples for the Vorono¨ı tessellation
in two and three dimensions, obtained by the free software Voro++ [69],
are shown in figure 3.8. The Vorono¨ı tessellation can be extended to packs
of polydisperse (various sizes) spheres. This type of tessellation is called
Laguerre, or weighted-Vorono¨ı or radical Vorono¨ı tessellation [70, 71, 72].
In the case of particles with general shapes, the extension of the Vorono¨ı
tessellation, called the navigation map, allocates each point in space to the
particle whose surface is closest [70, 73].
3.2.3 The statistical mechanical formalism for granular
and porous materials
Based on the fact that granular materials contain a great number of particles
and on the observation that, under certain circumstances, granular systems
have reproducible properties, Edwards and collaborators proposed a ’theory
of powders’ that uses the tools and concepts of statistical mechanics of ther-
modynamic systems [29, 30]. If successful, the prospect of this theory is to
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derive the observable behaviour of such materials from their microstructural
features [74].
The connection is made through the concept of entropy. Structural en-
tropy can be defined for granular packs much in the same way that it is de-
fined for thermodynamic systems. The observation that granular materials
have reproducible density indicates that the same density, or equivalently the
same volume, can be attained via many possible configurations. Hence, the
assumption is that there exists an ensemble of possible microstates (config-
urations) that give the same macroscopic description and therefore entropy
can be defined. However, since thermal energy is irrelevant in the case of
granular packs, Edwards and collaborators proposed the volume to play the
role of the energy. When the description of a system is achieved by means
of the microcanonical ensemble – in which all the possible configurations
are equally probable and have the same volume – the entropy is given by a
relation analogous to equation (3.4):
S(V ) = lnΩ(V ) (3.7)
The structural entropy thus defined is dimensionless and depends on the vol-
ume, V , through Ω – the number of all the possible configurations. We note
that an equivalent to the Boltzmann constant is not required in the gran-
ular case since the compactivity is defined in units of volume rather than
’granular degrees’. The Boltzmann constant was introduced in thermody-
namics because temperature was already measured in degrees (e.g. Celsius
or Kelvin) before it was linked to the energy. This constant serves as a
conversion between the units of energy and temperature.
Another concept that was introduced was the compactivity, X, which is
the structural analogue to temperature. Its definition follows from the known
relation T = ∂E
∂S
in thermodynamics:
X =
∂V
∂S
(3.8)
The compactivity of a granular pack can be thought of as a measure of how
much more compact the system could be. Specifically, high compactivity
implies a loose configuration, while low compactivity corresponds to a more
compact structure. For instance, X = 0 corresponds to the most compact
state, where no further compaction can be achieved without deforming the
grains. When X = ∞, the system is in its most fluffy state, where making
it more loose than this will result in a mechanically unstable state. From a
mathematical perspective, the compactivity is a Lagrange multiplier obtained
by maximising the entropy with a constraint over the average volume.
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Thermodynamic systems Granular and porous materials
E V
Hamiltonian H Volume function W
S S
S(E, V,N) = kBlnΩ(E, V,N) S(V,N) = lnΩ(V,N)
ZN =
∫
e−H({η})/kBTD{η} ZN =
∫
e−W({η})/XΘ({η})D{η}
T = ∂E
∂S
X = ∂V
∂S
E = F − TS V = Y −XS
E = F − T ∂F
∂T
V = Y −X ∂Y
∂X
Table 3.1: A table that summarizes the analogy between conventional statistical
mechanics and the statistical formalism for granular materials, reproduced from
[29].
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As in conventional statistical mechanics, a more useful approach is when
considering a canonical ensemble. Namely, different configurations can have
different volumes (’energies’), and the probability of each configuration de-
pends on its volume
P = 1/Z e−W({η})/X (3.9)
where Z is the partition function
Z(X) =
∫
e−W({η})/XΘ({η})D{η} (3.10)
Here, D{η} denotes integration over all the degrees of freedom, which can be,
for example, the variables that specify the locations and orientations of the
grains. The volume function, W({η}), is the volume of the system for any
given configuration and it replaces the Hamiltonian in equation (3.5). The
function Θ({η}) serves as a means to rule out configurations that are not part
of the ensemble, i.e. configurations in which grains overlap or configurations
that are mechanically unstable.
The expectation value of a structural property, f , is given by
〈f〉 = 1
Z
∫
f({η})e−W({η})/XΘ({η})D{η} (3.11)
and it is expected to give the observed macroscopic quantity. Table 3.1 sum-
marises the analogy between statistical mechanics of thermodynamic systems
and the statistical mechanics approach for granular materials.
Calculating the partition function is not straightforward. The correct
form of the functionsW and Θ, expressed in terms of the degrees of freedom,
has to be established. Moreover, geometric correlations of the connected
structure of these systems make the identification of the relevant degrees of
freedom a challenging task. To obtain the volume function, the idea is to
partition the system into different subsystems α with volumes Wα, so that
the total volume of a particular configuration is W = ∑αWα [75]. Even
so, the partitioning of the system has to be achieved in such a way that the
volumesWα can be expressed systematically and analytically, and preferably,
be related to the local structure of the system.
Blumenfeld and Edwards [26, 27] proposed the quadron tessellation to
resolve this issue. The quadron description supplies a set of consistent and
identifiable degrees of freedom. Hence, it makes it possible to write an ana-
lytical expression for the volume function so that the partition function can
be written as
Z =
∫
e−
β
2
P
q |rq×Rq |
NDoF /2∏
q
drq (3.12)
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in 2D, and as
Z =
∫
e−
β
6
P
q |(ξq×rq)·Rq |
NDoF /3∏
q
drq (3.13)
in 3D, where β = 1/X. As required, the volume function depends on a set of
variables that specify each configuration – these are the components of the
system-spanning vectors rq,Rq and ξq. Nevertheless, a configuration can be
specified by means of only a subset of the vectors rq, and the components
of these vectors serve as the degrees of freedom over which the integration
is performed. We denote the number of the independent vectors by NDoF .
Section 3.2.5 elaborates more on this subject. The function Θ does not appear
in equations (3.12) and (3.13) because the quadrons are defined for connected
structures and they tessellate the space. Hence, with the right choice of the
integration limits, the integral can be written without this function.
Using the quadron construction, which unifies the description of the mi-
crostructure of cellular structures and granular packs, Blumenfeld and Ed-
wards [27] extended the statistical mechanical approach to cellular structures.
The program that this thesis constitutes a part of uses this extension to apply
the statistical mechanical approach to general porous structures [24]. This
program can be applied to porous structures that resemble granular packs,
where individual grains and the contacts between them can be identified but
it can also be applied to general porous structures where no distinction can
be made between individual grains. This is achieved through the quadron
tessellation of their skeleton. The goal of this program is to calculate struc-
tural macroscopic properties as expectation values from the microstructural
features. The next section illustrates this for two relevant examples – the
surface area and the mean throat effective area.
3.2.4 Previous work on the statistical mechanical ap-
proach
The ’theory of powders’, proposed by Edwards and collaborators, initiated
an active research work, both theoretically and experimentally. The main
body of work that followed has been naturally focused on granular materials.
Efforts have been made in many aspects. The main goal has been to validate
the applicability of the statistical mechanical approach to granular packs.
Other works attempted to explain phenomena in granular materials using
this approach.
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The Chicago group experiments [49, 50, 51] lent support to the statistical
mechanical approach by demonstrating the existence of an ensemble of con-
figurations/microstates by exhibiting the reproducibility of macrostates for a
given type of external agitation. In this experiment, a bed of spherical grains
in a long cylindrical container was vibrated (tapped from the bottom) with
different intensities. For every intensity, the bed occupied a different volume.
When increasing the intensity and decreasing it, except for transient effects,
the volumes were reproduced. In addition, the Chicago group proposed a
method to evaluate the compactivity and demonstrated its use. Schro¨ter et
al. [52] used their method to measure the compactivity, for the first time,
in an experiment that used the fluidized bed technique. In this experiment,
a bed of monodisperse soda-lime beads was expanded by an upward stream
of water until it reached a homogeneously fluidized state, and then the flow
was switched off to let the beads settle to a new mechanically-stable configu-
ration. This experiment also demonstrated reproducibility of the volume for
different flow intensities. The Renne group [54] reported on an improvement
on the Chicago experiment by repeating the experiment with a wider con-
tainer to reduce the effect of the walls. They evaluated the compactivity in
computer-simulated packs using the method proposed by the Chicago group.
Considering the diffusion of particles in a computer simulation of a slowly
sheared dense granular material, Makse and Kurchan extracted an effective
temperature and demonstrated by calculations that it coincides with the
Edwards compactivity [39, 40].
Based on statistical mechanical ideas and on general assumptions on the
nature of the tessellation of the space of granular packs, Aste and collab-
orators [33, 34, 35, 36, 37] have derived a Gamma distribution, called the
k-Gamma distribution, to describe the volume distribution. They success-
fully fit k-Gamma distributions to the total volumes and local volumes, such
as Delaunay [33, 36] cells and Vorono¨ı cells [34, 37], of experimentally and
numerically generated granular packs.
Song et al. [42] and Meyer et al. [41] expressed semi-analytically the
volume of a Vorono¨ı cell as a function of the grain coordination number and,
using the statistical mechanical approach, constructed a phase diagram for
granular packs of monodisperse spherical grains.
Lechenault and Daniels [53] tested the equilibration of two granular sys-
tems in contact, mimicking the equilibration of two thermal systems that
are brought into thermal contact. They achieved this by applying external
agitation to two packs of discs on an air table with a movable partition be-
tween the two packs. Puckett et al. [58] used the same experimental set
up to investigate the local volume fluctuations as these may indicate on the
number of available configurations at a given packing fraction and thus may
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indicate on the configurational entropy. The fluctuations were found to de-
crease with growing packing fraction indicating that the number of available
configurations decreases with growing packing fraction and the approach to
the RCP limit.
Newhall et al. [76] implemented ideas of the statistical mechanical ap-
proach to granular packs that were constructed using the granocentric model
[73], which makes it possible to construct packs of spheres given three global
properties. They calculated the entropy and compactivity of these packs
assuming an ideal gas approximation and fitted k-Gamma distributions to
their Vorono¨ı volume distributions.
Dean and Lefevre [38] proposed a method to examine the validity of Ed-
wards’ statistical mechanical approach and applied it to tapped spin systems.
Later on, MacNamara et al. [44] applied this method to data obtained from
experiments and computer simulations of granular packs. Using this method,
they also evaluated the compactivity. We also note that Henkes et al. [47]
used the same method but for another statistical mechanical approach to
granular materials – an approach that takes into account the forces applied
on granular packs.
Dao et al. [46] and Xu et al. [45] investigated the possible configura-
tions that occur in small systems of discs of two sizes and the frequency of
occurrence of the various configurations.
Others implemented the Edwards’ statistical mechanical approach to ex-
plain phenomena exhibited by granular materials, for example segregation
[43] and the existence of the RCP limit [41, 42].
As mentioned above, Blumenfeld and co-workers [25, 26] proposed the
quadron description to make possible to write an explicit volume function
and to identify the degrees of freedom. Following this work, Frenkel et al.
[32] have implemented it on numerically generated 2D granular packs with
various shapes and friction coefficients. Using the quadron description, Blu-
menfeld and Edwards extended the statistical mechanical formalism to cellu-
lar structures [27]. In that work they also extended the quadron tessellation
to 3D systems. Following their work, Frenkel et al. [24] applied the quadron
description to 3D numerically-generated foam structures. Another work by
Hocˇevar and Ziherl [77] implemented the quadron tessellation to 2D cellular
structures that simulate the entropy-driven evolution of biological tissues.
Using the quadron description, Blumenfeld calculated the number of degrees
of freedom in 2D and evaluated upper and lower bounds for their number in
3D systems [28].
Other studies, for example [48], have concentrated on the identification
of the allowed region in the phase space and on estimating its volume to
evaluate the number of the possible microstates.
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3.2.5 Degrees of freedom
Following the quadron construction, illustrated in Sec.3.1, a cellular structure
can be uniquely described on the microscale by the vectors rq, Rq and ξq
vectors. However, these vectors are not all independent. In 3D, the vectors
Rq and ξq depend on the vectors rq, and, in 2D, the vectors Rq depend on
the vectors rq. In addition, the vectors rq in both these dimensions form a
network and thus they are interdependent. We review here the work done in
[27] and [28] to evaluate the number of independent vectors rq in 2D and 3D
in order to identify the number of degrees of freedom.
In 2D, the vectors rq form polygonal loops around the vertices and the
cells. Each such polygon holds one dependent vector. Therefore, to obtain
the number of independent vectors one has to count all these loops. This can
be achieved by using Euler’s formula
V − E + F = 1 (3.14)
which links between the number of the rq vectors, E, the number of polygons,
F , and the number of nodes of the r-network, V .
The r-network of a 2D cellular structure with N vertices and a mean
vertex coordination number, z¯v, has
1
2
z¯vN nodes. Four r
q vectors meet at
each node but every vector is shared by two such points, totalling in z¯vN
vectors. Hence, using equation (3.14), the total number of polygons is F =
1+ 1
2
z¯vN . This number is equal to the number of dependent r
q vectors. In the
limit of N >> 1, the number of independent rq vectors is 1
2
z¯vN . Therefore,
there are z¯vN degrees of freedom as each vector has two components. A
vertex (or grain) in 2D has zv quadrons that belong to it uniquely. Summing
over all the vertices yields in total z¯vN quadrons. Thus, the number of
quadrons is equal to the number of degrees of freedom.
In three dimensions, the situation is different; using Euler’s formula alone
is not enough to establish the number of independent rq vectors. Neverthe-
less, upper and lower bounds were calculated for the number of degrees of
freedom in the case of a quadrivalent cellular structure [28]. The polygonal
loops that rq vectors form in a three dimensional structure are the trian-
gular facets of the vertex polyhedra and the polygonal throats. Each loop
contributes one dependent vector.
A cell surface, such as the one shown in figure 7.6, comprises of ncv facets
and of ncf throats. Euler’s formula for non planar surfaces V − E + F = 2
was used to count the number of the facets and throats on this surface.
The number of nodes on such a surface is V = 3ncv/2 and the number of r
q
vectors is E = 3ncv, yielding F = 2+3n
c
v/2 faces. The number of the throats
is therefore ncf = 2 + n
c
v/2. Summing over all the cells, remembering that
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each throat is shared by two cells, gives Nf = Nc+N throats in total, where
Nc is the number of cells.
In a quadrivalent structure, every vertex tetrhedron consists of six rq
vectors, three of which are independent. In addition, each throat obviates
one vector. So in total there are 6N − 3N − Nf = 2N − Nc independent
vectors. This means that there are
NDoF
N
=
3(2N −Nc)
N
= 3
(
2− Nc
N
)
(3.15)
degrees of freedom per vertex. Namely, in order to obtain the number of de-
grees of freedom, the ratio Nc/N has to be determined. However, the knowl-
edge we have is of upper and lower bounds of it only: 1/6 ≤ Nc/N ≤ 1/5
([28] and references therein). Specifically, the number of degrees of freedom
per vertex is bounded by 27/5 ≤ NDoF/N ≤ 11/2. In a three dimensional
quadrivalent structure, there are 4 × 3 = 12 quadrons per vertex. The con-
clusion from the above calculation is that the number of degrees of freedom
is less than half of the quadrons: 9/20 ≤ Ndof/Nq ≤ 11/24.
3.2.6 Calculation of expectation values – examples
To illustrate the use of the statistical mechanical formalism in calculating
structural properties as expectation values, we review two examples: the
surface area [23] and the effective throat area [28].
We consider a tetrahedron constructed around a vertex as in figure 3.9.
The areas of its triangular faces are: Scv = 1
2
|rcvp× rcvp′ |. Hence, the surface
area can be expressed in terms of the vectors rq, S({rq}), by summing the
areas of all these triangles. Then the expectation value is calcualted as
〈Sarea〉 = 1
Z
∫
S({rq})e−β
P
q v
q
NDoF /3∏
q
drq (3.16)
where vq are expressed as functions of the vectors rq alone and β = 1/X.
This expectation value can be related to properties such as heat conductance
and chemical reactivity. Also, porous bone implants require a large surface
area for a better functionality.
The edges of the skeletal throats are rq vectors and therefore it is possible
to express their effective areas by these vectors. Figure 3.10 shows a sketch of
a skeletal throat that connects two neighbouring cells, c and c′. The effective
area of the throat to flow between the cells c and c′ is estimated by the
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Figure 3.9: The surface area as a function of the vectors rq is obtained by
summing over the areas of the triangular faces Scv = 12 |rcvp × rcvp
′ |.
projection of the polygonal throat onto a plane perpendicular to the vector
that connects the centroids of the two cells, Rcc′
Athroat =
1
2
n−2∑
i=1
ρi ×
n−1∑
j=i+1
ρj (3.17)
Here, ρi = ri × Rˆcc′ , where Rˆcc′ is the unit vector in the direction of Rcc′
and ri are the r
q vectors that are the edges of the throat. The expectation
value of the average throat effective area then can be calculated as
〈Athroat〉 = 1
ZNt
∫ ∑
throats
Athroat e
−β Pq vq
NDoF /3∏
q
drq (3.18)
where Nt is the total number of throats.
In the examples above, expectation values are calculated on the network
of the vertex polyhedra of the skeletal structure. Nonetheless, the statistical
formalism makes it possible to extend the calculation to more realistic struc-
tures [23]. For instance, if we choose each vertex to represent a spherical
grain, a throat would look like the one in figure 3.11. In addition to the rq
vectors, the throat area is a function of the variables {ψ} that describe the
grains size and shape, e.g. the radii of the grains. In this case, expectation
values are calculated using
< f >=
1
Z
∫ NDoF /3∏
q
drq
∫
D{ψ}f({η, ψ})P ({ψ})e−β
P
q v
q
(3.19)
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Figure 3.10: A sketch of a skeletal throat interconnecting the cells c and c′ (not
shown). The throat is a skew (i.e. non-planar) polygon whose edges are rq vectors.
Its effective area is the area of the projection of this polygon on the plane that is
perpendicular to Rcc′ which interconnects the centroids of c and c
′.
where P is a distribution function of the variables {ψ}, and the partition
function is
Z =

∫ e−β Pq vq NDoF /3∏
q
drq

 · [∫ P ({ψ})D{ψ}] (3.20)
In the partition function, it is possible to separate between the two parts,
since it does not contain a function that mixes between {η} and {ψ}.
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Figure 3.11: The throat effective area when the grains are spherical. This is the
same sketch as in figure 3.10 but with the dotted lines indicating the area covered
by the spherical grains. This area can be expressed in terms of the rq and the radii
of the spheres.
Chapter 4
Test structures
The purpose of the current study is to test the method proposed in chapter
3 and develop it further. This method is concerned with developing tools for
the characterisation of porous materials and it comprises two stages: quan-
tification of the microstructure by means of the quadrons and establishing
the relations between the microstructural features and the structural prop-
erties on a macroscopic scale by using the statistical mechanics formalism
described in chapter 3. Specifically, the aim of the current study is to test
the quantification of the structure by means of the quadrons and to examine
aspects of this quantification with respect to the statistical-mechanics-like
formalism.
The approach that is adopted in this study is to apply the method to
synthetic (numerically generated) structures to take advantage of the fact
that the details of the microstructure are known because the details of the
microstructure are necessary to apply the quadron description. Compared
with real structures, synthetic structures have the advantage of being gener-
ated with the use of modest means (a computer) and they do not require the
elaborate data acquisition and data analysis stage that real systems do. In
addition, in synthetic systems, one has more control over the microstructure,
e.g. the distributions of the grain size or the grain coordination numbers, and
thus has the ability to modify it and learn how the method captures changes
in the microstructure and the resulting structural properties. Ultimately,
however, the aim is to apply the proposed method to real structures.
The synthetic structures studied here are model structures. For example,
in the 2D systems, we use grains that are discs. However, this does not
compromise the general validity of the method, nor the complexity of the
40
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systems.
The following sections present the test structures used in this study in
2D and 3D. The 2D structures are granular packs of discs, prepared with
particular, well-defined protocols that have been devised by us. The 3D
structures are tetrahedral cellular structures, in which exactly four edges
meet at each vertex. They were generated using an in-house software com-
posed by the Foam and Froth group in our department [78, 79, 80] and a
free software called Surface Evolver [81, 82]. In the following, we describe
the generation protocols of the 2D packs and discuss some of their structural
features. Following that, we describe the construction of the 3D tetrahedral
structures and how the necessary data for applying the quadron tessellation
was extracted.
4.1 A two-dimenstional dense pack
The first test structure we considered is a dense pack of polydisperse discs,
i.e. discs with different sizes. We opted for a dense structure as an example
of an extreme case.
To make the pack as dense as possible, we adopted the criterion that
most of the cells in the pack be of order three, namely, that the cells are
surrounded by three discs only. It is plausible that the higher the fraction
of order-3 cells, the denser the pack. It has been shown in [32] that in 2D
granular packs, the mean coordination number, z¯g, and the mean cell order,
z¯c, are inversely related by 1/z¯c = 1/2 − 1/z¯g. This means that when z¯c is
minimized z¯g is maximised, meaning that each disc contacts more discs on
average, rendering the pack a dense one.
If the discs were monodisperse, i.e. all of them were of the same size,
the generation protocol, to be described below, would have produced a crys-
tallised ordered structure where all the cells are of order three. To induce
disorder in the pack, we opted for polydisperse discs. The other advantage
in using discs that are polydisperse is that they can pack more densely than
monodisperse discs.
The polydispersity of the discs, however, has to be constrained because
it is always possible to generate a dense pack with a packing fraction that
approaches unity if we let ever-smaller discs fill up the interstices between
larger discs. Hence, the aim is to generate the densest possible pack under the
constraint of a finite support of the disc size distribution, i.e. we constrain
the disc sizes between a lower and an upper bounds.
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Figure 4.1: A pack begins as a seed that consists of three discs, and discs are
added to it sequentially at the boundary going counterclockwise around the grow-
ing cluster. (a) Three discs and (b) twelve discs – the numbers indicate the order
by which the discs were introduced into the pack (why disc 9 ”goes against the
grain” will become clear in what follows). (c) 200 discs and (d) 4000 discs.
4.1.1 The generation protocol
The construction of the model pack is purely geometrical and does not enforce
mechanical equilibrium. The deposition is sequential, i.e. the discs are added
one at a time, which allows us to largely control the cells orders and maximize
the number of cells of order three.
Starting from a seed pack that consists of three discs (see figure 4.1), the
pack grows by attaching new discs at the boundary going around it in the
counterclockwise direction. This amounts to probing the boundary locally
and attaching new discs according to the local geometry. The counterclock-
wise direction is an arbitrary choice; if the clockwise direction is chosen, a
mirror image of our packing will be generated.
The radius of a disc is initially drawn from the uniform distribution be-
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tween Rimin and R
i
max, where R
i
min = 1 and R
i
max = 2. The index i stands for
initial. As we shall see below, the final minimal and maximal radii may be
different as they are determined by the process self-consistently. Discs may
change in size as they are added to the pack. Allowing the disc size distri-
bution to adjust itself has been introduced to help maximise the number of
low-order cells and specifically of cells with order zc = 3. A change in the
size of a disc is triggered by avoiding overlaps between the discs as will be
discussed below.
Since we insist that the disc size distribution has a finite support, we have
to limit the maximal and minimal radii of discs. We therefore set a maximal
cutoff for modified radii at 1.5 × Rimax. The minimal cutoff is not set at a
certain value and is determined locally according to the size of neighbouring
discs – a modified radius can be smaller than Rimin but it has to be bigger
than 1/2 the radius of neighbouring discs. Nevertheless, there always emerges
a finite minimal size to the distribution. The final disc size distribution is
different from the initial uniform distribution and it is discussed in section
4.1.2. The next section describes in detail the main routines in the generation
protocol.
Primary routines of the generation protocol
When a new disc, N , is added, it is first attached to two discs L and F on
the boundary (see figure 4.2, for example). The discs L and F are designated
at the end of the previous iteration and, mostly, L is the disc that was added
to the pack in the previous iteration (L stands for last disc) and F is the disc
that is in contact with L on the boundary in the counterclockwise direction
(F stands for first neighbour of L). If disc N does not overlap other discs, as
in figure 4.2, it is added to the pack, and its radius, which was drawn from
the uniform distribution between Rimin and R
i
max, is not modified.
The radius of a disc is modified if it is found to overlap other existing
discs in the pack. If a new disc N overlaps another disc D, as illustrated in
figure 4.3, its size is reduced so to contact D. The size and the position of
the reduced N are constrained by and calculated from the radii and locations
of the three discs it touches: L, F and D. This procedure employs what is
known as the contact problem of Apollonius [83]. This problem is concerned
with finding a circle that is simultaneously tangent to three given arbitrary
circles in the plane. In the following, we call a disc whose size and position
were determined using Apollonius’ problem (e.g. disc N in figure 4.3) as
an Apollonian disc. For clarity, we defer the discussion about Apollonius’
problem in the context of the current work to a following section.
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Figure 4.2: A closer look on the boundary of a growing pack. These figures
illustrate the first step in adding a new disc to the pack. In this case, the first
step is successful and no further changes are made to the radius and position of
the added disc. (a) Two discs on the boundary, L and F , are designated so that
L is the disc that was added in the previous iteration and F is in contact with L
and is on the boundary in the counterclockwise direction relative to L. (b) A new
disc, N , is attached to L and F , and since it does not overlap with other discs, the
addition step is successful and N retains its size and position. The three discs, N ,
L and F , form a cell of order zc = 3.
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Figure 4.3: A closer look on the boundary of a growing pack. These figures
illustrate a procedure in which the size of the added disc is reduced to avoid
overlaps and to favour the formation of two cells with a lower order – in this case,
two cells of order zc = 3. (a) A new disc N is to be attached to L and F , where
L is the disc added in the previous iteration and F is in contact with L and is on
the boundary in the counterclockwise direction relative to L. (b) The new disc,
N , whose radius is picked from the uniform distribution between Rimin = 1.0 and
Rimax = 2.0, is initially attached to L and F but it overlaps with another disc,
D. (c) A new radius and a new position are calculated for N , turning it into an
Apollonian disc that is in contact with D, L and F .
Every Apollonian disc has to satisfy certain size constraints before it is
accepted. For example, in figure 4.3, the radius of the Apollonian disc N has
to be either bigger than the initial minimum radius, RN > R
i
min, or, if not,
be bigger than 1/2 the largest of the radii of its two contacting discs on the
boundary, RN >
1
2
max{RL, RD}. If RN fulfils either of these criteria then
N is added to the pack. This criterion for the allowed minimal size ensures
that the voids between discs are not ”filled up” by ever smaller discs. If
RN <
1
2
min{RL, RD}, then the fjord between L and D is too narrow.
In the case RN <
1
2
min{RL, RD}, we resolve the situation by changing
the size of L, if possible. The size of L may be reduced to allow more space
for a bigger disc N , or it may be enlarged and N be discarded. Figures 4.4
and 4.5 illustrate these scenarios, respectively. It should be noted that L
may change in size only if it has two contacts because it is still possible to
modify its size and position and still maintain its contacts.
Figure 4.4 illustrates a case wherein L is reduced. A new disc N , whose
radius is picked from the initial distribution is attached to L and F on the
boundary. Since it overlaps withD, we solve the Apollonius problem to find a
new radius and position for N so that it is in contact with D. Yet, the radius
of N turns out to be too small, RN < R
i
min and RN <
1
2
min(RL, RD). Since
L has only two contacts we reduce its size and solve the Apollonius problem
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to obtain a larger disc N . In the case shown in figure 4.4, the solution of
the Apollonius problem gives that RN < R
i
min but RN >
1
2
max(RL, RD) and
therefor N is now accepted.
In contrast, figure 4.5 illustrates how the procedure above may fail and
L be enlarged. This may happen when initially there is a very narrow fjord
between L and another disc. For example, disc L in figure 4.5(a) is enlarged
to touch disc D in figure 4.5(e) so that the initial narrow fjord between
D and L is closed. The steps involved in identifying such a narrow fjord
and the eventual outcome of enlarging the disc L are as follows. A disc
N that is attached to L and F overlaps an existing disc D. Solving the
Apollonius problem for N reduces its size. Since its new radius is too small,
RN < R
i
min and RN <
1
2
min(RL, RD), L is reduced and as a result Apollonius
problems gives N a larger radius. However, the enlarged N is still too small,
RN < R
i
min and RN <
1
2
min(RL, RD). As a result, N is discarded and we
solve the Apollonius problem for L so that it touches D. This results in
enlarging the size of L.
It should be noted that if the radius of the enlarged L is bigger than
1.5Rimax then this step is cancelled and L retains its original radius.
Figure 4.5(b) shows a case where N overlaps more than one disc. In this
case, the disc designated as D is the disc on the boundary that overlaps
N and is closest to F , when travelling along the boundary from F in the
counterclockwise direction. If N overlaps a disc in the clockwise direction,
then D is the disc that overlaps N and is closest to L when travelling along
the boundary from L in the clockwise direction.
Consider now disc 9 in figure 4.1(b). Unlike the other discs, it has been
added in the clockwise direction. This is due to an additional routine imple-
mented in the protocol to further maximise the number of cells with order
zc = 3, as follows. When a new disc N is successfully added to the pack, i.e.
it does not overlap other discs, we check whether or not N creates a narrow
fjord with L and its other contacting disc on the boundary, M (see figures
4.7(a) and 4.6(a)). If a narrow fjord is detected, either N is enlarged, as
illustrated in figures 4.6(a) and 4.6(d), or a new disc N ′ is added, as shown
in figure 4.7.
To test for a narrow fjord enclosed by N , L and M , we check whether or
not the line joining the centres of N , L and M (the red line in figures 4.7(a)
and 4.6(a)) makes a non-convex ’boundary’ to the pack, and whether or not
the gap between discs N andM is smaller than 2×Rimin (the gap is obtained
by subtracting the discs radii from the distance between the discs centres).
If the fjord is too narrow, i.e. an Apollonian disc contacting N , L and M
is unacceptable, even when N is reduced in size (figures 4.6(b)-(c)), then N
is enlarged to touch M . If the Apollonian disc N ′, which is in contact with
CHAPTER 4. TEST STRUCTURES 47
F
L
(a)
F
N
L D
(b)
F
L D
(c)
F
L
D
(d)
F
N
L
D
(e)
Figure 4.4: A typical scenario in which a disc that was added in the previous
iteration, L, is reduced in size to make space for a larger disc N . (a) L and F are
designated. (b) A new disc N with radius Rimin ≤ RN ≤ Rimax is attached to L and
F . (c)N overlaps existing discs, specifically discD. (c) Hence, by using Apollonius
problem, N is made to be tangent toD – its radius is reduced to make it fit between
L, F and D . However, its new radius is too small RN <
1
2min(RL, RD). (d) Disc
L is reduced in size (e) and when using Apollonius problem the resulting N is big
enough, i.e. RN >
1
2max{RL, RD}.
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Figure 4.5: Figures (a) to (e) illustrate a typical scenario in which a disc is
enlarged to cover a narrow space that cannot be filled by a disc that is large enough
compared to neighbouring discs. (a)-(b) A new disc N is attached to L and F to
form a cell of order three. (c) However, N overlaps existing discs, specifically disc
D. (c) Hence, its radius is reduced to make it fit between L, F and D. The new
radius of N is too small RN <
1
2min(RL, RD). (d) Disc L is reduced so that N can
be enlarged but still RN <
1
2min(RL, RD) (e) N is discarded and L is enlarged so
that it touches D. Initially, L has to be in contact with two other discs only so
that its size (and position) can be modified.
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Figure 4.6: A new disc N has been initially successfully added to L and F
without overlapping with other discs. However, a narrow fjord between N , L and
M is detected and as a result N is enlarged. The steps involved in this procedure:
(a) the line joining the centres of the discs N , L and M (red) makes a non-convex
’boundary’ to the pack; (b) an Apollonian disc is calculated so that it is in contact
with N , L and M , however, this Apollonian disc is too small according to our
criteria (see text); (c) the size of disc N is reduced and a new Apollonian disc is
calculated, however, it is too small; (d) hence, the next step is to enlarge N so
that it is an Apollonian disc that contacts F , L and M .
N , L and M , is acceptable, i.e. RN ′ > R
i
min or RN ′ > 1/2max{RN , RM},
then it is retained. Disc 9 in figure 4.1(b) is such an N ′ disc and it has been
added when disc 8 was found to form a narrow fjord with discs 6 and 7. In
this case, R9 < R
i
min (slightly) but R9 > 1/2max{R8, R6}.
The procedures illustrated in the figures so far demonstrate how the pro-
tocol favours largely the formation of cells of order zc = 3. However, the
protocol does not prevent completely the formation of cells of higher orders.
This happens when when F and L do not touch. Figure 4.8 illustrates how
other discs, which do not touch L, can be designated as its F disc.
Suppose that L and F are in contact initially but that a valid disc N
cannot be attached to them because N overlaps other discs (figure 4.8(b)),
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Figure 4.7: If the space between the discs N and M , which is the disc that
contacts L on the boundary in the clockwise direction, is smaller than 2Rimin
and the line that joins the centres of the discs N , L and M makes a non-convex
’boundary’, an Apollonian disc, N ′, may be calculated so that it fills up this space.
and the reduced Apollonian N (figure 4.8(c)) is not acceptable. The only
option that is left is to change the identity of disc F or disc L and attach a
disc N to the new combination of discs L and F . We decide which disc to
change based on the disc that N overlapped. If N overlaps a disc D that is
closer to F than to L, we will change the disc F . If it overlaps a disc D that
is closer to L than to F , we will change the disc L. The proximity of the
disc D is judged by the number of discs that separate D from L or F when
travelling on the boundary. In the case shown in figure 4.8, D is closer to
F and thus it is the identity of F that changes. In fact, in this example, F
changes twice because we fail to attach a disc N twice.
The procedure illustrated in figure 4.8 demonstrates how the complex
geometry of the boundary is probed by checking for overlaps of a new disc N ,
by imposing size constraints on the reduced Apollonian N and by allowing
to change the identity of F or L when necessary. Essentially, using this
procedure it is possible to determine if the geometry makes it possible to
form a cell of order zc = 3 or not.
What happens if an Apollonian disc overlaps other discs?
The above describes the generic procedure: a new disc N is attached to two
discs on the boundary and N may stay as it is or change in size and position
depending on whether it overlapped other discs or not. However, this does
not cover all the possibilities and it is only the first stage of the generation
protocol. The second stage makes sure that an Apollonian disc does not
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Figure 4.8: A typical scenario that leads to the formation of cells of high orders.
(a) Initially F is tangent to L. (b) A new disc (dashed line), N , which is attached
to L and F overlaps another disc, D. (c) Hence, its radius is reduced using
Apollonius’ problem so that it touches L, F and D. However, its new radius is too
small, i.e. RN < R
i
min and RN <
1
2min(RL, RD). (d) Hence, N is discarded and a
new F is designated – this is the disc D that N has previously overlapped. (e) A
new N is attached to L and the new F , yet, it overlaps another disc, D. (f) The
radius of the new N is reduced, using Apollonius’ problem, so that it touches the
discs L, F and D. However, it is too small (RN < R
i
min and RN <
1
2min(RL, RD))
and the new N is discarded. (g) A new F is chosen, which is the disc that N has
previously overlapped, and this time, the disc N that is attached to L and F does
not overlap other discs. When this N is attached to L and F it forms a cell of
order higher than zc = 3 because L and F are not in contact.
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further overlap discs in the pack.
It may happen that an Apollonian disc whose size has been modified
to avoid overlaps with certain discs turns out to overlap other discs in the
pack. Figure 4.9 illustrates such a case: disc N∗ is an Apollonian disc whose
size has been previously modified so to contact the three discs A, B and C.
However, after its resizing it overlaps with D. While overlaps are prohibited,
it is desirable to fill the space between the discs A, B, C and D by a disc.
Therefore, before discarding the disc N∗, the protocol attempts to modify
its size so that it contacts disc D and any two of the discs A, B and C,
whilst its new radius complies with the disc size constraints. In the case of
figure 4.9, the final N∗ contacts the discs D, A and B, and its size complies
with the size constraints, i.e. RN∗ < 1.5× Rimax and RN∗ > Rimin or RN∗ >
1/2max{RD, RA}. In this case, the constraints are set by RA and RD because
A and D are the discs that contact the final N∗ and are on the boundary.
Another case of interest is when an Apollonian disc N∗, whose size has
been modified by the procedure discussed above, still overlaps with other
discs. We check for such overlaps and when this happens, the procedure
is repeated. Namely, N∗ is resized and shifted so that it contacts D and
only two discs out of the three it has contacted. It should be noted, that
this procedure also contributes to the formation of cells of order higher than
zc = 3.
The calculation of the Apollonian discs
Apollonius’ problem is an old problem in mathematics and it is concerned
with finding a circle that is simultaneously tangent to three given arbitrary
circles in the plane. In general, for every three given circles there are eight
such Apollonian circles but not all of them are outside of the given circles
(see figure 4.10). Since material discs cannot overlap we are only interested
in the solutions when the circle is external to the three given discs.
There are several ways to calculate the position and radius of an Apollo-
nian disc. A straightforward way is to use Cartesian coordinates and solve
the three quadratic equations
(x− xi)2 + (y − yi)2 = (R +Ri)2 (4.1)
where (xi, yi) are the centres of the three given circles, (i = 1, 2, 3), and Ri
are their radii. The solutions to these equations are given by (x, y) and R –
the centre of the Apollonian circle and its radius. These equations reduce to
one simple quadratic equation for R and two linear equations for x and y.
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Figure 4.9: An Apollonian disc N∗, i.e. a disc whose size has been previously
modified so that it touches three discs may intersect other discs in the pack. (a)
The radius of disc N∗ has been previously reduced so that it touches A, B and C.
However, N∗ overlaps another disc, D. (b) The generation protocol changes the
radius of N∗ so that it contacts D and any two discs from A, B and C. In this
case, N∗ results in contacting the discs A, B and D. This procedure is another
scenario that leads to the formation of cells with orders zc > 3. Instead of the cell
of order zc = 3 that N
∗ formed with B and C, N∗ now forms a cell of order zc = 4
with B, C and D.
However, this method has the disadvantage that when (x2−x1)(y3−y1)−
(x3 − x1)(y2 − y1) . O(10−2), i.e. the centres of the three given circles are
located nearly on the same straight line, the centre of the Apollonian disc
is calculated with a significant error. This is because of divergences in the
solutions for x and y that are of the form
α+ βR
(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)
The radius nevertheless is calculated to a good precision and we use this
property to circumvent this disadvantage as will be described below.
Figure 4.11 shows two (extreme) examples, taken from a realisation of
the pack, where a significant error appears in the calculation of the centre.
In one example, the resulting Apollonian disc does not touch the three given
discs, and in the second, the Apollonian disc overlaps with the given discs.
In these examples, the error in the calculated centre is of order 0.1 of the
mean radius of the discs in the pack.
To overcome this deficiency, we calculated the Apollonian discs using
Cartesian coordinates and on detecting an error, the centre was recalculated
by trigonometric means, taking into consideration the radius that was calcu-
lated using the Cartesian coordinates approach.
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Figure 4.10: In general, there are 8 circles that solve Apollonius’ problem, i.e.
there are 8 circles that are simultaneously tangent to any three given circles in
the plane (the solid black circles). However, some of these Apollonian circles are
internally tangent to one or more of the three given circles. These solutions are
not physical as discs cannot overlap. Reproduced from [85].
We considered other methods for calculating the Apollonian discs but
found the above approach sufficient and more straightforward. For compar-
ison, using trigonometry to calculate both the centre and radius yields an
algebraic equation of order 8 in the radius, taking more time and resources.
Another way to calculate the Apollonian disc is to use an inversion method,
namely, to transform the geometry of the problem into a simpler geometry,
solve the simple problem and transform back to the original geometry. The
method of inversion through a circle does not involve solving equations of
higher order and seems to give results with negligible errors. However, it
does not distinguish between the solutions of the Apollonian circle being
externally or internally tangent to the three given circles, whereas in the
Cartesian coordinates approach, this distinction corresponds to the radius
being positive or negative.
If we ever wish to use the generation protocol to construct 3D packs, the
Apollonius problem can be generalised to 3D [84]. In this case, the question
asked is the following. Given four spheres in space, is it possible to find a
sphere that is simultaneously tangent to all four? Such a sphere may exist but
is not guaranteed if the spheres are not of the same size because a determinant
that appears in the denominators in the calculations may vanish; see e.g [84].
4.1.2 The final disc size distribution
As discussed above, the generation protocol accepts changes to the discs sizes.
Hence it may be possible that different realisations of the pack contain discs
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Figure 4.11: When the centres of the three given discs (solid lines) in Apollonius’
problem are nearly on the same straight line, the centre of the Apollonian disc
(dashed line), calculated using Cartesian coordinates, has a significant error. This
figure shows two examples taken from one pack realisation (the rest of the pack
is not shown). The Apollonian disc, which is supposed to touch the three discs,
either does not (left) or overlaps with them (right).
whose size distributions are different. However, the statistical mechanical
formalism, discussed in section 3.2, requires that the different realisations
be comprised of the same discs. This raises the question: is it possible to
consider the different realisations that are generated under this protocol as
the microstates of the same macrostate? This issue is resolved if we make
sure that the final disc size distributions of the various realisations are the
same. If the disc-size distributions of the various realisations are the same,
then this means that we can regard the various realisations as containing the
same discs.
The final disc size distributions of different configurations of the pack are
indeed very similar, becoming practically identical as the number of discs in
the pack, Ng, increases. Figure 4.12 shows the final disc size PDF (probability
density function) for different Ng. For each Ng, the PDFs obtained for ten
different configurations are superimposed. It can be seen in the figure that the
disc size PDFs of the ten configurations converge to a similar form already
for small packs, i.e. Ng = 2000. A nice collapse takes place for packs of
Ng = 10
5 and Ng = 5 ·105. We therefore restricted our analysis to packs that
contain Ng ≥ 105 discs.
As expected, the initial disc size distribution – a uniform distribution
between Rimin and R
i
max – has left its signature on the final disc size PDF;
it has given rise to discontinuities at Rimin = 1.0 and R
i
max = 2.0. In figure
4.13, we demonstrate that the discontinuities can be understood as a sum
of two distributions: the size PDF of discs whose radius has been changed
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Figure 4.12: The resulting disc radius PDF (R – radius) of the dense pack, con-
taining an increasing number of discs, Ng. The PDFs of ten different realisations
(different colors) are displayed for each Ng. It can be seen that the PDFs converge
to a similar form already for small packs, i.e. Ng = 2000, and they collapse excel-
lently on the same curve starting from Ng = 10
5. As expected, the final disc size
PDF displays discontinuities at Rimin = 1.0 and R
i
max = 2.0, which are the bounds
of the initial uniform disc size distribution.
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Figure 4.13: The disc size PDF (blue) is composed of the PDF of the discs whose
size was modified during the construction of the pack (red) and the size PDF of
the discs whose radius was not modified (black).
during the generation of the pack and the PDF of the discs whose radius has
not. It is the latter that exhibits the original discontinuities at Rimin = 1.0
and Rimax = 2.0.
The PDF of the discs whose size has been modified is fairly continuous
except for a small discontinuity just above Rimin = 1.0. We attribute it to
the procedure in which a disc L is deflated to allow for a bigger new disc N
(see figure 4.4, for example). This procedure may be repeated for the same
L and N if the other option of inflating L yields an invalid radius for L (e.g.
negative radius or a too big radius). When repeated, this procedure favours
discs with the radii RN ≈ RL ≈ 1.0.
It is possible that the discontinuities in the final disc size PDF affect the
statistics of the pack but this remains a possibility that should be investigated
in a future work.
4.1.3 size-correlations
As discussed above, the size of a disc may be modified before it is accepted.
Its new size is determined by the local geometry and specifically by its con-
tacting discs through the Apollonius problem and the test that compares
between the modified disc radius and the radii of contacting discs. In light
of this the possibility of size-correlations between contacting discs arises.
To assess the extent to which there may exist size-correlations in the pack,
we define a parameter G in the spirit of the definition of correlation functions
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in many-body systems [86]:
G = 〈RiRj〉 − 〈R〉2 (4.2)
where Ri and Rj are the radii of two discs, i and j, that are in contact and
〈...〉 denotes an average over all the contact points in a given realisation of the
pack. It is more convenient to perform the average over the contact points
in this context rather than over the discs because we consider pairs Ri −Rj
of discs that are in contact. Averaging over the discs means that 〈RiRj〉
involves a double sum, whereas averaging over the contacts involves a single
sum.
If the sizes of discs in contact are not correlated, then, on average, a disc
of any size can contact a disc of any other size and 〈RiRj〉 = 〈R〉〈R〉, which
gives that G = 0. If for any realisation of the pack |G| << 1, this implies
that the size-correlations among contacting discs are weak.
Note that in the average over the contact points, the radius of disc i
is involved in the counting over each of the zi contact points of i. However,
each contact is shared by two discs and thus, when summing over the contact
points, each disc contributes 1
2
Ri× zi. It follows that the average of the radii
over the contact points is given by
〈R〉 =
1
2
∑Ng
i=1Rizi
Ncontacts
(4.3)
The average 〈RiRj〉 is
〈RiRj〉 = 1
Ncontact
∑
<i,j>
RiRj (4.4)
where < i, j > indicates that the sum is over pairs of discs i and j that are
in contact.
The size-correlations parameter G can also be written as
G = 〈(Ri − 〈R〉)(Rj − 〈R〉)〉 (4.5)
Namely, G can also be regarded as a measure of the correlations between
the fluctuations of the radii around the mean radius that is defined in equa-
tion (4.3). We have used equation (4.5) to crosscheck the calculation using
equation (4.2).
We note that G has dimensions of squared length. However, to judge
whether |G| is small or not, G has to be made dimensionless. To this end, it
has to be scaled by the square of a typical length in the system. A natural
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Figure 4.14: The distributions of the terms gij = RiRj − 〈R〉 and g′ij =
(Ri − 〈R〉)(Rj − 〈R〉) that appear in the averages in equations (4.2) and (4.5),
correspondingly. The distributions (different colors) of ten different realisations
are presented, each containing Ng = 5 · 105 discs.
length scale is the mean radius, R¯ = 1
Ng
∑Ng
i=1Ri, and a fair evaluation of the
correlations is via
G˜ =
〈RiRj〉 − 〈R〉2
R¯2
(4.6)
We have calculated G˜ for 1200 realisations of the dense pack with each
realisation containingNg = 10
5 discs. Averaging over the 1200 realisations we
obtained G˜ = 0.0378±0.0005, where the error is the variance. The same value
– up to the precision displayed here – was obtained for G˜ when calculating
it using equation (4.5) and dividing it by R¯2 to make it dimensionless.
We also examined the distributions of the terms that appear in the aver-
ages in equations (4.2) and (4.5), gij = RiRj−〈R〉 and g′ij = (Ri−〈R〉)(Rj−
〈R〉). Figure 4.14 shows the PDFs of gij and g′ij obtained for ten different
realisations of the pack with Ng = 5 · 105 discs. The PDF of g′ij appears
nearly symmetric around g′ij = 0 but it can be seen that it is slightly biased
toward positive values. This bias is manifested in the PDF of gij by the long
tail at the positive values and it makes G˜ > 0. Hence, there appears to exist
a slight correlation between the sizes of contacting discs, namely, discs of
similar sizes tend to be more in contact than discs of significantly different
sizes.
Nevertheless, since G˜ << 1 then, to a good accuracy, a disc can contact
a disc of any other size in the pack, i.e. the size correlations are very weak.
This result can be understood as follows. In the Apollonius problem, the
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radius of the Apollonian disc is determined not only by the radii of the three
given discs but also by their positions. Therefore, the radii of the Apollonian
discs are not directly influenced by the radii of their contacting discs. When
we test if the size of an Apollonian disc is not smaller than 1/2 the radius
of its two contacting discs on the boundary, the two contacting discs can be
of any size and there is a range of possibilities for the allowed size of the
Apollonian disc.
In this context, it is interesting to note reference [87], which investigated
correlations in simulated packs of polydisperse, frictionless, soft discs. The
authors were surprised to find no correlations between the radii of contact-
ing discs, despite the existence of correlations both between the coordination
numbers of contacting discs and between disc size and its coordination num-
ber.
4.1.4 Further descriptors of the dense pack – coordi-
nation number and cell order
As mentioned, the generation protocol of the dense pack is designed in such
a way that it favours the formation of low-order cells and in particular cells
of order zc = 3. Indeed, the cell order PDF, presented in figure 4.15, shows
that this is well achieved – more than 80% of the cells are of order zc = 3
and the rest are predominantly of order zc = 4 and zc = 5. (One can define a
probability density function, PDF, also for integer variables, with a suitable
use of delta functions.)
The grain coordination number PDF, also shown in figure 4.15 excludes
the discs on the boundary of the pack, whose coordination number is nat-
urally lower then the bulk discs. The PDF peaks at zg = 5 so that almost
half the discs have 5 contacts. The rest of the discs have predominantly 4 or
6 contacts.
The PDF’s in figure 4.15 have been constructed from ten different re-
alisations of the pack, each of Ng = 5 · 105 discs. The PDF’s of the ten
realisations are similar to such a degree that they are indistinguishable in
the figure. Indeed, the cell order and the grain coordination number PDF’s
converge rapidly to their asymptotic Ng −→ ∞ form. This is demonstrated
in figure 4.16, e.g. by considering the red PDF’s as Ng increases. This rapid
convergence is accompanied by a collapse of the PDF’s of different realisa-
tions of the pack. As Ng increases it is almost impossible to distinguish
between them.
By averaging over 1200 pack realisations of 105 discs, the mean cell order
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Figure 4.15: The PDFs of the cell order, zc, and the grain coordination number,
zg, of the dense pack. The PDFs of ten different realisations, each containing
Ng = 5 · 105 discs, are displayed. The PDFs collapse nicely on the same curve. It
can be seen from the figure that more than 80% of the cells are of order zc = 3.
and the mean coordination number are: z¯c = 3.2424 ± 0.0006 and z¯g =
5.217± 0.004, respectively. The errors are the variances of the distributions
of the mean values z¯g and z¯c of the 1200 configurations. As mentioned in
section 4.1.1, it has been shown [32] that in 2D packs the mean coordination
number and the mean cell order obey the relation
1
z¯c
=
1
2
− 1
z¯g
(4.7)
The values obtained for z¯c and z¯g indeed satisfy this relation up to the com-
putational error precision.
The packing fraction of the resulting pack is ϕ = 0.8704± 0.0006, where
the value and the error are calculated, respectively, as the mean and vari-
ance of the packing fraction distribution obtained for the 1200 realisations.
Unsurprisingly, this value for the packing fraction is higher than that of
monodisperse discs in their maximal random packing, reported in the litera-
ture as ϕ = 0.82− 0.84 [41, 64, 67]. It is also higher than that of packs made
of two-sizes discs, R1 and R2, reported as ϕ = 0.84 [58, 64].
4.2 A sparser pack
The dense pack reported in section 4.1 is generated in many configurations,
however, these constitute the microstates of only one macrostate which is
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Figure 4.16: The PDFs of the cell order, zc, (left) and the grain coordination
number, zg, (right) for ten realisations of the pack containing increasing numbers
of grains, Ng.
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characterised by a certain value of compactivity and entropy. To apply
and test the statistical-mechanics-like aspect of the method, more than one
macrostate is required. A pack would be regarded as another macrostate if
it contains the same discs as that of the dense pack and if it is prepared us-
ing the same generation protocol used to generate the dense pack but it has
a different compactivity and packing fraction (or mean volume). We have
therefore generated another ensemble of packs using a similar grain deposi-
tion protocol and the same grain size distribution as that of the dense pack.
The difference in the new macrostate is that the mean coordination number
is z¯g = 4.
4.2.1 The generation protocol
The generation protocol of the sparse pack uses as an input the final disc size
distribution obtained for the dense pack (figure 4.12). The discs are deposited
in a similar fashion by starting from a seed of three discs, as shown in figure
4.17, and attaching at each step a new disc to two discs on the boundary,
going around the pack in the counterclockwise direction. To maintain the
same disc size distribution as that of the dense pack, the attached discs are
not resized.
A new disc N is attached to two discs on the boundary L and F , where
L is the previously attached disc and F is in contact with L on the boundary
in the counterclockwise direction. If N does not intersect other discs when
attached to L and F it is added to the pack. This procedure is the same as
in the generation protocol of the dense pack (see figure 4.2).
Unlike in the dense pack protocol, when the new disc N , attached to L
and F , is found to overlap other discs, its size is unchangeable. Instead, an
attempt is made to attach it to two other discs so that either L stays the
same and F changes or F stays the same and L changes. We decide to change
L or F based on the position of the disc D that N overlaps – if D was closer
to F when going on the boundary, D is designated as the new F , and if D
was closer to L then it is designated as the new L. N is successfully added
to the pack when it does not overlap other discs.
An example is shown in figure 4.18 where initially F is tangent to L and a
new disc N is attached to them. As can be seen in figure 4.18(b), N overlaps
another disc. The disc that N overlaps is then designated as the new F
(figure 4.18(c)) and in the next iteration N is attached to L and the new F .
However, now N overlaps another disc. We therefore designate this disc as
F (figure 4.18(e)) and again N is attached to L and the new F . This time
N does not overlap other discs and it is added to the pack. Note that in this
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Figure 4.17: A pack starts as a seed that consists of three discs, and discs
are added to it sequentially at the boundary going counterclockwise around the
growing cluster. (a) Three discs and (b) twelve discs. The numbers indicate the
order by which the discs were attached. (c) 200 discs (d) 4000 discs.
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example a cell of order zc = 5 has formed.
We note that in figure 4.18 N has overlapped only one disc and that disc
has been designated as the new F . But what if N overlaps more than one
disc? The disc that is designated as the new F is the disc nearest to F when
going on the boundary in the counterclockwise direction.
A protocol to draw a random radius value from a given distribution
As mentioned above, the disc size distribution in the sparser pack is kept
identical to the final disc size distribution of the dense pack. To achieve this,
we have devised a short routine that randomly picks the radius of the new
disc N , based on the disc size distribution of the dense pack shown in figure
4.12. This routine randomly picks a radius depending on the probability of
that radius to occur.
The routine is as follows. The disc size distribution is in fact discrete (and
if it were continuous it could have been have discretized easily), i.e. it is a
histogram with a finite number of bins, Nbins. The k-th bin is centred at a
radius value Rk and contains n
0
k values lying between Rk−∆/2 and Rk+∆/2,
where ∆ is the bin width. The probability of each bin is pk = n
0
k/Ng, where
Ng is the total number of discs and
∑Nbins
k=1 pk = 1.
The key step here is that we transform the probabilities pk into intervals in
the range [0, 1]. Namely, each bin k is allocated an interval [ak, bk] of length
lk in this range so that lk = pk. In this way, bins with low probabilities
are allocated short intervals and bins with higher probabilities are allocated
longer intervals. The intervals do not overlap and they fill up the range [0, 1]
since the probabilities add up to 1:
∑Nbins
k=1 pk = 1.
To determine RN , i.e. the radius of a new disc N , we randomly pick a
number in [0, 1], using the Fortran rand function. If this number falls into
the k-th interval then the k-th bin is chosen and we retrieve a value for RN .
Initially, each bin contains nk = n
0
k values but every time the k-th bin is
picked, nk is reduced by 1. Therefore, at some point during the construction
of the pack, nk vanishes and the k-th bin should not contribute radius values
any more. Hence, when a bin is ’depleted’, i.e. nk = 0, the length of the
corresponding interval is set to zero, lk = 0.
The longer the interval lk, the higher the probability that a random num-
ber in [0, 1] falls into it and hence that Rk will be picked. Namely, bins with
higher probabilities will be picked often. Since the lengths of the intervals are
proportional to the probabilities, the radii values are picked in accordance
with the grain size histogram, as desired.
However, we would like to avoid a situation in which Rk with low prob-
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Figure 4.18: In the generation protocol of the sparser pack it is not possible to
change the size of discs. When a new disc N is found to overlap other discs the
only option is to attach it to other discs L and/or F . (a) Initially F is in contact
with L. (b) A disc N which is attached to L and F overlaps existing discs. (c) A
new F is chosen and (d) N is attached to L and F but still it overlaps existing
discs. (g) A new F is chosen again and this time N does not overlap other discs.
This procedure generates cells of order zc > 3. In this example, a cell with order
zc = 5 is formed. Contrast it with the generation protocol of the dense pack,
where L would have been enlarged to cover the narrow gap between it and the
disc marked by ∗ in figure (a).
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abilities are picked systematically only after the bins with high probabilities
have been ’depleted’, which happens when the pack construction is near com-
pletion. This would lead to low-probability values of Rk being overly chosen
for discs on the pack boundary. To this end, the lengths of the intervals
are modified dynamically as the pack grows; bins with low probabilities are
increasingly reallocated longer intervals at the expense of the intervals of the
bins with higher probabilities. This is achieved by the updated values of the
nk with the lk being recalculated as lk = nk/(Ng−M), where M is the num-
ber of discs already in the pack at the time of updating the lk. We update
the lk when a bin is depleted, nk = 0, and every time that 0.1 ·Ng discs have
been picked.
There is an additional benefit to updating the lengths of the intervals:
it helps the construction of the pack converge since the pack construction is
completed when all the nk have vanished. If bins with very low probabilities
would not have been reallocated longer intervals in [0, 1], then their liklihood
of being picked would have remained small and the procedure would have to
be repeated many times – the order of 1
pk
times. This would slow down the
procedure considerably since some pk are as low as 2 · 10−6.
The searching for the interval [ak, bk] that contains the random number
can also be made more efficient. A direct search would take O(Ng · Nbins)
steps. We search for the interval using a procedure that is similar to the
bisection method, which searches for the zeros of a function. We successively
narrow down the searched bins by checking if the random number is smaller
than bmidk , which initially is the upper limit of the ⌊Nbins2 ⌋-th interval (⌊x⌋ is
the greatest integer less than or equal to x). If the random number is smaller
than bmidk , we set the new b
mid
k as the bk of the ⌊Nbins4 ⌋-th interval; if it is
bigger, we set bmidk as the bk of the ⌊3Nbins4 ⌋ − th interval and we check again
if the random number is smaller than bmidk . This procedure is repeated until
the interval is found.
Highly non-convex cells
Unlike in the dense pack, highly non-convex cells may develop in the sparser
pack as can be seen, for example, in figure 4.19. In this figure, the polygon
formed by the vectors rq (black arrows in figure 4.19(b)) is clearly non-convex.
Non-convex cells develop because of the rigidity of the generation protocol in
the sense that the locations of discs do not change once the discs are added
to the pack and that the discs are added at the boundary travelling around
it in one direction. In the dense pack, there are no non-convex cells because
the discs sizes are adjustable.
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Figure 4.19: Non-convex cells, which develop in the sparser pack, may not be
tessellated properly by quadrons, as shown in figure 4.20. If the cell is highly
non-convex the cell centroid may be such that quadrons of one grain may cover
the quadrons of another grain that belongs to the same cell. In addition, the
cell centroid may cause the vectors Rq and rq of a quadron not to cross, also
undermining the quadron description. An example for a non-convex cell is shown
in the figure. The cell is indicated by the vectors rq (black arrows) that circulate
it. The non-convexity of cells is eliminated or mitigated by the removal of rattlers,
e.g. disc 1 in (b). It is possible that new discs become rattlers when rattlers
like disc 1 are removed. In this case, discs 2 and 3 become rattlers. Hence the
procedure of removing the rattlers is repeated until there are no rattlers. In this
case, after all the rattlers are removed, the cell becomes convex.
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Figure 4.20: The quadrons that tessellate the non-convex cell from figure 4.19
may overlap each other. The circumferences of the problematic quadrons in this
case are indicated by the dashed red line and the green solid line. In addition,
the quadrons of a non-convex cell may not be well defined because their rq and
Rq do not cross and thus do not define a quadrtilateral. An example for such a
problematic quadron is indicated by the solid black line, which traces its circum-
ference. (b) After removing the rattlers, the quadrons are well defined and they
do not overlap.
In general, non-convex cells do not pose a serious problem [62]. However,
it has been shown [61] that highly non-convex cells in 2D packs may be
mal-tessellated by the quadrons since they may overlap. Figure 4.20 shows
the quadrons of the non-convex cell from figure 4.19. The quadron whose
circumference is the dashed red line and the quadron whose circumference
is the green solid line overlap. It is also possible that the vectors Rq and
rq of a quadron in a non-convex cell be aligned in such a way that they
do not cross each other and not form a regular quadrilateral. The quadron
whose circumference is the solid black line in figure 4.20(a) is an example to
such a mis-alignment. The area calculated for such quadrons is negative, i.e.
1
2
rq ×Rq points in the negative direction.
Even though there are non-convex cells in the sparser pack, their per-
centage is less than 0.5%, introducing a very small error in any calculation.
In addition, we mitigate or completely eliminate non-convexity by removing
from the pack discs that are rattlers as they increase the degree of non-
convexity in these cells. We identify a rattler as a disc that contacts only
two other discs, forming with them a cell of order zc = 3 or zc = 4. For exam-
ple, the cell in figure 4.19 is non-convex due to disc 1, which is a rattler. The
rattlers are removed after the pack has been fully constructed. Removing the
rattlers may lead to the formation of other rattlers and therefore the pro-
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cedure is performed repeatedly until all rattlers are removed. For example,
when disc 1 in figure 4.19 is removed discs 2 and 3 become rattlers and thus
they are also removed. When these discs are removed there are no further
rattlers and the cell becomes convex. As a result of this procedure, the total
number of discs decreases approximately by 3%.
Since the number of discs in the rattler-free pack is 3% smaller than in
the dense pack, it may seem that the rattler-free pack macrostate contradicts
the canonical ensemble premise that the number of particles is kept constant.
Nevertheless, we remember that what is actually required is that the number
of particles does not change from one microstate to another of the same
macrostate – the requirement is not that the number of particles has to be the
same for the different macrostates. Furthermore, since the number of discs
in the rattler-free pack changes very little from one realisation to another the
canonical ensemble formalism is still a valid description. We note that the
discs that are eventually removed from the sparse pack actually influenced
its volume as they are removed only after the pack is completely assembled.
The removed discs contributed to the volume of the sparse pack and they
are only removed to perform the quadron tessellation properly.
4.2.2 Characteristics of the sparse pack
The resulting pack is expected to have a smaller number of order-3 cells
compared to the dense pack of section 4.1. This is because when a new disc
N overlaps other discs the next attempt is to attach it to two other discs
L and F , so that L and F are not in contact. Hence, N will close a cell of
order higher than 3. In the dense pack, if a disc N overlaps with other discs,
we first attempt to modify its size, only if this is not possible, new L and F
are designated so that they are not tangent.
The cell order PDF of the sparse pack, displayed in figure 4.21, shows
that the fraction of cells with order zc = 3 is lower than their fraction in
the dense pack – 0.44 compared to 0.818 in the dense pack. Figure 4.21 also
shows the cell order PDF after removing the rattlers. The fraction of order-3
cells is lower – 0.43 – because most of the rattlers formed cells of order 3
and once they are removed the number of the order-3 cells decreases. The
probabilities of cells with orders zc = 3 and zc = 4 in the two packs are
summarised in table 4.1.
It can be seen in figure 4.21 that the grain coordination number PDF
is also influenced by the removal of the rattlers – the number of discs with
coordination number zg = 3 is increased from 0.33 to 0.36. This is because
the removal of the rattlers also removes contacts from remaining discs, e.g.
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Figure 4.21: The PDFs of the cell order, zc, and the grain coordination number,
zg, of the sparse pack, before and after the rattlers are removed. The PDFs of ten
different realisations, each of Ng = 5 · 105 discs, are displayed. These distributions
collapse neatly on the same curve and thus are indistinguishable in the figure. The
grain coordination number PDF does not include discs that are on the boundary.
the asterisked discs in figures 4.19(e) and 4.20(b).
The PDF of the grain coordination number (figure 4.21, right) indicates
that most of the discs have 3 or 4 contacts unlike in the dense pack of section
4.1, where most of the discs have 5 contacts.
The deposition protocol of the sparse pack is designed to fix the mean
coordination number at z¯g = 4 as follows. Every time a disc is added to
the pack it gives rise to exactly two contact points [88]. By definition, z¯g =
1
Ng
∑Ng
g=1 zg, where the sum runs over the Ng discs in the pack. Therefore,
every contact point is counted twice in this sum, once for each of the two
discs in contact. Thus, adding two contacts per disc increases the total
coordination number by 4. The sum is then equal to 4Ng, resulting in z¯g = 4.
The mean coordination number in the dense pack is larger, z¯g > 4, because
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Pack type zc = 3 zc = 4
dense 0.818 0.13
sparse with rattlers 0.44 0.32
sparse without rattlers 0.43 0.33
Table 4.1: The probabilities of cells with orders zc = 3 and zc = 4 in the dense
pack and the sparse pack, before and after the removal of the rattlers.
there, every time a disc is added, it creates either two or three contacts.
The actual mean coordination number of the pack is z¯g = 4.014± 0.002,
which is slightly larger than the expected z¯g = 4. This is because, in some
rare occasions, a disc N that is attached to L and F may happen to be in
contact with a third disc, within the numerical precision. For packs with as
many as Ng = 5 · 105 discs, this may occur several times. Therefore, some
discs contribute three contacts to the sum. Correspondingly, as equation
(4.7) requires, the mean cell order is z¯c = 3.9837 ± 0.0004. The values for
z¯g and z¯c were obtained by averaging over 1200 realisations of the pack (the
errors are the variances).
Averaging over the 1200 different pack realisations, the packing fraction
is found to be ϕ = 0.7975 ± 0.0004, where the error is the variance of the
distribution. If we do not count in the rattlers the packing fraction of the
pack reduces to ϕ = 0.7862± 0.0004.
Even though we do not expect size correlation between contacting discs
to exist in this pack, we measured those in order to compare to the size
correlations in the dense pack. Calculating the dimensionless G˜, defined in
equation (4.6), we obtained a value which is one order of magnitude smaller
than the value obtained for the dense pack, |G˜| = 0.0012±0.0005. Moreover,
it is interesting to note that in the sparse pack G˜ < 0, namely, there appear
anti-correlations. The implication is that discs of different sizes tend to be
more in contact. Figure 4.22 compares between the distributions of the terms
gij = RiRj − 〈R〉 and g′ij = (Ri − 〈R〉)(Rj − 〈R〉) of the dense and sparse
packs, showing the slight preference to negative values for the case of the
sparse pack. To the best of our knowledge, a theory to explain this difference
does not exist.
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Figure 4.22: The PDFs of the terms gij = RiRj−〈R〉 and g′ij = (Ri−〈R〉)(Rj−
〈R〉) that appear in the averages in equations (4.2) and (4.5) for both the sparse
pack (red) and the dense pack (black). Note the markedly different forms of the
PDFs. The average of gij is positive for the dense pack and slightly negative for
the sparse pack.
4.3 Tetrahedral structures
As described in chapter 3, the first step in the programme is the skeletoniza-
tion of the solid phase of the material to obtain a cellular-like structure to
which the quadron tessellation is applied. It is useful to view a cellular
structure as a collection of vertices (points) in space, so that each vertex is
connected by edges, straight or curved, to adjacent vertices, thereby parti-
tioning the space into cells. In this study we apply the quadron tessellation
directly to model cellular structures.
The model structures are numerically generated static dry foams. The
foam structures were generated using Surface Evolver [81, 82], which is a
free software that enables us to evolve an input structure [78, 80] into a
naturally-looking foam by minimizing the total surface area [81, 82]. Figure
4.23 illustrates why it is possible to consider foams as cellular structures.
A foam can be looked upon in two different ways: as a cluster of bubbles
that share common membranes or as a graph network, i.e. a collection of
vertices joined by edges that partition the space into cells. The current
section describes how these structures were obtained. We also describe the
software Surface Evolver and give a brief discussion on the structure of foams.
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Figure 4.23: A foam can be looked upon as a collection of bubbles in contact
so that they share their membranes and at the same time it can be regarded as a
cellular structure – a collection of vertices (points) in space, so that each vertex is
connected by edges to adjacent vertices partitioning the space into cells.
4.3.1 The structure of foams
A foam is a structure formed by gas bubbles, enclosed by thin liquid films,
also known in the literature as lamellae. The bubbles take the shape of
polyhedral cells with the films being the (curved) faces of these polyhedra
[89, 90] (see figure 4.24). The faces meet along lines, which form the edges
of the polyhedral bubbles, also known as Plateau borders. The edges meet at
vertices which are the corners of the polyhedral bubbles. In 2D foams, the
bubbles take the form of polygonal cells, the films are the edges of these cells
and the edges meet at vertices that are the corners of the polygonal cells.
The subject of soap froths and general foam structures has been a field of
research for more than a century and has been studied in various aspects [89].
Of particular interest has been the study of their structure. This is because,
as is the main purpose of this dissertation, the structure is the one most
important factor that determines bulk properties and behaviour. Prominent
results in this respect were presented in a publication by Joseph Plateau in
1873 who studied the geometry of foam bubbles (it is striking that Plateau
was blind at the time of conducting his experiments and observations). By
observation, he established what is known as Plateau’s laws, which were
justified mathematically later on [89, 91, 92]:
1. Exactly three faces (lamellae) intersect at an edge with an
angle of 120◦ between every two faces. In 2D, the same law
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Figure 4.24: The definition of the basic structural elements of foams. Left: a
bubble in a 3D soap foam (the rest of the foam is not shown) is enclosed by thin
films of liquid so that it takes the shape of a polyhedral cell, with the films as its
(curved) faces. The films meet at edges and the edges meet at vertices. Right: in
2D, the bubbles take the form of polygonal cells where the films are their edges
and the edges meet at vertices.
applies to the edges – three edges meet at a vertex and they are
separated from each other by 120◦.
2. Exactly four edges meet at every vertex in a perfectly sym-
metric tetrahedral fashion. In light of the first law, this means
that six faces meet at every vertex.
3. The lamellae and the edges are generally curved. The mean
curvature is determined by the difference in pressure of the gas
on either side of the lamellae and the surface tension according
Laplace’s law.
Foams generally form disordered structures without any periodicity. Bub-
bles, edges and faces can occur at a wide range of sizes and shapes. Even if
one constrains all the bubbles to have the same volume, disorder still prevails.
This has been demonstrated experimentally by Matzke in 1946 [89, 91, 92],
who injected bubbles of equal volumes, one by one, into a glass container
and studied the structure of the resulting foam, which was disordered. The
basic reason is that bubbles of the same volume can take on different shapes,
i.e. they can assume polyhedra of different numbers of faces, and faces of
various shapes and numbers of edges. In Matzke’s experiment, most of the
faces were pentagonal and the rest were mostly hexagonal or quadrilateral.
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Foams are but one example of tetrahedral cellular structures. Many sys-
tems self organise similarly into cellular structures with four edges that meet
at a vertex and three faces that meet at an edge. Examples are polycrystals
and biological cells. However, their geometry (e.g. the angles between edges
that meet at the same vertex) may be different since generally the geometry
depends on the physical processes involved in forming the structure.
Structures of foams are commonly characterised in the literature by the
bubble size distribution, the distribution of the number of faces of bubbles
and the distribution of the number of edges around faces [71, 72]. Even in
industrial applications these properties are used to characterise the structure,
and imaging methods are used to deduce the bubble size distribution from the
film size distribution on the foam surface (even though this method suffers
from inaccuracies) [92]. This is reminiscent of the method used in porous
materials to deduce the pore size distribution of a sample from the pore size
distribution on the surface of the sample [59].
4.3.2 Why foam structures?
Foam structures are a good starting point to test the method. We chose to
apply the method on foam structures for several reasons:
1. As mentioned above and illustrated in figure 4.23, foam struc-
tures can be regarded as open cellular structures if we discard the
films and only consider the conjunctions of these films, i.e. the
edges and vertices.
2. These are tetrahedral structures, i.e. exactly four edges meet
at each vertex. The quadron tessellation is well defined in this
case and, in fact, for 3D systems, it was initially proposed for
tetrahedral structures [27]. This is because in tetrahedral struc-
tures a clear partitioning of the pore space into pores and throats
with no ambiguities is achievable. Lately, however, a 3D quadron
tessellation has been devised for general structures where each
vertex/grain can contact any number of other vertices/grains [63].
3. The coordination number in tetrahedral structures is equal to
4. Hence, they represent sparse 3D structures where every poly-
hedral grain – the polyhedron around a vertex – touches only
four other grains. This makes tetrahedral structures function as
an ”extreme” example, which is a good starting point for exam-
ining a new method. The reciprocal structure, where the cells
take on the role of the vertices/grains and the vertices take on
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the role of the cells, is very dense. Hence, the statistical mechan-
ical stage of the method can be used to gain insight about the
characteristics of dense structures.
4. The study of foams has included efforts toward modelling
and simulating foam structures. These efforts yielded simulation
tools, such as Surface Evolver, in which the structure is known
in its entirety, i.e. one can identify the bubbles, faces, edges and
vertices of a simulated foam structure and the relations between
these elements. This type of data is required when applying the
quadron tessellation. Specifically, one has to identify the various
elements and the relations between them, i.e. identify cell-throat-
vertex triplets. The bubbles in a foam structure are indicative of
the identity of the cells and the faces of the bubbles are indicative
of the throats.
5. The ultimate aim is indeed to apply the method to 3D scans
of samples of porous materials. However, this requires an elab-
orate process of data acquisition, identification of the structure,
skeletonisation and the translation of the voxelated data into a
form that can be used to apply the quadron tessellation. At this
early stage of testing and developing the method such an exten-
sive work is not required and may even hinder progress on the
more fundamental issues.
4.3.3 Surface Evolver
Surface Evolver [81, 82, 89, 92] is an interactive programming platform to
model ”liquid surfaces shaped by various forces and constraints” [82], and it
does so by evolving a surface toward a minimal energy using a gradient decent
method and subject to constraints, if there are any. Its main application is the
simulation of foams but it is also used to simulate other foam-like structures,
e.g. biological tissues [77, 93] and polycrystals [94].
The type of energies that Surface Evolver handles are any quantities that
can be written as an integral over the surface. When simulating dry foams,
i.e. foams with a very low liquid content, the primary energy is from surface
tension and the effect of gravity is negligible. Surface energy due to surface
tension is proportional to the area of the surface with the tension being the
coefficient of proportionality. The tension is taken to be unity and thus the
surface energy is equal to the surface area. If we take the tension to be the
same everywhere in the foam, minimisation of the energy will correspond to
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minimisation of the area.
Surface Evovler does not constructs structures; it requires a basic input
structure which is then evolved using the Surface Evolver command language.
Its basic operation is to read a data file with the details of the input structure
and to take commands from the user. The most common commands are one
letter long and the most used commands are g and r. The command g (g for
go) implements a gradient descent method and r refines the mesh carried by
the surface.
The top panel in figure 4.25 shows how a cube-shaped bubble that is input
into Surface Evolver evolves into a spherical bubble by minimizing its surface
area, using iterations of the commands g and r. The area minimisation here
is constrained by the requirement that the volume enclosed by the bubble
remains (approximately) fixed. This example, as well as many other, can be
found in the Surface Evolver documentation webpage [81].
Another example, which is more relevant to the structures studied in this
work, can be seen in the bottom panel of figure 4.25. In this example, other,
more elaborate commands have been used, including commands provided by
the in-house software written by the Foam and Froth group in our depart-
ment [78, 79, 80]. Here, the input structure is a 3D Vorono¨ı tessellation of
the space, which is then evolved into an equilibrated foam, also by consid-
eration of minimizing the surface area. The topology of the input and the
evolved structure has remained the same in both examples in figure 4.25.
The topology of a Vorono¨ı tessellation is the same as that of an equilibrated
foam structure in the sense that it is also a tetrahedral structure, i.e. four
edges meet at a vertex and three faces meet an edge. However, the angles
between the faces or the four edges in a Vorono¨ı structure do not have to
comply with Plateau’s laws [71]. The Vorono¨ı input structure at the bottom
panel is an example to the input structures that we used in this study and
section 4.3.6 elaborates more on this subject.
As can be seen in figure 4.26, the simulated surface carries a mesh con-
sisting of triangles. In Surface Evolver nomenclature, these flat triangles are
called facets (these facets should not be confused with the facets of the ver-
tex polyhedra in the quadron description). The triangular mesh is used to
capture surfaces that do not have a convenient mathematical form. More-
over, the triangular mesh plays an integral part in the modus operandi of the
process of evolving a surface in Surface Evolver, as will be described below.
The surface of the structure is recorded using the mesh elements, and
this is achieved in a hierarchical fashion: facets, edges and vertices. The
facets are the flat triangles, the edges are the sides of these triangles and the
vertices are the corners of the triangles. At the top of this hierarchy are the
bodies; a body is a volume element defined by the collection of facets that
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Figure 4.25: Surface Evolver requires an input structure which is then evolved
following considerations of energy minimization. Top panel: a cube-shaped soap
bubble is input and evolved into a sphere-shaped bubble to minimize surface energy
under the constraint that the enclosed volume remains (approximately) fixed. Bot-
tom panel: an input Vorono¨ı cellular structure evolves into an equilibrated foam.
The input Vorono¨ı tessellation is a tetrahedral structure, i.e. it has the topology
of foam structures where three faces meet at an edge and four edges meet at a
vertex.
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Figure 4.26: The simulated surface in Surface Evovler is represented by a col-
lection of triangles. The soap bubble in the figure is only nearly spherical – it is a
polyhedron whose all facets are triangles.
enclose it, i.e. a body is a bubble.
The area of the simulated surface is minimized in steps, at each of which
the configuration of the mesh vertices changes, thereby progressing toward
a configuration of the vertices that minimizes the area of the surface. The
transition from one configuration to another is achieved by a gradient de-
cent method and implemented by the Surface Evolver command g. The
energy/area of the surface is expressed as a function of the coordinates of all
the vertices. At every use of g, a ’force’ on each vertex is calculated from the
gradient of the total energy/area of the surface as a function of the position
of that vertex. The force gives the direction of motion. This force is made
to conform to whatever constraints are applicable. The forces acting on the
different vertices are multiplied by a global scale factor and the position of
each vertex is moved according to the corresponding force. There are three
methods of gradient descents that are implemented in Surface Evolver, and
the user can toggle between them to converge more efficiently toward the
minimum, using the single letter command U.
By repeating the minimization steps, the area of the surface will eventu-
ally converge to a certain value for a given mesh roughness. Surface Evolver
makes it possible to refine the mesh and continue with the energy minimiza-
tion steps to approach the minimum further – the finer the mesh the better
it captures the curvature of the surface. The mesh is refined by subdivid-
ing each facet into four similar triangles. In addition, the mesh facets can be
equiangled, i.e. they can turn into equilateral (or nearly equilateral) triangles.
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To conclude, a foam structure in Surface Evovler is obtained from a basic
input structure, whose surface is evolved so that the total surface area is
minimized subject to the constraint that the volumes of the bubbles are kept
fixed.
4.3.4 Extracting the relevant data of the cellular struc-
ture
Surface Evolver outputs the data in terms of the mesh elements – the mesh
vertices, mesh edges and the triangular facets. For our purposes, the surface
itself is not important; we are interested in the actual vertices and edges of
the cellular structure. Surface Evovler treats these actual vertices and edges
as part of the surface mesh, hence it was essential to distinguish them from
the other mesh elements. In the following we describe how we recovered the
identities of the actual elements of the structure: the actual vertices, the
edges that connect between these vertices and the faces of bubbles.
In Surface Evolver, the valence of a mesh edge is defined as the number
of facets that meet at the edge. An edge can either have a valence 3 or 2.
When its valence is 2, the edge is on one of the faces of a bubble and when
its valence is 3, three facets meet at it and thus this edge is a segment of an
actual edge between two real vertices. We use the valence property of edges
to identify the real vertices in the cellular structure: exactly 4 edges with
valence 3 meet at each real vertex.
Once the real vertices are identified, we next identify the connections
between them, i.e. the actual edges of the foam structure. It is important
to identify these connections to be able to identify the midpoints between
the vertices and construct the vertex polyhedra as a basis for the quadron
tessellation.
Figure 4.27 is a sketch showing two real vertices, v1 and v4, connected by
a segmented edge composed of the mesh edges e1, e2 and e3 and the mesh
vertices v2 and v3. The solid lines indicate edges whose valences are 3 and
the dashed lines indicate edges whose valences are 2, i.e. three facets meet
at a solid line and only 2 facets meet at a dashed line.
Starting from a real vertex, such as v1 in figure 4.27, we choose one of
the valence-3 edges that meet at it, e.g. e1, and identify the vertex at its
other end, v2. If v2 is a real vertex, then v1 and v2 should be connected by a
real edge. If v2 is not a real vertex, we continue to the other valence-3 edge
of vertex v2, i.e. edge e2. Again, we identify the vertex at the other end of
edge e2 and check if it is real or not. This routine is continued until a real
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Figure 4.27: A sketch of a segmented edge as output by Surface Evolver. The
edge is the solid line that joins the two real vertices v1 and v4. The solid lines in
the figure represent edges with valence 3 and the dotted lines represent edges with
valence 2, e.g. edges e4 and e5. At each of the real vertices there are four solid
lines that meet. The edge is segmented to simulate curvature. The vertices along
the edge, v2 and v3, are mesh vertices. The mesh edges that compose this edge
are denoted e1, e2 and e3.
vertex, such as vertex v4, is reached. At the end of this routine, v1 and v4 are
identified as two vertices that are connected by an actual edge of the cellular
structure. Henceforth, when we refer to edges and vertices we mean the real
vertices of the cellular structure and the actual edges that connect between
those – not the vertices and edges of the mesh elements.
Despite the fact that in real foams the edges are curved, we take the edge
between two vertices to be the straight line that joins the vertices. While
the quadron tessellation is well defined for cellular structures with curved
edges, to start with, we apply it on the simple version of a structure with
straight edges as our aim is not to study the details of the structure of foams
but rather to demonstrate the method. In addition, it should be noted that
straight edges have been used in simulations of 2D and 3D foams (to reduce
computation time) with satisfactory results [89].
Using surface Evovler, one can readily draw the relations between the
bubbles and the vertices. Namely, one can identify the vertices that reside
on each bubble, and for each vertex, identify the four bubbles that share
this vertex. That each vertex resides on exactly 4 different bubbles, follows
from Plateau’s laws. Other then identifying the relations between bubbles
and vertices, the latter information is useful for recovering the data for the
bubbles faces.
As mentioned, Surface Evolver, does not identify faces of a bubble as
such. Rather, a bubble is given in terms of the triangular mesh facets. For
CHAPTER 4. TEST STRUCTURES 83
Figure 4.28: The throats defined in the quadron tessellation process correspond
directly to the faces of bubbles in the foam structure. The figure shows a single
bubble; on three of its faces are indicated their corresponding throats (white solid
line). The corners of a throat are the midpoints between the vertices that are the
corners of the corresponding face. (Note: the edges of the bubble in the figure are
slightly curved but it does not change the definition of the midpoints – these are
the points on the curved edges midway between two vertices.)
our purposes, it is desirable to recover the faces of bubbles as they correspond
directly to the throats that are defined in the quadron tessellation procedure
(section 3.1.2 and figure 3.5). Once the faces are identified, the identification
of the throats is straightforward; the faces of the bubbles are the skew poly-
gons whose corners are the vertices of the structure, while the throats are the
skew polygons whose corners are the midpoints between the vertices. Figure
4.28 illustrates this by indicating three throats in white on the surface of a
bubble. Recovering the faces is equivalent to identifying the vertices of each
face and the two bubbles that it interconnects.
To recover the faces of the foam structure, we use the fact that all the
vertices of a face belong to the same pair of neighbouring bubbles that that
face interconnects. Six faces meet at each vertex and we can identify these
faces by the pairs of bubbles that they interconnect. For example, vertex v1
in figure 4.29 belongs to the four bubbles {b1, b2, b3, b4}. Hence the six faces
that meet at it are denoted {b1, b2}, {b1, b3}, {b1, b4}, {b2, b3}, {b2, b4} and
{b3, b4}. To identify the vertices of a face we start from one of its vertices, e.g.
v1 in figure 4.29; we pick one of its neighbouring vertices, e.g. v2, and choose
one of the faces that both vertices belong to, for example, {b1, b2}. The next
step is to identify a neighbouring vertex of v2 that also belongs to the face
{b1, b2} – vertex v3 in the figure. Then we proceed to a neighbouring vertex
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Figure 4.29: A sketch of a bubble face. The face connects the bubbles b1 and
b2 and thus is denoted {b1, b2}. To identify the vertices of the face, we start from
vertex v1, for example, and then pick one of its neighbouring vertices, e.g. v2.
Since v2 belongs to the face we pick a neighbour of v2 and check if it belongs to
the face too. This routine continues until we reach vertex v1 again. The vertice
sof this face are v1,v2,...v5. Note that vertex v1 resides on four different bubbles
b1,b2,b3 and b4 and the faces {b1, b2}, {b1, b3}, {b1, b4}, {b2, b3}, {b2, b4} and {b3, b4}
meet at that vertex.
of v3 that also belongs to the same face and this routine is repeated until the
initial vertex, v1, is reached. Once this is achieved, we have all the data that
is required to apply the quadron tessellation. Specifically we have the data
of cell-vertex-throat relations. We can calculate the midpoints between real
vertices and construct the tetrahedra around vertices.
4.3.5 Elimination of the periodic boundary conditions
After identifying the vertices, edges and faces of the cellular structure, our
next step was to eliminate the periodic boundary. We achieved this by dis-
carding the boundary bubbles – the bubbles that cross the periodic boundary.
This is because it was more straightforward to apply the quadron tessellation
to a physical structure without periodic boundary conditions. The bubbles
that cross the boundary can be readily identified by checking if the distance
between any two vertices that belong to the same bubble is longer than half
the size of the foam, i.e. longer than 0.5. If the initial structure with the pe-
riodic boundary conditions contained d3 bubbles, the number of the bubbles
that are removed is around 6(d2−d). Hence the smallest foams that we have
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examined contained d3 = 200 bubbles.
4.3.6 The cellular structures on which we applied the
quadron description
The tetrahedral structures to which we apply the quadron tessellation were
obtained by using an in-house software that generates 3D Vorono¨ı tessella-
tions and an in-house software written in Surface Evolver command language
to evolve the Vorono¨ı structures into equilibrated foams [78, 79, 80, 92]. We
applied the quadron description to the foam structures obtained for differ-
ent stages of evolving a Vorono¨ı foam into an equilibrated foam. Here we
describe in general lines the procedures involved.
The Vorono¨ı structure
As mentioned above, the input structures into Surface Evolver were 3D
Vorono¨ı tessellations. These tessellations are generated with respect to seed
points in a cubic box of dimensions 1 × 1 × 1, so that a Vorono¨ı cell is the
portion of space that is closest to a given seed point than to any of the other
points. The seeding method that was used is the constrained random place-
ment (CRP) method. In this method, the coordinates of the seed points
are assigned randomly in the box, subject to a minimum point-to-point dis-
tance constraint, i.e. any two seed points have to be more than a distance
Dmin = 1.64(Vbox/Np)
1/3 · Sfac apart [92]. Here, Vbox is the volume of the
box, Np is the number of the seed points – which is equal to the number
of the bubbles in the resulting Vorono¨ı tessellation – and Sfac is the ’space
factor’ and its value is usually around 0.2 but not higher than 0.5. The
polydispersity of the Vorono¨ı foam, i.e. the polydispersity in the volumes
of the bubbles, is controlled by the value of Sfac. The higher Sfac, the less
polydisperse the resulting foam. Using the in-house software we were able
to generate Vorono¨ı tessellations with various space factors and of various
sizes, i.e. various numbers of bubbles. The Vorono¨ı tessellations are gener-
ated in such a way that periodic boundary conditions are maintained at the
boundaries of the box.
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Figure 4.30: A sketch of the T1 topological transition in a 2D foam. When an
edge becomes very short it triggers a T1 transition where the short edge becomes a
fourfold vertex and then dissociates into two threefold vertices. The local topology
has changed but the vertex topology of the foam did not change – all the vertices
are threefold vertices.
Topological transitions
When a Vorono¨ı structure is input into Surface Evolver its surface is au-
tomatically meshed. Then, using Surface Evolver command language, the
structure is evolved by iterations of the gradient descent method towards a
minimum surface area. This procedure is limited as at some point the sur-
face area cannot be farther reduced. The next stage is the implementation
of topological transitions. The topological transitions are implemented by
the in-house software, which carries out T1 transitions. Such a topological
transition is triggered by an edge that is too short or a face that is too small.
The T1 transition is illustrated for a 2D foam in figure 4.30. When the
edge shared between bubbles b2 and b4 becomes too short, it is turned into
a fourfold vertex and then it dissociates into two threefold vertices so that
bubbles b1 and b3 now share an edge. This type of transition does not alter
the vertex connectivity of the foam. The result of this transition is that two
bubbles that shared an edge do not share an edge after the transition and
two other bubbles that previously did not share an edge, now share an edge.
In 3D, the topological transition is more complicated to visualise. It can
be carried out in two ways. One is in which a short edge degenerates into
a sixfold vertex which is then turned into a triangular face so that there are
three fourfold vertices – the corners of the triangular face. The other way in
which a T1 transition occurs is when a small rectangular face between two
bubbles transforms into another one between two other bubbles. In both
transitions two bubbles that were connected are not connected any more,
and instead, two other bubbles are connected by a new face.
CHAPTER 4. TEST STRUCTURES 87
Anealing
A combination of gradient descent steps and topological transitions is im-
plemented iteratively a large number of times. This evolves the cellular
structure to a structure that is closer to an equilibrated foam structure but
it is not quite similar. To reach an equilibrated structure, the in-house soft-
ware implements the annealing procedure proposed in [71]. The annealing
of the foam is effected by stretching and compressing the cellular structure
in each principal axis in turn. When the structure is stretched/compressed
the gradient descent and the topological transitions are implemented. The
cycles of stretching and compressing are repeated few times for each of the
three principal axes. This procedure the ’trapped energy’ in the structure.
4.4 Conclusions
In this chapter we introduced the numerically generated model structures on
which we apply the integrated method presented in chapter 3.
The 2D structures are granular packs that contain the same polydisperse
discs but have different packing fractions and mean coordination numbers.
These packs were generated by algorithms developed in the framework of
the current work and we elaborated here on the main routines of these al-
gorithms. We also characterised the packs in terms of the distributions of
the coordination numbers, cell orders and disc sizes. Because of the nature
of the algorithm used, we tested for disc size correlations among contacting
discs and found them to be very weak. This is because in cases when the disc
size changes using Apollonius problem the final size does not only depend on
the sizes of the contacting discs but also on their positions so there is more
arbitrariness in the final size of the disc.
The 3D model structures are foam-like structures that are generated using
an in-house software composed by the foam and froth group in our depart-
ment and using a free software called Surface Evolver. In this chapter we
explained why we chose to apply the characterisation method of chapter 3
on these structures. We gave a summarized description of Surface Evolver
and the routines implemented in the in-house software, i.e. the construction
of a Vorono¨ı foam, the process of topological transitions and the process of
annealing. Using these routines we generated four types of foam-like model
structures on which we apply the characterisation method but these will be
described in chapter 7. In the current chapter we also described how the
required data for the implementation of the quadron quantification was ob-
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tained.
Chapter 5
Quadron analysis of planar
packs
5.1 Introduction
In this chapter we report the results of applying the quadron tessellation to
the two planar packs that were described in chapter 4. The two packs are
made of the same polydisperse discs but have different mean coordination
numbers, z¯g = 5.2 and z¯g = 4. For brevity, from this point on, we refer to
the pack with z¯g = 5.2 as pack A and to the pack with z¯g = 4 as pack B.
5.2 The quadron tessellation
We illustrate the quadron tessellation in packs A and B in figure 5.1, where
the quadrons are represented by the colored tiles. The quadrons cover the
space with no overlaps or gaps and each quadron resides partly in the cell
and partly in the disc that it belongs to.
Most of the quadron tiles in figure 5.1 are nearly kite-shaped. Namely, rq
and Rq (see figure 5.11) are nearly perpendicular in many of the quadrons.
In pack B, more quadrons tend to deviate from a kite-shape than in pack
A. Quadrons that deviate from a kite-shape often belong to discs whose
centroids are far from their centres and/or belong to cells whose orders are
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Pack A  (zg=5.2) Pack B  (zg=4)
Figure 5.1: Examples for the quadron tessellation in the planar packs reported
in chapter 4. A section from a realization of pack A (z¯g = 5.2) is shown on the
left and a section from pack B (z¯g = 4) is shown on the right. The quadrons are
represented by the colored tiles that are superimposed on the circles. The areas
covered in both frames are equal.
higher than 3. Such cells are more susceptible to take on peculiar shapes and
thus their centroids may not be located directly in front of some of the discs
that surround them.
We see in figure 5.1 that quadrons in pack B tend to be larger than
quadrons in pack A. Specifically, there are more quadrons in the left frame
than in the right frame but the areas covered in the two frames in figure 5.1
are the same.
Quadrons in pack B tend to be larger than quadrons in pack A because
their rq and Rq vectors tend to be longer. The vectors rq have the potential
to be longer because there are fewer contacts per disc and thus there are
fewer rq vectors around each disc. The vectors Rq are typically longer as
there are more cells with high orders. The centroids of such cells naturally
tend to be further away from the centroids of their surrounding discs.
In the next section, we study and compare the statistics of the quadron
areas, their deviation from kite-shapes and the lengths of the vectors rq and
Rq.
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5.3 Quadron statistics
5.3.1 The quadron area distribution
The quadron statistics of the planar packs converge to limit forms as the
number of discs increases. This is expected because the disc size, coordination
number and cell order PDFs also converge to limit forms, as has been seen in
sections 4.1.2, 4.1.4 and 4.2.2. Of particular interest is the quadron volume
(area in 2D) PDF, which plays an important role in the statistical mechanical
formalism.
In addition to the role that the quadron volumes (area in 2D) play in the
statistical mechanical approach, their area PDF is of interest in the context of
quantifying and characterising the microstructure. In particular, the quadron
area PDFs may serve as a tool to compare between different microstructures.
Alternatively, it can be used as a tool to capture and follow the variation in
the microstructure of an evolving structure, e.g. a vibrated granular bed
or a foam. Packs A and B consist of the same discs but have different
microstructures, allowing for a meaningful comparison between them. In
particular, it is interesting to see how the quadron area PDFs capture this
difference.
Figure 5.2 shows the PDFs of the quadron areas of the two packs, so that
each contains Ng = 5×105 discs. For each pack type, the PDFs obtained for
ten different realisations are presented. The PDFs of a pack appear in the
same color – blue for A and red for B – but with different marker types. The
different PDFs of each pack collapse nicely on one curve, which indicates that
the statistics of the quadron areas have indeed converged to a limit form. In
the figure, the quadron areas are normalised by the mean disc area, piR2,
where R2 is the mean square radius.
The quadron area PDFs of the two packs are distinctly different. The
PDF of pack B peaks at a higher value of vq; is wider than the PDF of
pack A; and has a longer tail. This difference is related to the fact that the
coordination number and the cell order PDFs of the two packs are different,
while the disc size distribution is the same in both. The coordination numbers
affect the sizes of the vectors rq, and the cell orders influence the sizes of the
vectors Rq.
This can be seen in the PDFs of |rq| and |Rq|, displayed in figures 5.3
and 5.4. Here, too, the PDFs of pack B are wider, peak at higher values of
|rq| and |Rq| and have longer tails. In these figures, we show again PDFs
that were obtained for ten different realisations of each pack to confirm that
the PDFs have reached limit forms.
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Figure 5.2: The quadron area PDFs of the packs A (z¯g = 5.2) and B (z¯g = 4).
For each pack, the PDFs of ten different realisations with Ng = 5 × 105 discs
are presented. The PDFs of a pack appear in the same color but with different
marker types. The ten PDFs of each pack collapse nicely on the same curve, which
indicates that limit statistics have been reached. The quadron areas are normalised
by the mean disc area, piR2, where R2 is the mean square radius, which is identical
in both packs since the packs have the same disc size distribution.
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Figure 5.3: The PDFs of the magnitudes of rq (in units of the mean radius of
the discs R¯) in packs A and B. The packs contain 5× 105 discs. The PDFs of ten
different realisations of each pack are plotted. The PDFs of pack A (B) appear in
blue (red) but with different marker types. The ten PDFs of each pack collapse
nicely on the same curve, which indicates that limit statistics have been reached.
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Figure 5.4: The PDFs of the magnitudes of Rq (in units of the mean radius of
the discs R¯) in packs A and B. The packs contain 5 × 105 discs and the PDFs
of ten different realisations of each pack are plotted. The PDFs of pack A (B)
appear in blue (red) but with different marker types. The ten PDFs of each pack
collapse nicely on the same curve, which indicates that limit statistics have been
reached.
As mentioned in the previous section, more vectors rq in pack B are
expected to be long because there are fewer contacts per disc and thus fewer
rq vectors that span the ’circumference’ of the disc. Relative to pack A, pack
B also has a higher fraction of long Rq vectors because it contains more cells
with high orders. Usually, the centroid of a cell with a high order is further
away from the centroids of the surrounding discs and hence the vectors Rq
are longer.
Even though there are longer vectors rq in pack B, there is still a fraction
of rq that are as short as those in pack A. This is for two reasons. Although
the number of discs with a high coordination number is smaller in pack B,
there are still discs with coordination numbers equal to and higher than 5.
The second reason is that the sizes of rq are also determined by the spread of
the contact points around the discs and not only by the number of contacts.
This also would explain why the |rq| PDF is wider for pack B. It is wider
because there is a broader variety of possible magnitudes for these vectors.
A similar argument is applicable in the case of the vectors Rq. Even
though pack B contains cells of high order, which contribute long |Rq|, it
still contains a significant fraction of low order cells, e.g. zc = 3 and zc = 4,
which contribute short |Rq|.
To conclude, the quadron area PDF of pack B peaks at a higher vq, is
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wider and has a longer tail than the PDF of pack A because the rq and Rq
PDFs behave in the same way.
From the standpoint of the statistical mechanical approach, the difference
between the two quadron area PDFs is attributed to the fact that the packs
have different compactivities. The denser pack, pack A, is expected to have
a lower compactivity as it is harder to further compactify it relative to the
sparser pack, pack B. Put in another way, the volume (’energy’) content
of pack B is higher than that of pack A and thus it should have a higher
compactivity (’temperature’). If the compactivity is higher in pack B, its
volume elements, e.g. the quadrons, are expected to have larger volumes
(areas in 2D). We attempt to evaluate the compactivities of the packs in
chapter 6.
The quadron area distributions of our packs have a single peak and they
are smooth, unlike the distributions that were reported by Frenkel et al.
[32], who studied the quadron area PDFs of numerically generated granular
packs. Several types of planar packs were studied in that work. Packs of
monodisperse discs, polydisperse discs and di-spheres (a particle generated
by two overlapping discs) were generated by letting the discs settle into a
rectangular container under the influence of ’gravity’. Packs were obtained
for various friction coefficients and they contained 4000 to 8000 discs. The
quadron area PDFs of the polydisperse packs had shoulders and the PDFs of
the monodisperse packs and the packs of di-spheres exhibited a multi-peaked
pattern.
We believe that the smoothness of our quadron area PDFs, P (vq), may be
attributed to the form of the disc size distribution. For example, the P (vq) of
the polydisperse packs in [32] did not exhibit a smooth pattern for any fric-
tion coefficient (different friction coefficients correspond to different packing
fractions). The disc size distribution in that case was a uniform distribution.
In addition, the P (vq) of a pack with a uniform disc size distribution between
Rmin = 1 and Rmax = 2 and a mean coordination number z¯g = 4 that we
have generated also has a shoulders pattern, as can be seen in figure 5.5.
This pack was generated using the same protocol as that of pack B.
Smooth P (vq), similar to those of packs A and B, were obtained in a
study by Matsushima and Blumenfeld [95] that was conducted in parallel to
the work reported in this thesis. This work studied numerically generated
packs of discs with a size distribution that is the log-normal distribution
P (D) = 1
2piσD
exp
{
− (lnD)2
2σ2
}
, where D denotes a diameter. These packs were
generated by an isotropic compression and for various friction coefficients.
The disc size PDF of packs A and B is not a log-normal distribution. How-
ever, even with its peculiar, discontinuous shape it resembles a log-normal
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Figure 5.5: The quadron area PDF of a pack that was generated using the same
generation protocol of pack B but with a uniform disc size distribution between
Rmin = 1 and Rmax = 2. We believe that the smoothness of the quadron area PDF
is attributed to the form of the disc size distribution. The PDF in this figure has
shoulders unlike the PDFs of packs A and B. The PDFs of 5 different realisations,
each containing Ng = 5 · 105 discs, are shown.
distribution more than a uniform distribution.
We note that the quadron area PDFs that were obtained for 2D cellular
structures, in the two independent studies [32] and [77] were fitted well by a
Gamma distribution and did not have a shoulders pattern. The authors of
[32] suggested that the P (vq) obtained for their cellular structure followed a
Gamma distribution because the cell area distribution in that type of cellular
structures already follows a Gamma distribution.
Frenkel et al. showed that the shape of the quadron area PDF in their
granular packs is determined by conditional PDFs [32]. This subject is dis-
cussed in the next section.
5.3.2 Conditional quadron area PDFs
As mentioned above, the quadron area PDFs that were reported in [32] by
Frenkel et al. had shoulders, and in some cases, they had several peaks.
Frenkel et al. have shown that these can be explained by the conditional
PDFs of the quadron areas, given the cell order of the cells they belong
to, P (vq|zc). For instance, P (vq|zc = 3) is the PDF of the areas of all the
quadrons that belong to cells of order zc = 3.
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Figure 5.6: The quadron area PDF (bars) and the conditional quadron area
PDFs P (vq|zc) (lines and markers) of a granular pack with monodisperse discs
reproduced from [32]. Tthe pack was generated using a large friction coefficient
µ = 57. The quadron area PDF has separate peaks which originate from the
conditional PDFS P (vq|zc). Here V¯g is the mean disc area piR2.
In figure 5.6 we copy (with permission) the conditional PDFs obtained in
[32] for a monodisperse pack with a large friction coefficient µ = 57. The bar
chart in the figure represents the total quadron area PDF, P (vq), which has
three visible peaks and two shoulders. These can be seen clearly to originate
in the conditional PDFs P (vq|zc = 3, ..., 7), which are also shown in the
figure.
Following these findings, we were prompted to examine the conditional
PDFs of packs A and B and their effect on the shape of P (vq). The con-
ditional PDFs for zc = 3, 4, 5, 6 are shown in figure 5.7 with P (v
q). The
PDFs P (vq|zc) are rescaled according to the fraction of cells with order zc in
a packing to indicate their relative contribution to P (vq). We show the PDFs
obtained for four different realisations of each pack to confirm that P (vq|zc)
have indeed converged to limit distributions.
In pack A, the conditional PDF P (vq|zc = 3) is the most dominant. This
is expected because this pack was constructed to maximise the number of
cells with zc = 3 in order to achieve a high packing fraction.
This figure reveals why the quadron area PDFs, P (vq), are smooth. The
conditional PDFs overlap to a considerable extent. Their peaks are at close
values of vq and their widths are large enough to cover the peaks of other
P (vq|zc). Therefore, when they are integrated to yield P (vq), they do not
display the shoulders and/or peaks pattern as, for example, in figures 5.5 and
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Figure 5.7: The conditional quadron area PDFs P (vq|zc) of packs A and B.
For each pack, the quadron area distribution P (vq) is shown with the conditional
distributions. Each PDF is given for five different realisations.
5.6. For comparison, the peaks of the conditional PDFs in figure 5.6 are close
to each other as much as the peaks of the conditional PDFs in figure 5.7.
However, the former PDFs are narrow and when they are combined together
they yield a P (vq) with several peaks and shoulders.
The widening of the conditional PDFs in packs A and B relative to those
of the monodisperse pack in figure 5.6 is due to the polydispersity of the discs.
The areas of quadrons are determined both by the size of the discs and the
cells that they belong to. Hence, the variety in the discs sizes contributes
directly to the widening of the conditional PDFs. However, it also contributes
to the widening indirectly by broadening the range of areas that cells can
attain. The areas of cells of order zc in a polydisperse pack can take on
a wider variety of areas than in a pack of monodisperse discs because the
area of a cell depends, other than on its order, on the size of the discs that
surround it. For example, the area of a cell that is surrounded by three small
discs is very different from the area of a cell that is surrounded by three big
discs.
As can be seen in figure 5.7, the peak of P (vq|zc) moves to larger vq as
zc increases. This is expected since the larger the order of a cell, the larger
the area that it may cover and thus the larger the areas of it quadrons. In
addition, we note that the conditional PDFs broaden as zc increases. This is
because the higher the order of a cell, the larger the variety of shapes, and
thus areas, it can attain.
Frenkel et al. [32] found that the conditional PDFs, P (vq|zc), of two
monodisperse packs with different friction coefficients, and thus of different
cell order distributions, are very similar. They attributed this to the fact that
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Figure 5.8: The rescaled conditional PDFs for cells of orders zc = 3, 4, 5, 6 of
packs A and B (5 × 105 discs). In each frame, we plot the conditional PDFs
for the same zc. Each PDF is given for ten different realisations of each pack to
confirm that they converge to a limit form.
the number of ways to arrange zc monodisperse discs into a cell is independent
of the friction coefficient. Namely, cells of order zc statistically have the same
shapes and areas in the two packs and thus quadrons that belong to cells of
order zc in both packs statistically have the same areas.
Frenkel et al. conjectured that their observation is not only true for
monodisperse discs and that it may hold for any distribution of grain shapes
and sizes. To test their conjecture, we compare between the conditional
PDFs of packs A and B in figure 5.8. In each frame, we plot the P (vq|zc) of
both packs for a given zc (as indicated in the vertical axes).
It can be seen in figure 5.8 that the conditional PDFs P (vq|zc = 3) of
both packs are indeed very similar. However, in the cases of zc > 3, the
conditional PDFs are not as similar. These PDFs may have similar widths
but they behave somewhat differently at the peaks.
Although it was not pointed out by Frenkel et al., their conjecture is
based on two requirements. The first is that cells of order zc are statistically
surrounded by grains of the same sizes in the packs whose P (vq|zc) we com-
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Figure 5.9: Cell shapes: (a) and (b) show two different cell shapes of the same
6 discs. Each disc is identified by the number that appears on it. The cell in (b)
is more elongated relative to the cell in (a). (c) Three given discs can be arranged
into one configuration only. The cell polygon in each case is marked by a dashed
line.
pare. The second requirement is that statistically the same cell shapes are
realised in those packs for cells of order zc. Figure 5.9 illustrates how 6 given
discs can be arranged to give two different cell shapes.
To understand the source of the difference between the P (vq|zc) of packs
A and B, we examined the conditional disc size PDFs, P (R|zc), i.e. the disc
size PDF given that the discs surround cells of order zc. We compare between
the P (R|zc) of packs A and B in figure 5.10. All the P (R|zc) in the figure
follow the form of the overall disc size PDF, shown in figure 4.12. Namely,
in each pack, the conditional disc size PDFs are independent of zc.
Figure 5.10 shows that for a given zc the conditional disc size PDFs of A
and B are quite similar. This means that cells of order zc in both packs are
more or less surrounded by discs of the same sizes. In the case of zc = 3, the
P (R|zc) are the least similar. At first glance, this may seem to contradict the
fact that the P (vq|zc = 3) of A and B are very similar while the other P (vq|zc)
are relatively different (figure 5.8). This discrepancy can be explained if we
recall the second requirement that has to be met in order for the conditional
quadron area PDFs to be the same: cells of order zc in both packs have to
explore the same range of cell shapes.
Cells of order zc = 3 are limited in the range of shapes they can take on,
whereas cells with order zc > 3 can explore more shapes (see figure 5.9). Any
arrangement of three given discs will yield only one zc = 3 cell – a triangle.
However, zc given discs, so that zc > 3, can be arranged in various ways to
form a cell. For instance, they can form an elongated cell or a cell whose
shape is more rounded. The fact that cells of order zc = 3 are limited to only
one shape compensates for the difference between the P (R|zc = 3) of packs
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Figure 5.10: The conditional disc size PDFs, P (R|zc), of packs A and B (5×105
discs). In each frame, we compare between the P (R|zc) of both packs for a given
zc. The PDFs of ten different realisations are shown.
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A and B. Hence, quadrons of zc = 3 cells have similar areas in both packs.
This may also explain why the conditional PDFs P (vq|zc) with zc > 3 are
relatively different even though the corresponding P (R|zc) are very similar.
Although cells of order zc > 3 are statistically surrounded by discs of the
same sizes in packs A and B, as indicated by the P (R|zc), the different cell
shapes are not explored equally in both packs. This seems to be linked to
the generation protocols. Even though the generation protocols of the two
packs are similar, there are still some differences between them that may
cause cells of order zc > 3 not to explore the same range of shapes in both
packs.
This is similar to the conclusion that Matsushima and Blumenfeld [95]
arrive at when they compare between the P (vq|zc) of packs of discs with var-
ious friction coefficients. They find that the P (vq|zc) of the different packs
are practically identical for small zc. However, for zc > 5 the P (v
q|zc) are
quite different. They explain it by the fact that as zc increases more cell
shapes can be realised geometrically, which allows for more elongated cells.
However, the packs with lower friction have fewer elongated cells than packs
with higher friction since the elongated cell shapes are less stable mechani-
cally. Hence, as zc increases the cells of order zc do not explore all the same
configurations in the different packs.
5.3.3 The skewness of quadrons
An additional descriptor of quadrons that is encapsulated in the shape tensor
is their skewness. A measure of this property is the angle between the vectors
rq and Rq of a quadron, denoted by αq (see figure 5.11). This angle measures
the degree of the deviation of a quadron from a perfect kite-shape, which is
obtained when αq = pi/2. If a quadron is a triangle, which happens when the
grain or the vertex that the quadron belongs to has only two contacts, the
angle αq measures the deviation of the quadron from an isosceles triangle.
The skewness of the quadrons can reveal additional information about
the microstructure and thus may serve as a tool to characterise and compare
between different microstructures. Figure 5.12 compares between the PDFs
of cos(αq) of packs A and B, each of 5× 105 discs. For each pack, the PDFs
of ten different realisations are plotted to verify that they converge to a limit
form. The inset displays the PDFs of sin(αq).
The PDFs of αq indicate that, in both packs, the αq are distributed
symmetrically around pi/2, as expected from the system isotropy. However,
the PDFs of pack A are narrower. This indicates that quadrons in pack B
tend to be more skewed than quadrons in pack A. This is because pack
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Figure 5.11: The angle αq is the angle between rq and Rq. (a) The common case
– a quadrilateral quadron. (b) A quadron of a grain with only two contacts is a
triangle.
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Figure 5.12: The distributions of the cos(αq) in packs A and B (5× 105 discs).
The angle αq is defined as the angle between rq and Rq of a quadron, as illustrated
in figure 5.11. The inset displays the PDFs of sin(αq). For each pack, we plot the
PDFs of ten different realisations to verify that they converge to a limit form. The
widths of the P (cos(αq)) of packs A and B, measured by their standard deviations,
are 0.1 and 0.18, respectively. The widths of the P (sin(αq)) are 0.01 and 0.04.
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B contains: (i) more cells of high order and (ii) fewer contacts per disc.
Cells with high order are more likely to be elongated and thus their centroids
may not be positioned directly in front of all the discs that surround them.
Thus, the Rq vectors that join the centroid of an elongated cell with the
discs centroids tend to deviate from the perpendicular to rq. The vector Rq
also tends to deviate from the perpendicular to rq in quadrons that belong
to discs whose centroids deviate from their centres. The latter effect is more
pronounced the fewer the disc contacts.
The form of P (sin(αq)) together with the form of P (|rq|) and P (|Rq|)
(see figures 5.3 and 5.4) were hypothesised in [26] in order to calculate the
partition function. This is because the volume function can be written as
W =
∑
q
vq = 1/2
∑
q
|rq||Rq|sin(αq) (5.1)
This was the first paper to propose the use of the quadron tessellation within
the framework of the statistical mechanical formalism and thus there were
no known statistics that were related to αq, |rq| or |Rq|. The hypothesis was
that P (sin(αq)) may be Gaussian-like but also very narrow so that it could
be approximated by a delta function. The P (sin(αq)) in the inset of figure
5.12 are indeed narrow. The widths of the PDFs of packs A and B, measured
by their standard deviations, are 0.01 and 0.04, respectively, and the ratios
between the widths and the heights of the P (sin(αq)) are 10−4 and 10−3.
The P (sin(αq)) are not symmetric around sin(αq) = 1 because 0 < αq <
pi and thus sin(αq) can only attain positive values. Nevertheless, we check if
the one sided PDF decays like a Gaussian by plotting ln[P (sin(αq))] against
(sin(αq) − 1)2 in figure 5.13. The linear regime in this figure indicates that
the tail is Gaussian.
5.4 Grain volumes
A grain volume includes some of the void volume that is around the grain in a
pack. In this section, we compare between the grain volumes that are defined
within the quadron tessellation and the grain volumes that are defined by the
Vorono¨ı tessellation. In 2D the grain volumes are areas and we will refer to
them as such but in the general discussion that follows we refer to volumes.
The grain volumes that have been traditionally studied in the literature
are the volumes of the Vorono¨ı cells [34, 37, 41, 42, 44, 55, 56, 58, 68, 73,
76, 96]. As described in section 3.2.2, the Vorono¨ı cell of a grain is defined
as the portion of space that is closest to that grain than to any other grain.
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Figure 5.13: ln[P (sin(αq))] versus (sin(αq)−1)2 has a linear tail, which indicates
that P (sin(αq)) decays like a Gaussian distribution.
The boundary of the Vorono¨ı cell consists of the points in space that are
equi-distant to the grain and to any of its neighbouring grains. In a pack of
discs, the boundaries of the Vorono¨ı cells are convex polygons that contain
the discs.
Since grains are the physical constituents of granular packs, it was per-
ceived natural to partition the space into grain volumes by a Vorono¨ı-based
method and express the volume function by means of these volumes. How-
ever, the Vorono¨ı cells suffer from several disadvantages. One is that there
is no one unambiguous formula for their volumes [41, 42], which makes writ-
ing the volume function a difficult task. Another disadvantage is that the
Vorono¨ı cells do not capture important microstructural features like the sur-
face area of grains, the volumes of cells (pores) and the connectivity between
cells (in 3D).
It has been argued [26, 27, 28, 32] that quadrons are more suitable than
grains to play the role of the quasi-particles in the statistical mechanical for-
malism. Nevertheless, the quadron tessellation makes it possible to associate
a unique volume to every grain so that the volume of a grain is the sum of
the volumes of the quadrons that belong to the grain vg =
∑
q∈g v
q.
Since each quadron belongs to one grain only, the volume function can
be expressed as the sum of the quadron volumes or as the sum of the grain
volumes
W =
Nq∑
q=1
vq =
Ng∑
g=1
vg (5.2)
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Consequently, the partition function can be written in 2D as
Z =
∫
exp
(
− 1
X
Ng∑
g=1
vg({rq})
)
dNDOF/2rq (5.3)
where the grain volumes (areas), vg, are expressed by means of the r
q vectors
and the integration is over the NDOF/2 independent r
q vectors.
In fact, a shape tensor is defined for each grain which is the sum of the
shape tensors of the quadrons that belong to the grain. However, we restrict
ourselves here to the grain volumes and do not consider any other geometrical
features.
It will be interesting to compare between the Vorono¨ı volumes, which
have been studied extensively in the literature, and the grain volumes that
are defined within the quadron tessellation. This comparison may enrich
our understanding about the similarities and differences between the two
descriptions and may help finding the advantages and disadvantages in the
two descriptions.
This comparison may have some further benefits because, in addition to
the implementation of the statistical mechanical formalism, grain volumes
are relevant in other aspects: the characterisation of the microstructure, the
packing problem and the investigation of spatial correlations. For example,
the Vorono¨ı volumes and their shapes have been found to characterise the
level of anisotropy in packs of monodisperse spheres as the packing frac-
tion varies. These volumes have also been investigated to study the void
space around each grain [55] and the spatial correlations [96] between grains.
Hence, the comparison may shed some light on the issue of the void volume
around grains. In particular, it may indicate how the two different definitions
for grain volumes capture this void volume. In what follows, we compare be-
tween the Vorono¨ı areas and the quadron-based grain areas in packs A and
B.
5.4.1 Grain areas according to the quadron tessellation
Following the discussion above, the area of a grain in the quadron tessellation
is defined as the sum of the areas of the quadrons that belong to the grain.
When the quadrons of a grain are joined together they form a stellated (star-
like) polygon around it (see, for example, figure 5.15). Let us call this polygon
a grain unit. Figure 5.14 shows examples for such grain units in packs A and
B, where these are indicated by the colored tiles.
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Figure 5.14: Examples of the quadron-based grain units in packs A and B. The
grain units are indicated by the colored patches. The dotted lines indicate the
boundaries of quadrons.
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Figure 5.15: A closer look at the quadron-based grain units from figure 5.14.
Pack A: the yellow disc at the top in figure 5.14. Pack B: the purple disc at the
bottom of figure 5.14.
It is difficult to observe the stellated shape of the grain units in the case
of pack A in figure 5.14. For example, the red-colored grain unit (with the
dotted lines) at the bottom may appear to be an octagon when in fact it is
a 16-sided polygon. Each side of what appears to be an octagon is in fact
two sides of the 16-sided polygon. These two sides belong to two different
quadrons and they do not align along the same line. The dotted lines indicate
the perimeters of the quadrons that belong to this disc. Another example is
the yellow disc at the top of figure 5.14. It is magnified in figure 5.15 but
without much magnification it is difficult to observe that this grain unit has
14 sides.
The stellated shapes are more visible in the sparser pack B in figure 5.14.
The grain unit in light-green, whose quadrons are indicated by dotted lines,
is a clear example. Another example is the purple disc (also with dotted
lines) at the bottom of the figure, which is magnified in figure 5.15. The
stellated shapes are more obvious in pack B because this pack contains a
higher fraction of cells of orders higher than 3. If a disc is surrounded by
cells whose orders are high, its quadrons extend deeper into the cells and
make the grain unit polygon more non-convex. However, note that the nice
star-like shape of the purple disc in figure 5.15 is not representative – the
grain units have a variety of shapes.
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5.4.2 Vorono¨ı areas
In the Vorono¨ı tessellation, the grain areas are the areas of the Vorono¨ı cells.
Figure 5.16 shows the same sections from packs A and B as in figure 5.14
with their Vorono¨ı tessellations. The red solid lines mark the boundaries of
the Vorono¨ı cells.
To obtain the Vorono¨ı tessellations of packs A and B, we used the free
software voro++. This software generates Vorono¨ı tessellations for packs of
spheres and has the capability to perform what is called a radical Vorono¨ı
tessellation on packs that contain polydisprse spheres.
voro++ can generate Vorono¨ı tessellations of 3D packs only. Hence, to
obtain the Vorono¨ı tessellation of our planar packs, we treated the discs as
a layer of spheres that contact at the x− y plane. The transformation from
the discs to the spheres is achieved in a straightforward way: the radius of a
sphere is equal to the radius of its corresponding disc and its centre is equal
to the centre of the corresponding disc with an added z-coordinate that is
equal to 0. For each sphere, voro++ generates a Vorono¨ı cell that is a prism
whose base is the 2D Vorono¨ı cell of the corresponding disc.
It can be seen in figures 5.14 and 5.16 that the Vorono¨ı cells and the
quadron-based grain units do not capture the void area around the discs in
a similar way. The Vorono¨ı cells are convex polygons while the grain units
can be non-convex. For example, the light-green disc with the dotted lines in
figure 5.14 is the disc denoted by an asterisk in figure 5.16. Its grain unit and
its Vorono¨ı cell cover the void space around it differently. In this example,
the grain unit covers more of the void space around the disc.
The grain units are more sensitive to the contacts between the discs, while
the Vorono¨ı cells capture the proximity between the discs [73]. For example,
the grain unit of the light-green disc in figure 5.14 is sensitive to the fact
that the discs denoted by 2 and I do not contact. We know that they do not
contact because this grain unit covers part of the cell of order zc = 4 that is
formed by the green disc and discs 2, I and II.
Even though the two types of grain areas are defined differently, in the
case of pack A, the quadron-based grain units and the Vorono¨ı cells have
somewhat similar shapes. This is a direct result of the high packing fraction
and the ubiquity of cells of order 3. The Vorono¨ı cells capture the information
about the neighbouring grains while the grain units capture the information
about the contacts. Neighbouring grains share a side of their Vorono¨ı cells
but they are not necessarily in contact. Namely, in the Vorono¨ı tessellation,
the number of contacts of a grain is either smaller than or equal to the number
of neighbours. If all the cells were of order 3, then all the neighbouring grains
of each grain would contact it. Hence, the Voron¨ı cells and the grain units
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Figure 5.16: Sections from packs A and B with their Vorono¨ı tessellations (red
solid lines). These are the same sections from packs A and B as in figure 5.14.
The Vorono¨ı tessellations were obtained using the free software voro++ [69].
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Figure 5.17: The PDFs of the grain areas, vg, in pack A (4×105 discs). The grain
areas are either the quadron-based grain areas or the Vorono¨ı areas as indicated
by the legend. In each case, the PDFs of ten different realisations are presented
to confirm that they converge to a limit form.
would be almost identical. The difference between the Vorono¨ı cells and the
grain units in pack B is larger because the number of neighbouring grains of
a grain is different from the number of contacts of the grain.
5.4.3 The grain area statistics
Figures 5.17 and 5.18 show, respectively, the grain area PDFs of pack A
and pack B, each of 4 × 105 discs. The grain areas, vg, are either the areas
of the quadron-based grain units or of the Vorono¨ı cells, so that each figure
compares between the PDFs of the two types of grain areas. The PDFs of ten
different realisations are plotted in each case to confirm that they converge
to a limit form.
The discontinuities in the disc size PDF (figure 4.12) have left their mark
on both types of the grain area PDFs in figures 5.17 and 5.18. However, as
the void area increases, the grain area PDFs are less affected by the disc size
PDF, as apparent in the case of pack B. This follows from the fact that the
values of vg in pack B are affected to a great extent by the void area around
each disc. In pack A, the values of vg are dominated by the areas of the discs.
We note that the Vorono¨ı areas follow the disc size distribution more closely
than the quadron-based grain areas.
The figures show that the grain area PDFs are not much different for
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Figure 5.18: The PDFs of the Vorono¨ı areas and the quadron-based grain areas
in pack B. In each case, the PDFs of ten different realisations are presented to
verify that they converge to a limit form.
pack A, while for pack B there is a noticeable difference. The two types of
vg are defined differently and thus capture the void area around each disc
differently. Therefore, the PDFs are expected to be different. In pack A, this
difference is less prominent because the void areas around discs are small and
the quadron-based grain units approach the Vorono¨ı cells in their shape, as
discussed above. However, as the void area around the discs increases, the
difference between the two methods of tessellation become noticeable.
Since the packs contain polydisperse discs, the grain area PDFs are not
good descriptors as they mix discs of different sizes. Hence we consider the
PDFs of the grains void areas, vfg . The void area (volume in 3D) of a grain is
defined as the difference between the area that is occupied by the grain and
the area of the grain itself. Hence, in our planar packs, the void area of a
disc is vfg = vg−piR2, where R is the radius and vg is either the Vorono¨ı area
of the disc or the quadron-based grain area, depending on our definition.
Let us comment that the entity which we refer to as the void volume/area
of a grain has been named in other studies [41, 55, 96] as the grain free volume
and hence the notation vfg . We refer to this entity as the void volume rather
than the free volume because, in the context of the statistical mechanical
formalism, the free volume may be interpreted as the analog of the free
energy in conventional statistical mechanics. We also note that some authors
[96, 97] may define the free volume as the difference between vg and the
minimal Vorono¨ı volume, which for discs is the area of the perfect hexagon
that circumscribes the disc.
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Figure 5.19: The PDFs of the void areas around discs in pack A as obtained
from Vorono¨ı cells and from the quadron-based grain areas. The void area around
a disc is defined as vfg = vg − piR2, where vg is either the area of the Vorono¨ı cell
that encloses the disc or the sum of the areas of the quadrons that belong to the
disc. Here, R is the radius of the disc. The PDFs of ten different realisations are
presented to verify that the PDFs converge to a limit form. These PDFs improve
on the PDFs in figure 5.17 in revealing the difference between the two ways to
calculate the grain areas.
Figures 5.19 and 5.20 compare between the void area PDFs of each pack
according to the two different definition of vg. These PDFs improve on the
PDFs in figures 5.17 and 5.18 in highlighting the difference between the two
definitions of vg, even in pack A. Although the grain area PDFs of pack
A appear similar in figure 5.17, when examining the grains void areas, the
dissimilarities become apparent.
One of the clear differences is that the quadron-based void areas can take
on negative values while the void Vorono¨ı areas are always positive. A disc
has a negative vfg when the area covered by its quadrons is smaller than the
area of the disc itself. For example, the discs denoted by the integers 1, 2 and
3 in figure 5.14 have negative void areas. As can be seen in the figure, this
may happen when the centroid of a cell that the disc belongs to is located
inside the disc or even when this centroid is just very close to the disc.
We point out that there is no correlation between the negative areas and
minimal Vorono¨ı areas. Namely, a disc with a negative void area in the
quadron tessellation does not necessarily have a minimal Vorono¨ı area. This
can be seen when comparing between the grain units of discs 1, 2 and 3 in
figure 5.14 and their Vorono¨ı cells in figure 5.16.
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Figure 5.20: The PDFs of the void areas around discs in pack B as obtained from
Vorono¨ı cells and from the quadron-based grain areas. The PDFs of ten different
realisations are presented to verify that the PDFs converge to a limit form. These
PDFs improve on the PDFs in figure 5.18 in revealing the difference between the
two ways to calculate the grain areas.
The fact that vfg < 0 may mean that the concept of grain volumes is of
little use in the method of the quadron tessellation, which reinforces the use
of the quadron volumes instead, at least in 2D.
5.5 conclusions
In this chapter, we examined the quadron area PDFs of the 2D packs with
zg = 5.2 and zg = 4. The PDFs of both packs are smooth. We discussed the
smoothness in relation to the conditional quadron area PDFs, P (vq|zc), and
found that the smoothness is attributed to the fact that the P (vq|zc) overlap
to a great extent. We also examined a conjecture by Frenkel et al. that, for
a given zc, the P (v
q|zc) of different packs that contain the same polydisperse
discs should be the same [32]. In our packs, the P (vq|zc) of zc = 3 collapse
nicely on the same curve and less than that for zc > 3. The reason for this
is that cells of order zc > 3 in one pack do not explore the whole range of
shapes that is explored in the other pack, and this probably due to difference
between the generation protocols of the packs.
We examined the statistic of other structural properties of the quadrons
and specifically the PDFs of |rq|, |Rq| and the angle αq between the two
CHAPTER 5. QUADRON ANALYSIS OF PLANAR PACKS 114
vectors, which measures the deviation of the quadrons from a perfect kite
shape. The different PDFs are consistently wider for the sparser pack. This
is because of the larger variety in the sizes and orders of cells and the spread
of contact points around discs.
We compared between two definitions of the grain volumes, or areas in
2D, in both packs. One of these is the volume of the Vorono¨ı cell that encloses
a grain and the other type is the grain volume defined as the sum of the the
volumes of the quadrons that belong to it. Even though defined differently,
in the dense pack, the two grain areas are somewhat similar. However, in
the sparser pack the difference is more prominent. This is because there is
more void space. Since the discs are polydisperse, a better comparison can be
achieved via the void grain areas, vfg = vg − piR2. The PDFs of vfg highlight
better the difference between the two types of grain areas. Unlike the void
vorono¨ı areas, the quadron based grain areas can attain negative values, i.e.
in some cases the sum of the quadron areas of a grain is smaller than the area
of the grain itself. There is no correlation between such negative grain areas
and smaller Vorono¨ı volumes, i.e. if a disc has a negative quadron-based area
that does not mean its Vorono¨ı area is small. This indicates that the two
area types capture the void space around grains differently.
Chapter 6
Measuring the compactivity
6.1 Introduction
The concept of temperature seems quite familiar to us but we too can be
fooled to believe that when stepping out of the shower the floor is colder
than the bath mat, while both have the same temperature. Temperature is
not such a clear concept after all! The floor seems colder since it draws heat
from our feet at a rate much higher than the bath mat does. Still, it is this
exchange of energy which thermometers are based on. When a thermometer
is brought into a thermal contact with a thermal system, both exchange
energy and reach a state of mutual equilibrium so that their temperatures
become equal. The change in the temperature of the thermometer leads to
a detectable change in physical properties – for example, mercury expends
at higher temperatures – and it is the change in the physical properties that
we measure and relate it to the change in the temperature. This principle
cannot be implemented for measuring the compactivity of granular packs
since they do not exchange volume spontaneously (although, in a recent
experiment, two packs of discs were made to exchange volume by agitation
and a movable partition between them [53]). Therefore, other methods have
to be used. This sometimes applies to the measurement of temperature too.
For example, in experiments on cold atoms, if one inserts a thermometer it
will heat up the system instead of measuring the temperature. Hence, the
temperature in these experiments is evaluated from the velocity of the atoms
[98].
Like temperature, compactivity may play the role of a state variable to
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characterise complex systems such as granular packs and cellular structures.
However, there are already other useful quantities that serve as character-
ising parameters. For instance, the packing fraction of granular packs is
such a characteristic. The question is why should one make the effort of
measuring the compactivity. The reason is that other than being a charac-
terising parameter, the compactivity emerges from the statistical mechanical
formalism and thus it is an integral part of its application. Specifically, the
compactivity appears in the Boltzmann-like probability, e−V/X , of the canon-
ical ensemble formalism. Thus it also appears in the partition function and
in the integrals that yield expectation values of structural properties (we
recall that the expectation values are measurable macroscopic properties).
In the attempt to determine the compactivity, we also check if the volume-
based Boltzmann distribution is indeed the right distribution to describe
granular packs and cellular structures. By measuring the compactivity we
may give further validation to the statistical mechanical formalism and as a
consequence demonstrate its usefulness in characterising these systems. In
addition, our intention was to derive the density of states, g(v), from the
numerically obtained quadron volume PDFs since P (v) ∝ g(v)e−v/X , and
then use it to calculate the partition function as a function of X. However,
to access g(v) from the volume PDF it is required to identify the Boltz-
mann factor, e−v/X , and thus to identify the value of the compactivity of the
numerical data.
In this chapter we use four different methods to determine the compactivi-
ties of packs A and B, which are two different macrostates that were prepared
using almost the same generation protocol. The first two methods do not use
the concept of quadrons. However, it is constructive to consider them to test
their results on packs A and B and to compare the compactivities we obtain
from different methods. The third method has been proposed and tested in
the literature but here we adapt it for the volumes of the quadrons. The
fourth method uses an equipartition relation that has been derived recently
using the quadron description in 2D [101].
6.2 Compactivity from volume fluctuations
According to conventional statistical mechanics, the physical quantities of a
thermal system in equilibrium are equal to their mean values. However, small
deviations from the mean values do occur and quantities are said to fluctuate
about these means. These fluctuations are quantified by their probability
distribution, and a useful characteristic of the fluctuations is the variance of
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this distribution. Of particular interest are the fluctuations of the energy, E,
of thermal systems around their mean energies, 〈E〉, quantified by 〈δE2〉 ≡
〈(E − 〈E〉)2〉, where 〈...〉 denotes an ensemble average.
There is a known relation [86, 100] between the mean energy fluctuations,
〈δE2〉, temperature and the specific heat, CV = ∂〈E〉/∂T :
〈δE2〉 = kBT 2CV (6.1)
where kB is the Boltzmann constant.
Equation (6.1) prompted Nowak et al. [51] to introduce a granular equiv-
alent
〈δV 2〉 = X2C (6.2)
where C is the granular equivalent to the specific heat, CV , defined as
C =
∂〈V 〉
∂X
(6.3)
By substituting equation (6.3) in equation (6.2) one obtains
〈δV 2〉 = X2∂〈V 〉
∂X
(6.4)
This relation can be integrated to give
∫ 〈V 〉
2
〈V 〉
1
d〈V 〉
σ2(〈V 〉) =
∫ X2
X1
dX
X2
=
1
X1
− 1
X2
(6.5)
where, for brevity, we use σ(〈V 〉) ≡ √〈δV 2〉. Note that this integration
is over different macrostates. On the left, the integral runs over the mean
volumes of the various macrostates and in the middle term the integral runs
over their compactivities.
If the functional form of σ2(〈V 〉) is known, equation (6.5) makes it possible
to obtain the difference of the inverse compactivities 1/X1−1/X2 between any
two macrostates with mean volumes 〈V 〉1 and 〈V 〉2; an absolute compactivity
can be calculated given a suitable point of reference. In granular packs, the
point of reference has been identified as the compactivity at the random
loose packing (RLP), which is the disordered, mechanically stable state with
the lowest possible packing fraction. In this state, it was postulated that
X −→∞ and 1/X −→ 0 [26, 52, 58].
The functional form of σ2(〈V 〉) can be obtained from experiments and
simulations if a sufficient number of macrostates are explored, i.e. if we
have enough points in the σ2-〈V 〉 space. We emphasise that the working
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Figure 6.1: A section from a realisation of pack A (1000 discs) which shows the
boundary. The discs on the boundary are not fully covered by quadrons, indicated
here by the colored tiles, because there are no cells on the outer side. The total
area of a pack is calculated by summing over all the quadron areas and adding to
it this area of the boundary discs that is not covered by quadrons.
assumption is that the different macrostates are obtained by means of the
same packing procedure. An implicit but necessary requirement is that a
macrostate has indeed been reached, like in the Chicago group experiments
(see section 3.2.4).
In what follows we use equation (6.5) to derive the difference between the
inverse compactivities of packs A and B,
(
1
XA
− 1
XB
)
. We generated 1200
realisations of each pack, each of 105 discs. We calculated the total area of
each realisation as the sum over the quadron areas and we added to it the
area of the boundary discs that is not covered by quadrons (see figure 6.1).
Figure 6.2 shows the areas of 600 out of the 1200 realisations of each pack,
arranged in the order that they were generated. The figure shows that the
total areas fluctuate around well defined mean values and thus packs A and
B can be regarded as macrostates. In this figure, the areas are given in units
of the mean disc area, piR2.
Figures 6.3 and 6.4 display the area PDFs of packs A and B obtained
from the 1200 realisations. The solid lines in the figures are fits of Gaus-
sian distributions, P (V ) = 1√
2piσ
exp
(
− (V−〈V 〉)2
2σ2
)
. These fits are displayed to
guide the eye and to indicate that the areas are symmetrically distributed
around 〈V 〉 and thus the variance properly captures the variation of areas
around it. In the insets, we plot lnP (V ) against (V −〈V 〉)2. The linear trend
reinforces that P (V ) is described to a good degree by a Gaussian distribution
that is centred at 〈V 〉. We note that Nowak et al., in their experiment on vi-
brated granular beds, also obtained volume PDFs that behave like Gaussian
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Figure 6.2: The total-area fluctuations in packs A and B, each containing 105
discs. The areas of 600 realisations are shown. The order by which these realisa-
tions appear on the horizontal axis follows the order by which they were generated
and it has no particular physical meaning.
distributions [51].
Before we proceed to estimate the difference between the inverse com-
pactivities of packs A and B, we further discuss the Gaussian form. Accord-
ing to conventional statistical mechanics, the energies of a thermal system
follow a nearly Gaussian distribution. Specifically, the mean energy coincides
with the most probable energy and the energies in the vicinity of this value
are normally distributed according to
P (E) ∝ e(〈E〉−TS)/kBT exp
{
−(E − 〈E〉)
2
2kBT 2CV
}
(6.6)
where S is the entropy. This Gaussian distribution is obtained by perform-
ing a Taylor expansion of lnP (E) ∝ ln[g(E)]e−E/kBT around 〈E〉 up to the
quadratic term and by using the relations ∂S
∂E
= 1
T
and ln[g(e)] = S(E) [86].
If we follow the same line of argument for granular packs assuming P (V ) ∝
g(V )e−V/X , ∂S
∂V
= 1
X
and ln[g(V )] = S(V ), then the total volumes in the
vicinity of 〈V 〉 are expected to be normally distributed around it according
to
P (V ) ∝ e(〈V 〉−XS)/X exp
{
−(V − 〈V 〉)
2
2X2C
}
(6.7)
Hence, the fact that the total area PDFs follow a Gaussian form may give
further validation to the applicability of the statistical mechanical approach
to granular packs.
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Figure 6.3: The PDF of the total area of 1200 realisations of pack A, each
containing Ng = 10
5 discs. The solid line is a Gaussian distribution fit P (V ) =
1√
2piσ
exp
(
− (V−〈V 〉)2
2σ2
)
, with σ = 399 ± 5 and 〈V 〉 = 115159 ± 6, given in units of
the mean disc area, piR2. Inset: ln[P (V )] vs. (V − 〈V 〉)2 follow a linear trend.
This reinforces that the PDF is described well by a Gaussian distribution.
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Figure 6.4: The PDF of the total area of 1200 realisations of pack B, each
containing Ng = 10
5 discs. The solid line is a Gaussian distribution fit P (V ) =
1√
2piσ
exp
(
− (V−〈V 〉)2
2σ2
)
, with σ = 414± 8 and 〈V 〉 = 125712± 10, given in units of
the mean disc area, piR2. It indicates on a symmetric spread of the areas around
the mean area. Inset: ln[P (V )] vs. (V −〈V 〉)2 follow a linear trend. This reinforces
that the PDF is described well by a Gaussian distribution.
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〈V 〉 σ2 σ
pack A 115164 165549 407
pack B 125696 179600 424
Table 6.1: The mean areas, 〈V 〉, and the variances, σ2, of the total-area distribu-
tion of packs A and B. These values were obtained from 1200 realisation of each
pack. Each pack contains 105 discs.
In contrast, it is possible that the Gaussian form is merely a consequence
of the central limit theorem. This theorem states that the distribution of
a random variable Y that is the sum of N random variables, x1, x2, ..., xN ,
which are characterised by independent probability distributions, has a prob-
ability distribution that approaches a Gaussian form as N −→ ∞ [99]. In
our case, the xi variables are the quadrons areas and Y is the total area.
Even though the quadrons may be correlated, the correlations between their
areas may be weak, as we discuss in section 6.4. In such a case, the central
limit theorem predicts a Gaussian distribution for the total area because the
total area is the sum of a large number of quadron areas (of order 105).
We now turn back to the calculation of the difference between the com-
pactivities of packs A and B. By using the areas of the two sets of 1200
realisations, we calculated the mean area, 〈V 〉, and the variance, σ2, of each
pack. Table 6.1 summarises these values, where area is given in units of the
mean grain area, piR2.
Our results seem to conform with the view that the variance increases
with the mean volume/area. However, we note that the standard deviation,
σ, of pack B is larger than that of pack A only by 4%. We will discuss
this result below, in the context of the approximation we make in order to
calculate the compactivity.
Packs A and B correspond to two macrostates and thus they translate
to only two data points in the σ2 − 〈V 〉 space, as can be seen in figure 6.5.
Since we have only two points from which to infer the relation between σ2
and 〈V 〉, we default for an optimistic linear relation:
σ2 = a〈V 〉+ b (6.8)
with a = 1.334 and b = 11921, where a and
√
b are given in units of the
mean disc area. Substituting this linear form in equation (6.5), the difference
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Figure 6.5: The variance of the total area distribution versus the mean total
area. Area here is in units of the mean grain area, piR2.
between the inverse compactivities is
1
XA
− 1
XB
=
∫ VB
VA
dV
aV + b
=
1
a
(ln(aVA + b)− ln(aVB + b))
= 0.061
(6.9)
Here,
(
1
XA
− 1
XB
)
is given in units of 1/(piR2).
The positive value we obtained in equation (6.9) is encouraging because
the compactivity of pack A is expected to be lower than that of pack B.
However, the linear approximation (6.8) may be crude and various other
forms were also proposed in experiments and simulations [51, 52, 54, 57, 58].
In the vibrated bed experiment [51], Nowak et al. obtained a linear relation
between σ2 and 〈V 〉, however, they sampled only a narrow range of volumes
corresponding to packing fractions between ϕ = 0.625 and ϕ = 0.633. They
showed that the form of σ2(〈V 〉), although monotonic, was not linear in a
simulated 1D model of a granular pack (the parking lot model). A monotonic
increase, but not linear, of σ2 was also found in the computer simulation of
[54], where monodisperse hard spheres positioned on a cubic lattice were
tapped under gravity.
By contrast, in several cases a non-monotonic dependence was found [52,
57]. Schro¨ter et al. [52] found a parabolic relation between the standard
deviation of the packing fraction, σ(ϕ¯), and the mean packing fraction, ϕ¯
(the packing fraction is proportional to the inverse of the volume). In their
experiment, a bed of around 3.6 × 106 monodisperse soda-lime beads (with
diameter 250µm) in a square container (24.1 × 24.1 mm2) were agitated by
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upward water flow pulses. When the bed of beads reached a homogeneously
fluidised state the flow was switched off to let the beads settle into a new
mechanically stable configuration.
Schro¨ter et al. examined packing fractions between ϕ¯ = 0.58 and ϕ¯ = 0.61
and obtained a parabolic form of σ(ϕ¯) with a minimum at ϕm, the value of
which depended on the friction between the beads. They attributed this
behaviour to the transition between states where the grains behave in a col-
lective fashion and a state where they behave less collectively. When the
grains behave in a collective fashion, the volume fluctuations are large and
when they behave less collectively the fluctuations are small. At small pack-
ing fractions, the grains behave in a collective fashion because they have few
contacts and any change in the positions of the grains leads to large-scale
rearrangements and hence to large fluctuations. As the packing fraction in-
creases, the grains have more contacts and their positions do not rely heavily
on each contact, leading to the small fluctuations. However, as the packing
fraction is further increased the grains are not free to move individually and
geometrical constraints allow movement of grains only as a collective process
of an increasing number of grains. We comment that this explanation may
not apply to our packs since these were generated based on geometrical con-
siderations only. Namely, mechanical stability is not taken into consideration
in their generation protocols.
A non-monotonic relation was also found by Pugnaloni et al. in an exper-
iment with a quasi-2D setup [57]. In this experiment, spheres with diameter
1mm were confined between two plates (which were 1.1mm apart to reduce
the effects of friction) and were tapped using an electromagnetic shaker. In
their experiment, σ(ϕ¯) increased with increasing ϕ¯ (decreasing volume) and
then decreased. A computer simulation to mimic the experiment yielded a
similar dependence.
These findings lead us to the conclusion that the linear approximation,
which we are forced to make, may not give an accurate value of 1
XA
− 1
XB
.
The functional form of σ2(〈V 〉) also takes us back to the small 4% difference
between the σ of pack B and that of pack A (see table 6.1). The small
difference may be due to a non-monotonic relation between σ and 〈V 〉 that
is obtained with our generation protocol. Namely, it is possible that in the
range of the mean volumes between that of pack A and that of pack B, σ
increases and then decreases, so that σ
A
and σ
B
are not too different.
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6.3 Compactivity from k-Gamma distributions
In this section we calculate the compactivities of packs A and B individually
by fitting their area PDFs with a particular type of a Gamma distribution
that has been derived and tested by Aste and collaborators in [34, 35, 36, 37].
We briefly review their derivation and then fit this Gamma distribution to
the total area PDFs of the packs and to the PDFs of the void Vorono¨ı areas
(see definition in section 5.4).
6.3.1 The k-Gamma distribution
In the statistical mechanical formalism of granular packs, the volume prob-
ability distribution in the canonical ensemble approach is
p(V ) =
g(V )e−V/X∑
V ′ g(V
′)e−V ′/X
(6.10)
where g(V ) is the density of states, i.e. it is the number of microstates with
volume around V . Finding the form of g(V ) from the grains locations and
shapes is a formidable task. However, Aste and collaborators derived g(V )
by assuming that the space occupied by a granular pack can be divided into
k cells with the following conditions:
(1) each such cell is described by a set of properties c so that the microstates
of the pack are classified by the set Ψ = {c1, c2, ..., ck};
(2) the properties of the cells either completely depend on the cells volumes,
vi, or they do not depend on them at all;
(3) the volume of a cell cannot be smaller than a minimal volume vmin;
(4) the volumes vi sum up to give the total volume of the pack, i.e. V =
∑
i vi.
Under these assumptions, g(V ) was calculated as
g(V ) =
1
Λ3k
∫ V
vmin
dv1
∫ V
vmin
dv2...
∫ V
vmin
dvk δ(v1 + v2 + ...+ vk − V )
=
(V − kvmin)k−1
Λ3k(k − 1)!
(6.11)
where Λ is a constant that plays the role of Planck’s constant in conven-
tional statistical mechanics (this constant is further discussed in section 6.5).
By substituting this expression for g(V ) in equation (6.10) and using the
constraint
〈V 〉 =
∑
V
V p(V ) (6.12)
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Aste and collaborators obtained the volume probability distribution
p(V ) =
kk
Γ(k)
(V − Vmin)(k−1)
(〈V 〉 − Vmin)k exp
(
−k V − Vmin〈V 〉 − Vmin
)
(6.13)
where Vmin = kvmin, 〈V 〉 is the mean volume and Γ is the Gamma function.
The expression in equation (6.13) is a Gamma distribution whose shape pa-
rameter, k, and scale parameter, 〈V 〉−Vmin
k
, depend on k. Hence, it was named
a k-Gamma distribution.
The volume probability distribution can be extracted in experiments and
simulations and the parameters that appear in equation (6.13) be calculated.
The value of k can be calculated from the mean and the variance of the
distribution by
k =
(〈V 〉 − Vmin)2
σ2v
(6.14)
where Vmin is taken as the minimum volume that can be occupied by the
grains of the pack.
Given p(V ) in equation (6.13), Aste and collaborators derived an expres-
sion for the entropy as a function of the mean volume
S(〈V 〉) = k
[
1 + ln
(〈V 〉 − Vmin
kΛd
)]
(6.15)
and, by definition, they derived the inverse compactivity as
X−1 =
∂S(〈V 〉)
∂〈V 〉 =
k
〈V 〉 − Vmin (6.16)
Namely, the compactivity of a granular pack can be calculated from the value
of k, so that k is ca;lculated from the volume distribution of the pack using
equation (6.14). Clearly, in order to use this method, one has to make sure
that the k-Gamma distribution of the calculated k fits the actual volume
distribution of the pack.
Aste and collaborators have tested the validity of their theory on a large
set of packs of monodisperse spheres that were obtained in various experi-
ments and numerical simulations. They showed that the PDFs of the total
volumes of their packs and also the PDFs of the Vorono¨ı volumes agree very
well with k-Gamma distributions. In addition, they calculated the values of
k and X for the different packs using equations (6.14) and (6.16) and showed
that these values change with the packing fraction.
The parameter Vmin, that appears in equations (6.14) and (6.16), has
been identified as the minimum volume that can be occupied by the grains
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k-Gamma – total areas
pack k X
A 14.5 106.6
B 15.2 108.4
Table 6.2: A table that summarises the values of k obtained from fitting a k-
Gamma distribution to the numerically obtained total area PDFs of packs A and
B. The distributions are obtained from 1200 realisations of each pack, so that
each pack contains 105 discs. The compactivity is in units of the mean disc area
piR2.
of the pack. For monodisperse spheres, Aste and collaborators took it to be
the volume of the ordered, closed-packed, fcc arrangement of monodisperse
spheres, Vmin =
3pi
4
NgR3
0.74
.
6.3.2 A k-Gamma fit of packs A and B
Figure 6.6 displays the total area PDFs of packs A and B along with their k-
Gamma distributions (solid lines). The k-Gamma distributions in this figure
are constructed using equation (6.13), where the value of k is calculated
from equation (6.14). The numerical data in this figure (+) are the same
as those in figures 6.3 and 6.4 and they are derived from the areas of 1200
realisations of each pack so that each contains 105 discs. The values of 〈V 〉
were obtained by averaging over the 1200 realisations and they have already
been summarised in table 6.1 of section 6.2. The variances σ2v also appear in
that table.
For each pack, we took the value of Vmin to be the minimum area among
the 1200 realisations [76]. We chose to do so for the following reasons. In
a pack of monodisperse discs, one can identify the close-packed, hexagonal
configuration as the configuration with the minimal area (in the spirit of
choosing the fcc arrangement in the 3D case). However, our packs consist
of polydisperse discs to which we cannot identify an equivalent close-packed
ordered configuration. Nevertheless, we attempted to calculate Vmin as the
sum of the perfect hexagons that circumscribe the discs Vmin = 2
√
3
∑
iR
2
i ,
where i runs over the discs and Ri are the discs radii. We did so following
the logic from the monodisperse case; when a monodisperse pack is in its
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Figure 6.6: The total area PDFs of packs A and B and their matching k-Gamma
distributions (solid line), as given in equation (6.13). The value of k is calculated
from the mean and the variance of the corresponding PDFs using equation (6.14).
The values of k are summarised in table 6.2.
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hexagonal configuration, it is said that each disc occupies an area that is
equal to the perfect hexagon that circumscribes it. However, when we use
Vmin = 2
√
3
∑
iR
2
i , the resulting k-Gamma distributions do not at all follow
the numerical data.
The values of k and the compactivities of the packs are summarised in
table 6.2. The compactivities are in units of the mean disc area, piR2, and k
is dimensionless. The values we obtained for k are much smaller than those
obtained in [34] for packs of monodisperse spheres. There, the values of k
are of the order of the number of grains in the pack. It is possible that the
difference arises from the fact that our packs are planar while the packs in [34]
are three dimensional and hence may require fewer cells to span the space
occupied by the pack. We do not know of other works that implemented
the k-Gamma distribution on the total area distribution of planar packs and
hence cannot compare the values we obtained for k. It will be interesting to
see if and how k changes with the number of discs in our packs and learn
if k indeed captures the number of the cells that have been defined in this
approach. However, this is beyond the scope of the current thesis.
Aste and Di Matteo [34] found k to increase with decreasing mean volume
(yet, it decreases abruptly at the mean volume that corresponds to the RCP
packing fraction). In our case, k of pack B, which has the higher mean area,
is slightly higher than the k of pack A, which has the lower mean area.
The compactivity of pack B is higher than that of pack A, as expected.
However, the compactivities of the two packs are similar even though their
packing fractions are very different, ϕA = 0.8704±0.0006 and ϕB = 0.7975±
0.0004. We note that the k of the two packs are also very similar. This result
may be related to the fact that the standard deviations, σv, of the two PDFs
differ only by 4%. Figure 6.7 reveals that when the two PDFs are shifted to
the origin, they appear similar in width and shape.
As can be seen from equations (6.16) and (6.14), the compactivity and k
depend on the variance σ2v and on Vmin. For each pack, we set Vmin as the
minimum area among its 1200 realisation. Namely, the Vmin of pack A and
pack B correspond to the area at the end of the left tail of their PDFs. Since
the PDFs of the two packs are similar in shape and width, their 〈V 〉 − Vmin
and σv are similar and hence their compactivity and k are similar.
The original work on k-Gamma distributions requires Vmin to be the same
for any aggregate of the same grains. However, as mentioned above, if we set
Vmin of packs A and B to be Vmin = 2
√
3
∑
iR
2
i , the k-Gamma distributions
do not describe the PDFs well. What is more, the compactivity of pack B,
obtained in this way, is substantially smaller than that of pack A. This is
opposite to what we expect because pack B is less dense than pack A. It is
possible that the definition of Vmin has to be adjusted to cases in which the
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Figure 6.7: This figure reveals that the total area PDFs of packs A ad B, when
shifted to the origin, are very similar in shape and width. This may explain why
the values of k and the compactivity obtained from their k-Gamma distriubtions
are similar.
grains are polydisperse.
In addition to the total volumes, Aste and collaborators tested the k-
Gamma approach on the probability distributions of the Vorono¨ı volumes
[34, 35, 36, 37], i.e. the volumes on the single-grain scale. Since their packs
contained monodisperse spheres it was sufficient to consider the volumes of
the Vorono¨ı cells. However, our packs contain discs of various sizes and
thus the Vorono¨ı areas depend on the size of their corresponding disc (recall
figures 5.17 and 5.18). To eliminate the contribution of the discs sizes to the
Vorono¨ı areas, we consider the PDF of the void Vorono¨ı areas [96], as defined
in section 5.4.
Figure 6.8 displays the void Vorono¨ı areas of packs A and B along with
their k-Gamma distributions that were obtained using the values of k calcu-
lated from equation (6.14). The values of k are summarised in table 6.3 with
the values of the compactivities. The values of k and X in this table are the
averages of the k and X that were obtained for ten different realisations of
each pack. Each contains 4× 105 grains. We chose Vmin to be the difference
between the area of the perfect hexagon (the smallest area possible for a
Vorono¨ı cell) that circumscribes the smallest disc in the pack and the area
of that disc, i.e. Vmin = (
6√
3
− pi)R2smallest. In the case of the Vorono¨ı areas,
the value of Vmin obtained in this way is close to the value of the minimum
void area that appears in the numerically obtained PDF. Hence, we may not
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Figure 6.8: The void Vorono¨ı area PDFs of packs A (+) and B (◦) and their
k-Gamma distributions (see equation (6.13)). The k-Gamma distributions are
constructed using the values of k in table 6.3. Area is in units of the mean disc
area piR2.
encounter the problem we had in the case of the total areas, where Vmin could
not be defined satisfactorily.
Figure 6.3 reveals that the void Vorono¨ı area PDF of the dense pack is
described better by the k-Gamma distribution than that of the sparse pack.
The Vorono¨ı area PDFs of packs of monodisperse spheres that were generated
using the Granocentric model [73] exhibit a similar behaviour [76]. In that
case, the k-Gamma distribution fitted the numerical data of the RCP pack
better than that of the RLP pack. It is possible that our PDFs behave
similarly to those in [76] because the generation protocol of the Granocentric
model constructs the packs in a sequential fashion and it is similar in some
respects to our generation protocol.
As can be seen in the table, the values of k of the two packs are very
similar but the compactivity of pack B is an order of magnitude higher than
that of pack A. This is a result of the fact that the PDF of pack B is
noticeably wider than that of pack A. This widening of the PDF is due to
the fact that discs in pack B can occupy larger portions of the void space.
Aste and Di Matteo [34] also found k to be similar (k ≈ 12) for different
packing fractions – for packs of monodisperse spheres that were prepared in
various ways.
We note that the compactivities that were obtained from the void Vorono¨ı
areas are substantially smaller than the compactivities obtained from the to-
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k-Gamma – Vorono¨ı areas
pack k X
A 2.85 0.045
B 2.34 0.109
Table 6.3: A summary of the values of k and the compactivity obtained for the
k-Gamma distribution of the void Vorono¨ı areas PDFs of packs A and B. Each
pack contains 4 × 105 discs. The values are obtained from averaging over the k
and X values obtained for ten different realisations. The compactivity here is in
units of the mean discs area piR2.
tal areas (see table 6.2). We believe that the difference in the compactivities
steams from the fact that there are correlations among the local areas, e.g.
the Vorono¨ı areas [34, 55, 96]. Aste and Di Matteo [34] called the compactiv-
ity that was obtained from the local volumes an ’effective compactivity’ and
stressed that the proper compactivity is the one associated with the total
volume distribution.
The fact that the compactivities are so different on these different scales
means that the system cannot be plainly divided into subsystems that are
independent of each other [55]. When applying the method of the k-Gamma
distribution to the Vorono¨ı volumes PDF, we essentially carry out the so
called ’ideal gas approximation’. Namely, we assume that the constituents
of the system – in this case, the grains – are not correlated, i.e. they do not
”interact”. The ideal gas approximation may not be the exact description
in many cases. However, usually it serves as the first step in understanding
and analysing a given system.
Katgert and van Hecke tested the k-Gamma distribution description on
packs of 2D bidisperse foam bubbles [56]. They performed a Vorono¨ı tes-
sellation with respect to the centres of the 2D bubbles (but not taking into
consideration the sizes of the bubbles) and also a navigation map tessella-
tion. The PDFs of the Vorono¨ı areas and the areas of the navigation map cells
were described very well by k-Gamma distributions. However, the authors
concluded that the k-Gamma distribution of the navigation map tessellation
is more meaningful because it has a systematic trend in k with respect to
the packing fraction while the k of the Vorono¨ı tessellation does not. They
attributed it to the fact that the navigation map cells respect the bubbles
perimeters while the Vorono¨ı cells can intersect the perimeters and hence the
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former capture the void areas more appropriately. In another experiment
with a 2D setup of bidisperse discs, Zhao et al. have shown that the dis-
tribution of the void Vorono¨ı areas do not follow a k-Gamma distribution
[96].
These contradicting results led us to believe that the validity of the k-
Gamma approach requires further investigation. However, it is possible that
the k-Gamma approach does not apply to non-monodisperse grains. This is
because an implicit assumption in the derivation of equation (6.13) is that
the cells Ψ = {c1, c2, ..., ck}, that the system is divided into, are statistically
equivalent and hence their volumes are statistically equivalent [107]. For
discs that are too polydisperse this assumption may not hold.
However, as mentioned above, Newhall et al. showed that k-Gamma dis-
tributions do not fit well with all the Vorono¨ı volume PDFs of the monodis-
perse packs they constructed using the Granocentric model [76]. A k-Gamma
distribution described well the volume PDF of their RCP pack but as the
packing fraction decreased, the k-Gamma distributions deviated more and
more from the volume PDFs. Therefore, other than calculating the value of
k from equation (6.14) and fitting the corresponding k-Gamma, they took on
the approach of fitting general Gamma distributions to their volume PDFs
using a maximum likelihood method (MLE). We follow Newhall et al. and
fit Gamma distributions
P (v) = γvα−1e−βv (6.17)
to the void Vorono¨ı area PDFs of our packs. For this, we used the maximum
likelihood method implemented by Gnuplot (version 4.2).
As can be seen in figure 6.9 the fitted Gamma distribution describes
the PDF of pack B better than the k-Gamma distribution calculated using
equation (6.14) (compare with figure 6.8). For pack A there is no much
difference. The values of the fits parameters are summarised in table 6.4.
The parameter α is equivalent to k, and compared with the values of k in
table 6.3 the values obtained here are slightly higher. In [76], the values of k
obtained from MLE were consistently higher than the values of k calculated
from equation 6.14.
Using the values of k in table 6.4, we can calculate the value of Vmin from
equation 6.14. We are not sure if this value has the initial meaning intended
by Tomaso and co-workers as the minimal volume that can be attained by
the Vorono¨ı cells in each pack. Nevertheless, the value we obtained for pack
B, Vmin = −0.1, is negative. For pack A, we obtained a value very similar
to our first choice Vmin = (
6√
3
− pi)R2smallest. This is expected because the
calculated k-Gamma and the fitted Gamma are very similar.
In addition to Vorono¨ı volumes, k-Gamma distributions were conjectured
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Figure 6.9: The void Vorono¨ı area PDFs of packs A (+) and B (◦) and their
Gamma distribution fits as in equation (6.17). The values of the fit parameters
are summarised in table 6.3. Area is in units of the mean disc area piR2.
Parameters of Gamma fit
pack α β γ
A 4.07± 0.04 28.1± 0.03 (12± 1) · 104
B 4.87± 0.12 19.8± 0.6 (10± 3) · 104
Table 6.4: A summary of the values of the fit parameters of the numerically fitted
Gamma distribution distribution (see equation (6.17)) to the void Vorono¨ı areas
PDFs of packs A and B.
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and were found to fit the PDFs of Delaunay cell volumes of packs of monodis-
perse spheres obtained in different experiments. One may conjecture that
quadron volumes also follow a k-Gamma distribution. However, even though
the quadron area PDFs of packs A and B (see figure 5.2) are smooth and
may appear to follow a Gamma distribution, we do not investigate if they
correspond to k-Gamma distributions. The reason is that, in general, the
quadron volume PDFs are not necessarily single-peaked and thus clearly do
not fit a Gamma distribution. For example, the quadron volume PDF that
was obtained by Frenkel et al. for a pack of monodisperse discs [32] (see
figure 5.6) has several peaks. Another example is the quadron volume PDF
in figure 5.5 that we obtained for a pack of discs with a uniform disc size
distribution. As we have seen in section 5.3, the quadron volume PDFs may
be better descriptors of the structure in the context of the conditional PDFs,
P (V q|zc). Nevertheless, in the next section, we use the quadron volume PDFs
to estimate the compactivity difference between packs A and B by employing
another method [38, 44].
6.4 Compactivity from the quadron volume
PDFs
We use a method proposed in [38] as a means to test the validity of the
statistical-mechanical formalism for granular packs. An outcome of this test
is the evaluation of the compactivity. This method was later applied to
vibrated granular beds of monodisperse spheres, which resulted in further
insights and developments [44].
This method, like those discussed in the previous sections, targets the
volume probability distribution. Specifically, it considers the volume distri-
bution as defined within the canonical ensemble framework
P (V ) =
g(V )e−V/X
Z
(6.18)
Here, Z is the partition function, X is compactivity, V is the total volume
and g(V ) is the density of states, i.e. the number of microstates whose
volumes are in a small interval around V . As we have seen above, the volume
distributions of different macrostates can be extracted in experiments and
simulations. According to equation (6.18), each macrostate is characterised
by its compactivity, and its P (V ) depends on this compactivity.
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If the functional form of g(V ) were known, one could isolate the Boltz-
mann factor, e−V/X , and determine the compactivity from the measured
P (V ). However, this is generally not the case, and the functional form
of g(V ) is usually not known. In fact, establishing the form of g(V ) is a
formidable task – it is difficult to evaluate systematically the configurations
that occupy a given volume V .
The method that was proposed in [38] manages to circumvent this dif-
ficulty by assuming that the g(V ) of different macrostates prepared by the
same mechanism are identical. Hence, the volume distributions of two such
macrostates, which are characterised by the compactivities X1 and X2, can
be written as
P1(V ) =
g(V )e−V/X1
Z1
(6.19)
P2(V ) =
g(V )e−V/X2
Z2
where Zi ≡ Z(Xi). Dividing the two expressions in (6.19) for a given value
of V we obtain
ln
{
P1(V )
P2(V )
}
= −
(
1
X1
− 1
X2
)
V + ln
{
Z2
Z1
}
(6.20)
If the P (V ) of two different macrostates overlap sufficiently, one can use
equation (6.20) by plotting ln
{
P1(V )
P2(V )
}
against V . If the trend is linear, this
will reinforce the validity of the statistical-mechanical formalism and will
make it possible to derive the difference between the inverse compactivities.
This method can be combined with an ’ideal gas’ approximation [27].
Suppose that the quadron volumes are not correlated, the probability distri-
bution of equation (6.18) can be written as the product of the single-quadron
probability distributions
P (vq) =
g(vq)e−v
q/X
z
(6.21)
where z =
∫
g(vq)e−v
q/Xdvq is the single-quadron partition function and g(vq)
is the single-quadron density of states, i.e. the number of quadrons with
volumes in a small interval around vq. Similarly to the approach described
above, the ratio between the quadron volume distributions of two different
macrostates gives
ln
{
P1(v
q)
P2(vq)
}
= −
(
1
X1
− 1
X2
)
vq + ln
{
z2
z1
}
(6.22)
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Figure 6.10: The ratio of the quadron area PDFs of packs A and B against
the quadron AREAs (circles). The solid line is a linear fit f(x) = ax + b where
a = −1.493± 0.018 and b = 0.155± 0.019. The linear fit does not include the first
three data points that deviate from the apparent linear trend. The PDFs were
obtained for packs that contain 5 × 105 discs and the quadron areas are given in
units of the mean disc area, piR2.
If the quadron volume distributions overlap sufficiently, we can plot ln
{
P1(vq)
P2(vq)
}
against vq. A linear relation would support both the statistical-mechanical
approach and the ’ideal quadron gas’ assumption. The slope of such a linear
relation yields the difference between the inverse compactivities.
Since packs A and B were prepared using a similar generation protocol,
we can apply this method to them. However, as can be seen from figures
6.3 and 6.4, their total-volume PDFs do not overlap. Therefore, we resort to
the ideal quadron-gas approximation since their quadron volume PDFs do
overlap (recall figure 5.2). We plot ln
{
PA(v
q)
PB(vq)
}
as a function of vq in figure
6.10.
The figure reveals a linear dependence of ln
{
PA(v
q)
PB(vq)
}
on vq with deviations
from the linear trend only in the range of small and large areas. The solid
line in the figure is a linear fit f(x) = ax + b, with a = −1.493 ± 0.018 and
b = 0.155± 0.019, where area is given in units of the mean disc area.
The linear trend that we obtained is encouraging because it follows the
prediction of the statistical mechanical approach. Identifying the slope as the
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difference between the inverse compactivities of packs A and B, we obtain
1
XA
− 1
XB
= 1.493± 0.018
Here, the inverse compactivity is in units of the inverse mean disc area,
1/piR2. Since pack A is denser than pack B, we expect its compactivity to
be lower. Hence,
(
1
XA
− 1
XB
)
is expected to be positive and thus the value
we obtained is encouraging. The linear relation also indicates that the ideal
quadron-gas approximation is a fair approximation; although the quadrons
are correlated through their rq vectors, their areas seem to be only weakly
correlated.
We believe that the deviation from the linear trend in figure 6.10 at the
low areas may be due to the combination of finite packs and the overwhelm-
ing fraction of cells of order zc = 3 in pack A. The deviation at the large
areas is due to the scarcity of high cell orders in pack A, leading to poor
statistics in this range. McNamara et al. who applied this method on vi-
brated granular beds of monodisperse spheres also found a linear relation
but also with deviations from linearity at small and large volumes [44]. They
applied this method both on the distributions of the total volumes of their
packs and on the distribution of the Vorono¨ı volumes, and proposed to test
it on the distributions of the quadron volumes.
6.5 Compactivity from quadron equipartition
In this section we use an equipartition relation that has been derived in
[101] for planar packs. According to this relation, every quadron makes on
average a contribution of 1
2
X towards the mean volume (area in 2D). We
briefly review the derivation of the equipartition relation but in a slightly
different way. Then we use it to calculate the compactivities of the planar
packs A and B.
Using the quadron tessellation, the partition function of 2D packs can be
written as
Z =
∫
exp{− 1
2X
∑
q
rq ×Rq}
NDoF /2∏
q=1
drqxdr
q
y (6.23)
where the index q runs over all the quadrons and NDoF is the number of
degrees of freedom, which in 2D has been shown to be equal to Nz¯. Here, N
CHAPTER 6. MEASURING THE COMPACTIVITY 138
is the number of grains and z¯ is the mean coordination number. We recall
that every vector Rq can be expressed as a linear combination of vectors rq.
We also recall that Nz¯/2 of the vectors rq are independent and that the rest
of the vectors rq can be expressed as linear combinations of the independent
rq [27]. Therefore, the partition function can be written as
Z =
∫
exp{− 1
2X
q,p∑
α,β
aqpαβr
q
αr
p
β}
NDoF /2∏
n=1
drnxdr
n
y (6.24)
where q and p run over the quadrons and α and β over the x and y com-
ponents. The coefficients aqpαβ are integers which result from expressing the
vectors Rq and half of the rq as linear combinations of the independent rq
vectors.
By using the notation ρ ≡ (r1x, r2x, ..., rNz¯/2x , r1y, r2y, ..., rNz¯/2y )T , the partition
function can be written as
Z =
∫
exp{−1
2
ρTAρ}dρ (6.25)
where A is a matrix of the form
A =
1
X
A˜ (6.26)
where A˜ is a matrix of the coefficients aq,pα,β. Assuming that the contribution
of large values of rqx or r
q
y to the integral is negligible, equation (6.25) can be
calculated explicitly to give
Z =
√
(2pi)Nz¯
det(A)
(6.27)
The mean area of the pack can be derived from the partition function using
the relation
〈V 〉 = − ∂
∂β
lnZ(β) (6.28)
where β ≡ 1/X. To derive the mean area, we have to express the partition
function in terms of X. The dependence of the partition function in equation
(6.27) on X is only through the matrix A, as can be seen in equation (6.26).
Using
det(A) =
(
1
X
)Nz¯
det(A˜) (6.29)
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the partition function can be written as
Z(X) = XNz¯/2
√
(2pi)Nz¯
det(A˜)
(6.30)
A point that has not been discussed in [101] is that the partition function
in equation (6.30) is not dimensionless as required in conventional statistical
mechanics [102]. It has dimensions of volume to the power of Nz¯/2. In con-
ventional statistical mechanics, the partition function is turned dimensionless
by multiplying it by (1/h)NDoF /2 [102], where h is the Planck constant.
When integrating over the phase space, as in equation (6.25), we assume
that every mathematical point in this space represents a microstate. This
means that every two points in the phase space, no matter how close they
are, represent two different microstates. However, this cannot describe the
physical world. We would expect some discreteness in the phase space, i.e.
that any two points within a small region in the phase space represent the
same microstate. We denote the phase space ’volume’ of such a small region
by ΛNDoF /2 = ΛNz¯/2 in analogy to hNDoF /2 and the partition function is
corrected to
Z(X) =
(
1
Λ
)Nz¯/2
XNz¯/2
√
(2pi)Nz¯
det(A˜)
(6.31)
Note that Λ has dimensions of volume and that the physical properties that
are calculated from the partition function should not depend on it.
Using equations (6.28) and (6.31), we find for the mean volume
〈V 〉 = Nz¯
2
X (6.32)
The expression in equation (6.32) is the analogue of the equipartition rela-
tion in conventional statistical mechanics. It indicates that every degree of
freedom contributes, on average, 1
2
X to the mean volume of the pack. Rela-
tion (6.32) makes it possible to calculate the compactivity of a planar pack
from its (experimentally measurable) mean volume and its mean coordina-
tion number. We used this relation to calculate the compactivities of packs A
and B. The values we obtained for the compactivities are displayed in table
6.5, which also summarises the mean total volumes of packs A and B used
in the calculation. In the total volume, we exclude the area of the boundary
discs that is not covered by quadrons (see figure 6.1). The mean volumes are
obtained by averaging over 1200 realisations of each pack type, where each
contains 105 discs.
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Compactivity from equipartition
〈V 〉 X
pack A 114010.5 0.437
pack B 124287.0 0.644
Table 6.5: The compactivities of packs A and B as derived from the equipartition
relation in equation (6.32). This table also summarises the mean volumes of the
packs. Unlike in table 6.1, here, the volumes are calculated as the sum of the
quadron volumes. The volumes are expressed in units of the mean disc area. For
each pack the mean volume was obtained from 1200 realisation, so that each pack
contains 105 discs.
6.6 Conclusions
In this section we demonstrated the use of various methods to extract the
compactivity of packs A and B. The first two methods were applied in other
studies. The third method, which uses the ratio of the volume distributions,
is applied here for the first time to quadron volumes. The key finding in this
case is the linear dependence between ln
{
PA(v
q)
PB(vq)
}
and vq. The fourth method
uses the quadron equipartition relation, which has been shown so far to be
valid for 2D systems only. It is the simplest to use if the mean coordination
number is known. We note that expression (6.32) holds for systems that are
constructed without the constraint of being mechanically equilibrated [101].
The first two methods we employed, i.e. compactivity from the volume
fluctuations and the k-Gamma distribution, do not make use of the quadrons.
However, it is constructive to apply them for two reasons: (1) to test these
methods on our packs, A and B, and compare the results to the results ob-
tained for packs in other studies; (2) to compare between the compactivities
of packs A and B as obtained from the different methods, and specifically,
to compare between the compactivities that are obtained using the quadron
volumes with the compactivities that are obtained using other volumes.
Table 6.6 summarises the various values obtained for the compactivities
of packs A and B from the various methods that have been discussed above.
Some methods provided us only with the difference between the inverse com-
pactivities and in others we obtained the individual compactivities. For these
we calculated
(
1
XA
− 1
XB
)
. However, we bear in mind that
(
1
XA
− 1
XB
)
is sen-
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method 1
XA
− 1
XB
XA XB
total volume fluctuations 0.061 – –
k-Gamma – total volumes 0.00015 106.6 108.4
k-Gamma – Vorono¨ı free volumes 13.04 0.045 0.109
ln[PA(V
q)/PB(V
q)] 1.493 – –
quadron equipartition 0.735 0.437 0.644
Table 6.6: Summary of the different values obtained for the compactivities of
packs A and B by various methods.
sitive to XA and XB, especially when XA < 1 and XB < 1 and thus this
calculation may be prone to inaccuracies.
The values we obtained for the compactivities are not very consistent.
However, the encouraging result is that XA is consistently lower than XB in
all the methods. As mentioned above, the compactivity of pack A is expected
to be lower since it is more dense than pack B. The resultXA < XB, obtained
in all the methods, does not contradict the statistical mechanical approach
to granular packs, and is encouraging.
The compactivities in table 6.6, which are given in units of the mean
disc area, are mostly in the range [0, 1]. This is very similar to the range of
compactivities that were reported in other studies [52, 44, 35]. For example,
McNamara et al. [44] obtained compactivities in the range [0, 1] for packs
of monodisperse spheres. Their compactivities were given in units of D3,
where D is the diameter of the spheres. These units are very similar to the
particles volumes as D3 is the volume of the cube that circumscribes the
spherical particles. Hence, it is fair to compare between the values of the
compactivities obtained here and in [44].
The compativity that is derived using total volumes may be different
from the compactivity that is derived using local volumes, i.e. quadrons or
Vorono¨ı cells. For example, McNamara et al. found that the compactivities
from total volumes are an order of magnitude larger than the compactivities
from local volumes [44]. The difference is related to the fact that there are
correlations among the local volumes [55].
Chapter 7
Quadron analysis of 3D cellular
structures
7.1 The cellular structures
In this section we show how the microstructures of different cellular struc-
tures are captured by means of the statistics of the quadron volumes. The
structures that we examine are:
(I) 3D Vorono¨ı foams;
(II) Vorono¨ı foams evolved by one iteration of gradient descent of Surface
Evolver;
(III) The structures obtained by evolving the structures in II by carrying
out a large number of topological transitions (see section 4.3.6) combined
with gradient descent iterations;
(IV) The structures obtained from (III) by applying the annealing procedure,
described in section 4.3.6, which expedites the evolution of the structure into
a realistic soap froth.
Figure 7.1 shows examples of the various structures. We generated the
structures so that the periodic foams contained 500 bubbles initially. Af-
ter discarding the bubbles that cross the periodic boundaries, the cellular
structures contain ∼ 230 bubbles.
Even though these cellular structures are the stages of evolution by Sur-
face Evolver, they are different and they represent structures obtained by
142
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Figure 7.1: The foam structures I to IV . Generated by Surface Evolver [81].
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Figure 7.2: The bubble volume PDFs of the cellular structures I to IV, where
I is a Vorono¨ı foam and II to IV are obtained from I using Surface Evolver. The
volumes are given in units of the mean bubble volume before the bubbles that
cross the periodic boundaries were removed, vb = 1/Nb, where Nb is the original
number of bubbles. Here, vb = 1/Nb = 0.02.
different generation protocols. All these structures share the same vertex
connectivity, i.e. each vertex is connected precisely to four other vertices,
with the possible exception of the boundary vertices. The geometry and the
cells topologies are different in the different structures.
To generate the Vorono¨ı foam, we used a space factor Sfac = 0.2 (see
section 4.3.6) for the choice of the spatial distribution of the seed points.
This means that the bubbles of the structures I to IV are polydisperse, i.e.
of different volumes. Figure 7.2 shows the bubble volume PDFs of the four
structures. As can be seen in the figure, the PDFs of I and II are identical
(red solid circles and green squares, respectively). The PDFs of III and IV
are slightly different. Figure 7.2 shows that the bubble volumes in the four
structures are very similar. This is expected since all these structures are
different stages of evolution by Surface Evolver, keeping the bubbles volumes
fixed or nearly fixed. We show the bubble volume PDFs both to indicate their
polydispersity and to compare them later to the quadron volume PDFs. The
volumes are given in units of the mean bubble volume before the boundary
bubbles were removed, vb. The periodic foams are confined to a 1 × 1 × 1
box and they all have Nb = 500 bubbles, giving vb = 1/Nb = 0.02.
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Figure 7.3: The throat order PDF, or equivalently the bubble-face order PDF,
of the cellular structures I to IV.
Figure 7.3 displays the throat order PDFs of the four structures, P (zt).
The throat order is defined as the number of the sides of the throat and it
is equal to the order of the corresponding bubble face (recall figure 4.28).
Hence the throat order PDF is equivalent to the bubble-face order PDF. The
latter is used in the literature [92, 71, 72] to characterise foam structures
but we refer to it as the throat order PDF to keep it in the context of the
quadron tessellation. As figure 7.3 shows, the throat order PDF of I and II
are identical. This is because II is obtained from I by shifting its vertices to
a configuration with a lower surface area using the default gradient descent
method implemented in Surface Evolver. This procedure does not change
the topology of the structure; the corners of the throats change their posi-
tion but the number of edges of every throat remains the same. The number
of throats of order zt = 4 is the same for structures I, II and III because, in
the topological transitions, a rectangular face switches into another rectan-
gular face. These structures also contain triangular throats, which eventually
disappear in IV. It is known that a Vorono¨ı foam contains small triangular
faces and that these are virtually eliminated by topological transitions and
annealing [71]. The structure IV is expected to be a realistic simulation of
a soap froth, and as expected, it contains only throats of orders 4 to 7 with
most of the throats being of order 5 [92, 71, 72].
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7.2 Characterisation of the microstructure by
means of the quadron volumes
In this section we examine the statistics of the structures I to IV based on
the quadron description. Figure 7.4 shows a quadron, viewed from different
angles, in an equilibrated foam such as structure IV . The quadron is the pink
nonconvex octahedron and it is shown together with the vertex it belongs to.
The solid black lines are the four foam edges that meet at the vertex, and the
solid blue lines are the edges of the tetrahedron that is constructed around
it. One of the ’pyramids’ of the quadron (light pink) extends to the vertex,
and the other pyramid (darker pink) extends into the cell that the quadron
belongs to (not shown). Figure 7.5 shows all the quadrons that belong to
a specific vertex. They tessellate the space around the vertex and form a
stellated polyhedron. Figure 7.6 shows the quadrons of a specific cell. The
figure also shows the vertex tetrahedra around the cell (blue solid lines). We
indicate one of the throats of this cell, enclosed by 5 vertex tetrahedra.
Figure 7.7 displays the quadron volume PDFs of the four cellular struc-
tures. In I, most of the quadrons have small volumes, and as the structure
is further evolved to II, III and IV , the number of small vq decreases and
the PDFs develop a maximum at a finite vq. In I – the Vorono¨ı foam – the
bubbles are more elongated and irregular in shape and they become more
isotropic and spherical-like as the foams evolve. Consequently, the quadrons
in structure I are typically more elongated and narrow and thus have smaller
volumes. It is noticeable from figure 7.7 that the quadrons volumes are sen-
sitive to the geometry of the cellular structure regardless of the same vertex
connectivity, z = 4. The sensitivity of the quadron volume PDF to the
structure beyond the topology makes it a useful structural descriptor.
7.3 Microstructural features captured by the
quadron tessellation
The vectors rq, defined in the quadron description, capture several important
microstructural features. For example, they are the edges of the skeletal
throats (see figures 7.6 and 3.10). The vertex polyhedra are also made of
rq vectors, and using these vectors the surface area of the solid phase can
be calculated. These vectors also capture the Triple Phase Boundary (TPB)
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Figure 7.4: A quadron in a 3D foam structure viewed from different angles. It is
shown in relation to the vertex it belongs to. The solid black lines are the 4 foam
edges that meet at the vertex (red dots are foam vertices), and the solid blue lines
indicate the tetrahedron constructed around that vertex. The quadron is the pink
nonconvex octahedron – its ’pyramid’ that stretches into the vertex tetrahedron
is indicated by the light-pink surface and its pyramid that extends into the cell is
indicated by the darker-pink surface. The green dot is the centroid of the cell that
the quadron belongs to and the yellow dot is the vertex centroid.
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Figure 7.5: The quadrons of a vertex tessellate the space around that vertex and
form a stellated (star-like) polyhedron.
Figure 7.6: The quadrons (pink) of a cell in a 3D foam structure tessellate it.
The figure shows the cell as enclosed by the vertex tetrahedra (solid blue lines).
A throat which is formed by 5 of the vertex tetrahedra is indicated.
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Figure 7.7: The quadron volume PDFs of various cellular structures as detailed
in the text. The quadron volumes are given in units of vb.
– which is defined for electrodes of solid oxide fuel cells – of the reciprocal
structure (see below).
7.3.1 Throats effective area
A key microstructural feature, which influences fluid flow through porous
materials is the throats sizes [20, 21, 59, 103, 104]. Various studies [103, 104,
105] have shown that the permeability in sandstones can be expressed as
k = cR2φb (7.1)
where R is the typical throat size (with dimensions of length), φ is the poros-
ity and c and b are parameters whose values differ between different studies
[103]. According to equation (7.1), and as expected, even if the porosity is
high the permeability will be compromised if the typical throat size is small.
The quantity R in these studies was obtained in experiments using different
criteria and definitions [103]. More recently, there have been efforts to iden-
tify the throats in 3D images of porous materials [20, 21, 24] (and references
within). This involves the identification of pores, which are localized wide
regions of the pore space, and the narrow constrictions – the throats – that
connect them. Many algorithms have been suggested with a limited success
[24].
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Figure 7.8: The PDFs of the throat effective areas of the cellular structures
I − IV . The effective areas are given in units of (vb)2/3.
Studies in the literature have various and somewhat arbitrary definitions
of the throat area. Our method here makes possible to define this quantity
consistently and uniquely [28]. Specifically we define piR2 as the effective
throat area to fluid flow as described in section 3.2.6. The effective area
of a throat to flow between cells c and c′ (see figure 3.10) is the area of
its projection onto the plane perpendicular to the vector that connects the
centroids of the two cells, Rcc′ :
piR2 ≡ At = 1
2
n−2∑
i=1
ρi ×
n−1∑
j=i+1
ρj (7.2)
Here, ρi = ri × Rˆcc′ , where Rˆcc′ is the unit vector in the direction of Rcc′
and ri (i = 1, ..., n) are the r
q vectors that are the edges of the throat.
Figure 7.8 shows the effective throat area PDFs, P (At), of the cellular
structures I-IV . The throats in I and II have the same orders but their
effective areas are somewhat different since the throats corners in II are
moved relative to I. The PDFs of III and IV are different in their shape
from those of I and II because the throat order statistics (figure 7.3) of III
and IV are markedly different from those of I and II.
The throat area PDFs of III and IV have shoulders. These result from
the conditional effective throat area PDFs given a throat order, P (At|zt),
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Figure 7.9: The conditional PDFs of the throat effective area given a throat
order, P (At|zt), of the structures I to IV . The conditional PDFs are shown for
each structure with the overall PDF, P (At). In the case of IV there are no throats
of order zt = 3 and P (At|zt = 7) is not shown since it is negligible relative to the
other conditional PDFs. The areas are in units of (vb)
2/3.
which are shown in figure 7.9. This figure shows that throats of different
orders in III and IV have distinct typical effective areas, making the different
P (At|zt) peak at different At values and be somewhat narrow. The narrowing
of the P (At|zt) is apparent in figure 7.10 which compares the P (At|zt) of the
four structures. The P (At|zt) of I and II are wider than those of III and
IV , especially in the case of zt = 5 and zt = 6.
We used equation (7.1) to estimate the permeability of the structures I-
IV where the vertex tetrahedra are the grains. We do not expect it to be the
real permeability of a thickened structure but it points to the variability in
the permeability of the different structures. For this purpose, we calculated
the porosity as φ = Vtotal−
P
Vtetrahedron
Vtotal
and used the mean effective throat area
piR2. The value of the parameter c in this equation depends on the definition
of R. Since we use the same definition for the four structures, we ignore
this parameter because we are only interested to compare between these
structures. The value of b is 1.3 ≤ b ≤ 2 [103] and therefore we calculated
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Figure 7.10: Comparison between the P (At|zt) of the structures I to IV for a
given zt. The conditional PDFs of I and II are wider than those of III and IV ,
especially in the case of zt = 5 and zt = 6. The effective areas are given in units
of (vb)
2/3.
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Foam type φ piR2 k ∝ piR2φ1.3 k ∝ piR2φ2
I 0.81 0.545 0.414 0.358
II 0.80 0.529 0.395 0.338
III 0.78 0.516 0.373 0.314
IV 0.75 0.508 0.350 0.286
Table 7.1: Summary of the mean affective throat areas, piR2, in I-IV , their
porosities and their permeabilities calculated using equation (7.1) for b = 1.3 and
b = 2.
piR2φb for the two limiting values. The results are summarised in table 7.1.
It can be seen in the table that the permeability of the structures decreases
from I to IV . This is although the typical throat effective areas, i.e. the
maxima of the PDFs, in IV and III are larger than those of I and II. The
reason for this is that the throat area PDFs of I and II are wider and thus
their piR2 is larger. Also the porosity of I and II is higher.
The statistical mechanical approach provides a more appropriate way to
calculate the mean effective area; it makes possible to average over all the
possible configurations that share the same macroscopic properties, taking
into consideration their probabilities p ∝ e− 1X
P
q v
q
. This is achieved by
calculating the expectation value of the mean effective area [28]:
〈piR2〉 ≡ 〈At〉 = 1
ZNt
∫ ∑
throats
At e
−β Pq vq d(NDoF /3)rq (7.3)
where Nt is the total number of throats, β = 1/X and Z is the partition
function
Z =
∫
e−β
P
q v
q
d(NDoF /3)rq (7.4)
The integration is over the phase space which is spanned by the NDoF/3
independent rq vectors.
As we have seen above, the skeletal throats capture the dependence of the
throats sizes on their topology, i.e. the throats orders. However, the geometry
of the thickened structure of porous materials also plays an important role
CHAPTER 7. QUADRON ANALYSIS – 3D STRUCTURES 154
in determining the throats sizes. The mean effective area of the throats in
the thickened structure can be calculated using the statistical mechanical
approach as has been shown in section 3.2.6, taking into consideration the
ensemble of shapes and sizes of the grains.
7.3.2 The throats circumferences and the TPB
The triple phase boundary (TPB) is the conjunction of the three phases in the
electrodes of solid oxide fuel cells (SOFC) – the ion-conducting substance, the
electron-conducting substance and the pore space. The length of the TPB is
a key property because it influences the rate of the electrochemical reaction
that produces the electrical current – the longer it is, the higher the rate of the
reaction. These electrodes are produced by sintering a mixture of powders of
the two conducting substances so that the contacts between the grains turn
into surfaces. The sum of the circumferences of contacts between grains of
different types gives the length of the TPB. In computer simulations of these
electrodes, which generally use packs of spherical grains [5, 6, 7, 8], the grains
are enlarged to simulate the sintering, and the circumference of a contact is
the circle of intersection between the enlarged grains. The circumferences
of these circles are added together to obtain the length of the TPB. Using
the quadron tessellation of the foam structures we were able to evaluate the
length of the TPB in the reciprocal structures, described in the following.
One of the advantages of the quadron tessellation is that it makes it pos-
sible to readily identify a reciprocal structure. It is obtained when regarding
the cells polyhedra as the grains and the vertices/grains polyhedra as the
cells. The quadron tessellations of the original and the reciprocal structures
are identical. Since the skeletal throats become the contacts between the
reciprocal grains, the circumference of the throats in the original structure
can be related to the TPB of the reciprocal structure. These circumferences
are captured by the vectors rq and this makes it possible to use the statistical
mechanical formalism to compute the expectation value of the TPB length.
Assuming that the grains of the reciprocal structure are of two types,
α and β, and that the spatial distribution of the grains of the two types is
uniform, the length of the TPB between α and β is
lTPB = 2PαPβ
∑
t
Ct (7.5)
where Pα (Pβ) is the probability that a grain is of type α (β), Ct is the
circumference of the t − th throat of the original structure and the sum is
over all the throats.
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The throats circumferences as the TPB
Foam type lTPB ∝
∑
tCt Nthroats
P
t Ct
Nthroats
porosity of reciprocal
I 4676 2610 1.79 0.19
II 4621 2610 1.77 0.20
III 4518 2423 1.86 0.22
IV 4401 2333 1.88 0.25
Table 7.2: Summary of the values obtained for the TPBs of the reciprocal struc-
tures of I-IV . The TPB lengths are given in units of (vb)
1/3. The table also
summarises the number of throats – contacts in the reciprocal structure – in each
structure and the average throat circumference.
As can be seen in table 7.2, lTPB is the longest in the reciprocal of struc-
ture I but its average throat circumference, lTPB/Nthroats is the smallest. In
contrast, the contacts in the reciprocal structure of IV have the largest aver-
age circumference – because the throats have higher orders – but its number
of contacts is the lowest.
These results are linked to the shape of the bubbles, and thus the shape
of the cells, in the original foam structures. They suggest that irregularly-
shaped, elongated grains, as in the reciprocal structure of I, may form an
electrode with longer TPBs than spherical-like grains. The sintered contacts
between the elongated grains may have smaller circumferences but there will
be more contacts per grain in this case than in the case of spherical-like
grains.
The result we obtained here is reminiscent of the famous M&M experi-
ment [106], which showed that the average number of contacts in mechani-
cally equilibrated packs of monodisperse oblate ellipsoids such as M&M can-
dies is much higher than in packs of monodisperse spheres. Oblate ellipsoids
require more contacts to mechanically stabilize the pack. If the mean circum-
ference of a sintered contact is 2piR, each grain contributes on average piRz
to the length of the TPB, where z is the mean number of contacts per grain.
Keeping the dimensions of the grains fixed but increasing their number of
contacts increases the TPB. The reciprocal structures of the foams may not
be obtained directly from mechanical equilibrium considerations but they
still bear this resemblance to granular packs.
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Note that the TPB lengths, evaluated above, are only indicative of this
level of modelling since they represent only the TPB of the skeletal structure.
The extension beyond the skeletal structure is possible similarly to what has
been discussed in section 3.2.6 but is not addressed in this dissertation. The
reciprocal structures of I to IV represent very dense granular packs, as can be
seen from the porosities listed in table 7.2. This limits our TPB calculation
to the regime of dense structures. Nevertheless, the electrodes of SOFC fuel
cells are dense, with porosities ranging between 0.2 and 0.4.
The approach we have taken is general and has the advantage of giving
an insight about the structure of packs of grains that have irregular shapes
without the effort that is involved is simulating such packs. This is a clear
advantage over most of the literature, which focuses on packs of spheres,
while these do not capture all the features of realistic granular and porous
materials.
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7.4 Compactivity as a measure of the scale of
the microstructure
In this section we apply the concepts of the statistical mechanical formalism
to 3D foam structures. Specifically, we evaluate the compactivity difference
between structures with different mean bubble sizes that were prepared by the
same generation protocol. The idea is to use an analogy to thermodynamical
systems and the relation between their temperature and their energy content.
Specifically, if we increase the energy of every particle in a gas, the total
energy increases and so does its temperature. Under the assumptions of the
statistical mechanical theory of granular packs, the compactivity is related to
the volume content of granular packs as temperature is related to the energy
content in thermal systems. This means that if we increase the volume of
every particle, the compactivity should increase.
We treat the quadrons as the ’particles’ of the system, and we can control
their volumes by generating various foam structures with different mean bub-
ble sizes. This is done by generating foams with different numbers of bubbles
but confining the foams to the 1× 1× 1 periodic box. For a fair comparison
of the compactivities, the foams have to be generated using the same gener-
ation protocol. To evaluate the compactivities, we use the method discussed
in section 6.4 which uses the ratio of the quadron volume PDFs. This method
allows us to evaluate the difference between the inverse compactivities of the
various foam structures using
ln
[
P1(v
q)
P2(vq)
]
= −
(
1
X1
− 1
X2
)
vq + const (7.6)
where P1(v
q) and P2(v
q) are the quadron volume PDFs of two foam structures
with different mean bubble sizes.
One set of foam structures contains 4 Vorono¨ı foams that were generated
using the same space factor Sfac = 0.2 and with Nb = 500, 400, 300, 200
bubbles. The quadron volume PDFs of these structures are shown in figure
7.11. The quadron volumes are given in units of vb of the foam with the
smallest mean bubble size, i.e. the foam with 500 bubbles. When discarding
the boundary bubbles, the total number of bubbles decreases but the value
of the mean bubble volume remains fairly the same for each structure.
As can be seen in the figure 7.11, the quadron volume PDFs of the dif-
ferent structures overlap and thus we can calculate the ratio of the PDFs of
every pair of structures. In figure 7.12, we plot ln
[
P1(vq)
P2(vq)
]
versus vq for every
pair of structures among the 4 Vorono¨ı foams. All the plots show a very nice
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Figure 7.11: The quadron volume PDFs of the four Vorono¨ı structures of dif-
ferent sizes. The sizes are indicated by the number of bubbles that the original
periodic structure contained (before discarding the bubbles that cross the periodic
boundary). These foams contained 500, 400, 300 and 200 bubbles. The quadron
volumes are given in units of vb of the foam with 500 bubbles.
linear trend. These linear trends are very encouraging as they indicate that
the statistical mechanical approach may be applicable to cellular structures
using the quadron volumes. The linear trend also indicates that the quadron
ideal-gas approximation, which underlies the interpretation of the quantity
ln
[
P1(vq)
P2(vq)
]
, is a useful approximation in these structures. The linear depen-
dence of ln
[
P1(vq)
P2(vq)
]
on vq allows us to evaluate the difference between the
compactivities of the different foams from the slopes. Table 7.3 summarises
the values of the slopes and the intercepts of the linear fits to the data points
in figure 7.12.
As expected, the slopes are negative because the compactivity of the foam
structures that contain a big number of bubbles is lower than the compactiv-
ity of the structures that contain fewer bubbles. This is because the quadron
volumes in the former are smaller than the volumes in the latter. For exam-
ple, the compactivity of the foam containing 500 bubbles should have a lower
compactivity than that of the foam containing 400 and thus
(
1
X500
− 1
X400
)
>
0. Another encouraging result is that
(
1
X
N1
b
− 1
X
N2
b
)
<
(
1
X
N1
b
− 1
X
N3
b
)
where
N1b > N
2
b > N
3
b . For example,
(
1
X500
− 1
X400
)
<
(
1
X500
− 1
X300
)
because
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Figure 7.12: ln
[
P1(vq)
P2(vq)
]
vs. vq for pairs of the four Vorono¨ı foams with different
mean bubble sizes, i.e. with different numbers of bubbles. The legend in each frame
indicates the structures whose P1(v
q) and P2(v
q) are considered. For example,
500/400 means that P1(v
q) is of the foam with 500 bubbles and P2(v
q) is of the
foam with 400 bubbles. The volumes are in units of vb of the foam with 500
bubbles. The solid lines are linear fits whose slopes and intercepts are summarised
in table 7.3. According to equation (7.6), the slopes are equal to the difference
between the inverse compactivities.
CHAPTER 7. QUADRON ANALYSIS – 3D STRUCTURES 160
The slopes and intercepts in figure 7.12 – Vorono¨ı foams
a = −
(
1
X1
− 1
X2
)
b
500/400 −36.2± 2.2 0.555± 0.047
500/300 −68.3± 3.2 1.174± 0.079
500/200 −84.3± 3.6 1.548± 0.094
400/300 −33.6± 1.8 0.593± 0.054
400/200 −57.2± 2.3 1.195± 0.069
300/200 −27.6± 1.2 0.681± 0.047
Table 7.3: Summary of the values of the slopes, a, and intercepts, b, of the linear
lines that are fitted to the data in figure 7.12. The slopes give the difference
between the inverse compactivities.
X400 < X300.
We also note that, for example,
(
1
X500
− 1
X400
)
−
(
1
X500
− 1
X300
)
= −32.1,
which is equal (within the numerical error) to −
(
1
X400
− 1
X300
)
= −33.6. This
result holds for the other foams too. However, this result is not surprising
if all the ln
[
P1(vq)
P2(vq)
]
are linear in vq. This is because for any three functions
f1(x), f2(x) and f3(x), and for any x, ln
f1(x)
f2(x)
− lnf1(x)
f3(x)
= −lnf2(x)
f3(x)
. Hence,
if lnf1(x)
f2(x)
= ax + b and lnf1(x)
f3(x)
= a′x + b′, lnf1(x)
f2(x)
− lnf1(x)
f3(x)
= −lnf2(x)
f3(x)
=
(a − a′)x + (b − b′). To conclude, the main finding here is that the various
ln
[
P1(vq)
P2(vq)
]
depend linearly on vq.
To make sure that the results above are not limited to Vorono¨ı foams
only, we tested this method on equilibrated foam structures. These foams are
obtained using the Surface Evolver routines which involve a large number of
gradient descent iterations and topological transitions followed by annealing.
The foam structure IV from the previous section is one such equilibrated
foam.
Again, we generated a set of four foams containing Nb = 500, 400, 300, 200
bubbles. The quadron volume PDFs of these structures appear in figure
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Figure 7.13: The quadron volume PDFs of various equilibrated foam structures
of different sizes. The sizes are indicated by the number of bubbles that the
original periodic structure contained (before discarding the bubbles that cross the
boundary). These foams contained 500, 400, 300 and 200 bubbles. The quadron
volumes are given in units of the mean bubble volume of the foam with 500 bubbles.
7.13. The PDFs overlap, making it possible to plot ln
[
P1(vq)
P2(vq)
]
versus vq for
every pair of structures of the 4 equilibrated foam structures (figure 7.14).
Encouragingly, also in this case, a linear relation is found between ln
[
P1(vq)
P2(vq)
]
and vq. The slopes and the intercepts of the linear relations are summarised
in table 7.4. The slopes are negative, as required, and their values also follow
the condition that
(
1
X
N1
b
− 1
X
N2
b
)
<
(
1
X
N1
b
− 1
X
N3
b
)
where N1b > N
2
b > N
3
b .
To conclude, we evaluated the difference between the inverse compactivi-
ties of structures that are the same except for the fact that the scales of their
microstructure are different, i.e. they have different mean bubble sizes. The
method of evaluating the compactivities using equation (7.6) was success-
ful since ln
[
P1(vq)
P2(vq)
]
was found to depend linearly on vq. Taking the vertex
polyhedra as the ’grains’ we can evaluate a packing fraction for the cellular
structures. In each case, the Vorono¨ı foam and the equilibrated foam, the
packing fraction of the 4 structures is more or less the same. The coordina-
tion number is the same as well. The only difference between the structures
is the scale of their microstructure. This may indicate that the compactivity
can be interpreted as a measure of the typical scale of the microstructure.
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Figure 7.14: ln
[
P1(vq)
P2(vq)
]
vs. vq of pairs of the four equilibrated foam structures
with different mean bubble sizes, i.e. with different numbers of bubbles. The legend
in each frame indicates the structures whose P1(v
q) and P2(v
q) are considered. For
example, 500/400 means that P1(v
q) is of the foam with 500 bubbles and P2(v
q) is
of the foam with 400 bubbles. The volumes are in units of vb of the foam with 500
bubbles. The solid lines are linear fits whose slopes and intercepts are summarised
in table 7.4. According to equation (7.6), the slopes are equal to the difference
between the inverse compactivities.
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The slopes and intercepts in figure 7.14 – equilibrated foams
a = −
(
1
X1
− 1
X2
)
b
500/400 −90.7± 5.6 1.42± 0.11
500/300 −216.2± 7.2 3.91± 0.15
500/200 −248.5± 21.0 5.10± 0.43
400/300 −107.53± 6.532 2.06± 0.15
400/200 −177.8± 12.9 4.01± 0.31
300/200 −77.2± 5.9 2.01± 0.19
Table 7.4: Summary of the slopes, a, and the intercepts, b, of the linear lines
that are fitted to the data in figure 7.14. The slopes give the difference between
the inverse compactivities.
7.5 The number of the degrees of freedom
As mentioned in chapter 3, one of the main benefits of the quadron tessella-
tion is that it makes it possible to identify a set of degrees of freedom (DoF)
with which to express the volume function and identify a phase space. The
DoF in the quadron description have been identified as the components of
the independent rq vectors [32]. In 2D, the number of the independent rq has
been found to be equal to Nz¯
2
. This has been found using the Euler relation
to count the number of the cell polygons because every cell and grain polygon
in the rq-network obviates one dependent vector. Since the vectors have only
two components, the number of DoF is NDoF = Nz¯. This number coincides
with the number of quadrons in 2D. In 3D, the calculation of the number of
the independent rq vectors is not straightforward and an upper and a lower
bounds have been calculated for NDoF [28].
We propose to calculate the number of DoF from the contact points rather
than the vectors rq. The contact points are the vertices of the contact network
of the cell and grain polytops (polygons in a 2D structure and polyhedra in
3D structures) and they describe it fully. Hence, the number of the DoF is
identified as the number of the coordinates of all the contact points. In a
structure containing N grains, the number of contact points is Ncontacts =
Nz¯
2
,
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where z¯ is the mean number of contacts per grain and the factor 1/2 is
introduced because every contact is shared between two grains. Therefore,
the number of DoF is given by
NDoF = d
Nz¯
2
(7.7)
where d is the dimension. Equation (7.7) reproduces the same result obtained
for NDoF in 2D using the r
q vectors, i.e. NDoF = Nz¯. In 3D, the number of
DoF is calculated as NDoF =
3
2
Nz¯.
We note that the DoF in the quadron description describe the connected
structure formed by the grains (or vertices) but they do not capture directly
all the local features, such as the grains shapes. These can be addressed
by an additional set of variables such as the spheres radii in the example of
the thickened throats in section 3.2.6. Namely, the number of DoF, d
2
Nz¯, is
defined for the contact network only.
7.6 conclusions
This chapter presents the results of applying the quadron description to 3D
tetrahedral cellular structures. We compared between the quadron statistics
of four different structures generated using Surface Evolver commands and in-
house routines implemented in Surface Evolver command language, described
in chapter 4.
The quadron volume PDFs of the four structures capture the differences
between them and are more sensitive to these differences than the bubble
volume PDFs and the throat order PDFs. We also examined the statistics
of microstructural features that are captured by the vectors rq. Here we
targeted the throats between cells and compared the statistics of the throats
effective areas. In the cellular structures that are closer in structure to real
foams, i.e. III and IV, the throat effective area PDFs have a pattern of a
peak and shoulders. This pattern is attributed to the conditional PDFs of
the throats effective areas given the order of the throat. These PDFs show
that in these structures throats with different orders have typical areas.
The quadron description allowed us to identify a reciprocal structure
where the grain polyhedra play the role of cells (voids) and the cell poly-
hedra play the role of grains. In this reciprocal structure, we identified the
throats of the original structure as the contacts between the grains. Assum-
ing a uniform spatial distribution of grains of two different substances, the
length of the TPB is proportional to the sum of the circumferences of these
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contacts, i.e. of the throats circumferences in the original structure. This
allowed us to compare the TPB between the four structures. We arrived at a
conclusion that may seem at this point speculative but also may be supported
by experiments and numerical simulations of packs of oblate spheroids. The
conclusion we arrived at is that the TPB is shorter in packs of spherical or
spherical like grains than in pack with more grains that are elongated and/or
irregular in shape. This is because spherical grains can have fewer contacts
than elongated grains.
We tested here the validity of an analogy to thermodynamic systems. If
the kinetic energy of individual atomistic particles is increased, the temper-
ature of the material increases too. We examined here if the compactivity
increases when increasing the volumes of the quadrons, the quasi-particle in
our description. We evaluated the comapctivity difference between structure
with different mean bubble volumes. The results were encouraging since we
obtained linear trends for the dependence between ln
[
P1(vq)
P2(vq)
]
and vq. The
slopes gave the right relations between the compactivities, as expected from
the thermodynamic analogy. Namely, the compactivities of the structure
with larger mean bubble volume were higher than those of the structures
with smaller mean bubble volume.
The number of degrees of freedom in 3D was not identified prior to this
work. Here we demonstrated how their number can be evaluated readily by
considering the contact points rather than the vectors that join them, rq.
Chapter 8
Conclusions and future work
8.1 conclusions
The current work is part of a larger programme that aims at deriving struc-
ture property relations in porous and static granular materials, particularly
for applications in fuel cell technology. To this end, the plan uses a method to
quantify the microstructure of these materials using volume elements called
quadrons and a statistical-mechanical-like approach that makes it possible to
obtain macroscopic structural properties from the quantified microstructure.
The quantification of the microstructure by means of quadrons has been
proposed relatively recently and the works that have examined it and its
application within the statistical mechanical approach are very few. Hence,
further investigations of the quadron description are required. Even though
the statistical mechanical approach has been examined in numerous studies
it is still debated in the literature and requires further verifications. In the
current work we examined aspects of this approach, particularly in relation
to the quadron description. The advantage of quadrons over other volume
elements, e.g. Vorono¨ı cells, is that they make possible to identify a consis-
tent and manageable set of degrees of freedom (DoF) and to write an explicit
volume function that depends on these. In the context of porous materials,
their advantage is in their capability to capture relevant microstructural fea-
tures, e.g. the surface area of grains, the throats areas and the volumes of
the voids (cells).
We applied the quadron tessellation to 2D and 3D numerically generated
test structures. The 2D structures were two granular packs containing the
166
CHAPTER 8. CONCLUSIONS AND FUTURE WORK 167
same polydisperse discs but with different packing fractions and mean coor-
dination numbers: a dense pack, A, with ϕ = 0.87 and z¯g = 5.2 and a sparser
pack, B, with ϕ = 0.79 and z¯g = 4. These packs were constructed based
on geometrical considerations only and using the same generation protocol.
We believe that the different realisations of a pack sample the whole allowed
phase space because the positions of discs of different sizes in one realisation
are mixed relative to another realisation.
We examined the statistics of the quadron volumes and other quadron
properties in these packs. The large number of grains, Ng = 5×105, provides
excellent statistics with more than 2 million quadrons in every realisation of
the packs. This improves on the 2D packs that contain up to 8000 discs in
[32] and the packs that contain above 20, 000 discs in a work that has been
conducted in parallel to our work [95]. The quadron volume PDFs and the
PDFs of |rq|, |Rq| and αq peak at higher values (except for P (cos(αq))) and
are wider for pack B, which indicates that quadrons tend to be larger and
more skewed in B than in A and have a wider variety of shapes.
The quadron volume PDFs of packs A and B are smooth and have a
single peak. This is because the conditional quadron volume PDFs given the
cell order that the quadron belongs to, P (vq|zc), are wide enough to overlap
considerably relative to a pack of monodisperse discs. It appears that the
smoothness of the quadron volume PDF depends on the polydispersity of
the discs, and specifically on the disc size distribution. The quadron volume
PDFs of polydisperse packs like A and B may have a single peak but other
polydisperse packs with a different disc size distribution may have a shoulders
pattern.
We tested the conjecture that the P (vq|zc) for a given zc are the same for
different packs that contain the same polydisperse discs [32]. We found that
this depends on two conditions: that the conditional grain size distribution
P (R|zc) for a given zc are the same in both packs and that the cell shapes
for a given zc are statistically the same in both. The P (v
q|zc) of packs A and
B are similar but not as identical as expected for every zc. This is because
the cell shapes that are explored in B are not fully explored in A. This
is very similar to the conclusion in [95], where the P (vq|zc) with zc > 5 are
different for different packs and the difference is attributed to the fact that as
zc increases there are more mechanically unstable cell shapes for frictionless
discs than in packs of frictional discs. To conclude, the quadron volume
PDFs and the conditional PDFs give away information about the differences
in the microstructures and specifically about the cells shapes and sizes. This
is a property that Vorono¨ı cells and other grain-based volume elements, e.g.
the quadron-based one, do not capture.
The statistical mechanical formalism for granular packs has been tra-
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ditionally studied in the literature by means of the Vorono¨ı volumes, which
target the volumes of the grains. We compared here for the first time between
the statistics of the grain volumes as defined in the quadron tessellation and
the Vorono¨ı volumes. Even though they are defined differently, the quadron-
based grain volumes and the Vorono¨ı volumes appear to be similar in the
dense pack. In fact, in a hexagonally ordered pack of monodisperse discs
the two volumes coincide. The grain volumes are not as revealing about
the microstructure as the quadron volumes. Hence, we conclude that it is
preferential to consider the quadron volumes rather than the grain volumes.
The void volumes around the grains can be negative when considering the
quadron-based grain volumes. However, there is no correlation between these
negative void volumes and the smallest Vorono¨ı volumes, i.e. a disc may have
a negative quadron-based void volume but this does not mean that its void
Vorono¨ı volume is small. Namely, the two definitions for grain volumes do
not capture the void volume around grains in the same way.
Initially, the intention was to derive the density of states, g(v), from the
numerically obtained quadron volume PDFs since P (v) ∝ g(v)e−v/X , and
then use it to calculate the partition function as a function of X. However,
to access g(v) from the volume PDF it is required to identify the Boltzmann
factor e−v/X and thus to identify the value of the compactivity of the numer-
ical data. We evaluated the difference between the inverse compactivities of
the planar packs A and B using four different methods: (i) from the total
volume fluctuations; (ii) fitting a k-Gamma distribution to the total volume
PDF and to the Vorono¨ı volumes PDF; (iii) from the ratio of the quadron
volume PDFs and (iv) from a quadron equipartition relation. The methods
(i) to (iii) have been proposed and implemented in the literature but (iii)
has not been implemented using the quadron volumes before. The fourth
method uses a quadron-equipartition relation that has been derived in paral-
lel to this work. We compared between the values obtained from the different
methods. To the best of our knowledge, this is the first time that different
approaches to evaluate the compactivity are compared directly. Other than
our initial motivation, the evaluation of the compactivities and the compar-
ison between them are closely related to the subject of testing the validity
of the statistical-mechanical approach and also to the subject of correlations
among the local volumes, e.g. the quadron volumes.
If the compactivities XA and XB obtained from the different methods
are similar, that would lend strong support to the statistical-mechanical ap-
proach. However, the current study has no conclusive results because we
have only two macrostates and thus the evaluation of their compactivities
from their total volumes is not accurate or not possible. Particularly, in
method (i) we have made a crude approximation (recall figure 6.5) for the
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lack of additional macrostates. In (iii), having more macrostates would have
made it possible to have overlapping total-volume PDFs and thus obtain the
compactivities from the total-volumes rather than the quadron volumes. In
(ii), we are not sure that the values obtained for XA and XB are satisfactory
because (1) the k-Gamma distributions do not fit the total-volume PDFs,
at least not as well as the Gaussian distributions in (i); (2) XA and XB are
very similar even though the two packs are expected to have very different
compactivities and (3) the values obtained for k are smaller than expected
and are very similar for both packs. Having more macrostates would make it
possible to compare between the different values of k and see if the k-Gamma
distribution misses the numerical data in the same way as it does for packs
A and B.
The compactivities that are evaluated from the local volumes, i.e. the
quadrons in (iii) and the Vorono¨ı volumes in (ii), are not expected to be the
same as those evaluated from the total volumes because of the existence of
correlations among these volumes [34, 44, 55]. However, we are not sure how
this is manifested quantitatively, i.e. how the evaluated compactivity differs
for different types of volume elements and the correlations among these. The
’ideal gas’ approximation that we assumed when applying the method in (iii)
to the quadron volumes makes it possible to examine the existence of such
correlations. We found that ln[PA(v
q)/PB(v
q)] is linear in vq especially for
large vq indicating that there the ideal quadron-gas approximation is valid
and that there are no correlations among these volumes. Other studies show
that the Vorono¨ı volumes also yield linear relations [44]. It is possible that
the local volumes in our packs, be it the quadrons or the Vorono¨ı volumes,
are not strongly correlated.
Even though we do not have conclusive results, we demonstrated here
a capability to compare between the compactivity obtained from various
methods. A future work should apply these methods to a larger number of
different macrostates. An encouraging result is that even though the different
methods yield different values, XB > XA in all of them, as expected, due to
the higher density of A.
Of all the methods that were examined, the one that uses the quadron
equipartition relation is the most convenient. This relation, which has been
derived in parallel to late stages of this work, involved a derivation of a
general form of the partition function in 2D. The partition function, expressed
in terms of the compactivity, makes the calculation of certain macroscopic
properties, particularly the entropy and the mean volume, straightforward.
However, this remains to be implemented and further investigated. It is
unclear whether or not an equipartition relation can be obtained for 3D
systems since the volume function is no longer quadratic in rq.
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We applied the quadron tessellation to 3D foam structures and demon-
strated that the quadron volumes follow different distributions for different
structures. This adds on the work in [24], which showed that the quadron
volume PDFs in a Vorono¨ı foam and an equilibrated monodisperse foam
(all bubbles have the same volume) are different. Here, however, we demon-
strated that even slight differences in the structure affect the quadron volume
distribution. Particularly we showed that the quadron volumes are sensitive
to differences between two structures that have the same bubble and vertex
topologies and the same bubble volumes. This is because the quadrons are
sensitive to the geometrical shape of the bubbles.
Prior to tessellating the space with quadrons, the cellular structures were
transformed into networks of connected tetrahedra that represent grains of
a granular pack where all the grains have coordination number 4. For this
representative granular packs we demonstrated how the vectors rq of the
quadrons capture relevant features of the microstructure. For example, the
effective throat areas which are relevant to fluid flow are expressed by means
of these vectors. The PDFs of the effective throat areas of different foam
structures were found to be different even though all the structures share
the same grain connectivity (coordination number 4). The PDFs differ in
shape and in the length of their tails. The shape of the effective throat
area PDFs was traced back to the conditional throat area PDFs given the
throat order, P (At|zt). We compared between the conditional PDFs of the
different structures and saw how these can change significantly from structure
to structure.
The throats effective areas are directly related to the permeability of
the structures to fluid flow. We demonstrated how the throat effective areas
influence the permeabilities of these structures using the relation k = cpiR2φb,
which has been derived in the literature for sandstones [103]. This is only an
example, and other ways to determine the permeability of porous materials
from the effective throat areas exist. The statistical mechanical approach
can be employed to account for the shape of the thickened material and the
effect it has on the throats areas.
One of the benefits of the quadron tessellation is that it makes possible
to identify a reciprocal structure where the cells are the grains of the original
structure and the grains are the cells of the original structure. This allowed
us to treat the throats in the original structures as contacts in the reciprocal
structure. The circumferences of these contacts add up to give the length of
the TPB, which is where the three phases – two solid phases and the pore
space – meet in the electrodes of solid oxide fuel cells (SOFC). We arrived at
the conclusion that the TPB is longer for electrodes that are made of elon-
gated grains because they have more contacts relative to spherically-shaped
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grains. The fact that elongated grains have more contacts is already known;
the remarkable thing is that we arrived at this conclusion considering foam
structures and not granular packs and only by using the quadron tessella-
tion. Numerical simulation of electrodes of SOFC use spherical grains since
a simulation with other shapes is computationally costly. For us, arriving at
the conclusion that the TPB is longer for elongated grains did not require a
great computational effort.
We examined an aspect of the compactivity as a measure of the scale of
the microstructure. As temperature is a measure of the energy content of a
thermal system, compactivity is a measure of the volume content of porous
structures. Assuming the ideal quadron-gas approximation, we evaluated
the difference between the inverse compactivities of cellular structures that
have statistically the same microstructure but on different scales. The linear
relations we obtained are encouraging as they lend support to the statisti-
cal mechanical approach with the volume playing an important role in the
weighted probability, i.e. P ∝ e−v/X .
We have improved on the enumeration of the DoF by considering the
contact points rather than the vectors rq. Using the contact points, the count
of the DoF is more straightforward than trying to count the independent rq
vectors, especially in 3D. We found the number of degrees of freedom to be
NDoF = d
z¯N
2
, where d is the dimension, N is the number of grains and z¯ is the
mean grain coordination number. In 2D, this gives the same result as that
obtained from the enumeration of independent rq vectors, i.e. NDoF = Nz¯.
The performance of the porous electrodes in fuel cells is influenced to a
great extent by their microstructure. Therefore, the design and manufacture
of electrodes with an optimal structure remains an important challenge in
fuel cell technology. The current efforts in this respect are made in 3D imag-
ing of electrode samples using techniques like FIB-SEM or X-ray micro-CT.
Then structural properties such as the TPB length and the surface area are
recovered from the digitally reconstructed electrode. These properties can
then be compared to the electrode performance and processing to establish
correlations between them. Other efforts include numerical simulations of
the structure of electrodes. This is achieved by simulations of granular packs
of spheres, which are then expanded to overlap each other to simulate sinter-
ing. However, the main barriers still remain the difficulty to quantitatively
assess the microstructure and establishing links between the microstructure
and performance. We have implemented the initial stages of a plan that
aims to achieve this goal with a new approach. We studied aspects of the
quantification of the microstructure by means of quadrons and aspects of the
statistical mechanical formalism which makes it possible to obtain macro-
scopic structural properties from the microscopic features.
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Even though we have not fully implemented the statistical mechanical
approach by calculating macroscopic structural properties as expectation val-
ues, we have arrived at an important conclusion from the application of the
quadron tessellation to 3D cellular structures: the length of the TPB is influ-
enced by the number of contacts among the grains and this can be maximised
by using elongated grains rather than grains with spherical-like shapes.
8.2 Future work
A future work should evaluate structural properties, such as the TPB, as
expectation values of an ensemble of configurations. This constitutes the next
stages in the programme. It will be desirable to demonstrate a capability to
calculate macroscopic structural properties as expectation values with the
weighted probabilities of the statistical mechanical approach. One of the
challenges is to find the functional form of the density of states and see how
it varies for different generation protocols of porous structures. This requires
a capability to evaluate the compactivity of these structures. Hence, further
verification of the validity of the methods used to evaluate the compactivity
is required. The four methods discussed in chapter 6 should be applied to a
large enough number of macrostates to make the results more precise and to
make possible a better comparison between the evaluated compactivities.
Other than this, it will be desirable to apply the quadron quantification to
2D granular packs that are constructed using different generation protocols
such as shaking, compressing or shearing, and to examine the quadron area
statistics with an emphasis on the conditional quadron area PDFs. This is
in order to learn if the different protocols affect the statistics of the cells
orders. This will indicate if a generation protocol favours the formation of
cells of certain orders. The same thing can be done for packs prepared with
the same generation protocol but that contain grains of different shapes and
sizes. Also, the role of friction in the formation of cells of certain orders and
shapes is a very interesting problem and some works have already addressed
this issue [32, 95], however, it will benefit from further investigations.
It will be desirable to investigate more tetrahedral cellular structures (3D)
and learn about the length of the TPB from their reciprocal structures. To
learn more about the effect of the grains shapes on the length of the TPB,
it will be instrumental to quantify the the grains shapes to be able to make
a better comparison between different structures.
Future work should also be done on more general 3D structures where the
coordination numbers of the grains are not all equal to 4. This requires fur-
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ther efforts in the identification of cells and throats in and a slightly modified
construction of quadrons. The problems that are encountered in the identifi-
cation of cells and throats is not a simple task but once this is achieved, the
quadron quantification can be applied to a variety of 3D structures, which
are more interesting to industrial applications.
It be interesting to compare between the two types of grain volumes –
Vorono¨ı and the quadron-based grain volume – in 3D. This is in order to
learn how the two volumes capture the void space around grains.
In this work we did not evaluate the surface area of the 3D structures al-
though this property is important for the characterisation of the electrodes.
Hence, in the immediate future it will be desirable to demonstrate the cal-
culation of this property using the quadron description.
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Appendix A
Introduction to concepts in
statistical mechanics
Statistical mechanics is that branch of Physics which derives the observable
behaviour of thermodynamic systems, based on the acknowledgement that
matter is composed of (an immense number of) particles. It can be viewed as
the discipline which bridges the gap between the microscopic description and
the macroscopic behaviour of such systems. Properties of a thermodynamic
system, such as energy E, volume V and number of particles N , specify its
macrostate. However, at the microscopic level, a large number of possibilities
to arrange the particles still exists, so that the specification of the macrostate
(E, V , N) stays the same. These various configurations of the system at the
microscopic level are called microstates. An ensemble of systems can be
defined, where each member of the ensemble represents a microstate.
When it comes to the microscopic description of a system, specification
is achieved in terms of the degrees of freedom. These form a complete set
of variables which specify a microstate of the system. One can also define a
phase space; this is an imaginary space, where every degree of freedom is rep-
resented by an axis, therefore its dimension is equal to the number of degrees
of freedom. Each possible microstate of the system corresponds uniquely to
one point in this space. When a system switches from one microstate to
another, it traverses the permitted region in the phase space. It should be
noted, that the concept of a phase space applies to classical systems only.
In order to illustrate the above definitions, we consider the example of an
ideal gas. Suppose it is confined to a container of volume V , having energy
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E and N particles. The energy of the system can be divided among the
particles in various ways, and the particles can be in various positions within
the limits of the container. The various ways of arranging the microscopic
picture of the system constitute the set of microstates (the ensemble). In this
case, the components of the momenta and the coordinates of all the particles
{xi, pi} form the degrees of freedom.
Within the framework of statistical mechanics there are three types of
ensembles; each type being related to the constraints that apply to it. Put it
explicitly, the members of a microcanonical ensemble are constrained to have
the same (or almost the same) total energy, volume and number of particles,
while the members of a canonical ensemble are not limited by the value of
the total energy, and the members of a grandcanonical ensemble are also not
limited by the number of particles.
When considering a microcanonical ensemble, the equation that bridges
the gap between the microscopic description and the macroscopic scale is
Boltzmann’s equation. This equation links between the entropy S and the
number of microstates accessible to the system, Ω:
S(E, V,N) = kB lnΩ(E, V,N) (A.1)
where kB is the Boltzmann constant. However, for most thermodynamic
systems, the description by a microcanonical ensemble is mathematically
quite formidable, and physically is not satisfactory (the energy of a system
is hardly ever measured, moreover it is hard to control it and keep it fixed).
A better alternative is delivered by the canonical ensemble. This ensemble
serves as a description of a thermodynamic system, which is in an equilibrium
with a heat reservoir at a temperature T . Such a system is defined by the
parameters N , V and T , which remain fixed. Energy can flow to and from
the reservoir, so that, different microstates may have different energies. The
probability to have a microstate depends on its energy only. If a microstate is
parameterized by a set of values {η0} (the values of the degrees of freedom),
its probability is given by
P ({η0}) = e
−H({η0})/kBT
ZN(V, T )
(A.2)
where the Hamiltonian H({η0}) is equal to the energy of the microstate (the
Hamiltonian is a function of the degrees of freedom which we denote by the
set {η}). Note: The probability depends on the temperature as well, but it
is a property of the thermodynamic system, not of the individual microstate.
The normalization factor ZN(V, T ) is called the partition function and it is
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given by:
ZN(V, T ) =
∫
e−H({η})/kBTD{η} (A.3)
whereD{η} denotes integration over all the degrees of freedom (it is a volume
element in the phase space). Integrating over the whole of the phase space,
the system visits all the accessible microstates.
The partition function can be written alternatively in terms of the energies
H of the microstates instead of the degrees of freedom. This expression will
involve the introduction of an additional factor g(H) – the density of states
around energy H
Z =
∫
e−H/kBTg(H)dH (A.4)
In this way of writing, one considers the probability that the system is in a
microstate with a certain energy, rather than the probability that it is in a
specific microstate. The probability to have a microstate with energy within
the range (H,H + dH) is given by
P (H)dH =
e−H/kBTg(H)dH∫
e−H/kBTg(H)dH
(A.5)
A given macrostate (N , V , E) of a thermodynamic system, at any time, is
likely to be in any one of the extremely large number of distinct microstates.
As time passes, the system continually switches from one microstate to an-
other, so that, over a reasonable span of time, all one observes is a behaviour
averaged over these microstates. Hence, it is reasonable to say that a mea-
sured property of a system f is given by the ensemble average (or expectation
value) < f > of that physical quantity. Using equation (A.2) we have
f =< f >=
1
ZN(V, T )
∫
f({η})e−H({η})/kBTD{η} (A.6)
where f({η}) denotes the value of the physical quantity at microstate {η}.
If the property can be expressed as a function of the energy, f(H), then
f =< f >=
1
Z
∫
f(H)e−H/kBTg(H)dH (A.7)
Using equation (A.6), it can be shown that the mean energy of a system is
expressed in terms of the partition function alone
E = − ∂
∂β
lnZN(V, T ) (A.8)
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where β = 1/kBT . In fact, the rest of the thermodynamic properties can be
derived from the partition function ZN(V, T ) by using equation (A.8). For
instance, the free energy A = E − TS is given by:
A = − lnZN(V, T )
β
(A.9)
from which the entropy can be derived by S = kBβ
2 ∂A
∂β
.
Before concluding, we would like to consider the example of an ideal gas.
In this case, the particles (e.g. atoms) do not interact, and the energy of the
system is the sum of the kinetic energies of the N particles
H({q, p}) =
N∑
i=1
p2i
2m
(A.10)
Here, the set {q, p} denotes the particles’ coordinates and momenta. The
partition function in this case is
ZN(V, T ) = C
∫
e−(β/2m)
P
i p
2
i
N∏
i=1
(d3qid
3pi) (A.11)
where C is a constant that corrects the number of microstates (it comprises of
a factor that counts the number of states in a unit volume of the phase space,
and a factor that takes into consideration that all the particles are identical).
We note that since the total energy does not mix between the coordinates
and momenta of different particles, this integral is simply a product of N
identical integrals. Thus, we have
ZN(V, T ) = z
N(V, T ) =
(∫
e−(β/2m)p
2
d3qd3p)
)N
(A.12)
and z(V, T ) is the partition function of a single particle (choosing dimensions
in which C = 1).
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