The observations of the quasar 3C 273 taken with the Goddard High Resolution Spectrograph in 1991 February are presented here. We have included both the reduced raw data, and smoothed and deconvolved spectra. Also, a list of observed absorption lines is presented. The data comprise 11 spectra, including 1 low resolution observation and 10 medium resolution observations. The wavelength region covered ranged from about 1150 to 2820 Á, but was not all inclusive. The procedures used to obtain and reduce the data, including corrections for fixed pattern noise, compensation for the effects of spherical aberration in the HST primary mirror, and objective detection of weak absorption lines, are described. We also have included a short discussion on the detection of galactic Ni II and Virgo cluster metal lines.
INTRODUCTION
The Goddard High Resolution Spectrograph (GHRS) Investigation Definition Team (IDT) has set aside some of its guaranteed time to perform observations of an atlastype nature, the time required for which might be prohibitive for General Observer proposals. The first of these so-called team projects was a comprehensive survey of the spectrum of the quasar 3C 273 performed as Guaranteed Time Observer (GTO) proposal No. 1140. We present here details of both the observational procedures used and the steps taken in reducing the data. Morris et al (1991) have interpreted the GHRS observations of 3C 273 as indicating a substantial number of Lyman a forest lines at low redshift values with the number being a factor of 4 or more higher than some predictions. The data reduction reported here fully supports their conclusion. Savage et al (1992) have reported on the galactic halo gas observations from these spectra.
DATA REDUCTION 2.1 Description of Observations
In this section, we delineate the observing strategies we used to acquire and calibrate the spectra of 3 C 273. These details are presented mainly to facilitate the explanation of the reduction procedure. While the specifics of observing ^HRS Investigation Definition Team. 2 GHRS Science Team. strategies will change depending on the particular target and goals of the study, the techniques described here are generically applicable to most GHRS observations. Details of the design and capabilities of the GHRS are given in the GHRS Instrument Handbook (Duncan & Ebbets 1989 ) and also in the Final Report of the Science Verification Program of the GHRS for the HST published by Ball Aerospace (Ebbets 1992) . Briefly, the instrument is sensitive in the wavelength range from about 1050 to 3200 A, with three spectral resolutions of, nominally, 2000 (low), 20 000 (medium), and 100 000 (high). Optical elements consist of target acquisition mirrors, gratings, and an echelle (which in combination with two cross dispersers produces echelle modes for both detectors), and are situated on a carousel which is rotated to place the appropriate element in the optical path. The instrument has two 512-diode linear array, photon counting digicon detectors, each with different photocathodes to provide for maximum sensitivity in different wavelength regions, although only the "side 2" detector is currently available. Of the 512 diodes on each detector, 500 are used for science observations while the other 12 perform a variety of measurements including background light, high-energy particles, and target aquisition image mapping.
The spectra presented in Figs. 1-11 were all taken using the GHRS 2 arcsec by 2 arcsec Large Science Aperture (LSA), 1991 February 23, and correspond to observations described in Table 1 (see below) . One advantage of using the LSA instead of the Small Science Aperture (SSA) is that spherical aberration only reduces the amount of light that enters the detector through the LSA to about 70% of the total light collected by the primary mirror. The use of the larger aperture also reduces the effect of the spacecraft jitter on the final spectrum. A disadvantage is that the image of the LSA on the diode array is about 8 diodes wide, so the full resolving capabilities of the GHRS are not utilized. The top spectrum in each set of two represents the fully reduced data without any smoothing or correction for geocoronal Lyman-a emission. The statistical error vector is presented below the spectrum on the same scale. Underneath each uncorrected reduced spectrum we show the same observation after deconvolution to remove the effects of spherical aberration. Details of the deconvolution are presented below.
A log of the observations is given in Table 1 . Data for each observation listed in this table, specified according to rootname, can be obtained from the Space Telescope Science Institute (STScI) by contacting the User Support Branch at ST Scl. While the column headings are selfexplanatory, the entries in each column warrant further explanation. The entry "MN2" in the "Grating/Mirror" column refers to target acquisition mirror N2, which is the most sensitive mirror on the GHRS and is used with the long wavelength detector, D2. The DefCal, Map, and Peakup comments for observations using MN2 refer to the target acquisition procedure used. Defcal refers to a deflection calibration, the standard procedure for target acquisitions. Peakup is a null balance procedure used to center the target in the aperture. The map is a raster scan of the LSA by one of the digicon's focus diodes in order to confirm the pointing of the telescope. A surface plot of the intensity recorded by the final map is shown in Fig. 12 . The target appears to have been well centered in the aperture by the flight software. The target's slightly asymmetrical appearance is due to the shape of the N2 mirror. The names of the gratings shown in Table 1 give the approximate center wavelength of the grating in nm, and the resolution (M =medium and L=low). The apertures are given as either the LSA, or as SCI or SC2 (spectral calibration lamps 1 and 2, explained below).
For each grating used, a wavelength calibration observation (WAVECAL) was performed. This involves observing a hollow-cathode platinum-neon lamp, which is a rich source of UV emission lines. These lamp spectra are then compared to a library of laboratory-derived line positions, and a highly accurate set of dispersion coefficients is derived for that carousel position. The line positions were measured at the NIST in Gaithersburg, MD (Reader et al. 1990 ). After taking one spectrum at the carousel position of the WAVECAL, subsequent spectra were alternated with WAVECAL/SPYBAL observations, also known as "Spectrum Y Balance" observations, which center the spectrum on the diode array in the direction perpendicular to the wavelength dispersion direction (the so- called "Y" direction). These SPYBAL observations are also used to correct for any wavelength drifts that have occurred since the previous observation. The positioning of the carousel is accurate to about one-quarter of a diode, so
Fig. 12. Surface plot of intensity map of target in aperture. The data presented here were acquired in the mapping observation Z0GU0106T, after the peakup operation which centered the target in the LSA. The location of the peak intensity shows that the target was well centered in the aperture.
the WAVECAL has an inherent uncertainty of the same amount. Further uncertainties are caused by thermal drifts and geomagnetically induced motion. The extent of these two effects were minimized by the fairly short exposure times. Each can cause a ±0.5 diode error over a full orbit, but over the approximately 10 min time span of each observation (including the accompanying WAVECAL or WAVECAL/SPYBAL) should not produce more than a quarter diode uncertainty. Merging the data bins by cross correlation also helps to reduce the contribution of the geomagnetic drift (see below). With the procedure described here for wavelength calibration, we estimate thatthe wavelength accuracy for a LSA observation is currently about 0.5 diodes or roughly 0.04 Â for the medium resolution gratings (0.3 Â for G140L); see Lindler ( 1991 ) . The spectra were taken using both substepping and FP splits (fixed pattern splits). The substepping provides samples spaced by quarter-diode intervals by magnetically deflecting the image on the diode array between the integrations for each substep. The FP-split technique involves rotating the carousel which holds the grating by one encoder step and taking another exposure. This shifts the image about 5 diodes per step and thus allows a different 1993AJ 105. . 831B 840 BRANDT ET AL. : 3C273 840 A further technique used in these observations to average out any nonuniformities is "Comb Addition." This standard observing strategy changes the location of the spectrum on the diode array after every substep pattern cycle by one diode. The substep pattern is then repeated and shifted again. After four of these shifts, the spectrum is returned to the original diode position and the entire cycle repeated. This allows each position on the photocathode to be sampled by four adjacent diodes, thus averaging out any diode-to-diode nonuniformities (including the few inoperative diodes in the array).
Reduction Techniques
The raw readouts from the spacecraft include doppler correction for the orbital motion of the observatory. An example of the header record of a raw data file for one particular FP-split spectrum is given in Table 2 . The "id-''signifies the record type, as given in the third column. As noted, the raw data are contained in records \x, where x denotes the bin number. For a FP-split observation, bins 1-4 contain the spectral data for each of the 4 substeps, while bins 5 and 6 contain observations of the background. Records lx, where x again denotes the bin number, contain the error vectors (also known as the "epsilon vector") corresponding to the FP split and background data. This error vector will note any anomalous data points (such as those due to telemetry errors) which should not be used in subsequent processing. The number of readouts for each of the four raw data and statistical error vectors is equal to 4 because there were 4 different carousel positions used for each bin (the FP-split technique).
We then applied corrections for paired pulses, thermal drift, known diode response, vignetting, and the calibrated sensitivity of the detector. This was done using the IDL routine CALHRS, generated by the GHRS IDT. The sensitivity curves used by CALHRS were derived from observations taken around the time of these observations, so the fluxes given here should be fairly accurate. The accuracy of our measured flux is limited by the accuracy of the IUE fluxes used to calibrate the GHRS and should therefore be good to ±15%. Nonuniformities in the photocathode were later removed by merging the FP splits (see below). The version of CALHRS which was used for these calibrations was current as of 1992 January 5. The ST Scl also has an IRAF version of this calibration routine, which is generally available. These routines are continually being revised and updated, but at the time these data were analyzed, both routines gave the same results. The calibration files which were used with the IDT version of CALHRS as well as the corresponding ST Scl files are given in Table 3 . Anyone wishing to reduce the data in the same manner as is presented here will likely need to request these calibration tables from the ST Scl.
Each of the substepped spectra consist of 500 flux values, one for each of the 500 silicon diodes used in detecting photoelectrons. Thus, the quarter-stepped substepping pattern is merged to yield a 2000 point flux vector (with corresponding wavelength and statistical error vectors). The selection of the best niethod for recombination of the 4 FP splits is not quite as objective. There are three possible strategies: ( 1 ) calculate the expected wavelength shift relative to the first observation from the dispersion coefficients (the so-called "standard merge"); (2) find a single strong feature and shift to match its location ("centroid merge"); and (3) calculate the cross correlation for the four spectra and shift to maximize the similarity.
The results for the three methods are shown in Fig. 13 for one FP-split observation. For each of the plots labeled centroid merge, we attempted to centroid the large feature at 1297 A. We show here three independent attempts to align the FP splits by centroiding. We emphasize that in each case we used the same procedure to attempt to align the large feature at 1297 Â. As evidenced by the altered appearance of the feature near 1275 A, small errors in the selection of left and right line edges can have a large impact elsewhere in the observation. Thus we concluded that the "centroid" method was not satisfactorily reproducible for 1993AJ 105. . 831B 841 BRANDT ET ÁL. : 3C273 841 zref$b9i 1429hz.r4h our purposes. An advantage that the cross-correlation method has over the standard method is in reducing the effect of the geomagnetic drift. Since the drift is a slowly varying function of time (from the point of view of the detector) it behaves like an offset between each of the four splits. The cross correlation automatically removes this effect. The only drawback to using this method to merge FP splits is that noisy spectral lines may come out artificially narrowed if the noise spikes are pathologically placed. For all of the spectra in Figs. 1-11 we have used the crosscorrelation method of combining the FP splits. The cross-correlation method is realized in three steps. First, the center of the region common to all four FP splits is calculated, the normalized mean and variance correlations are calculated, and the necessary shift in each of the four wavelength vectors is found. Next, these shifts are applied to the wavelength vectors to produce a single wavelength vector which spans the entire region covered by the four FP splits. Finally, the flux vectors are merged and the statistical errors are propagated from each FP split. Where all four FP-split observations overlap, the noise has been significantly reduced. The ends of the spectrum-which contain only the contributions of three, two, or one of the FP splits-have correspondingly larger relative errors (and thus smaller signal-to-noise ratios).
ABSORPTION LINES
The procedure for finding absorption lines depends sensitively on the choice of continuum. We calculated the continuum using an iterative method. As an initial estimate for the continuum level, we removed the obvious absorption features and then the spectra were each fit with a cubic spline. We then removed any points which were more than 2a away from the spline and recalculated the fit. This procedure was repeated until no new points were removed. An example of the continuum for one dataset is given in and computes the equivalent width of the feature by direct integration. The program also computes from the statistical error vector the uncertainty in the equivalent width, a p , due to photon counting statistics. To estimate the uncertainty in the equivalent width that is due to continuum placement uncertainty, cr c , a smoothed version of the error vector is first created by removing any strong downward excursions due to strong absorption features or strong upward excursions due to radiation events. The error <r c is then taken as the difference in the equivalent width of the absorption feature incurred by raising or lowering the entire continuum by the amount of 0.4 times the smoothed noise spectrum. The total uncertainty in the equivalent width, cr w , is then the sum of a p and a c in quadrature. Fig. 14. An example of our spline fit continuum.
Numerical simulations have shown that this procedure provides a reasonable estimate of the uncertainty in equivalent width measurement (Sembach et al. 1991) . Lines whose total EW was more than twice the uncertainty a w were reported as real. These lines are presented in Tables 4  and 5 . We have also included the line list from the Faint Object Spectrograph CFOS) observations reported in Bahcall et al (1991a) for comparison (Table 6 ). Figure 15 shows the equivalent widths measured from the FOS, our medium resolution observations and our low resolution data for all absorption lines which appear in at least two of the three datasets. There appear to be no obvious systematic differences over the entire wavelength range between the three sets of observations, although there are a few cases of disagreement.
DECONVOLUTION
We have used observations by the Faint Object Camera (FOC) of point sources as the basis of our point spread function (psf) for deconvolution. Three observations, using filters centered at 1400, 1700, and 2100 À, were rebinned to the same angular resolution as our quarterstepped spectra. We then normalized the stellar profile for use as a psf. 
a Line is on the wing of galactic damped Ly-a absorption, so equivalent width is extremely uncertain. b Broad feature symptomatic of noise.
There are three main deconvolution schemes currently popular for deconvolving spectra: Jansson's method, Block Iterative, and the Lucy-Richardson algorithm. All three methods are discussed in Ebbets (1992) and Gilliland et al (1992) and we direct the interested reader to those sources; see also, Gilliland (1990a,b) and Lindler (1990) . We have used the Lucy-Richardson deconvolution technique (Lucy 1974) since it seems to be inherently more stable than other methods. It also has the advantage of not overly enhancing features on scales smaller than the psf,thus the noise level grows only slowly. After ten iterations, the noise appeared to be getting more amplification than the spectral signatures, so we stopped the calculation. This somewhat arbitrary limit on the number of "best" iterations was used in all the datasets.
The lower panels of Figs. 1-11 show the results of the deconvolution. They are not smoothed, and are thus a bit noisier than their raw counterparts. However, the appearance of the narrow absorption features has improved somewhat. The fairly low S/N of these observations limit the improvement that can be gained by deconvolution. The greatest gain from the deconvolution is in the low resolution observation (Fig. 1) which had a much higher S/N than the medium resolution spectra. The S/N for the low resolution spectrum was around 30, while the medium resolution observations had only a S/N of 10. Figures 16 and  17 show the low resolution and one of the medium resolu- tion observations after deconvolution and smoothing with a 5 point median filter.
PREVIOUS OBSERVATIONS
We have included an IUE spectrum of 3C 273 from the catalog of Kinney (1991) for comparison (Fig. 18) . The obvious advantage of the IUE spectrum is the large wavelength coverage, but with a much lower resolution than the GHRS spectra. Morris et al (1991) also reported analysis of the same data which we present here. However, due to the nature of their paper, they were only able to present the low resolution spectrum and one medium resolution spectrum, and few details of the reduction process. Their paper does contain interpretive conclusions concerning the Ly a forest which we will not rediscuss here. However, the data pre-1993AJ 105. . 831B 844 BRANDT ET AL. : 3C273 844 sented here support the conclusions of Morris et al. ( 1991 ) concerning the Lyman a forest. Bahcall et al (1991a) also reported Space Telescope observations of 3 C 273. Their data were acquired with the FOS. Although lower resolution than the GHRS data, their data cover the wavelength range from 1150 to 3300 Á with only a 50 A gap between 1600 and 1650 A. Their conclusions regarding the Lyman a forest agree with Morris^ a/. (1991).
TWO SCIENTIFIC ISSUES
While the primary objective of this paper is to present the detailed data and a full account of the reduction procedure, we address very briefly two scientific points.
FIG. 15. Comparison of equivalent widths from FOS (asterisks)
, low resolution GHRS (triangles), and medium resolution GHRS (diamonds) including lu error bars. For clarity of presentation, a nonlinear wavelength scale is used.
6.1 Is Galactic Ni II Detected in SC 273? Bahcall et al. (1991a Bahcall et al. ( , 1991b identified a line at A1317.08 Á with a measured equivalent width of 0.292 ± 0.096 A. This is very close to the laboratory wavelength of a Ni II transition at A1317.22 Â (Morton 1991) . However, Bahcall et al identified this line as a Ly a forest line, presumably rejecting the Ni II identification because of the failure of the FOS observations to detect other Ni II resonance lines with comparable log A/ values, especially a line with a laboratory wavelength of A1370.13 A and a virtually identical value of log A/. Curiously, by contrast, Morris et al detected a line at A 1370.01 A in the G160M data, which they identified with Ni II A1370.13 Á, but failed to detect the corresponding Ni II A1317.22 A line, though they suggested that the G140L deconvolved spectrum gave some hint of its presence. In an attempt to investigate this situation further, three of us (M. S.,B. D. S.,R. J. W.) have each made a special search for lines, setting the detection significance threshold at a level lower than that used for the lists of Tables 4 and 5 . We carried out independent measurements of the regions around A1317 A and A1370 A in both the G160M and G140L spectra involving three independent continuum fitting and line-detection algorithms. The ones used by R.J.W. were part of the JASON package developed by Schneider (Schneider et al 1992) and kindly made available to us. We conclude that the A1370 Á feature found in the Fig. 18 . Low dispersion IUE Spectrum of 3C 273 from Kinney (1991) .
G160M data is almost certainly real, although its strength is uncertain. It appears to be marginally present in the G140L spectrum as well. If this line is indeed galactic Ni II we can compare its observed wavelength with that expected by assuming that it has zero velocity in a frame defined by either the chemically similar Mn II lines of moderate strength in the G270M data or the two rather strong S II lines in the G160M spectrum which are unblended. These two assumptions yield differences in velocity between the expected and observed positions of this line of + 15 and -9 km/s, i.e., excellent agreement, given the approximately 15 km/s per pixel resolution of G270M. Adopting this identification and its observed wavelength, the predicted observed wavelength of the A1317 A Ni II line is A1317.10 Á, in very good agreement with the wavelength measured by Bahcall et al However, there is only marginal evidence for a feature at this wavelength in either our G160M or G140L data. Figure 4 shows that there is a weak asymmetric feature whose minimum coincides with the expected position of the line, but the blue half is missing. Until additional high resolution data are obtained of this spectral region this issue cannot be fully resolved. In our view the most probable situation is that the Ni II lines are present, but at equivalent widths of only ~ 50 ± 25 mA. Thus, one of the lines was detected in the G160M data and the other was not. None of the Ni II lines would normally be expected to be seen in the FOS data; the measured equivalent width of the A1317 Á feature in the FOS data appears to have been anomalously high, as a feature this strong would have been detected at a very high level of
The discovery of Ly a lines at very low redshifts (which roughly coincide with the redshift of the Virgo cluster) in the line of sight to 3C 273 has prompted considerable speculation over the nature of the absorbers responsible for these features. It is of interest to ask whether there is any indication of metal line absorption at these same redshifts. If a significant fraction of the hydrogen in these absorbers is neutral, then we do not expect to see any counterparts in either the C IIA1334 À line or the Mg IIA2800 Â doublet, since this would require very strong Ly a lines even for normal abundances, and indeed we see no indication of such transitions in our data. However, it is conceivable that if the material is highly ionized, most of the carbon may be in the form of C IV while the fraction of neutral hydrogen is small enough that the C IV counterparts to the two low redshift Ly a lines detected in the FOS and G140L spectra might be detectable, in spite of the large H/C abundance ratio. Using the mean of the observed FOS and G140L wavelengths for the two Ly a clouds, the C IV A1548.19, 1550.70 A transitions corresponding to the A1220 A Ly a line should occur at A 1553.0, 1555.6 Á, while for the A1222 A Ly a line the expected positions are at A 1556.5 and A 1559.1. The last of these four falls beyond the red edge of the G160M exposure of this region (see Fig. 8 ), but the first three are accessible. Assuming these lines to be unresolved and unsaturated we estimate upper limits to any feature at A 1553.0 to be 50 mA with a corresponding CIV column density of 1.2 X10 13 cm -2 for the C IV counterpart to the Ly a A1220 Â line. Similarly, an upper limit of 60 mA at A 1556.5 yields an upper limit to the column density of 1.5X10 13 cm -2 for the C IV counterpart to the Ly a A1222 Â line.
A quantitative interpretation of these results must await the completion of our G160M survey of 3C 273 which 846 includes an exposure covering the A1220, 1222 A lines in cycle 2, which will enable estimates of the H I column density in these two clouds to be made. For illustrative purposes, consider a H I column density of 10 14 cm -2 . Songaila et al ( 1989) have estimated an upper limit on the intensity of ionizing photons by measuring the H a flux produced in optically thick clouds, while Maloney ( 1992a) has suggested, on the basis of the sharp edges of H I clouds found in 21 cm studies, that the actual value is at about this estimate. Further, if we adopt the calculations of Madau (1992) for the shape of the background flux at zero redshift, and use the Songaila et al estimate, then we can calculate the fraction of hydrogen which is neutral and the fraction of carbon which is C IV as a function of the total gas density in the cloud. We find that the fraction of C IV reaches a peak value of about 0.5 at a particle density of about 10 -4 cm -3 at which point the neutral hydrogen fraction is only ~2xl0 -4 . This almost exactly compensates for the solar H/C abundance ratio. Maloney (1992b) further suggests that extensive outer gaseous halos or disks, ionized by the background radiation, could give rise to the Ly a lines. The characteristic scale (along the line of sight) required to produce a H I column density of order 10 14 cm -2 is a few kpc, which is not unreasonable for the scale height of such an outer disk supported by the thermal pressure of the ionized gas. With some improvement in the S/N, under these assumptions, C IV could be seen even for a carbon abundance significantly less than -0.1 solar, which is not atypical for dwarf irregular galaxies. An attempt to obtain improved data to check for the presence of C IV in the systems defined by the stronger Ly a lines would seem worthwhile.
This work was based on observations with the NASA/ ESA HST, obtained at the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA Contract No. NAS5-26555. 
