A basis of the cycle space C(G) of a graph G is h-fold if each edge of G occurs in at most h cycles of the basis. The basis number b(G) of G is the least integer h such that C(G) has an h-fold basis. MacLane 
Introduction
Let G be a graph, and let e 1 , e 2 , · · · , e q be an enumeration of its edges. Then, any subset S of E(G) corresponds to a (0, 1)-vector (a 1 , a 2 , . . . , a q ) ∈ (Z 2 ) q with a i = 1 if e i ∈ S and a i = 0 if e i / ∈ S. Let C(G), called the cycle space of G, be the subspace of (Z 2 ) q generated by the vectors corresponding to the cycles in G. We will identify the elements of C(G) with the corresponding subsets of E(G). It is well known that if G is connected, then the dimension of C(G) is given by the following formula:
dim(C(G)) = q − p + 1 where p and q denote, respectively, the number of vertices and edges of G.
In fact, if T is a spanning tree in G and for every e ∈ E(G) \ E(T ) we denote
by C e the unique cycle with E(C e ) ⊆ E(T ) ∪ {e}, then the collection B T = {E(C e ) : e ∈ E(G) \ E(T )} forms a basis of C(G), called the fundamental basis corresponding to T .
Let B be any basis of C(G), and h be a positive integer. We say that B is h-fold if each edge of G occurs in at most h cycles of B. The basis number of G (denoted by b(G)) is the smallest integer h such that C(G) has an h-fold basis.
The first important result concerning the basis number of a graph was the following theorem of MacLane [3] .
Theorem 1 A graph G is planar if and only if b(G) ≤ 2.
Schmeichel [4] proved that there are graphs with arbitrary large basis numbers, and generalized the "only if" part of Theorem 1 by showing that
for any graph G, where γ(G) is the genus of G. Moreover, Schmeichel [4] proved the following result.
Theorem 2 For every integer n ≥ 5, the basis number of the complete graph K n is equal to 3.
Note that Theorems 1 and 2 imply that the basis number of any complete graph is at most 3.
Let K d 2 be the d-dimensional hypercube, that is, the d-th cartesian power of the complete graph K 2 . Banks and Schmeichel [2] proved the following result about the basis number of the hypercube. In this paper, we are interested in establishing an upper bound on the basis number of the d-th cartesian power of any complete graph.
For completeness, let us recall the definition of the cartesian product of two graphs. The product G × H of G and H is the graph with V (G) × V (H) as the vertex set and (g 1 , h 1 ) adjacent to (g 2 , h 2 ) if either g 1 g 2 ∈ E(G) and
Ali and Marougi [1] proved the following result on the cartesian product of graphs.
Theorem 4 For any two connected graphs G and H, we have
where T G denotes a spanning tree of G with maximal degree as small as possible, and ∆(T G ) denotes the maximal degree of T G .
Applying Theorems 2 and 4, we get easily the following two corollaries.
Corollary 5 For every n ≥ 2 and k ≥ 0, we have
Proof. It follows from Theorems 1 and 2 that b(
and since any power of a complete graph is hamiltonian, it follows from Theorem 4 that
and the proof is complete.
Corollary 6 For every n ≥ 2 and d ≥ 1, we have
Proof. We show, by induction on k, that if d is an integer satisfying 2
For k = 0 and k = 1, the claim follows from Corollary 5. Assume that k ≥ 2, and that our claim holds for smaller values
so it follows from the inductive hypothesis that b(K
Using Theorem 4 and the fact that any power of a complete graph is hamiltonian, we get 
Preliminary lemmas
Let n ≥ 2 be a fixed integer. We are going first to define, recursively, a collection B d of cycles in K d n , for every d ≥ 1. We will show later that B d is a 9-fold basis of C(K d n ) . It will be convenient to think of the vertices of K d n as d-tuples of n-ary digits, i.e., the elements from the set {0, 1, . . . , n − 1} with two such d-tuples being adjacent if and only if they differ at exactly one coordinate.
Given i ∈ {0, 1, . . . , n − 1} and a vertex u = (
that is obtained from u by adjoining the digit i at the end, i.e., let
If G is any subgraph of the graph K 
be a sequence of integers defined recursively as follows. Take
and for d > 1, define τ d by:
Then, for example, we have
).
We will use the sequence τ d to define a Hamiltonian path in K 
be the τ d−1 -sequence starting at w 1 . It follows from the definition of τ d that 
Then the sequence
Clearly, the graph J i is isomorphic to K n for each i. As we saw earlier,
For every i ∈ 1, 2, . . . , n d−1 − 1 and j ∈ {0, 1, . . . , n − 2}, let C i,j be the following 4-cycle
, and let 
To show that B d is a 9-fold basis of C(K d n ), we will need some prelimary results.
Let d ≥ 2 be an integer. Assume that
is the τ d−1 -path. For every i ∈ 1, 2, . . . , n d−1 − 1 and every j, k ∈ {0, 1, . . . , n − 1} with j = k, let C i,j,k be the following 4-cycle
Note that C i,j,(j+1) is equal to the cycle C i,j defined before. Let
Recall that J n d−1 is the subgraph of K d n induced by the set of vertices
by adding the digit i at the end of each vertex of each cycle, then the collection
Proof. Let R d−1 be any basis of K d−1 n and let
edges, and so
Thus
and
Moreover, we have
Therefore
Thus to prove that R d is a basis of C(K 
. Therefore S must include at least one cycle E d , i.e. there are i ∈ 1, 2, . . . , n d−1 − 1 and j, k ∈ {0, 1, · · · , n − 2} with j = k such that
We claim that C 1,j,k ∈ S. Indeed, if i = 1, then we are done. If i > 1, then since C i,j,k contains the edge w
and the only other cycle in
Continuing by induction we get C 1,j,k ∈ S, and so the proof of the claim is complete.
Since the cycle C 1,j,k contains the edge w i.e., let
Note that the graph G d is isomorphic to the cartesian product of the complete graph K n with a path of length n d−1 .
Lemma 10 The union
Proof. Since for each i ∈ 1, 2, . . . , n d−1 the graph J i has n(n − 1)/2 edges, it follows that
Since D d consists of n d−1 disjoint copies of a basis of K n , it follows that
Since
we conclude that 
We claim that C i,1 ∈ S. Indeed, if j > 0, then the cycle
is the only other cycle of
i+1 . Since C i,j ∈ S, it follows that C i,j−1 ∈ S. Continuing by induction, we see that S must contain the cycle C i,1 , and so the proof of the claim is complete. 
Proof of the main result
The aim of this section is to prove Theorem 7. It suffices to establish that 
It follows from (2) and (1) that
Therefore, to prove that B d is a basis of
Since it follows from Lemma 9 that
Given k ∈ {0, 1, . . . , n − 1}, an edge e of K d n is said to be of type k if and only if the vertices of e differ in exactly the k-th coordinate. Two edges e 1 and e 2 of K d n are said to be k-correspondent if and only if the two vertices of e 2 can be obtained by changing the k-th coordinate of the vertices of e 1 .
The edge e 2 is an k-successor of e 1 if and only if the k-coordinates of the endpoints of e 2 are obtained from the k-coordinates of the endpoints of e 1 by adding 1 modulo n. Note that if two edges of K d n are -correspondent, then they must be of the same type k, with k = .
Assume that d ≥ 3. Recall that, for each i = 0, 1, . . . , n − 1, the path Proof. Let α d be the sequence defined by for every j such that both e j,k and e j,k exist.
Proof. Assume that k ≤ d − 2 and that j is such that both e j,k and e j,k exist. Let u, v be the endpoints of e j,k (with u appearing before v in W d ) and u , v be the endpoints of e j,k (with u appearing before v in W Proof. For every i ∈ 1, 2, · · · , n d−1 − 1 let C i,n−1 be the 4-cycle
i , w (n−1) i , and let
Define recursively the collection B d of cycles in K d n by B 1 = B 1 and
where 
