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Em 1878, William Kingdon Clifford publicou o artigo Applications of Grass- 
mann’s Extensive Álgebra no qual definiu uma Álgebra gerada por
1, a i,..., an
sujeito as condições
flj — 1, QjQj —
Assim como nas Álgebras Exteriores já definidas por Grassmann, sua álge­
bra tem dimensão 2".
As Álgebras de Clifford tem aplicação, entre outras, na teoria spinorial. 
Richard Brauer e Hermann Weyl[5], em seu trabalho intitulado Spinor in n 
Dimensions, (1934) utilizaram as Álgebras de Clifford para obter represen­
tações matriciais para o grupo das rotações em dimensão n.
Já em 1954, Claude Chevalley generalizou a teoria das Álgebras de CliÇord e 
suas aplicações, considerando uma forma quadrática Q definida em um espaço 
vetorial F  de dimensão finita sobre um corpo de característica arbitrária, até 
mesmo dois [5]. Alguns anos mais tarde, B.L.van der Waerden [4] simplificou 
as construções de Chevalley.
a *
As estruturas de Álgebra Exterior e Álgebra de Clifford se relacionam por 
um isomorfismo de espaço vetorial. Se a forma quadrática a que se refere 
Chevalley é degenerada (Q (v) =  0, Vv e F ), a Álgebra de Clifford de F  é a 
própria Álgebra Exterior para o espaço F.
Sabemos que as Álgebras Exteriores são construídas como imagem do ope­
rador alternado [seção (2.7.2)]. Alexander Yastrebov [2] construiu uma Álgebra 
Cq para um espaço vetorial F  como imagem de um operador alternado Aq, 
definindo sobre Cq um produto (•), tal que Cq =  Im{AQ, •) é isomorfa como 
álgebra à Álgebra de Clifford para F. E a construção deste operador e do 
isomorfismo entre CQ e a Álgebra de Clifford que se refere este trabalho.
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No segundo capítulo, definimos as estruturas algébricas e propriedades 
necessárias aos capítulos seguintes. O terceiro é reservado a construção das 
Álgebras de Clifford pelo procedimento habitual, e a relação existente entre 
estas e as Álgebras Exteriores. Finalmente, no quarto capítulo tratamos do 
objetivo principal deste trabalho, que é definir o operador alternado que de­
pende da forma quadrática e definir o isomorfismo entre a Álgebra de Clifford 




No presente capítulo estão selecionados resultados e definições necessá­
rias no decorrer do trabalho. Inicialmente definiremos formas bilineares e
/
quadráticas sobre espaços vetoriais e, a seguir, a estrutura de Álgebra sobre 
um corpo K  . Seguimos com a definição de Produto Tensorial e a construção 
das álgebras Tensoriais e Exteriores.
2.1 Formas Bilineares e Quadráticas
2.1.1 Formas Bilineares
Definição 2.1 . Seja V  um espaço vetorial sobre um corpo K. Então um em
V é uma aplicação / : V  —¥ K  tal que
} (x  +  y) -= f (x ) +  f  (y)
e
f(ax ) =  a f(x )
para todo a 6 K, Vx, y 6 V.
Esses funcionais constituem o espaço vetorial dual a V  denotado por 
V*, com estrutura definida pelas relações
(i) (/ +  9){x) =  f (x ) +  g(x);
(ii) (a f)(x ) =  af(x).
Tal espaço será chamado simplesmente espaço dual de V.
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Considere {e*, 1 < i < n} base de V  e as aplicações
d* : V  -> K, 1 < * < n;
tal que
<•?!<•,>- { M’ Z J-1 v 3J [  0, s e i f j
Proposição 2.1. Se {e 1; é uma base de V, então { e * , e * }  é uma
base para V* sobre K.
Prova: Seja / G V*, f(e i) =  a, G K, 1 <  * < n, então
n
y ^ e * (e j )  =  ttj =  /(ei). 
j=i
Como uma função linear é determinada pela sua restrição a base, temosn
que / =  aiei*, de onde segue que {e*,..., e*} gera V*.
i=l
Se Yli aieí =  0) então aj — J2 aiei ( ej ) =  0- Logo, {e* ,..., e*} é linearmente 
independente.
Portanto, {e*,..., e*}  é base de V*. □
A base {e * ,..., e*} é chamada base dual de {eí } ..., e„}.
Definição 2.2. Uma forma bilinear em V  é uma função
B :V  x V  K
(x ,y )^ B (x ,y )  
tal que para todo x , y, x1, y' 6 V, a G K
(i) B{x +  x',y) =  B(x,y ) +  B(xf,y);
(ii) B(x,y  + y') = B{x,y) +  B{x,y')\
(iü) B(ax,y) =  aB(x,y) =  B(x,ay).
Observação. As formas bilineares são comumente denotadas por < ,> . 
Exemplos:
1. O produto interno canônico em Rfc:
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<, >: Rk x Rk ■-*R
(x, y) ^ ^ 2  XíVí
3 = 1
2. B \ E2 x R2 -> I , definida por B((x, y), (x y ' ) )  =  —xx' +  yy' As con­
dições da definição (2.2) podem ser agrupadas em uma condição equivalente:
2
B(a ix i +  a2X2i hyi +  b2y2) =  E  a,ibjB(xi, yj)
i j =1
que por indução se estende a:
B ^ a i X i ^ b j y j )  =  a,ibjB(xi,yj). 
i=l j = 1 i j = 1
Por (2.1.1), podemos associar uma matriz à forma bilinear. Considerando 
{ d , e „ }  uma base de V  sobre K, então
B(u,v) =  vtBv
onde u =  £ ? =1 a ^ , v =  £ " =1 h ei> e
B
(B (e u ex) B(e u e2)
B(e2,e i) B(e2,e2) ••• B(e2,en)
\B{en, ei) 2?(en,e2) ••• B(enren)j 
B é chamada matriz relativa a base { e i , en}.
Definição 2.3. Seja V  um espaço vetorial sobre um corpo K  e
B :V  x V  K  
uma forma bilinear. Dizemos que:
a) B é simétrica (ou produto escalar) se B(u,v) =  B(v,u), Vit, v 6 V";
b) B é alternada se B(v, v) =  0 Vu € V;
c) B  é não-degenerada se a matriz B é invertivel.
Se B é simétrica e B(u , v) =  0 dizemos que u é ortogonal a v e  indicamos 
por u-Lv. Esta relação de ortogonalidade é uma relação simétrica pois u±v se, 
e só se v±u.
Se B  é alternada então B(u,v) =  —B{v,u), ou seja, F é  anti-simétrica.
A Geometria obtida por uma forma bilinear simétrica é chamada Geometria 
Ortogonal e a associada a uma forma bilinear alternada, Geometria Simplética.
2.1.2 Formas Quadráticas
Definição 2.4. Uma forma quadrática Q associada à forma bilinear simé­
trica B : V  x V  -¥ K  é uma aplicação definida por
Q : V - > K  
v i-+ B(v, v)
Proposição 2.2. Seja Q :V  -¥ K  forma quadrática associada a forma bili­
near simétrica B  : V x V  ~¥ K. Então
a) 2B(u, v) =  Q(u +  v) — Q(u) -  Q (v);
b) Q(av) =  a2Q(v)
Prova: a) A  equação
2B(u,v) =  Q(u +  v) -  Q(u) -  Q(v) (2.1)
é obtida pela polarização do argumento e pela bilinearidade de B-.
Q(u +  v) =  B(u +  v,u +  v)
=  B(u,u) +  B (v,v) +  B (u,v) +  B (v,u)
=  Q(u) +  Q(v) +  2 B(u, v)
b) A relação
Q(av) =  a2Q(v)
se verifica pois
Q(av) =  B(av,av) =  a2B(v,v ) =  a2Q(v).
□
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Assim, a forma bilinear simétrica é unicamente determinada pela sua forma 
quadrática e vice-versa.
As formas quadráticas são definidas sobre corpos arbitrários, mas nos de­
teremos às formas quadráticas definidas sobre corpos de característica diferente 
de dois. [5]
De modo análogo à forma bilinear, podemos associar uma matriz Q* a 
forma quadrática. Pela definição de Q, dada uma base { e i , en} do espaço 
vetorial V  tem-se
Q(v) — B(v, v) =  v* • B • v
onde
fB{e i,e i) B(e i,e2) ••• B(e i,e»)^
B(e2,e i) B(e2,e2) ••• B(e2,en)
D =  .
\B(en, ei) B(en, e2) • • • Bie^, e^ )y
Pela relação (2.1),
B(ei,ej) =  —[Q(c% +  Cj) — Q(ei) — Q(cj)]
Em particular, S(e*,ej) =  Q(e{). Assim, a matriz B tem entradas
Qij ~  2  [ Q { e i  e j )  Q ( e i )  ~  Q i e j ) ]
e
Qii =
Em termos das coordenadas dos vetores v € V  relativas a uma base b de 
V, a forma quadrática é expressa como um polinómio homogêneo do segundo 
grau [13]. Considerando u =  (ai, a2,...,a7l), então, por (2.1.2),
n  n
Q{u) =  ^ ^ 
i=l j=l
Teorema 2.1. (Teorema de Silvester) Seja Q : V  - »  M forma quadrática em 
um espaço vetorial real V  de dimensão finita n, então existem inteiros r e s, 
r < s < n  que dependem unicamente de Q tal que
« = í > 2-  é x * <2-2)t=l j = r + 1
8
O número a =  r — s é chamado assinatura da forma quadrática.
Prova: Ver [7]. □
t
O Teorema de Silvester será aplicado na classificação das Algebras de Clif­
ford (seção (3.3)).
Definição 2.5. Uma forma quadrática Q : V  - »  K  é não-degenerada se a 
/
matriz B é invertivel.
Definição 2.6. Uma forma quadrática Q : V  —> E é dita:
(i) positiva-definida se Q(v) >0 , Vü ^  0;
(ii) negativa-definida se Q(v) <0 , Vu ^  0.
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2.2 Álgebras sobre corpos
Definição 2.7. Um anel associativo A é uma álgebra A  sobre um corpo K  
se A é espaço vetorial sobre K, tal que para todo a, b G A  e a G K,
a(ab) =  (aa)b =  a(ab). (2.3)
As definições de homomorfismos, isomorfismos, ideais, etc., para anel gene­
ralizam-se à estrutura de álgebra, adicionando a condição que devem preservar 
a estrutura de espaço vetorial. [8]
A relação (2.3) é a conexão entre as estruturas de anel e de espaço vetorial 
de A.
Definição 2.8. Um subconjunto B de uma álgebra A  é uma subálgebra de 
A  se é um subanel do anel A e um subespaço do espaço vetorial A.
Definição 2.9. Seja I  um ideal na álgebra A. A  álgebra quociente ou 
álgebra fatorial com respeito a / é o  quociente A f l  com estrutura dè anel e 
de espaço vetorial.
Definição 2-10. Seja I  um ideal em A- O homomorfismo canônico ou 
projeção canônica é o homomorfismo
j  : A  —y A/1
a a 1 — { o, -(- i] i G /}. (^’^)
Teorema 2.2. (Teorema do homomorfismo) Sejam A, B álgebras sobre um 
corpo K , e I  ideal em A. Considere o homomorfismo de álgebra
f - . A ^ B
e a projeção canônica
j  '■ A  A j  /
f l 4 f l  +  i
Se I  C ker(f), onde ker(f) é o núcleo de f ,  então existe um homomorfismo
f * : A f l  B 
tal que o diagrama abaixo comuta:
A  B
4 4
A/I Im (f )
Diagrama 1.1
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Prova: Considere a aplicação
r  ■ A / I -> Im (f )
a +  I-i-¥ f  (a)
(i) /* está bem definida, isto é, /* independe do representante da classe. De 
fato, dados n, m € A  tal que n + 1  =  m + 1 , então
n — m € l c k e r ( f )
de onde segue que 0 =  f {n —m) =  f (n )—f(m ) <=> f (n )  =  f(m ). Decorre 
então que
f*  (n +  I )  =  f{n ) =  f (m ) =  f* (m  + 1)
(ii) O diagrama 2.1 comuta: dado a € A,
i o f*  o j(a ) =  i O f*(a  +  /) =  i ( f (a )) =  f(a ).
Da própria definição, f*  é um homomorfismo. □
Definição 2-11- Uma álgebra A  é chamada graduada se -a  =
onde .4^ é um submódulo[6] de.4 e A ^ A ^  Ç A^+^ .
Cada .4^ é chamado parte homogênea (ou monómio) de comprimento 
(ou grau) i.
Como exemplo, temos as álgebras dè graduação Z2 (ou Z^graduadas). Uma 
álgebra A  é Z^graduada se A  =  «4^ +  -4^ ,onde «4^, são submódulos 
de A  tal que a multiplicação satisfaz:
A®  • A ij) ç  A {i+j\ (i +  j)(m od2).
Decorre que .4^ é uma subálgebra de A  e A ^  é um submódulo sobre .4® .
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2.3 A  Álgebra real dos quatérnios
O conjunto M dos Quatérnios é por definição o conjunto dos elementos 
da forma
q =  a® +  a\i +  flajf +  03^ 5 o-i £ i =  0, 1, 2,3 
satisfazendo as seguintes relações;
i * = f  =  k 2 =  ~1 
i j  =  k =  - j i  
jk  — i =  - k j  
ki =  j  =  —ik.
Definimos em H um produto (ou multiplicação quatemiônica)
(QuQí) Çl - Q2
induzido pelas relações acima, de onde segue que, se qi =  % +  aii +  azj +  o3k 
eq2 =  bQ +  b\i +  b2j  +  b3k, então
Qi ’ Q2 — (ao&o ~ ai^i ~  «262 — ^363) +
+  (ao&i +  ai&o H- ^ 3^ 2 —<*2^ 3)* +  (<*0^ 2 +  <*2&o +  <*163 1 asbi)j +
+  (° 0^ 3 +  a3^ 0 ■+ <*2^ 1 — OLxb^ jk. (2.6)
Pelo produto acima, podemos concluir que H não é comutativo com relação 
à multiplicação quatemiônica.
Definição 2.12. Em H a operação conjugação é dada por
q — üq — CL\i — ü2j  — a3k.
Definição 2.13. O módulo de um quatémio q é dado por:
I k l l 2  =  Q Q  =  « O 2  +  « X 2  +  « 2 2  +  « 3 2 -
Definição 2.14. Dado q €  H, Oq é a sua parte real (Re(q)) e a\i +  a^j+ a^k 
a parte imaginária ( Im{q)).
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Definindo sobre HL a operação adição:
+  : H x H 4 B
(Çi> 92) *"* <h +  92 — «0 b0- f  («1 -+■ b \)i  -f- («2 +  b?)j -f  («3 - f  bz)k (2.7) 
podemos afirmar que (H, -f, •) tem estrutura de anel, com unidade
1 =  1 +  Oi +  Oj +  Ok.
Todo elemepto q G H não nulo tem inverso
Com a multiplicação por escalar definida por:
Xq =  Aíio “I- Adii +  A02J “H Xa$k
A e M j I  tema estrutura de espaço vetorial sobre R. Logo, H é uma álgebra 
de divisão chamada Álgebra dos Quartérnios , onde H é a letra inicial do 
sobrenome de Willían Hamilton, que descobriu os quatérriios com seu produto 
e relações (1844) [4] .
Proposição 2.3. R é 0 centro de H, isto é, um quatémio comuta com todo 
quatémio se, e somente se, é real.
Prova: (=>0
Seja q =  a +  bi +  çj +  dk. Supondo que q comuta com todo quatémio, então 
também cojnuta com i, isto é, iq =  qi, ou equivalente
ai — b 4- ck — dj =  ai — b — ck +  dj
implicando que 2(ck — dj) =  0 =*• c =  d =  0.
Analogamente, supondo que q comuta com j ,  então b =  0. Logo q =  a € R. 
(<=)
Sendo q real, é óbvio pois R é comutativo. □
Com a estrutura de espaço vetorial, l  é isomorfo a R4 com as seguintes 
identificações:
1 =  (1,0,0,0), i =  (0, 1, 0,0), j  =  (0,0, 1,0), k =  (0,0,0, 1).
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Como espaço vetorial, ELé gerado por { ! ,  i, j,k } ,e  como álgebra, por {1, j } .  
Temos em H uma decomposição natural H =  C © C dada por
q — dQ +  (iii+ a a j +  ask =  (ao +  ai í) +  (a2 +  asi) j  =  z0 +  zxj.
V. y .  S  V ........ ✓
Z l  Z2
Pelo produto (2.6) em ET tem-se:
(zo +  Zij)(w 0 +  Wij) =  (zqWq -  ZiWí) +  (zoWt +  ZilS0) j  (2.8) 
que induz a representação
EI =  Hq +  M ij (2-9)
considerando a subálgebra Ho gerada por {l,i}>  isomorfa a C e B) o Ho- 
módulo[6] gerado por {1 , j} .
Comparando com o produto em C, a expressão acima difere apenas na con­
jugação dos termos que multiplicam z\, que surgem pela não comutatividade 
de H em relação a multiplicação quatemiônica.
Seja çi =  a0-f aii+a^j+a^k e q2 =  bo +  bii +  b ij+b3h em EL Considerando 
as seguintes identificações
<■(" -.■)•*-(: i)
é possível interpretar a multiplicação quatemiônica como multiplicação usual 
de matrizes 2 x 2 complexas (C(2)) pela ação a direita
o  : H =  Elo -f- Etij" — C(2)
(z +  wj) h-> (2-10)




O produto Tensorial de espaços vetoriais é empregado em diversos ramos da 
Matemática, especialmente geometria diferencial e teoria das representações.
Dados V, W  espaços vetoriais sobre um corpo K, de dimensão finita, con­
sidere V x W  e o grupo abeliano livre F  tendo V x W  como base, onde seus 
elementos têm a forma
n i(x i,y i) +  ... +  nr(xT,yr), n4 G K, Xi G V, ,yt e W ,r  € N
com a operação usual de produto cartesiano.
Seja G o subgrupo de F  gerado por todos os elementos da forma
(i) (x +  x', y) -  (x,y) -  (x',y), x,x' G V, y G W\
(ü) (x, y +  2/') -  (x, y) -  (x, y'), x, y G V, y' G W;
(iü) {ax,y) -  a(x, y), a Z K, x eV , y e W ;
(iv) (x,ay) -  a(x, y), a e K , x G V, y e W.
e construa o quociente F/G. Denominamos F/G o produto tensorial de
V  e W, que é denotado por V W, onde x ® y =  (x,y) +  G.
Considere j  : F  —> F/G o homomorfismo canônico. Como F  é gerado por
V x W, F/G é gerado pela imagem por j  dos elementos (x,y) G V  x W, ou 
seja, elementos da forma j (x ,y ) =x<8>y. Tem-se então que
(x +  x ') ® y — (x +  x', y) +  G =  (x, y) +  (xr,y) +  G =  x<8>y +  x' <S> y.
De modo análogo,
x <S> (y +  y') =  x <S> y +  x ® yf,
e
k(x ® y) =  (kx) <8>y =  x<S> (ky).
Assim, V ®k  W  tem estrutura de espaço vetorial, gerado pelos elementos 
x ® y. Sendo V  e W  espaços vetoriais de dimensão finita sobre K, considere 
{ei,1 <  i <  n } e {/j, 1 < i <  n} bases de V  e W, respectivamente. Então,n n
para quaisquer x G V, y G W  onde x =  aie% e V — Z) Pjfj> decorre que•.*=i j = 1
V <S>k  W  é gerado pelos elementos ei®  fj.
Considerando a seguinte operação em V ®k  W  :
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Proposição 2.4. (Propriedade Universal do Produto Tensorial) Seja F  o gru­
po abeliano gerado por V  x W, e P  grupo abeliano livre tal que f  : F  —»• P  é 
um homomorfismo satisfazendo as seguintes condições:
a) f (x  +  x ',y) =  f (x ,y ) +  f (x ,iy), Vx,x' E V, y E W ;
b) f{x , y +  y') =  f (x , y) +  f (x , y'), Vx € V, y,y' E W
c) a f(x , y) =  f  (ax, y) -  f  (x, ay), Vx € V, y E W ,aE  K.
Então existe um único homomorfismo
f*  : V  <8>k W  =  F/G -> P  
tal que o seguinte diagrama comuta:
F/G
Diagrama 1.2
Prova: Considere a aplicação
f*  : F/G P  
x ® y  i—> f(x ,y ).
f*  está bem definida. Com efeito, dados (x,y), ( z ,w )  em F  tal que 
(x, y) +  G =  ( z ,w )  +  G, então (x,y ) — (z, w) E G. Como G é gerado por 
elementos da forma (2.4),
0 =  f ((x ,  y) -  (z,w )) =  f (x ,y ) -  f{z,w ) =  f* {x ®  y) -  f * (z ®  w),
isto é, f* (x  <g> y) =  f* (z  w).
Resta mostrar que G C ker(f). Como G é gerado por elementos da forma
(2.4), então, sendo / homomorfismo,
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(i) f (x  +  x',y) -  f (x , y) -  f  (xr, y) =  0;
(ii) f (x , y +  V ) -  f (x , y) — f (x , y') =  0;
(iü) a f (x ,y ) -  f(a x ,y ) -  f (x , ay) =  0,
isto é, f (a ) =  0, Va € G. Logo, G C ker(f).
Como M  x N  gera F , /* é único. □
A construção do produto tensorial apresentada pode ser estendida ao pro­
duto tensorial de k fatores iWi x M2 x ... x de forma análoga, sendo neste 
caso linear em cada um dos fatores (multilinearidade).
Proposição 2.5. Sejam V,W,S espaços vetoriais sobre K , Então existem iso- 
morfismos
a) V  ® W  - * W  ® V ;
b) (V ® W) ® S -► V ®  W  ® S -> V ®  (W  ® S );
c) (V ® W )®  (V  ® S) 0  (W  ® S );
d) K  ® V  - * V , 
tais que
a) x ® y y ® x;
b) (x ® y) ® z —» x ® y ® z  x ® {y ®  z);
c) (x +  y ) ® z - t ( x ®  z) +  (y®  z);
d) k ® x —¥ kx.
Prova: Ver [12]
□
O item (b) justifica a notação V ® W ® S  para (V ® W )® S  e V ®  (W ® S ). 
Podemos estender a definição de produto tensorial de espaços vetoriais à 
álgebras.
Sejam A, B álgebras sobre um corpo K. Pela definição de álgebra, A  e B 
têm estrutura de espaços vetoriais sobre K. Então podemos construir A ® k  & 
que é um espaço vetorial.
17
Considere a aplicação,
f  : A x B  x A x  B A ®  B
(x,y,z,w) xz®  yw, (2.11)
que é linear em cada fator. Pela proposição (2.4), e item (b) da proposição
(2.5), / induz o homomorfísmo
f*  : {A  ® B ) ®K (A ® B ) A ® k  B,
que corresponde a aplicação ÜT-bilinear [12]
íp : (A  ® B) x  (A ®  B) A  ®k  B
(x ® y, z ® w) i—^ xz ® yw. (2.12)
Assim definimos um produto em A  ®k  B e com isto podemos concluir que 
A  ® K B tem estrutura de AT-álgebra..
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2.5 Complexificação de uma álgebra
Dada uma álgebra A  com unidade sobre um corpo K  =  R ou C, a com­
plexificação A c de A  é  definida por A c =  A  ® k  C, cuja multiplicação é 
determinada por
(a <2> z)(b ®w ) =  ab ® zw. (2.13)
A menos que seja necessário explicitar o corpo, usaremos a notação 0  para
® K -
Podemos identificar A° com Ax. A  pela decomposição natural
A° =  (A  (g) 1) © [A  ®  i)
com a correspondência
a (8) 1 +  b <g> i -<=£► (a, b). (2.14)
Considerando a identificação acima, podemos verificar a multiplicação em 
A c. Dados (a, b), (ar, b') em A c,
(a, b)(a!, b') =  {a ® 1 +  b® i)(ar ® 1 +  b' ® i)
=  aa' ® 1 +  bb' ® i2 +  ba! <8)1 +  ab' ® i  
=  (aa' — bb', ba' +  ab').
Assim, a menos de isomorfismos, definimos A c =  A x A  com a multiplicação 
dada pela expressão acima que é exatamente a passagem dos reais para os 
complexos.
Outra espécie de complexificação é através do produto tensorial graduado, 
que definiremos a seguir.
Definição 2.15. Dadas duas álgebras graduadas A  =  A °® A X e 0  =  © B1 
sobre um corpo K, a álgebra produto tensorial graduado A®B  sobre K  
é definida por
A®B =  A ® B  
onde a multiplicação é dada por
(a ® x%)(yi ® b) =  (—1 )%iayi ® x%b. (2.15)
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O produto tensorial graduado de álgebras graduadas também tem uma 
graduação Z2 natural:
A®B =  (A  ® B)° © (A  ®  B f  (2.16)
onde
(A ® B )°  =  (A 0 ® ^ )  ® (A 1 ® B1)
(A ® B y  =  {A0® B y)® { A l ® & ).
A diferença entre a complexificação simples e a graduada está apenas na 
multiplicação. Tomando B =  C  com a identificação C =  E x t ,  onde (0,1) =  i, 
podemos observar claramente o que acontece. Identificamos 4^<8>C com A  x A  
pela correspondência (a® 1) +  (b®i) <r—> (a, b) . Levando em conta a graduação 
A  =  A° +  A 1, tem-se que, dados
a =  a° +  al , b =  b° +  bl ,
z =  z° +  z1 6 W =  w° +  wl
e suas respectivas conjugações:
ã =  a° — a1, b =  b° — b1,
z =  z° — z1 6 w =  w° — w1,
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(a, b) (z,  w )  =  (a.® 1) 4 - (6 ®  *)' • (jz ®  1 +  w ® i )
=  [(a° +  a 1) ®  1 4- ( 6° 4- ò1) <8> i ]  • [ ( (^ )°  +  ( z ) 1) ®  1 +
+  ( (w )°  +  (w )1)  ®  i ]  ,=■
=  [a° <E> 1 +  a1 <g> 1 +  b ° ® i  +  b' ®i\- [(2)0 (81 +
+  (2 )1 ®  1 +  (w ) °  ®  i 4- (w ) 1 ®  i]
=  a°(z)° ® 1 4- a1 (2) 1 ®  1 . + ® 1 4-a } (z ) °  ®  1 4- 
+  b°(w)° ®  i2 +  bl (w)° ®  i2—ô^(w)1 <8> i 2— b0(w Y  ® í2 4- 
+  60(^ )°  ®  i — b ° ( z )x ® i  +
4- b ( z ) °  ® 1 — bl( z ) 1 <8>*4-a0(w)0<8)i 4-a0(?jí;)1 ® i 4- 
4- al (w ) °  ® i 4- a1(w)1 ® i =
=  (a°z° 4- a°zl -Jra }z °  4 - a 'z 1'
—az
— (b°w° — b^ w1 +  b1w° — blwl)  01  +
^ 1 'V" ........";"y=bw
4- (a0tü° +  aPw1 4- alw° 4- alwQ 4- aiwl
—aw
+  (b°z° -  b°zl +  z°bl -  z'b ') ®i =  
v v
=Zb
— az ® 1 — bw ® 14- aw ® i 4- zb ® i  
=  (az — bw) ® l+ (a w  4- zb) ® i
=  (az — bw, aw +  bz).
Pelo produto acima, pode-se observar que a complexificação simples difere 
da graduada na multiplicação, onde na graduada os elementos multiplicados 
por b sofrem a ação da conjugação.
Observações:
(i) A complexmcaçao simples de <L resulta numa algebra dilerente de Jtt em 
que existem divisores de zero. Pela identificação C <8> C =  C x C,
(M )(*,.l) =  (1 • i - i  • M  ' i  4- 1 • 1) =  (0,0) =  0.
(ii) H =  OS>rC.
Identificando H ■-■=■ C®rC com C x C, onde consideramos C =  K © M, 
então:
(z, w) • (z', wr) =  (zzr — wwr) ® 1 4- (zw' +  tfw) ® i.
Como identificamos EL =  C © C, o produto quatemiônico é exatamente 
o produto tensorial graduado em H =  C®rC. Logo, H =  C®rC.
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(iii) H © EL tem estrutura de álgebra considerando ET© ET — H C onde o 
produto em E % C  é o mesmo em H © Et
(Çi > 92) (r\,r2) =  (q in  -  q2r2, q2r\ +  qir2), Vçj, q2, r ,, r2 € H.
Proposição 2.6. Existe um isomorfismo entre as álgebras EL© EL =  EL®c C 
e C(2) .
Prova: Considerando Et =  C © C, temos a representação usual de H 
cr : EI —^ ^(2)
(z, w) ^  a(z, w) =  ^ JL  ^  , (z, w) e EI =  C © C. (2.17)
Para obter uma representação de EE®c C, basta tomar a extensão complexa 
de a:
ip: I ® c C =  EL© EI -> C(2)
V>((z, w), (u, v)) =  a(z, w) +  o{u, v)i
ou seja,
\l( \ l \\ f ’■*■+«* w +  vi\•ipi(z,w),{u,vy) =  I _' v n \—w — vi z +  u i)
(1) $  é linear sobre C: seja A € C, v =  ((z,w), (u ,v )), então
^{X[(z, w), (u, u)]} =  a(X(z,w)) +  a(X (u,v))i
_  / Xz Xw\ ( Au Xv\ .
— \ —Xw Xz J  y—Xv XuJ 1
( X(z +  ui) X(w +  vi)\
X(—w — v i ) X(z +  m ) J
=  (0  f j+ {ó (z ; ,w )+ a (u ,v )i ]
=  Xip((z,w)(u,v))
(ii) V’ preserva a multiplicação:
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=  (a(z,w) +  a(u, v )i)(a (z>, w') +  a(u ',V )í) 
=  a(z,w)a(/,w'J +  a(z, w)a(u', v ')i +
+  a (u , v )a ( z /yw,) i  — a(u, v )o {u ' ,  v ' )
=  [<j ( z , w )a (z ',  wr)  — a (u , v ) o (u ' , v f) ]  +
+  [a(z, w )a {u>, vr)  +  o(u, v )a (z\  w ' ) ] i
Como a é a representação da álgebra Et
=(?[{z, w)(zf, w') -  (u,v)(u', v')] +  <j [(z , w )(u',v') +  (u,v)(z ',w ')]i 
=ip{[(z, w)(u, v)}[{z', w')(u', ?;')]}.
(iii) ker(ip) =  0: Seja ((z ,w )(u ,v)) € herfy). Então
{ z +  ui =  0 => z — ui =  0 
z +  üi =  0 =$■ z +  üi — 0-=>,z =  0 e u =  0
Logo, ■0 é injetiva
(iv) dimc(W<8> C) — 4 e dimc(C(2)) =  4, que mostra a sobrejetividade da ip. 
Portanto t/> é um isomorfismo.





A definição do Produto tensorial de espaços vetoriais sobre um corpo K  
induz a definição de Álgebra Tensorial, que é o ponto inicial para definir muitas 
outras álgebras, entre elas, as álgêbras exteriores.
Seja V um espaço vetorial sobre um corpo K. Considere
v {i) = V®V®...®V.  i = l,2,... (2.19)
. *  vezes
e y<°) =  K  , Considere também os isomorfismos: ^
7: : K ®  V {n) ->• V (n) 
k ® x i-> kx v !
e
tt' : F (n) ® K  V (B)
x ® k i-> xk (2.21)
Assim, podemos assumir que existe um único isomorfismo
<p : V {m) ® y(n) -+ v {m*n)
(x l ®  ... ® X m)  ® (xm+1® ...Xm+ n)  t—> Xi  <8> ... ®  Xm ®  Xrn+I ®  - X m+ n (2,22)
e definir
00
T (V ) =  ®  V™ =  K  @ V  ® V {2) ® ... (2.23)
i=0
Com as operações induzidas dò produto tensorial, T (V )  tem estrutura de 
de anel e de espaço vetorial sobre K.
Afirmação 1. T (V ) ê uma álgebra sobre o corpo K.
Prova: Como os elementos de T (V ) são somas finitas de termos da forma 
kx e xi ® ... ® Xi, é suficiente provar a existência do elemento unidade e a 
associatividade.
(i) Existência da unidade: Seja k € K, x  € T (V ). Então por (2.20) e (2.21)
(k l)x  =  kx =  x (k l), (2.24)
de onde segue que lx  =  x l — x.
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(ii) Associatividade : Seja x =  x i® ...® xm, V — Ui® z =  z\®...®zv
onde m, n,p >  0. Pela definição de (p :
(x <2> y) 0  z := [(xi 0  ... ® x rn) 0  (y\ 0 ... 0  yn)] 0  0 ... 0  zp)
— (xi 0  ... ® x m® yx 0  ...yn) 0  (zi 0  ...®Zp) =
=  Xi 0  ... 0 xm 0  t/i 0  ... 0  0  0  ... 0  2p.
Analogamente,
x ®  (y ® z ) =  x t ® ... ® xm ® pi ® ... ® yn ® Zi ® ... ® Zp (2.25) 
de onde segue que (x ® y )® z  =  x 0  (y ® z ).
Portanto, T (V ) é uma ií-álgebra. □
A -álgebra T  ( V) é denominada Álgebra Tensorial para o espaço veto-
A Álgebra Tensorial T (V ) é uma álgebra graduada. Neste caso, T (V ) é 
graduada por seus submódulos onde 0  V^) c
rial V.
Proposição 2.7. (Propriedade Universal da Álgebra Tensorial) Seja A  uma 





Prova: Considere os homomorfismos:
/(0) : K  A
kt->kl, (2.26)
e
/(«) : y (") n =  l , 2,...
xi (2) x2 <E>... <8> xn i-> /(xi) •... • f (x t).
Tomando f*  como o homomorfismo
f ' : T { V ) ^ A
que coincide com /W em V^n\ n — 0, 1,2,..., f*  é um homomorfismo de 
álgebra. Como V  gera T (V ), /* é o único homomorfismo de T (V ) em «4 que 
coincide com / em F. □
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2.7 As Álgebras Exteriores
2.7.1 Introdução
As Algebras Exteriores ou Grassmanianas, denotadas por A, são de grande 
importância na geometria diferencial e topologia diferencial. Foram introduzi­
das em 1844 por Hermann Gunther Grassmann [4] numa linguagem difícil 
misturando suas explicações com teorias filosóficas. Ele considerou o seguinte 
problema: dado um espaço vetorial V  sobre um corpo K, como ampliá-lo a 
uma álgebra A  gerada por V, onde se adiciona a propriedade v2 — 0 para todo 
v 6 V? Mais ainda, como fazê-lo do modo mais geral possível?
Em 1867, Hermann HankeJ{4] clareou as idéias de Grassmann, a começar 
por uma interpretação geométrica dos produtos alternados de vetores.
Dado um espaço vetorial sobre um corpo K , construiremos A de duas 
maneiras. A primeira define AÇV) como imagem do opèrador alternado
A l t : T (V ) -> T (V )
onde T {V ) é a álgebra tensorial de V, definindo um produto A em A (V ) pela 
fórmula
w A v =  Alt{w 0  v), w, v € V.
A segunda forma é através da álgebra fatorial T (V )/ I onde l  ê o ideal 
gerado pelos elementos (ou tensores) do tipo x ® x.
2.7.2 A  Álgebra Exterior como imagem de um operador 
alternado
Seja V  um espaço vetorial sobre um corpo K. Define-se como p-tensor 
em V  uma função
T  : V xp =  V  x V  x ... x V  K'---- ----- 'p vezes
multilinear, isto é, a condição de linearidade se verifica em cada uma das 
componentes da seguinte forma:
T (v i, +  av'j, ...,vp)  =  T (v i, ...,vj, vm , ...,vp)  +  aT(vl , ...,Vj, ..., vp)
onde os v^ s estão em V e a E K.
27
Exemplos:
a) Se p — 1, os 1-tensores são os funcionais lineares em V.
b) O produto escalar canônico em R* é um 2—tensor.
c) O determinante de uma matriz k x k é um k — tensor. De fato, seu 
determinante é multilinear com respeito aos vetores-linha(coluna).
Denotaremos o conjunto de todos os p —tensores em V  por: 2F(F*). Temos 
por exemplo J 1 (V*) como o espaço dual de V.
Afirmação 2. 3P(V*) é um espaço vetorial sobre o corpo K.
Prova: De fato, somas e multiplicações de funções multilineares por escalares 
são também multilineares, o que concede a JP(V*) a estrutura de espaço veto­
rial sobre K>
Assim sendo, podemos definir o produto tensorial de tensores da seguinte 
forma: dados T  6 y  (V*) e S G 39(V*), T  '&S- é definido pela fórmula:
(T  <g> S)(v  i, ...,vp, vp+l, ...,vp+q) =  T (vu ...,Vp) • S{vp+i, ...,vp+q).
O produto tensorial induz uma estrutura de álgebra associativa sobre 
que não é comutativa:
(T  ® Sy(vi, *.., Vp, Vp+1, Vp+q) =  T (v ii ..., vp) ’■■S(Vp.1-1 j Vp+q)
( 5  ®  ■ jUpjUp-i-i, ..., 'Up-t-g) S ( v i ,  •••; Vg)  • T (Vg+ i ,  ..., Up+ç).
Pelo teorema seguinte, mostramos que podemos atender V* a y (V * ).
Teorema 2.3. Seja k a dimensão de V  e ...,<j>k} uma base para V*. 
Então os p-tensores {0 ia <g> ... 1 <  < k} formam uma base para
3P(V*). Conseqüentemente, dim3p(V*) =  kp.
Prova: Seja { v i , u * }  uma base ortonormal em V, e {<f>i, base dual




Se I  — ( )  é uma seqüência de inteiros entre 1 e &, denotamos
=  ® 4 > iP
e vi =  (v{s,..., víp). Se I  e J  são seqüências de índices, então, por definição,
=  (f>h ® ...^ 4 iv{vh ,...,vjv). 
Pela definição de produto tensorial,
M VJ ) =  ‘ <t>iÂvn )  * -  * &*(% )
de onde segue que
=  J
Os 0/’s são independentes, pois se aj$/ =  0 então
0 -  o/^/(uj) — oj
para cada «7.
Tem-se, então, para um p-tensor T,
T{Vi, ■■■,Vp) — (friiVii > ■■■))  \ <j>ikVik) —
®r ífc
— ^ •••] Vi/J) =
*1 V*)®P
= S  TÍ1,.:,ÍP(I>Í1 te'" ^  til!
Dados dois p-tensorés T  e S, T  =  S se e somente se T {v j) =  S (v j) para 
toda seqüência de índices J. Segue então que {<£/} gera ^ (V * )
□
Definição 2.16. Um p-tensor T  é dito alternado se
T (v i, . . . . ,  Vp)  T (v i ,  ..., Vj, ..., Vi, Dp)
Observação: Consideraremos que os 1-tensores são alternados.
Exemplo: 0  determinante de uma matriz k x k é um tensor alternado.
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A fim de caracterizar as mudanças de posição das variáveis em p-tensores, 
que chamaremos daqui em diante de transposições, utilizamos as permu­
tações dos seus índices. Para isto, denotamos por Sp o grupo das permutações 
dos números de 1 a p. Dada uma permutação 7r G Sp, esta será par ou ímpar , 
dependendo se o número de transposições de índices for par ou ímpar.
Sendo assim, (—l )7r denotará +1 ou —1 dependendo se 7r for parou ímpar, 
respectivamente.
Existe uma ação do grupo das permutações Sp sobre IF (V*)
As permutações nos fornecem uma maneira de ordenar os índices de forma 
crescente. Assim, dados um p-tensor alternado e uma permutação tt G Sp, 
temos que
Podemos construir tensores alternados através de um p-tensor T, definindo 
o operador multilinear linear A lt(T ) da seguinte forma:
s p x y ^ y
(tr,T) T*, (2.27)
onde
T  (ill, ..., Vpj —■T{V7r^ l)y..:;Ulf(p)).
Observa-se que se tt for par, T* =  T. 
Pela ação de Sp sobre 3P{V*),
(a ,T*) (T *y  =  (iro 0 ,T ), a € Sp.
Segue então que
Alt é de fato alternado: para toda permutação cr,
[A ií (r )r  £  ( - i r r ' f  =
-cçF' ir€Sp 
1
=  ( - iy A lt [T )
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pois (—l ) 7^ —-l)<r =  (—1)*°° e
(Sp é grupo).
neSp reSp
Se T  é alternado, A lt(T ) é uma projeção, pois neste caso, obtém-se pl 
somandos iguais a T  (a ordem de Sv é p!).
O conjunto dos p-tensores alternados foxmam um subespaço vetorial AP(V*) 
de y (V * ).
O produto tensorial de tensores alternados pode não ser alternado.
No subespaço A(V*^ podemos definir um produto denotado por A que 
chamamos produto exterior do seguinte modo: dados T  e AP(V*) e S G 
A«(V*)
T  A S  =  A lt(T ® S ).
Note que T  A S E AP+«{V*),
A  propriedade distributiva em relação à adição e multiplicação por escalares 
se verifica. De fato, dados T e  A?(V*), S e A «(V*), R  e A ^ V ^ e  a e K,
aT A (S +  R) =  Alt(aT ® (S  +  R)).
Pela linearidade e distributividade do produto tensorial, juntamente com a 
linearidade do operador Alt:
Alt(aT <S>{S  +  R )) =  Alt[a(T <g> S) +  a(T ® R)] =
=  aAlt(T ® S) +  aAlt(T  ® R) =
=  a(T A S) +  a(T A R).
O produto exterior também satisfaz a associatividade. Para prová-la, ne­
cessitamos do seguinte lema:
Lema 2.1. SeA lt(T ) =  0 então T  A S — S A T  — 0, VS.
Prova: Sabemos que se T  e AP(V*) e S € Ag(V*) então T  <2> S é um p +  g- 
tensor. Seja G o subgrupo de Sp+g isomorfo a Sp das permutações que fixam 
os índicesp +  l,...,p +  ç. Logo temos uma correspondência entre G e Sp+q que 
leva 7T e G em n' e Sp+q onde V  fixap + 1 , ...,p +  q, ou seja,
jr(l,2, ..,p) <->• (tt(1), ...,7r(p),p+ 1, ...,p +  q) =  tt'.
Essa correspondência nos leva a afirmar que (—l )7r — (—1)^ e (T  <E> S )7r =  
T 7r' (8) S :
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(T ® S) (ü j, Up, üp+i, Up+g)—  (  1) T(Vir(l)i •••jüir(p)) ‘ 'S'('üp+l) ••MUp+q) —
= 1^® 5,
de onde segue que
(-1 )^ (7  <8> S f  =  [ ( “ l f 'r ^ ']  (8) 5 =  ^ í (T )  <8> S =  0.
7re5p+9 7T'eG
Por outro lado, o subgrupo G decompõe Sp+g em uma, união disjunta de 
classes laterais à direita:
G o a =  {ir o a, 7r € (?} 
e assim, para cada classe lateral determinada por a em Sp+g
J2(~i Yoa{T ® syoa =  ( — ®  s )* f  =  o.
7TGG nÇG
Como T  A S =  A lt(T  0  5) é a soma desses somatórios sobre as classes 
laterais de G, conclui-se que T  A S — 0. Analogamente S A T  =  0. □
Tendo provado o Lema anterior, estamos em condições de provar a asso- 
ciatividade do produto exterior.
Teorema 2.4. O produto exterior é associativo, isto é,
( T A S ) A R  =  T A ( S A R )
o que justifica a notação T  A S AR.
Prova: Pela linearidade do operador Alt
( T A S )  A R -  A lt(T  ® S ® R )  =  A l t [ ( T A S ) ®  R] -  A lt(T  ® S ®  R)
=  A lt[(T  A S ) ®  R - T ® S ® R ]
=  A lt[(T  A S - T ®  S) ® R],
Lembrando que T  A S é alternado, A lt(T  A S) =  T  A S e então
A lt[(T  A S ) -  {T ® S)} =  A lt{T A S) -  A lt(T  ® S)
=  T  A S -  A lt(T  ® S)
= TA S-TAS 
=  0
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Do lema ajiterior, segue que
A lt{ [(T  A S) - T ® S ]  ® R }  =  ( T A S -  T ®  S) A R  =  0.
e
(T  A S') A R = A l t ( T ®  S ® R).
Analogamente se mostra que T  A (S A R) =  A lt(T  ® S ® R ) de onde se
O próximo passo é encontrar uma base para AP(V*).
Se T  é um p-tensor, então podemos escrevê-lo como combinação linear da 
base {<&! ® ... ®4>ip ■ 1 < h ,—iip < k}
onde {4>ii •••, 4>k} é uma base para V*.
Se T  é um p—tensor alternado, então pela linearidade do operador Alt
que nos mostra que {fa, A ... A<&p, l  <  i <  k ] gera AP(V*). No entanto, vamos 
mostrar que eles não são independentes. Por exemplo, (j> Aip =  —tp A ifi. 
Denotaremos os tensores alternados 4>h A..,A(j>ip por <j>i, onde I  =  { i\ , * p}.
Proposição 2*8. Sejam <f>, ?/> e AP(V*), então
a) (t>Aifi =  —ip A <ß;
b) (f> A <f> =  0.
Prova: a) <ßAip =  — ip A <f>
Supondo (f> e ip funcionais lineares em V, então € vl1(V’*). Neste 
caso, o operador Alt tem uma forma muito simples:
k
T  — A lt(T ) — ^  l tiu...iivAlt((j)il ® ... ® ^  ^ A ... A
<f> A ij) — Alt((j)® tp) =  i [ ( —1)^°(f> ® ip +  (—l )*2ip®(f)] =  ® tj) — tp ® <f>]
Jj
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onde (7o é a identidade e ax ê a transposição (1,2). Assim,
^ A ip =  <g>ip — ip ® .0].
Analogamente, ij) A <f> =  ® <f> — <j> ® ij)} de onde se conclui que:
<f>Aip= —tp A (f).
b) <j) A (f> =  0
Segue do item anterior.
□
Da anti-comutatividade do produto exterior, podemos observar as seguintes 
relações sobre o conjunto de geradores
(1) se dois índices I  e J  diferem unicamente em suas ordens, aplicações 
iteradas da anti-comutatividade nos mostram que fa =
(2) se existem índices iguais em I  então <f>r =  Q.
Com isso, podemos eliminar os casos acima no conjunto gerador, reco­
nhecendo somente os <j/rs para os quais a seqüência de índices é estritamente 
crescente: 1 <  ix <  ... < ip <  k.
Agora podemos concluir o seguinte teorema:
Teorema 2.5. Se {<f>i, — ,4>k} é  uma base dual para V *7 então {(f> j =  fa  A... A 
fa , 1 < *i <■•>•< % •< fc} uma base para AP(V*).
Prova: O conjunto {fa  =  fa  A ... A fa , 1 < *i, ...,ip <  A:} gera AP(V*) con­
forme mostramos anteriormente. Resta verificar que os fas são independentes. 
Para qualquer seqüência I  =  seja vj =  (v^, ...,Vip) base de F e
T  G ylP(V*). Então
o = ^ ] th ,. . . ,ip ( j> l {v j )  =  ^ ' M ^ A l t j f a ® . . .  ®  (f>ip) { v j )  =  íjj...ip .
□
Conseqüentemente, dim(Ap(V*)) — Q) 7 =  P^ k-P)\-
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Corolário 2.1 . 0 produto exterior satisfaz a seguinte relação de anti-comu- 
tatividade:
T  A S  =  ( —1)p?S A T, 
sempre que T  e AP(V*) e S £ Aq(V*).
Prova: Supondo que a seqüência de índices I  tem comprimento p e i  tem 
comprimento g, dados <f>j G AP(V*) e (j>j G Aq(V*), temos pela anticomutativi- 
dade do produto exterior
0/ A (ftj =  Alt(<f>r <8> <j>j)
=  A it{—i )pq(4>ji ® ... ® <t>jq - ® K )
=  ( - l ) pqAlt(<f>jx ® ... <g> <f>jg <g> <f>it ® ... ® <&p)
=  (—l ) P9(<f>j A <f>i).
Justifica-se o produto pq na potência de (—1) pelo fato que cada <t>jT é 
transposto p vezes. Como são q elementos <j)jT, ocorrem pç transposições. □
ComoxAx =  0, Vx G sep >  k, k =  dim V, então pelo menos algum
elemento se repete o que acarreta emylp(V*) =  0. Segue que a seqüência de es­
paços vetoriaás yi*(y*), A2(V * ),... termina em Definimos A°{y*) =  K  
interpretando-o como as funções constantes em Y , e o produto exterior de um 
elemento do corpo K  com qualquer tensor em AP(V*) como a multiplicação por 
escalar usual. Assim, o produto exterior A produz uma álgebra não comutativa
A (v ) =  t1°(F*) 0  Al {V*) ® ... © ylfc(V*)
a que chamamos Álgebra Exterior de V*, onde o elemento identidade
1 G /Io (V-*). Podemos observar pela própria definição, que a álgebra exterior 
é graduada.
2.7.3 A Álgebra Exterior como uma álgebra fatorial
A Álgebra Exterior de V  pode se definida de maneira mais geral como
A(V ) =  T (V )/ I
onde T (V )  é a álgebra tensorial de V  e I  é o ideal em T (V )  gerado pelos 
elementos da forma x ® x, x G V. Pela definição, os elementos de V  são de 
grau um, ou seja, pertencem a V ^ , então I Q Y -  { 0}.
Dado o homomorfismo canônico j  T (V )  —> T (V )/ Ii a restrição de j  a V  ê 
injetiva. Com isto, podemos identificar V* com sua imagem j ( V )  e vê-lo como 
um subconjunto de A (V ) =  T (V )/ I. Como V  gera T(V )  como álgebra, V  gera 
A(V). Observe que através do homomorfismo canônico, todos os elementos da 
forma x ®  x são levados na classe Õ.
35
Afirmação 3. A (V ) =  T (V )/ I é uma álgebra graduada.
Prova: Como o ideal I  é gerado por elementos homogêneos x ,<£> xr I  é ho­
mogêneo no sentido que tomando =  I  fl V ^ , 1 =  ®  Então A(V) 
é graduada pelos subconjuntos =  (V ^  +  /)//, isto é, A (V ) =  e
£■(*). # 0') c  E^+ft. □
Proposição 2.9. (Propriedade Universal da Álgebra Exterior). Seja A  uma 
álgebra sobre um corpo K  e
Í - V - + A
um homomorfismo tal que f ( x )  • f ( x )  =  0, V i Ç V. Então existe um único 
homomorfismo
< p : A ( V ) ^ A
que estende f .
Prova: Seja A  uma álgebra sobre K  e o homomorfismo / : V  —> A  tal que 
f ( x ) f ( x )  — 0, Vx e V. A propriedade universal de T (V )  nos fornece a aplicação 
f*  : T (V )  —► A  atendendo a função / de.V:
T (V )
Diagrama 1.4
Segue que f * (x  ® x) =  f ( x ) f ( x ) ,  x £ V. Uma vez que f  (x)2 =  0, então 
f * (x  <S> x) =  0. Conseqüentemente, I  C ker(f*). Portanto, f*  descende a 
um homomorfismo
<p : T(V)/ I  =  A(V ) A  
tal que o diagrama abaixo comuta:
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T (V )/ I
Diagrama 1.5
Como A(V ) é gerado por V, <p é único. □
A proposição acima nos garante que dado um espaço vetorial sobre um 
corpo K, a álgebra exterior definida como fatoriaJ é a mesma construída como 




As Algebras de Clifford
3.1 Introdução
/
As Algebras de Clifford foram introduzidas inicialmente em 1878 por Willian 
Kingdom Clifford (1845 —1879) em seu artigo Aplicação da Álgebra Grassma- 
niana publicado no primeiro volume do American Journal of Mathematics.
A primeira aplicação das álgebras de Clifford foi dada por R. Lipschitz em 
1884, mas foi Claude Chevalley quem generalizou a teoria das Algebras de Clif­
ford para espaços vetoriais de dimensão finita, munidos de formas quadráticas 
Q definidas sobre corpos arbitrários, considerando até mesmo os corpos de 
característica dois([5]).
Neste capítulo, será definida a Álgebra de Clifford, com sua caracterização 
universal e dimensão, bem como sua classificação seguindo processos indutivos.
A Álgebra de Clifford de um espaço vetorial V  sobre um corpo K  é uma 
álgebra associativa que depende de uma forma quadrática em V, gerada como 
álgebra por 1 e V, contendo cópias isomorfas de V  e do corpo K.
3.1.1 Definição
Dado um espaço vetorial V  sobre um corpo K  =  1  ou C, de dimensão 
finita, considere uma forma bilinear simétrica
V x -V ->  K
onde u, v E V, e a forma quadrática Q : V  —» K  associada a (•, •). Lembramos 
que dados u?v € V, Q(u) =  (u, u) e a relação abaixo se verifica:
2 (u, v) =  Q(u +  v) — Q(u) -  Q(v). (3.1)
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Dado um par (F, <3), a Álgebra de Clifford denotada por Cl(V, Q) é uma 
íf-álgebra contendo K  © V , gerada pela relação
v2 =  v * v =  —Q(v) • 1 k E K  (3.2)
definida para todo v € V. A  expressão acima é condição suficiente para obter
0 produto * no espaço vetorial K © V  com base ..., e„} onde {e ,^ 1 <
1 < n} é base de V. Este produto, no entanto, nem sempre é fechado.
Note que para v, w e V, tem-se
(v -f- w)2 =  —Q(v +  w) 1 <=>
<=> v2 +  v - w +  w 'v  +  w2 =  —Q(v) 1 — 2 (v, w) 1 — Q(w) 1,
ou seja,
v • w +  w • v =. — 2 (v, w) 1, Vü, w eV . (3.3)
Observaçõep:
(1) O termo Clifford veio em substituição ao termo geométrico[4\.
(2) O sinal negativo em (3.2) é convencional.
/
A construção da Álgebra de Clifford para um espaço vetorial V  sobre um 
corpo K  parte de cópias isomorfas de V e K . Portanto, inicia-se com K  © V.
3.1.2 Exemplos
1 . V  =  M, e Q(x) =  x2
Neste caso, K  =  R e V  =  R. Logo, iniciamos com M © R.
O espaço K©M contém cópia do corpo M e de V  =  E identificando-os com 
os elementos (x, 0) e (0, v) Vu 6 V. O elemento neutro 1 é identificado com o 
par (1,0) e o elemento gerador de V  com e\ =  (0,1).
Considerando {1, e i} base de K© K, devemos obter as seguintes condições:
(1) 1* 1  =  1
(2) 1 * =  e i *  1 =  e\
(3) (C l) * ( e i ) - =  (e i)3 = - l
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Assim, para quaisquer elementos u =  (xi • l )+ (y i  *ei) e v =  (x2 * 1) +  (i/2-ei) 
em R © M, devemos obter
(xi - 1 +í/i • ei) * (x2 • 1 +  í/2 •ei) -
=  z iz 2( l )  +  xijfe(ei) +  yix2(ei) +  y m (e i)2 =  
=  (xix2 -  yiy?) • 1 +  (x m  +  yix2) -ex
Observe que este produto é exatamente á multiplicação em C.
Conclusão: Ci(R, x2) — C.
2 . V  =  R, Q(x)  =  —x2
De forma análoga ao exemplo anterior, adicionamos o fator R, obtendo 
R © R =  R2 com as seguintes identificações:
1 =  (1,0), e e s  (0, 1). 
obtendo as seguintes relações:
(i) i 2 =  i;
(ii) e2 =  1.
Supondo u, v € R © R, u =  x • 1 +  y • e e v =  x' • 1 +  y' ■ e, x, x', y,y' E R 
obtém-se o produto
u • v =  xx' +  xy' • e +  yx' • e + yy' —
=  (xx' +  yy') • 1 +  (xy' +  yx') • e
que difere do produto em C  Neste instante, estamos definindo um novo pro­
duto em R.
Podemos obter uma representação matricial para essa álgebra. Seja a apli­
cação
T{ajb) : R2 -> R2 
(x, y) i-> T{aíb)
e considere
p : (R 2, . ) ^ ( M 2(R),-)
(a, b) i-> T(a,b)
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onde o produto em R2 é definido pela expressão acima. 
Afirmação; p é uma representação de álgebra. 
Assim temps a identificação
onde os geradores são:
(3.5)
Portanto C7(R, —x2) =  R © R
3. V  =  R2, Q.((xyy)) =  x2 +  y2
Adicionando o corpo R como primeiro fator obtém-se R © R2 =  R3, onde 
devemos construir um produto que satisfaça as condições
(4) e* * 1 =  1 * e* =  e, onde í  =  1,2
(5) ei * e2 =  — (e2 * ei)
onde {ei, e2,63}  é a base canônica em ffi3.
Neste caso, R © R2 com o produto (*) não é fechado. De fato, supondo 
ei * e2 G R ©  R2, então existem Ao, Ai, A2 G R tal que
ei * e2 =  A0 • 1 +  Ai • ex -f A2 • e2.
Multiplicando a expressão acima por ei obtém-se:
(1) 1 * 1  =  1
(2) ei * ex =  (ei)2 =  - 1  =  ~Q{ex)
(3) e2 * e2 =  (e2)2 =  -1  =  -í? (e2)
—e2 — Aq • e\ — Ai +  A2(ei * e2)
ou equivalentemente
-1
e\ * e2 =  -r— e2 
a2
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de onde se conclui que A2 =  seja, (A2)2 =  —1, que não ocorre (A2 € R).
Logo, ej *e2 não pode ser definido como elemento de R3. Então adicionando 
um novo fatorR, obtém-se R£)M2©M =  R1 onde a base é acrescida do elemento 
63 =  61 * e2) isto e,
(1,0,0,0) =  1,(0,1,0,0) =  et, (0, 0,1, 0) =  e2, (0,0,0,1) =  e3 =  e, * e2.
Com isso, todas as relações acima são satisfeitas:
1) ei * e2 =  —e2 * e\
Prova. De fato, como no fator R2 a forma quadrática é positiva,
Q{xe1 +ye2) =  x2 +  */2,
então
x2 +  y2 =  Q(xei +  ye2) — x2 +  y2 -f xy(e1 * e2 +  e2 * ei).
Como ei * e2 +  e2 * ei =  0, segue que e\ * e2 =  —e2 * ei. □
(2) e3 * e 3 -  (e3)2 =  -1
Prova. (e3)2 =  ey * e2 * e i * e2 =  — er * e2* e2 * e\ =  e\*ex =  —1. □
Conclui-se então que C7(R2,x2 +  y2) é isomorfa a R4 como espaço vetorial 
cujos elementos da base satisfazem as relações:
(1) l 2 =  1
(2) (ei)2 =  - l ,  1 <■*■■< 3
(3) ei * ej =  —ej * ei, 1 < i, j  <  3
Observando as relações acima com as seguintes identificações: 
e1 *e2 =  i, ex =  j, e2 =  i j  =  k, 
temos que o produto entre os elementos de R4
x =x0 +  xiei +  x2e2 +  x3e3 e y =  yQ +  yxe\ +  y2e2 +  y3e3
42
é dado pela fórmula:
x • y =  (x0yQ -  XiVi -  x2y2 ~  +  -(® ol/r+ ito& r+a& Jfe — x2y3)er +
+  (xo2/2 +  x2Vo +  Xjy3 -  x3yi)e2 +
+  (xo?/3 +  £32/0 +  ^22/1 -  xiy2)e3,
que nos fornece exatamente a multiplicação quaterniônica. Então 
Cl(R2, x2 +  y2) é isomorfa como álgebra à Álgebra dos Quatémios.
4. V  =  R2, <3((x,y» =  - x 2 -  y2
A Álgebra de Cliíford C/í®2 , —x2 — y2), é obtida de modo similar ao ca­
so C7(R2,X2 y2). Vamos supor que C7(R2, —x2 — y2) seja gerada pela base 
{l ,e i,e 2}, onde
a) l 2 =  1 * 1 ==-<3(1) =  1;
b) ei2 =  1;
c) e22 =  1;
d) ei * e2 =  ^e2 * ei.
De modo análogo ao exemplo (3), o elemento ei *e2 não pertence a 
e então adicionamos outro fator R, obtendo
R © R2 © R =  R4.
Pelas identificações
1 =  (1,0,0,0), ei =  (0, 1,0,0),
e2 =  (0,0,1,0), 63 =  (0,0,0,1)
tem-se:
a) e\ * e2 =  — e2 *-e\, pois
Q(xe 1 +  ye2) =  -(xe , +  ye2)2 =
=  - x 2 -  y2 -  xy(ex *e2+  e2e\)
que implica em e\*e2 +  e2e\ — 0. Logo,
e i* e 2 =  —ei * e2.
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b) 6 3 * 6 3  ~  - 1 :
63 * 63 =  ey* e-2*  e i*  e2 =  —e i*  62 * e2 * ei =  —e 2 * e 2 =  —1
Sejam u =  x +  ye 1 +  ze2 +  we3, e v =  x' +  y'e1 +  z'e2 +  Então, pelas 
condições acima,
u * v =  rca;' +  yy' +  zz' — ww' +  (xy1 +  yx' +  wz'— zw')e\ +
+  (xz1 +  zx' — wy' -f yw>)e2 +  (wx' -f- xwr +  zy' — yz?)e3
De forma, análoga ao exemplo 2, temos uma representação matricial para 
Cl(R2, —x2 — y2) da qual decorre:
•• ■ -  (1  - 1)  '  • • -
A  representação matricial genérica de C7(R2, —x2 — y2) é dada por
T . . . í x  +  z y -w \x l  +  ye 1 +  ze2 +  we — I  ,\y +  w x — z )
Como qiaalquer matriz real pode ser colocada nessa forma, concluímos que 
Cl(R2, - x 2 -  y2) ^  M2(E).
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3.2 A Álgebra de Clifford como Álgebra Fato- 
rial
A construção das Álgebras de Clifford como álgebras fatoriais é baseada 
no caso mais geral de multiplicação associativa que é o produto tensorial. Ao 
tomarmos o ideal 1 da Álgebra tensorial T (V ) gerado pelos elementos da forma 
v2 +  Q (v )l =  0, pelo quociente de T (V ) por I, todos os elementos do ideal 
passarão a ser Õ. Esta é a idéia geral da construção da Álgebra de Clifford 
como Álgebra fatorial.
Seja V  um espaço vetorial sobre um corpo K, com produto escalar {-, •), e 
Q : V  —» K  a forma quadrática associada. Considere a álgebra tensorial de V,
00
Í W  =  ® V « ,  (3.7)
i=0
que é gerada por V.
Definição 3.1. Seja I q o ideal de T (V ) gerado pelos elementos da forma
v ® v +  Q (v )l, v € V. (3.8)
Então a Álgebra de Clifford C l(V, Q) é o quociente
C l(V ,q )= T (V ) I IQ (3.9)
*
Segue da definição que a Álgebra de Clifford contém cópias isomorfas do 
corpo K  e do espaço vetorial V.
• Através da próxima proposição, as Álgebras de Clifford são caracterizadas 
universalmente.
Proposição 3.1. Seja A- álgebra com unidade f  : V —> A  uma aplicação 
linear com tal que
f (x )  • f (x )  =  -Q (x )  1 (3.10)
para todo x € V. Então f  estende-se unicamente a um homomorfismo de 
álgebra f  : Cl(V, Q ) A  tal que f  o % — f , i injeção de V em T (V ).
t
Prova. Pela propriedade universal da Álgebra Tensorial, a aplicação linear 
f  -; v  A  estende-se a um único homomorfismo de álgebra
U - . T (V ) ^ A ,
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tal que o seguinte diagrama comuta:
V __ A . -  A
T (V )
Diagrama 3.1
Assim, dados u, v.E F, então /®(tt®u) =  f (u ) • f (v ). Gomo por hipótese, 
f (x )  • f (x )  +  Q (x )1 =  0, então
f®(x (8> x +  Q (x )l) — /®(x (g> x) +  f® (Q (x )1) =
=  f (x )  • f  (x) +  Q (x ) 1 =  0
Logo (x ® x ) +  Q (x )l e ker(f<s), isto é, Iq Cker {/<$). Pelo teorema (2.2), 
existe um homomorfismo
/ : nv ')//« -> A
tal que f ° j  =  /«, onde j  : T (V ) T (V )/ Iq é a projeção canônica. Como V  
gera T (V )/ IQ, f® descende a Cl(V,Q ).
AT (V )
T (V )/ Iq 
D iagrama 3.2
□
De agora em diante faremos a abreviação C l(V ) para Cl(V, Q) sempre que 
não houver dúvida de quem é a forma quadrática Q.
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Como primeira aplicação da proposição 3.1, vamos mostrar a Z2-graduação 
de Cl. Considere o automorfismo
a : Cl(V) -+ Cl(V)
que é a extensão da aplicação «(ü ) =  —v em V. Já que a2 =  Id, existe uma 
decomposição
Cl{V ) =  C l°(V ) © C l1 (V ) (3.11)
onde Cl%(V )'.= {u  € C l(V ) | a(u) ■=■■(—1)V }. Gomo a(ai • a2) =  a(ai) * « ( 02) 
nós temos
CP{V) ■ CV{V)  Ç Cli+i{V) (3.12)
onde os índices são tomados módulo 2, ou seja, Cl(V.).' é Zij-graduada.
Escolhendo-se uma base ortonorinal {e i,...,e„} para V, podemos escrever 
Cliy) em termos de geradores e relações. De fato, Cl(V)  é a álgebra sobre R 
gerada por (e i , ..., e„} sujeita às relações
• e? =  -Q (ei) 1 ;
• eiej =  —ejei p a ra i^ j
Em particular, segue que todo elemento de Cl(V) pode ser escrito unica­
mente como soma de monómios da forma
e*! • 1 <  i <  n.
Logo, a dimensão de C í(y ) como espaço vetorial ê 2n, onde n éadimensão 
de V  sobre o corpo K.
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3.3 Classificação das Álgebras de Clifford
Daqui em diante ClTí3 denotará Cl(W +a, Q) onde
r r+«
Q(x) =  “  ü  xii=l í=r+l
Nos casos especiais r =  0 ou s =  0 adotaremos a notação : ClT =  ClTjo e
Cl*s =  Clo,s.
Através de alguns resultados, podemos construir uma tabela de Álgebras 
de Clifford de qualquer ordem, seguindo um processo indutivo.
Conforme os exemplos na seção anterior, temos que:
a) Ch “  C;
b )C7i* =  R © R ;
c) Cl2 Sí M;
d) Ch* ^  M2(R).
Proposição 3.2. Existem isomorfismos
Cl*n+2 9íC ln ®RCr2 (3.13)
C l n ^ C i r ^ C h .  (3.14)
Prova. Seja {ei, e2j—  ^ »+ 2}  uma base ortonormal para Rn+2 com o produto 
interno euclidiano. Sejam e'x, • • • ,e'n geradores para C7n e e",e% os geradores 
usuais de Cfe, Defina uma aplicação / : R*n+2 —» C7n®C7$ onde SK»n+2 indica 
a forma quadrática em R7l+2, dada por
f(e ) =  i e>i 0  e”e2’ se 1 -  * -  n’
% 1^ 1 ® e"_n, se i  =  n -f i  ou 7i +  2;
e estenda linearmente. Agora note que para 1 <  i, j  < n , nós temos
/(e*)/(ej) +  f (e j)f (e i)  =  ( e ^ e j e ^ ^ e ^
+  (e' <2> e"e2)(e- <E> eleÇ)
= e i e 'j ® (-1) +  e'e< <8) (-1)
=  (eíeí +  eí eí) 0  ( - 1)
=  2íyl <g> 1.
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E se n -j-1 < a, (3 < n +  2 temos
f { ea)f{ep) +  f(ep}f(ea)  =  (1 <8> e "_ „)(l <g> e£_J
+  (1 ® e^_„),(l <8> eã-íi)
=  1  ( S >  {e a - n e 0 - n  +  e p - n e a - n )  =  2 5 ó , / ? 1  < S >  1 .
Também temos
f (e i)f{e a) +  f (e a)f (e i) =  (e^  <g> efc5) ( l  <8> e"_J
=  cí ® « « - „  +  < _ ne"e")
=  e ^ ( e" ^ _ n- e ^ e " _ J  =  0
já que e"_n =  ex ou e2.
Logo
( n+2 V /n+2
/  (  ^ 2  xi eú 
i=1 / \j=1 n n+2 n n+2
i=l j=n+l j =1 - j = n + ln  n n+2
=  ^  x i x j f ( e i ) f { e i )  +  ] T  X )  x i x j f ( e i ) f ( e i )
i J=l. i=l j=n+l»+2 n n+2
i=n+lj=l ij=n+l
=  ^ i i , ( / ( e i ) / ( e j )  +  / (ei)/ (eí)) 
i < j n n+2 n
+ X  ( / ( e i ) / ( e i ) + / ( e i ) / ( e i ) ) + E * ? / ^ 2
i=l j=n+l _70 i=l
n+2
=  Y ^ xixj (f (e è f íe j )  +  /(ci)/(cí)) +  J ^ x lf ie i )2 
i < j  j=l n n+2 /n+2 \
=  E * * 1  ® 1  +  E  « f 1 ® 1  =  ( E ^ l 1 ® Li=l i=n+l \i=l /
ou seja, f (x ) f (x )  =  — ç(.i)l <g) 1, Vx € Rn+2. Portanto, pela propriedade 
universal, / estende-se a um homomorfismo de álgebra / : Cl*+2 -> C7n®C7|. 
Já que / mapeia sobrejetivamente sobre um conjunto qualquer dè geradores
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para Cln ele deve ser sobrejetivo. Como dim(Cl^+2) =  dim(Cln ® C l2)  
concluímos que / deve ser um isomorfismo. Isto prova (3.13). A prova de (3.14) 
é totalmente análoga. De fato, podemos inclusive tomar a mesma aplicação / 
só que com e\ G Cl*, 1 < i < n, e e", e" G Cl2. □
Proposição 3.3. Existem isomorfismos de álgebra
M „(K )0 i i I m(R )= M roi,( M) Vm,n (3:15)
Mn(E) <8>k K  =  Mn(K), para K  =  C ou H e Vrc (3.16)
C C — C ® C (3.17)
C ®r H =  M2(Ç) (3.18)
H<8>r H =  M±(R) (3.19)
Prova. Sejâm ® } i*cí,j<mn conjuntos dè matrizes
que têm todas as entradas nulas com exceção da i, j-ésima entrada que vale 
1. Elas formam bases (de espaço vetorial) de Mn(R), Mm(R) e Mmn(M), 
respectivamente.
Considere a aplicação linear que age do seguinte modo nos elementos da 
base de Mn(R) 0 r  Mm(R):
(é claro que {ey <g> êfcí}i<ij<n é uma base de Mn(R) M m(R)).
Só precisamos mostrar que ela é injetiva para ver que é uma bijeção. Assim,
se
E ( k - l ) n + i , { l - \ ) n + j  =  E [ k ’ —l) n + i '  ,(V—l ) n + j '
então
\Jc — k'\n =  \i — i'\ (*)
\l — l'\n =  \ j-j '\  (**)
Suponha que k ^  kr. Então por (*) temos que |i — i'\ >  n. Entretanto, 
já que 1 < i , i r <  n, nós devemos ter \i — i'\ <  n — 1, e portanto é absurdo 
supor que k ^  k'. Mas se k =  k', obrigatoriamente por (*), i =  i' também. Da 
mesma forma conclui-se que l =  V e j  =  f . Logo nossa aplicação é bijetiva.
Resta verificar que a aplicação é um homomorfismo de álgebra. Esta veri­
ficação pode ser feita apenas nos elementos da base:
(eij ® êki)(ei>ji <g> êk'i’) =  ® êkiêk'1' — àjvZij' ® §ik'êki'
=  SjvSiveij' ® 6fcz'
I >• Sjí' Sfk1 E(.k— l)n+i,(/'—1) n+j'
= Ò ( l - l ) n + j , ( k ' E ( k - l ) n + i , ( l '  -  l ) n + j '
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onde foi usado o fato e^ -e v^ =  5^6#/ (e analogamente para e^ e Eij). Isto é 
verdade porque
=  =  ^   ^Ôjkfijt&ti' fij'1 — fiik&ji'&ji' ■ 
t t
Logo Gjj &if j f —
Verificaremos (3.16) no caso em que K  -=• C. Considere a aplicação
Mn(R) ®R C— ► M n(C)
A ® 1 ■(■ B ® % i— y A  -1” iB
Que ela é uma bijeção é óbvio. Vejamos que ela é um homomorfismo:
(A ® 1 +  B ® i)(C  ®1 +  D ® i )  =
=  AC ® 1 +  A D ® i  +  BC ® i  -  B D ®  1
=  (AC  -  B D ) ® 1 +  (AD  +  B C )® i
.— >• (AC -  B D ) +  (AD  +  B C )i = (A  +  iB )(C  +  ÍD).
A seguir daremos explicitamente os isomorfismos (3.17), (3.18), e (3.19), 
sem demonstrá-los (não é difícil prová-los uma vez que os temos, mas requer-se 
um certo trabalho). O isomorfismo (3.17) é o seguinte
c  ©  c  —> c % c  
(0,1) i— > | (1 ® 1 +  i <2> i)
(0,1) i— > 1(1 <8> 1 — i ® i )
Lembre-se que existe um homomorfismo ip.: H  —> M 2(C) que leva a +  bj 
em ( ~), (o, b € C). Considere então a aplicação
C H —  ^M2 (C)
1 ®  Qi +  i  ®  Q2 1—  ^Q i  +  i Q i
onde Qi =  ^(qi) e Q2 =  ij)(<ti)- Este é o isomorfismo de (3.18). Por último, 
considere a aplicação
Et <8>k H — y (M) 
çi <S> ç2 ► *(^(ffi)$(fc))
onde : HE - »  M 2(C) é a aplicação ip(a +  bj) =  ( j*6 £), e i :  M2(C) —y M^(R) 
é o monomorfismo canônico. Com isso temos o isomorfismo (3.19). □
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Defina qc (z) =  £?=i z] e O n ■£* Cl{<^,qc ).
Proposição 3.4. Temos os seguintes isomorfismos
C l(U +s ,q<8 C) ^  Clr,s ®c C (3.20)
a n * C l 0,n ® C  (3 .2 1 )
onde q(v) =  ]T)i=i v f+  Y7i=r+i ~ ví e Q ® C é a sua complexificação.
Prova. Paxa mostrar (3.20) vamos utilizar a propriedade (3.10) que caracte­
riza universalmente as Algebras de Clifford. Com efeito, considere a aplicação
/  : C + í  — ► Clr,8 C  
v +  iw I— >■ v ® l + w ® i
ondè v, w 6 Kr+S . Então é claro que / é linear e vale:
f (v  +  w i)f(v  +  iui) =  (v <8> 1H- w <8 i )  (v <81 + w <8 i)
=  V21 <8 1 +  (vw +,-mí.u.)1-.<8>;Í-^
=  (v2 +  2i (v,w) — w2) l  ® 1 
=  — q <8 C(ü +  w i)l <8> 1.
Logo / estende-se a um homomorfismo / : C7(C+S, q®C) >-» Clr s^®%C. Como 
/ é obviamente uma bijeção, segue-se que / é im isomorfismo. A  verificação 
de (3.21) e direta:
Cn — Cln,0 ®K C — Cln-1,1®R C —---=  Cio.ii ®b C.
□
Proposição 3.5. Para todo n >  0, nós temos o isomorfismo:
o n+2 — a n ®c O 2 (3.22)
Prova. Seja (e i ,— , en+2}  uma base ortonormal para ■Rn+2'. Considere então 
a aplicação linear real
tal que
j ) =
iej <8 en+ien+2, se 1 < j  < n 
10  ej, se j  =  n -f 1 ou n +  2.
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Agora note que
(i) 1 < j  <  n
il>(ej)rl*(ej) =  ( iej <g> en+íen+2)2 -  —e* ® •—1 — - 1|ej||21 ® 1.
(ii) j  =  n +  1 ou n +  2
^(e/)^(ej) — (1 <8> e/)(l ® ej) —efl  ® 1 — -“|leilt2'l ® 1.
Como vimos na prova da proposição 3.2, (i) e (ii) são suficientes para garantir 
que
ip(x) • i){x) — — q(x)-1 ® 1, Vx € M"+2.
Logo pela proposição 3.1, estende-se a um homomorfismo ^ : Cln+2 —> 
<Cn ®c O 2 que é sobrejetivo. Ele também é injetivo, pois o domínio e a imagem 
desta aplicação têm a mesma dimensão. □
Proposição 3.6. Temos os isomorfismos de álgebra:
a 2n= M 2n(Ç), (n >  1) (3.23)
Cl<2n+i — M2n (C) 0  (C ), (n >  0) (3.24)
Prova, (por indução) De fato, teme«
O 2 — CI2 C — H (2>m C — M2(C)
onde o último isomorfismo é (3.16). Logo (3.23) é verdade se n =  1. Suponha 
que (3.23) valè para n =  k. Então por (3.20) e (3.13)
c^2(fc+l) — =  M2k (C) ® C  Cí2
=  M2k(C) (2>c M 2(C )  M2k2(C) =  M2(k+i)(C )
ou seja, 0 2(fc+t) =  M2ik+^(C). Logo acabamos de provar (3.23).
Quanto à (3.24) temos para n =  0
Q i =  Cli ®RC =  C.®Rc =  c © c
onde o último isomorfismo é (3.17).
Suponha que (3.24) é verdade para n =  A;. Então por (3.13) e (3.20) tem-se
C^ 2(fc+1)+1 — 0 2 fc+l ®c Cfe — C^ 2fc+l ®g M2(C)
“  (M2k{C ) ©  M2k( € ) )  ®c M2(C) =  M 2fc+i(C) © M 2*+1(C ).
ou seja, 0 2(fc+i)-|_i — M2k+i(C) © M2k+i(C). □
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Agora já estamos em condições de justificar a tabela:
n Cln c-í;
1 C R © R c © c
2 H M2(R) M2(C)
3 H © H M2(C) M2(C) © M2(C)
4 M2(H). M2(H) M4(C)
5 M4(G) M2(M) © M2(H) M4(G )© M 4(G);
6 M8(R) M4(H) M8(C)
7 Ais (R) © M8(R) M8(C) M8(C) © M8(C)
8 Mie(M) M i6(R) M16( q
A coluna (III) é óbvia a partir da proposição 3.6.
1.1, 2.1, 1.II e 2.II já foram calculadas anteriormente nos exemplos.
Ch =  Cl\ <g> Cl2 =  (R ©M) ® H =  H © M (3.1)
C lZ ^ C l1<S>Cl**íC®M2(R )*é M 2(C) (3. II)
Cl4 ^  Cl*2 ® Cl2 =  M2(R) 0-H-SS M2(C) (4.1)
C75 =  ® CZ2 =  M2(C) ® 0  S* M2(R) ® (C  ® H) 
“  M2{M) ® M2(G) ^  M,(C)
(5.1)
Cll -  Ch ® Cl2 =  (H © 0) ® M2(R) ^  M2(H) © M2(M) (5.II)
Cl5 “  CÇ ® C72 =  M2(0) ® H 9* M2(R) ® (H ® ; 
^  M2(R) ® M4(R) ^ M 8(
C7* *TC74 <S> (7^ 2 =  M2(H) ® M2(R) =  (H ®  M2(R)) ® M2(R) 
M4(R) Sé m 4 (
C77 ~  CÇ ® Cl2 =  (iW2 (H) © JW2 (M)) ® H ^  M8(R) © M8(R) (7.1)
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ci* sí cis ® ci; & m 4 ( € )  ®  m  s  m 4 ( r )  ®  ( c  ®  e )
“  M4(R) ® M2(€) ^  (M4(R) ® Afa(R)) ® C (7.II)
“  M8(R ®  C) Sí M8{C)
Cl% Sí C7* ® Cia =  (M4<H) ® e )  =  M4(R) ® (H ® H) 
“  MAR) ® M4(R) Sí Mi6( (8.1)
crç  sí c h ® c r 2 çá m 8(r >  ®  m 2( r )  sí m 16( r )  (s . i i )
Proposição 3.7. Poro todo n > 0 uofe
Prova. Nesta prova utilizamos a proposição 3.2 várias vezes:
c in+s =  c c + 6  ® ci2* c i n+4 ® ci;  ®  c i2 
^ c r n+2® c i2® c i ; ® c i 2 
-- c in ® cr2 ® c i2 ® ci*2 ®  c i2\ C.l Cl Cli 
Cln, ® M2( R) ® H ®  M2(R) ®,-Ll. 
Cln ® (M2(R) ® M2(R)) ® (H ® EI) 
C7„ ® M4(R )® M 4(R)
C ln ® M16(R) Sí Cln ® C k 'mX
dn+8 — Cln ® Ch 
Cl*n+s =  C i; ® C7£ (3.26)
r^ j 
rv
i :t rs/\ /i/i..i ihri ;—=■ r :f ív\ r ;^ g^
A demonstração de (3.26) é exatamente análoga. □
Observação. A  partir da tabela I e da proposição 3.7 podemos construir uma 
tabela de álgebras de Clifford de qualquer ordem. Entretanto, para os nossos 
propósitos a tabela I já é suficiente e por isso não nos preocuparemos com os 
casos n >  9.
55
__ r
3.4 A  Relação entre as Algebras de ClifFord e * 
as Algebras Exteriores
Mesmo sendo as algebras exteriores construídas independentemente de for­
mas quadráticas, existe uma relação entre estas e as Álgebras de ClifFord. A 
conexão é feita através da álgebra tensorial e suas filtrações. Assim, seja
?r =  Y t VÍ' )s<r
constituído de somas dè monómios de comprimento menor ou igual a r. Como
o produto de elementos de T t e de Tt resulta em fatores de comprimentos no 
máximo r  + 1, então
T r ® T t C T r+f
Pela projeção canônica j  : T (V ) —> T (V )/ Iq, j {T i )  =  Ti, tem-se uma 
Filtração natural de C l(V ) por subespaços lineares
To <Z T x C T 2 C ... C C l(V )
que tem a propriedade Ti • T j C T i+j.
Definição 3,2. Dados Ti nas condições acima, define-se a álgebra graduada 
associada
00
A = @ T n/Tn- l
n=0
com a multiplicação induzida.
Proposição 3.8. Os espaços vetoriais A (V ) e C l(V ) são canonicamente iso­
morfos e tal isomorfismo é compatível com as filtrações.
Prova. Considere a aplicação
/ : V  x • • • x V  — ► C l(V )
onde a percorre o grupo 4as permutações ST de ordem r e (—1)°' é o sinal de
o. Como / é r-linear e anti-simétrica ela induz uma aplicação linear
cuja imagem está em .?>. Compondo / com a projeção !Fr —> obtemos
a mesma aplicação da ultima proposição. Portanto f é  injetiva e a soma direta 
destas aplicações e um isomorfismo compatível com as filtrações . □
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Capítulo 4
Algebras de Clifford: uma 
construção alternativa
4.1 Introdução
No capítulo 2 abordamos a Álgebra Exterior ou Grassmaniana de um es­
paço vetoriaJ de dimensão-finita sobre um corpo K, através de duas cons­
truções. Na primeira, vimos a, Álgebra Exterior como imagem do operador 
alternado Alt : T (V ) —> T (V ), munido do produto (exterior) A definido pela 
fórmula
w A v =  Alt(w ® ü), w,v € V.
A segunda construção apresenta a Álgebra Exterior como uma álgebra 
fatorial T (V ) j I ,  onde T (V ) é a álgebra tensorial de V e l o  ideal gerado por 
elementos da forma x<g>x, x e V.
Pela Propriedade Universal, existe um isomorfismo de álgebras entre 
T (V )/ I e Im (Â lt) que faz com que o diagrama abaixo seja comutativo:
Altr
T (V ) ----------*~Im(Alt) C T (V )
P P\lm(Alt\
T (V )/ I
Diagrama 4.1
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onde p é o homomorfiamo canônico. /•
O capítulo anterior nos mostra a Álgebra de <üliffordd ( V rQ) como a 
álgebra fatorial Cl(V,Q ) =  ?^ -, onde Jq  é o ideal gerado por elementos do 
tipo x <8> x +  Q(x) • 1.
Convenção: Será adotado o sinal positivo em (3.2), tornando o ideal Jq 
gerado por elementos da formax ® x  — Q (x )l.
O objetivo central deste capítulo é construir a Álgebra de Clifford através 
da imagem de um operador que dependa da forma quadrática e exerg. a mesma 
função do operador alternado no Diagrama 3.1. Isto significa construir um 
operador
Ãq :T (V ) -> T {V )  
que faça o diagrama abaixo comutar.




p : T (V ) —¥ T(V )/Jq é o homomorfismo canônico.
Portanto o nosso objetivo é definir A q e provar que p\rm{ÃQ) & um isomor­
fismo entre as álgebras Cl(V,Q ) e /to(J[q).
Primeiramente, construiremos o operador alternado Ã q  definindo-o por 
uma expressão em termos de produto exterior. Feito isto, com algumas consi­
derações resultantes da definição de Aq  e sua imagem, estaremos em condições 
de demonstrar o teorema principal deste capítulo que afirma o isomorfismo 
entre as álgebras Cl(V,Q ) =  e Im(ÃQ) — Cq .
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4.2 A  construção da Alternada de Clifford
Seja ifrp : V xp =  V  x V  x ... x V  T ^ V ) =  função p-linear, p <  2,
p vezes
definida recursivamente pèlas fórmulas:
ij>2(x i,x 2) =  ~{xi ® x 2 -  x2 ® X i)+ < Xi, x2 >; (4.1)
1 P
lfip(,Xi) ■■) X p ) ~ ^ (^ 1) X i ® ijjp— l(x ij ...j X%, ...j Xp) 
p  i=1 
2 .
+  ~ y ^ ( - l ) u+t,+1 < X U,XV >  x^p_2(xi, .. ,xv,... ,xp)
P  u < v
(4.2)
onde Xi indica que o vetor X{ é ignorado entre os argumentos (xi, ...,Xj, -;Xp), 
e < *, • > é a forma bilinear simétrica (ou produto escalar) associado à forma 
quadrática Q.
Seja também a projeção r  : V *p —► T P(V ) =  V ^  definida pela fórmula
t (xx, ..., Xp) =  xi ® ... ® xp, 
isto é, r  leva o argumento no correspondente somando
T*(V) =  V® =  V ®  ...® V
i vezes
da Álgebra Tensorial T (y ) .
Pela propriedade universal de T^V ) existe um único homomorfismo
Ãp : T (V ) ! * (¥ )




isto é, tj/p(xi , xp)  =  A p(t(zi, ..., Xp)) =  Ãp(xi ® ... ® xp), o que nos induz 
à seguinte definição:
Definição 4.1. Uma função p-linear Ã q  : T (V ) > T (V )  é chamada Alter­
nada de Clifford se « t á  definida nas componentes homogêneas de T (V )  pela 
fórmula:
Ã q  (t ) =  t  , se t  € K  ©  V  (4.3)
Ã q{x i ® x2) — ^(xi ®  x2 -  x2 ® x i)+  <  x i, x2 >; (4.4)
1 p
Ãg(xi ® ... ® Xp) = -  ^ ( - í r ^  ® Ãq(xi <S>—Xj... ® Xp) -f 
P i=l
2 _^
+  -  < x u,xv >  xÃç(xi <8> ...xu...xv... ® Xp) (4.5)
^ tt<t;
Observação. Se Q =  0, então Ã q  coincide com o operador Alt definido em 
(2.28), Seção (2.7.2), e assim C q  é a própria Álgebra Exterior para V.
Para uma melhor visualização da Alternada de Clifford, observe o caso 
p <  3 descrito abaixo.
Ãq(t) t, t € K  {&V
Ãq (x i ® x2) =  - (x i ® x 2 - x 2(gixi)4- < Xj,x2 >
Ãq(xi (8) x? <g>x3) =  ~[xi ® Ã Q(x2 <8> x3) -  x2 ® Ã ç(xr <8>x3) +
O
2 ~
+  X3 <g> A q (x , ® x 2)] +  - [ (<  Xi,X2 >  xAq(x3)) -
-  (<  Xi,X3 >  x Ã q (x2)) +  (<  x2,x3 >  x1q(xx)]
Segue que
Ã q ( x i ® X 2 ®  x 3 )  =  i {x i  <8> [^(x2 -  x 3  <8> x 2 ) &  <  x 2 , x 3  > ]  -
1
- x 2 ®  [ - ( x j  ®  x 3  -  x 3  ®  x i ) +  <  x u  x 3  > ]  +
+  £3  ®  ® x 2 - x 2 ® x j ) - h  <  x r , x 2  > } } - + -Zi
2 .
+  g [<  X\, %2 >  X3— <  Xt,X3 > X 2 +  <  X2,X3 >  Xi\
Aplicando propriedades de produto tensorial:
ÃQ{xi ® x2 ® x 3)  =  ~  - (^ar, ® x 2® x3- x t ® x3 ® x2) +  
ü z
1 1 1 .  ,
+  <  X2, XS >  - -  • ^ {x 2 ®  %  ®  X3 ~ X 2 ®  X3 ®  X j) +Ü </ i
1 1 1. ,
+  - ^ 2®  <  ® i ,  x 3 >  + -  • —  [ x 3  ® x x ® x 2 -  x 3  < 8> x 2  ® x l )  +
1 2 
+  0 ^ 3 ®  <  2 1 , 2 ?  >  + õ l <  x h x 2 > x 3 -  <  X 1 , x 3  >  x 2  -KO w-
+  <  X2,X S >  X\]
Denotando as permutações de S3
ai =  (  1 2 3 ) ’ =  (  
f  1 2 3 \ (  1
a4~  V 3 1 2 ) ’ ^ - {  2
segue:
Ãq(xi ® X2 ® X 3) =  ( - l ) ^ ^ ! )  ®  Xa(2) ®  Xa-(3)) +
tréS3
 ^ 2r+  <  X2, X3 >  X i -  <  Xi,X3 >  X2+  <  XI,X2 >  a ^ + õ K  2 1> ^2 >  *^3~ <  Xuô
Observa-se facilmente neste exemplo qite, se ^  =  0, Aq =  Alt.
Proposição 4.1. As seguintes identidades se verificam:
ÃQ(x i ® ... ® xk ® p ® y ®  Xk+3® ... ®  xp}  —
= < y , y >  Ã q ( x x  ®  . . . y  ®  y . . .  ®  x p )  ( 4 . 6 )
1 2 3 \ _  {  l  2 3 \
1 3 2 ) ’ a* ~  \ 2 1 3 / ’
2 3 \ _  / 1 2 3 \
3 1 j ’ \  3 2 1 J ’
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Ãq(x i ® ... ® y ® z ® ... ® Xp) +  Ãq(xi <8> ...®  z ® y ®  ... ® x p) =
=  2 < y , z >  ÃQ(x i ® ...y ® z... ® xp). (4.7)
Prova. Para provar a equação (4.6), usamos indução sobre o índice p.
(i) Se p — 2, pela equação (4.4)
ÃQ(y®y) = ^(y®y~y®y)+ <y,y > = <  y,y > l
(ii) Hipótese de indução: Supor que a equação (4.6) é válida se existe um 
produto de (p — 1) fatores no argumento de Aq , isto é,
Ã q ( x i  ®  ... ®  y ®  y ®  .. .  ®  X p - x )  = < y , y >  Ã q  ( x í  ®  . . . y ® y . . . ® x p- i )
^ ... ... ....  ............... *
p—3 fatores
Agora, substituindo y =  Xk+i =  £*+2 na definição de Aq envolvendo p fatores, 
obtém-se
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A q ( x i  ® ... ®y<8> y ® xk+3 ® ...® xp)  =  
f k
y ^ (—l ) t+fcXt <8> A q ( x i  (8) ...xk... ® xp) J +
1
P i=l
+  ^ ( - l ) fe+1+1y ® Aq (xi ® ... ® X* ® y ® Xfc+3 ® ... ® xp) )  +
+  ( ( - l ) fc+2+l2/ ®  ^ q ( x i ®  ... ®  X* ®  y ®  x fe+3 ®  ... ®  x p) )  +
+  /  ( - l ) <+1Xj ®  A g ( x i  ®  ...fi... ®  x p)  J +
\i=k+3 /
+ -  I y ^ ( - l ) tt+fc+1+ 1 <  Xu ,i/ >  ^ lq(x i  ®  ...xu ... ®  Xfc ®  2/ ®  Xfc+3 ®  ... ®  Xp)
*A i= i.
2 «—■
+  ~ y ^ ( - l ) “ +fc+2+1 <  Xu, y  >  A q ( x  1 ®  ...x „ ... ®  Xfc ®  t/ ®  x fc+3®  ... ®  Xp) +  




+  -  Y ' ' <  y,.xv > Aq(x i ® ... ® Xfc ® y ® Xfc+3 ® ...x„... ® Xp) +  p '  ^o=fc+3
2 P+  -  ( - l ) fc+2+0+1 < 2/, x„ > JU(xi ® ... ® Xfc ® 2/ ® Xfc+3 ® ...x„... ® Xp) +
71 • ^
+  -  V  (_ i ) «+ t>+1 < Xu,xv > A q ( x \, ...x„...xfc ® 2/ ® y ® Xfc+ 3 ®
® ...x„... ® Xp) -(4:8) I
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e, reduzindo os termos semelhantes,
Ã Q(x i ® ... ® Xfc ® y ® y ® Xfc^ .3 ... ® xp) =
=  i ( - l ) fc+2y ® 4q(xi <g> ... ® x* <8> y ® Xfc+3 ® ... <E) xp) +
+  -  ( -  l ) fc+8y ® ^ 4q(xj <S>... <g> xjfc ® y <g> Xfc+3 ® ® x„) +  
p
+  E  ( - 1) l+iic* ® ^q(^í ® —Xi ® y Íg> y <8> Xfc+3<S>...■ ® xp) +
i=l,i^ fc+2,Â:+3 
2 v—'+  -  > Y _ i)«+ fc+2+1 <  xu,y >  Aq (xi ® ...xu... ® X k ® y ®  xfc+3 O ... <g>
2
O  X p )  -(- _ ( _ l ) * + l + * + 2+ l  <  y , y  >  A q ( x i ®  ... <g> X *  ®  Xfc+ 3  ®  ... ®  Xp )  +
P
2 fc+l+tH-1 1
+  -  E  < V.r xv >  Ãq(x\ <8 ... <S> xk ® y <8> xfc+3 <g>.. .xv... <8> xp) +
P  v = k+3
2 p
+  -  T ]  ( - l ) fc+2+,,+i <  y, x„ > Aq(xí (8>... ® Xfc <8> y ® Xfc+3 ® xv... v í—J u=fc+3
2 p
... ® Xp) +  -  E  ( -1 )U+V+L < Xtt,X„ >  Xí4q (Xi ® ...Xu— <2> Xfc ®
P  u<vu,»^ fc-f l,fc+2
<8>y®y® Xfc+3 <g> ...xv..a8» xp)
Como o produto escalar é simétrico, o primeiro e o segundo termos se 
anulam, assim como o quarto e o quinto, o sétimo e o oitavo. Então:
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ÃQ(x i ® ... ® x k ® y®  y ® Xfc+3® ...® xp) =
1 p
=  -  V  (—1)’+1% ® 4 q (x i ® : ® y  ® y ® ... ® Xp) +  
l#fc+l,fc+2
2
+  - { —l )2fc+4 < y ,y  > xAn(xi ® ... ® xfc ® xk+3 <8> ••• ®-xp) +
V
+  -  v  H r + i < x tt)x „ > x
V z—'r  u<vu,v^ k+l,k+2
x (4.9)
( p — 2 )  elementos
Aplicando a hipótese de indução no primeiro e terceiro termos da expressão 
acima:
Ãq(xi ® ... ® y ® y ® 2c*4-3 ® — ® Xp) =
1 p
=  -  V I  ( - l ) ' +1Xi<2) <  y, í/ >  Ã Q (x i  ®  ®  xk <S) Xk + 3 ®
^ i=l l/fc+l,fc+2
®  ... ® xp) +  -  <  y , y >  xÃq ( x\  ®  ... ®  x*, ® Xfc+3 ® ... ®  xp) +  
P
2  ■ _
+  -  ^  ( - l ) “+ü+1 <  XtíjXj, >  x Ã Q (x i J ...Xú,..Xj,...Xjfc ®
P  u<vu,Vi£k+l,k+2
® X k ®  Xfe+3 ®  ••• ®  Xp) =
=  -  <  y ,y  >  À q { x 1 ®  ... ®  x *  ®  ... ®  Xp) +
P
p — 2
+ ---- -  < y ,y  >
P
1  p
v - 2 h
ij£fc+l,k+2
Xj ®  4 q (x í  ®  ...Xj... ®  Xjfc ®  Xjfc+3 ®  ...®
®  xp) H------ ( - l ) u+c+1 <  Xu, x„ >  x
^  tt<uií,ç?íjfe+l,fc+2
X i í g ( x i ,  ...Xu .,.X„...Xfc ®  Xjfc+3 ®  -  ®  Xp) ]
Como, pela definição (4.1), a expressão entre os colchetes é exatamente Ãq(xi® 
... ® x* ® xfc+3 ® ... ® Xp), temos
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A q (x i®  ... <8> xk& y  & y  ® xk+3<8>... ® Xp) =
2
=  -  <  y,y >  A q (x i0 ... 0 x k 0 xk+3 0 ... 0 xp) +
p
p _2 *
H--------< y ,y >  Aq{x \ 0 ... ®> x* 0  y 0  y 0 Xfc+3 0  — 0 x p) =
P
= <  y,y >  Ã q (x i0 . . .  0  x* 0  y 0  y 0  xfc+3 0  ... 0  xp)
A equação (4.7) pode ser obtida da equação (4.6) por meio da polarização do 
argumento:
Ã q {x i 0  ... 0  (y +  z) <S> (y +  z) 0  ... 0 x p) =  (4.10)
= <  y +  z,y +  z > Ã (x i 0  . . .Ç +zry ^ z .. .  0 x p) =
=  2 <  y,z >  ÃQ(x i 0  ... 0  y+~z,y +  ~z... 0  xp) +
+  < y , y >  Ã q{x { 0  ... 0 ^  +  z, sT+1:... 0  xp) -j-
<  z,z >  Ã q (x i <8> ... 0  y +  z,# +  z... 0  i p)
Pela multilinearidade de Ã q no argumento polarizado,temos também 
Ãq (x 1 0  ... 0 (y-t- z) 0  {y +  z) 0  ... 0 x p) =
=  Ã q (x i 0  ... 0  y 0  y 0  ... 0  xp) +  Ãq(xi 0... 0  z 0  z 0  ... 0  xp) +
+  Ã q (x i 0  ... 0  y 0  z 0  ... 0  Xp) +  ÃQ(x i 0  ... 0  z 0  y 0  ... 0  xp)
Aplicando a equação (4.6) no primeiro e segundo termo da equação, obtém-
se
Ã q (x i 0  ... 0  (y +  z) ®\y +  z) 0  ... 0  xp)  ~
= <  y, y > Ã q( x i 0  ... 0  y, y... 0  xp)+  <  z , z >  ÃQ{x i 0  ...z,z... 0  xp) +
+  ÃQ(x i 0  ... 0 y  0 z  0  ... 0  Xp) -f Ã q (x i 0 ... 0 z 0 y  0 ... 0 x p) (4-11)
Agora, igualando as expressões (4.10) e (4.11),
67
2  <  y ,  z  >  Ã q ( x  i  <g>... <8> y + ~ ~ z  <g> y  +  ~z... <g> x p )  +
<  y, y >  Ã q ( x í  ®  ... <8> y+~z  <S >y+ lL . <8> xp) +
+  < > Ã q(xi ® <8>Xp) =  (4.12)
< y , y >  Ã Q ( x  1 ®  ... ®  y  ®  y... ® x p )  +
+  <  2 , z  >  A q (x i  ®  . . . z  <8i z , . .  <8) xp)
+  Ã Q(x i ®  ... <8 y  ®  z  ®  ... <8> xp) - f
+  Ã q (x i  <g> ... <g> ^ <8> y  <g> ... <g> xp)
Observando que
Ã jO n  ®  ... <g> i T + ^  < 8 > j f + l z . . .  <8> X p )  —  —J Íq (x i <g>... ®  y  ®  z<8>.. .<8> x p )  
e, reduzindo os termos semelhantes, concluímos a equação(4.7):
Ã q (x i <2>... ®  y  ®  2 <E>... <8> xp) +
+  Ã q ( x i  ®  . . .  ®  z  ®  y  ®  . . . ®  X p )  =
=  2 <  y, 2 >  Ã q (x i  ® ®  Xp).
O
Observação. As identidades (4.6) e (4.7) generalizam a relação
u • v +  v • u =  2 < u,v >
da Seção (3.1).
Sabe-se que dados v, w € V, o produto exterior v A w em A (V ) é definido 
como o operador Alt aplicado ao produto tensorial v <8> w,
v A w =  Alt{y &w)
Também podemos expressar a Alternada de Clifford em tennos do produto 
/
exterior. E o que afirma a proposição a seguir.
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Proposição 4.2. Para as componentes homogêneas, tem-se
Ã q(x i ® ••• ® Xp) =  Xi A ... A xp +  ^  ^  •
Jb=l <r€5yj*
... < Xa(2k-^  1)5 ^ <r(2k) 2'<r(2fe+l) A A Xg-(p) (4.13)
onde os permutações cr €. SPtk são caractèrizadas pelàs propriedades
<r(l) < <t(3) < ... < ô {2 k -  1) (4.14)
a(2t -  1) <  a(2t), t =  l,...,k  (4.15)
a(2k +  1) <  o{2k +  2) < ... <  o(p) (4.16)
Prova. Considere a seguinte função p-linear:
yp : V xp — > T (V )
(xi,...,xp) i— > Xi A ... A xp +
[f]
+  ^ 7 •^0’(2) ^  %<r(2k—1) > *E<r(2fc) -£<r(2fc+l) A
fc=l <7-e5P)j.
. . .  A ljfp)
isto é, y>(zi, ...,xp) é a parte direita da expressão (4.13).
Na definição de o primeiro somatório resulta exatamente no operador 
Alt aplicado ao produto dos fatores envolvidos. Assim, para demonstrar a 
proposição (4.2), é necessário verificar a igualdade ^p — <pp.
Alguns lemas envolvendo ortogonalidade de argumentos serão necessários 
para a prova desta proposição.
Lema 4.1. Se os vetores X\,...,Xi-i,y são mutuamente ortogonais, então:
tpp(?cí) •£*—ij y> Vi %i+2> ^p) ^  y, y ^  P^p—2(^ 1 í) *^ í+2j ■■■) ^ p)
(4.17)
Prova. O primeiro passo é aplicar a definição de y?, sendo necessário considerar 
os vários casos que ocorrem de acordo com as posições i e i +  1 dos fatores 
iguais a y, e encontrar no somatório os somandos que desaparecem.
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Consideremos os seguintes casos:
(1) i, i +  1 € {a(2k +  1), ...,o{2k +  2), ...,cr(p)};
(2) i , i  +  1 € (<r(l),..., <x(2à;)};
(3) i +  1 6 {<7(1), ...,<r(2k)}, i € {<j(2k +  l),...,<r(p)};
(4) i e MJ),...,cr(2Â;)}, i +  l e  {a{2k + l),...,< j{p )}.
Caso l ; i , i +  l €  {a(2k +  1 ) , a(2k +  2 ) , a(p)}
Neste caso, todos os somandos desaparecem, pois y A y =  0:
<p„(x 1,..., X i ^  y+y,Xi+2, —rx p ) =  A A x v +  
b/2]
< ViV ^  53  ^  ^ t2) ^  ®<*(p) ■> ®<t(2p+1) ^  "•
fc=l <r€SP'k
... < X<r(2fc—í)j 2'ff(2fc) a'<r(2fc+l)
A ... A y  A y A ... A Xgty) (4.18) 
=0
Caso 2: i, i +  1 e {<7( 1),..., <r(2A:)}
Devemos considerar os subcasos que cobrem todas as possibilidades:
(a) i E (cr(2), cr(4), ...,a(2k)}
(b) i +  1 e {o-(2),o-(4), ...,<t(2/c)}, (<t(2í -  1),<7(2í)) ^ ■(*,'* +  1)
(c) i — cr(2t — 1), i +  1 — <r{2t +  1);
(d) i — a(2t — l ) ,  i +1  =  <r(2t). 
t
E claro que todas as situações acima aparecem pois apesar de x\,..., Xi — 1, y 
serem mutuamente ortogonais, quando houver a transposição de índices, não 
necessariamente obtém-se o produto escalar dessas variáveis entre si.
(a) i € {a(2),a(4),...,a(2k)}
Neste caso, i <  a(2k). Suponha, por exemplo, <7(4) =  i, k > 4. Então
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<Pp(x 1 , ...,Xí-lry,y,xi+2r..„,xp) —  x\ A ... A xp +
[f]+ EE
fc=l <r€SPtk
... < Xa(2k—l ) j  ^o-(2fc+l) A ... A Xafp^
Pela propriedade (4.15), <r(2t — 1) <  (r(2t), t  =  1,..., A:. Gomo f é  do tipo 
2t, para algum t, existirá um fator <  xa(^t-i),Xi >. Como 21 — l  <  i, Xi =  y> 
e por hipótese, xa^ t-i),-£* são mutuamente ortogonais, então cada somando se 
anula.
(b) 4 -Kl € {<y(2),cr(4),...,<y(2fc)}, (a(2t -  l ) ,a (2 t ) )^  {i, i +  1)
Analogamente ao caso anterior, cada somando tem um fator
x^^t—1)5 ®*+i Xo(?t—1) j y ^j
onde 2t — 1 < i, e {a(2t — -1),-<t(2í)).^ +  1). Estes fatores se anulam pela 
mesma razão.
(c) i  =  a(2t — 1), i +  1 =  &(2r +  1)
Na condição acima, cada somando tem a forma
( 1) X<r(l)i Xff(2) ^ ’ <C XirXa^ 2t)
^  ^<t(í+1)) %2t >  * ‘ ‘ <  2T<r(2fc—1): X<r(2k) '> X^pk+l) A ....
... A Xj_x A X2k+l A ...ÍC£r(2t)-"®2r ‘ ‘ ’ A Xa(p)
onde Xi =  xi+l =  y.
Considerando permutações tr e a' em SP, onde </ é obtida de <7 por meio 
de uma inversão ct(2í) —> a(2r), ^ntão obtém-se somandos iguais com sinais 
opostos
X<r(2t—l)rX<r(2t) V\X2t
^  X<r{2t—1)> 2'<r'(2t) <  X<j{1t— l) j 'E<r(2r) <  2/.j <^2r •
Logo, os somandos correspondentes se anulam
(d) i =  <r(2£— 1), i -f 1 =  <t(2í)
Neste caso, todo somando tem a forma
( 1) < *ff(i),.X»(2). > ...
^<r(2t— 1) j ®2t >  "  ' <  <^r(2fc—l)j 2'<r(2fc) ^  •^ op(2fc-f 1) A  ...
• • • A <^r(p)
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onde x ^ - i )  .=■Xtr(2t) — y- Seja <7 € Sp- 2$ -i o conjunto das permutações de 
p —2, k — 1 satisfazendo as equações (4.14)-(4.16). Consideremos a permutação
(  i 2 ••• í r + i  —  p \ q
\a (l) a (2) ••• a { 2 t - l )  a(2t) ••• <r(p)/ p_2,fc-1‘
Na expressão
¥^ #(•^ 1) li 2/j 2/j Xj-f-2} xp)
os somandos abaixo não desaparecem:
[f]
^ ViV ^  ^   ^ ^   ^ t )^~ 2'<r(2fc—3) j ^ '<r(fc+2) >
fc=l «rG5p_2,fc_i
‘ t^r{2k—1) A A Qr(p— 2) =  -
= <  2/, y >  < P p - i ( x u *i_ i, xi+2, (4.19)
Para o Caso 3 e Caso 4 nós mostramos que para todo somando do tipo 
3, podemos encontrar um somando oposto da tipo 4, e vice-versa, Todos os 
somandos correspondentes ao Caso 3 têm a forma:
( 1) ^  X(r(l)j 3'<r(2) 2t). > ’ * *
• * * <  X«(2k-1), Xa{2k) >  Xl A  . . . A
A A X{ A • • ■ Xgr{2t) • • • A Xa(p), (4.20)
onde Xi =  Xj+i =  y, pois i  4-1 e  {<r(l),<7(3), ...,a(2k — 1)}. No caso 4, todos 
os somandos tem a forma
( 1)" <"' ®âr(l)> Xff(2) > ‘ - XÔr(2r)
<  Xã(2k—X)> %ff{2k) X\ A ... A
A Xj_i A Xj+1 A • * -■ Xôr(2r) ’ ' ■ A Xã-{p) , (4.21)
onde x* =  Xj+i =  y. Isto ocorre também porque i 6 (<t(1),ít(3), ...,o{2k — 1)}. 
Seja r =  t e ãa =  oa, se a i,i 4-1. Como (—l )a =  —(—1)°!, então as 
expressões (4.20) e (4.21) se cancelam. Portanto temos que a igualdade das 
expressões (4.19) e y>p(xi, ...,xj_i,t/,y,xf+2) ■■,Xp).
□
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Lema 4.2. S e  os  v e to r e s  X i , . . . , X í ^ i  s ã o  m u t u a m e n t e  o r t o g o n a is  e os  v e to r e s  
y , z  s ã o  o r t o g o n a is  a xi,...,xj_i, e n tã o
cpp ( x i , ..., X i - 1, y ,  z , x i+ 2 , . . . ,  X p )  +  (p p (x ly-.;, x*-*,'«, y, Xê+2, ..., xp) =
2 < y , z >  ip p -2 ( x i , ...,X i - i , x i+ 2 , . . . ,X p )
S e  os  v e t o r e s  y ,  z  s ã o  m u t u a m e n t e  o r t o g o n a is ,  e n t ã o :
••••>'Xi—í )  y, z , •••, Xp)  =  < P p ( x i , X i —i, z, y,  Xi+2, X p )  (4 .2 2 )
P r o v a .  A equação (4.22) é demonstrada através da polarização do argumento 
y  em (4.17):
<Pp(xu .. . ,  X i - i ,  (y +  z ) , ( y  +  z ) ,  x i +2 , x p )  =
- < y  +  z , y + z  > (pp ( x i ,  . . . ,  X i - i , x i + 2, . . . , x p )  =
=<  ^y > y  ^ ( P p f e i j £*—ij-^i+2>£p) +
+  2 < y ,  z  > j f p ( x ^  . , . ,  X í - u  X í+ 2, - , x P) +
+  <  z , z  X p p( x  1,...,-Si-!, xi+2) ■ ■■, £p) (4.23)
Por outro lado, a função <pp é  linear, logo:
! f ip (x 1, ..., z , y  +  z , x i+ 2 , . . . ,X P )  =
=  ipp (x\ , . . . , x i - 1, y , y  +  z , x i+ 2 , . . . , x p) +
+  cpp ( x i , ..., x*_i, z , y  +  z ,  x i+ 2 , . . .7X p )  =
— ( P p f a i i - , y > z ,  •-•í-?'p) -t- ^v(x i> V j V t •••> £p) ■)"
+  V?p(xi,...,2:,y,...,xp) +  v?p{xi,...,z,2,...,Xp) =
=  <^p(xi,y,.z,.. ,Xp)+ < y , y  >  <pp ( x i , ...,xp) +
+  ^ p(xi, ...,2:,y,...,xp)+<  2 , 2: > ^p(xi, ...,xp) (4.24)
Igualando, as-expressões (4.23) e (4.24), obtém-se o resultado
<Pp (xi,..., x í -  i , y , z ,  x i+ 2 , ... , Xp) +  ipp (xi r x í - i, z, y , X { + 21..., xp) =
2 < y ,  z  >  ^p(x1, ...,xj_1, xi+2, ...,xp)
A equação (4.22) decorre da ortogonalidade entre y  e  z , isto é, < y , z  > =  0. 
Assim,
( P p ( x i , . . . , x i - i , y , z , x i+ 2, . . . , x p )  =  - ( p p ( x i , . . . , x i - u z , y , x i + 2, . . . , x p )  (4.25)
□
Observa-se que a troca de posições dos elementos do argumento sob a ação 
de Ã q  pode ser obtida do mesmo modo como a permutação de geradores da 
Álgebra de Clifford (e,-e,-) =  —(e_,ei).
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Lema 4.3. Para todo argumento, as relações abaixo se verificam:
VP(xi, ■■■) Xj_i, y, y,Xi+2i ■•■, X p )  = <  y,y >  ipp—2( x i , - X j —1, Xj+2j xp)
(4.26)
e
^p(- l^5 37j—lJ Vi *^t+2?*£p) +  P^p(.X 1J 1) Z, y, Xj-J.2) ^p) (^-27)
=  2 < y , z >  (pp- 2(x  1, * < _ ! ,  xi+2 , x p) (4.28)
Prova. Paxa a equação (4.26), é suficiente considerar dois casos: quaisquer 
dois dos vetores do conjunto são mutuamente ortogonais ou
linearmente dependentes (colineares).
a) Se o conjunto {x i, ...,Xj_i,í/} é ortogonal, então (4.26) é imediata pelo 
Lema (4.1).
b) Para o caso de existir pelo menos dois vetores colineares em
{x i , . . . ,x i - i ,y } ,  
utilizaremos o princípio de indução para p.
• p =  2: a equação (4.26) se verifica pela definição de (p:
<P2 (y,y) =  < y ,y  > = <  y,y >  1 (4.29)
=0
• Hipótese de Indução: Suponha que a equação (4.26) seja verdadeira para
íPp—2 (^ 71,...,J7j—1, y, y^  ...,Xp_2) ^  Vi y í5” tPp—4 (^1?— 5Xi—1, Xí+2i— iXp). 
Vamos construir a sequência de intervalos
[ai,(3i\ D [ « 2,^ 2] D  ...
do seguinte modo:
(1) xQl é o primeiro dos vetores xi, ...,Xj_i, y que é colinear com um destes;
(2 ) Xfo é o primeiro desses vetores que é colinear com xai;
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(3) xa2 é o primeiro dos vetores xQl+i, ..., x^ que é colinear com um deles.
(4) X02 é o primeiro dos vetores, que é colinear com xa2,
e assim por diante.
Os vetores X i ,X 2, ...,xa, ...,x*, onde kê  o índice imediatamente abaixo de 
(3, são mutuamente ortogonais. Já os vetores. X/j e são ortogonais a esses 
vetores. Nestas condições, podemos utilizar o Lema (4.2) mudando a posição 
dos vetores xa até a posição imediatamente seguinte de x@. Esta mudança 
altera o sinal negativo da Equação (4.22) {j3 —1 — a) vezes, de onde se obtém:
íPpiph -Ei—li ViVi ^p) =
=  ( - l ) ^ -1-aVp(®i> -x&, •••,xp) (4.30)
Pela construção, podemos observar que a sequência de intervalos é finita :
[auPi] D . [a2,/&]'.=>
Também se observa que o conjunto [x i,...,x a, . . . ,X 0_ i }  ê ortogonal.Neste 
caso, pelo Lema (4.2), tem-se
íPp{xi , ..., Xj_i, y, y,Xi+2, %p)
=  (-1  )^~1~a)(pp{xí ,..xa,...rx ^ l l ^ x i^u y,yrxi+2 r-^ p )
Como, por construção, xa,xp são colineares, então xp =  cx« para algum 
c e K. Com isto, temos duas possibilidades:
(i) p < i - l :
Como {x i, é ortogonal, então pela multilinearidade de <pp e pelo
Lema (4.1)
(Pp{x i , ..., Xiri, y, y,Xi+t, ...,xp) =
=  (-1  )^-1-aC < Xa, Xtt > X
X <pp—2(Xx, ..., Xa, Xa,Xf)—i,X(}+i, ..., Xi—i, y, y, Xj-f2j Xp).
Pela hipótese de indução,
tPpi?'í) %i—i > Viy>Xj+a,...., Xp) =
=  (-l)/*-1-a < xa,xa > <  y,y > x
x (pp—^ { x \ , x Q, xa, Xfi—i, Xp+i, ■••y,y, Xj_i, Xj^ _2j Xp)
=  ( _ 1)^ -Í-« < XQ,X  ^> <  y,y >  x
X ^Pp—2 ^ a ,  3'li ■■■) Xq, X^—i,  Xfl-i-i, ...y, y ,  X j_ i ,  Xj^-2) ■■■) Xp)
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Pelo Lema (4.2)
typix 1) 2í*—lj Ui Ui 2-1+2) ■■■) Xp)  =
= < y , y >  <Pp-2(^1, - ,X i- i,X i+2, ...,Xp) (4.31)
A potência'(—l)0-1-'a é compensada quando se aplica o Lema (4.2) para 
a troca de posições de xaix$ nos argumentos.
(ii) p =  i
Neste caso, x p  =  y  e conseqüentemente, xa — Ay, A 6 K. Assim,
^Ppixii Xj4-2, Xp) .==
X 0
=  ( — l)^_1_“ ^p(xi,. .., x a , . . . X j_ i ,  Xy,  y,  X i + 2, . .., x p )  (4.32)
Pelos Lemas (4.1) , (4.2) e a equação (4.2),como os vetores 
aji,..., Xj_i,x Q =  y  são mutuamente ortogonais,
tppipc 1, ■■■) —x> y ^ y  3 i^+2) •••> Xp)
=  (—1)/?_1_“A < y , y >  ^ p - 2( x u  ...yx a , . . . , X i ^ u ^ y ^ yx i + 2, . . . ,xp )
1(3+1
=  ( - 1)^ _1_Q  < y , y >  (f ip- 2(xi ,  . . . , x Q, . . . , X i - i , \ y ,  X i+ 2, ••■,xp)
=  ( - l ) ^ - 1_tI <  y , y  >  (pp_2{ x  1, . . . , x a , ..., u x a , x i + 2 , x p)
Pelo Lema (4.2),
<pp ( x u ..., X i - i ,  y ,  y ,  x i+2, ..., Xp)  =
=<'- Vi V ^  (Pp—2ÍXlr-" jXa-) ..., Xj_i, Xi+2) Xp)
Novamente, a potência de (—1) é compensada pelas aplicações repetidas 
do Lema (4.2) em x a .
Conclui-se, então que
(fp(x 1, ...j Xf^^ y,y, íCt+25 — t^ Xp) =
=<í y>y > (Pp—2(^15---j2-t—ii^*+2j ■■■>^ p) 
para todo argumento.
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Para provar a relação (4.27), usamos a polarização do argumento y em
(4.26):
cpp(x i , ..., {y +  z),(y .+ z), ...,xp) =
= < y  +  z,y +  z >  y +  z7 f + z , x j  =
= < y , y >  (p ^ ix u -.^ f+ z y f+ z ^ .^ x j, )  +
+  < z , z >  <PV^ (-Xu...r f + Z yf+ Z ,...,Z p ) +
-I- 2 <y^z >  <pp- i (* i, . . . , f ^ ,  f V z , ...,%) (4.33)
Por outro lado, pela multilinearidade de (pp e equação (4.27),
¥3p(xi,..., (*/ +  z), (y +  z) , ..., xv)  =
= < y , y >  <Pp-* ( * i - , y ,  —, %)  +
+  <  Z, Z >  ^p_2(x i, ..., Z, 5, ..., Xp) +
+  9 v ( x i> - » v »  x p ) +  ■■■» y> - >  x p )
Igualando as expressões (4.33) e (4.34),
■ f
(pp(x i , ..., y, z, ..., xp)+ípp(xx, ..., 2, y , xp) =
=  2 < y , z >  <pp-2(xu ...,Xj_2,xí+2, ...,xp) (4.34)
□
Com os lemas (4.1), (4.2) e (4.3) podemos voltar à prova da Proposição (4.2), 
lembrando as seguintes relações a serem provadas:
íf]
Ã q ( x i  ®  . . .  <g> X p )  =  X i  A ... A X p  +  £ X
1 í^E*?ptjfc
... <  2'op(2fc—1) j ®o-(2fc) <^r(2A!+l) A ... A X(r(p) (4.35)
onde as permutações a € Sp,k  são caracterizadas pelas propriedades
a( 1) < a(3) <  ... <  a(2k -  1) (4.36)
<j(2í — 1) <  cr(2í), £ =  1, ...yk (4.37)
a(2k +  1) < a{2k +  2) < ... < a{p) (4.38)
À idéia aqui é provar a igualdade entre as funções tpp e ipp. Temos duas 
possibilidades: xi,...,xp mutuamente ortogonais, ou existe pelo menos um par 
de vetores çolineares.
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Caso 1: Se xx, xp são ortogonais entre si, então
^ Xy, Xy ^ - 0
Vn, v € {1,2, ...,p}. Conseqüentemente,
2 _^
<  *u,Xv > ^p-2{xi,...,Xu,...,XVr...,Xp) —íy
7}
*  u<v
Como o primeiro somatório é exatamente o operador Alt aplicado ao tensor 
(xi ® ... ® xp):
il)p{x 1, ...rXp) — Xi A ... A Xp.
Caso 2: Vamos usar indução em p, e o fato que e <pp têm a mesma 
simetria (equações (4.6) - (4.7)) e (4.26) - (4.27).
• p =  2: A  igualdade se verifica para p =  2:
i,*a) = ^ i A x2 =
Alt(x i ® x2) “  i (x i  ® x2 -  x2 ® x i)+  < xx,x2 > =z
^2(2:1, x2) (4.39)
• Hipótese de indução: Suponhamos, então que l0p_2 =  <^ p-2
Seja x$ o primeiro dos vetores x\,...,xp que é colinear com um destes 
vetores, e x^ o primeiro colinear com i,, Temos então que Xj =  kx^ 
para algum k 6 K. Pelos Lemas (4.1) e (4.2) aplicado repetidas vezes,
1pp{x 1, ..., Xi, — ,Xp) — Ã q (X i ® ... ®  Xi ®  ... ®  Xj ® ... ® Xp) =
=  (—l ) 1* ^ 1 Ãq{xí ® Xj ® xx ® ... ® Xi ® ... ® % ® ... ® xp) (4.40) 
Pelo Lema (4.3),
=  (-1  y+*+ik < Xi,Xi >  Ãq (xX ® ... ®  Xj ® ®  Xj ® ... ® Xp) =  
=  < Xi,Xj > (—iy +Í+lÃQ(xi ® ... ® Xi ® ... ®Xj ® ... ® Xp) =
+  < Xi,Xj > ( - í ) t+j+lljjp-2(xi ® ... ® Xi ® ... ® Xj ® ... ® Xp) =
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Pela hipótese de indução,
'iftpí^Xi, •••X%,t é . X j - j Xp) -— XijXj  ^  ( 1) (Pp—i i x ^ i ..., X{...Xj, ..., Xp)
Pelo Lema (4.3),
1pp(xi, ...Xi, ... j Xjj) — ( - “ l )   ^ (pp—2^Xi,Xj,Xi,...,Xi...XjJ...,Xp)
Aplicando o Lema (4.2) sucessivamente,
^p iX l i  ■■•Xi, . . .Xj,  ..., Xp)  =  yjp_ 2 (x i ,  ..., X{ . . .X j ,  ...Xp)
□
O nosso principal objetivo é identificar a imagem do operador Ã q ( T ( V ) )  e 
assim verificar o isomorfismo entre as álgebras Im ^Aq) e Cl(V,Q ) — T ( V ) / J q . 
Tendo provadas as proposições e lemas anteriores, podemos observar:
(1) Se os vetores x\, ...,xp são mutuamente ortogonais, então
Ã q ( x i ®  ... ®  x p)  =  Aít (x i <g> ... <2> Xp) =  Xi A  ... A  Xp 
Prova. De fato, pela proposição (4.2)
[f]  ^
Ã q ( x i  <g> ... ® Xp )  =  X\ A  ... A  Xp +  <  >  ■■■
fc=i
... < Xo- f^c—l)jXff(2K) -■> 2'<t(2Í!+1) 'A •■ A ^ j (p ).
Como os vetores Xi,Xj, i =  1, 2, ...,p são ortogonais,
< Xj, Xj > =  0 Vi, j,  de onde segue que
Ã q (x i  (8)... <8> Xp) =  x i  A  ... A  Xp
□
(2) Para qualquer familia de vetores X i,..., xp, temos:
A q ( x i A ... A xp) =  Xi A ... A xp
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Prova. Temos duas possibilidades: x \ , x p são mutuamente ortogonais 
ou pelo menos um par de vetores é linearmente dependente. Para o caso 
dos vetores serem mutuamente ortogonais, vamos utilizar a definição de 
produto exterior:
Ã Q(x i A  ... A xp)  =  Ã Q I i  ®  ® x<t? j  =
\ P <resp )
=  y i  ( ~  1 )  ^ ( ^ ( l )  ®  ■■■ ®  X < rp )  ( 4 . 4 2 )
cr£Sp
Segue da Observação (1 ) que
Ã q { x i A ... A xp) =  E ( - 1 ) <r( ^ ( i )  A  -  A  xvp) ~  A  ... A Xpp\ <reSp
(*)
(* )E ssa  parte é compensada pela anti-simetria do produto exterior. 
Logo,
A q (x i A ... A Xp) =  Xi A ... A Xp.
Se existir pelo menos um par de vetores x ^ x j  colineares, construímos 
x 'i ,x 'j  o rtogon a is « assim,
Xi A ... A Xj A ... A Xj A ... A Xp =
=  Xi A ... A x'i A ... A xrj  A ... A Xp.
Pela  observação (1 ) obtém-se
A q ( x i A ... A Xj A ... A Xj A ... A Xp) =
=  Ã q (xi A ... A x'j A ... A x'j A ... A xp) =
=  Xi A ... A Xj A ... A Xj A ... A xp. (4.44)
□
Na realidade, dada a form a quadrática Q, a Observação (2 ) nos mostra a 
inclusão:
A " (V )  C  i e t T - t n )  (4.45)
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Agora, pela Proposição (4.2),
Aq (xi <£>... ® Xp) =  xi A ... A xp +
[f]
+  E E  ^  j 2'it(2) >  ... <  '^o-(2fc—1) j 2'<r(2fe) ^  •^ <r(2fc+l) A
fe 1 <r€5p,fc (p—2k) tetm os
... A 3?<r(p)
de onde decorre a inclusão
Jp/2]
Í q(7^(V)> C ®  ylp-2fc(y ) (4.46)
k=0
Como Ap~2k(V ) C AP(V ), segue das inclusões (4.45) e (4.46) a igualdade 
(de espaços vetoriais)
Ãq(T (V )) =  A (V ) (4.47)
Concluímos, então, que para qualquer forma quadrática Q =  (*, •},
Im{ÃQ) = A { V ) .
Assim, se Q é não-degenerada, então
[p/2]
Ãq(T*(V)) = 0  Ap~2k{V) (4.48)
k =  0
De fato,
(1) e lrio1 /y-a (V ) C Ã g(T*(V ))
Dada uma base ortogonal {x i, ...,xp} de V, os elementos de
b/2]
® y l p- 2*(V)
k = 0
são somas de elementos da forma
Xi A ...Axp-2k- 
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Seja y um vetor ortogonal a xi,...,xp_2k- Vamos acrescentar ao tensor
xi ® ... ® xp o fator y 2k vezes. Pela Proposição (4.1),
Ã q (x i ® ... ®  Xp—2k ®  y ®  y ®  ■■■ ®  y )  = <  y ,y  > k ÃQ(xi ® ... ®  Xp_2fe)
V  ---------2k vezes 
Segue a observação (1) que
ÃQ{xi ® ... ® xp) = <  y, y > k x i A ... A xp_2.
Então
xx A ... A Xp_2fc = <  y, y > “ * ÃQ(x i ® ... ® Xp_2fc) (4.49)
Como por construção, y é ortogonal a x i, ..., xp_2k, pela Proposição (4.1)
xi a ... a Xp_2k = <  y, y >~k< y, y > k ÃQ(xi ® ... ® xp) (4.50)
(2 ) Â Q(T V (V ) )  C
Esta inclusão é óbvia, já que provamos a Igualdade (4.47).
Note que se Q =  0, então, pela definição de A q
A q ( x i  ®  . . .  ®  Xp) =  A lt(x i  ®  ... ®  Xp) =  x i  A ... A Xp, (4-51) 
isto é, Ãq =  Alt e Ãq (Tp{V)) =  AP(V).
Proposição 4.3. A Alternada de Clifford A q  é uma projeção, isto é, Ã q  =
Ã q .
Prova. Seja t 6 TP(V), e {x,, 1 < i <  n} base ortogonal de V.  Pela inclusão
[p /2]




Ã j( i )  e ©
k=0
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ou seja, Ã q(í) é soma de termos do tipo x,t A ... A Xjr, 1 < r < n. Pela 
observação (1),
xh A ... A xir =  ÃQ(xh ® ... ® xip).
Logo,
=  Ã jÍÃ jÍ* «  ® -  ® XÜ ) =
=  Ã q (xj1 A ... A Xjr) =
=  ®i, A ... A x ir =
=  -Ãq (* í! ® -  ® Zjp) (4.52)
Estendendo linearmente a T(V) ,  Ãq (Ãq(í )) — Ãç(t).
□
Vamos considerar Im(ÃQ) =  (A(V), •) =  CQ> onde (•) é definido como um 
produto em Cq  pela fórmula
w • v  =  A q ( w  ®  v ),  w ,v  E. A (V ) .
Afirmação: (Cq, •) é uma álgebra.
Prova. Da teoria de A (V )  vem que Cq  =  A (V )  tem estrutura de espaço veto- 
rial. Basta então verificar a condição
a(u  • v )  =  (au)  - v  =  u -  (o v ),  Vm, v € A (V )e  a € K
Assim,pela linearidade de A q  e do produto tensorial,
a(u • v )  =  aÃq{u  ®  v ) =  A q {cl{u  ®  u) =  A q (a u  ®  v ) =  (au ) ■ v
Por outro lado,
a(u • v ) =  A q ( u  ®  av) =  u • (a v )
Logo,(C q , •) é uma álgebra. □
Proposição 4.4. Considere (C q , •) com seus elementos que são combinações 
lineares de produtos do tipo X\ A ... A xv, de vetores X\, xp mutuamente 
ortogonais. Então
Xi ■ (x2 ■ (x3 • (...Xp))) =  Xx A ... A xp. (4.53)
Prova. Usaremos indução sobre o índice p
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a) p =  2:
Xi • X2 =  A q ( x  1 ®  x2) =■
=  | ( ® i ® x 2 - ;as2 ® * i ) - < * i , x 2> =
=  Alt(xi ® x2) =  xx A x2 (4.54)
b) Hipótese de indução: Supõe-se a relação válida para p — 1 
Por definição,
*1 • (^ 2 • (x3 • (...Zp))) =  Ã q { x i ® (x2 • • -Xp)).
Pela hipótese de indução em (x2 • (x3 • • • xp)),
z i  • (x 2 ■ (x 3 • ( - X p ) ) )  =  Ã Q(x i  <g> (x 2 A  ... A  xp)) .
Aplicando a definição do produto exterior:
Ã q ( x i  <g> (x 2 A  ... A  xp) )  =
1=  A q  I Xi <8> 5 Z  ( - 1 ) <r( ^ ( 2 )  ®  ®  ® < r (p ) )  ]  =
ffÇzSp—i J
=  ( p - i ) Ã  ® -  ® * * « )  j  =
=  ( p - i ) \  ^  S  ( - 1 ' ) ' * ! A  A  -  A  x * ( p )  j  =
=  Xi A ... A  Xp (4.55)
onde a potência em (—1) desaparece, pela anti-simetria do produto exterior.
□
Considerando o produto (•) em C Q, podemos concluir o isomorfismo entre as 
álgebras C q  e Cl(V, Q):
Teorema 4.1. A Álgebra Cq é isomorfa à Álgebra de Clifford Cl(V,Q ).
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Prova. Considerando Ãq\v -V  —» Im (Ã q) c  T(V) ,  tem-se
Ãq\v (u) • Ãq\v {u)  =  u • u =  (u, ü) =  Q (u) • 1.
Cg é uma álgebra associativa com unidade (1 ' u -  u - l  =  «).
Nessas condições, pela caracterização universal das Álgebras de Clifford, 
A q \q  se estende unicamente a um homomorfismo de álgebra
i p : C l ( V , Q ) ^ ( C Qr ) 




V gera C q :
Seja {e*l <  i < n} base de V. Sabemos que T(V)  é gerado por elementos 
da forma
ejj <g>... <g> eir.
Pela definição do produto (•) e a Proposição (4.4),
eii ‘ Cj2 * • • 6jr — Aq (cí1 <E>... <8> Cir)-
Considere I  =  seqüência de índices e aj =  — a^. Dado





ÃQ ^5 3 0 /(6^  <S>... O e*r)
=  ^2  aiÃQ(eh ® ... ® eÍT) 
i
=  ^2  0/1^  ‘ eÍ2 • • • O  (4-56)
I
Portanto, V  gera C q . Conseqüentemente,
dim(CQ, •) =  2n =  dim(Cl(V, Q)) 
o que nos fornece a sobrejetividade de cp. Conclui-se então que é isomorfismo.
□
Assim, podemos concluir que as podem ser construídas como imagem de
um operador alternado, reforçando o isomorfismo de espaço vetorial que existe / /
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