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We study disordered interacting bosons described by the Bose-Hubbard model with Gaussian-distributed
random tunneling amplitudes. It is shown that the off-diagonal disorder induces a spin-glass-like ground
state, characterized by randomly frozen quantum-mechanical U(1) phases of bosons. To access criticality, we
employ the “n-replica trick", as in the spin-glass theory, and the Trotter-Suzuki method for decomposition of
the statistical density operator, along with numerical calculations. The interplay between disorder, quantum
and thermal fluctuations leads to phase diagrams exhibiting a glassy state of bosons, which are studied as a
function of model parameters. The considered system may be relevant for quantum simulators of optical-lattice
bosons, where the randomness can be introduced in a controlled way. The latter is supported by a proposition of
experimental realization of the system in question.
Introduction.— Understanding the effects of randomness
combined with interactions is a major challenge in condensed
matter physics [1]. Especially, quantum phase transitions in
disordered systems are different in nature in many aspects
from their classical counterparts [2]. In this context, ultracold
bosonic atoms in optical lattices [3] represent an extremely
powerful tool for engineering quantum systems with a broad
tunability of parameters, thus serving as quantum simulators
[4]. A natural extension of these experiments is the realization
of disordered systems using ultracold atoms in optical poten-
tials [5], as documented by the experimental observation of
Anderson localization of matter waves in a random potential
[6, 7]. It is now well established that random on-site (i.e.
diagonal) disorder can destroy the direct superfluid to Mott
insulator transition via the so-called Bose glass phase [8] in
the strongly-interacting limit, whose characterization has been
the object of a number of theoretical [9] and experimental
[10] investigations. While the effects of diagonal disorder
have been widely recognized, studies of random hopping am-
plitudes, belonging to the off-diagonal category, are scarce
(for Monte Carlo simulations in one-dimensional models, see
[11–13]). The importance of this kind of disorder in bosonic
systems lies in the fact that it allows one to make contact with
interesting and unexplored features from the realm of spin-
glasses (SG) [14, 15]. The latter has long left the regime of
random classical magnetic materials and splashed down into
many other areas as neural networks [16], high-Tc supercon-
ductivity [17], or quantum chaos [18]. Two main ingredients
are singled out as crucial to set the physical behavior of these
systems: strong interaction and frustration. Because of frus-
tration, the ground state is degenerate and often separated by
macroscopically large energy barriers forcing the system to get
trapped, depending on its history, in one of its degenerate local
minima. However, in an interacting disorder-frustrated sys-
tem a boson, being a quantum object, may not necessarily be
trapped by barrier height since it may be able to tunnel through
such barriers, provided the integrated tunneling probability is
finite. This suggests an interesting competition between frus-
tration and quantum effects as it is manifested in the quantum
spin glasses [19]. There has been an intense interest in study-
ing these systems regarding the nature of the ordered phases
and the transition between them in various contexts [20–25].
In fact, due to the tunability of quantum fluctuations of the in-
teracting lattice bosons, the nature of various quantum phases
in many-body systems with random and frustrated interactions
deserves a detailed study.
Here, we address these issues by studying the impact of
random hopping amplitudes on the quantum states in an in-
teracting bosonic system. The main target is to determine the
glassy-phase threshold, which can be expressed through basic
thermodynamic parameters of interacting bosons subject to
disorder.
Model.— We model our system with the Bose-Hubbard
Hamiltonian [8],
Ĥ = −∑
i j
(
Ji j aˆ
†
i aˆj + δi j µnˆi
)
+
U
2
∑
i
nˆi
(
nˆi − 1
)
(1)
where aˆi (aˆ
†
i ) are the annihilation (creation) operators for site i
(i = 1 . . . N; N is the number of sites) and nˆi = aˆ
†
i aˆi represent
the particle number operators. Furthermore, µ and U denote
the chemical potential and on-site interaction strength, respec-
tively, while Ji j = Jji , (Jii ≡ 0) stand for independent random
variables describing the hopping energies between sites i and
j. In the following, we assume identical zero-mean Gaussian
distribution of all Ji j . To get a sensible thermodynamic limit,
one has to scale the variance of the distribution by N , i.e., it
is given by J2/N . It makes a close contact with the canonical
example of Sherrington-Kirkpatrick (SK) [26] model, which
stands as a reference in the SG theory. Surprisingly, it also per-
mits an experimental realization, where the full connectivity
and disorder can be implemented (see Experimental realiza-
tion).
Glass signature.— Since the long-range order is absent in
the glassy state, the superfluid order parameter 〈aˆi〉 is not a
good quantity to characterize the new state of matter. In fact,
in the glassy state the phases of complex quantum-mechanical
wave-functions of bosons tend to freeze in certain directions
that randomly change from site to site. This is signaled in
terms of the Edwards-Anderson (EA) order parameter [27],
QEA =
∑
i [|〈aˆi〉|2]J/N , where 〈· · ·〉 ≡ Tr · · · exp(−βĤ)/Z is
the statistical average and Z = Tr exp(−βĤ) is the partition
function for Hamiltonian (1). Since the disorder in the system
under study is quenched, one has to additionally perform the
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configurational averaging over the random distribution of Ji j ,
denoted by [· · ·]J . Note, that the transition to a glassy state
with QEA , 0 can be driven by both thermal or quantum
fluctuations. Close to T = 0 the latter dominate and the nature
of this zero-temperature transition is of great interest.
Methods.— We start with evaluation of the free energy av-
eraged over the disorder, F . To this end, we employ the
replica method [26], which, although known mainly from
the classical regime, has been successfully applied to the
quantum spin problem as well (cf. Ref. [20]), in agreement
with other methods [28]. As we are introducing this ap-
proach to a significantly different system, we present main
steps of our derivation. The replica trick is based on the
representation F = − limn→0(1/βn)([Zn]J − 1), where Zn =
Tr exp(−β∑α Ĥα) stands for the replicated partition function
involving Hamiltonians Ĥα labeled with the replica index
α = 1, . . . , n, written as Ĥ ≡ ∑α Ĥα = ĤP + ĤQ + ĤU , with
ĤU = (U/2)
∑
iα nˆ
2
iα − µ˜
∑
iα nˆiα, ĤX = −
∑
α,i< j Ji j X̂iα X̂jα,
where X = P,Q, µ˜ ≡ µ + U/2 and the initial Hamiltonian is
rewritten using P̂ = i(aˆ†− aˆ)/√2; Q̂ = (aˆ†+ aˆ)/√2.
In the quantum Hamiltonian (1), the operators do not com-
mute, which obstructs the handling. To circumvent this diffi-
culty we resort to the generalized Trotter-Suzuki formula [29],
e−βĤ = lim
M→∞
(∏
X
e−βĤX /M
)M
, X = P,Q,U, (2)
which is mathematically rigorous forM →∞. To proceed, we
split each pair of consecutive exponents in Eq. (2) with a sum
of projectors onto a complete set of either P̂ or Q̂ eigenstates:
P̂iα |p(k)iα 〉 = p(k)iα |p(k)iα 〉; Q̂iα |q(k)iα 〉 = q(k)iα |q(k)iα 〉. Then
Zn = Tr
M∏
k=1
exp
[
β
M
∑
α,i< j
Ji j
(
p(k)iα p
(k)
jα + q
(k)
iα q
(k)
jα
)]
M(p, q), (3)
where M(p, q) = ∏M
k=1〈p(k) |q(k)〉〈q(k) |e−βĤU /M |p(k+1)〉 and
|x(k)〉 ≡⊗i,α |x(k)iα 〉 for x = p, q. The resulting classicalmodel
in Eq. (3) turns out to be anisotropic, with a correlated disorder
along the additional time-like axis, which effectively increases
the dimensionality of the system by one. It comes from the
division of the “imaginary time” interval [0, β], over which
the system evolves, into many β/M-wide subintervals with
M ∈ N+ (the Trotter number), for which the density matrix
has to be calculated.
After performing the Gaussian integrals over Ji j , we ap-
ply the Hubbard-Stratonovich transformation to the various
quartic terms in [Zn]J , which reduces the further evalua-
tion to a single-site problem and introduces three sets of
auxiliary integration variables λX (X = P, Q, PQ), so that
[Zn]J =
∫
[DλPDλQDλPQ]e−NβFeff , where the effective
free-energy function is
Feff = β−1
∑
kαk′α′
[ (
λPkαk′α′
)2
+
(
λQ
kαk′α′
)2
+
(
λPQ
kαk′α′
)2/2]
−β−1 ln Tr exp(−βHeff), (4)
with the effective classical Hamiltonian
Heff =
1
Nβ
{∑
kα
Jβ
2M
[ (
p(k)α
)2
+
(
q(k)α
)2]}2
− J
M
∑
kαk′α′
[
λPkαk′α′p
(k)
α p
(k′)
α′ + λ
Q
kαk′α′q
(k)
α q
(k′)
α′
− λPQ
kαk′α′p
(k)
α q
(k′)
α′
]
+
1
β
lnM(p, q). (5)
Self-consistent solution.— In the large-N limit, one can
evaluate [Zn]J exactly, using the saddle-point method. The
corresponding self-consistent equations for λ-parameters are
λPkαk′α′ =
Jβ
2M
〈
p(k)α p
(k′)
α′
〉
, λQ
kαk′α′ =
Jβ
2M
〈
q(k)α q
(k′)
α′
〉
,
λPQ
kαk′α′ =
Jβ
M
〈
p(k)α q
(k′)
α′
〉
, (6)
with 〈· · ·〉 performed using Heff from Eq. (5). Due to the
dynamical Trotter time-like dependence of λ’s, solving the
mean-field equations (6) remains a rather difficult task. In this
regard, the computational problem of a quantum glass bears
some resemblance to the dynamical mean-field theory [30],
widely employed to study correlated fermionic systems.
The symmetries present in the system imply 〈p(k)α p(k
′)
α′ 〉 =
〈q(k)α q(k
′)
α′ 〉 and 〈p(k)α q(k
′)
α′ 〉 = 0, which allows us to consider
saddle-point parameters λkαk′α′ ≡ λPkαk′α′ = λQkαk′α′ , λPQkαk′α′ =
0. Regarding the replica structure, these variables are of two
types, according to the decomposition λkαk′α′ = Rkk′δαα′ +
(1−δαα′)Qαα′ . Termswithα = α′, denoted byRkk′ , represent
dynamic self-interactions that depend only on the difference
|k − k ′ | due to the time-translational invariance, while those
with α , α′ (Qαα′) are purely static and related to the EA
order parameter, QEA = limn→0[2/n(n − 1)]
∑
α>α′ Qαα′ .
To locate the critical lines, we expand the disorder-averaged
free energy in Eq. (4) with respect to the glass order pa-
rameters Qαα′ in the Landau-theory manner. The equation
∂2F/∂Q2αα′

Q=0= 0 gives, by utilizing the time-translational
invariance, the condition for the appearance of the glassy
phase, ∑k Rkk′ = 1/2.
Numerical evaluation.— The self-consistent equations (6)
are solved numerically for M up to 12. The bottleneck is
the thermal average in the expression for Rkk′ . Although
the imaginary part of summands may be omitted due to sym-
metry, a severe sign problem [31] precludes the application
of the Monte Carlo method (MC). To check its severeness,
we have computed the number of configurations needed for
MC by calculating the average sign of the summand. It was
comparable to the total number of configurations, hence no
polynomial-time solution exists [31]. Thus, a direct summa-
tion over all configurations of p(k) and q(k) was performed on
a high-performance computing cluster. Since the eigenbases
of P̂ and Q̂ (or aˆ and aˆ†) are infinite, a truncation of the dis-
crete Hilbert space was needed. From convergence tests, we
found that the n = 0, 1, 2 basis is sufficient for 0 ≤ µ/U ≤ 1,
which gives 9M possible configurations, as compared to 2M
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FIG. 1. Phase diagrams at various temperatures for M = 5-12 (cir-
cles) and extrapolated to M = ∞ (squares). Disordered (D) and
glassy (G) phases are marked. Lines are to guide the eye.
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FIG. 2. Phase diagram in terms of U-kT variables at µ/U = 0.5 for
M = 5-12 (circles) and extrapolated to M = ∞ (squares; exemplary
fit in the inset). Disordered (D) and glassy (G) phases are marked.
in the half-integer quantum SG case [20]. To obtain meaning-
ful results for 0 ≤ µ/U ≤ 2, we had to enlarge the basis to
n = 0, 1, 2, 3 (and 4, for calculation of 〈nˆ〉), at the expense of a
substantial rise to 16M (25M ) configurations.
Results.—Solving the self-consistent equations (6) numeri-
cally, we obtain phase diagrams for M up to 12 at three chosen
temperatures and collect them in Fig. 1. Extrapolated results
for M → ∞ are obtained using the expected dependence of
the observable critical values on M due to error scaling [32].
An exemplary fitting is presented in the inset of Fig. 2. As
may be concluded from the resulting three critical lines, the
area covered by the disordered phase shrinks with decreasing
temperature. To classify the behavior at T = 0, we find in the
same manner the critical line in the U-T plane for µ/U = 0.5,
as presented in Fig. 2. The critical value of U/J at T → 0
approaches ∼ 8, which is finite, thus we expect a quantum
phase transition to occur in the system. By expanding the ba-
sis to include n = 3, we obtain a phase diagram for a broader
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FIG. 3. Phase diagram at kT/U = 0.05 with the Hilbert-space basis
enlarged to 4 states, for M = 7-9 (circles). Bottom inset: dynamic
self-interactionsRkk′ for µ/U = 0.5 and J = Jc vs. |k−k ′ | at various
temperatures; lines are to guide the eye. Top inset: a schematic view
of the proposed experimental realization of considered system; a
plaquette P and tunneling site J``′ are marked.
range, 0 ≤ µ/U ≤ 2, depicted in Fig. 3. We find a lobe-like
behavior typical for strongly correlated bosonic systems. In
the inset, the dependence of dynamical self-correlations Rkk′
on |k − k ′ | at the critical point reveals the dynamical nature of
the solution, especially at lower temperatures.
Experimental realization.—The all-to-all tunneling, which
is the major issue of the studied system, can be realized ex-
perimentally in a specific optical lattice formed as an array of
atomic traps in a shape of N elongated vertical and horizontal
rods in a wood-pile arrangement (see Fig. 3). Every horizontal
(vertical) rod of a condensate is linked via a Josephson junc-
tion [33] to each of perpendicular counterparts, so that the
number of nearest neighbors of a given rod is z = N , implying
that the system is fully connected. The corresponding Bose-
Hubbard Hamiltonian (1) is written in terms of operators for
the `-th vertical/horizontal (v/h) rod of condensate at posi-
tion R` , related to the second-quantized total condensate wave
functionΨ (r) = ∑`[av`ϕv`(r) + ah`ϕh`(r)]/Nb where Nb is
the number of bosons in the system and ϕα`(r) is the wave
function of the i ≡ α`-th rod, α = v, h. In terms of ϕα`(r), the
first term in Eq. (1) contains the Josephson amplitude J``′ =
~2
2m
∫
d3r∇ϕv`(r)·∇ϕh`′(r)+
∫
d3rϕv`(r)V(r)ϕh`′(r) and de-
scribes the tunneling of bosons between condensates. V(r) is
the optical-lattice trapping potential, precise form of which is
unimportant here, since it is implicit in J``′ . Note, that the
translational symmetry makes J``′ rod-independent, J``′ ≡ J.
Furthermore,U = (2pi~2ls)/(mN)
∑
α`
∫
d3r |ϕα`(r)|4 quanti-
fies the on-site interaction energy, with ls being the scattering
length of the atoms of massm. Finally, µ = Ω/(2N)∑α` |R` |2
describes the mean trapping potential, whereΩ = mω2/2 with
the trap frequency ω.
The distances between parallel rods are randomly distributed
around same mean value l. In the presence of an artificial
gauge potential A [34], the tunneling parameters acquire the
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FIG. 4. (a) Color map of compressibility κ (in units ofU) at kT/U =
0.05. Dashed line marks the critical boundary. Results for µ/U >
1.35 are obtained for a 5-state basis to account for higher 〈nˆ〉. (b, c)
Bosonic filling factor 〈nˆ〉 (dashed line, right axis) and compressibility
κ (solid line, left axis) vs. µ/U for two values of J/U indicated by
dotted lines in (a).
Peierls phase J``′ → J``′eiθ``′ ; θ``′ = (2pi/Φ0)
∫ R`′
R`
Adl (Φ0
is the elementary flux quantum). Gauge potential combined
with distance randomness generates variations of θ``′ allow-
ing for random frustration of J``′ . For large fluxes over the
elementary plaquette P of the array, Φ = ∑P θ``′  Φ0, the
phases θ``′ randomize and fill the interval (0, 2pi] uniformly.
In this limit, the density of eigenvalues of the random matrix
J``′/
√
N with increasing N approaches the Wigner semicir-
cular law for Gaussian-distributed J``′ , as in the SK model.
One-dimensional (1-D) quantum gases with extreme aspect
ratios (∼ 250 : 1) have been created recently in a geometry
that makes it possible to study many copies of the 1-D system
at the same time. The spacing between the rods was such that
the traps were not perfectly isolated, but were coupled by a
tunneling matrix element [35].
Another implementation of an infinite-range hopping model
on an optical lattice was proposed in Ref. [36]. The idea
is to utilize photo-association lasers [37] that couple all the
combinations of two atomic bands with molecular states. The
effective Hamiltonian of such system is similar to that of the
Sachdev-Ye-Kitaev model [38, 39] comprising an all-to-all
two-body hopping. However, as it was noted, the realization
of the envisaged schememight be still difficult with the current
experimental technology.
Discussion.— In the widely studied case of diagonal disor-
der, the behavior of the bosonic filling factor 〈nˆ〉 as a function
of µ reveals a compressible, κ ≡ ∂〈nˆ〉/∂µ > 0, Bose-glass
state [8]. To compare our findings with existing works, we
present in Fig. 4 a color map of numerically calculated com-
pressibility κ and its two cuts along constant J/U presenting
both κ and 〈nˆ〉. The disordered phase is incompressible with-
out much doubt as κ = 0 everywhere except the vicinity of
integer µ/U [see Fig. 4(c)] which is an effect of finite tempera-
ture (in the T = 0 phase diagram integer µ/U do not belong to
this phase). This corresponds to the Mott-insulator phase and
fully agrees with Ref. [13]. We also notice that at J = 0 our
system is a pure atomic Mott insulator, so these two phases are
in fact the same. In Ref. [13], a new phase was found (called
1
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FIG. 5. (a) Color map of the order-parameter glass susceptibilityχG
near the glass boundary from Fig. 3. Inset: an exemplary fit of the
power-law critical behavior. (b) Universal critical exponent γ of χG .
Mott Glass) that shares some of the global properties of the
Mott insulator, but locally resembles the Bose glass. Given the
described scenario, we conjecture that those results indicate a
Griffiths phase [40], characterized by rare occurrences of local
order in an otherwise disordered medium.
Working with finite M , we are confined effectively to
nonzero temperature, and it is difficult to analyse the struc-
ture of the phases based on κ alone, since it does not vanish
at T , 0. Hence, κ cannot be used to distinguish between
different phases, contrarily toQEA. Thus, we study the order-
parameter glass susceptibility χG =
∑
i j[|〈aˆi〉|2 |〈aˆj〉|2]J/N ,
presented in Fig. 5(a). We find that χG diverges according to
the power law χG ∼ (Jc − J)−γ with the universal exponent
γ = 1 in the full range of µ/U, as shown in Fig. 5(b).
We expect that our findings are robust with respect to the
tunneling range, i.e., for the short-range-interaction glass prob-
lem, we expect qualitatively similar phase diagrams albeit with
different numerical values. This is substantiated by the obser-
vation of the behavior of the quantum SG on the Bethe lattice,
where the connectivity parameter z can be varied [41]. For dis-
tributions of hoppings with nonzero mean we envisage the ap-
pearance of the superfluid phase, as in the pure Bose-Hubbard
model, possibly coexisting with the glass order depending on
the interplay of the model parameters. Finally, given the ubiq-
uitous nature of disorder in physical systems, it remains to
figure out, e.g., how the novel but poorly understood topic of
many-body localization [42], present also in bosonic systems
[43], is related to the issues of quantum-glass transition [44]
of interacting bosons.
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