Abstract-Congestion control and avoidance in Wireless Sensor Networks (WSNs) is a subject that has attracted a lot of research attention in the last decade. Besides traffic and resource control, the utilization of mobile nodes has also been suggested as a way to control congestion. Such efforts mainly concentrated on utilizing mobile sinks for data collection and congestion avoidance, rather than mobile nodes for congestion mitigation. In this work, we present a Mobile Congestion Control (MobileCC) algorithm with two variations, to assist existing congestion control algorithms in facing congestion in WSNs. The first variation employs mobile nodes that create locally-significant alternative paths leading to the sink. The second variation employs mobile nodes that create completely individual (disjoint) paths to the sink. Simulation results show that both variations can significantly contribute to the alleviation of congestion in WSNs. The same technique can be used to recover from other types of network faults as well.
I. INTRODUCTION
Every type of network, inevitably, faces the challenge of traffic congestion. Especially in Wireless Sensor Networks (WSNs) where the resources are limited, congestion control is an important problem that should be tackled effectively since, in the opposite case, it may even ruin the whole functionality of the network. Congestion normally occurs in response to an event, where a significant amount of information is produced, which needs to be relayed by the rest of the nodes to the sink(s). To mitigate, or avoid, congestion occurrence, several congestion control algorithms have been proposed [5] , for monitoring and adjusting the traffic of the network.
Another way to mitigate congestion is to increase the capacity of the network by utilizing mobile nodes. Mobile nodes are nodes that may change their location after their initial deployment and can be applied either by all or a subset of nodes in a WSN. The algorithms developed for using mobile nodes are based on two approaches: using mobile sink(s) or mobile nodes. In the first approach, a sink node has the ability of moving around the network and requesting data from nodes that have one or two hops away from it. Examples of this approach are CoSMoS [1] and CAEE [3] . In the second approach, mobile nodes are used either to assist the nodes of the network when needed or be part of it from the beginning. PCCDC [2] , and MRR [4] are protocols using mobile nodes.
The concept of utilizing mobile nodes in the network for the creation of alternative paths to the sink was initially suggested by Koutroullos et al. in [6] . The Mobile Congestion Control (MobileCC) mechanism is proposed for use in areas that suffer from congestion repeatedly, permanently, or for a long duration. The basic idea is that a number of mobile nodes are placed beside the sink, and when congestion occurs, the sink informs mobile nodes to move and create hard alternative disjoint paths, consisting only of mobile nodes, to relieve the congested area from traffic. The initial MobileCC work does not address the actual mobile node placement strategy. It rather proves (in a before and after fashion) that if mobile nodes are used to create dedicated disjoint paths, it is possible to mitigate the effects of congestion.
The rest of this paper is organized as follows. Section II describes the mobile node placement algorithms and in Section III an evaluation of the proposed algorithms is presented. Finally, the conclusions of this work are discussed in Section IV. More details can be found in the full version of the paper [9] .
II. ALGORITHMIC SOLUTIONS
We consider a network that consists of randomly deployed static nodes and a small set of mobile nodes residing next to the sink until they are informed by the sink to relocate. In this work, two variations of congestion control algorithms have been developed and are explained below. These two variations do not replace any existing topology, congestion control or routing algorithm, but run alongside them.
A. Dynamic Node Placement (locally-significant paths)
Initially, we propose the Dynamic Node Placement algorithm, referred to as Dynamic MobileCC. This algorithm places a mobile node in such a position, so as to receive traffic from the nodes that transmit data to the congested node. This mobile node can forward the packets directly to the sink, if the sink is in its transmission range, or it can serve as a relay node, forwarding the received packets to other upstream nodes. Fig. 1a depicts an example of this. Its operation is based on the following functions:
1) Identification of congested and "congesting" nodes: The first step in this algorithm is the identification of the node that is congested and the nodes that congest this node. There are many ways to identify this. This operation is normally performed by existing algorithms. This information, along with the position of these nodes is communicated to the sink through the way that each congestion control algorithm handles congestion. For example, a simple and efficient way is the routing table that is being used in the DAlPaS congestion control algorithm [7] . 2) Calculation of extra resources: Then, the average number of packets per time unit (e.g., seconds) that the congested node receives and cannot forward, is calculated. Based on this, the algorithm calculates the Additional Resources that are required to accommodate the excess traffic. In particular, for a congested node i, the Additional Resources rate A(i) is calculated by the equation:
where, Recv(i) is the number of packets that i has received from its neighbors, T ran(i) is the number of packets that i has transmitted, t is the current time, and t 0 is the time that i started transmitting packets. Based on this equation, the mobile nodes that will move close to the congested hotspot, should be able to receive and forward the excess traffic load that cannot be forwarded by the congested node. Thus, the congested node will receive just the traffic it can accommodate and congestion will be alleviated.
3) Calculation of the optimum position that the mobile node should be placed: The algorithm checks whether there is a single node, which if it stops transmitting towards the congested node, congestion will be alleviated. If there is such a node then the single point where the mobile node should move is calculated. Otherwise, if there are more than one nodes, then for each of these nodes a solution is calculated.
If there is not any available relocation position of the mobile node suitable to serve just one node, then a position is calculated that is suitable to handle a number of nodes equal to n, where n is a number between 2 and 6. To calculate this position, the algorithm identifies the subset of the nodes that transmit their data to the congested node and their total sending rate is greater than the Additional Resources rate of the congested node. For each of these subsets, the algorithm finds the transmitting point of the nodes, which is closer to the sink. The procedure halts when at least a common subset of nodes n is found, for n ∈ [2, 6] . If there is more than one subsets of size n, and more than one common point, then a mobile node is chosen to move to the common point that is closer to the sink. Thus, the algorithm makes sure that, from the smallest subsets (n = 2) to the largest subset (n = 6), the subset that is being served by the mobile node is the smallest.
B. Direct Node Placement Algorithm
The Direct Node Placement algorithm is the second variation of the MobileCC mechanism; we refer to it as Direct MobileCC. This algorithm creates a completely new and direct (disjoint) alternative path of mobile nodes towards the sink. Fig. 1b depicts an example of this.
Its operation is based on the following functions:
1) Calculation of the position for placing the first mobile node: The first step is to calculate the position of the first mobile node placed in the network with the use of the Dynamic MobileCC algorithm.
2) Creation of a path consisting of mobile nodes: If the mobile node placed in the previous step is at the range of the sink, it transmits the received data directly to the sink and the process terminates. If more mobile nodes are needed, in order to create a disjoint path to reach the sink, the algorithm calculates the placement position of the next mobile node that should be within the transmitting range of the previously placed node. The calculation of this specific point is performed as follows: The intersection points of the virtual circle created by the transmitting range of the previously placed mobile node and the virtual straight line between this node to the sink, is calculated. Between these two points the point which is closer to the sink is kept. The process continues as long as the sink is not reached.
III. EVALUATION
The two algorithms were evaluated in the COOJA simulator [8] . For the simulations, we deployed 50 nodes randomly in a 100m × 100m area, following a uniform distribution on both axes. The source nodes are selected with a probabilistic function and are placed in the lower left area of the network. The sink has been placed in the upper right area, so that flows will in converge and/or intersect. In all scenarios we use as base algorithm the DAlPaS algorithm [7] , an algorithm that in case of congestion discovers alternative paths to route the excess packets to the sinks. In the particular scenarios, the buffer length of the nodes is limited to just 10 packets to easily create congestion occurrence. Fig. 2a depicts the average throughput. We notice that after the first congestion occurrence event, DAlPaS is unable to create any other alternative paths to the sink. As a result, as the traffic in the network increases, the throughput is approaching zero since the network becomes heavily congested. However, when the two extension algorithms, Direct MobileCC and Dynamic MobileCC are called, the network recovers and it is able to continue its operation. Between the two algorithms, we notice that Direct MobileCC is able to constantly deliver a higher number of packets to the sink. We observe that when Direct MobileCC is employed, the throughput of network stabilizes sooner than when Dynamic MobileCC is employed. This was expected, since the Direct MobileCC creates a disjoint alternative path to the sink, away from the neighbor nodes of the congested node. On the other hand, Dynamic MobileCC only uses the lowest possible number of mobile nodes for each congestion event in the network and needs more time to create an alternative path. In Fig. 2b we present the average source to sink delay. We observe that the average time needed for a packet to be transmitted from a source node to the sink, when Dynamic MobileCC is employed is higher than the time needed when the Direct MobileCC is employed. This is normal, since the alternative path created in Direct MobileCC is a direct, disjoint path and the mobile nodes are placed in the transmission range of each of the previously placed mobile nodes. As a result, Direct MobileCC employs less hops in its alternative paths. Fig. 2c depicts the average total energy consumed during the operation of the network. Also in this case, we notice that the results are consistent with the previous discussion. Direct MobileCC presents higher energy consumption than Dynamic MobileCC, since more mobile nodes are involved in the transmission of packets from source to sink.
Finally, in Fig. 2d we present the number of mobile nodes used by the two algorithms. In total there were 6 scenarios that consisted of 50, 60, 70, 80, 90 and 100 nodes, where each scenario was run 20 times, and the results were taken in average. We notice that Direct MobileCC employs almost double the number of mobile nodes involved in comparison with Dynamic MobileCC to resolve the same congestion problem.
IV. CONCLUSION AND FUTURE WORK
In this paper we examined the concept of using mobile nodes in the network to alleviate congestion in WSNs. We present a mechanism with two variations, a dynamic node placement algorithm that solves the problem locally and a direct node placement algorithm that creates a new direct path to the sink, which consists only of mobile nodes. Simulation results in a random topology demonstrate that both variations can alleviate congestion. Future work will extend our solution to consider longer periods of congestion and will include the notion of mobile node re-use and a thorough consideration of the energy cost of each algorithm in such periods.
