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1. Introduction
Since their introduction in [1], particle filters have become very popular
tools in engineering, signal processing, econometrics and various other disci-
plines for approximate nonlinear filtering of hidden Markov models (HMM’s).
Investigations of particle filters have generated book-length studies, notably [2],
demonstrating the well-developed state of knowledge about convergence rates,
fluctuations, propagation of chaos, large deviations and various other properties,
with more recent contributions to the literature focussing on specific algorithmic
mechanisms, such as adaptive resampling [3, 4].
Trends in the development of computers towards distributed and parallel
architectures have influenced particle filtering methodology. One of the main
bottlenecks for computational efficiency when implementing particle filters is the
interaction between particles which occurs in the resampling step. This step is
important because it ensures that the algorithm exhibits certain time-uniform
convergence properties, but is difficult to parallelize.
A significant piece of work from the engineering literature which addresses
this difficulty is [5], introducing an algorithm we refer to as the Local Exchange
Particle Filter (LEPF), in which groups of particles are spread across compu-
tational units. What makes this algorithm unusual is that the m groups of M
weighted particles interact through an “exchange” mechanism, which places it
outside the frameworks of many existing studies, notably [2, 3, 4]. The practi-
cal rationale for the LEPF is to achieve a compromise between communication
efficiency of the algorithm and the benefits brought about by resampling. In
particular the interaction between particles in the LEPF occurs in a localized
manner, making it suited to implementation on a network of computing devices
without the need for global connections.
Despite substantial interest in [5] from practitioners—it has 250 citations
according to Google scholar at the time of writing—relatively little is known
about convergence properties of LEPF. Indeed the question of whether it truly
exhibits the same time-uniform convergence properties as the original particle
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filter of [1] has not been fully answered. The few papers on analysis of the LEPF
appear to be [6, 7] and the recent technical report [8]. [6] concerns analysis over
a single time-step, and [7, 8] provide proofs of time-uniform convergence of the
particle filtering approximation error, in L1 and Lp norms respectively, in the
regime where M is fixed and m→∞, for an algorithm of which the LEPF as we
present it is a special case. However, the proofs of [7, 8] rely on key hypotheses on
the particle weights which they do not rigorously verify, and which seem difficult
to check in general. The results of [7, 8] also do not establish a particular rate
of convergence.
The structure of this paper and outline of our main contributions are as
follows (precise statements are given later). In Section 2 we introduce the setup
of the filtering problem, present the LEPF and describe the main result of [7, 8].
We also introduce a standard algorithm consisting of m independent bootstrap
particle filters (IBPF), each with M particles. The independence in the IBPF
makes it very easy to parallelize, so from a computational point of view it is a
natural alternative to the LEPF. In this paper the convergence properties of the
IBPF, which are already well-understood, serve as benchmarks against which
to compare the LEPF.
Section 3 introduces a general algorithm of which the LEPF and IBPF are
special cases, and gives our main result, Theorem 1, a central limit theorem
(CLT) for the error in particle approximation of prediction filter distributions, in
the regime where M is fixed and m→∞. We address time-uniform convergence
in Section 4. Our first result here is a positive one: that under strong but
standard regularity conditions, in Lp norm the error from the LEPF converges
time-uniformly with rate M−1/2, in the regime where m is fixed and M → ∞.
The same is true of the IBPF. Our second result, Proposition 5 in Section 4.2,
shows that growth without bound of the asymptotic variance in our CLT is
sufficient to rule out time-uniform convergence at rate m−1/2 in the regime
where M is fixed and m→∞.
Section 5 investigates various properties of the asymptotic variance for the
LEPF and compares them to those of the IBPF. In particular, we show by
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examples in Sections 5.1 and 5.2 that under conditions which can be considered
very favourable for performance, the asymptotic variance for the LEPF and
IBPF can grow over time without bound. This can be considered a negative
result for the LEPF, since the sequence of asymptotic variances (over time) for
the original particle filter of [1] has been shown under weaker conditions to be
bounded, or tight when the observations in the HMM are treated as random
[9, 10, 11, 12, 13]. Moreover, combined with Proposition 5 in Section 4.2, these
examples serve as counter-examples to time-uniform convergence at rate m−1/2.
This does not contradict the time-uniform convergence results of [7, 8], since
the latter results do not pertain to a specific convergence rate, and they concern
the updated filtering distributions. However, our Proposition 5 allows us to
confirm that a hypothesis slightly stronger than that of [8] does not hold in
general, even under favourable conditions. Section 6 contains further discussion
and interpretation of our results. Our analysis allows us to explain qualitatively
why the asymptotic variance for the LEPF may be lower or grow over time
more slowly than that for the IBPF, and we illustrate this phenomenon with
numerical results.
Some clarifications about originality are in order. To the knowledge of the
authors, our CLT is the first result of its kind for the LEPF. Our starting point
to prove this result consists of a martingale decomposition and error bounds,
Proposition 1 in Section 3, which is an application of a result obtained by the
authors in [14] for a class of algorithms which includes the LEPF. However, we
emphasise that Proposition 1 is only one of the first steps towards the CLT
itself, leaving us with substantial work to do. In our study of time-uniform
convergence, we also appeal to a result of [14] (Proposition 4 in the present
paper), but again we have some work to do in dealing with the specifics of the
LEPF. We also point out that despite some superficial similarities, the details
of LEPF and our analysis differ substantially from those of some resampling
algorithms studied recently by the authors in [15].
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Notation
For any measurable space (X,X ) we use M (X), P(X) and B(X) to denote
the set of measures, probability measures and the set of bounded and mea-
surable functions defined on X, respectively. N includes 0. For any N-valued
m ≥ 1 we write [m] := {1, . . . ,m}. Whenever summation over a single vari-
able appears without the summation set made explicit, the sum is taken over
the set [N ], i.e.
∑
i ≡
∑N
i=1 and for summations over multiple variables we
write
∑
(i1,...,ip)
≡ ∑i1 · · ·∑ip . We use Id to denote the identity mapping for
any domain of definition and 1 to denote a constant function equal to 1 ev-
erywhere. For any function ϕ : A → R, we define ϕ⊗2(x, y) := ϕ(x)ϕ(y) for
all x, y ∈ A. For ϕ ∈ B(X) we define ‖ϕ‖∞ := supx |ϕ(x)| and osc(ϕ) :=
supx,y |ϕ(x)− ϕ(y)|. For any µ, ν ∈M (X), µ⊗ ν denotes the product measure
and µ⊗2 := µ⊗ µ. We use δx to denote the point mass located at x. We define
bxc := max(z ∈ Z : z ≤ x) and (y mod x) := y − b(y − 1)/xcx. All random
variables we encounter are considered to be defined on some underlying proba-
bility space (Ω,F ,P), with expectation w.r.t. P denoted by E. Convergence in
probability under P is denoted by P−→.
2. Filtering framework and the LEPF
Let X = (Xn)n∈N be a Markov chain taking values in a measurable Polish
space (X,X ), having initial distribution pi0 ∈ P(X) and transition kernel f :
X×X → [0, 1],
X0 ∼ pi0, Xn ∼ f(Xn−1, · ), ∀ n ≥ 1.
Let Y = (Yn)n∈N be a process taking values in a measurable Polish space (Y,Y)
such that (Yn)n∈N are conditionally independent given X, with the conditional
distribution of Yn given X being
Yn ∼ g(Xn, · ), ∀ n ∈ N,
for a probability kernel g : X × Y → [0, 1]. For all x ∈ X, we assume g(x, · )
admits a density with respect to a σ-finite measure on (Y,Y), and the same
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notation g(x, · ) will be used for denoting this density. From here on, we consider
a fixed Y-valued observation sequence (yn)n∈N, write gn(x) := g(x, yn) for all
x ∈ X, and assume that the following mild regularity condition holds.
Assumption 1. For all n ∈ N, gn ∈ B(X) and gn(x) > 0 for all x ∈ X.
We focus on approximating theP(X)-valued prediction filter sequence (pin)n∈N,
which cannot be computed exactly, except in some special cases. This sequence
is defined for all n ≥ 1, by the recursion pin = Φn(pin−1) where Φn : P(X) →
P(X) is the operator
Φn(µ)(A) :=
∫
X g(x, yn−1)f(x,A)µ(dx)∫
X g(x, yn−1)µ(dx)
, ∀ A ∈ X , µ ∈P(X).
If (yn)n∈N is replaced by the random sequence (Yn)n∈N, then pin is a version of
the conditional distribution of Xn given Y0, . . . , Yn−1.
The algorithm which is our main object of study is one of several proposed
in [5] and there called the “Distributed Resampling with Non-proportional Allo-
cation and Local Exchange” algorithm. For brevity, we refer to it as the LEPF.
It is shown in Algorithm 1. At each time step n, this algorithm delivers a col-
lection of N = Mm particles ζn = {ζin : i ∈ [N ]} and weights {W in : i ∈ [N ]},
and the weighted empirical measure
piNn :=
∑
iW
i
nδζin∑
iW
i
n
, (1)
is regarded as an approximation to pin. The sampling steps of Algorithm 1
should be understood to mean that the particles ζn = {ζin : i ∈ [N ]} are condi-
tionally independent given ζ0, . . . , ζn−1. Within each of the m groups of equal
size M , the particles are drawn according to a common resampling/proposal
mechanism. Indeed one can read off from Algorithm 1 that
W in = W
j
n and P(ζin ∈ · | ζ0, . . . , ζn−1) = P(ζjn ∈ · | ζ0, . . . , ζn−1), ∀i, j ∈ Gk,
(2)
and the parameter θ ∈ {1, . . . ,M−1} influences the interaction between groups
via the indices Li.
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Algorithm 1 Local exchange particle filter
for i = 1, . . . ,Mm
Set W i0 = 1 and sample ζ
i
0 ∼ pi0
Set Li = (i+ θ) modMm
for k = 1, . . . ,m
Set Gk = {(k − 1)M + 1, . . . , (k − 1)M +M}
for n = 1, 2, . . .
for k = 1, . . . ,m
for i ∈ Gk
Set W in = (Mm)
−1∑
j∈Gk W
Lj
n−1gn−1
(
ζL
j
n−1
)
Sample ζin | ζ0, . . . , ζn−1 ∼
∑
j∈Gk W
Lj
n−1gn−1
(
ζL
j
n−1
)
f(ζL
j
n−1, · )∑
j∈Gk W
Lj
n−1gn−1
(
ζL
j
n−1
)
In this paper, we primarily focus on the asymptotic regime M fixed, m→∞.
Interest in this regime stems from parallel and distributed implementations:
typically the sampling and weight computations for the m groups are performed
concurrently by a network of m computers, so the regime M fixed, m→∞ can
be thought of as corresponding to an increasingly large network, in which each
computer handles M particles, see [5] for details.
[7, 8] studied an algorithm of which the LEPF as we present it in Algorithm
1 is a special case. Our mapping i 7→ Li is a particular instance of the mapping
denoted by β in [7, 8] and if one sets their exchange period parameter n0 =
1, one recovers Algorithm 1. The generality of β in [7, 8] allows for other
patterns of interaction between particles, beyond the ones considered in the
present article. Whilst we focus on the prediction filter distributions pin, [7, 8]
focus on particle approximations of the updated filtering distributions pin(A) :=
pin(gnIA)/pin(gn), A ∈ X , n ≥ 0. To allow us to state their result, for each n ≥ 0
let {ζ̂in; i ∈ [N ]} be random variables which are conditionally independent given
ζ0, . . . , ζn, with
P(ζ̂in ∈ · | ζ0, . . . , ζn) =
∑
j∈Gk W
Lj
n gn
(
ζL
j
n
)
δζLjn
( · )∑
j∈Gk W
Lj
n gn
(
ζLjn
) , ∀ i ∈ Gk,
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and
piNn :=
∑
iW
i
n+1δζ̂in∑
iW
i
n+1
.
The {ζ̂in; i ∈ [N ]} can be understood as “integrated out” in Algorithm 1.
In the notation of the present paper and with W˜ kn := W
i
n = W
j
n for all i, j ∈
Gk and k ∈ [m], the key hypothesis of [8, Assumption 3] can be equivalently
written as follows: there exist  ∈ [0, 1) and q ≥ 4 such that,
sup
m≥1
sup
n≥0
mq− E
[∣∣∣∣∣maxk∈[m] W˜ kn∑
j∈[m] W˜
j
n
∣∣∣∣∣
q]
<∞. (3)
Under this hypothesis, plus additional but standard regularity conditions, the
main result of [8] is: for any ϕ ∈ B(X), M ≥ 1 and 1 ≤ p ≤ q with q as in (3),
lim
m→∞ supn≥0
E[|piMmn (ϕ)− pin(ϕ)|p]1/p = 0.
A similar result for the case p = 1 was established in [7] under stronger con-
ditions. However, in [8] the hypothesis (3) is not rigorously verified, and only
empirical evidence that it holds is presented. We shall comment further on (3)
in Section 4.2.
The role of the indices Li in the LEPF is made more transparent if one com-
pares to an alternative algorithm, what we term independent bootstrap particle
filters (IBPF), shown in Algorithm 2 below. The IBPF amounts to m indepen-
dent copies of the original bootstrap particle filter of [1], each with M = N/m
particles. Indeed one can read off from Algorithm 2 that for the IBPF the m
collections of particles {ζin : i ∈ Gk, n ∈ N}, k ∈ [m] are independent, making
the IBPF very easy to parallelise and hence in practice it is a natural alterna-
tive to the LEPF. Algorithm 2 also clearly satisfies (2), and one could write the
“Sample” step more simply as:
P(ζin ∈ · | ζ0, . . . , ζn−1) =
∑
j∈Gk gn−1(ζ
j
n−1)f(ζ
j
n−1, · )∑
j∈Gk gn−1(ζ
j
n−1)
, ∀ i ∈ Gk,
but the presentation of Algorithm 2 highlights the connection the LEPF: if in
Algorithm 1 one were to set θ = 0, so Li = i, then one recovers exactly Algorithm
2. With the weights W in as calculated in the IBPF, one again regards pi
N
n as in
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(1) as an approximation to pin, and the statistical independence between groups
means that convergence properties of the IBPF in the regime where M is fixed
and m→∞ are relatively easy to study.
Algorithm 2 Independent bootstrap particle filters
for i = 1, . . . ,Mm
Set W i0 = 1 and sample ζ
i
0 ∼ pi0
for k = 1, . . . ,m
Set Gk = {(k − 1)M + 1, . . . , (k − 1)M +M}
for n = 1, 2, . . .
for k = 1, . . . ,m
for i ∈ Gk
Set W in = (Mm)
−1∑
j∈Gk W
j
n−1gn−1
(
ζjn−1
)
Sample ζin | ζ0, . . . , ζn−1 ∼
∑
j∈Gk W
j
n−1gn−1
(
ζjn−1
)
f(ζjn−1, · )∑
j∈Gk W
j
n−1gn−1
(
ζjn−1
)
3. Central limit theorem
3.1. A general algorithm and statement of the main result
The starting point for our analysis is to write down Algorithm 3 of which
the LEPF and IBPF are special cases. We do this not just for the sake of
generality. Instead Algorithm 3 affords us some notational simplifications and,
more crucially, it allows us make clear that the LEPF is a special case of the
so-called αSMC algorithm, introduced by the authors in [14]. In turn this later
allows us to leverage some results of [14]—in particular Proposition 1 below—
providing some building blocks for our CLT. The IBPF is also an instance of
Algorithm 3 and this fact eases our presentation of comparisons between it and
the LEPF in Section 5.
From henceforth, the integer M ≥ 1 is, unless stated otherwise, assumed
to be fixed. In Algorithm 3, α is a row-stochastic matrix, of size N ×N , with
N = Mm. Assumption 2 introduces hypotheses on the matrix α for each value
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Algorithm 3
for i = 1, . . . , N
Set W i0 = 1 and sample ζ
i
0 ∼ pi0
for n = 1, 2, . . .
for i = 1, . . . , N
Set W in =
∑
j α
ijW jn−1gn−1(ζ
j
n−1)
Sample ζin | ζ0, . . . , ζn−1 ∼ (W in)−1
∑
j α
ijW jn−1gn−1(ζ
j
n−1)f(ζ
j
n−1, · )
N ∈ {Mm : m ≥ 1}. To state these hypotheses precisely, we need to be clear
about dependence of α on N and hence write αN up until the end of Section
3.1, beyond which we revert to α to reduce notational clutter.
Assumption 2. For all N ∈ {Mm : m ≥ 1},
(2.1) αN is doubly stochastic,
(2.2) for all i, j ∈ [N ] and z ∈ Z,
αijN = α
(i+zM) modN,(j+zM) modN
N .
Additionally, for some integer β ≥ 1,
(2.3) αijN = 0 for N ≥ 2β + 1 and i, j ∈ [N ] such that
∆(i, j) := min
`∈Z
|i− j + `N | > β,
(2.4) there exists {αij∞ : i, j ∈ Z} such that for N ≥ 2β + 1,
αij∞ = α
imodN,j modN
N I[|i− j| ≤ β], i, j ∈ Z. (4)
Assumption (2.1) allows us to apply results from [14] to Algorithm 3. As-
sumption (2.2) asserts that the elements on each diagonal of αN are periodic
with cycle length M . Intuitively, this captures the idea that the N particles
in Algorithm 3 are in some sense organised into groups of size M . It is easily
verified that the function ∆ appearing in Assumption (2.3) is a metric on [N ],
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in particular it is the graph distance on a cycle graph with vertex set [N ] where
there is an edge between each i ∈ [N ] and (i + 1) mod N . Assumption (2.3)
then asserts that αN is a band matrix in the sense that elements further than β
away from the main diagonal in metric ∆ are equal to zero, in turn influencing
the conditional independence structure of the particles in Algorithm 3. Finally
Assumption (2.4) can be interpreted as meaning that there is some common
structure to the matrices αN as N grows, and loosely speaking, this common
structure is captured in the “limiting” doubly infinite matrix α∞, which will
show up later in our CLT.
Let us now state how the LEPF and IBPF fit in this framework. Consider
αijN = M
−1I[b(i− 1)/Mc = ⌊((j − θ) modN − 1)/M⌋] ∀ i, j ∈ [N ]
αij∞ = M
−1I[b(i− 1)/Mc = b(j − θ − 1))/Mc] ∀ i, j ∈ Z.
(5)
It is a matter of elementary but tedious manipulations to show that with α = αN
as in (5), Algorithm 3 reduces to the LEPF as in Algorithm 1, and to check
that Assumptions (2.1)–(2.3) hold with β = M − 1 + θ. Checking Assumption
(2.4) involves some less trivial work and a proof is provided in the Appendix.
To recover the IBPF from Algorithm 3, we take
αijN = M
−1I[b(i− 1)/Mc = b(j − 1)/Mc] ∀ i, j ∈ [N ]
αij∞ = M
−1I[b(i− 1)/Mc = b(j − 1)/Mc] ∀ i, j ∈ Z.
(6)
With β = M − 1, checking Assumptions (2.1)–(2.3) is again elementary, and in
this case Assumption (2.4) is obviously satisfied.
Figures 1a and 1b show the matrices defined in (5)–(6) in the case N = 9,
M = 3 and θ = 1. It follows from Assumptions (2.3) and (2.4) that α∞ is,
like each αN , a row-stochastic matrix, which can be thought of as specifying
the transition probabilities of a Z-valued Markov chain. It turns out that the
asymptotic variance in our CLT is expressed in terms of two copies of this chain.
To this end, denote by Eu,v, where u, v ∈ Z, the expectation w.r.t. the law of
the bi-variate backward Markov chain (Ik, Jk)0≤k≤n, where
(In, Jn) ∼ δu ⊗ δv,
P(Ik = ik, Jk = jk | Ik+1 = ik+1, Jk+1 = jk+1) = αik+1ik∞ αjk+1jk∞ .
(7)
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
0 1/3 1/3 1/3 0 0 0 0 0
0 1/3 1/3 1/3 0 0 0 0 0
0 1/3 1/3 1/3 0 0 0 0 0
0 0 0 0 1/3 1/3 1/3 0 0
0 0 0 0 1/3 1/3 1/3 0 0
0 0 0 0 1/3 1/3 1/3 0 0
1/3 0 0 0 0 0 0 1/3 1/3
1/3 0 0 0 0 0 0 1/3 1/3
1/3 0 0 0 0 0 0 1/3 1/3


1/3 1/3 1/3 0 0 0 0 0 0
1/3 1/3 1/3 0 0 0 0 0 0
1/3 1/3 1/3 0 0 0 0 0 0
0 0 0 1/3 1/3 1/3 0 0 0
0 0 0 1/3 1/3 1/3 0 0 0
0 0 0 1/3 1/3 1/3 0 0 0
0 0 0 0 0 0 1/3 1/3 1/3
0 0 0 0 0 0 1/3 1/3 1/3
0 0 0 0 0 0 1/3 1/3 1/3

(a) (b)
Figure 1: Matrices in (a) and (b) correspond to the LEPF and IBPF, respec-
tively.
n − 4
n − 3
n − 2
n − 1
n
−2 −1 0 1 2 3 4 5 6 7 8 9
n − 4
n − 3
n − 2
n − 1
n
−2 −1 0 1 2 3 4 5 6 7 8 9
(a) (b)
Figure 2: Some of the paths assigned positive probability by α∞ for the (a)
LEPF and (b) IBPF. In both cases M = 3 and in (a) θ = 1.
Figure 2 illustrates some segments of paths for I (or J) which have strictly
positive probability under the transitions α∞ for the LEPF and IBPF, with
M = 3 and θ = 1.
Before stating our main result we introduce some more notation. For all
n ≥ 1, define non-negative kernels Qn : X×X → R+ as
Qn(x,A) := gn−1(x)f(x,A), ∀ x ∈ X, A ∈ X , (8)
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and the corresponding operators on functions and measures
Qn(ϕ)(x) :=
∫
Qn(x, dx
′)ϕ(x′), ∀ x ∈ X, ϕ ∈ B(X),
µQn(A) :=
∫
Qn(x,A)µ(dx), ∀ µ ∈P(X), A ∈ X ,
respectively. Moreover we define for n ≥ 1 and 0 ≤ p < n
Qp,p := Id, Qp,n := Qp+1 · · ·Qn,
Qp,p := Id, Qp,n := Qp+1 · · ·Qn,
where Qn := Qn/pin−1(gn−1) for all n ≥ 1. Also let
γn := pi0Q0,n, ∀ n ≥ 0.
Define the tensor-product kernelQ⊗2n (x, y,d(x
′, y′)) := Qn(x,dx′)Qn(y,dy′),
with the corresponding operators on functions and measures written similarly
to those for Qn, and finally define operators C0 and C1, such that for any
ϕ ∈ B(X2),
C0(ϕ)(x, y) = ϕ(x, y) and C1(ϕ)(x, y) = ϕ(x, x), ∀ x, y ∈ X.
We then have:
Theorem 1. Fix M > 1 and β > 0 and suppose that Assumption 2 holds. Then
for any ϕ ∈ B(X), Algorithm 3 has the property
√
N
(
piNn (ϕ)− pin(ϕ)
) d−−−−→
N→∞
N (0, σ2n), ∀ n ∈ N,
where N goes to infinity along the sequence {Mm : m = 1, 2, . . .}, the following
variances are assumed strictly positive,
σ20 = pi0((ϕ− pi0(ϕ))2)
σ2n =
1
γn(1)2M
∑
0≤u<M
|v|≤2nβ
Eu,u+v
[
pi⊗20 C0Q⊗21 C1 · · ·Q⊗2n Cn
(
ϕ⊗2
)]
, n ≥ 1,
with k = I[Ik = Jk], for all 0 ≤ k ≤ n, and ϕ := ϕ− pin(ϕ).
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Remark 1. Since the LEPF and IBPF are special cases of Algorithm 3, Theo-
rem 1 applies to them immediately. Note that the only distinction between the
asymptotic variances for LEPF and the IBPF arises from α∞, as given for these
two algorithms in (5) and (6). In Section 5 we shall examine σ2n for the LEPF
and the IBPF in detail, which involves study of the I, J processes for these two
algorithms.
3.2. Martingale array and the proof of the main result
Defining the random measures
ΓNn :=
1
N
N∑
i=1
W inδζin , Γ
N
n :=
ΓNn
γn(1)
, ∀n ∈ N, (9)
allows us to decompose the particle approximation error as
√
N
(
piNn (ϕ)− pin(ϕ)
)
=
√
NΓ
N
n (ϕ)− piNn (ϕ)
√
N
γn(1)
(
ΓNn (1)− γn(1)
)
, (10)
where ϕ := ϕ− pin(ϕ).
Our overall strategy in proving Theorem 1 is to establish asymptotic nor-
mality of
√
NΓ
N
n (ϕ) as N → ∞ using the CLT for martingale arrays [16], and
to apply results from [14] to show that the second term on the r.h.s. of (10)
converges to zero in probability. Our first step is to identify a martingale rep-
resentation for
√
NΓ
N
n (ϕ), for which the setup is as follows.
Fix n ∈ N and M ≥ 1. For given m ≥ 1 and ϕ ∈ B(X) define, for % ∈ [Mm],
ξm% :=
1√
Mm
(
Q0,n(ϕ)(ζ
i
0)− pi0Q0,n(ϕ)
)
, (11)
and for % ∈ [(n+ 1)Mm] \ [Mm],
ξm% :=
W ip√
Mmγp(1)
(
Qp,n(ϕ)(ζ
i
p)−
∑
j α
ijW jp−1Qp−1,n(ϕ)(ζ
j
p−1)∑
j α
ijW jp−1Qp(1)(ζ
j
p−1)
)
, (12)
where p = pm(%), i = im(%) and
pm(%) :=
⌊
%− 1
Mm
⌋
and im(%) := %modMm.
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Writing out the expression for W ip, p ≥ 1, in Algorithm 3, using the fact that α
is row-stochastic and Assumption 1,
W ipp =
∑
(i0,...,ip−1)
p−1∏
q=0
αiq+1iqgq(ζ
iq
q ) ≤
p−1∏
q=0
‖gq‖∞ <∞.
Combining this with (11), (12) and again using Assumption 1, we have
sup
%∈[(n+1)Mm]
∣∣ξm% ∣∣ ≤ 1√
Mm
max
p∈{0,...,n}
∏p−1
q=0 ‖gq‖∞
γp(1)
osc(Qp,n(ϕ)) <∞, (13)
with the convention
∏−1
q=0 ‖gq‖∞ = 1.
In our m → ∞ analysis we consider the quantities in (11)–(12) associated
with an instance of Algorithm 3 for each m ≥ 1. We harmlessly assume that
P makes these instances statistically independent, but we commit an abuse,
especially in (14) below, and suppress from the notation the association of {ζip :
i ∈ [Mm]}, and various other objects, with the particular value m.
For each m ≥ 0 define Fm0 := {∅,X}, and then define σ-algebras {Fm% : 1 ≤
% ≤ (n+ 1)Mm, m ≥ 1} recursively by
Fm% := Fm−1(n+1)(m−1)M ∨ σ
(
ζ
im(1)
pm(1)
, . . . , ζ
im(%)
pm(%)
)
. (14)
With these definitions in hand, we can state the following result. The bound
in (15) summarises (13), the rest of the statement is a direct application of [14,
Proposition 1 and Theorem 1] and provides what we shall need: the desired
martingale structure and bounds on the particle approximation errors.
Proposition 1. Fix n ≥ 0, β > 0 and M ≥ 1 and suppose that Assumption
(2.1) holds. For any ϕ ∈ B(X) there exists Cn ∈ R such that∣∣ξm% ∣∣ ≤ 1√
Mm
Cn, ∀ m ≥ 1, % ∈ [(n+ 1)Mm]. (15)
For each m ≥ 1,
{(∑%
s=1 ξ
m
s , Fm%
)
: % ∈ [(n+ 1)Mm]
}
is a zero-mean, square
integrable martingale and
√
MmΓ
Mm
n (ϕ) =
(n+1)Mm∑
%=1
ξm% . (16)
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Moreover, for any p ≥ 1
sup
M,m≥1
√
Mm E[|piMmn (ϕ)− pin(ϕ)|p]1/p <∞ (17)
sup
M,m≥1
√
Mm E[
∣∣ΓMmn (1)− γn(1)∣∣p]1/p <∞ (18)
Remark 2. By a Borel-Cantelli argument, it follows from (17)–(18) that for
both the LEPF and IBPF, the particle approximation errors piMmn (ϕ) − pin(ϕ)
and ΓMmn (1)−γn(1) converge to zero almost surely, both in the regime M fixed,
m→∞ and in the regime m fixed, M →∞.
Remark 3. It follows from the martingale part of Proposition 1 that E[ΓMmn (1)] =
1, implying that for the LEPF and IBPF, ΓMmn (1) is an unbiased approxima-
tion of the normalising constant γn(1); a fact implying that these algorithms
are also suitable for implementation as a part of a particle Markov chain Monte
Carlo algorithm [17]. Some of the arguments in the proof of Theorem 1 could
be adapted to establish asymptotic normality of
√
Mm(ΓMmn (1)− γn(1)) with
M fixed, m→∞, but the details are beyond the scope of this paper.
In order to establish asymptotic normality of
√
MmΓ
Mm
n (ϕ) we shall apply
the following special case of [16, Theorem 3.2].
Theorem 2. Fix n ≥ 0 and M ≥ 1. For each m ≥ 1, suppose that
{(∑%
s=1 ξ
m
s , Fm%
)
:
% ∈ [(n + 1)Mm]
}
is zero-mean, square integrable martingale, and that Fm% ⊂
Fm+1% for each % ∈ [(n+ 1)Mm]. If
(n+1)Mm∑
%=1
E
[(
ξm%
)2I[∣∣ξm% ∣∣ > ε] ∣∣∣Fm%−1] P−−−−→
m→∞ 0, ∀ε > 0, (19)
(n+1)Mm∑
%=1
E
[(
ξm%
)2 ∣∣∣Fm%−1] P−−−−→
m→∞ σ
2, σ2 > 0, (20)
then
(n+1)Mm∑
%=1
ξm%
d−−−−→
m→∞ N (0, σ
2). (21)
We now present the main arguments in the proof of Theorem 1.
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Proof of Theorem 1. We first note that the case n = 0 is trivial, since in Al-
gorithm 3, {ζi0 : i ∈ [N ]} are i.i.d. samples from pi0. So it remains to consider
n ≥ 1. With the definitions (11), (12), and (14), Proposition 1 establishes that
{( %∑
s=1
ξms , Fm%
)
: % ∈ [(n+ 1)Mm]
}
constitutes the martingale array as in the statement of Theorem 2, and our next
task is to check conditions (19) and (20).
Condition (19) is easily seen to be satisfied due to (15). The majority of our
work then goes into checking (20). Since, for given m ≥ 1, {(ξm% ,Fm% ) : % ∈
[(n+ 1)Mm]} is a martingale difference sequence, we have
(n+1)Mm∑
%=1
E
[(
ξm%
)2 ∣∣∣Fm%−1] = E
[(
(n+1)Mm∑
%=1
ξm%
)2]
+
(n+1)Mm∑
%=1
E
[(
ξm%
)2 ∣∣∣Fm%−1]− E[(ξm% )2].
Proposition 2 in Section 3.3 establishes convergence to zero of the residual, in
the sense that
(n+1)Mm∑
%=1
E
[(
ξm%
)2 ∣∣∣Fm%−1]− E[(ξm% )2] P−−−−→
m→∞ 0.
Proposition 3 in Section 3.4 establishes convergence of the variance, in the sense
that
E
[(
(n+1)Mm∑
%=1
ξm%
)2]
−−−−→
m→∞
1
Mγn(1)2
∑
0≤u<M
|v|≤2nβ
Eu,v+u
[
pi⊗20 C0Q⊗21 C1 · · ·Q⊗2n Cn
(
ϕ⊗2
)]
,
where k = I[Ik = Jk]. Thus condition (20) is satisfied and so by (16) in
Proposition 1,
√
MmΓ
Mm
n (ϕ)
d−−−−→
m→∞ N (0, σ
2
n). (22)
By (2.1) we can use (17) and (18) of Proposition 1 and Ho¨lder’s inequality to
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obtain
lim
m→∞E
[∣∣∣piMmn (ϕ)√Mm(ΓMmn (1)− γn(1))∣∣∣]
≤ lim
m→∞E
[∣∣∣piMmn (ϕ)∣∣∣2] 12 sup
m≥1
√
MmE
[∣∣ΓMmn (1)− γn(1)∣∣2] 12 = 0,
implying
piMmn (ϕ)
√
Mm
(
ΓMmn (1)− γn(1)
)
P−−−−→
m→∞ 0. (23)
The claim follows by Slutsky’s theorem from (10), (22) and (23).
3.3. Convergence of the residual to zero
Proposition 2. Under the assumptions of Theorem 1,
(n+1)Mm∑
%=1
E
[(
ξm%
)2 ∣∣∣Fm%−1]− E[(ξm% )2] P−−−−→
m→∞ 0.
Proof. Define:
Zm% := E
[(
ξm%
)2 ∣∣∣Fm%−1]− E[(ξm% )2].
By Markov’s inequality we have for all ε > 0 that
P
(∣∣∣∣∣
(n+1)Mm∑
%=1
Zm%
∣∣∣∣∣ ≥ ε
)
≤ 1
ε2
(n+1)Mm∑
%=1
E
[(
Zm%
)2]
+
1
ε2
(n+1)Mm∑
%=1
∑
%′ 6=%
E
[
Zm% Z
m
%′
]
. (24)
By (15),
(
Zm%
)2 ≤ 4C4n/(Mm)2 and hence
(n+1)Mm∑
%=1
E
[(
Zm%
)2] ≤ 4(n+ 1)C4n
Mm
−−−−→
m→∞ 0.
To establish convergence to zero of the second summation on the r.h.s. of
(24), we shall show that suitably many pairs Zm% , Z
m
%′ are independent, therefore
making no contribution to the sum since E[Zm% ] = 0, and use (15) to bound the
remaining pairs. Introduce the notation, for i ∈ [Mm],
pa
(
ζi0
)
:= ∅, pa(ζin) := {ζjq : 0 ≤ q < n, j ∈ [Mm], (αn−q)ij > 0}, n ≥ 1,
(25)
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and by convention let σ(∅) be the trivial σ-algebra. Our strategy to obtain a
lower bound for the number of independent pairs Zm% , Z
m
%′ is as follows:
Lemma 1 shows that Zm% is measurable w.r.t. σ
(
pa
(
ζ
im(%)
pm(%)
))
, and conse-
quently
σ
(
pa
(
ζ
im(%)
pm(%)
)) ⊥ σ(pa(ζim(%′)pm(%′))) =⇒ Zm% ⊥ Zm%′ .
Lemma 2 shows that for any 0 ≤ p, q ≤ n and i, j ∈ [Mm],
pa
(
ζip
) ∩ pa(ζjq) = ∅ =⇒ σ(pa(ζip)) ⊥ σ(pa(ζjq)).
Lemma 3 shows that the number of pairs % 6= %′ such that pa(ζim(%)pm(%))∩pa(ζim(%′)pm(%′)) =
∅ is at least Mm(n+ 1)2(Mm− 4nβ − 1).
The total number of pairs (%, %′) where % 6= %′ is (n+1)Mm((n+1)Mm−1)
and hence by (15)
(n+1)Mm∑
%=1
∑
%′ 6=%
E
[
Zm% Z
m
%′
]
≤ 4C
4
n
Mm
(
(n+1)((n+1)Mm−1)−(n+1)2(Mm−4nβ−1))
which is easily seen to converge to 0 as m → ∞, completing the proof of the
Proposition.
Before presenting Lemmata 1–3 we point out the following useful conse-
quence of (25). Note that ζ
iq
q ∈ pa(ζipp ) if and only if there exists a sequence
(iq, . . . , ip), such that
∏q
k=p−1 α
ik+1ik > 0. Using this equivalence it follows that
if ` < q < p and ζi`` ∈ pa(ζiqq ) and ζiqq ∈ pa(ζipp ), then also ζi`` ∈ pa(ζipp ), and
thus we have the implication
ζ ∈ pa(ζipp ) =⇒ pa(ζ) ⊂ pa(ζipp ). (26)
Lemma 1. For any % ∈ [(n+ 1)Mm], Zm% is measurable w.r.t. σ
(
pa
(
ζ
im(%)
pm(%)
))
.
Proof. The variables {ζi0}i∈[Mm] are independent, so for % ∈ [Mm], Zm% = 0,
P−a.s. and σ(pa(ζim(%)pm(%))) = {0,Ω}, hence the claimed measurability holds. For
Mm < % ≤ (n+ 1)Mm we need to show that
E
[(
ξm%
)2 ∣∣∣Fm%−1] = E[(ξm% )2 ∣∣∣pa(ζim(%)pm(%))], P− a.s. (27)
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According to Algorithm 3,
P
(
ζipp ∈ A
∣∣ ζ0, . . . , ζp−1) = ∑j αipjW jp−1gp−1(ζjp−1)f(ζjp−1, A)
W
ip
p
, P−a.s. (28)
Writing out the expression for W
ip
p from Algorithm 3 gives
W ipp =
∑
(i0,...,ip−1)
p−1∏
q=0
gq(ζ
iq
q )α
iq+1iq , (29)
which clearly is measurable w.r.t. σ
(
pa
(
ζ
ip
p
))
. Noting additionally (26), we
find the r.h.s. of (28) also measurable w.r.t. σ
(
pa
(
ζ
ip
p
))
. The latter observa-
tion combined with the fact that in Algorithm 3 the variables {ζip}i∈[Mm] are
conditionally independent given ζ0, . . . , ζp−1, shows that
P
(
ζip ∈ A
∣∣ ζ0, . . . , ζp−1, ζ1p , . . . , ζi−1p ) = P(ζip ∈ A ∣∣pa(ζip)), P− a.s. (30)
Then using again the fact that W ip is measurable w.r.t. σ
(
pa
(
ζip
))
, we have by
(12) that (27) holds for Mm < % ≤Mm(n+ 1), which completes the proof.
Lemma 2. For any 0 ≤ p, q ≤ n and i, j ∈ [Mm],
pa
(
ζip
) ∩ pa(ζjq) = ∅ =⇒ σ(pa(ζip)) ⊥ σ(pa(ζjq)). (31)
Proof. The implication in (31) holds immediately in the case that p, q ∈ {0, 1},
due to the convention that σ(∅) is the trivial σ-algebra and the independence
of the ζi0’s. So suppose w.l.o.g. p > 1 and 0 ≤ q ≤ p, fix any i, j ∈ [Mm] and
assume that pa(ζip) ∩ pa(ζjq ) = ∅. For 0 ≤ r < p, define the sets of random
variables
Zr := pa(ζip) ∩ {ζks ; 0 ≤ s ≤ r, k ∈ [Mm]},
Z ′r := pa(ζjq ) ∩ {ζks ; 0 ≤ s ≤ r, k ∈ [Mm]},
notice that Zp−1 = pa(ζip) and similarly Z ′p−1 = pa(ζjq ), so our objective is to
prove σ(Zp−1) ⊥ σ(Z ′p−1). Notice also that Zr ∩ Z ′r = ∅ for 0 ≤ r < p since
we have assumed pa(ζip)∩ pa(ζjq ) = ∅. We proceed with an inductive argument,
the induction hypothesis being that for some 0 ≤ r < p− 1,
σ(Zr) ⊥ σ(Z ′r). (32)
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To initialise, observe that (32) holds with r = 0, due when q = 0 to the con-
vention that σ(∅) is trivial, and due when q > 0 to the independence of the ζi0’s
and Z0 ∩ Z ′0 = ∅. Now assume that (32) holds for some 0 ≤ r < p − 1, for
each ζ ∈ Zr+1 ∪ Z ′r+1 let Bζ be an arbitrary member of X and let Aζ be the
event {ζ ∈ Bζ}. Then writing Gr := σ(ζ0, . . . , ζr), and with the convention that
products over the empty set are unity, we have
P
 ⋂
ζ∈Zr+1∪Z′r+1
Aζ

= E
P
 ⋂
ζ∈Zr+1\Zr ∪ Z′r+1\Z′r
Aζ
∣∣∣∣∣∣Gr
 ∏
ζ∈Zr∪Z′r
I [Aζ ]

= E
P
 ⋂
ζ∈Zr+1\Zr
Aζ
∣∣∣∣∣∣Gr
P
 ⋂
ζ∈Z′r+1\Z′r
Aζ
∣∣∣∣∣∣Gr
 ∏
ζ∈Zr∪Z′r
I [Aζ ]

= E
P
 ⋂
ζ∈Zr+1\Zr
Aζ
∣∣∣∣∣∣σ(Zr)
P
 ⋂
ζ∈Z′r+1\Z′r
Aζ
∣∣∣∣∣∣σ(Z ′r)
 ∏
ζ∈Zr∪Z′r
I [Aζ ]

= P
 ⋂
ζ∈Zr+1
Aζ
P
 ⋂
ζ∈Z′r+1
Aζ
 .
The first equality uses the tower property of conditional expectations and the
fact that σ(Zr)∨σ(Z ′r) ⊂ Gr. The second and third equalities use the following
facts: in Algorithm 3, ζr+1 = {ζkr+1 : k ∈ [Mm]} are conditionally independent
given Gr; for any ζ ∈ Zr+1 \ Zr (resp. ζ ∈ Z ′r+1 \ Z ′r), P (Aζ | Gr) is measurable
w.r.t. σ(pa(ζ)) (see (28)–(30)); pa(ζ) ⊂ {ζks ; 0 ≤ s ≤ r, k ∈ [Mm]} and by (26)
pa(ζ) ⊂ pa(ζip), hence σ(pa(ζ)) ⊂ σ(Zr) (resp. σ(pa(ζ)) ⊂ σ(Z ′r)). The fourth
equality holds by the induction hypothesis. By a monotone class argument, (32)
then holds with r replaced by r + 1, which completes the induction and hence
also the proof of (31).
Lemma 3. Under Assumption (2.3), the number of pairs % 6= %′ such that
pa
(
ζ
im(%)
pm(%)
) ∩ pa(ζim(%′)pm(%′)) = ∅ is at least Mm(n+ 1)2(Mm− 4nβ − 1).
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Proof. We start by proving the implication
n−1∏
q=0
αiq+1iq > 0 =⇒ ∆(ip, in) ≤ (n− p)β ≤ nβ ∀ 0 ≤ p < n. (33)
By (2.3),
∏n−1
q=0 α
iq+1iq > 0 implies ∆(ip+1, ip) ≤ β, ∀ 0 ≤ p < n and then since
∆ is a metric, (33) follows from the triangle inequality.
Note that by (25) and (33), pa
(
ζip
) ⊂ {ζkr ; 0 ≤ r < p,∆(i, k) ≤ pβ} and
therefore when i = 1, pa
(
ζip
) ∩ pa(ζjq) = ∅ for all 0 ≤ p, q ≤ n and j ∈
{2nβ+2, . . . ,Mm−2nβ}, the latter set being non-empty for all m large enough,
since M , β and n are fixed. Hence for i = 1 fixed, there are at least (n +
1)2(Mm− 4nβ− 1) pairs (ζip, ζjq ) such that pa
(
ζip
)∩ pa(ζjq) = ∅. Then allowing
i to vary over the set [Mm] gives the lower bound as claimed.
3.4. Convergence of the variance
The main result of Section 3.4 is:
Proposition 3. Under the assumptions of Theorem 1, for all n > 0
lim
m→∞E
[(
(n+1)Mm∑
%=1
ξm%
)2]
=
1
Mγn(1)2
∑
0≤u<M
|v|≤2nβ
Eu,v+u
[
pi⊗20 C0Q⊗21 C1 · · ·Q⊗2n Cn
(
ϕ⊗2
)]
. (34)
where k = I[Ik = Jk], for all 0 ≤ k ≤ n.
From (16) and (9) it follows that
E
[(
(n+1)Mm∑
%=1
ξm%
)2]
=
Mm
γn(1)2
E
[(
1
Mm
∑
i
W inϕ(ζ
i
n)
)2]
, (35)
The first step towards proving Proposition 3 is to develop an expression for the
expectation on the r.h.s. of (35) in the following Lemma, which is inspired by
tensor product analysis of [18].
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Lemma 4. Fix n ∈ N, M ≥ 1, m ≥ 1 and set N = Mm. For any ϕ ∈ B(X),
E
[(
1
N
∑
i
W inϕ(ζ
i
n)
)2]
=
1
N2
∑
(i0:n,j0:n)
(
n−1∏
q=0
αiq+1iqαjq+1jq
)
pi⊗20 CI[i0=j0]Q⊗21 CI[i1=j1] · · ·Q⊗2n CI[in=jn]
(
ϕ⊗2
)
.
Proof. Throughout the proof we use the shorthand notations ip:q = (ip, . . . , iq)
and jp:q = (jp, . . . , jq), where q < p. For all 0 ≤ k ≤ n, let Gk := σ(ζ0, . . . , ζk),
and let ϕ ∈ B(X2).
For all i ∈ [N ]
E
[(
W inδζin ⊗W inδζin
)
(ϕ)
∣∣∣Gn−1]
=
((∑
`
αi`W `n−1δζ`n−1
)
⊗
(∑
`
αi`W `n−1δζ`n−1
))(
Q⊗2n (C1(ϕ))
)
,
and for i 6= j
E
[(
W inδζin ⊗W jnδζjn
)
(ϕ)
∣∣∣Gn−1]
=
((∑
`
αi`W `n−1δζ`n−1
)
⊗
(∑
`
αj`W `n−1δζ`n−1
))(
Q⊗2n (ϕ)
)
.
So for all i, j ∈ [N ] we have
E
[(
W inδζin ⊗W jnδζjn
)
(ϕ)
∣∣∣Gn−1]
=
((∑
`
αi`W `n−1δζ`n−1
)
⊗
(∑
`
αj`W `n−1δζ`n−1
))(
Q⊗2n
(CI[i=j](ϕ))). (36)
In the remainder of the proof we write k = I[ik = jk] for brevity. From (36)
we conclude that
E
[((
1
N
∑
in
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ)
∣∣∣∣∣Gn−1
]
=
1
N2
∑
(in−1:n,jn−1:n)
αinin−1αjnjn−1
(
W
in−1
n−1 δζin−1n−1
⊗W jn−1n−1 δζjn−1n−1
)(
Q⊗2n
(Cn(ϕ))),
which we use to initialise a backward induction. The induction assumption is
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that for some 1 ≤ k < n,
E
[((
1
N
∑
in
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ)
∣∣∣∣∣Gk
]
=
1
N2
∑
(ik:n,jk:n)
(
n−1∏
q=k
αiq+1iqαjq+1jq
)(
W ikk δζikk
⊗W jkk δζjkk
)(
Q⊗2k+1Ck+1 · · ·Q⊗2n Cn(ϕ)
)
.
Then applying (36) and the tower property of conditional expectations,
E
[((
1
N
∑
i
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ)
∣∣∣∣∣Gk−1
]
=
1
N2
∑
(ik:n,jk:n)
(
n−1∏
q=k
αiq+1iqαjq+1jq
)
× E
[(
W ikk δζikk
⊗W jkk δζjkk
)(
Q⊗2k+1Ck+1 · · ·Q⊗2n Cn(ϕ)
) ∣∣∣∣∣Gk−1
]
=
1
N2
∑
(ik:n,jk:n)
(
n−1∏
q=k
αiq+1iqαjq+1jq
)
×
((∑
ik−1
αikik−1W
ik−1
k−1 δζik−1k−1
)
⊗
(∑
jk−1
αjkjk−1W
jk−1
k−1 δζjk−1k−1
))(
Q⊗2k Ck · · ·Q⊗2n Cn(ϕ)
)
=
1
N2
∑
(ik−1:n,jk−1:n)
(
n−1∏
q=k−1
αiq+1iqαjq+1jq
)
×
(
W
ik−1
k−1 δζik−1k−1
⊗W jk−1k−1 δζjk−1k−1
)(
Q⊗2k Ck · · ·Q⊗2n Cn(ϕ)
)
,
proving that the induction hypothesis holds at rank k − 1. Thus
E
[((
1
N
∑
in
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ)
∣∣∣∣∣G0
]
=
1
N2
∑
(i0:n,j0:n)
(
n−1∏
q=0
αiq+1iqαjq+1jq
)(
W i00 δζi00
⊗W j00 δζj00
)(
Q⊗21 C1 · · ·Q⊗2n Cn(ϕ)
)
.
Finally, since {ζi0 : i ∈ [N ]} are i.i.d. samples from pi0 and W i0 = 1 for all i ∈ [N ],
we have
E
[((
1
N
∑
in
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ)
]
=
1
N2
∑
(i0:n,j0:n)
(
n−1∏
q=0
αiq+1iqαjq+1jq
)
pi⊗20 C0Q⊗21 C1 · · ·Q⊗2n Cn(ϕ),
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from which the claim follows by observing that((
1
N
∑
in
W inn δζinn
)
⊗
(
1
N
∑
jn
W jnn δζjnn
))
(ϕ⊗2) =
(
1
N
∑
in
W inn ϕ(ζ
in
n )
)2
.
Proof of Proposition 3. Throughout the proof we use the shorthand notations
ip:q := (ip, . . . , iq), jp:q := (jp, . . . , jq), ip:q + u := (ip + u, . . . , iq + u) and
jp:q + u := (jp + u, . . . , jq + u) for any u ∈ Z and p, q ∈ N such that q < p. Also
we define
Ξin,jn(i0:n−1, j0:n−1) := pi
⊗2
0 CI[i0=j0]Q⊗21 CI[i1=j1] · · ·Q⊗2n CI[in=jn]
(
ϕ⊗2
)
, (37)
and
Πin,jn(i0:n−1, j0:n−1) :=
∏n−1
q=0 α
iq+1iqαjq+1jq ,
Π∞in,jn(i0:n−1, j0:n−1) :=
∏n−1
q=0 α
iq+1iq∞ α
jq+1jq∞ .
(38)
By Lemma 4, we have
(Mm)2E
[(
1
Mm
∑
i
W inϕ(ζ
i
n)
)2]
=
∑
(i0:n,j0:n)
Πin,jn(i0:n−1, j0:n−1)Ξin,jn(i0:n−1, j0:n−1) (39)
= Am +Bm
where Am and Bm are obtained by partitioning the summation set:
Am :=
∑
(i0:n,j0:n):
∆(in,jn)>2nβ
Πin,jn(i0:n−1, j0:n−1)Ξin,jn(i0:n−1, j0:n−1),
Bm :=
Mm∑
in=1
∑
jn:
∆(in,jn)≤2nβ
∑
(i0:n−1,j0:n−1)
Πin,jn(i0:n−1, j0:n−1)Ξin,jn(i0:n−1, j0:n−1).
(40)
Note that although not explicitly shown in the notation, Πin,jn(i0:n−1, j0:n−1)
depends also on m through the size of matrix α, whilst Ξin,jn(i0:n−1, j0:n−1)
does not.
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We shall prove that Am = 0 and that for all m large enough Bm is equal
to the r.h.s. of (34). First consider Am. We can use the implication (33),
given in the proof of Lemma 3, and observe that if ∆(in, jn) > 2nβ and
Πin,jn(i0:n−1, j0:n−1) > 0, then by two applications of the triangle inequality
∆(ip, jp) ≥ ∆(ip, jn)−∆(jp, jn) ≥ ∆(in, jn)−∆(ip, in)−∆(jp, jn) > 0,
and hence I[ip = jp] = 0, for all 0 ≤ p ≤ n. Consequently, by using the fact that
pi⊗20 Q
⊗2
1 · · ·Q⊗2n
(
ϕ⊗2
)
=
(
pi0Q1 · · ·Qn(ϕ)
)2
= γn(1)
2pin(ϕ)
2 = 0,
we have
Am =
∑
(i0:n,j0:n):
∆(in,jn)>2nβ
Πin,jn(i0:n−1, j0:n−1)pi
⊗2
0 Q
⊗2
1 · · ·Q⊗2n
(
ϕ⊗2
)
= 0. (41)
Next we consider Bm. Let us start by writing
Bmin,jn :=
∑
(i0:n−1,j0:n−1)
Πin,jn(i0:n−1, j0:n−1)Ξin,jn(i0:n−1, j0:n−1), (42)
and
φ(a1, . . . , ap) :=
(
(a1 +kM)modN, . . . , (ap+kM)modN
)
, ∀(a1, . . . , ap) ∈ Zp,
for some fixed k ∈ Z and any p > 0. First we prove that Bmin,jn satisfies
Bmin,jn = B
m
φ(in,jn)
. (43)
By (2.2) we have immediately, for all i0:n, j0:n ∈ [Mm]n+1,
Πin,jn(i0:n−1, j0:n−1) = Πφ(in,jn)(φ(i0:n−1, j0:n−1)), (44)
and also
Ξin,jn(i0:n−1, j0:n−1) = Ξφ(in,jn)(φ(i0:n−1, j0:n−1)). (45)
Combining (42), (44), (45) and using the fact that φ : [Mm]n × [Mm]n →
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[Mm]n × [Mm]n is a bijection to perform a change of variable, we can write
Bmin,jn =
∑
(i0:n−1,j0:n−1)
Πφ(in,jn)(φ(i0:n−1, j0:n−1))Ξφ(in,jn)(φ(i0:n−1, j0:n−1))
=
∑
(i0:n−1,j0:n−1)
Πφ(in,jn)(i0:n−1, j0:n−1)Ξφ(in,jn)(i0:n−1, j0:n−1)
= Bmφ(in,jn),
establishing (43).
Since for any u, v ∈ [N ], and 0 ≤ c ≤ N/2, ∆(u, v) = c if and only if
u = (v± c) modN , we can re-parametrise the summations in (40), and by using
(43) we have
Bm =
m−1∑
k=0
M∑
`=1
∑
|c|≤2nβ
Bm
`+kM,(`+kM+c) modN
= m
M∑
`=1
∑
|c|≤2nβ
Bm
u0+`,(u0+`+c) modN
(46)
for any 0 ≤ u0 ≤ (m− 1)M .
Recall (33) from the proof of Lemma 3. An analogous implication
n−1∏
q=0
αiq+1iq∞ > 0 =⇒ |ip − in| ≤ (n− p)β ≤ nβ ∀ 0 ≤ p < n, (47)
can be established for α∞ by using the absolute difference instead of the metric
∆.
Let us set u0 = 3nβ and assume that m > (u0 + M + 3nβ)/M , which is
legitimate since we our aim is to find the limit of Bm as m→∞. We then have
(u0 + `+ c) modN = u0 + `+ c, ∀ ` ∈ [M ], |c| ≤ 2nβ, (48)
and by using (33) and (47) one can check that when in = u0 + ` and jn =
u0 + `+ c, then Πin,jn(i0:n−1, j0:n−1) and Π
∞
in,jn
(i0:n−1, j0:n−1) are greater than
zero only if β < iq+1, jq+1 ≤ Mm − β, for all 0 ≤ q < n. But by (2.4),
αiq+1iq = α
iq+1iq∞ for all β < iq+1 ≤ Mm− β and iq ∈ [Mm]. Thus we have by
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(42) and (48)
Bm
u0+`,(u0+`+c) modN
=
∑
i0:n−1∈Zn
j0:n−1∈Zn
Π∞u0+`,u0+`+c(i0:n−1, j0:n−1)Ξu0+`,u0+`+c(i0:n−1, j0:n−1) (49)
Finally we use the fact that by (2.2) and (2.4), αi+kM,j+kM∞ = α
ij
∞ for all i, j, k ∈
Z and hence by (46), (49) and the fact that Ξu0+`,u0+`+c(i0:n−1, j0:n−1) =
Ξ`,`+c(i0:n−1, j0:n−1),
Bm
m
=
M−1∑
`=0
∑
|c|≤2nβ
∑
i0:n−1∈Zn
j0:n−1∈Zn
Π∞`,`+c(i0:n−1, j0:n−1)Ξ`,`+c(i0:n−1, j0:n−1)
=
M−1∑
`=0
∑
|c|≤2nβ
E`,`+c
[
pi⊗20 C0Q⊗21 C1 · · ·Q⊗2n Cn
(
ϕ⊗2
)]
, (50)
where the last form is independent of m. The claim then follows by combining
(35), (39), (41) and (50).
4. Time-uniform convergence
Recall from Proposition 1 that for Algorithm 3, if Assumption (2.1) holds,
then for each n ∈ N and p ≥ 1,
sup
M,m≥1
√
Mm E[|piMmn (ϕ)− pin(ϕ)|p]1/p <∞. (51)
In this section we establish conditions under which the LEPF and IBPF satisfy,
for all p ≥ 1:
sup
M≥1
sup
n≥0
√
M E[|piMmn (ϕ)− pin(ϕ)|p]1/p <∞, (52)
and do not satisfy, for any p ≥ 1:
sup
m≥1
sup
n≥0
√
m E[|piMmn (ϕ)− pin(ϕ)|p]1/p <∞, (53)
where in (52), m is fixed and in (53), M is fixed. We note that (52) and (53)
are equivalent to corresponding inequalities with supM≥1 and supm≥1 replaced
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by lim supM→∞ and lim supm→∞ respectively, since for ϕ ∈ B(X), |piMmn (ϕ)−
pin(ϕ)| ≤ osc(ϕ) <∞.
We shall again leverage the fact that the LEPF and IBPF are instances of
Algorithm 3, which is itself an instance of αSMC from [14], where it was shown
that
ENn :=
(
1
N
∑
iW
i
n
)2
1
N
∑
i(W
i
n)
2
, N effn (M,m) := MmEMmn ,
play a central role in time-uniform convergence. The quantity N effn is commonly
called the effective sample size. Note that by Jensen’s inequality we always have
ENn ≤ 1, or equivalently N effn (M,m) ≤ Mm. We shall appeal to the following
result, which is a special case of [14, Proposition 3] (in particular see the last
displayed equation in [14, Proof of Theorem 2]).
Proposition 4. Suppose that Assumption (2.1) holds and additionally,
∃(δ, ) ∈ [1,∞)2 s.t. sup
n≥0
sup
x,y
gn(x)
gn(y)
≤ δ, and f(x, ·) ≤ f(y, ·), ∀x, y ∈ X.
(54)
Then there exists ρ < 1 and for each p ≥ 1 a finite constant cp such that for
any n ≥ 0, M ≥ 1, m ≥ 1 and ϕ ∈ B(X), Algorithm 3 has the property:
E[|piMmn (ϕ)− pin(ϕ)|p]1/p ≤ ‖ϕ‖∞
cp√
Mm
n∑
q=0
ρn−qE
[
|EMmq |−p/2
]1/p
. (55)
4.1. The regime m fixed and M →∞
We shall now show that under the assumptions of Proposition 4, both the
LEPF and IBPF satisfy (52). For the LEPF, this is a new result. For the IBPF,
the result is not very surprising, since it is well known that under the strong
but standard hypothesis (54), a single bootstrap particle filter is time-uniformly
convergent (see [2, Section 7.4.3.] and references therein). However, perhaps
more surprising is the simplicity of the following argument, which applies to
both the IBPF and LEPF.
It was noted in Section 2 equation (2) that for both the LEPF and IBPF,
for any k ∈ [m],
W in = W
j
n =: W˜
k
n , ∀i, j ∈ Gk. (56)
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Consequently, for any M,m ≥ 1 and n ≥ 0,
EMmn =
(
1
N
∑m
k=1MW˜
k
n
)2
1
N
∑m
k=1M(W˜
k
n )
2
=
1
m
(
1√
m
∑m
k=1 W˜
k
n
)2
1
m
∑m
k=1(W˜
k
n )
2
=
1
m
(
1 +
∑m
k=1
∑
6`=k W˜
k
nW˜
`
n∑m
k=1(W˜
k
n )
2
)
≥ 1
m
, (57)
or alternatively N effn ≥ M . Substituting the lower bound (57) into (55) gives
(52) as claimed.
4.2. The regime M fixed and m→∞
The following proposition establishes that lim supn→∞ σ
2
n =∞ is a sufficient
condition for failure of (53). In Sections 5.1 and 5.2 we present examples for
the IBPF and LEPF such that limn→∞ σ2n =∞ and (54) holds.
Proposition 5. Consider Algorithm 3. Assume that the hypotheses of Theorem
1 hold, fix ϕ ∈ B(X) and M > 1. Then for any n ≥ 0 and p ≥ 1,
lim
m→∞
√
m E[|piMmn (ϕ)− pin(ϕ)|p]1/p =
σn√
M
√
2
(
Γ((p+ 1)/2)√
pi
)1/p
. (58)
If lim supn→∞ σ
2
n = ∞, then (53) does not hold for any p ≥ 1. If additionally
(54) holds, then for the LEPF and IBPF, for any p ≥ 1
lim sup
m→∞
sup
n≥0
mp/2 E

∣∣∣∣∣∣∣
√√√√√∑
k∈[m]
(
W˜ kn∑
j∈[m] W˜
j
n
)2∣∣∣∣∣∣∣
p =∞. (59)
Remark 4. The condition in (59) clearly rules out:
sup
m≥1
sup
n≥0
mp E
[∣∣∣∣∣maxk∈[m] W˜ kn∑
j∈[m] W˜
j
n
∣∣∣∣∣
p]
<∞,
which is exactly the key hypothesis of [8] as written in (3) in the case  = 0.
Note however, that whilst Proposition establishes that (53) does not hold, i.e.
time-uniform convergence at rate m−1/2 does not occur, we have not ruled out
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the possibility that time-uniform convergence occurs at some slower rate. More-
over, our negative result is of course valid only for the specific local exchange
mechanism appearing in Algorithm 1, which is only a special case of the more
general framework of [8]. In Section 6.3 we shall comment on some possible
algorithmic modifications to ensure time-uniform convergence.
Proof. To prove (58), we follow arguments used in the proof of [13, Theorem 12],
who established a limit of the same form for a standard particle filter. We first
recall the fact that for a sequence of random variables (Am)m≥1, if Am
d−→ A
for some A, and for some p > 0, (|Am|p)m≥1 is uniformly integrable, then
limm→∞ E[|Am|p] = E[|A|p], see [19, p.14, Theorem A]. As in the statement, fix
ϕ ∈ B(X), M > 1 and n ≥ 0. Then set Am =
√
mpiMmn (ϕ). By Theorem 1, Am
converges in distribution to a zero-mean Gaussian variable with variance σ2n/M .
For any given p ≥ 1 and δ > 0, (51) implies supm≥1 E[|Am|p+δ] <∞, so by [20,
Lemma II.6.3], (|Am|p)m≥1 is uniformly integrable. Therefore (58) holds.
If (53) were to hold, the r.h.s. of (58) would be upper-bounded by a fi-
nite constant possibly depending on p and M , but independent of n. The
latter would contradict lim supn→∞ σ
2
n = ∞. Hence (53) does not hold when
lim supn→∞ σ
2
n =∞.
Now assume (54) holds in addition to lim supn→∞ σ
2
n = ∞. In order to
establish (59) by a contradiction, assume that for some p ≥ 1 there is a constant
dp such that
lim sup
m→∞
sup
n≥0
mp/2 E

∣∣∣∣∣∣∣
√√√√√∑
k∈[m]
(
W˜ kn∑
j∈[m] W˜
j
n
)2∣∣∣∣∣∣∣
p = dp <∞. (60)
Since for the IBPF and LEPF, W in = W
j
n = W˜
k
n for all i, j ∈ Gk, we have
m
∑
k∈[m]
(
W˜ kn∑
j∈[m] W˜
j
n
)2
= 1/EMmn .
Combining this and (60) into the bound (55) of Proposition 4 gives
lim sup
m→∞
sup
n≥0
√
m E[|piMmn (ϕ)− pin(ϕ)|p]1/p ≤ ‖ϕ‖∞
cp√
M
dp
1− ρ <∞,
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in turn implying (53), since |piMmn (ϕ) − pin(ϕ)| ≤ osc(ϕ) < ∞. But we have
already proved that (53) does not hold for any p ≥ 1 when lim supn→∞ σ2n =∞,
hence the inequality in (60) does not hold for any p ≥ 1. This completes the
proof.
5. A closer look at the asymptotic variance
Our objective in this section is to develop more insight into the asymptotic
variance in Theorem 1,
σ2n =
1
Mγn(1)2
∑
0≤u<M
|v|≤2nβ
Eu,v+u
[
pi⊗20 CI[I0=J0]Q⊗21 CI[I1=J1] · · ·Q⊗2n CI[In=Jn]
(
ϕ⊗2
)]
(61)
for the LEPF and IBPF, especially regarding its behaviour as n→∞.
For the convenience of the reader we recall that in (61), Eu,v denotes expec-
tation w.r.t. to the law of the bi-variate Markov chain:
(In, Jn) ∼ δu ⊗ δv,
P(Ik = ik, Jk = jk | Ik+1 = ik+1, Jk+1 = jk+1) = αik+1ik∞ αjk+1jk∞ ,
(62)
and thus the only distinction between the asymptotic variances for the LEPF
and IBPF is through α∞, as given in (5) and (6).
To help develop insight, we consider a much simplified HMM:
f(x, · ) = pi0( · ) and gn = g ∈ B(X), ∀ n ∈ N. (63)
This is obviously quite unrealistic, so let us be clear about our motives:
Firstly, (63) can be understood as being a favourable assumption for the
performance of the LEPF and IBPF: f(x, · ) = pi0( · ) implies that pin = pi0 and
that the particles {ζin : i ∈ [N ]} in both Algorithms 1 and 2 are i.i.d. samples
from pi0 for all n ∈ N. Never-the-less, we shall see in Section 5.2 in conjunction
with Section 4.2 that under this favourable assumption certain negative results
can hold for the IBPF and LEPF, namely limn→∞ σ2n = ∞ and lack of time-
uniform convergence.
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Secondly, we shall see that (63) makes the expression in (61) considerably
more tractable, allowing us to make precise comparisons between the LEPF and
IBPF. We shall see in Section 6.2 that our conclusions for this simplified HMM
are consistent with results obtained by simulation for a more realistic stochastic
volatility model.
Under (63), we have pin = pi0, γn(1) = pi0Q0,n(1) = pi0(g)
n, and for all
Φ ∈ B(X2) and 1 ≤ p ≤ n,
CI[Ip−1=Jp−1]Q⊗2p (Φ) =
(
I[Ip−1 = Jp−1]g2 + I[Ip−1 6= Jp−1]g⊗2
)
pi⊗20 (Φ)
so
1
γn(1)2
pi⊗20 CI[I0=J0]Q⊗21 CI[I1=J1] · · ·Q⊗2n CI[In=Jn]
(
ϕ⊗2
)
= I[In = Jn]pi0(ϕ2)
n−1∏
p=0
(
1 + I[Ip = Jp]
(
pi0(g
2)
pi0(g)2
− 1
))
= I[In = Jn]pi0(ϕ2)(1 + c)Zn , (64)
where
Zn =
n−1∑
p=0
I[Ip = Jp] (65)
and c = pi0(g
2)/pi0(g)
2 − 1. By (61) and (64), we thus have
σ2n
pi0(ϕ
2)
=
1
M
∑
0≤u<M
|v|≤2nβ
Eu,v+u
[
I[In = Jn](1 + c)Zn
]
=
1
M
M−1∑
u=0
Eu,u[etZn ] (66)
where t = log(1 + c) and the second equality follows from the initial condition
part of (62).
We thus observe the key role in the asymptotic variance played by the mo-
ment generating function of the random variable Zn, whose interpretation is
clear by (65): Zn is the number of times the Markov chains I and J collide in
n steps. Intuitively, the more frequent these collisions tend to be, the faster the
growth of the asymptotic variance.
To help formalize this intuition, our next step is to characterise the law of
Zn under (62) with u = v, for the IBPF and the LEPF, in order to understand
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how σ2n behaves as n → ∞. We stress that this law is a consequence only of
(62) and does not depend on (63).
5.1. Law of Zn for the IBPF
In the case of the IBPF we see immediately by inspecting α∞ in (6) (see
also Figure 2b) that when u = v for any u ∈ Z in (62), I and J are sequences of
i.i.d. random variables, each uniformly distributed on the set {b(u− 1)/McM+
1, . . . , b(u− 1)/McM + M}. Hence the random variables (I[Ik − Jk])0≤k<n
constitute a sequence of Bernoulli variables with success probability M−1 and
consequently
Zn ∼ Binomial
(
n, 1/M
)
, (67)
whatever the value of u (we note that this conclusion can also be deduced from
[18, Lemma 3.2], which provides a non-asymptotic variance formula for a single
bootstrap particle filter, i.e. N = M). Hence (66) can be further simplified to
σ2n
pi0(ϕ
2)
=
1
M
M−1∑
u=0
Eu,u[etZn ] = E0,0[etZn ], (68)
where t = log(1 + c), c = pi0(g
2)/pi0(g)
2 − 1.
By (67), E0,0[etZn ] is the moment generating function of a binomial distri-
bution, so readily,
σ2n
pi0(ϕ
2)
=
(
1 +
c
M
)n
. (69)
Thus when (63) holds, and assuming that pi0(ϕ
2) > 0 and c > 0, for the IBPF
σ2n grows exponentially fast as n→∞. This can be considered a negative result
for the IBPF compared to the standard bootstrap particle filter, for which it
has been shown that under a variety of more realistic conditions the sequence
(σ2n)n∈N may be bounded by a finite constant, or is tight when the observation
sequence is treated as random [9, 10, 11, 12, 13]. When (63) holds one can easily
construct pi0 and g such that (54) holds and c > 0.
5.2. Example of σ2n →∞ for the LEPF
Let us point out an example which satisfies (63), (54) and for which σ2n →∞.
Notice that for the LEPF, it follows easily from (62) and (5) that for any u ∈ Z
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and whatever the values of M and θ,
Eu,u[I[Zn = n]] = Eu,u
[
n−1∏
p=0
I[Ip = Jp]
]
=
1
Mn
,
hence we have the crude lower bound,
Eu,u[etZn ] ≥
(
pi0(g
2)
pi0(g)2
1
M
)n
.
As we shall now demonstrate, one can readily construct examples for which
pi0(g
2)
pi0(g)2
1
M > 1 and hence such that σ
2
n → ∞ exponentially fast for any ϕ with
pi0(ϕ
2) > 0. Let X = {0, 1}, p ∈ (0, 1/M), δ ∈ (0, 1) and
pi0(0) = p, pi0(1) = 1− p, g(0) = 1− δ, g(1) = δ.
Then, since
pi0(g
2)
pi0(g)2
=
p(1− δ)2 + (1− p)δ2
(p(1− δ) + (1− p)δ)2 −−−→δ→0 1/p > M,
we can choose δ small enough that pi0(g
2)
pi0(g)2
1
M > 1, whilst satisfying g ∈ B(X)
and g(x) > 0, as required for Assumption 1 and (54).
5.3. Law of Zn for the LEPF
The interaction pattern illustrated in Figure 2a makes study of the law
of Zn more difficult for the LEPF than for the IBPF, but never-the-less we
shall below derive an exact characterisation of the distribution of Zn. Ob-
serve that Zn depends on I and J only through the sequence of indicator
variables (I[Ik = Jk])0≤k<n, but this sequence is unfortunately non-Markov
and difficult to analyse directly. However the bi-variate process (D,E), with
D := (Dk)0≤k≤n, E := (Ek)0≤k≤n and
Dk :=
⌊
In−k − 1
M
⌋
−
⌊
Jn−k − 1
M
⌋
, Ek := I[In−k = Jn−k], ∀ 0 ≤ k ≤ n.
is easier to deal with.
It follows from α∞ in (5), (62) and some elementary manipulations (omitted
for brevity) that the bi-variate sequence (Dk, Ek)0≤k≤n is Markov and for any
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u ∈ Z the initial condition (In, Jn) ∼ δu ⊗ δu implies (D0, E0) ∼ δ0 ⊗ δ1. Thus
all statements about the law of functionals of (D,E) in the remainder of Section
5.3 hold irrespective of the particular value of u = v in (62).
By similarly elementary but lengthy manipulations it can be checked that
D is also Markov, with for all 1 ≤ k ≤ n, d ∈ Z,
Dk | {Dk−1 = d} ∼ θ(M − θ)
M2
(δd+1 + δd−1) +
(
(M − θ)2
M2
+
θ2
M2
)
δd, (70)
and if dk−1, dk ∈ Z and x ∈ {0, 1} such that dk−1 = dk = 0, i.e. that the
integer parts of (In−k − 1)/M and (Jn−k − 1)/M , as well as (In−k+1 − 1)/M
and (Jn−k+1 − 1)/M , coincide, then
Ek | {Dk−1 = dk−1, Dk = dk, Ek−1 = x} ∼ Bernoulli
(
M
(M − θ)2 + θ2
)
(71)
and otherwise
Ek | {Dk−1 = dk−1, Dk = dk, Ek−1 = x} ∼ δ0. (72)
By (71) and (72), for all b ∈ [n],
Zn | {B = b} ∼ Binomial
(
b,
M
(M − θ)2 + θ2
)
(73)
where
B :=
n∑
k=1
I[Dk−1 = 0]I[Dk = 0]. (74)
Therefore it remains to derive the distribution of B, the distribution of Zn is
then available by marginalisation.
We will write Beta-Binomial(n, a, b) for the so-called beta binomial distribu-
tion [21] specified for any a, b > 0 by the probability mass function
p(k) =
(
n
k
)
B(k + a, n− k + b)
B(a, b)
, ∀ 0 ≤ k ≤ n, (75)
where B(a, b) denotes the beta-function. The case Beta-Binomial(n, 1, 0) is un-
derstood as the point mass δn. Moreover, we write RWZ(n) for the distribution
specified by the probability mass function:
p(x) =
2x
22bn/2c
(
2 bn/2c − x
bn/2c
)
∀ 0 ≤ x ≤ bn/2c , (76)
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with convention
(
n
0
)
= 1 for all n ≥ 0. As shown in [22, Theorem 2], (76) is
the distribution of the number of times a symmetric simple random walk on
Z starting from zero returns to zero in n time-steps. The following result, in
conjunction with (73), characterises the distribution of Zn. The proof is in the
Appendix.
Lemma 5. Fix M ≥ 1 and θ ∈ {1, . . . ,M − 1}, let B be as defined in (74) and
let B, S and V be random variables such that
B | {V = v, S = s} ∼ Beta-Binomial(v, s+ 1, n− v − s), (77)
and
S | {V = v} ∼ RWZ(n− v), V ∼ Binomial
(
n,
(M − θ)2
M2
+
θ2
M2
)
. (78)
Then B has the same distribution as B.
6. Interpretation of results and discussion
One of the main conclusions which can be drawn from our results thus far
is quite negative: we have seen in Section 5, that for the IBPF and LEPF, the
asymptotic variance can increase over time at an exponential rate. However,
taken in isolation, this fact does not convey information about the relative
performance of the two algorithms. The aim of Section 6 is to address this
matter, qualitatively and numerically.
In Section 6.1, we continue with a toy model for which we are able to nu-
merically evaluate asymptotic variances without simulation and explain the be-
haviour we see in terms of the collision count Zn. We also examine depen-
dence on the parameters M and θ, compare asymptotic variance values with
nonasymptotic values obtained by simulation, and explore the behaviour of the
effective sample size. Section 6.2 considers a more realistic stochastic volatil-
ity model, and Section 6.3 provides some concluding perspectives and describes
avenues for future investigation.
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6.1. Evaluation of asymptotic variances
Recall that for the toy model of Section 5, the asymptotic variances for the
IBPF and LEPF are proportional to E0,0[etZn ], where Zn counts collisions of
the Markov chains with transition probabilities given by α∞. Due to the graph
in Figure2a having only one connected component, versus several in Figure 2b,
it seems natural to suppose that Zn is “typically” lower for the LEPF than for
the IBPF, and thus the LEPF will exhibit lower asymptotic variance.
To explore this idea, we now use (73) and Lemma 5 to make numerical
evaluations of E0,0[etZn ]. We do so for the specific instance of the model (63)
where
X0 ∼ N (0, 1) and g(x) = e−(x+1/2)2/2/
√
2pi, (79)
and define t0 := log(pi0(g
2)/pi0(g)
2) ≈ .1855077.
Figure 3a shows E0,0[etZn ] vs. n for the LEPF. Noting the logarithmic scale,
the plot suggests that E0,0[etZn ] grows without bound as n → ∞. In Figure
3b, Rn denotes the ratio of E0,0[etZn ] for the IBPF to that for the LEPF. It is
apparent that Rn is growing exponentially fast with n, suggesting the interaction
structure of the LEPF has significant benefits in terms of asymptotic variance.
Figure 3c compares Rn to the ratio of non-asymptotic mean square errors
estimated by:
RNn :=
∑NMC
i=1
(
piN,in,IBPF(ϕ)− pin(ϕ)
)2∑NMC
i=1
(
piN,in,LEPF(ϕ)− pin(ϕ)
)2 , (80)
where piN,in,IBPF(ϕ) and pi
N,i
n,LEPF(ϕ), i = 1, . . . , NMC, NMC = 2000 are indepen-
dent approximations of pin(ϕ), with ϕ = Id, obtained from the IBPF and LEPF.
It is apparent that as N grows, RNn approaches Rn and that the benefit of the
LEPF over the IBPF becomes more substantial.
The main algorithmic difference between the LEPF and the IBPF is the
number of particles exchanged between groups. For the IBPF, this number is 0,
for the LEPF, is specified by the parameter θ. Figure 3d shows the behaviour
of Rn for different values of θ. The results suggest that highest value of Rn is
obtained when θ = M/2, i.e. half of the particles in each group are exchanged.
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Figure 3: (a) E0,0[etZn ] vs. n for the LEPF with θ = 1. (b) Rn vs. n for θ = 1.
(c) Rn and R
N
n vs. n for θ = 1, M = 20 and t = t0. (d) Rn vs. θ for M = 20
and t = t0.
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Figure 4: (a) Probability mass functions of Zn for IBPF and LEPF with M = 3,
θ = 1. (b) E0,0[etZn ] vs. n for M(n) = np.
By (68), the behaviour of Rn is explained entirely by the distribution of Zn.
Figure 4a shows a comparison of these distributions in the case that M = 3 and
θ = 1, i.e. the same settings as in Figure 2. By (67) the distribution of Zn for
the IBPF is centred at n/M , while the corresponding distribution in the case
of LEPF remains concentrated near 0 and, in particular, we observe that the
distributions become increasingly distinct for large n.
To help illustrate the connection to the convergence results of Section 4.2,
Figure 5 shows a simulation of EMmn over 70000 time steps for the LEPF using
the same model as before with M = 20 and m = 50, 250, 500. For each fixed
value of m, EMmn does not crash to zero and stick there, but rather it fluctuates
to some extent, eventually as n grows reaching values which are closer to 0 for
larger values of m. It is relevant here to recall the possibly quite loose lower
bound EMmn ≥ 1/m derived in (57). Informally, some connection between this
phenomenon and the convergence rate can be observed in equation (55), where
(EMmn )−1/2 appears in the Lp error bound.
Lastly we consider the question of how M = M(n) should be scaled with n
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Figure 5: EMmn (top) and its running minimum on log-scale (bottom) for M = 20
and m = 50, 250, 500.
in order to prevent explosion of σ2n as n → ∞. So let σ2n be as given in (61)
but with M replaced by M(n). For the IBPF we see straightforwardly that if
lim supn→∞ n/M(n) <∞, then by (69),
lim sup
n→∞
σ2n
pi0(ϕ
2)
= lim sup
n→∞
(
1 +
c
n
n
M(n)
)n
<∞.
We address the same issue for the LEPF through numerical evaluations again
using the formulae of Section 5.3. Figure 4b shows the behaviour of E0,0[etZn ] =
σ2n/pi0(ϕ
2) for the LEPF with M(n) = np, p = 0.75, 0.90, 1.00, 1.11, 1.33. The
results suggest that the “right” scaling may be M(n) = n, as for IBPF, in the
sense that for p > 1, σ2n tends towards pi0(ϕ
2), and for p < 1, lim supn σ
2
n =
∞. We also note that for M(n) = n, we have from (79) for the IBPF that
limn→∞ E0,0[etZn ] = ec ≈ 1.23, where as for the LEPF in Figure 4b, with
M(n) = n, it appears that lim supn→∞ E0,0[etZn ] ≈ 1.12.
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6.2. Simulations
We now see if some of the phenomena observed for the simplified model carry
over to the case of a more realistic stochastic volatility model:
X0 ∼ N (0, 1), Xk+1 = aXk + Vk, Vk ∼ N (0, σ2V ), ∀ k ≥ 0,
Yk = b exp(Xk/2)εk, εk ∼ N (0, 1), ∀ k ≥ 0.
(81)
For the parameter values in the model we took a = 0.9, b = 0.1, σV = 0.5, and
simulated a sequence of observations from the model. For the parameters of
IBPF and LEPF we took M = 20 and θ = 1.
Figure 6a shows the ratio (80) for NMC = 10000, ϕ(x) = x. The true
value of pin(ϕ) was estimated with standard BPF using 10
6 particles. Roughly
similar behaviour to that in Figure 3d can be observed, although of course
for the stochastic volatility model we are not able to evaluate Rn. Figure 6b
shows estimated mean square errors for IBPF and LEPF, proportional to the
numerator and denominator in (80), respectively.
Figure 7 shows EMmn against n with M = 20 and m = 50 for a single run
of each algorithm over 2 × 104 time steps, for the stochastic volatility model
(81). For both the LEPF and the IBPF, EMmn never goes below 1/m = 0.02,
in accordance with (57), but it is notable that for the IBPF, EMmn stays quite
close to 1/m = 0.02, where as for LEPF, EMmn fluctuates around higher values.
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Figure 7: EMmn vs. n with M = 20 and m = 50.
6.3. Concluding remarks
Although our results establish that the asymptotic variance for the LEPF
can grow over time without bound, so that time-uniform convergence at rate
m−1/2 does not hold, our numerical experiments indicate that the errors from
the LEPF may be substantially smaller than those from the IBPF, and that
this difference can become more substantial as the time-horizon grows. The
interaction structure of the LEPF therefore has clear benefits. The question
of how to maximize these benefits, by considering variants of the LEPF arising
from different α matrices, seems challenging. Outside of the toy model scenario,
the formula for the asymptotic variance (61) is rather complicated. However, it
can be written in terms of a composition of a sequence of non-negative integral
operators. If the observations (yn) are treated as a random and stationary
sequence, then the sequence of integral operators becomes also random and
stationary. In light of this, Oseledec’s theorem or similar results for non-negative
integral operators may provide some tools to describe the rate of growth of the
asymptotic variance over time.
More extreme modifications to the LEPF and IBPF may allow time-uniform
convergence at rate m−1/2 to be achieved. For instance, choosing α adaptively
in a time-varying manner so as to control the effective sample size can provably
help to control errors [14]. The price to pay is that doing so may compromise the
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communication efficiency of the algorithm on a distributed computing architec-
ture. Another possible approach is to stabilize the performance of the algorithm
by artificially regulating the values taken by the weights W in and thus introduce
some bias, but avoid degeneracy and prevent low values of effective sample size.
A drawback of this approach is that it would compromise the lack-of-bias prop-
erties which validate the use of particle filters within particle MCMC. Rigorous
treatment of these ideas is a potential topic for future research.
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Appendix A. Auxiliary proofs
Lemma 6. The matrices defined in (5) satisfy Assumption (2.4).
Proof. For i, j ∈ Z such that |i− j| > β := M − 1 + θ, by (5), αij∞ = 0 and (4)
clearly holds. For |i− j| ≤ β, we observe that by (5)
αij∞ = α
i+kM,j+kM
∞ , ∀k ∈ Z, (A.1)
and provided that i+ kM, j + kM ∈ [N ], then by (2.2) we also have
αimodN,j modNN = α
(i+kM) modN,(j+kM) modN
N = α
i+kM,j+kM
N . (A.2)
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So, to complete the verification of (4) we shall, for each i, j ∈ Z such that
|i−j| ≤ β, find k such that i+kM, j+kM ∈ [N ] and check that αi+kM,j+kMN =
αi+kM,j+kM∞ .
First consider the case j ≥ i, and set k = −b(i− 1)/Mc. In this case, by
using (5) together with the assumptions that Mm ≥ 2β + 1, and j − i ≤ β we
have
αi+kM,j+kM∞ = M
−1I[b(j + kM − θ − 1))/Mc = 0]
= M−1I[j + kM − θ ∈ [M ]]
= M−1I[
⌊
((j + kM − θ) modN − 1)/M⌋ = 0]
= αi+kM,j+kMN ,
and moreover i+ kM, j+ kM ∈ [N ] holds and thus by (A.1), (A.2) we have (4)
for j ≥ i.
For the case i > j, we can take k = −b(i− 1)/Mc + m − 1, for which
i+ kM, j + kM ∈ [N ], and similarly as above
αi+kM,j+kM∞ = M
−1I[(m− 1)M ≤ j + kM − θ − 1 ≤ mM − 1] = αi+kM,j+kMN ,
from which we conclude, by (A.1), (A.2) that (2.4) holds for all i, j ∈ Z.
Proof of Lemma 5. Let V be distributed as in (78), thus by (70) V has the same
distribution as the number of zero increments in D. Our strategy is to con-
struct a collection of sequences {Dp}0≤p≤V and random variables {Bp}0≤p≤V
such that DV and BV have the same distributions as D and B, respectively.
The construction is done in a manner that allows us to identify explicitly the
distribution of BV and hence the distribution of B.
To start, take a sequence D0 := (D0k)0≤k≤n−V where D
0
0 = 0 and the incre-
ments (D0k −D0k−1)1≤k≤n−V are i.i.d. with common distribution δ−1/2 + δ1/2.
We then define sequences Dp := (Dpk)0≤k≤n−V+p for 1 ≤ p ≤ V recursively
Dp := (Dp−10 , . . . , D
p−1
Kp
, Dp−1Kp , . . . , D
p−1
n−V+p−1), (A.3)
where Kp is a uniform random variable on the set {0, . . . , n−V + p− 1}, for all
1 ≤ p ≤ V .
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By this construction, D0 is of length n − V + 1 and has only non-zero
increments. D1 is of length n − V + 2 and has exactly one zero increment at
a uniformly random location. Finally, DV is of length n + 1 and has exactly
V zero increments at uniformly random locations and hence can be checked to
have the same distribution as D.
The random variables {Bp}0≤p≤V are defined as
Bp :=
n−V+p∑
k=1
I[Dpk−1 = 0]I[D
p
k = 0], ∀ 0 ≤ p ≤ V, (A.4)
for which we have, by (A.3), the recursive expression
Bp = Bp−1 + I[Dp−1Kp = 0], ∀ 0 < p ≤ V. (A.5)
By the definition of Kp, I[Dp−1Kp = 0] in (A.5) is a Bernoulli random variable
with success probability∑n−V+p−1
k=0 I[D
p−1
k = 0]
n− V + p =
1 +Bp−1 +
∑n−V+p−1
k=1 I[D
p−1
k−1 6= 0]I[Dp−1k = 0]
n− V + p ,
(A.6)
and if we define S :=
∑n−V
k=1 I[D0k = 0] when V < n, and S := 0 when V = n.
This means that S is the number of times zero occurs in the sequence D0,
excluding the first element, then by induction, one can check that for all 0 ≤
p ≤ V ,
S =
n−V+p∑
k=1
I[Dpk−1 6= 0]I[Dpk = 0],
and hence by (A.6)
I[Dp−1Kp = 0] ∼ Bernoulli
(
1 + S +Bp−1
n− V + p
)
. (A.7)
The key observation is that by (A.5) and (A.7), the sequence (I[Dp−1Kp = 0])0<p≤V ,
is distributed according to a Po´lya’s urn model, for which we have readily (see,
e.g. [23])
V∑
p=1
I[Dp−1Kp = 0] ∼ Beta-Binomial(V, S + 1, n− V − S), (A.8)
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with the convention that Beta-Binomial(k, 1, 0) corresponds to point mass δk
for any k > 0.
To conclude the proof we observe that because the increments of D0 are
non-zero, we have B0 = 0 and hence, by (A.5), BV =
∑V
p=1 I[D
p−1
Kp
= 0] and
therefore, by (A.8), if we set B = BV , it remains to point out that because D0
is a simple random walk, we know by [22, Theorem 2], that S is distributed
as described in (78). Finally, since DV has the same distribution as D, then
by (74) and (A.4), BV must have the same distribution as B, concluding the
proof.
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