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Abstract
The development of the internet and the increased availability of image captur-
ing devices have enabled collections of digital images to grow exponentially and
become more diverse. This means more efficient and effective image browsing,
searching, and retrieving tools are required by users in different fields such as edu-
cation, medicine, economics, security, entertainment and architecture. Accurately
retrieving images relevant to an information need from such large collections, is
a challenging and important task to address. Over the last 30 years significant
attention has been paid to content-based image retrieval. Extensive research has
been conducted to develop advanced algorithms to extract low-level image features
such as colour, shape, texture, edges, point of interest and spatial relationships,
and to measure the similarity between pairs of images based on image feature
vectors. Much work has been dedicated to exploring solutions to the problems of
image rotation, translation and scale invariance. However, these algorithms cannot
adequately model image semantics and have many limitations when dealing with
broad content image databases, especially in regard to response time and retrieval
accuracy.
Content-based image retrieval effectiveness vastly depends on the semantic gap
between high-level semantic concepts used by people to understand image content
and the low-level visual features extracted from images by automatic algorithms.
Therefore, to develop an effective content-based image retrieval system, the se-
mantic gap must be narrowed down. Narrowing down the semantic gap is an
interesting and challenging task that motivates content based image retrieval re-
searchers, and this research project. This research initially develops a method
by combining low-level features such as shape, colour and texture. Though most
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of the systems focus on specific datasets, this research addresses several general
image databases which include colour images, texture images, and images with
objects. Initially, different image features were studied with simple image retrieval
techniques. Based on the knowledge acquired from the feature analysis, image
features were selected. Images are represented using these features and in par-
ticular binary image signatures which represent images in binary format in lower
dimensional space. These are then used for image retrieval to achieve better ef-
ficiency. The main objective of this method is to find suitable image blocks and
adapt bag of features techniques analogous to the bag of words techniques used
in text retrieval in the image retrieval context. Further, this research considers
the dimensionality of feature vectors, which heavily influences the complexity of
the similarity measure and reduces the dimension of feature vectors using random
indexing. Experimental results were obtained for different evaluation measures on
different standard general image collections. The results indicate the effectiveness
of the proposed technique and show how the retrieval quality changes with the
varying signature size which also influences the efficiency of the system.
Even though the system achieves good retrieval performance, it is desirable for
the retrieval performance to be further improved in an effective way by narrowing
the semantic gap. Pseudo relevance feedback has proven to be an effective mecha-
nism for improving retrieval accuracy. Pseudo relevance feedback works by making
the assumption that the images that were ranked highest in the initial search are
relevant to the user. However, it does not take into account the relative ordering
of results. To improve retrieval accuracy, a simple yet effective rank-based pseudo
relevance feedback mechanism is proposed that weights the signal provided by an
image considered relevant by the rank at which the image is retrieved. This pseudo
relevance feedback mechanism works well with binary image signatures to improve
retrieval precision.
Although the proposed pseudo relevance feedback approach improves the re-
trieval performance with the pseudo feedback and simulated feedback, better un-
derstanding of user feedback is desirable in order to improve the results by un-
derstanding the user viewpoint, which most systems have neglected to include.
Therefore, the proposed rank-based relevance feedback approach was extended for
iii
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real user feedback. The experimental results highlight that interactive relevance
feedback is important for improving the effectiveness of retrieval, and the user’s
viewpoint is different from classification assessments. Moreover, this approach pro-
vides a mechanism for end users to refine their image queries where users have no
effective way to reformulate such an image query.
Scalability is also an important factor to consider in content-based image re-
trieval. The system’s scalability is achieved in various ways. In this research,
scalability is measured in the context of effectiveness, efficiency and robustness,
which we defined in the thesis. Experiments were carried out to study these three
factors; effectiveness was the main concern in all the proposed approaches and
the effectiveness of each of the proposed approaches is provided in the evalua-
tion section. The effectiveness of the overall system was considered, as well as
the effectiveness of the system for different image collections. All these proposed
approaches were evaluated for efficiency and the results show that the proposed
approaches are efficient in retrieving images in milliseconds. Moreover, the sys-
tem was evaluated for a range of image alterations to show the robustness of the
system. Experimental results indicate the scalability of the proposed approaches.
The original contributions of this thesis can be further developed to increase
the performance of all the system’s aspects such as retrieval quality, speed and
robustness.
iv
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Chapter 1
Introduction
Chapter Organisation
In the introductory chapter of this thesis, the motivation for the research to
be presented is detailed in Section 1.1, followed by the research objectives
and questions in Sections 1.2 and 1.3 respectively. Section 1.4 outlines the
research outcomes and their underlying significance. The thesis organisa-
tion is summarised in Section 1.5.
The number of digital images is growing exponentially with image capturing for
several reasons, e.g. for personal use (e.g., lifelogging [Gurrin et al., 2014,Hwang
and Oh, 2015]), for security purposes [Yuan et al., 2011a,Zhang and Ye, 2009], etc.
In addition, these images are often published on the web or shared within social
network applications with the development of the internet, thus further enlarging
the pool of images to which users have access. These trends have increased the
demand for effective and efficient image searching methods which retrieve images
according to their semantic meaning. Content-Based Image Retrieval (CBIR) was
introduced to address these issues by automatically extracting image content to be
used in the search process. CBIR methods allow for queries to be specified visually,
e.g. through query-by-example methods. In CBIR, image features such as colours,
textures, information shapes, etc, are extracted and indexed automatically with
the aim to support the retrieval of images in answer to visual queries. Therefore,
a number of CBIR systems were generated. However, each had their own draw-
backs which require mitigation. Moreover, answering such queries, is still a rather
1
challenging task due to the semantic gap that exists between the low-level visual
features of images and the semantics that humans associate to objects, entities and
scenes in images. Different users may have different viewpoints about the same set
of images. Thus, Relevance Feedback (RF) was used in some CBIR systems. It is
an interactive process which is used to improve the retrieval performance by using
user feedback (FB) while bridging the semantic gap. Figure 1.1 and figure 1.2
demonstrate the MARS [Mehrotra et al., 1997,Rui et al., 1997] CBIR system with
RF.
In this system, the user is allowed to select an image as a query to retrieve
similar images by using image features and the user is allowed to inform the sys-
tem which of the retrieved results are relevant by providing preference weight for
each relevant image as feedback. However, it may burden the user and sometimes
confuse them because the user may only know that image is relevant but cannot
judge how much relevant the image actually to the query. Though CBIR systems
have been developed, they are far from satisfactory due to issues with user satisfac-
tion, computational complexity and semantic retrieval, such as similarities between
images that are subjective (changes in the viewpoint) and feature dependent.
Therefore, in this research, attention is given to developing a new CBIR system
to address these problems.
2
 Figure 1.1: Retrieval results in the MARS system [Mehrotra et al., 1997, Rui et al.,
1997]. The query image is the top left image.
3
 Figure 1.2: Retrieval results in the MARS system [Mehrotra et al., 1997, Rui et al.,
1997]. The query image is the top left image.
4
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1.1 Motivation and Overview
When you are searching an image in the world’s largest databases like Google and
Bing, you may not be able to find images that match your expectation. Most
image matches depend on annotated text that is associated to the image. Finding
an image on a large database is a complex task due to the presence of thousands
of irrelevant images to the query image. The next concept was to automatically
extract the content of images for searching namely CBIR and that concept started
in the 1990s and several techniques have been proposed to automatically extract
the content of images. Moreover, many applications benefit from that, such as
general image search, medical applications [Li et al., 2016], the video search [Jiang
et al., 2016], surveillance [Nguyen et al., 2016], security [Zhang and Ye, 2009] and
robotics [Lim et al., 2016].
General Image Search: People may want to search for images in, online large
search engines, on a personal computer, or in a company database. In the first
case, text-based image retrieval performance is poor due to several limitations,
such as the inability to describe the content of the sought after image [Kato,
1992,Smeulders et al., 2000]. In the second and third cases, users normally cannot
use text if those images are not tagged. Therefore, CBIR is used in these cases.
For example, if I want to search some images in my image repository I can supply
a similar image to the system and search. Then I can find images similar to what
I search for.
Medical Applications: In the medical field, lots of images are generated
every day, such as x-rays, ultra sound scans, molecular imaging and magnetic res-
onance imaging. It would be very useful if doctors could access similar cases and
patients could access prior reports more quickly and easily with greater ease [Note-
boom et al., 2014,Loorak et al., 2016].
Video Search: In this industry, lots of videos, films and advertisements are
generated and stored in large archives which grow everyday. Therefore, it is difficult
to find them when people need to access them. It would be very useful to provide
a technique which could access them automatically by the content. Videos are
generated by a collection of image frames, and images can be used to search a
particular video when required.
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Surveillance: The images captured by surveillance camera every second in
different places which require high security and are stored. Those stored data are
used to to detect suspicious people and unusual events automatically. Therefore,
a content search is useful in order to understand the situation and the people.
Security: CBIR is useful in security purposes. It is used for facial recognition
and fingerprint matching so that suspects can be identified. In private companies,
they use these applications to verify their employers’ identity to ensure security in
the company.
Robotics: A machine or robot needs to be able to detect objects and situa-
tions. If the system has similar images, then the robot can identify the object by
taking a picture and feeding that into the system.
During the last few years, CBIR techniques have been developed based on
colour, texture, shape and spatial location. It is, however, still necessary to develop
and solve problems related to segmentation, low-level feature extraction, represen-
tation, high-level semantics, storage and efficient indexing. Liu et.al. mention
three levels of queries in CBIR in [Liu et al., 2007].
• Level 1: Retrieve images by low-level features such as colour, texture, shape
or the spatial location of image elements. Example of such queries is ’find
images with green background with brown object in the front’, in other
words ’find images like this’.
• Level 2: Retrieval of objects that are in the given query image identified by
derived features. For example, ’find a picture of the Eiffel tower’.
• Level 3: Retrieval by abstract attributes, involving a significant amount of
high-level reasoning about the purpose of the objects or scenes depicted.
This includes retrieval of named events or activities, etc. Example of such
queries is ’find pictures of a Sri-Lankan new year festival’.
We can see the most CBIR systems use level 1. However, levels 2 and 3 can be
achieved by introducing interactive RF mechanisms to the system. Even though
many CBIR systems are developed for image retrieval, describing the image ac-
cording to the visual content is a challenging task for different reason. Two major
reasons are the semantic gap and sensory gap. The sensory gap can be further
subdivided into different categories, such as illumination changes, scale, viewpoint,
occlusion and rotation.
6
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Figure 1.3: Semantic gap: The high-level concepts mentioned next to each box demon-
strate the human vision and low-level features cannot significantly identify
each and every aspect as user.
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• Semantic gap: The semantic gap is the gap between the low-level features
that are automatically extracted by machines and the high-level concepts of
human vision and image understanding. Figure 1.3 provides an example for
the semantic gap.
• Sensory gap The sensory gap is the gap between the object or the scene
in the real world and its representation, which the system derives from the
recorded image, such as illumination, scale and occlusion. They are briefly
described as follows and shown in figure 1.4, figure 1.5, figure 1.6, figure 1.7,
figure 1.8, figure 1.9 and figure 1.10.
- Illumination change: Lighting conditions make important changes to
a picture. Therefore, illumination changes affect the appearance. It is
a trivial task to develop a robust system to identify an object or scene
under different conditions of illumination.
- Scale/size change: An object may appear at different scales in dif-
ferent images and the object’s placement may be different from one to
the other. Moreover, scenic images may appear up closer or far away,
such as a set of trees at the front of an image, while the same trees may
appear behind grassland in another image. These images which can be
considered the same.
- Changes in viewpoint: The position of the camera in relation to the
object or scene can change its appearance. This may lead the system
to recognise those images as different.
- Occlusion: Occlusion happens in various ways. Occlusion occurs if
the main object of an image is hidden (occluded) by another object.
Sometimes occlusion is the areas we do not have any information about
(part of an object).
- Rotation: There may be cases of images with an object or scene that
have different angle. They may be rotated clockwise or anticlockwise,
or be upside down. Even though the object or the scene is identical
except for the angle, the system may consider them different.
- Other: Background clutter, truncation and articulation.
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Figure 1.4: Illumination changes.
 
Figure 1.5: Scale/size variation.
 
Figure 1.6: Changes in viewpoint.
 
Figure 1.7: Occlusion and truncation.
However, a human can handle all these situations, unlike CBIR systems. Apart
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Figure 1.8: Rotation variation.
 
Figure 1.9: Background clutter.
 
Figure 1.10: Articulation.
from these there are other factors, such as ambiguity and the viewpoint of users,
which affect the performance and cause problems of incomplete query specification
or incomplete image description. User viewpoint may be totally different from the
classification. Therefore, real user feedback is effective for performance improve-
ment in CBIR. Normal evaluation using groundtruth, PRF and simulated user RF
can be used to evaluate the classification performance and real users are essen-
tial to the evaluation retrieval performance. However, intra-class variability and
inter-class variability effect the classification performance.
If the system is capable of bridging the semantic gap and allowing the queries
10
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to be satisfied, then it will be a smart system, as per the users’ expectation. But
it is a complex and challenging task and thus, it is not yet solved.
While bridging the semantic gap, it is essential to consider the other important
issue, which is the retrieval performance. It is true that users normally are not
satisfied with a slow system which takes a considerable amount of time to give
results. However, system search time is affected by the curse of dimensionality
and the large number of objects to search through. So indexing and retrieval
in a CBIR system must be efficient with low computational cost. Memory and
disk space requirements also affect the overall performance of the system. The
usability of the system also needs to be considered. So it is better to address this
issue when developing a CBIR system. If a system can satisfy the aforementioned
issues, especially semantic retrieval performance, that system will be very effective,
but is a challenging task, as mentioned above.
1.2 Research Objectives
Motivated by the reasons stated in the previous section, the research presented in
this thesis has the following aims and objectives:
The primary aim of this research project is to develop an efficient and effective
general purpose CBIR system with image signatures.
The objectives of this research project are to
(i) Study existing CBIR systems and identify their advantages and limitations
and find an effective combination of features that captures content informa-
tion from images for CBIR.
(ii) Develop an image signature-based CBIR system by using techniques analo-
gous to text retrieval to address large data collections.
(iii) Discover the effect of pseudo relevance feedback and interactive user relevance
feedback and evaluate the system’s performance.
(iv) Investigate the scalability of the developed system and relevance feedback
approaches.
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1.3 Research Questions
The specific research questions that have been addressed in this research are as
follows:
How can we achieve better retrieval performance in ways analogous to text
retrieval by using Bag of features (BoF) and Random Indexing (RI)?
This question entails an investigation aimed at identifying the image features
and the way of representing images.
The following sub-questions arise in relation to image search using BoF:
(a) Which low-level features can be used effectively to extract image features?
(b) How to extract those features from images?
(c) What kind of image representation can be derived from low-level features to
facilitate an effective search?
Once these questions have been answered, a CBIR system can be generated by
using BoF approach to achieve better retrieval performance. The next target is
to improve the retrieval performance further. This leads us to the next research
question:
Could RF on images be applied in the same way as signature-based RF on
text documents to improve retrieval performance?
This question addresses how can we improve CBIR performance using an RF
approach analogous to text. Then we can find a technique that can be applied
on CBIR with RF. Further, the suitability of this technique for image retrieval
can be verified using a set of design and evaluation criteria. Those criteria are to
be based on how best it can satisfy the users’ image requirements. The following
sub-questions arise in relation to achieving an efficient CBIR system:
(a) Does the rank have an impact on relevance feedback ?
(b) Which rank-based relevance feedback method is useful?
(c) How can we use pseudo relevance feedback?
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– How can we handle relevance feedback with binary image signature?
(d) What effect does interactive relevance feedback have on image retrieval sys-
tem?
– How to evaluate the relevance feedback?
After the RF scheme is introduced we must consider the user’s viewpoint. Then
next question arises because the user always expects a fast system:
How can we achieve fast retrieval results and scale this approach to a very
large image database?
This question entails an investigation aimed at providing efficient indexing and
retrieval by having low computational cost. The following sub-questions arise in
relation to achieving an efficient CBIR system:
(a) Which representation will be the most useful to save storage space and time?
(b) Which search mechanism is suitable?
(c) How does the searching time vary with the size of the dataset?
1.4 Research Contributions
In addressing the research objectives and questions, this thesis presents a number
of original contributions and achievements in the field of CBIR systems. The main
contributions are summarised below.
(i) Simple image retrieval systems were developed with global and local im-
age representations to achieve better retrieval accuracy as preliminary work
(Chapter 4 and Publication (ii and iv) in the List of Publications).
– Initially, the suitable features were selected and a CBIR system based
on global representation and multi-level searching was developed. This
proposed system is unique, as it considers one feature at each step
and uses the results of the prior step as input for the next step in
a multilevel manner, whereas, in past methods, all the features were
fused at once for the single-level search of a typical CBIR system. The
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proposed approach is simple and easy to adopt. The retrieval quality of
the proposed approach was evaluated using two benchmark datasets for
image classification. The proposed system showed good results in terms
of improvement in retrieval quality in comparison with the literature.
– Then another CBIR approach was developed with a multi-feature fu-
sion approach for efficient CBIR, based on the distance distribution
of features and relative feature weights at the time of query process-
ing. It is a simple yet effective approach, which is free from the effect
of the features’ dimensions, ranges, internal feature normalisation and
distance measure. This approach can easily be adopted to any feature
combination to improve retrieval quality. The proposed approach was
empirically evaluated using two benchmark datasets for image classifi-
cation and was compared with existing approaches. The performance
of the proposed approach is demonstrated with the improved perfor-
mance in comparison with the independently evaluated baseline of the
previously proposed late-feature fusion approaches.
– The original contribution of the first method is the multi-level search
mechanism in the context of CBIR systems. Previous methods [Li
et al., 2000, Chen and Wang, 2002, Takala et al., 2005, Hiremath and
Pujari, 2007a,Hiremath and Pujari, 2008,Yuan et al., 2011b,Saad et al.,
2011,Mansoori et al., 2013] typically use a single level search after fea-
ture fusion. Furthermore, this provides higher retrieval performance
than single-level search. The second method, the late-feature fusion
method provides robustness against changes in feature dimension, range
of values, normalization and distance measures and is shown to provide
better performance than existing late-feature fusion methods.
(ii) A CBIR system was developed based on a novel image representation us-
ing a new approach to the generation of image signatures namely ”Content
Based Image Retrieval with Image SIGnatures”(CBIR-ISIG) (Chapter 5 and
Publication (i, iii, and vii) in the List of Publications)
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– Initially, semantic image blocks that can be used to extract features
were identified, then features were extracted and vocabularies were gen-
erated. Each block was characterised by colour, texture and shape fea-
tures using BoW with the feature index and the index of the nearest
cluster centre. Then image signatures were generated by applying RI to
a Bag-of visual Words (BoW) representation of the images. Then the
CBIR-ISIG system was developed with these signatures and the perfor-
mance of the proposed approach was evaluated using three benchmark
datasets for quality, speed and robustness. This results showed this ap-
proach has the high potential to retrieve correct images and this can be
extended to a large collection as the binary signatures increase the ef-
ficiency in searching. System performance was compared with existing
systems in the literature and the results highlighted that our approach
has a superior performance over the other systems.
– Parameters were evaluated to select the most suitable parameters, and
different evaluation measures were used to demonstrate the perfor-
mance.
– As an extension of the proposed CBIR-ISIG system, a Rotation In-
variant Bag of visual Words (RIBoW) approach was introduced which
encodes spatial information in order to achieve effective CBIR results,
especially in object-based retrieval. The RIBoW approach uses circu-
lar image decomposition in combination with circular shift operation
to achieve invariance in rotation using global image descriptors. The
retrieval quality of the proposed approach was empirically evaluated us-
ing two benchmark datasets for image classification and the results were
compared with existing systems in the literature. The performance of
the proposed approach highlighted its effectiveness and robustness for
rotation invariant image(object) retrieval by transcending retrieval per-
formance when compared with BoW approaches.
• while BoW and RI are not new concepts, in this research we adapted them
in a novel context by generating image signatures using RI as explained
above. Previous methods instead commonly have used semantic analysis,
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singular value decomposition and locality sensitive hashing. Moreover, our
approach provides effective and efficient image retrieval compared to other
available systems. It also provides the opportunity to prefer effectiveness
over efficiency or vice versa.
(iii) A relevance feedback approach; a ”Rank-Based Pseudo Relevance Feedback”
(RB-PRF) approach was developed to improve retrieval performance through
the incorporation of feedback in response to an initial results list (Chapter 6
and Publication (v) in the List of Publications)
– A novel rank-based pseudo relevance feedback approach was introduced
which explicitly incorporates the original rank of the results and was
used as implicit relevance indicators. Therefore, this deviates from the
common use of PRF that ignores the rank positions of the feedback
documents. To integrate the rank in RF, a scaling factor was introduced
after experimentation with several scaling factors.
– This RB-PRF mechanism innovates by making use of binary image
signatures to improve retrieval precision by promoting images similar
to highly-ranked images and demoting images similar to lower ranked
images. This RB-PRF approach uses document signatures directly in
feedback processing, as opposed to traditional approaches, which return
to the original images (or documents). The top-ranked signatures are
already resident in memory, thus there is no need to work with the
original documents at run time. The use of signatures and the allocation
of resident memory for their storage allows for an extremely efficient
retrieval method, both in terms of memory usage and runtime.
– All the parameters were evaluated and explored the role of each param-
eter on the effectiveness of RB-PRF approach using different datasets.
Empirical evaluations based on standard benchmarks demonstrated the
effectiveness of the proposed RB-PRF mechanism in image retrieval.
• Even though PRF was used in CBIR in earlier systems, they have neglected
the rank positions of images provided as feedback. Our novel RB-PRF incor-
porates the original rank of the feedback images and as an implicit relevance
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indicator to improve retrieval effectiveness. In addition, the application of
RF directly on image signatures is novel: this approach saves time and sim-
plifies the RF process.
(iv) The RB-PRF experiments were extended using simulated and real users to
achieve better performance and to understand the user intention (Chapter 7
and Publication (vi) in the List of Publications).
– Experiments were carried out with real users to demonstrate how to
use explicit relevance feedback effectively with signature-based image
retrieval in order to improve retrieval quality.
– This approach provides a mechanism for end users to refine their image
queries. Unlike text retrieval systems where users are able, and gener-
ally prefer, to reformulate their text queries to improve search results,
there is no effective way to reformulate an image query. This approach
provides a solution to this problem.
• Mainly the binary signature based CBIR system with RF is efficient, faster
and scalable for very large databases and robust to range of image degra-
dations. Then RB-RF further improves retrieval performance efficiently and
provides a mechanism for users to refine their queries easily. This Topsig
based binary signature representation and how it is generated, rank-based
approach and how it is achieved is new to CBIR.
1.5 Thesis Organization
The remainder of this thesis is organised as follows:
Chapter 2 captures the background of the proposed research of this thesis, with
an overview of CBIR systems. Apart from specific details on CBIR systems,
relevant concepts of CBIR systems are reviewed. Challenges in CBIR are
analysed, paying special attention to those addressed in this dissertation.
While a comprehensive literature review on CBIR is conducted in this chap-
ter, a more specific literature review on each of the key research topics is
provided in each chapter of this dissertation.
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Chapter 3 presents, in detail, the different databases and systems, evaluation
measures, evaluation methodologies and parameter settings used to evaluate
the CBIR methodologies laid out in this thesis.
Chapter 4 presents the preliminary works which were done in this research. Ini-
tially, it describes the image descriptors and colour spaces which were selected
in the beginning for this research. Then an effective CBIR system based
on multilevel searching is proposed and evaluated using several datasets to
demonstrate the retrieval performance. Finally, a simple image retrieval
mechanism based on late feature fusion is proposed and the evaluation is
discussed to show the retrieval quality.
Chapter 5 presents the design, development and performance evaluation of the
proposed signature-based image retrieval system (CBIR-ISIG). An overview
of the design of the CBIR-ISIG system is first provided. The process of each
step in the CBIR-ISIG system is then explained. The performance of the
CBIR-ISG depends on several factors, namely feature selection, represen-
tation, the size of the semantic image block, and the signature size. The
effect of all these factors is analysed in detail. Different databases are used
to demonstrate the effectiveness of the proposed technique regardless of the
particular database used. Finally, an application of the image signatures to
the CBIR is introduced.
Chapter 6 presents the design, development and performance evaluation of the
proposed rank-based pseudo relevance feedback (RB-PRF) approach. The
first pass retrieval of CBIR-ISIG is discussed in the beginning. Then the RB-
PRF approach is explained with its paramter setting. The performance of the
RB-PRF retrieval depends on several factors, namely the scaling factor, the
sample size, the list size, and the database size. The effect of all these factors
is analysed in detail. Three different databases are used to demonstrate the
effectiveness of the proposed technique regardless of the particular database
used.
Chapter 7 presents an extension of the RB-PRF approach proposed in Chap-
ter 6 to the real user. This chapter studies the real user feedback and the
performance was evaluated using simulated feedback and real user feedback.
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Different evaluation measures were used to compare the performance with
existing mechanisms and self-comparison without feedback and with PRF.
Chapter 8 discusses the scalability of the proposed CBIR-ISIG system. Initially,
it discusses the effectiveness of the system to retrieve correct images followed
by the efficacy of the system to retrieve images. Then the usability of the
system is explained, as it is a vital factor when dealing with the real users.
Finally, the robustness of the system is presented.
Chapter 9 concludes the thesis with a summary of the original contributions and
future work.
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Background
Chapter Organisation
This chapter begins with a history of the evolution, concepts and gen-
eral challenges in image retrieval in Section 2.1, 2.2 and 2.3 respectively.
Section 2.4 includes information about existing Content-Based Image Re-
trieval (CBIR) systems, their features and their influence. The most popu-
lar and most-cited datasets are presented in Section 2.5.1. A comprehensive
overview of the visual features that can be extracted from images and the
feature selection mechanisms and different image representation methods
are discussed in Section 2.5.2. Section 2.5.4 presents the dimensionality
reduction methods followed by indexing mechanisms. Then Section 2.5.5
and Section 2.5.6 describe the user’s information needs and the results vi-
sualisation of CBIR systems. A comprehensive overview of the Relevance
Feedback (RF) mechanism which is used to reduce the semantic gap is
given in Section 2.6. The chapter’s summary and conclusions are included
in Section 2.7.
2.1 Evolution
The development of the internet and increased availability of image capturing de-
vices have enabled collections of digital images to grow at a fast pace in recent
years and to become more diverse. This has created an ever-growing need for
efficient and effective image browsing, searching and retrieval tools. Retrieving
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relevant images accurately to satisfy an information need from a large, diversified
collection is a challenging task. Therefore, the field-of-image retrieval gained in-
terest and was first started in the late 1970s [Palermo and Weller, 1980] and has
been a very active research area.
The early system was Text-Based Image Retrieval (TBIR) and the basic anno-
tation method was through associated keywords. Initially, images were annotated
by text and a database management system was used to retrieve images based
on text, e.g. the words used as a caption to an image in an article or acquired
through manual annotation processes (e.g. tag-based annotations) [Chang and Fu,
1980,Rui et al., 1999]. However, this method had a limited performance, especially
on large image sets. The main problems of TBIR methods are:
• The automatic generation of keywords (annotation) for a large collection is
not yet feasible. Therefore, a huge amount of human effort is required to
manually annotate the images. Thus, it is a very expensive and cumbersome
task, especially when the size of the dataset is large.
• Manually created logical image representations are highly subjective by na-
ture, as the rich contents in images and different level of prior knowledge and
experience can influence the understanding of an image.
• Annotations are context-sensitive. Different people may see different things
in an image and the same person may see different things at different times.
• Manual annotations are often incomplete as it is difficult and cannot be
clearly described in some features such as complex texture.
• When querying, performance may be slow due to the lack of syntax and can
be very complex in order to generate queries.
Further studies to overcome the aforementioned problems introduced the con-
cept of CBIR in the early 1990s [Kato, 1992,Smeulders et al., 2000] as a potential
solution. CBIR is based on the visual content of images such as colour, texture
and shape features. Since then, a lot of new techniques have been proposed to
extract content characteristics automatically from the images, and to manage and
use indexing to improve the CBIR performance. The development of the internet
created an ever-growing need for efficient and effective image browsing, searching
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and retrieval tools. Despite many years of research in CBIR, an effective gen-
eral solution in terms of speed, precision and scalability is still challenging for
researchers.
2.2 Concept
The main objective of CBIR is to find an image or set of images which are similar
to the query image provided by the user. Figure 2.1 illustrates the concept of
CBIR which contains the following components [de Brito Ferreira, 2010]:
• Database:
Most image retrieval systems work with closed databases and are indexed
oﬄine. The features of each image on the database are extracted through
the visual descriptors and generate a multidimensional feature vector. Then
the feature vectors are stored. There are different kinds of visual descriptors
available for feature extraction.
• Information Need and Query Processing:
In here, the query image provided by the user is processed. The system
uses Query By Example (QBE). This may be an image or sketch drawn by
the user and it may be one or multiple images. The same process that was
used to convert the image database to the internal representation of feature
vectors is used to generate the representation for the query.
• Result Generation and Presentation:
Results are generated by making a comparison between the feature vector
of the query image/s and the feature vectors of the database images using
suitable techniques. Then the images are ranked according to the similarity
measure and the top-ranked images are displayed to the user.
• Relevance Feedback:
Some systems allow the user to refine the retrieved result by providing RF.
RF is the fine tuning of the query process which can be used improve re-
sults by reducing the semantic gap. The user provides feedback by indicat-
ing whether the shown images are relevant (positive example) or irrelevant
(negative feedback) to the system. Based on the feedback information, its
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Figure 2.1: An overview of a CBIR system.
necessity is refined and starts the image retrieval process over and over again
until the user is satisfied. It improves the retrieval performance and it is an
optional step in a CBIR system.
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Figure 2.2: The sensory and semantic gap of an image [de Brito Ferreira, 2010].
2.3 Overview of Current Challenges
Even though CBIR solves the problems in TBIR and has its advantages, it also
has many problems. The two most important challenges in CBIR are sensory gap
and semantic gap as shown in figure 2.2.
• Sensory gap: To generate an image, it has to be captured by a device.
When an image is produced, some of the information that was presented
in the real world is automatically lost. This loss may be due to different
factors, such as low resolution, bad illumination, partially occluded objects,
the viewing angle or any fault in the capturing device (camera). The sensory
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gap is defined as the ”gap between the object in real world and the informa-
tion (computational) description derived from recording of that scene (image
information)” [Smeulders et al., 2000].
• Semantic gap: There is always a gap between low-level visual features
extracted from an image in order to describe the image and the high-level
semantic concepts (objects, relationships, meanings, feelings) required by the
system users. The semantic gap is defined as the ”lack of coincidence between
the information that one can extract from visual data and the interpretation
that the same data have for a user in a given situation” [Smeulders et al.,
2000].
Some of the other problems encountered are:
• The query specification for CBIR, such as selecting colours, shapes or texture
patterns that are very cumbersome and all the users may not aware of the
image features.
• CBIR is more computationally complex than TBIR and takes considerable
time to process and complete a search.
• The performance deteriorates if a suitable image cannot be used as the query.
• The image features are high-dimensional and affect the searching time, mem-
ory and disk space requirements.
More and more CBIR techniques have been introduced and still researching to
provide solutions to these problems in image image retrieval. Articles [Smeulders
et al., 2000], [Goodrum, 2000], [Lew et al., 2006], [Oussalah, 2008] and [Dharani
and Aroquiaraj, 2013] provide excellent comprehensive reviews of CBIR, challenges
and future directions. Some of the famous and mostly-cited CBIR systems are
discussed in the next section.
2.4 Existing CBIR Systems
CBIR aims at developing techniques that support effective and efficient searching
and browsing of images by generating semantically accurate results of large and
highly-varied image datasets based on automatically extracted image features. De-
veloping a universally-accepted CBIR is a challenging task because of the following:
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- selecting a semantically precise image segmentation method to obtain accurate re-
gions, finding the best-suited image features and feature extraction methodologies,
representation, mapping low-level features to high-level semantics, image indexing
and image similarity measuring using optimisation techniques and retrieval.
In general, CBIR is an active research area in which ambitious attempts have
been made and yet so many problems still need to be solved to satisfy users’ ex-
pectations. Although CBIR is still immature, a large number of general-purpose
commercial and academic image retrieval systems have been developed in the
past decades. Some of the most well-known and most-cited systems are IBM
QBIC [Flickner et al., 1995,Niblack et al., 1993], MIT Photobook [Pentland et al.,
1996] , VisualSEEK [Smith and fu Chang, 1996a, Smith and Chang, 1996, Smith
and fu Chang, 1996b], NeTra [Ma and Manjunath, 1997], MARS [Mehrotra et al.,
1997,Rui et al., 1997], PicHunter [Cox et al., 2000], MINDS [Takahashi et al., 2000],
SIMPLIcity [Wang et al., 2001], PicSOM [Laaksonen et al., 2002], Blobworld [Car-
son et al., 2002, Belongie et al., 1998] and CLUE [Chen et al., 2003, Chen et al.,
2005].
QBIC
The Query By Image Content system [Flickner et al., 1995, Niblack et al.,
1993] has been developed by IBM. This is the first commercial CBIR sys-
tem. This system depends on a number of features that can be selected
by the user. It uses properties such as colour percentage, colour layout
and texture for image-based similarity comparison. It allows users to sub-
mit query-by-example images, user constructed sketches and drawings and
selected colour and texture patterns. The colour features used in the sys-
tem are average R,G,B (R-Red, G-Green and B-Blue), Y,i,q(Y-Luminance,
i-inphase, q-quadrature; luminance and chromaticity information), L,a,b(L-
Luminance, a and b are the chromatic components) and a mathematical
transform to Munsell(MTM), and represent in a colour histogram. The tex-
ture features used here are an improved version of Tamura texture represen-
tation. As a shape feature, they used shape area, circularity, eccentricity,
major axis orientation and algebraic moment invariants. The dimensionality
reduction techniques are (Kullback-Leibler or principal component analysis)
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applied for high-dimensional features. The similarity measure is done by Eu-
clidean distance (colour and texture) and Quadratic form distance (colour).
Photobook
Photobook [Pentland et al., 1996] has been developed at the Media Labora-
tory, at Massachusetts Institute of Technology (MIT), and it is one of the first
academic prototype CBIR system. Queries are allowed as a text annotation
on images. It is a set of interactive tools for searching and querying im-
ages. The system uses colour, texture and shape features for image retrieval.
Texture features are extracted as Wold components which are namely pe-
riodicity, directionality, and randomness. Shape feature is described by ex-
tracting the shape boundary and then taking corners and curvature points.
The main system is divided into three specialised systems Appearance Pho-
tobook, Texture Photobook and Shape Photobook, which can also be used
in combination. The incorporation of an interactive learning agent named
FourEyes for selecting and merging feature-based model is a unique feature
of Photobook. This approach is found to be effective in interactive image
annotation.
VisualSEEK
The VisualSEEK [Smith and fu Chang, 1996a,Smith and Chang, 1996,Smith
and fu Chang, 1996b] search engine was developed at Columbia University,
USA. The system uses colours, sizes and both absolute and relative arbitrary
spatial layouts of colour regions for measuring similarity. HSV colour space is
used. Colour set, location, area and spatial extent are also used as features. It
supports queries based on both visual features and their spatial relationship.
It uses automated region extraction and the features are extracted from
compressed domains. A binary tree indexing algorithm has been used to
speed up the process.
NeTra
NeTra [Ma and Manjunath, 1997] is a prototype image retrieval system that
was developed at the University of California, Santa Barbara. It supports
low-level features of colour, texture, shape and the spatial information of
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segmented regions to search similar regions from the database. The colour
feature is extracted by colour histogram, the shape is represented by the
Fourier transform of contour representation, and Gabor filters are used for
texture feature extraction. Images are segmented into regions using edge
flow-based region segmentation that allows an object or region-based search.
This representation allows users to submit queries based on features that
combine regions of various images in the database such as ”retrieve all images
that contain regions having colour of object A, texture of object B, shape of
object C, and lie in the upper one-third of the image” [Ma and Manjunath,
1997]. It uses Gabor filter based texture analysis and neural net-based image
thesaurus construction.
MARS
The Multimedia Analysis and Retrieval System [Mehrotra et al., 1997, Rui
et al., 1997] is an information-centric approach, which was developed by the
University of Illinois. To represent images, it uses colour, texture, shape
and layout features as well as a manual text description of the image. A
colour histogram of HS values describes the colour and coarseness, contrast
and directionality provides the texture details, while shape is described by
a Fourier transform of the shape boundary. The user is allowed to select a
combination of specific features from the selected images as the query. A
Boolean (fuzzy and probabilistic) retrieval model is used for retrieval pur-
poses. Term frequency, inverse document frequency measure (tf-idf) and RF
is used together to achieve better performance.
PicHunter
PicHunter [Cox et al., 2000], is prototype CBIR system. It uses colour and
colour spatial information for retrieval. It also uses a colour histogram of HSV
values, a colour autocorrelogram of HSV, and a colour-coherence vector of
RGB. It represents a simple instance of a general Bayesian framework. RF is
used to improve the quality by reducing the semantic gap. In here, they use
RF in a different manner. Unlike other systems, it concentrates the user’s RF
from the beginning (not only the feedback of the previous iteration) during
retrieval.
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MINDS
The Movie INDexing System [Takahashi et al., 2000] was developed by an
imaging system business group at Ricoh Co. Ltd. MINDS is a prototype
retrieval system which supports still images and movies. It uses the structural
information of the image, such as spatial texture and the spatial edge feature.
The texture feature is extracted by a Gray level co-occurrence matrix and
the shape feature is extracted by an edge orientation histogram for four
orientations. The system partitions an image into blocks and extracts the
features from each.
SIMPLIcity
Semantic Sensitive Integrated Matching for Picture LIbrary [Wang et al.,
2001]. This system classifies images into semantic categories such as tex-
tured/nontextured, and graph/nongraph. It incorporates an integrated re-
gion matching methodology that reduces the adverse effects of inaccurate
segmentation. It supports low-level features of colour, texture, shape and
the location of segmented regions.
PicSOM
The name stems from ”Picture” and the Self-Organizing Map (SOM) [Laak-
sonen et al., 2002]. It is a neural network-based CBIR system. PicSOM
uses a subset of MPEG-7 standard visual content descriptors. The colour
feature is extracted in four ways: dominant colour- the first and second most
dominant colour of the LUV space, scalable colour- the colour histogram in
the HSV colour space, colour layout- the coefficient of the discrete cosine
transform of dominant colours of the YCbCr space in 8*8 blocks, and colour
layout. Texture is extracted as an edge orientation histogram, and angular
radial transform of the shape region provides shape details. Tree Structures
SOM (TS-SOM) are used to achieve a hierarchical structure and reduce the
complexity of the search. This framework builds upon Query By Pictorial
Examples (QBPE) and RF.
Blobworld
The Blobworld [Carson et al., 2002, Belongie et al., 1998] representation is
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created by clustering pixels in a joint colour-texture-position feature space
with a mixture of Gaussians using expectation-maximisation and the mini-
mum description principle. It was developed by the computer science division
of the University of California at Berkeley. In this system, when querying,
the user is allowed to access the regions directly to specify which are impor-
tant. Before feature extraction, the image is segmented into regions. It uses
colour, texture and position features to describe an image. Eight features are
used for segmentation. A three dimensional colour descriptor of CIE L*a*b*
space is used as colour, mean contrast and anisotropy are used as texture
and approximate area, and eccentricity and orientation are used as spatial
descriptor. A Blobworld representation of each retrieved image is shown to
the user.
CLUE
CLUster-based rEtrieval of images by unsupervised learning [Chen et al.,
2003, Chen et al., 2005], retrieves image clusters by reducing the semantic
gap. It uses a segmentation technique and the images are divided in to
4*4 blocks, and each one is described by colour, texture and shape. The
average colour (in the LUV colour space) of the corresponding block is used
as colour energy and L values of one-level Daubechies-4 wavelet transform
is used as texture feature. The system generates clusters by using not only
the feature similarity but also how images are similar to each other. One of
the specialties of this system is that it can be embedded into a typical CBIR
system without considering the features of the system, such as features used,
whether RF is used or not, sorting method, etc.
All these CBIR systems were developed for different reasons and they have their
advantages and weaknesses. Some of the weaknesses of these systems are, the user
is asked to select the feature to be used in the retrieval process which require
prior knowledge, uses text queries and image descriptors have been selected only
covering one or two features. Moreover, almost all the systems were not scalable
for very large databases.
Recently neural networks and Convolutional Neural Networks (often referred
to as deep learning) have gained much interest in computer vision and machine
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learning [Wan et al., 2014,Karpathy and Fei-Fei, 2015,Gordo et al., 2016]. These
methods have shown increased effectiveness and efficiency in classification, recog-
nition and retrieval tasks. Unlike conventional machine learning methods many
deep learning methods attempt to model high-level abstractions in data.
2.5 An Overview of the Content-Based Image
Retrieval Process
We have studied existing CBIR systems and now refer to the process of CBIR.
Four main components of a CBIR were mentioned in section 2.2 and that can be
further subdivided Image Database: as data collection, feature extraction, building
up feature database, Information Need, Result Generation and Presentation: as
searching and arranging the order for presentation to the user, and Relevance
Feedback for ease of understanding.
2.5.1 Data Collection
Data collection can be conducted by using a web crawler program to collect im-
ages from the internet. Already there are standard datasets available, such as
the COREL dataset [Tao et al., 2007], the Caltech-101 [Fei-Fei et al., 2004] and
Caltech-256 [Griffin et al., 2007] datasets, the Oliva and Torralba [Oliva and Tor-
ralba, 2001] dataset, the Wang [Wang et al., 2001,Li and Wang, 2003] dataset, the
Nister [Nister and Stewenius, 2006] dataset, the Flickr [Huiskes and Lew, 2008]
dataset, the SUN [Xiao et al., 2010] database and the Tiny Images dataset [Tor-
ralba et al., 2008a], consisting of some 80 million images. These are the datasets
mostly used in literature.
2.5.2 Feature Extraction, Selection and Representation
CBIR consist of several steps and each step needs to be considered when devel-
oping a CBIR system. Firstly image descriptors must be selected according to
the database that is going to be addressed. All the colour, texture and shape
features are useful when describing image content in general image datasets, as
general datasets may be comprised of colour images, images with texture and im-
ages with objects. However, all the selected features may not be useful due to noise
and redundancy, which leads to false matches and hurts the retrieval performance
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when they are used together. Therefore, feature selection is necessary to eliminate
useless features and select the best combination of features to improve retrieval
performance. These selected features must be represented in a certain way in or-
der to be used in the CBIR process and this is mainly divided into two categories
,namely global representation and local representation based on the manner of
feature extraction.
Features and Descriptors
Images are generally represented as a collection of feature vectors in the database
and are retrieved according to relevance by calculating similarity measures between
the query image features and the target image features in the database. It is,
therefore, necessary to build the feature set or image signatures; image signature
is any representation which is generated by extracted features in order to use in
search process. Firstly, system features must be selected from various types of
available features. It is common to use low-level features like colour, texture and
middle-level features such as shape in current CBIR systems. Some systems use
only one feature for retrieval- colour [Javidi et al., 2008,Murthy et al., 2010,Sharma
et al., 2011], texture [Kokare et al., 2005], structure, edge. While most systems use
a combination of features like colour and texture [Carson et al., 2002,Fanhui, 2011,
Jiang et al., 2006,Liu et al., 2008,Gebara and Alhajj, 2007,Heller and Ghahramani,
2006], colour and shape or texture and shape [Iqbal and Aggarwal, 2000,Takahashi
et al., 2000]. To achieve a better performance, it is better to use a combination
of features [Hiremath and Pujari, 2007b,Wang et al., 2001,Kherfi and Ziou, 2006,
Iqbal and Aggarwal, 2003, Abubacker and Indumathi, 2010, Tahoun et al., 2005]
rather than only one or two. As an example, colour histograms have been used in
many applications, but a colour histogram alone cannot describe the image well. It
does not describe the distribution of the colours and there may be totally different
images with the same colour histogram.
When deriving features, feature descriptors play a major role in extraction.
Feature quality can vary according to the selected descriptors. Good visual de-
scriptors should be invariant in scale changes, translation and rotation, as well as
different lighting conditions and viewpoint changes. There are different kinds of
descriptors available to describe features.
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Colour Descriptors
Colour is the most significant feature in an image and it is one of the
most simple and extensively-used features in image retrieval [Carson et al.,
2002, Fanhui, 2011, Javidi et al., 2008, Murthy et al., 2010, Jiang et al.,
2006, Liu et al., 2008, Gebara and Alhajj, 2007, Sharma et al., 2011, Heller
and Ghahramani, 2006]. It is relatively robust to background complication
and independent of size and orientation of the image. Before extracting a
colour feature, it is necessary to select a suitable colour space and represen-
tation method (descriptor). There are several colour spaces but RGB, CMY,
YCbCr, HSV, Lab and LUV are the most significant among them. After
selecting the space, colours are defined from that. An appropriate colour de-
scriptor can then be selected from the colour histogram (conventional colour
histogram, fuzzy colour histogram, cumulative colour histogram), colour cor-
relogram, colour moment, colour coherence vector and colour palettes [Hire-
math and Pujari, 2007b].
Texture Descriptors
Texture is another fundamental and interesting feature which has been used
in image retrieval literature. Although texture is not well defined like colour,
it does describe the content of many real-world images and provides impor-
tant characteristics for surface and object identification. Texture refers to
repetitive patterns employed in images, such as clouds, trees, fabrics, sand
or bricks. Texture representation is more important in the fields of texture
classification, image segmentation and image shape identification. A large
variety of texture descriptors, such as wavelet Transform, Gabor wavelet,
Edge Histogram Descriptor, co-occurance Matrix, Tamura features have been
developed, as they play an important role in computer vision. These meth-
ods can be subdivided into three categories - statistical methods, structural
methods, and spectral methods [Takahashi et al., 2000]. The evaluations of
these descriptors can be found in [Pichler et al., 1996, Howarth and Ruger,
2004].
Shape Descriptors
The shape feature is fairly well defined but it is shown to be very useful
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in manmade objects, especially when a query image is drawn by hand and
if there is only one object in the image. Image features are invariant to
translation, rotation and scaling if they are extracted by segmented regions.
However, segmentation is not precise and there are still no methods to seg-
ment images accurately. There are many shape descriptors, and the evalu-
ations of those descriptors can be found in [Kidiyo and Joseph, 2008, Ama-
natiadis et al., 2011,Amanatiadis et al., 2009]. Shape representation can be
mainly divided into two categories - boundary-based and region-based meth-
ods. Boundary-based methods are based on the boundary of the shape by
neglecting what is inside. The region-based methods are based on the entire
region of the shape.
Other Descriptors
Global - Gist: GIST is a global descriptor proposed for the recognition of
real-world scenes by Oliva and Torralba [Oliva and Torralba, 2001] and used
in scene recognition applications [Torralba et al., 2008a,Li et al., 2008b,Hays
and Efros, 2008] and have shown good retrieval performance. Its idea is
to generate a very low dimensional representation of the scene which does
not require any form of segmentation. They proposed a set of perceptual
dimensions (naturalness, openness, roughness, expansion and ruggedness) to
represent the dominant spatial structure of a scene and these dimensions can
be reliably estimated using spectral and coarsely-localised information [Oliva
and Torralba, 2001]. They named it Spatial Envelope.
Feature Selection
There are a number of features that can be extracted from images using different
descriptors. As we cannot use all the features in a CBIR system, the relevant
features must be selected. Therefore, feature selection is an important step in
CBIR and the best descriptive features are selected among many features. It
reduces the number of features, removes irrelevant, redundant or noisy data, and
brings the immediate effects for applications. This can be done oﬄine as well as
online. The objective of feature selection includes improving retrieval performance
in terms of accuracy and speed by removing less relevant or noisy features. Feature
selection methods are often divided into three categories: filter methods, wrapper
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methods and embedded methods [Liu et al., 2013,Zhao et al., 2013b,Farahat et al.,
2013]. General feature selection steps can be seen in figure 2.3.
Filter methods [Yu and Liu, 2003,Peng et al., 2005,Estevez et al., 2009] select
the features in a manner that is independent of the classifier. This does not take
into account feature interactions and is generally not a recommended way of doing
feature selection as it can lead to lost information. Common measures used in
filter methods include mutual information and a correlation coefficient.
Wrapper methods [Kohavi and John, 1997,Maldonado and Weber, 2009,Wang
et al., 2014] use the learning machine of interest, as a black box to score subsets
of features according to their prediction performance. An example would be how
Random Forest [Gharsalli et al., 2015, Murata et al., 2015] is widely used by the
competitive data science community to determine the importance of features by
looking at information gain and leave-one-out [Liu et al., 2013]. In this method,
computation time is high when the number of variables is large but it usually
provides the best performing feature set for that particular type of model.
Embedded methods [Das, 2001, Guyon and Elisseeff, 2003, Roth, 2004, Yuan
et al., 2013a] involve carrying out feature selection and model tuning at the same
time. They try to combine the advantages of both previous methods. Some
methods include greedy algorithms like forward and backward selection as well
as Lasso [Roth, 2004, Yuan et al., 2013a] and Elastic Net [Zou and Hastie, 2005]
based models.
 
Figure 2.3: Steps of feature selection [Liu and Yu, 2005].
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Image Representation
There must be a way to represent selected features in CBIR. In literature, many
techniques have been used to represent the image content. It can be mainly divided
into two approaches - local and global. Feature extraction can be done both locally
and globally. Local features are the low-level features which are extracted from sub-
images, segmented regions or points of interest, while global features are the same
type of features which are extracted from the whole image without subdividing,
as represented in figure 2.4.
Beside this, there is a precise way to represent images called Bag-of-Features
(BoF), also known as Bag-of-Words (BoW), which quantises feature descriptors to
generate words and represent images by histogram of those words of which we will
give a detailed overview in Section 2.5.3.
Figure 2.4.a shows a global representation of the image using low-level features.
Here, feature extraction is done for the full image. Figure 2.4.b shows a local
representation of the image using low-level features. Here, feature extraction is
done for each image block separately and finally combines them together.
Global Representation
In global feature presentation, image content is described by low-level fea-
tures such as colour, texture and shape. The global feature approach achieves
a good performance in some cases but not for all image and query types.
Moreover, global features do not work for databases with many image cat-
egories and cannot distinguish the foreground from the background of an
image and mix information.
Local Representation
Local features are very useful in extracting the tiny details of the image
and withstanding translations of images. Local representation has been ap-
plied to a wide range of CBIR systems and applications to achieve robust
representation.
The key proprieties of a good local feature are [Estrada et al., 2004]:
• Must be highly distinctive - a good feature should allow for correct object
identification with a low probability of mismatch.
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Figure 2.4: An example of the global and local representation of images using a colour
histogram. The x-axis is an index into a colourmap.
• Should be easy to extract.
• Invariance - a feature should be tolerant to image noise, changes in illumi-
nation, uniform scaling, rotation and minor changes in viewing direction.
• Should be easy to match against a large database of local features.
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Local representation has two types of approaches - dense and sparse. Sparse
representation decomposes the image into localised patch descriptors around inter-
est points (key points), while dense representation divides the image into localised
patch descriptors on a regular grid [Jain, 2010].
2.5.3 Bag of Features Approach (BoF)
During the past decade, the popularity of the BoF approach in fields of classi-
fication and retrieval in CBIR [Yuan et al., 2011b, Takahashi et al., 2000, Aman
et al., 2010, Zepeda et al., 2009, Zheng et al., 2006, Kogler and Lux, 2010, O’hara
and Draper, 2010] is immense because of its simplicity and performance. This
approach was introduced by Sivic and Zisserman [Sivic and Zisserman, 2003] to
the computer vision community and was inspired by the BoW model in text docu-
ment retrieval. The BoF approach is analogous to the BoW representation in text
document retrieval. The image features represent the local areas of the images,
just as words represent the local features of a document. The visual vocabulary or
visual-codebook is raised by clustering image features that are extracted from im-
ages in the database and it is analogous to the vocabulary in text retrieval, which
is derived from the corpus. Firstly, features are clustered and each cluster stands
for a visual word. The term vector that represents the image is a sparse vector
with all assigned codebook IDs or visual words and it is analogous to the term
vector that represents a document in text retrieval. Codebook size (vocabulary
size) is predefined by corpus in text retrieval, while in CBIR, it depends on the
application, and it may vary from a few hundred to millions. This process of BoF
representation is shown in figure 2.5.
BoF approaches do not take into account the spatial information, relative lo-
cation, scale and the orientation of features. It is a collection of image features
without having any order (Bag), nevertheless, it is a powerful representation that
has shown better performance for image classification and image retrieval than
other approaches, and has become well-established. The BoF image representa-
tion includes following steps:
1) Local patches detection.
2) Compute local descriptors on them.
3) Quantisation of the descriptors to obtain words in order to create a visual
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vocabulary.
4) Assign terms to regions in an image by a similarity measure.
5) Record the occurrences of each word that appears in the image.
One of the key points is to select the appropriate feature descriptor for the BoF
representation. The most popular feature descriptor in the BoF approach is the
SIFT descriptor because it often outperforms other descriptors [Sivic and Zisser-
man, 2003, Aman et al., 2010, Zepeda et al., 2009, Zheng et al., 2006]. However,
other descriptors also have been used in the BoF representation.
Vector quantisation (clustering) is widely used in an image retrieval task, es-
pecially when using a large set of data. Clustering is used to group image features
as well as datasets according to the distribution of features. It is used to build
the visual vocabulary in BoF algorithms. It clusters the feature descriptors of all
small sub-images and each cluster represents a visual word. There are many clus-
tering algorithms. K-means is the one which is widely used [De Vries and Geva,
2009a,Yang et al., 2009,Murthy et al., 2010] for clustering because of its accuracy
and usability. It was developed by J,MacQueen [MacQueen, 1967]. The output of
k-means has a great effect on initial data centres and this is not suitable for very
large databases. There are improved different versions of k-means (hierarchical k-
means- [Murthy et al., 2010,Nister and Stewenius, 2006], fuzzy k-means [Li et al.,
2008a,Wang et al., 2008]) introduced for clustering in CBIR.
Even though K-means has better accuracy, it is not suitable for very large
datasets. K-tree is a height-balance cluster tree introduced by Geva [Geva, 2000].
It is a combination of B-tree and k-means algorithms. It is mostly suitable for
large collections due to its low complexity and it supports online dynamic tree
construction and multi-granularity clustering. It has been used and achieved good
performance in text retrieval [De Vries and Geva, 2009a,De Vries and Geva, 2009b,
Geva and De Vries, 2011, Vries et al., 2009]. According to our knowledge, it has
not been used in image retrieval applications.
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Figure 2.5: An example of a BoF model. (a) Database of images (b) Feature extraction
of each image (c) Collection of features for a whole dataset. (d) Generate
codebook or vocabulary and represent each cluster. (e) Represent each
image using a generated codebook.
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According to the [Geva, 2000], the K-tree algorithm (order m) can be defined
as follows:
• All leaves are on the same level.
• All internal nodes, including the root, have at most m nonempty children,
and at least 1 nonempty child.
• Codebook vectors (clusters) act as search keys.
• The number of keys in each internal node is equal to the number of its
nonempty children, and these keys partition the keys in the children to
form a Nearest Neighbour (NN) search tree.
• The level immediately above the leaf level forms the clustering codebook
level.
• Leaf nodes contain data vectors, or references to data vectors.
K-tree uses Euclidean distance for all measures of similarity and the search path
is determined by NN search.
When generating vocabulary, there are two types of weighting schemes in CBIR
as a soft assignment (Fuzzy codebook [Zepeda et al., 2009,Kogler and Lux, 2010])
and a hard assignment to visual words (terms) [O’hara and Draper, 2010]. It is
found that the soft assignment approach improves retrieval accuracy more than
the hard assignment [Philbin et al., 2008] and some publications concluded that
”the soft assignment of key points to visual words is superior to hard assign-
ment” [Kogler and Lux, 2010].
CBIR systems generate visual vocabularies using these vector quantisation
methods. As mentioned earlier, the BoF approach is order-less and Spatial Pyra-
mid Matching was introduced to improve the efficiency of the BoF approach by
adding spatial data which was missing in the BoF by Lazebik [Lazebnik et al.,
2006, Lazebnik et al., 2009]. A histogram of visual words is computed for each
image sub-region at each resolution according to that and figure 2.6 shows the
spatial pyramid representation for two levels.
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Figure 2.6: A schematic illustration of the spatial pyramid representation. A spatial
pyramid is a collection of order-less feature histograms computed over cells
defined by multilevel recursive image decomposition. At level 0, the decom-
position consists of just a single cell, and the representation is equivalent
to a standard bag of features. At level 1, the image is subdivided into four
quadrants, yielding four feature histograms, and so on [Lazebnik et al.,
2009].
Pyramid matching works by placing a sequence of increasingly coarser grids
over the feature space and taking a weighted sum of the number of matches that
occur at each level of resolution. At any fixed resolution, two points are matched
if they fall into the same cell of the grid. Matches found at finer resolutions are
weighted more highly than matches found at coarser resolutions because higher
levels provide a more precise representation than lower levels [Lazebnik et al.,
2009].
Figure 2.7 gives an example of a construction pyramid up to level 2. It is found
that for strong features, image subdivision till level 2 is enough and there is no
performance improvement in level 3 because it is too finely subdivided and it yields
too few matches [Lazebnik et al., 2006]. Finally, the feature vector is generated
by combining all the histograms in different levels and it is named the Pyramid
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Figure 2.7: An example of constructing a pyramid for L = 2. The image has three
feature types, indicated by circles, diamonds, and crosses. At the top,
the image is subdivided at three different levels of resolution. Next, the
features that falls in each spatial bin for each level of resolution and each
channel are count. Finally, each spatial histogram is weighted [Lazebnik
et al., 2006].
Histogram Of visual Words (PHOW).
Sivic and Zisserman [Sivic and Zisserman, 2003] showed that the most frequent
visual words occurring at many places in the image are responsible for mismatches,
so simply eliminate any too-frequent terms that appear in many images [Sivic and
Zisserman, 2003]. Moreover, it reduces the size of the vocabulary. To achieve better
quality, term weighting is applied in BoF. Weighting helps to improve precision and
recall. This is the motivation behind Term Frequency-Inverse Document Frequency
(TF-IDF) and log-likelihood [Chappell, 2015] techniques used in text retrieval.
Term weights can be computed in many different ways like Term Frequency (TF),
TF-IDF, binary weighting [Sivic and Zisserman, 2003,Yang et al., 2007], and log-
likelihood [Chappell, 2015] . Log-likelihood [Chappell, 2015] has shown better
performance in text retrieval and it has not been applied to the BoF/BoW in
image retrieval.
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A distance measure is also needed in term vector space for measuring similarity
between two images for classification and retrieval. Euclidean (L2) [Laaksonen
et al., 2002, Saha et al., 2007] and Manhattan (L1) distances are popular choices
because these distance measures and distances can be calculated efficiently on
sparse term vectors using inverted indexes.
2.5.4 Build-Up Database and Indexing
Most of the CBIR systems use a certain number of aforementioned feature de-
scriptors to extract the image content. All the features are extracted from all the
images in the dataset and stored as feature vectors to represent each image by
a vector. However, such feature vectors tend to be very high dimensional, which
may lead the system to suffer from ”curse of dimensionality”. This leads to a de-
cline in the efficiency of CBIR and moreover, makes efficient CBIR unfeasible for
very large image collections due to the high computational time. Furthermore,
the memory requirement for the storages increases. This is n vital issue which
has been commonly tackled by embedding a dimension reduction mechanism on
feature vectors before setting up an efficient indexing scheme.
Dimensionality Reduction
Traditionally, CBIR systems are characterised by slow response times or high com-
putational costs due to the high-dimensionality of the feature spaces used to de-
scribe images. High dimensional indexing is one of the prevailing challenging tasks
in CBIR. This problem has been tackled by a number of CBIR techniques for
dimensionality reduction, including latent semantic analysis (LSA) [Gorman and
Curran, 2006], Principal Component Analysis (PCA) [Banda et al., 2013], Singular
Value Decomposition (SVD) [Banda et al., 2013] and Locality Sensitive Hashing
(LSH) [Gorman and Curran, 2006]. All these techniques share the same objective
of reducing the dimensionality of the feature vectors while maintaining as much as
possible the fidelity of the information included in the descriptors.
Random Indexing (RI) is a technique for dimensionality reduction that has been
widely used in text retrieval but that has received lesser attention in CBIR [Vries
et al., 2009,Geva and De Vries, 2011]. Random indexing relies on random projec-
tions to avoid performing computationally expensive matrix factorisations that are
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instead performed by techniques like SVD, LSA and PCA. Compared with other
methods, RI has a lower computational cost and a lower complexity, but it also
has a competitive accuracy, and, most importantly, it is an incremental approach,
which allows the index streaming of objects as they are included in the collections
without requiring the re-indexing of older objects [Vries et al., 2009, Sahlgren,
2005].
In dimensionality reduction, image signatures can be generated in binary for-
mat using hash functions namely Binary Image Signatures. Hash functions gen-
erate a fixed-length binary string from the given input. Robust hash functions
in retrieval are able to produce identical signatures for two similar inputs in a
lower-dimensional space which are non-invertible. On the other hand, different
inputs will produce vastly different output signatures. In CBIR, binary signatures
can be used to compare similarity in content even though the content is not re-
producible from the signature. Searching is much faster than using the original
representation, as signatures are much smaller than the original full-dimensional
vector. Robust image hashing was introduced in late 90’s and has been used in
applications other than CBIR, such as image watermarking and biometric tem-
plate security, while the purposes are different from CBIR. In CBIR, binary sig-
natures are used to acquire higher efficiency [Torralba et al., 2008b,Lv and Wang,
2013,Liu et al., 2014,Yang et al., 2015b,Khavare and Manjrekar, 2015,Feng et al.,
2016] and the latter methods use hashed for authentication/cryptography [Li and
Wang, 2016, Tang et al., 2016, Zhao et al., 2013a, Wang et al., 2015, Yang et al.,
2015b,Khelifi and Jiang, 2010,Chen and Chandran, 2010]. In authentication, hash
functions use an ’avalanche effect’, which is sensitive to even the slightest changes
in the input, and means that a very small change in input (nearly similar) will
produce a large change in the binary signature. This feature is quite important
for cryptography. However, this is not the target of CBIR, and CBIR needs to use
hash functions to generate similar signatures for similar inputs, which means that
slightly different inputs create only slightly different signatures (nearly similar) as
its task is to find similar matches. LSH was introduced to reduce the dimension-
ality of high-dimensional data by producing binary signatures (short hashes) to
search accurately and efficiently, which is useful in CBIR. LSH differs from the
conventional and cryptographic hash functions mentioned above.
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Reducing the dimensionality of features will have considerable effect, not only
on similarity measures but also when storing. So it can achieve better compression
effectiveness, as the searching time and memory requirement reduces with a lower-
dimensional vector, rather than a full-dimensional vector.
Image Features Storage - Indexing
Early image retrieval systems used simple files in a directory or entries in
databases to store the extracted visual descriptors of an image such as mySQL
and DB2 [Flickner et al., 1995]. However, they performed very poorly from a com-
putational perspective as most of these systems only used linear searches and used
long real-valued vectors.
Later tree-based mechanisms were introduced for indexing, such as R-
tree [Guttman, 1984] and its different versions, and k-d trees [Egas et al., 1999].
An overview of several tree structures and their properties can be found in [Smeul-
ders et al., 2000] for more detail. Inverted files that have proven to be very useful
for text retrieval [Moffat and Zobel, 1996] are shown to be efficient also for im-
age retrieval when the feature space is only very sparsely populated [Squire et al.,
1999,Zhang et al., 2009]. For binary image representation, a still sequential search
works well, as not much computational time is necessary. Recently, an Inverted
Signature SLicing (ISSL) mechanism was introduced for indexing binary image sig-
natures when the datasets become sufficiently large [Chappell et al., 2013]. ISSL
searches signature files in a fraction of the time, but there is a trade-off between
the speed and the quality of the retrieval.
2.5.5 Information Need
CBIR is popular in different areas and images are generally required for differ-
ent reasons. There are different systems generated for field specific tasks as well.
Some of the areas in which CBIR is widely used are medicine, home entertain-
ment, web-searching, journalism, television and advertising, economy, sports and
security. Even in one field, requirements may be different . For example, in home
entertainment, sometimes the user may need to find a particular event, a particular
scene, specific person, and so on.
If the user needs to find it manually, it is really hard and time-consuming with
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the load of data, and if searching is done by text related to images, the user must
make sure he/she tags and provides a description for each image every time. It is
efficient and effective if the user can search images by providing a sample image
which represents the images which he/she requires. If the system retrieves images
by using a query as an image it is called query by example paradigm. This query
image may be an image from the database or an image from anywhere. Some
systems use one query image, while other systems use several images as a query.
This may be a sketch in some cases.
This is how the user tells the system about his/her information need. Nowa-
days, most systems depend on QBE without depending on the text.
2.5.6 Result Generation
Once the information need is given, the retrieval results must be displayed. In
CBIR systems, a search engine retrieves the list of images similar to the query im-
age, ranked according to a similarity measure. Similarity measuring can be done
in various ways according to the image representation and descriptors used in the
system. One of the major aspects that affect the precision of the retrieval process
is the similarity measure. To achieve better precision, a similarity measure must be
selected by considering image descriptors and image representations. Different sys-
tems use different distance measures, such as Euclidean distance [Laaksonen et al.,
2002], Weighted Euclidean distance, Manhattan distance, Cosine similarity, Haus-
dorff [Veltkamp, 2001], Mallows distance, Kullback-Leiibler (K-L) divergence [Long
et al., 2003], Jaccard co-efficient, Minkowski form distance [Veltkamp, 2001,Carson
et al., 2002], Mahalanobis distance [Carson et al., 1997] and histogram intersec-
tion [Saha et al., 2007]. Hamming distance is used when images are represented in
binary form.
In terms of querying speed, users always prefer faster systems. The simplest
approach to search NN is the linear search, which increases computation time
with image database size, so it is prohibitive for large databases. Thus, to give
faster responses to the user, there must be a way to avoid scanning the entire
database every time a query is submitted. Therefore, clustering is applied to
the final representation, so that similar image signatures (full-feature vectors) are
gathered around one point. When querying, the similarity between the query and
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the cluster centres are found and the similarity between the query and each image
in the selected cluster is compared, thereby narrowing the search. Finally, the list is
ranked according to the similarity measure. Most systems use Euclidean distance
to measure the similarity. There are some algorithms which follow the above
sequence and overcome problems in NN like KD-tree, and Approximate Nearest
Neighbor (ANN) [Ferhatosmanoglu et al., 2001]. Some systems use binary code by
mapping feature space into binary values which helps to improve efficiency as well
as memory usage [Torralba et al., 2008b, Peker, 2011, Zhen-Sheng, 2012, Lv and
Wang, 2013,Liu et al., 2014,Yang et al., 2015b,Khavare and Manjrekar, 2015,Feng
et al., 2016].
Geva and De Vries [Geva and De Vries, 2011] introduced TopSig in text re-
trieval literature, which is a topological preserving document signature. It has
been shown that it can achieve performance in indexing and retrieval with a doc-
ument signature similar to inverted file indexing. Once the image signatures are
clustered, it can be used for searching. Unlike inverted file representation it has the
advantage that it is not a distributed representation - a signature is associated with
an image and it is possible to associate multiple signatures with an image. The
system was shown to be highly effective and efficient in applying focused user RF
in text documents by highlighting passages of relevant text in a document. This
has achieved good performances in text retrieval and has not applied to image
retrieval applications yet.
Once a system has ranked the images in a database using a similarity measure
for a given query, the results are then displayed to the user. Most retrieval systems
display the images separated over several pages of result. The number of images
shown on a page varies, however, most CBIR systems show 20 images in a grid-
based presentation. Visualisation is also important in a user’s point of view as it
is convenient for the user.
2.6 Relevance Feedback (RF)
The semantic gap is the gap between the high-level semantic concepts required
by the system users and the low-level visual features extracted from images. It is
used by the retrieval algorithm to find the similarity between images. Semantic
gap is the basic and openly challenging problem in CBIR and has attracted a lot
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of attention from the research community. Many researchers have addressed this
problem from different points of view. Different techniques have been applied in
CBIR systems [Liu et al., 2007] to achieve high level semantics. Some methods
that have been used to reduce the semantic gap are the exploration of domain
knowledge to define object ontology for image annotation using machine learning
techniques such as Support Vector Machine (SVM), decision trees, k-means, and
others to associate low-level features with high-level semantics [Laaksonen et al.,
2002, Liu et al., 2008], introducing RF into the retrieval loop for a continuous
learning of the user’s intention [Rui et al., 1997,Su et al., 2003,Jiang et al., 2006,
Saha et al., 2007, Kherfi and Ziou, 2006, Fanhui, 2011, Cui and Zhang, 2007, Jing
et al., 2002, Wang et al., 2006, Ko and Byun, 2002], making use of both textual
information obtained from the web and the visual content of images [Cai et al.,
2004] and generating Semantic Templates (ST). Among these methods, RF is an
online processing algorithm which interacts with users while others are engaging
in oﬄine processing.
RF [Harman, 1992] is an approach that seeks to improve the precision of search
results through the incorporation of user feedback in response to an initial result
list. This was originally developed for text-based Information Retrieval (IR) sys-
tems to improve the quality of retrieval. It was introduced to CBIR as a means
of improving the effectiveness of the system by bringing the user into the retrieval
loop and it has shown a significant boost in the performance of CBIR systems [Cui
and Zhang, 2007,Jing et al., 2002,Wang et al., 2006,Ko and Byun, 2002,Su et al.,
2011a, yi Lee and Lee, 2013]. When interacting with an RF interface, the user
informs the search engine whether the results that have already been provided are
useful or not.
In a typical RF process, in any given image query, the system provides an initial
list of ranked images according to some similarity measure [Harman, 1992]. From
the retrieved images, users are required to select relevant images as positive feed-
back and irrelevant images as negative feedback (binary RF), or alternatively, rate
each image, for instance, from one to five (1-irrelevant, 5-most relevant)(weighted
RF). The system exploits this feedback to refine the original query and retrieve a
new list of images, which are intended to be more relevant than those displayed
before the RF interaction, because they would have been retrieved using a bet-
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ter representation of the user’s information needs and preferences towards certain
types of images. This process may be repeated until the user is satisfied with the
retrieval results or issues a new query.
However, this RF can be divided mainly into two - Pseudo relevance feedback
(PRF) and interactive RF which will be discussed in the following sections.
2.6.1 Pseudo Relevance Feedback (PRF)
Despite the volume of work previously done with RF [Cui and Zhang, 2007, Jing
et al., 2002, Wang et al., 2006, Ko and Byun, 2002] (user-interactive) in CBIR, it
still a challenging task to develop an efficient and effective RF mechanism. Intu-
itively, the RF mechanism places a burden on users as they need to provide explicit
feedback, while they may be reluctant to do so, and providing feedback may be
cognitively demanding if many images need to be rated according to relevance,
or when images are not clearly relevant or irrelevant. Indeed, recent work has
grounded this intuition into a formal model of information-seeking and retrieval
based on the Economics model of interactive IR [Azzopardi, 2011, Azzopardi and
Zuccon, 2015] and showed what gains RF needs to achieve in order to be ”economi-
cally”(Where cost and benefit are modeled in terms of interaction time) acceptable
to the user. Furthermore, the RF process typically occurs over several iterations
and users may not be willing to put up with this. On the other hand, the RF
mechanism also puts burdens on the search system. In fact, the search process re-
quires more run-time when RF is used, because of the usually larger (less sparse)
representation of the query. In addition, the system may not be able to provide
satisfactory results in the presence of only limited interactions, e.g. when the user
selects only one or two images in the RF process.
PRF approaches have been introduced with the aim of removing the need for
the users to explicitly select relevant documents for RF, but yet retain some of the
effective improvements the feedback mechanism delivers without the need for user
interaction. This is achieved automatically by considering the first N (top-ranked)
retrieved documents in the first pass of retrieval using the original user’s query as
relevant, and use this information to produce a refined search whose results are
then shown to the user. PRF has been widely used in text retrieval [Huang et al.,
2006, Liua et al., 2007], image retrieval [He et al., 2009, Lin et al., 2003, Yap and
50
Relevance Feedback (RF)
Wu, 2007] and video retrieval [Rudinac et al., 2009,Yan et al., 2003]. In addition, a
number of PRF techniques also consider negative feedback [yi Lee and Lee, 2013],
which is implicitly acquired using the last N (bottom-ranked) images from the
initial result list, which are therefore assumed to be irrelevant. PRF is a black-box
to the users. Most PRF techniques assign the same importance to every document
when reformulating the query through the RF mechanism.
2.6.2 Interactive Relevance Feedback
The Rocchio algorithm [Rocchio, 1971] is a widely-known RF mechanism that is
commonly applied independently of the document media (i.e. text, images, videos,
etc.). In the Rocchio algorithm, documents and queries are represented as vectors
of features, following the vector space model for IR [Rocchio, 1971,Ishikawa et al.,
1998,Lu et al., 2000,Shaw, 1995]. The intuition behind the algorithm is that feed-
back about relevant documents is used to move the vector of the query closer to
the vectors representing the documents that have been marked relevant; vice-versa,
feedback about irrelevant documents is used to move the query vector apart from
the vectors of those irrelevant documents. Typical document retrieval systems inte-
grate a measure of RF into the vector space model by Rocchio’s formula [Rocchio,
1971] defined as in equation 2.1. Formally, this is summarised in the equation:
qm = αq0 + β
(
1/|Dr|
∑
djDr
dj
)
− γ
(
1/|Dnr|
∑
djDnr
dj
)
where q0 is the original query vector and qm is the revised query representation
after RF, Dr and Dnr are the sets of known relevant and irrelevant documents,
respectively, and α, β and γ are balancing weights. The Rocchio algorithm is
at the basis of many CBIR systems, e.g. [Ishikawa et al., 1998, Lu et al., 2000].
Empirical results have shown that this RF techniques lead to improvements in
retrieval effectiveness.
Other RF methods have considered feedback as a two-class classification prob-
lem, where positive feedback is grouped into one class and negative feedback into
another. This intuition allows for the application of binary classifications meth-
ods, like biased subspace learning, to the RF task. Methods in this family include
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Biased Discriminant Analysis (BDA) [Zhou and Huang, 2001a], Kernel Biased Dis-
criminant Analysis (KBDA) [Zhou and Huang, 2001b], Direct Linear Discriminant
Analysis (DLDA) [Yu and Yang, 2001], Direct Kernel BDA (DKBDA) [Tao et al.,
2006], and Marginal Biased Analysis (MBA) [Xu et al., 2007]. These latter exam-
ples further divide the negative class into a number of sets to avoid the problem of
having too many negative examples over a positive one, which would bias the clas-
sifiers and let negative examples dominate. These methods, however, do not allow
for the specifications of different preferences or strengths with respect to the pos-
itive RF (i.e. different ratings for relevant images) and thus all relevant (positive)
images are treated equally. A variety of RF systems have been designed to bridge
the semantic gap between low-level visual features and high-level semantic concepts
for an image retrieval task. However, it must be noted that these proposed algo-
rithms are commonly evaluated using PRF settings or simulated interactions and
neglect experimental evaluation with real users. A more comprehensive overview
of feedback methods can be found in [Li and Allinson, 2013] as Lu and Allinson
provide a detailed survey of RF mechanisms for CBIR.
As a summary, existing RF systems work with real value vectors [Wu and
Yap, 2006, yi Lee and Lee, 2013, Yap and Wu, 2007, Lin et al., 2003, Yan et al.,
2003]. Some of the existing systems [Wu and Yap, 2006, yi Lee and Lee, 2013,
Yap and Wu, 2007] use SVM which need to be trained and are computationally
expensive. Existing PRF systems consider every document with equal importance
when generating new queries from RF. This assigns undue importance to less
likely-relevant results, particularly when the PRF result list is long. Moreover, the
computational time of these RF mechanisms is high, as every time, it has to go
back to the original feature space and search the full database in each iteration.
2.7 Chapter Summary and Conclusions
This literature review focused on current CBIR systems and the existing techniques
used to reduce the semantic gap. This chapter explored the main concepts in CBIR.
Initially, a general introduction was given to the concepts and an overview of the
challenges was explained. Then a number of well-known and most-cited image
retrieval systems were presented with their system features. Existing technolo-
gies and gaps in each step in CBIR were discussed specifically as data collection,
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feature extraction, selection and representation, indexing, information need and
results generation. A comprehensive overview of the image descriptors that can
be extracted from images and their selection methods to select the best subsets
for CBIR systems, and representation methods were discussed in the above sec-
tions. The BoW/BoF approach was discussed specifically. Moreover, information
on how to address the curse of dimensionality and indexing was provided. How
user information need is taken in the CBIR, major similarity measures, and results
representation were also covered in those sections. As CBIR systems are gener-
ated for real users, RF was studied to reduce the semantic gap. PRF, as well as
interactive RF, were presented with the existing issues.
After the literature review, special attention was paid to finding the most suit-
able feature selection and representation method to develop a CBIR system to
balance the trade-off and be robust to image degradations. Therefore, we col-
lected and study the evaluation measures which will be described in Chapter 3,
and then gave our attention to study image features by developing retrieval a
system which is included in Chapter 4.
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Datasets and Evaluation Settings
Chapter Organisation
This chapter of the thesis describes the datasets, evaluation measures and
methods and parameter settings used in this research work. Section 3.1
represents all the datasets that have been used throughout this research.
Section 3.2 and section 3.3 explains the evaluation measures and methodol-
ogy respectively that were used to evaluate the performance of the content-
based image retrieval (CBIR) system. Parameter settings of CBIR system
and relevance feedback (RF) system are presented in Section 3.4. The
chapter summary and conclusions are included in Section 3.6.
All the details of evaluation matrices, methods, datasets and settings are put
together in this chapter because all these things shared across many experiments
in many evaluations in all the chapters. Therefore, it is sensible to describe every-
thing in the beginning and referring them when required without repeating all the
explanations again in each chapter.
3.1 Datasets
Different standard freely available datasets are used for evaluation purpose and all
the datasets are described in this chapter.
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Figure 3.1: Example images from the Wang dataset.
3.1.1 Wang Dataset
The Wang dataset [Li and Wang, 2003] of 1000 images is used for both evaluation
of the system and comparison. The Wang dataset is a professionally categorised
image database and has been widely used to evaluate the performance of CBIR
from the past to present [Takala et al., 2005, Hiremath and Pujari, 2007a, Yuan
et al., 2011b,Saad et al., 2011,Mansoori et al., 2013,Li et al., 2000,Chen and Wang,
2002,Hiremath and Pujari, 2008,Banerjee et al., 2009,Chowdhury et al., 2012,Hi-
wale et al., 2015,Lin et al., 2009,Douik et al., 2016,Yang et al., 2015a]. The Wang
dataset is a subset of manually selected images from the Corel image database that
has been used previously in CBIR as a standard dataset for evaluation purposes.
The dataset provides a baseline for comparison with other independently developed
and tested approaches. It consists of 10 classes with 100 images in each, namely
African people and villages, beaches, buildings, buses, dinosaurs, elephants, flow-
ers, horses, mountains and glaciers, and food. These images are JPEG files with
a resolution of 384x256 or 256x384. The type of images contained in the Wang
dataset are shown in figure 3.1.
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Figure 3.2: Example images from the Oliva and Torralba dataset.
3.1.2 Oliva and Torralba Dataset
For further validation the Oliva and Torralba dataset [Oliva and Torralba,
2001, Gokalp and Aksoy, 2007] is used. It includes 2688 images classified into
eight categories, namely coast and beach (360), open country (410), forest (328),
mountain (374), highway (260), street (292), city centre (308) and tall buildings
(356). These images are JPEG files with a resolution of 256x256. As these datasets
are well classified, it was possible to quantitatively evaluate and compare the per-
formance. The type of images contained in the Oliva and Torralba dataset are
shown in figure 3.2.
3.1.3 Caltech 256 Dataset
Caltech-256 [Griffin et al., 2007] is an extension of Caltech-101. It has 256 object
classes with 30522 images and the smallest class size is 80. Most images are medium
resolution, about 300x300 pixels, and of JPEG type. This has higher intra-class
variability and higher object location variability than in Caltech-101. Moreover,
the objects are not aligned within each class. This is one of the most diverse object
databases available today and this has been used in image retrieval evaluation in
past years [Prasad and Leung, 2010, Huang et al., 2016, Yang et al., 2015a, Yoon
et al., 2014, Silva et al., 2013]. This dataset has more clutter categories as well.
The type of images contained in the Clatech256 dataset are shown in figure 3.3.
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Figure 3.3: Example images from the Caltech-256 object dataset.
3.1.4 MIR Flickr 25000 Dataset
MIR Flickr25000 dataset [Huiskes and Lew, 2008] is an image collection consisting
of 25K images that were downloaded from the social photography site Flickr.com.
This database is diverse containing a wide range of objects and scenes. Subsets of
this dataset has been used past few years for CBIR evaluation [Xie et al., 2013,Yuan
et al., 2013b, Bucak et al., 2011]. These images are representative of a generic
domain and provide user tags associated to the images. This dataset has 38 labels
including 24 pre-annotations (potential labels) (sky, clouds, water, sea, river, lake,
people, portrait, male, female, baby, night, plant life, tree, flower, animals, dog,
bird, structures, sunset, indoor, transport, car, people) and 14 regular annotations
(relevant labels) (clouds, sea, lake, river, night, tree, flower, dog, bird, car, baby,
female, male, portrait) with 24 classes. Images are of different sizes but no larger
than 500x500 pixels. The type of images contained in the Flickr dataset are shown
in figure 3.4.
3.1.5 Corel 83 classes Dataset
In order to compare our PRF method with other systems that used PRF we
conducted another set of experiments on a subset of images from the Corel Photo
Gallery [Tao et al., 2007] for which we have results from earlier systems. This
dataset has been used from past to present for CBIR and RF evaluations [Tao
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Figure 3.4: Example images from the Flickr dataset.
et al., 2006, Zhang et al., 2012a, Li et al., 2006, Tao et al., 2007, Bian and Tao,
2010,Zhang et al., 2014,Zhang et al., 2012b,Hoi et al., 2008,Zhang et al., 2012c].
This dataset is comparably larger and it consists of about 12K images which are
classified into 83 semantic classes (castle, lighthouse, modern, sculpture, drinks,
fitness, aviation, balloon, bob, bonsai, car, card, decoys, dish, doll, door, Easter
egg, flags, mask, mineral, molecular, orbits, ship, steam engine, train, cat, dog,
foliage, mushroom, autumn, cloud, firework, forests, ice-burgs, indoor, night, rock
form, rural, sunset, waterfall, waves, ski, African, beach, buildings, bus, dinosaurs,
elephant, flower, horse, mountain, food, butterfly, cat, cougar, deer, eagle, fish,
fox, goat, leopard, lion, lizard, nests, owls, whales (PORP), primates, rhino, tiger,
wolf, women, some different arts categories and texture categories) with about 100
images in each. These images are JPEG files with a resolution of 120x80 or 80x120.
Even though many images containing the same semantic content are distributed
across different Corel categories, we used the same set as it is easy for comparison
with the PRF systems in the literature. The type of images contained in the Corel
dataset are shown in figure 3.5.
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Figure 3.5: Example images from the Corel dataset.
Figure 3.6: Example images from the SUN dataset.
3.1.6 SUN Dataset
SUN dataset [Xiao et al., 2010] is a comprehensive collection of annotated images
covering a large variety of environmental scenes, places and objects. It has around
108K images manually annotated into 397 scene categories. Each category contains
at least 100 images. These images are mainly categorised into three categories,
namely indoor, outdoor natural and outdoor man-made. These images are in
JPEG format and are different sizes but are not smaller than 200x200. The type
of images contained in the SUN dataset are shown in figure 3.6.
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3.2 Evaluation Measures
Note that when evaluating CBIR performances using all these measures, images
were considered as correct matches if the retrieved images are belong to the same
semantic class of the query image in normal CBIR, PRF and simulated RF. For
explicit RF user experiments, relevance information is obtained from the users.
3.2.1 Precision and Recall
Precision and recall are the most common evaluation measures in information
retrieval and those measures are used to evaluate the proposed CBIR system.
Recall is defined as the fraction of documents that are relevant to the given
query that are successfully retrieved and it is defined as in equation 3.1:
Recall =
|Relevant images ∩Retrieved images|
|Relevant images| (3.1)
hence, measuring the ability of a system to present all relevant items.
Precision is defined as the fraction of retrieved images in a result list that are
relevant to a given query and it is defined as in equation 3.2:
Precision =
|Relevant images ∩Retrieved images|
|Retrieved images| (3.2)
Although both measures give a good indication of system performance, they
are insufficient if they are just considered alone. A system can achieve higher recall
by providing larger output to the user. The system which achieves higher recall,
may have really low precision On the other hand, higher precision can be achieve
by providing fewer top-ranked images if the system has high early precision. This
system will achieve higher precision but with lower recall. Some users prefer early
precision while others search for more relevant ones. Therefore, systems always
try to balance between these two.
A Precision-Recall curve is used to demonstrate system behaviour with respect
to both precision and recall.
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3.2.2 Precision @ n
Specifically, the average precision (AP) at n is used to compare with other systems.
Here n specifies the length of the result list.
Average Precision for each class P (c) is defined as equation 3.3. Here, c is the
class index (1 ≤ c ≤ C) and C is the number of classes in the dataset.
P (c) =
1
N
N∑
i=1
p(i) (3.3)
Where p(i) is the average precision of ith query image which can be calculated
using equation 3.2 and N (or n)is the number of images used for evaluation.
Finally Mean Average Precision (MAP) is calculated using equation 3.4 to
calculate the overall precision.
MAP =
1
C
c∑
j=1
P (j) (3.4)
Where P (j) is the average precision of jth image class and C is the number of
classed in the dataset.
AP@20, AP@50 and AP@100 are calculated for each class and MAP of all the
classes are considered on Wang, Oliva and Torralba and Corel datasets to compare
with existing systems. Images are considered to be correct matches if they are in
the same class as the query image for performance evaluation of the proposed CBIR
system, PRF and simulated user RF approaches. In real user feedback, images are
considered as correct matches if the user selects them as relevant.
3.2.3 R-Precision
This is a special case for a precision value at a certain cut-off. R-precision is the
precision after R documents have been retrieved, where R is the number of relevant
images for the topic. This can be calculated using the same equation 3.2 and the
number of images used for evaluation is R here.
Higher values can easily be achieved for AP@20 and AP@100 if the class sizes
are bigger and the classes have many overlaps. In this case, there is higher possi-
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bility of getting correct images at the top of the list itself. Therefore, R-precision
is used to evaluate those kind of datasets.
3.2.4 Rank of the first relevant image
The simplest measure based on rank is the rank of the first relevant image. This
considers the position of the first relevant image to the query from the retrieved
list. As this is a poor measure, this was not used for evaluate the retrieval quality.
However, a modified version of this was very useful in evaluating the system’s
robustness to different image alterations. In the robustness experiment we con-
sidered the rank of an unmodified image when the modified image was given as a
query image.
3.2.5 Confusion matrix
Each column of the matrix represents the instances in a predicted class while each
row represents the instances in an actual class. All correct guesses are located in
the diagonal of the table, so it’s easy to visually inspect the table for errors, as they
will be represented by values outside the diagonal. Therefore, confusion matrix is
also used to visually summarise the performance further.
3.2.6 Average Normalised Modified Retrieval Rank
(ANMRR)
An Average Normalised Modified Retrieval Rank (ANMRR) [Manjunath et al.,
2001] measure is used to counter the bias introduced by different sizes of ground
truth sets. The ANMRR is used in the MPEG-7 standardisation process to quan-
titatively compare the retrieval accuracy. Ranking information is an important
issue for retrieval performance. This ANMRR measure incorporates precision,
recall measures and rank information. This value is defined as follows:
Consider a query q
NG(q) : The number of ground truth images for a query q.
K(q) : The top-ranked retrieval results for query q,
where K(q) = min(4 ∗ NG(q), 2 ∗ maxNG(q)) as size of ground truth set is
normally unequal.
Rank(k): rank of a ground truth image k in retrieval results.
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Rank(k)is defined as in 3.5:
Rank(k) =
rank(k), if rank(k) ≤ K(q)1.25 ∗K(q), otherwise (3.5)
Average rank AV R(q) of the images for query q is defined as in equation 3.6:
AV R(q) =
1
NG(q)
NG(q)∑
k=1
Rank(k) (3.6)
To minimise the influence in NG(q),a modified retrieval rank (MRR) is defined
as in equation 3.7:
MRR(q) = AV R(q)− 0.5 ∗
[
1−NG(q)
]
(3.7)
Still, the upper bound depends on NG(q). To normalise the value, nNrmalised
Modified Retrieval Rank (NMRR) is defined as in equation 3.8:
NMRR(q) =
MRR(q)
1.25 ∗K(q)− 0.5 ∗
[
1 +NG(q)
] (3.8)
NMRR(q) has values between 0 (indicating whole ground truth found) and 1
(indicating nothing found) irrespective of the size of ground truth.
Finally, consider the average NMRR of all queries using equation 3.9:
NMRR(q) =
1
NQ
NQ)∑
q=1
NMRR(q) (3.9)
3.3 Evaluation Methods
The first pass retrieval result list is used to evaluate the proposed preliminary
system and the initial CBIR-ISIG system.
Three evaluation methods are used to empirically evaluate the RF system:
Full Ranking - the entire set of retrieved signatures is re-ranked using RF.
Freezing - the initial top-ranked signatures are frozen and the RF system is
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used to re-rank the remaining signatures.
Residual Ranking - the top-ranked signatures are removed from the ranked
set after being used to train the RF system.
Residual ranks and frozen ranks are useful methods to explore the effectiveness
of RF methods when using real user feedback. We use these methods for the
evaluation of PRF, simulated user RF and interactive RF as well, in order to
factor out the effect of RF on the results in the evaluation.
3.4 Parameter Setting
Different parameter settings were used to achieve better retrieval performance in
the proposed preliminary image retrieval systems, signature based image retrieval
system and the proposed RF approach. These parameters are described in detail
in following chapters.
3.4.1 Normal CBIR-ISIG System
Image Subdivision for Feature Extraction:
This research uses image decomposition to generate bag of words representation.
Different image decomposition methods are compared in this research so we can se-
lect the best decomposition method. All the decomposition methods are compared
under same experimental setting (dataset, signature size).
Vocabulary Size of the Bag of Words Approach:
The main representation of this thesis is based on the approach of bags of words.
In information retrieval the texts are represented by sets of words from a vocabu-
lary built from the corpus and size of text vocabulary is predefined by the corpus.
However, in image retrieval the size of visual vocabulary is obtained by cluster-
ing methods. In here vocabularies must be made for each descriptor from the
extracted features. The vocabulary size may have an impact on the effectiveness.
A small vocabulary may provide lower accuracy due to the lack discriminative
power since some feature vectors may be assigned into the same cluster even if
they are not similar to each other. On the other hand, a large vocabulary may
not leads to higher accuracy as it is sensitive to quantization errors and acquires
extra processing overhead as well. Therefore, experimental evaluations were done
over a variety of vocabulary sizes and that vocabulary size depends on the dataset
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size. Thus, it is necessary to select an appropriate vocabulary size that produces
the best performance.
Term Statistics of the Vocabulary:
To achieve better retrieval quality, term weighting is applied on Bag of Features
(BoF). Weighting helps to improve precision and recall. This is the motivation be-
hind Term Frequency-Inverse Document Frequency (TF-IDF) technique and log-
likelihood used in text retrieval. Term weights can be computed in many different
ways, like Term Frequency (TF), TF-IDF, log-likelihood and Okapi BM25. Ex-
periments were carried out with mostly used term statistics on image datasets.
Finally, term statistics were not used for the current datasets by considering the
trade-off between retrieval quality and search time, but term statistics are essential
to address very large datasets.
The term statics which were experimented are TF-IDF [Salton et al., 1975],
Okapi BM25 [Manning et al., 2008] and log-likelihood [Chappell, 2015]. Their
definitions are given bellow.
• TF-IDF
TF − IDF (t) = tf(t) ∗ log N
1 + df(t)
(3.10)
Where,
– tf(t) (Term frequency): the number of times this term appears in the
document.
– N (Document count): the number of documents in the collection.
– df(t) (Document frequency): the number of documents this term ap-
pears in.
• Okapi BM25
BM25(t) =
 tf(t) ∗ (K1 + 1)
tf(t) +K1(1− b− b Davg )
+ δ
 ∗ logN − df(t) + 0.5
df(t) + 0.5
(3.11)
Where,
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– tf(t) (Term frequency): the number of times this term appears in the
document.
– N (Document count): the number of documents in the collection.
– df(t) (Document frequency): the number of documents this term ap-
pears in.
– D (Document length): Length (in terms) of the current document.
– avg (Average document length): Average length (in terms) of docu-
ments in this collection.
– K1 and b (Tuning parameter): Constant values
• Log-likelihood
LL(t) = (tf(t)− 0.5) ∗ log(tf(t
D
∗ C
tcf(t)
) (3.12)
– tf(t) (Term frequency): the number of times this term appears in the
document.
– tcf(t) (Term collection frequency): the number of times this term ap-
pears in the collection.
– D (Document length): Length (in terms) of the current document.
– C (Collection length): Length (in terms) of every document in the
collection.
Binary Image Signature Size for Image Representation:
Signature size has a trade-off between accuracy and efficiency. Larger signatures
provide a higher quality representation of the underlying document than smaller
signatures but require more processing time to create, more processing time to
search and more memory and disk space to store. Different scenarios may favour
different trade-offs, so it is worthwhile to consider how different signature sizes
affect search quality and processing time. Thus, next we evaluated how signature
size affects precision.
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3.4.2 CBIR-ISIG System with Relevance Feedback
Re-rank List Size in Relevance Feedback:
This proposed RF approach is different from typical RF approaches. The full
database is searched only the first time. Top-ranked signatures are then already
resident in memory after the initial search. This RF approach uses subsets of the
rank list to re-rank after RF, namely the ”Re-rank list”, to increase the computa-
tional efficiency in subsequent search processes. This list size is significantly lower
than the size of the image dataset. Experiments were carried out to see the effect
of re-rank list size on the performance of RF approach.
Feedback Sample Size to Generate Feedback Signature:
When RF approach is applied to CBIR system the feedback, that input to the
system as positive and negative feedback affects the performance of RF to the
next iteration. This feedback size is considered as feedback sample size (feedback
sample size << Re-rank List Size). Experiments were carried out to see the effect
of feedback sample size on the performance of RF approach.
Scaling Factor to Generate Feedback Signature :
This research is proposes a rank-based RF approach to improve retrieval quality of
the CBIR. Therefore, scaling factor was essential to include the rank information
when generating feedback signature from the PRF, simulated user RF and real user
feedback. Different scaling factors were tested using PRF approach. This scaling
factor ensures that the signatures that are closer to the top of the retrieved list
contribute more to the new feedback signature (which is used as query signature
in next run). After several experiments a scaling factor was selected which was
used in this thesis.
Value w in Scaling Factor:
w is the decay factor in the scaling factor. In particular, w controls the granularity
of the image similarity. Larger the value of w, the more RF promotes images that
are visually similar to those selected for RF. Several experiments were carried out
to determine a value for w.
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3.5 Results
The above mentioned datasets are used to evaluated the proposed CBIR perfor-
mance on different occasions. These evaluation measures and methodologies were
used appropriately to empirically evaluate system performance. How the experi-
ments were carried out and the analysis of results are included in each chapter.
3.6 Chapter Summary and Conclusions
This chapter gives an overview of the datasets, evaluation measures and method-
ologies and parameter setting used in the evaluations in each chapter of this thesis.
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Chapter 4
Preliminary Work - Simple but
Effective Techniques to Improve
Content-Based Image Retrieval
Chapter Organisation
This chapter presents the preliminary work done in this research and the
findings during the early research work. Section 4.2 briefs the selected fea-
tures for the system. Section 4.3 explains the proposed system based on a
multi-level searching approach, related work on that subject, performance
evaluation, results and the conclusion drawn from the analysis of results.
Section 4.4 explains the proposed system using late-feature fusion, related
work on that subject, performance evaluation, results and the conclusion
drawn from the analysis of results. The chapter summary and conclusion
are included in Section 4.5. The original contributions discussed in this
chapter resulted in publication (ii) and (iv) in List of Publications. When
developing the main system in Chapter 5, only appropriate features were
selected from the features studied in this chapter.
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4.1 Introduction
The development of the Internet and the increased availability of image capturing
devices have enabled collections of digital images to grow at a fast pace in recent
years and to become more diverse. This has created an ever-growing need for ef-
ficient and effective image browsing, searching and retrieval tools. Content-Based
Image Retrieval (CBIR) for a general image database is a highly challenging prob-
lem. A number of representations and searching techniques have been developed
for general-purpose search engines.
Some key issues that need to be answered when developing CBIR systems are
as follows: choosing the features that can be used to extract image properties,
the way of extracting and presenting image features, and finally, determining the
similarity measure to retrieve visually similar images. These issues have been
addressed in several ways and a number of techniques have been proposed in the
literature [Patvardhan et al., 2013,Hiremath and Pujari, 2007a,Saad et al., 2011,
Mansoori et al., 2013,Takala et al., 2005,Yuan et al., 2011b,Li et al., 2000,Ruikar
and Kabade, 2016,Shrivastava et al., 2015,Mariam and R, 2015].
Image features are essential for CBIR, as image content needs to be extracted
for retrieval. Colour, texture and shape features have been used to retrieve visually
similar images from an image database. Most of the systems have used one or
two features , while few systems have used all the features [Hiremath and Pujari,
2007a, Ruikar and Kabade, 2016, Shrivastava et al., 2015, Mariam and R, 2015].
Features that are effective in terms of differentiating images have to be chosen
according to the type of the dataset. All the features may be useful for general
image collection as it is heterogeneous (i.e. there may be colour images, natural
real-world images, as well as images of objects). One feature or two will not be
enough to describe and distinguish between images.
When we consider the image features, those features have different abilities
to retrieve images. Image features must be selected according to several factors
such as their ability to search relevant images, computational complexity and the
application that is going to be used. Moreover, feature inter-dependency must be
considered if these features are used together (for feature fusion).
This chapter describes image features selected for the content-based image
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retrieval in this thesis and some other preliminary work done in this research before
going into the main research objective and the findings during the early research
work. The related work to the each task is described separately in Section 4.3.1
and 4.4.1. Research findings are summarised in Section 4.3.6 and 4.4.8.
4.2 Image Features
Feature extraction plays a major role in CBIR. The comparison of various de-
fined techniques indicates that using a single feature for image retrieval is not an
adequate solution. Multi-feature representation for image retrieval was therefore
necessary and an approach was proposed, which uses a combination of low-level
features such as colour, texture, shape and GIST descriptors. The main reason to
select these descriptors was to address large heterogeneous databases of images.
The following will provide a brief on the features with their feature descriptors,
which are critical for accurate retrieval.
• COLOUR - COLOUR HISTOGRAM (CH)
The advantages of Colour Histograms are the efficiency and insensitivity to
small changes in camera view-point. This research used colour patterns,
which was generated by G.Qiu [Qiu, 2002] in 2002, as it achieved better
performance. There are many colour space models but YCbCr colour space
is much more suitable for human visual systems and video systems. G.Qiu
generated a codebook of 64, 128 and 256 for chromatic and achromatic colour
patterns. This colour pattern was defined as ’the spatial and spectral char-
acteristic of a small block of pixels in a colour image’ [Qiu, 2002]. Here they
considered small block size as 4x4. If an image is mxn, they generate (mxn)
/ 16 blocks.
As demonstrated in Figure 4.1, the visual appearance of a small image block
is modelled by three components [Qiu, 2002]. S - Stimulus Strength, P -
Spatial Pattern, C - Colour Pattern. The visual appearance of a small image
block was modelled by three components: the stimulus strength (S), the
achromatic spatial pattern (P) and the chromatic spatial pattern (C) [Qiu,
2002].
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P channel captures the achromatic spatial pattern, while C channel cap-
tures the chromatic spatial pattern of the input coloured image. G.Qiu [Qiu,
2002] generated codebooks for achromatic and chromatic patterns separately
by using a frequency sensitive competitive learning algorithm because it is
insensitive to initial selection of codewords and can be used more efficiently
than those designed by other vector quantisation methods. To generate a
codebook, more than 15 million training samples were used and each of
them was trained for 20 times.
Histogram generation is as follows and a 64 dimensional colour histogram
was generated. This research used 64 codewords; 32 Achromatic Spatial
Patterns (ASP) and 32 Chromatic Spatial Patterns (CSP). Though authors
were using them separately, they were combined as one single vector in our
research.
– First convert image from RGB space to YCbCr.
– Then Image was subdivided into non-overlapping 4x4 size blocks.
– Strength (S) of the block (mean) was calculated. Let
Y = y(i, j), i, j = 0, 1, 2, 3
 
Figure 4.1: Coloured Pattern Appearance Model (CPAM).
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be the 4x4 Y image block. Then stimulus strength (S) was calculated
by equation 4.1.
S =
1
16
3∑
i=1
3∑
j=1
y(i, j) (4.1)
– Each pixel in the block was divided by the mean S to generate pattern
vector ASP .
ASP = {asp(i, j), i, j = 0, 1, 2, 3} (4.2)
where
asp(i, j) =
y(i, j)
S
– CSPvector was formed by sub-sampling the two chromatic channels Cb
and Cr to gain a single vector
Cb = {cb(i, j), i, j = 0, 1, 2, 3}
Cr = {cr(i, j), i, j = 0, 1, 2, 3}
Sub-sampled signal
Cb; SCb = {scb(k, l), k, l = 0, 1} (4.3)
and
Cr; SCr = {scr(k, l), k, l = 0, 1} (4.4)
were obtained from equation 4.5 and equation 4.6
scb =
1
4S
1∑
i=0
1∑
j=0
cb(2k + i, 2l + j) (4.5)
scr =
1
4S
1∑
i=0
1∑
j=0
cr(2k + i, 2l + j) (4.6)
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– Then the CSP vector was generated
CSP = {csp(k), k = 0, 1, , 7}
by concatenating SCb and SCr
– Pattern vector ASP and vector CSP were provided and a related index
was found using 32 codewords for both pattern and colour. Two 32
dimension vectors were generated to store values according to indices
as histP and histC for pattern and colour respectively. The value one
was added to those indices in new histP and histC accordingly.
– The above steps were repeated until all the image blocks were finished.
In each step the nearest index was found and thw count was increased
by one for that specific index value for both histP and histC.
– Finally, histP and histC were normalised by dividing the sum of all
the values in the vector and then they were combined to generate one
vector.
– A 64 dimensional colour histogram was generated.
• COLOUR - COLOUR COHERENCE VECTOR (CCV)
The advantage of a Colour Coherence Vector is that it includes spatial in-
formation, unlike a colour histogram. This research referred to the CCV
proposed by Greg Pass et.al [Pass et al., 1996]. Here, each pixel in a colour
bucket was classified as coherent or incoherent, based on whether it is a part
of a large similarity coloured region or not [Pass et al., 1996]. The first image
was blurred and then the threshold was applied as 127 to all the components
and pixel values higher than 127 were replaced by 1 and others by 0.
The eight colour components used were (R=1, G=2, B=3 RG=4 RB=5
GB =6, White=7 and Black=8). Then each pixel was classified into these
components and further classified the region by colour. After that, each
region was checked and if the region was bigger than 1% of the image size,
that region was considered as an area filled with coherent pixels and an area
filled with incoherent pixels otherwise. The coherent and incoherent pixels
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for each colour component were counted and used as the feature vector. The
feature vector was 16 dimensional.
• COLOUR - COLOUR MOMENTS (CM)
Colour Moments are simple and describes the colour distribution. Therefore,
colour moments were adapted in this research to describe colour. The first
order original moment, second order central moment and third order cen-
tral moment were calculated for each colour component in an RGB image.
Finally, a nine dimensional feature vector was generated to describe colour
distribution.
• TEXTURE - GABOR FEATURES (GABOR)
Gabor Features are well known and widely used method for texture retrieval.
This research also used it to extract image features. Texture features were
extracted using following equations. Four scales and six orientations were
used to extract the feature as it was the best selection for our experiments.
Rotation and scale invariance property was achieved by the simple circular
shift operation proposed in [Rahmana et al., 2011]. Finally, the feature vector
was generated by the calculating mean and standard deviation of each filer
output. Here the feature vector was 48 dimensional.
• TEXTURE - WAVELET TRANSFORM (DWT)
Discrete Wavelet Transforms provide a good multi-resolution tool for texture
description and it is allowed to represent texture at the most suitable tex-
ture having various spatial resolution. This research used the simplest form
of wavelet decomposition. Images were converted into YUV colour space
and Daubechies wavelets (db20) were used because it was better than Haar
wavelets for general purpose images. In this research, decomposition was
done only up to three levels and each time the low frequency sub band (LL)
was decomposed. Then, mean and standard deviation of each HL (vertical
edge features) and LH (horizontal edge features) bands were computed. Ro-
tation invariance property was achieved by the simple operation proposed
in [Manthalkar et al., 2003]. Mean and standard deviation of each HL and
LH band were summed and divided by two, in correspondence to its decom-
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position level to achieve rotation invariance and final vector was generated
with 42 dimensions. Here, HH sub band was neglected because it contains
the majority of noise in the image.
• TEXTURE - EDGE ORIENTATION HISTOGRAM (EHD)
The Edge Orientation Histogram (Edge Histogram Descriptor) captures the
spatial distribution of edges and this helps to extract different textures. It is
translation invariant and robust to partial occlusion and local disturbances
in the image. Moreover, edge orientation histogram [Agarwal et al., 2013]
computation is easy and effective and has been used in many applications
to extract texture feature [Chaudhary and Upadhyay, 2014,Saavedra, 2014].
We selected this feature for our CBIR system. To detect edges, the image
was convolved with five sobel operators (horizontal edge, vertical edge, 45-
degree edge, 135-degree edge, and non-directional edge) which contain 3x3
kernels and found the maximum of Sobel gradient. The binary image was
generated using the canny edge detector. The binary image was multiplied
with the types of orientation detected above. The image was partitioned
into 16 non-overlapping blocks. Finally, an 80 dimensional feature vector
was generated by combining all the histograms.
• SHAPE - GENERIC FOURIER DESCRIPTORS (GFD)
Generic Fourier Descriptor [Zhang and Lu, 2002] is region-based method
and it is suitable for general image retrieval and its translation, rotation,
scale invariant and robust to noise and occlusion. In this method, image
in polar space was considered as a two dimensional rectangular image in
Cartesian space. Four radial frequencies and 15 angular frequencies were
used to generate 60 dimensional GFD.
• SHAPE - MOMENT INVARIANT (MI)
Moment Invariant [Rai et al., 2011] is an invariant feature and is widely
used for shape retrieval tasks. It provides a compact representation of the
pixel distribution of a shape image. Only seven invariant moments were used
because higher order moments are sensitive to noise.
• Other - GIST
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Though GIST is a global descriptor, it has achieved very good performance in
literature. Torralba [Torralba et al., 2008a] has been used this for 80 million
tiny images dataset. This research adapted the code developed for the SUN
database to represent images [Xiao et al., 2010]. It has differences from the
original method. It uses RGB colour space with 20 filters in three scales (as
[8 8 4]) ended up as a 960 ((4x4) x3 x20) dimensional feature vector. We
used gray scale with 8 orientations and 3 scales ((4x4) 8 24 = 384).
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4.3 An Effective Content Based Image
Retrieval System Based on Multi-Level
Searching
The objective of this research work was to develop a simple CBIR system in order
to achieve adequate precision in image classification and retrieval using the global
representation. According to the literature, it is difficult to achieve good perfor-
mance using the global representation. However, we contradicted that statement
and showed that even the global representation can be used to achieve better re-
trieval performance through the addition of new techniques. As a single feature
was not adequate for CBIR of a general dataset, colour texture and shape features
were used. Each feature was represented by a single feature vector for each image.
A multi-level sequential searching technique was used for image searching. Empir-
ical evaluation was performed on two subsets of the standard Corel dataset and
validated the performance of this method against other independently evaluated
methods [Chathurani et al., 2015b]. This proposed approach will be described in
a more detailed manner in this section.
4.3.1 Background Work
There are mainly two ways of image representation in CBIR, namely local rep-
resentation and global representation. Only a few systems have used global rep-
resentation [Saad et al., 2011], while most of the systems have used local repre-
sentation [Hiremath and Pujari, 2007a, Mansoori et al., 2013, Takala et al., 2005]
because the local representation gives better results than the global representation.
But this is not always the case. The local representation is applied to a wide range
of CBIR systems and applications to achieve robustness. Local feature extraction
relies on the detection of landmark points or the segmentation of the image into
regions. However, a precise image segmentation method that can be applied to
general image collections has not yet been found. The global representation is sim-
ple, as it extracts the features from the full image without subdividing or searching
points of interest of the image. This research work shows how better results could
be achieved even with global representation. The size of the feature database is
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kept reasonably small.
After the representation, a similarity mechanism must be defined. Different
similarity measures such as region matching and histogram matching have been
used in the local representation [Hiremath and Pujari, 2007a,Yuan et al., 2011b,Li
et al., 2000]. However, for the global representation [Saad et al., 2011] regardless
of the selected similarity measure, a single-level simple sequential search has been
the single choice in the typical CBIR. Querying by colour, texture, shape or one
of the combinations of these features has been proposed in several systems [Saad
et al., 2011,Mansoori et al., 2013,Yuan et al., 2011b] using single-level sequential
searching. In the single-level sequential search, features are fused to generate one
feature vector or different feature vectors. Then the features are used in the same
level with or without weightings for searching. It seems that multi-level sequential
search has not been considered so far, even though it is simple and shows improved
retrieval results. To the best of our knowledge multi-level sequential search is yet
to be studied to improve the retrieval results.
4.3.2 Image Features
Different low-level features were used as a combination of colour, texture and shape.
Well-known Colour Coherence Vector, Colour Histogram and Colour Moments
which extract different variations of colour were selected as the colour feature to
describe an image. YCbCr and CIEluv colour spaces were used, as those provide a
closer match to human perception. Well-known Gabor Wavelet, Discrete Wavelet
Transform and Edge Histogram Descriptors were used as texture descriptors in
this method. Invariant Moments and Generic Fourier Descriptors were used for
shape retrieval.
Feature descriptors were selected for each feature using cross validation. It
must be noted that we only considered combinations of feature descriptors that
related to a particular feature at a time, which means colour, texture and shape
separately as we used colour, texture and shape in three different stages.
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Figure 4.2: An overview of the proposed multi-level sequential searching process.
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4.3.3 Feature Representation
The global image representation was selected and the results highlighted that even
a global representation can be used to achieve better retrieval performance in
CBIR. Features were extracted from the full image for the whole dataset. Three
individual feature vectors were used to represent each image; for colour, texture,
and shape separately. The feature vectors were normalised to reduce the effect of
bias in large values. Finally, three databases were generated for the image database
as shown in figure 4.2.
4.3.4 Image Searching
Normally, single-level sequential search mechanisms were used to retrieve the most
relevant images from the image database in CBIR systems. Even though multiple
feature representation for image retrieval is necessary, performance depends not
only on the image features but also on feature representation. There is a possibility
that the expected retrieval performance will not be achieved when combining fea-
tures together because one feature may dominate the entire system performance.
It was found that sometimes performance got worse when using simple feature
combinations than using a single feature, as an example, when features were over-
lapped. Feature vectors need to have weak correlation between each other to
provide improved performance. Sometimes one feature may be more important
than the other features for retrieval.
A novel multi-level sequential searching mechanism (MLSS) was proposed in
order to achieve adequate precision in image classification and retrieval using the
simple global representation as a solution for the above mentioned problem. With
multi-level we refer to the fact that image search was carried out in three levels by
selecting appropriate feature order according to the type of the dataset (dataset of
objects, colour images, texture images or heterogeneous collection). For example,
shape feature is used in the initial stage to search similar images and images
were re-ranked using that feature. Now we have retrieved an images list from
shape feature and that list is re-ranked using texture feature by considering only
a subset of the image list from the prior retrieved list. In the second level we use
the same image list which is provided by the shape feature to texture feature, but
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re-ranked. Now, a subset of this list is used to re-rank using the colour feature
and the final retrieval list is taken after the colour and shown to the user. This
example case may be more useful for object detection as we give shape feature the
most importance among the three. The purpose of this was to use image features
according to their importance to the database. As we used general images, colour,
texture, shape order was the most suitable order to search images and it was found
after the experimental evaluation.
When a query image was given to the system, the top N1(100) images were
found using the colour feature database in the first stage and this list was fed to
the second stage. In the second stage the top N2 (50) images were selected from
the given list (N1) using the texture feature database. Finally, the list N2 was fed
to the third stage and top N3 (20) images were selected using the shape feature
database and displayed to the user. This system showed the first 20 images to
the user. This was the process of searching in the proposed CBIR system and the
system was evaluated using two standard datasets. For evaluation purposes, the
above values of N1, N2, N3 (N1 = 100, N2 = 50, N3 = 20) and (N1 = 200, N2 =
150, N3 = 100) were used.
This research work was concerned with the effect of multi-level searches on
CBIR retrieval quality. An overview of the proposed multi-level searching process
is depicted in Figure 4.2 for more information.
4.3.5 Experimental Results
To evaluate the effectiveness of the proposed feature fusion approach, experiments
were performed on two general purpose image datasets; Wang and Oliva and Tor-
ralba. The detail of these datasets can be found in Section 3.1.1 and Section 3.1.2
in Chapter 3.
Experimental setup
As real users were not interacting with the system, the system was evaluated on
classification as most of the other systems [Li et al., 2000,Chen and Wang, 2002,
Takala et al., 2005,Hiremath and Pujari, 2007a,Hiremath and Pujari, 2008,Yuan
et al., 2011b,Saad et al., 2011,Mansoori et al., 2013] which were used in this work
had used classification information for system evaluation. Images were classified
82
An Effective Content Based Image Retrieval System Based on Multi-Level
Searching
Table 4.1: Average Precision (AP) of the Wang dataset for single-level search and
multi-level search (AP @ 20)
Class
Single-Level Search Multi-Level Search
Colour Texture Shape Whole Set Whole Set Col Tex
(Col) (Tex) No Weight Weighted Tex Col
Shape Shape
Africans 0.65 0.68 0.51 0.60 0.60 0.72 0.71
Beach 0.30 0.39 0.37 0.34 0.36 0.39 0.40
Building 0.39 0.42 0.38 0.36 0.36 0.44 0.43
Bus 0.66 0.73 0.8 0.75 0.79 0.85 0.87
Dinosaur 0.99 0.99 0.99 1.00 1.00 1.00 1.00
Elephant 0.49 0.43 0.52 0.53 0.54 0.56 0.55
Flower 0.76 0.65 0.65 0.74 0.76 0.75 0.73
Horse 0.93 0.89 0.69 0.85 0.85 0.89 0.84
Mountain 0.42 0.39 0.31 0.43 0.44 0.48 0.48
Food 0.57 0.63 0.36 0.52 0.53 0.58 0.58
Average
Precision 0.616 0.62 0.558 0.612 0.623 0.666 0.659
into several categories (with similar content) and then retrieval accuracy could be
evaluated using this classification data. A retrieved image was considered a correct
match if and only if it was in the same category as the query image.
The most common evaluation measure in information retrieval is precision and
it is calculated by using equation 3.2. The multi-level sequential searching mech-
anism was based on average precision by evaluating the top 20 (N=20) and 100
(N=100) retrieval results for comparison. When N=20 (top lists are 100 and 50
consequently), when N=100 (top lists are 200 and 150 consequently).
Confusion matrix for each dataset was calculated to visually summarise the
performance further.
The Precision-Recall (PR) curve is a very good measure to evaluate a system.
So precision @ recall was calculated. Recall was calculated using equation 3.1
Results
Before comparing the results with other published systems, the proposed system
is compared with the normal single-level search and proved that better searching
results can be achieved by the multi-level search than the single-level search. Ta-
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Table 4.2: Average Precision (AP) of the Oliva and Torralba for single-level search and
multi-level search(AP @ 20)
Class
Single-Level Search Multi-Level Search
Whole Set Whole Set Col Tex
No Weight Weighted Tex Col
Shape Shape
Coast (beach) 0.34 0.35 0.40 0.35
Open country 0.32 0.32 0.45 0.40
Forest 0.25 0.25 0.50 0.45
Mountain 0.28 0.32 0.35 0.40
Highway 0.25 0.27 0.55 0.45
Street 0.32 0.32 0.45 0.45
City centre 0.30 0.31 0.40 0.35
Tall buildings 0.23 0.25 0.35 0.30
Average Precision 0.2863 0.2988 0.4313 0.3938
ble 4.1 and table 4.2 show the self-comparison results for both datasets. Table 4.1
shows average precision for each feature separately, as well as normal feature com-
bination (one vector), feature combination with feature weights for each feature
in single-level sequential search and multi-level sequential search on the Wang
dataset. Table 4.2 shows average precision for single-level sequential and multi-
level sequential search on the Oliva and Torralba dataset. Significance testing
was performed using 2-tail t-test [Fay and Proschan, 2010] with p-value<0.01
(99% significance level) and p-value<0.05 (95% significance level) as it is com-
mon in information retrieval. According to the results in table 4.1 performance
of multi-level colour, texture, shape retrieval search is significantly better at 99%
significance level except texture, colour and shape order (95% significance level).
According to the results in table 4.2 colour, texture and shape multi-level search
shows significantly better performance compared to the other three methods at
99% significance level.
Confusion matrices for multi-level sequential search for both the datasets are
presented in table 4.3 and table 4.4.
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Table 4.3: Confusion matrix for Wang dataset
Assigned Class
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Africans 16 0 1 0 0 1 0 0 0 2 20 80.00
Beach 1 8 2 1 0 2 0 0 5 1 20 40.00
Building 2 2 10 2 0 1 0 0 2 1 20 50.00
Bus 0 1 1 18 0 0 0 0 0 0 20 90.00
Dinosaur 0 0 0 0 20 0 0 0 0 0 20 100.00
Elephant 2 1 2 0 0 12 0 1 1 1 20 60.00
Flower 2 0 0 0 0 0 16 0 0 2 20 80.00
Horse 0 0 0 0 0 1 0 19 0 0 20 95.00
Mountain 1 4 2 1 0 2 0 0 10 0 20 50.00
Food 3 0 1 1 0 2 1 0 0 12 20 60.00
Total 27 16 19 23 20 22 17 20 18 19 100 70.00
Table 4.4: Confusion matrix for Oliva and Torralba dataset
Assigned Class
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Beach 9 4 1 2 2 0 1 1 20 45.00
Country 3 10 2 2 2 1 0 0 20 50.00
Forest 1 3 10 2 0 2 1 1 20 50.00
Mountain 2 2 1 9 2 2 1 1 20 45.00
Highway 2 2 1 1 11 1 1 1 20 55.00
Street 1 0 1 2 1 9 4 2 20 45.00
City 0 2 0 2 1 5 8 2 20 40.00
Building 0 2 1 2 1 3 3 8 20 40.00
Total 18 25 17 22 20 23 19 16 100 46.00
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According to the results of table 4.1 and table 4.2 it can be seen that the
performance of the Wang dataset is much better than the Oliva and Torralba
dataset. The main reason for this may be that the classes of Wang dataset are
clearly separable and it is not so in the Oliva and Torralba dataset. As shown in
table 4.4, same coloured boxes depict the visually similar images. (Ex: some city
centre and tall building images are visually similar to street images. That’s why
we gain these values in confusion matrix for these classes. This can be checked
with the images in that dataset.) If we consider those as correctly classified, the
system can achieve better retrieval results.
Figure 4.3 provides the precision-recall curve for Wang dataset. It shows the
ability of the proposed searching algorithm to retrieve images. It has around 50 %
precision at 50 % recall.
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Figure 4.3: Precision-Recall curve for Wang dataset.
The systems that were compared are represented by publication year and the
reference in table 4.5 and table 4.6. Table 4.5 shows the results of the proposed
CBIR system compared with the other systems (average precision for the top
20) and it shows that the proposed system generates better results when using
this approach. As the other systems only provide the mean average precision of
each class but not the results for each query, significant test cannot be computed
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Table 4.5: Average Precision (AP) of each class along with the whole dataset for the
Wang dataset compared with the performance of the systems in the litera-
ture (AP @ 20)
Class 2005 2007 2011 2011 2013 MLSS
[Takala
et al.,
2005]
[Hire-
math
and
Pu-
jari,
2007a]
[Yuan
et al.,
2011b]
[Saad
et al.,
2011]
[Man-
soori
et al.,
2013]
Our
Method
Africans 0.23 0.48 0.57 0.90 0.70 0.72
Beach 0.23 0.34 0.58 0.38 0.28 0.39
Building 0.23 0.36 0.43 0.72 0.56 0.44
Bus 0.23 0.61 0.93 0.49 0.84 0.85
Dinosaur 0.23 0.95 0.98 1.00 0.81 1.00
Elephant 0.23 0.48 0.58 0.39 0.58 0.56
Flower 0.23 0.61 0.83 0.56 0.55 0.75
Horse 0.23 0.74 0.68 0.87 0.87 0.89
Mountain 0.23 0.42 0.46 0.45 0.48 0.48
Food 0.23 0.50 0.53 0.87 0.66 0.58
Average Precision 0.23 0.549 0.657 0.663 0.633 0.666
but averages are higher. In addition, table 4.6 shows the results of the proposed
system compared with other systems (average precision for the top 100, this can be
considered as recall as each dataset has 100 images). Here total average precision
reaches the highest in the proposed system for the top 20 and average performance
for the top 100.
N3 = 20 and 100 are used for ease of comparison with existing systems as they
have evaluated AP @ 20 and AP @ 100. The order of features to be used in multi-
level sequential searching is selected from the experimental results. The Wang
dataset was tested for all the possible combinations (9) and found that the order
of colour (C), texture (T), shape (S) and T, C, S consecutively in each step gave
the best results among those combinations. They were put in this order because
the dataset is general. Then the Oliva and Torralba dataset was tested for these
combinations and gained similar output. By considering the results in the last two
columns of table 4.1 and table 4.2 the C, T, S feature order is used for searching
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Table 4.6: Average Precision (AP) of each class along with the whole dataset for the
Wang dataset compared with the performance of the systems in the litera-
ture (AP @ 100)
Class 2000 2002 2008 2008 MLSS
[Li
et al.,
2000]
[Chen
and
Wang,
2002]
[Hire-
math
and
Pu-
jari,
2008]
[Hire-
math
and
Pu-
jari,
2008]
Our
Method
Africans 0.48 0.47 0.40 0.48 0.49
Beach 0.33 0.33 0.31 0.34 0.35
Building 0.33 0.33 0.32 0.33 0.32
Bus 0.36 0.60 0.44 0.52 0.53
Dinosaur 0.98 0.95 0.92 0.95 0.96
Elephant 0.40 0.25 0.28 0.40 0.45
Flower 0.40 0.63 0.58 0.60 0.56
Horse 0.72 0.63 0.68 0.70 0.72
Mountain 0.34 0.25 0.32 0.36 0.35
Food 0.34 0.49 0.44 0.46 0.46
Average Precision 0.468 0.493 0.469 0.514 0.519
the system. The C, T, S order provides a higher performance.
This C, T, S order can be used with general datasets and if we need to apply
this on a special dataset such as for objects, this order must be checked prior
to use, as shape is the most important feature for object retrieval. Features are
simply concatenate (simple feature combination) to generate feature vectors in
these experiments and results could be improved by adding weights to the sub-
features according to their single feature performance.
Figure 3.1 and figure 3.2 in Chapter 3 show some example images which covers
Wang and Oliva and Torralba datasets. Each image represents an image category
that we used for evaluation. It can be seen that there are visually similar images
in different categories as mentioned early in this section.
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4.3.6 Section Summary and Conclusions
This research work presents a simple yet effective novel image retrieval approach
based on multi-level sequential searching using colour texture and shape features
for the representation [Chathurani et al., 2015b]. This feature order is selected for
general purpose datasets and this order can be changed according to the dataset.
This approach is proposed to improve the retrieval quality of CBIR using global
representation. The proposed system was evaluated and was compared to validate
the proposed approach using two standard datasets. According to the experi-
mental results, the proposed CBIR approach outperforms other existing systems
approaches based on global descriptors on standard datasets in literature in terms
of improvement in retrieval quality.
Parameters used for evaluation can be tested further to find optimal set-
tings to achieve better retrieval performance. According to the results, this pro-
posed method even outperforms some local representation techniques on the Wang
dataset. This approach can be used not only for the global representation but for
the local representation as well. Performance can be improved further by intro-
ducing appropriate feature weights.
However, this method has drawbacks as well. Feature dimension, feature inter-
dependence and features values may have impact on retrieval performance. There-
fore, Section 4.4 proposes a solution to latter problem. Still, the system may
have to suffer from curse of dimensionality as it becomes the bottleneck for large
datasets.
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4.4 Image Retrieval Based on Late-Feature
Fusion
In this research work, we describe a simple yet effective approach to achieve linear
feature fusion with a combination of feature weights (significance) and distance
normalisation (distance distribution), which can be applied to any combination of
features. This general approach was invariant to the distance measures, dimen-
sions and ranges of the features, as a pre-defined membership function was used.
Empirical evaluation was performed on a subset of the standard Corel dataset to
validate the performance of this proposed approach and it was compared against
other implemented and independently evaluated approaches. This approach was
further validated using Oliva and Torralba dataset [Chathurani et al., 2016b].
4.4.1 Background Work
A single image feature type is not adequate to differentiate images with the in-
creasing size and variability of image databases. Therefore, to overcome the short-
comings of a single feature vector recognition algorithm, feature fusion such as a
combination of colour, texture and shape features was introduced to CBIR [Hire-
math and Pujari, 2007a, Mansoori et al., 2013] to cover a heterogeneous dataset.
Multi-feature fusion is one of the ways to improve retrieval performance among
other different techniques. The general solution for this technique can be obtained
by combining two approaches:
I. feature engineering using distance combination, weightings and normalisa-
tion of features
II. using trained classifiers with the derived features to optimise performance
with training data.
This work targets the improvement of the solution by focussing on feature engi-
neering.
A simple feature fusion approach is to combine all the features to generate a
single feature vector [Hiwale et al., 2015], or to obtain a summation of distances
over different features [Hiremath and Pujari, 2007a]. But this simple approach
assumes that all features carry equal importance. However, each feature has its
own significance in image retrieval and in order to obtain effective outcome, the
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varying degree of importance in each feature needs to be captured. Some systems
achieve this by using methods such as weighting schemes [Yuan et al., 2011b,Saad
et al., 2011, Ruikar and Kabade, 2016], different distance measures [Saad et al.,
2011,Mansoori et al., 2013] or feature normalisation [Hiremath and Pujari, 2007a].
Feature fusion has a significant impact on CBIR and thus the performance of
feature fusion is highly dependent on features, dimensions and ranges. As features
have different variability, appropriately selected distance measures for each feature
help to improve the retrieval performance. Feature normalisation maps a feature
into a fixed range and feature distribution must be appropriately normalised.
There are different fusion techniques such as rank fusion and feature fusion.
Five existing late-feature fusion methods, as shown in table 4.7 have been com-
pared in [Chatzichristofis and Arampatzis, 2010] (where result-lists from individual
descriptors are fused during query time). Each feature fusion method is brief in the
table 4.7. It was found that the addition of all scores per image with normalisation
(Z-score + CombSUM) outperform the other methods. Normalisation was done
using Z-score (mean and standard deviation) in their method, which was different
from the proposed distance normalisation approach which is described in detail in
Section 4.4.5.
4.4.2 Image Features
Different low-level features were used, such as a combination of colour, texture
and shape. Well-known Colour Histogram and Colour Moments, which extract
different variations of colour, were selected as the colour feature to describe an
image. YCbCr and CIEluv colour spaces were used, as those provide a closer
match to human perception. Well-known Gabor Wavelet and Edge Histogram
Descriptors were used as texture descriptors in this method. Invariant Moments
were used for shape retrieval.
All these features were selected as they had shown good individual perfor-
mances in the literature [Saad et al., 2011,Qiu, 2002,Rahmana et al., 2011,Agarwal
et al., 2013] as well as being further validated through preliminary experimental
evaluation. The performance of feature fusion does not depend on the individual
performance of features, it depends on the diversification of the features as well as
the inter-relation of features. Therefore, some feature combinations may degrade
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Table 4.7: Some late-fusion methods compared in [Chatzichristofis and Arampatzis,
2010]
CombSUM Addition of all scores per image, without any
normalisation.
BC+ CombSUM Borda Count [Aslam and Montague, 2001] originates
from social theory in voting. Votes across ranked-lists
are naturally combined with CombSUM.
Z-score+ CombSUM Z-score is a linear normalisation per query which maps
each score to its number of standard deviations above
or below the mean score. Present that results with
CombSUM.
IRP The Inverse Rank Position [Jovic et al., 2006] merges
ranked lists. It is the inverse of the sum of inverses of
the feature similarity rank scores for each individual
feature for a given image from relevant feature similarity
ranking lists.
HIS+ multiplication HIS [Arampatzis and Kamps, 2009] is a non-linear
normalisation which maps each score to the probability
of a historical query scoring a collection image below
that score. Those probabilities combined with
multiplication.
the retrieval quality more than the performance of the individual features when
used in isolation.
A suitable combination of features had to be selected. We tested other features,
such as Generic Fourier Descriptor, and Discrete Wavelet Transform using cross
validation. However, experimental results were not promising with the combination
of other features. We achieved the best performance with the combination of the
five features described above from the separate experiments of sequential forward
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selection (add one feature in) and sequential backward selection (take one feature
out) of features. Mean Average Precision (MAP) is used as a performance measure.
The main feature selection criteria for the main system is described in Chapter 5
4.4.3 Feature Representation
Global image representation as well as local representation were used to validate
the proposed late-feature fusion method. Results highlighted that the proposed
feature fusion achieved better retrieval results. Features were extracted from the
full image for the whole dataset for global representation. Grid representation
was used as local representation. Firstly, the image was subdivided into nine non-
overlapping blocks and then four overlapping blocks were generated by combining
the sub-images by assuming that the main object of the image is generally located
at the centre of the image. Five individual feature vectors were used to represent
each image. The performance of the proposed fusion technique was not affected
by the range and the length of feature vectors. So it maintained the normal form
with absolute values.
4.4.4 Weights Calculation
Weight assignment for features is important in multiple feature fusion as different
features have different significance. Each image in the database could be repre-
sented as follows; FI = [f1, f2, f3, f4, f5]
Feature Index f1 f2 f3 f4 f5
Feature Name ch cm gabor ehd im
wi is the weight related to i
th feature fi and wi was considered as 1 (same
significance) for each feature in simple feature fusion. Different weights were
used in weighted feature fusion according to their relative single feature perfor-
mance (Wf1 = 0.266, Wf2 = 0.159, Wf3 = 0.218, Wf4 = 0.233,
Wf5 = 0.124) where
5∑
i=1
Wfi = 1
.
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Precision was used as the performance measure which is described in Chapter 3.
Weight values were calculated according to the MAP values. MAP was calculated
for each feature using whole database as queries. The higher the MAP for a feature,
the better the ability to retrieve correct images, the higher the weight related to
it. This is a general solution for weight calculation. If we have a well-categorised
specific dataset to improve results further, we can assign different weights for
different categories for one feature (by considering inter-class variation), but that
solution will be specific to the selected dataset.
4.4.5 Membership Function
Figure 4.4: Distance regions generated by piecewise linear function.
A simple piecewise linear function was used to generate rules. It was easily
implemented and all the values were mapped to the interval [0, 1]. Regions were
defined for each feature according to the distance measure in this function as shown
in figure 4.4 ( 0−P1, P1−P2, P2−P3, P3 < ). Four regions were selected by
defining three points according to the ranked distance in ascending order as best
(first), average (middle) and worst (last). We defined regions according to the
image similarity and most similar, least similar and averagely similar to the query
was used. The average distance of the first five images, middle five images and last
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five were calculated individually from the listed n number of images which were
used as a training set, and an average was calculated (This n will be described
later in this section). Then these calculated averages of all the categories were
used to calculate point P1, P2, P3 respectively for each feature. As an example,
the calculation of P1 for feature fi (P1 i) is shown in equation 4.7:
P1 i =
1
N
∑N
n=1 distn fi
C
(4.7)
Where N = number of images considered (N=5), C = number of categories in
the data set (C=10 and C=8 for Wang and Oliva and Torralba datasets), distn fi
is the nth ranked distance related to the feature fi.
When searching images, a membership value must be computed for each feature
vector by using the calculated distance. Equation 4.8 was used to map the distance
to the value in the range of [0,1] (least similar to most similar). A random n
number of images were taken out from each class (half of each class was used as
a training set i.e. n=50 for Wang dataset) to generate this distance membership
function and there were 500 and 1344 images altogether in the training set for the
Wang and Oliva and Torralba datasets respectively. This n number of images were
selected randomly and the training set was changed from time to time by selecting
different image sets to confirm that the performance of the proposed approach
did not vary with the selected training set, which meant that performance was
not heavily dependent on the selected dataset and not optimised for a particular
training set. Finally, the average was taken into consideration.
µdist fi =

1, if disti ≤ P1 i
[
0.5
P1 i−P2 i
]
disti +
1−0.5∗P1 i
P1 i−P2 i , if P1 i < disti ≤ P2 i
[
0.5
P2 i−P3 i
]
disti +
0.5−0.5∗P2 i
P2 i−P3 i , if P2 i < disti ≤ P3 i
0, disti > P3 i
(4.8)
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4.4.6 Similarity Measure
The performance of a CBIR system mainly depends on the particular image rep-
resentation and similarity matching function employed. Colour, texture and shape
features were extracted for this image representation, as we were targeting general
images. Related feature weights and membership values related to the distance of
the query were used in the similarity measure. The proposed approach is simple
and easy to adapt and it is described below.
Similarity was calculated by using defined weights and membership values for
each feature in the proposed approach. Different features have different significance
and hence, the significance of each feature was considered for multi-features-based
retrieval. Euclidean distance was used as the distance measure. Similarity between
image Q and I can be calculated as below:
Step 01: First, the distance is measured between image Q and image I for
feature fi ,Dist(fiQ, fiI) and computed distfi QI .
Step 02: Membership value µdist fi is computed for feature fi from the dis-
tance membership function by using the distfi QI in equation 4.8.
Step 03: The weight of the feature fi is considered as wi.
Step 04: Repeat the steps 1 to 3 for each feature fi (we use 5) that is in
the system and computed the membership value µdist fi and weight
value wi.
Step 05: Similarity measure Sim(Q, I) is computed, fusing all the feature
measures using equation 4.9.
Sim(Q, I) =
N∑
i=1
wi ∗ µdist fi (4.9)
Where N is number of features.
Step 06: Repeat the steps 1 to 5 for whole dataset and list them all. Then
rank the list according to Sim(Q, I) and retrieve the top-ranked
images.
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4.4.7 Experimental Results
To evaluate the effectiveness of the proposed feature fusion approach, experiments
were performed on two general purpose image datasets; Wang and Oliva and Tor-
ralba. The details of these datasets can be found in Section 3.1.1 and Section 3.1.2
in Chapter 3.
Experimental setup
The performances of global individual features were considered to calculate relative
weights and the membership function. Since the goal of feature fusion was to
achieve better retrieval results than any single feature, the best result of single
feature (global ch) performances was used as the baseline.
The most common evaluation measure in information retrieval is precision and
it is calculated using equation 3.2. Fusion-based similarity measures were compared
based on average precision by evaluating the top 20 retrieval results. A retrieved
image was considered a correct match if and only if it was in the same category as
the query image.
Moreover, Precision@n was calculated using equation 3.3 and equation 3.4 for
n=5 to 50.
In these experiments 1000 and 2688 images were used, and half of the images
were used for training and other half were used for testing. It may be noted that
this method solves the problem of high dependency on feature dimensions and
ranges in feature fusion. However, training is essential each time this is applied to
a new database.
Results
Figure 4.5 shows the performance comparison of feature fusion with the baseline
for each class (AP), where performance of the colour histogram was considered as
the baseline. The different feature fusion methods given bellow were compared.
These experiments were carried out to study the improvement over simple feature
fusion, weighted feature fusion to the proposed feature fusion (weights + distance
normalisation).
i. Simple global and local feature fusion (concatenation) by considering each
feature with equal significance for retrieval.
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ii. Weighted global feature fusion, weighted local feature fusion.
iii. Global feature fusion with weights and distance normalisation, local feature
fusion with weights and distance normalisation.
Figure 4.6 further elaborates the performance. Local representation (grid)
showed higher performance (MAP=0.67, MAP=0.7, MAP=0.72, for case i, ii
and iii respectively) compared with the performance of global representation
(MAP=0.62, MAP=0.63, MAP=0.66, for case i, ii and iii respectively). Weighted
feature fusion showed higher performance (MAP=0.7 for local and MAP=0.63 for
global) than the performance of simple feature concatenation (MAP=0.67 for local
and MAP=0.62 for global). Performance (MAP=0.72 for local and MAP=0.66 for
global) of weighted feature fusion combined with distance normalisation gave the
highest performance in both global and local representation. According to the re-
sults obtained, the proposed approach shows a higher performance than weighted
and simple feature fusion.
Figure 4.7 shows the performance comparison with other systems which had
been used the Wang dataset for evaluation. Our system outperformed the other
systems by obtaining MAP of 0.72. All the other systems (the addition of all
scores or merging features [Hiremath and Pujari, 2007a, Yuan et al., 2011b],
weighted distance [Saad et al., 2011, Mansoori et al., 2013]) showed MAP less
than 0.66 except one which was proposed in [Chatzichristofis and Arampatzis,
2010]. In [Chatzichristofis and Arampatzis, 2010] authors had tested five feature
fusion methods as shown in table 4.7 and found that the addition of all scores per
image with normalisation (Z-score + CombSum) achieves the best performance.
Please refer [Chatzichristofis and Arampatzis, 2010] for detailed description of
these methods as we considered only the best performed one from [Chatzichristofis
and Arampatzis, 2010]. Z-score + CombSum method was tested on Wang dataset
and it achieved only MAP of 0.67 for local feature fusion (second best performance
of compared performances). Z-score + CombSum was the best among five feature
fusion approaches that were compared and our proposed approach was superior to
that best late-fusion method described in [Chatzichristofis and Arampatzis, 2010].
The proposed approach showed superior performance in both local and global rep-
resentation.
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Figure 4.6: Performance comparison of feature fusion with the baseline on Wang
dataset (AP@20).
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Figure 4.7: Performance comparison of different systems on Wang dataset (AP@20).
System2 [Chatzichristofis and Arampatzis, 2010] (Z-score + CombSum)
is the best late-fusion method from the compared methods in table 4.7.
(system1- [Hiremath and Pujari, 2007a], system5- [Mansoori et al., 2013],
system3- [Yuan et al., 2011b], system4- [Saad et al., 2011])
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The proposed approach [Chathurani et al., 2016b] was further validated using
the Oliva and Torralba general purpose image dataset. Figure 4.8 shows that
the performance comparison of different fusions are the same as in figure 4.6.
The proposed feature fusion method showed an improvement in performance on
this dataset as well, seeing that our method achieves 0.63 MAP while Z-score +
CombSum achieves 0.59 MAP. So it was found that the proposed approach can
be applied to any database and it is not optimised for one dataset. While this
approach has its advantages as mentioned, the main drawback of the approach is
to be trained in the beginning which is an off-line process.
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Figure 4.8: Performance comparison of feature fusion for Oliva and Torralba dataset
with Z-score + CombSum fusion (AP@20). (system2- [Chatzichristofis and
Arampatzis, 2010])
Retrieval quality of the proposed approach was assessed by calculating MAP@n
(n is the number of images retrieved at a time) on both the datasets. Figure 4.9
shows MAP @ n for Z-score + CombSum [Chatzichristofis and Arampatzis, 2010]
and our method (weight + normalisation). Here it is shown that our late-fusion
method is better than the other methods and it has good retrieval performance.
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4.4.8 Section Summary and Conclusions
First, the best feature combination was found from different low-level features
using cross validation. Then using those features, a simple fusion-based similarity
matching approach was proposed based on a weighted combination of similarity
measures of different features according to their relative performance and distance
normalisation. A simple membership function was used to normalise the distances
to the [0,1] interval to remove the effect of biasing due to the length of the feature
vectors and the large values of distance. The proposed approach can be easily
adapted in any feature combination. The proposed approach was tested on global
representation as well as local representation and we observed improvement in
retrieval quality. Moreover, the proposed system showed superior performance
in retrieval quality relative to the existing feature fusion approaches. Dynamic
feature weighting can be used according to the given query image to improve
retrieval quality further as a modification.
However, this is not scalable for large databases as high dimensonality of feature
vector leads to curse of dimensionality and training is required to apply on a new
dataset.
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4.5 Chapter Summary and Conclusions
In the beginning, different image descriptors were selected according to their re-
trieval performance and several experiments were carried out with those features
as preliminary work. Two basic image retrieval techniques were proposed based
on feature normalisation and multi-level searching. The results of the empirical
evaluation of these systems on different datasets concluded that these methods are
useful for CBIR. But those proposed methods had drawbacks, such as scalabil-
ity issues for large databases due to computational complexity and training was
required. Therefore, these methods were not extended in this thesis and we stud-
ied how we can address these issues and then proposed a signature-based solution
which is introduced in Chapter 5.
However, from here we learned the suitable features which can be used in the
proposed CBIR as demonstrated in Chapter 5. The image features selected for
use in this research after these studies and the feature selection criterion will be
discussed in Chapter 5, as the outcome of that was benefited by the existing system,
which is described in Chapter 5.
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Image Signature Representation
Chapter Organisation
This chapter presents the development of a content-based image retrieval
(CBIR) system using image signatures, namely CBIR-ISIG. Section 5.1
provides an introduction to CBIR and the features it uses. The steps
required to follow to design and implement the signature-based CBIR is
presented in Section 5.2. Indexing of images signatures is explained in
Section 5.3, followed by the performance evaluation analysis of results in
Section 5.4. Application of the signature-based image retrieval is presented
in Section 5.5. The chapter summary and conclusions are included in
Section 5.6. The original contributions discussed in this chapter resulted in
publication (i), (iii) and (vii) in List of Publications. The image signature
representation presents in this chapter by using the features studied in
Chapter 4 is the core of the systems considered in this thesis, and in the
next chapters it will be used as baseline.
5.1 Introduction
Developing a CBIR system for general-purpose image databases with semantically
accurate retrieval is cumbersome due to a number of reasons, such as the large size
of the database, the gap between the high-level semantic concepts required by the
system users and the low-level visual features extracted from the images, namely
semantic gap. Many researchers have addressed this problem from different points
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of view. Local representation is a simple approach that tries to achieve better
retrieval performance by reducing the semantic gap. Local representation can
be derived from the points of interest, sub-images or regions which are gained
by decomposing the full image into parts. In the literature, most region-based
approaches rely on image segmentation. However, a precise image segmentation
method that can be applied to general image collections has not yet been found.
In the absence of an accurate segmentation approach, a sliding window approach
over location and scale has shown to be quite effective in [Hiremath and Pujari,
2007a]. Therefore, grid-based CBIR approaches have been proposed [Takala et al.,
2005, Hiremath and Pujari, 2007a, Smeulders et al., 2000, Rahman et al., 2006]
to improve retrieval performance, but only a few studies have been done in the
past. The primary advantage of the grid-based approach over segmentation is less
computational complexity.
Therefore, grid-based local representation was selected to be used in the system.
Image representation was derived through sub-image decomposition and BoW ap-
proach was adapted. Initially, this work focuses on identifying various sizes of
semantic image feature building blocks which can be used to represent an image as
a bag of semantic image features. The main building block of this research was im-
age block which was derived from grid-based image decomposition. Image features
were extracted from selected image blocks and independent visual vocabularies
were generated from each feature using K-means clustering.
Feature Extraction is an important step and it is responsible for the quality
of the retrieval performance in CBIR. Colour, texture and shape features have
been used in CBIR systems in different ways [Hiremath and Pujari, 2007b, Saad
et al., 2011,Mansoori et al., 2013,Li and Wang, 2003,Hiremath and Pujari, 2008,
Chowdhury et al., 2012]. Colour is an important feature and there are number
of colour spaces available for use. Texture feature is important when describing
the real world images. Shape feature helps when dealing with objects. General
images may contain all the types of images, therefore, a combination of these
features [Hiremath and Pujari, 2007b,Yuan et al., 2011b,Saad et al., 2011,Li and
Wang, 2003, Li et al., 2000, Chen and Wang, 2002, Hiremath and Pujari, 2008]
is the best solution for better performance. As a single feature is not adequate
to differentiate images, a set of descriptors are used to extract image features
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which covers colour, texture and shape features. The initial features used for the
experiment are described in Chapter 4. Finally, the best feature combination was
selected to use in the proposed CBIR system namely CBIR-ISIG, and the feature
selection and selected features are described in this chapter.
Among different techniques for local feature representations, BoW is one of
the most powerful techniques and has shown good retrieval performance [Yuan
et al., 2011b,Mansoori et al., 2013]. In the BoW approach, visual vocabulary was
performed by grouping similar local features together. Each of these groups has
a centre, and that cluster centre was treated as a word. Finally, a histogram was
generated for each image by mapping sub-image features to the cluster centre.
Typical BoW approaches have used histograms by frequency of the occurrence of
each word, with different variations. Instead of generating a typical histogram of
visual words for each image, an image was converted to a symbolical representation.
The descriptors’ dimensionality highly influences the performance of CBIR.
Therefore, different dimension reduction techniques have been proposed and used
in the literature, such as latent semantic analysis and principal component analy-
sis [Gorman and Curran, 2006,Elharar et al., 2007,Banda et al., 2013]. However,
these are computationally complex and relearning is required with a new addition,
which is time consuming. Random indexing (RI) has been used and has shown
great promise as a dimensionality-reduction technique in text retrieval [Vries et al.,
2009,Gorman and Curran, 2006]. Compared with the other methodologies, RI has
low computational cost, lower complexity, competitive accuracy, and most impor-
tantly, it is an incremental approach. RI can be used in image retrieval and can
achieve all the benefits of it. If we consider the BoW approach, it is a precise
representation but it suffers from the curse of dimensionality. Therefore, RI can
be used to reduce the feature space of BoW representation. Finally, image signa-
tures are generated from BoW representation and those image signatures are fixed
length binary strings. Those binary signature have a control over retrieval speed
by reducing the feature space.
The performance of the proposed approach was evaluated using three bench-
mark datasets for the retrieval quality which highlighted that the proposed ap-
proach has a high potential to retrieve correct images. System performance was
compared with existing systems in the literature and the results indicated that our
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approach has superior performance over the other systems.
Finally, application of this signature-based image retrieval was introduced by
defining the rotation invariant BoW approach using the signature approach, espe-
cially for object detection. This approach compared with typical BoW approaches
and the results outperformed those methods on object datasets.
5.2 Image Representation
This research uses both global and local representation in different cases. Initially
global representation was used as mentioned in the Chapter 4 but mainly, local
representation was used. This research used grid-based representation as local
representation. Moreover, a circular image decomposition method was proposed.
5.2.1 Features for the System
General images may contain all the types of images and therefore need a combina-
tion of colour, texture and shape features to address a general collection. Therefore,
we selected descriptors covering all the features. However, there must be a good
combination of features and the most suitable features must be selected to describe
images in the system. Therefore, we selected features using an off-line feature se-
lection algorithm. We used leave-one-out and add-one-in for the feature selection
and realised that both gave same results. Therefore, only leave-one-out experi-
ments will be described in this section. In this method, initially image retrieval
performance was evaluated using a full feature set and then determined if a feature
was bad by comparing initial performance with the image retrieval performance
by leaving a feature out for every feature. Then the worst one was left out and the
process was repeated. A stopping criterion determines when the feature selection
process should stop and the stopping criterion used in this research was the subse-
quent deletion of any feature that did not produce a better subset (no significant
change or sign of it starting to deteriorate the performance when removing). Fi-
nally, all the features which deteriorate the performance were eliminated and the
remaining features were selected as the feature set to use in the system. Initially,
Colour Histogram (CH), Colour Coherence Vector (CCV), Colour Moment (CM),
Discrete Wavelet Transform (DWT), Gabor Wavelets (GABOR), Edge Histogram
Descriptor (EHD), Image Moment (IM), Generic Fourier Descriptor (GFD) and
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GIST features were selected and experiments were carried out using these features
and seven features were selected for the proposed signature-based CBIR.
Several iterations were carried out and some significant results are shown in the
figure 5.1, figure 5.2 and figure 5.3 with a brief explanation. Figure 5.1 shows the
retrieval performance variation when one feature is left. According to that, there
are four bad features and GFD has the highest positive change which means it is
the worst feature and that feature was removed. Figure 5.2 shows the retrieval
performance variation when one feature is left with respect to the results by elim-
inating GFD. According to that, there are four bad features and DWT has the
highest positive change which means it is the worst feature and that feature was
removed. Figure 5.3 shows the retrieval performance variation when one feature is
left with respect to the results by eliminating GFD and DWT. According to that,
results are deteriorating when other features are removed.
Experiments were carried out by leaving all the bad features and we found
the subset of features from the full set by eliminating DWT and GFD. Therefore,
seven features were used in this research work.
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Figure 5.1: Leave one feature out - performance variation with reference to the perfor-
mance with the full feature set.
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Figure 5.2: Leave one feature out- performance variation with reference to the perfor-
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Figure 5.3: Leave one feature out - performance variation with reference to the perfor-
mance of feature set without GFD and DWT.
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5.2.2 Image Decomposition
Firstly, an appropriate method to decompose the image was devised in this research
on grid-based implementation. Different image decomposition methods were tested
and from that experimental evaluation it was found that a 3 by 3 grid framework
is the best way to partition the images for BoW representation. Each image was
divided into non-overlapping sub-images, as in figure 5.4.a and figure 5.4.b, and
generate 9 sub-images.
(a) (b)
Figure 5.4: Sub-image generation using grid-based approach (a) and (b).
However, this research proposed a new circular image decomposition method,
having the hypothesis that the circular image decomposition will improve the per-
formance than grid-based method as this representation can achieve scale invari-
ance property with the help of normalisation as image division starts from the
centre of the image, if the object stays in the middle. Those sub-images can touch
a bigger area than a 3 by 3 grid, and all the sub-images will touch the object, if
the object stays in the middle of the images. Circular image decomposition is as
shown in figure 5.5.
These were the main blocks which were used to extract features from im-
ages. The proposed image decomposition methods were tested on three benchmark
datasets and it is described in the evaluation section (Section 5.4).
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Figure 5.5: Circular decomposition approach.
5.2.3 Bag of Words Representation
Extracted image features must be represented in a way that the proposed method
can be used to search images. As features were extracted from the sub-images, the
feature database was considerably larger than image database as one image was
represented by several sub-images and each sub-image was represented by several
features. Therefore, precise representation was required to select which could be
used to convert an image into symbolic representation (literally considers images
as text documents). Therefore, it was necessary to adapt the BoW approach which
can generate visual words from the extracted image features (real-valued vectors),
and represents each image using set of visual words (represented as symbolic to-
kens).
It was necessary to select an appropriate multidimensional indexing algorithm
to index the features. Clustering is a promising technique among indexing tech-
niques. It is necessary to cluster the image features in order to obtain discrete
representation of feature sets. K-means is one of the simplest and best-known
unsupervised clustering algorithms that can be easily implemented for feature vo-
cabulary generation. Therefore, K-means was used for clustering.
The process of converting the images to the symbolic representation is described
in steps as follows:
Step 01: Firstly, features were extracted from the sub-images. Each feature
was given an index fi to denote it within the symbolic representation.
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where fi{1, ...., N} and N was the number of features used in the
system.
Step 02: Visual vocabulary for each feature was generated independently us-
ing feature sets using simple K-means. Each feature set was clustered
and each centroid was given a cluster number ck where ck{1, ...., C}.
Here, C was the vocabulary size. Each centroid was considered as a
word.
Step 03: Appropriate visual words were found from these vocabularies
through codebook lookup of each raw sub-image feature.
Step 04: Each sub-image was represented using words as
I = fi ck i1, ...., N and k1, ......, C (5.1)
where fi was the feature index and ck was the index of the nearest
cluster centre.
Step 05: Finally, the full image was represented as IMfullwhere
IM full = I a a1, ....,M (5.2)
Here, Ia was a sub-image representation and M was the number of sub-images
in an image.
This BoW representation has a different representation than a typical his-
togram based representation which counts the occurrence of each word appearing
in the image. The images were represented symbolically, just like text, by using the
codebook label of each cluster as a visual word to encode the feature as described
in step 5.1 and 5.2. Then the images were converted into symbolical representa-
tion. Sub-images could be considered as paragraphs in a document, thus the full
image could be considered as a document.
K-tree can be used for very large and dynamic datasets as it offers excellent
run time performances and the dynamic properties of the tree [Geva, 2000, Vries
et al., 2009,De Vries and Geva, 2009b].
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5.2.4 Signature Representation
Image signatures were generated for sub-images as well as the full image. This
was done to significantly reduce the dimensionality of the representation. The
descriptors’ dimensionality is important and heavily influences the complexity of
the similarity measure in retrieval, and the memory requirements for storing the
descriptors. Therefore, it is important to consider the feature dimension to im-
prove searching speed. The BoW approach provides precise representation but still
deals with high-dimensionality data, which presents scalability challenges. There-
fore, the dimensionality of the representation is reduced as much as possible while
keeping enough information to differentiate images.
There are several approaches available for dimensionality reduction includ-
ing RI [Sahlgren, 2005], which is an efficient, scalable and incremental approach
based on random projection to avoid the computational cost for matrix factorisa-
tion [Geva and De Vries, 2011]. One prime advantage of RI is that it can work
directly with symbolic features. For instance, RI works directly with words in the
converted symbolic representation. Therefore, RI is used effectively in text retrieval
applications to reduce the dimensionality of documents without significant degra-
dation in retrieval quality. Furthermore, it can produce binary image signatures.
The representation of objects as bit vectors lends itself to efficient processing, with
low level bitwise operations supported on all conventional processor architectures.
Most importantly, RI can be performed incrementally, aligning with the new data
arrival and it is crucial for online systems. Therefore, in this research, the RI
approach was used for dimensionality reduction and to create image signatures.
This allowed the feature vector space to be reduced in dimensionality without ex-
pensive factorisation such as latent semantic analysis (LSA) techniques. Seeding
a pseudo-random number generator with the feature hash and then generating a
feature signature. That was used to create a pseudo-random sparse ternary feature
vector having values from { -1 ,0, 1 }. A common choice with RI was to assign
the proportion of vector elements with each value { -1, 0, +1} to be 1/6, 2/3 and
1/6 respectively. All feature vectors of the entire image and its sub-images were
then summed up to produce a single image index vector. The image index vector
was then squashed into a binary signature by assigning bit ’1’ to positive values
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and bit ’0’ to negative values. Similar images sharing similar features contained
similar signatures.
Image signatures could then be compared for similarity by taking the bitwise
(Hamming) distance between them. This technique can be used as a highly effi-
cient replacement for a cosine similarity calculation in the original feature vector
space. This research used a signature search-engine for searching. The motiva-
tion for using signatures to represent images comes from the fact that computa-
tion time quickly becomes a bottleneck when dealing with large databases and
signature search engines can retrieve results from web-scale collections in millisec-
onds [Chappell et al., 2013]. Topsig [Geva and De Vries, 2011], which is available
in open source, was used to generate and search signatures in our CBIR system.
This research work was concerned with identifying the ability of our approach to
represent and then find images, rather than the signature matching and search-
ing mechanism itself, so in fact, it allowed us to use any signature search engine
regardless of specifications. Our concern was with how well the signatures would
represent the images.
5.3 Indexing
As this research used image signatures as the final image representation, a special
indexing mechanism was not used. So image signatures were kept as a list. Signa-
ture search engines search millions of images in a sequential search. This approach
used a signature search-engine to search image signatures [Geva and De Vries,
2011, Chappell et al., 2013] which is available in open source. Therefore, this ap-
proach inherited the scalability of the signature search engine. As image signatures
were in binary format, signatures were compared by taking the bitwise (Hamming)
distance between them for searching. This technique can be used as a highly effi-
cient replacement for a cosine similarity calculation in the original feature vector
space [Geva and De Vries, 2011].
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Figure 5.6: The Framework of Signature Generation and Searching in CBIR-ISIG sys-
tem.
5.4 Evaluation
5.4.1 Evaluation Measures
The CBIR-ISIG system was evaluated on different datasets using different evalua-
tion measures to study the effectiveness of the approach in CBIR. Experiments were
performed on several general purpose image datasets Wang, Oliva and Torralba
and Flickr25K. Detail of these datasets can be found at Section 3.1.1, Section 3.1.2
and Section 3.1.4.
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Evaluation measures used for the evaluation of the system are precision, recall,
precision at n and ANMRR using equation 3.2, 3.1, 3.3, 3.4 and 3.9 respectively.
R-precision was used evaluate the system on Flickr25K dataset.
AP@n was calculated for the Wang and Oliva and Torralba datasets. AP@20,
AP@50 and AP@100 were calculated for each class to compare with existing sys-
tems.
5.4.2 Selection of Appropriate Block Sizes
As the primary contribution in this work was to provide precise image decompo-
sition method, the precision of different decomposition methods were tested. Four
different experiments were conducted as follows:
Experiment 1: Different sub-image sizes were tested. Sub-image size 16x16,
32x32, 64x64, and 128x128 were tested and found that 16x16 and 32x32 (MAP =
0.575 and 0.602 respectively) resulted in inferior performances compared with other
two. The reason may be that an image size less than 64x64 may be not enough to
extract features. The sub-image size 64*64 provides the best overall. Sub-image
size 128x128 (MAP=0.599) resulted in an inferior performance when compared
with 64x64 (MAP = 0.654). This may be due to lack of information to differentiate
images as available data is not enough to generate descriptive vocabularies. These
experiments concluded that image decomposition with the size of a 64*64 sub-
image is the best to use in a grid-based CBIR among selected sizes. Results of this
experiment on the Wang dataset are demonstrated in the first four columns of the
figure 5.7.a
Experiment 2: As it was found that 64x64 is the best among all the tested
sub-image sizes, overlapping sub-image generation was tested by moving a window
of 64x64. It showed promising performance in retrieval quality with the MAP
of 0.71, which substantially transcended that of the non-overlapping 64*64 sized
sub-images (MAP of 0.654). Result of this experiment on the Wang dataset is
demonstrated in the last column of the figure 5.7.a.
Experiment 3: Without stopping at this stage, grid-based image decompo-
sition was tested. In this experiment images were sub-divided in a 2 by 2 grid, 3
by 3 grid, 4 by 4 grid and 5 by 5 grid. 2 by 2 and 4 by 4 are same as 128x128
and 64x64. Among these image partitioning methods, 3 by 3 grid-based image
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sub-division provided the best performance in the retrieval quality by gaining a
MAP of 0.727 and it is computationally effective than overlapping of sub-images.
Results of this experiment on the Wang dataset are demonstrated in figure 5.7.b.
Experiment 4: The proposed circular image decomposition method which
was described in Section 5.2.3 was tested. Although it performed well (MAP =
0.684), it did not perform as expected. But the MAP of this method only inferior
to the methods of image decomposing by 3 by 3 grid and 64x64 overlapping.
We assumed that this works more effectively with objects as it gave a superior
performance in some classes, like faces and dinosaurs. Result of this experiment
on the Wang dataset is demonstrated in figure 5.7.c.
From all of the image decomposition methods, 3 by 3 grid-based image decom-
position gave the best results (MAP = 0.727). From the results of the experiments
it was concluded that image sub-division to 3 by 3 blocks is the best way to parti-
tion. From this we could say it is better to use a sub-image size around 80x80 for
feature extraction. It must be mentioned that all the images had been taken to
256x256 size during these experiments. MAP of these image portioning methods
on the Wang dataset is as shown in figure 5.7. All the image signatures are of
size 1024 bits and these experiments were done before the feature selection (un-
optimised feature set), as the final target was to find the most suitable sub-image
size.
5.4.3 Selection the Most Suitable Vocabulary Size
Since this CBIR system adapted BoW representation, visual vocabularies should
be made from the extracted features. Therefore, independent visual vocabularies
were generated for each feature. Although a large vocabulary tends to improve
retrieval accuracy, it does not mean that a larger vocabulary definitely leads to
a higher retrieval accuracy. We noted that the retrieval accuracy first increases,
then reaches its best and drops with the increasing vocabulary size. Moreover, vo-
cabularies were fairly small, as the representation was dense. Different vocabulary
sizes were used for the experiment in Section 5.4.2 as we used the most suitable
vocabulary for each case. We only describe the vocabulary generation for the se-
lected representation. After experimenting with different vocabulary sizes, 20 was
selected as the vocabulary size for the Wang and Oliva and Torralba datasets.
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Therefore , the full vocabulary size was 140, as we used seven features. Figure 5.8
shows the average precision variation with the change of vocabulary size.
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Figure 5.8: Mean average precision for different vocabulary sizes on the Wang dataset.
When the size of the dataset increases, the vocabulary size increases in log
scale, and initially without further experimentation with vocabulary sizes for each
dataset we forecasted the vocabulary sizes and . Therefore, we used 40 for the
Corel, Caltech and Flickr databases and 80 for the SUN database. Finally it was
found that the selected values are suitable for those datasets by further experi-
ments.
5.4.4 The Effect of Term Statistics on Effectiveness
In text retrieval, each document is represented by a vector of word frequencies and
apply weights on the vector which depend on the term statistics. As this research
work used BoW representation, the effect of term statistics on the performance
was evaluated. We used well known term frequency - inverse document frequency
(TF-IDF) [Salton et al., 1975], Okapi BM25 (BM25) [Manning et al., 2008] and
Log-likelihood (LL) [Chappell, 2015] by using equations 3.10, 3.11 and 3.12
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Table 5.1: Average Precision (AP) at n with different term statistics on the Wang
dataset with a 1024 bits signature size (AP@n).
AP@n No Stat BM25 LL TF-IDF
20 0.803 0.795 0.806 0.796
100 0.589 0.577 0.597 0.584
Table 5.2: Average Precision (AP) at n with different term statistics on the Wang
dataset with an 8192 bits signature size (AP@n).
AP@n No Stat BM25 LL TF-IDF
20 0.826 0.813 0.827 0.812
100 0.618 0.610 0.625 0.606
Table 5.3: Average Precision (AP) at n with different term statistics on the Oliva and
Torralba dataset with a 1024 bits signature size (AP@n).
AP@n No Stat BM25 LL TF-IDF
20 0.758 0.741 0.766 0.762
50 0.709 0.685 0.713 0.711
100 0.636 0.616 0.645 0.644
Table 5.4: Average Precision (AP) at n with different term statistics on the Oliva and
Torralba dataset with an 8192 bits signature size (AP@n).
AP@n No Stat BM25 LL TF-IDF
20 0.775 0.751 0.776 0.771
50 0.725 0.704 0.731 0.730
100 0.650 0.631 0.658 0.659
respectively for the experiments.
Experiments were carried out on Wang and Oliva and Torralba datasets. Ta-
ble 5.1 and table 5.2 demonstrate performance by applying different term statistics
to the Wang dataset. Furthermore, table 5.3 and table 5.4 demonstrate perfor-
120
Evaluation
mance by applying different term statistics to the Oliva and Torralba dataset. Ac-
cording to the tables, there is an improvement with TF-IDF and Log-likelihood.
Furthermore, Log-likelihood outperforms TF-IDF and Okapi BM25. Therefore,
Log-likelihood works better for these general image datasets. However, according
the results, the increase in performance is only small. This may be because the
vocabulary is fairly small and there are not many frequent words in the documents.
As the improvement is fairly small we did not use term statistics in the system as
we have to sacrifice efficiency to gain this effectiveness. Nevertheless, this is useful
when the database size is getting bigger.
5.4.5 Selection of the Most Suitable Image Signature Size
Signature size provides a trade-off between retrieval quality of retrieval efficiency.
Thus, signature size can be chosen based on the retrieval speed and quality. A
higher or smaller signature size can be selected based on the targeted parameter of
retrieval quality or speed respectively. Hence, a medium-sized signature ensured
the trade-off between the retrieval quality and speed. Different signature sizes
were tested on the Wang dataset in the early stages of this research to study the
behaviour of different feature settings which were not optimised [Chathurani et al.,
2014]. The same signature sizes were tested on the new feature selection, which is
described in Section 5.2.1, and it is shown in figure 5.9. To confirm it, the same test
was run on the Oliva and Torralba dataset with an un-optimised (before feature
selection) feature setting, as well as an optimised (after feature selection) feature
setting.
Table 5.5 and table 5.6 provide a detail explanation. Those tables show how
the AP and MAP varies with the signature sizes on the Wang dataset. Even a
64 bits signature size achieves more than 50% (MAP = 0.55) precision, which
is considerable. Moreover, signatures of 4096 bits - 8192 bits in size achieve the
highest effectiveness. 4480 bits were necessary to represent a typical histogram
with these features and the representation and the proposed approach had achieved
similar performance in quality to the histogram-based results even with a 1024 bits
signature size (histogram-based -> MAP = 0.807 and signature-based with the size
of 1024 bits -> MAP = 0.803).
From these experiments it could be concluded that variation in the performance
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of the retrieval quality with the signature size has a same pattern. Precision was
increased to a certain signature size and then started to decrease the performance.
From this it could be concluded that a large signature size will not provide a
higher performance always, because long signatures may have overlaps at a partic-
ular length. They also require additional processing time for signature generation
and searching. In this thesis initially 1024 bits signature size was used for exper-
iments. However, a 8192 bits signature size was used in CBIR-ISIG system as it
provides good compromise between retrieval quality and speed (retrieval speed will
be discussed in Chapter 8). Average precision against signature size in figure 5.10
shows how precision is increased with the signature size for several datasets and
there cannot be seen any significant improvement after 4096-8192 bits signature
sizes which suggesting that our choice is the most appropriate.
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Figure 5.10: Retrieval effectiveness vs. signature size (AP@20).
5.4.6 The Ability of Signatures in Preserving Similarity
In order to investigate this, some experiments were performed. A seed is used
to generate pseudo-random signatures during random projection. Different seed
values will result in different image signatures for the same image. Therefore, the
hamming distance will be different when searching signatures that were generated
with different seed values. Nevertheless, random indexing is a form of topology
preserving hashing. Hence, images that are similar will have similar signatures even
under different random seeds, and conversely for dissimilar images. Figure 5.11,
figure 5.12 and figure 5.13 depict the mutual distance matrix of signatures as heat
maps that show the distance relationship between images. These heat maps show
the hamming distance from each image to all other images. The image signatures
are grouped by class and the diagonal shows self similarity. All images of the same
class are adjacent. Here, 100 images from the Wang dataset were used to compute
the distance matrix and it comprised of 10 images from each class. The lighter
colour (light yellow) indicate larger hamming distances while the brighter colour
(red) indicates lower hamming distances corresponding to similar images.
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Figure 5.11: Ideal case - Heat map showing the hamming distance for all the similari-
ties for 100 images of (10 image from each class).
Figure 5.11 demonstrates an ideal case where signatures within each class are
identical and signatures from different classes are uncorrelated, while figure 5.12
demonstrates real values from experiments, using three different random number
generator seeds (This image set comprised of images which have high inter-class
variability and less intra-class variability) and figure 5.13 shows a heat map for
another 100 images which have low inter-class variability and high intra-class vari-
ability. In this figure, each class is highlighted by bounding box for assisting recog-
nition. Generally intra-class distance is smaller than inter-class distance which
means that images that are in the same class have signatures that are closer, than
the images outside the class. This can be seen from figure 5.12 and figure 5.13.
There is a block pattern along the diagonal as expected from the ideal case in
figure 5.11. Different seeds will generate different signatures. But regardless of the
seed the intra-class distance and inter-class distance have remained largely sepa-
rated (figure 5.12.a, 5.12.b, 5.12.c have similar pattern). Classes are quite well
separated as demonstrated in the figures although there is still residual confusion.
This is due to the feature overlap. As images share image features, they are not
disjoint resulting in overlap of image signature as can be seen in figure 5.12 and
figure 5.13. While we have not optimised feature selection or engineering, since
it was deemed to be out of scope for this research, we have applied a standard
wrapper-based feature selection as described in Section 5.2.1.
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(a) Seed 0
(b) Seed 1
(c) Seed 2
Figure 5.12: Heat maps for averagely good results showing the hamming distance for
three different seeds. Hamming distance for all the similarities for 100
images of Wang dataset (10 image from each class).
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Figure 5.12 and figure 5.13 demonstrate that the signatures obtained preserve
similarity well. The figures demonstrate that complete process, starting from fea-
ture extraction, through BoW generation and random projection, and, finally bi-
nary image signatures, leads to a representation that is discriminative enough to
support the task of image retrieval by preserving similarly between images.
Figure 5.13: Heat map for set of queries which have low inter-class variability and high
intra-class variability (100 images of Wang dataset, 10 image from each
class).
5.4.7 Retrieval Performance
Retrieval quality of the proposed image retrieval approach was tested on all
datasets. MAP@N (N is the number of images retrieved at a time) was calculated
for the Wang and Oliva and Torralba dataset starting from N=5 until N=100 and
it is shown in figure 5.14. MAP@100 is 0.61 and 0.64 for the Wang and Oliva and
Torralba dataset respectively with the 1024 bits signature size. Both the datasets
achieved more than 50% accuracy in retrieval which is great as a measure.
As the Oliva and Torralba dataset has different class sizes, the retrieval quality
depends on the class sizes. Therefore, an ANMRR measure was calculated for
both the datasets and it is shown in table 5.7. If the ANMRR value is near to
zero, then the system has good potential to retrieve correct images irrespective of
the size of ground truth. ANMRR = 0.1638 and 0. 2333 means that the proposed
approach has good potential.
R-Precision was calculated for the Flickr25K dataset and average R-precision
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Figure 5.14: Mean average precision at N for the Wang and Oliva and Torralba
datasets with 1024 bits signature size.
Table 5.7: ANMRR measure of the proposed approach for the Wang and Oliva and
Torralba datasets.
Dataset ANMRR
Wang Dataset 0.1638
Oliva & Torralba Dataset 0.2333
was calculated at the end and it is 0.284 and R-precision for each class, as shown
in table 5.8. It shows the coverage of each class as a percentage and the number of
images in each class along with the R-precision. Here R is the number of relevant
images to the topic. We used R-precision for this dataset as the system could
easily achieve high values for MAP@20 (100%) and MAP@100 (99.49%), as the
class sizes are bigger and the classes have many overlaps. Thus, there is a greater
possibility to get correct images in first of the top-ranked list itself.
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Table 5.8: R-precision of the Flickr 25K dataset. Here most of the images are classified
in several classes.
Category Coverage from whole set (25000) No Of Images R-Precision
animals 13% 3216 0.26
baby 1% 259 0.06
baby r1 0% 116 0.05
bird 3% 742 0.1
bird r1 2% 484 0.07
car 5% 1177 0.19
car r1 2% 380 0.08
clouds 15% 3700 0.37
clouds r1 5% 1350 0.21
dog 3% 684 0.1
dog r1 2% 590 0.09
female 25% 6184 0.48
female r1 16% 3982 0.38
flower 7% 1823 0.17
flower r1 4% 1077 0.1
food 4% 990 0.14
indoor 33% 8313 0.45
lake 3% 791 0.15
male 24% 6081 0.48
male r1 15% 3647 0.38
night 11% 2711 0.5
night r1 3% 669 0.24
people 41% 10373 0.59
people r1 31% 7849 0.53
plant life 35% 8763 0.59
portrait 16% 3931 0.37
portrait r1 15% 3829 0.36
river 4% 894 0.18
river r1 1% 149 0.05
sea 5% 1322 0.22
sea r1 1% 214 0.08
sky 32% 7912 0.52
structures 40% 9992 0.68
sunset 9% 2135 0.28
transport 12% 2895 0.35
tree 19% 4683 0.43
tree r1 3% 668 0.12
water 13% 3331 0.38
Average Precision 0.284
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The top 20 retrieved results for some queries are shown in the figure 5.15,
covering Wang dataset and Oliva and Torralba dataset. In those images, almost
all are correct matches, in the first 20 except for one or two mismatches. These
results are for 1024 bits signature size. From this, we can see that even with the
1024 bits signature size it has achieved a good performance. Up to now, we used
the 1024 bits signature size for evaluation and we selected a 8192 bits signature
size as we required to maintain a good retrieval performance while maintaining the
speed for the CBIR-ISIG system.
Even though evaluations were carried out on different datasets to highlight
the system’s effectiveness as above, we compared our systems only against other
state of the art solutions for which evaluation results were available on the same
datasests used here for evaluation, i.e. Wang, Corel, Oliva nd Torralba. AP was
calculated at the first 20 and the first 100 for the Wang dataset and at 50 for the
Oliva and Torralba dataset in the comparison. We used these measures specifically
to compare against available systems as those systems have used AP@20, AP@50
and AP@100 to evaluate retrieval performance. Retrieval quality was compared
with existing systems, namely block-based retrieval using local binary patterns
[Takala et al., 2005], block-based retrieval using a combination of colour, texture
and shape features [Hiremath and Pujari, 2007a], CBIR based on combination
of colour, texture and spatial features [Lin et al., 2009] SIFT-LBP [Yuan et al.,
2011b], retrieval based on colour and shape features [Saad et al., 2011], histogram-
based image retrieval [Mansoori et al., 2013], retrieval using colour, texture and
shape features with the support of SVMs [Hiwale et al., 2015] and CBIR with the
combination of both global and local descriptors [Douik et al., 2016] for AP at 20
on Wang. Moreover, AP at 100 on Wang was compared with SIMPLICITY [Li
et al., 2000], FIRM [Chen and Wang, 2002], image retrieval using salient points
(salient points detected by Harris Comer Detector (SP by HCD), colour salient
points (CSP)) [Hiremath and Pujari, 2008], edge based retrieval [Banerjee et al.,
2009] and retrieval using ripplet transform [Chowdhury et al., 2012]. Additionally
retrieval quality on the Oliva and Torralba dataset was compared with a system
which has used the bag of regions for retrieval [Gokalp and Aksoy, 2007] for AP
at 50. These systems were selected due to the fact that those systems have used
Wang and Oliva datasets for evaluation.
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(a) Buses
(b) Buildings
(c) Highway
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(a) Beach
(b) Dinosaurs
(c) Forest
Figure 5.15: The top 20 images covering some queries in the Wang dataset and Oliva
and Torralba dataset with the 1024 bits signature size (top left is the
query image.) [Chathurani et al., 2015a]
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Table 5.9 and table 5.10 shows the performance comparison with the existing
systems for AP@20 and AP@100 based on the Wang dataset. Table 5.11 shows the
performance comparison with an existing region-based approach for MAP@50 on
the Oliva and Torralba dataset. The highest value of each class from the compared
systems are bolded in all the tables.
When we consider the results in table 5.9, table 5.10 and table 5.11 signifi-
cant test cannot be computed to see the performance improvement over the other
systems as results for each query is not given instead mean average precision of
each class. In table 5.9 the proposed CBIR-ISIG system (last column) shows the
highest average precision for half of the classes and generally averages are higher.
According to the table 5.10 the proposed CBIR-ISIG system (last column) shows
the highest average precision for most of the classes among compared results.
Table 5.11 demonstrates that CBIR-ISIG system (last column) have the highest
average precision for most of the classes.
Compared results show that the proposed approach has a high ability to retrieve
correct images, as it shows much improved MAP over the other systems. MAP of
the proposed system is the highest for all cases (MAP@20 = 0.83 and MAP@100
= 0.62 for the Wang dataset and MAP@50 = 0.73 for the Oliva and Torralba
dataset) [Chathurani et al., 2015a,Chathurani et al., 2016a].
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Table 5.11: Average Precision (AP) of each class along with whole dataset (Oliva and
Torralba) with performance in the literature (AP@50).
Class Region-based CBIR-ISIG
[Gokalp and Aksoy, 2007] [Chathurani et al., 2016a]
Coast (beach) 0.84 0.63
Country side 0.50 0.50
Forest 0.76 0.85
Mountain 0.80 0.73
Highway 0.62 0.75
Street 0.44 0.94
City centre 0.38 0.67
Tall buildings 0.73
Average Precision 0.62 0.73
5.5 Application
5.5.1 Content-Based Image (Object) Retrieval with
Rotational Invariant Bag-of-Visual Words
Representation
This research work tried to achieve rotational invariant feature representation using
global descriptors. This section describes the proposed Rotation Invariant Bag of
Words (RIBoW) model using circular image decomposition. This divides each
object into similar sized parts starting from the centre by assuming that all the
objects are in the centre of an image. Objects stay in the middle of an image
in most cases. In some cases that this assumption will not work and this can be
confirmed by looking at figure 5.22, figure 5.23 and figure 5.20.
Unlike spatial pyramid matching (SPM), this method used signature-based
representation which can be extended this work for large scale datasets. This
proposed approach was evaluated using two standard datasets. This will work
especially when objects stay in the middle and is suitable for nearest neighbour
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detection in those kind of images as it has good early precision.
5.5.2 Background Work
During the past decade, the BoW approach has achieved popularity in the fields
of classification (object, scene) and retrieval (image, video) in CBIR [Sivic and
Zisserman, 2003,Lazebnik et al., 2006,Aman et al., 2010,Rahat et al., 2012,Yuan
et al., 2011b, Csurka et al., 2004, Torralba et al., 2008a] because of its simplicity
and good relative performance. This approach was introduced by Sivic and Zis-
serman [Sivic and Zisserman, 2003] to the computer vision community and was
inspired by BoW model in text document retrieval. The BoF approach is anal-
ogous to BoW representation in text document retrieval. BoW representation is
also suitable for large databases as it scales efficiently to large collections, and the
approach is flexible with geometry deformations and viewpoints and it provides
vector representation for sets. Finally, it provides a compact summary of image
content. In the BoW approach in CBIR, the visual vocabulary or visual code-
book is formed by clustering image features that are extracted from images in the
database. Firstly, similar features are gathered together where each cluster centre
stands for a visual word. After that, feature vectors are mapped to those visual
words and each image is represented as a histogram of visual words which provides
the occurrence of each word that appears in an image. Though BoW has these
advantages, it has its disadvantages too, as it discards spatial information which
severely affects the retrieval performance.
Spatial location is useful in region classification. Even though spatial location
is simply defined as top, bottom, left and right, it is still important to differentiate,
for an example, sky from sea. But their colour and texture may be same. Spatial
information can be included in BoF by spatial pyramid structure to improve the
efficiency of the BoF approach and it has gained superior performance in classifica-
tion and retrieval applications [Lazebnik et al., 2006,Yang et al., 2009]. A spatial
pyramid is a collection of order-less feature histograms computed over cells defined
by multi-level recursive image decomposition. At level 0, the decomposition con-
sists of just a single cell, and the representation is equivalent to a standard bag of
features. At level 1, the image is subdivided into four quadrants, yielding four fea-
ture histograms, and so on [Yang et al., 2009]. It is found that for strong features,
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image subdivision till level 2 is enough and there is no performance improvement in
level 3 because it is too finely subdivided and it yields too few matches [Lazebnik
et al., 2006]. Figure 5.16 shows the spatial pyramid representation for two levels.
Figure 5.16: A schematic illustration of the spatial pyramid representation.
Finally, feature vector is generated by combining all the histograms in differ-
ent levels and it is named as the Pyramid Histogram Of visual Words (PHOW).
Pyramid matches works by placing a sequence of increasingly coarser grids over
the feature space and taking a weighted sum of the number of matches that occur
at each level of resolution. At any fixed resolution, two points are matched if they
fall into the same cell of the grid. Matches found at finer resolutions are weighted
more highly than matches found at coarser resolutions because higher levels pro-
vide more precise representation than lower levels [Yang et al., 2009]. However,
the SPM cannot handle the translation, rotation and scale variance of an image,
though it encodes spatial information.
Recently, a rotation and scale invariant BoW model was proposed for CT
colonography [Aman et al., 2010]. But this invariance has been achieved by a
feature descriptor that is used to extract features. It has used the SIFT, feature
which has the property of invariant to rotation and scale.
Recently, another method has been proposed [Rahat et al., 2012] to incorpo-
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rate spatial orientations of visual word pairs to improve retrieval performance. A
spatial distribution of words is represented as a histogram of orientations of the
segments formed by pairs of identical visual words (PIW). It has shown competitive
performance in comparison with the SPM approach and other existing methods
which incorporate spatial information. Even though this approach outperforms
other existing methods, this method is only invariant to translation and scale but
not to rotation.
5.5.3 Image Features
Local feature detectors and descriptors like Scale Invariant Feature Transform
(SIFT), and Speeded Up Robust Features (SURF) which detect a number of in-
terest points from an image, have been used in all the BoW approaches [Csurka
et al., 2004, Yuan et al., 2011b] and the number of points may be a thousand or
more than that. In contrast, the proposed RIBoW method uses global descriptors
to generate BoW using sub-images which generate less data compared with local
descriptors.
Different low-level features were used as a combination of colour, texture and
shape as described in Section 5.2.1.
5.5.4 Vocabulary Generation
It was necessary to cluster the image features in this research. K-means is one of
the simplest and the best-known unsupervised clustering algorithms that can be
easily implemented for feature vocabulary generation. So visual vocabularies were
generated by using the extracted features by feature descriptors from sub-images
using K-means. Independent visual vocabularies were generated for each feature.
As the main target was to achieve rotation invariance, circular image decomposi-
tion method, which we proposed in [Chathurani et al., 2015a] (Section 5.2.3), was
used. Each image was partitioned in to eight sub-images as shown in figure 5.17.
Then features were extracted from each sub-image using seven features. Firstly,
features were extracted from the image database using this image decomposition,
and a feature database was generated. Then seven independent visual vocabularies
were generated. Here, the size of the visual vocabulary was 20 for Wang dataset
and 40 for Caltech dataset and it is smaller compared with other methods which
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have used the interest points [Aman et al., 2010,arszalek and Schmid, 2006,Yang
et al., 2009].
Figure 5.17: Circular image decomposition method.
5.5.5 Image Representation
The target of this proposed method was to achieve rotation invariance. So the BoW
representation is different from typical representation. In a typical representation
the order of sub-images is not taken into consideration, while in spatial repre-
sentation it is. But spatial representation cannot handle the rotation invariance.
This research work proposed a shifting operation to achieve rotation invariance.
As shown in figure 5.18, figure 5.18.b is a rotated image of figure 5.18.a and fig-
ure 5.18.a is the un-modified image. When considering the distance, the measures
of a.1 and b.1 histograms are different but the proposed operation has achieved
the same histogram for both the image as shown in a.2 and b.2. As shown in
figure 5.18, it has achieved the property of rotation invariance.
The process of generating RIBoW representation is as given below:
Step 01: N features from all the sub-images in the datasets were extracted
by decomposing images, as shown in figure 5.17. N is the number
of features used.
Step 02: The extracted data of each feature was clustered using K-means. In-
dependent vocabularies were generated (codebook size is represented
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Figure 5.18: The new BoW representation method against the typical BoW representa-
tion method on rotation variance of an image. (a) the sample unmodified
image, (b) the rotated sample image, (a.1 and b.1) the typical BoW rep-
resentation of an unmodified image and the rotated image (the distance
is measured from zero to the sub-image), (a.2 and b.2) the proposed
representation of an unmodified image and the rotated image (ordered
according to the distance from zero to the sub-image).
by K).
Step 03: Feature fi from each sub-image of an image was extracted to repre-
sent each image using BoW representation (here fi is used to repre-
sent features and i is the feature index where i = 1, 2, ..., N ). While
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doing so, the distance was found from zero vector to the feature
vector, as shown in equation 5.3.
disti k = dist(fi, 0) (5.3)
Here disti k is the distance from zero to feature fi of sub-image k ,
where k is the sub-image index and k = 1, 2, ..M , M is the number
of sub-images in an image;
Step 04: If the disti k ≤ disti k+1 shifted the fi up.
Step 05: Processed step 03 and 04 until k = M . Then the sub-images were
in an order ( disti k ascending) of the full image.
Step 06: The nearest cluster centre to each sub-image was found in the given
feature using a nearest neighbour search, then the cluster centre was
assigned.
Step 07: All the images in the database are processed for feature fi. using
step 03 to 06.
Step 08: The above process was applied to all the features and the final BoW
representation was generated. Each sub-image was represented us-
ing a feature index and cluster index which we proposed in Sec-
tion 5.2.3 [Chathurani et al., 2014] as shown in equations 5.1 and 5.2.
Step 09: After the generation of BoW representation, signatures were gen-
erated for each sub-image, and then the generated signatures were
used to generate a signature for the full image.
The order of sub-images in each image was taken into account when generating
the final full image signature, as we required to achieve the property of rotation
invariance.
5.5.6 Indexing and Searching
The final outcome of this method were binary image signatures and we kept them
as a list, for sequential search. Hamming distance was used as a distance mea-
sure to find the similarity between images. The motivation to use signatures in
representing images comes from the fact that computation time quickly becomes
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a bottleneck when dealing with large databases and signature search engines can
retrieve results from web-scale collections in milliseconds. So this representation
can be used for large scale datasets.
5.5.7 Experimental Results
To evaluate the effectiveness of the proposed RIBoW approach, experiments were
performed on the general purpose Wang dataset. As we were targeting specifi-
cally object retrieval, the large Caltech 256 object dataset was used to validate
the system further. Detail of these datasets can be found at Section 3.1.1 and
Section 3.1.3.
Experimental setup
All the compared BoW representations were implemented. We used the same
codebook size for all the BoW representations with size K = 20 and K = 40, and
the same features were used for evaluation. A standard histogram was generated
by a 4 by 4 image decomposition. A three level pyramid was used (1 * 1, 2 * 2, 4
* 4) for SPM. Euclidean distance was used as the similarity metric for Histogram
and SPM approaches, and Hamming distance was used as the similarity metric for
signature-based representation. It must be noted that searching speed was much
faster (in millisecond scale) than other compared approaches. Feature extraction
time was nearly similar for all the cases as the same features and the same number
of sub-images were used.
The most common evaluation measure in information retrieval is precision and
it was calculated using equation 3.2. The proposed RIBoW approach was compared
based on average precision by evaluating the top 20 retrieval results. A retrieved
image was considered a correct match if and only if it was in the same category as
the query image.
Results
Figure 5.19 shows the comparison of retrieval performance (AP@20) for different
BoW approaches on the Wang dataset. It has shown that the simple standard
histogram based representation has the worst performance (AP - 0.62). SPM BoW
representations scores next (AP - 0.66) and RIBoW (Invariant Circular) achieves
the highest (AP - 0.73). From these results it can be concluded that RIBoW
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representation is superior to the typical histogram-based method and SPM. This
can be extended for very large datasets by using local feature descriptors as they
provide a large amount of data points per image.
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Figure 5.19: Performance comparison with different BoW approaches with RIBoW on
the Wang dataset (AP@20).
Figure 5.20 shows the top 20 search results for some queries on the Wang
dataset. In the top left is the query image. From that we can see that the
performance is much higher for images with objects (figure 5.20.b, figure 5.20.c,
figure5.20.e, figure 5.20.f - 20 out of 20) than scenery and cluttered images (fig-
ure 5.20.a - 16 out of 20, figure 5.20.d - 15 out of 20 ). When comparing results it is
seen that the performance is higher for classes of images with objects than scenery.
Therefore, this method will work very well for object-based image retrieval as we
assume all the objects are towards the centre of an image.
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(a) Beach
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Figure 5.20: Search results of the RIBoW system for some queries on the Wang dataset
(the query image is the top left most one). We can see that the perfor-
mance is much higher for images with objects (figure b, c, e, f - 20 out of
20) than scenery, and cluttered images.
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Figure 5.21 shows the comparison of AP @ 20 on Caltech 256 dataset. It
shows that the simple standard histogram-based representation has the worst per-
formance (AP - 0.085). SPM BoW representations scores next (AP - 0.113) while
RIBoW (Invariant Circular) achieves highest (AP - 0.147). Even though the per-
formance for this dataset is 0.147, it is substantially higher compared with other
approaches. When we considered the performance of each class separately, some
classes had higher performances (ex: less clutter, bigger objects) while some had
lower (ex: cluttered, small objects with different backgrounds).
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Figure 5.21: Performance comparison with different BoW approaches with RIBoW on
the Caltech dataset (AP@20).
Figure 5.22 shows the results of some queries on Caltech 256 dataset which
had higher retrieval performances. From that, it is seen that the proposed RIBoW
approach has good potential to retrieve similar images. Except for the first row,
all the images are relevant to the query image in the figure. Figure 5.23 shows an
example of the retrieval results of a query for different BoW approaches. Relevant
images are clicked as Y (yes) under the image. This figure further illustrates
that the proposed RIBoW approach is much better when compared with BoW
approaches. Circular representation provides correct results in five out of five
top-ranked images but invariant circular representation (RIBoW) provides more
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semantically similar images.
Figure 5.22: Search results of the RIBoW system for some queries (some classes which
achieved higher retrieval performance) on the Caltech 256 dataset (query
image is the first one).
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Figure 5.23: Search results for a query on the Caltech 256 dataset. Each row shows
the top-ranked outputs produced by different BoW approaches, and the
relevant ones are ticked.
5.5.8 Section Summary and Conclusions
A simple rotational invariant bag of visual feature approach is proposed based
on circular image decomposition and binary signatures. It was found that the
proposed approach has good potential to retrieve correct images, especially objects.
The proposed approach was validated using two general datasets. Unlike other
BoW representations, this approach can be extended to large datasets, as this
can handle scalability issues due to signature-based representation. The proposed
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approach showed superior performance in retrieval quality relative to standard
histogram, SPM and circular invariant representation.
5.6 Chapter Summary and Conclusions
This research initially found the most suitable building block to extract features
and then proposed another image decomposition method which was used for ro-
tational invariant object retrieval by outperforming typical representations later.
The most suitable image feature combination was found using leave-one-out fea-
ture selection. Sub-image is the main building block of this research and hence
it was characterised by colour, texture and shape features using BoW with the
feature index and the index of the nearest cluster centre. Then RI was introduced
to CBIR by applying RI on the generated file of symbolic representation. Re-
trieval quality was depended on signature size and the one factor that influenced
the retrieval speed also was signature size, which will be discussed later in this
dissertation. 8192 bits signature size showed better retrieval performance while it
balanced the trade-off. Therefore, an 8192 bits signature size was used in the sys-
tem. Then the system was empirically evaluated to compare with existing systems
and it outperformed them in retrieval quality. Finally, a rotation invariant bag of
word approach was proposed using the binary image signatures and was evaluated
on several datasets to show the effectiveness of the proposed approach.
After all the experiment, we wanted improve the retrieval quality of the system
by reducing semantic gap by applying relevance feedback to the existing signature-
based system. Then we could be able to propose a rank based pseudo relevance
feedback scheme which will be introduced in Chapter 6. First pass retrieval results
from this chapter were used to evaluate the proposed relevance feedback approach.
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CBIR with Pseudo Relevance
Feedback
Chapter Organisation
The main objective of this chapter is to show the application of Relevance
Feedback (RF) approach into the Image SIGnature-based, Content-Based
Image Retrieval (CBIR-ISIG) system to improve retrieval performance. A
simple introduction about RF and brief overview of the CBIR-ISIG system
is given in the Section 6.1 and 6.2 respectively. Details about the design and
implementation of the proposed Rank-Based Pseudo Relevance Feedback
(RB-PRF) approach is provided in Section 6.3. Performance evaluation
of the system, parameter settings and analysis of results are provided in
Section 6.4. The chapter summary and conclusions are included in Sec-
tion 6.5. The original contributions discussed in this chapter resulted in
publication (v) in the List of Publications. The RB-PRF approach was
used here to improve the retrieval quality obtained using the binary image
signatures, proposed in Chapter 5.
6.1 Introduction
Relevance feedback refers to the online processing algorithm which interacts with
the user of the search engine. The use of RF requires a user to provide the feedback
(FB). This requirement has the following implications for situations in which RF
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can be used:
• An increase in the amount of effort required from the user in order to
interact with the search engine; user time demands per iteration are high.
• Systems that make use of RF can only be used in the context of interactive
queries and cannot be used for automatic processing.
This precludes the use of, and limits the effectiveness of, using actual RF in many
situations. However, even in cases where explicit user feedback is not available,
some aspects of the RF approach can be used by making the often reasonable
assumption that the first pass results returned by the search engine will include a
sufficiently large number of images that match the user’s information need. The
system then makes use of that set of top-ranked initial results as if it were actual
positive feedback provided by the user. This technique is often referred to as
Pseudo-Relevance Feedback (PRF). The assumption is that despite being noisy
feedback, it will still help (promote) pick up missed relevant documents in the
initial retrieval list.
Some techniques used in CBIR for RF include query point movement [Cui
and Zhang, 2007, Su et al., 2011a], re-weighting feature vector [Jing et al., 2002,
Su et al., 2011a], support vector machine [Wu and Yap, 2006, yi Lee and Lee,
2013,Yap and Wu, 2007], neural networks [Wang et al., 2006,Ko and Byun, 2002]
and statistical learning [Rahman et al., 2007]. Among these approaches, the
use of query point movement and feature vector re-weighting are the most widely
used methods in RF. This latter method shares similarities with the proposed
RB-PRF approach. Feature vector re-weighting techniques update the weights of
feature vectors using heuristics so as to emphasise the components that are most
shared among relevant images. This may help to retrieve relevant images, while de-
emphasising those components which appear more commonly in irrelevant images.
Unlike the proposed RB-PRF method, most feature vector re-weighting techniques
consider real-valued vectors rather than binary signatures, as shown in this thesis,
and they further require access to collection statistics to perform the query update.
Motivated by the concept of PRF, the RB-PRF approach is proposed to im-
prove retrieval performance by applying PRF on binary image signatures. PRF is
not a new concept. However, two new contributions are made to the traditional
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method - the first is the original use of document signatures directly in feedback
processing, as opposed to traditional approaches which return to the original im-
ages (or documents). The second is the incorporation of the rank order of the
initial results in utilising feedback to re-rank the results rather than assuming
equal importance, which is performed in the traditional methods. In addition, this
provides faster retrieval performance in feedback by considering only a subset of
the full dataset for comparison.
Image representation is derived through sub-image decomposition, and a full
image signature is generated by the sub-image signatures. Image signatures are
fixed length binary strings derived through a form of locality sensitive hash-
ing [Geva and De Vries, 2011]. The derivation of an image signature from an
image feature is described in Chapter 5. Sub image signatures are generated from
low-level features of each sub-image.
A retrieved image list of length K, (much smaller than the collection size)
which is small enough to be practical, is re-ranked through RB-PRF by using
the top N image signatures as relevant image signature examples and the bottom
N as non-relevant examples, where N << K. K is selected to be large enough
that it can be assumed that the bottom N results are unlikely to be relevant, yet
small enough to ensure that the bottom N results are still similar to the query
signature, albeit irrelevant. The entire feedback-based re-ranking is performed
in signature space. Returning to the original image representation, as done in
conventional PRF, is not necessary here. Here we re-rank only the retrieved list
of first K binary image vectors against the generated feedback signature. Results
presented here show that RB-PRF achieves effective and efficient RF in CBIR and
a considerable improvement in retrieval performance over earlier approaches.
The RB-PRF technique deviates from traditional CBIR approaches as it works
directly with image signatures, rather than image features. Signatures are locality-
sensitive hashes (binary strings of fixed length) which are used to represent images
for the purpose of searching [Faloutsos and Christodoulakis, 1984, Chappell and
Geva, 2015]. Furthermore, in our implementation of the RF mechanism, the top-
ranked signatures are already resident in memory and thus there is no need to
work with the original documents at run time. The use of signatures and the
allocation of resident memory for their storage allow for an extremely efficient
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retrieval method, both in terms of memory usage and run-time. In addition,
RB-PRF explicitly incorporates the original rank of the results used as implicit
relevance indicators, thus deviating from the common use of PRF that ignores the
rank positions of the feedback documents.
As PRF is an unsupervised learning process, it cannot be guaranteed that the
top-ranked images are all relevant. If the initial CBIR system output is better,
the re-ranked results with PRF are usually better still; conversely, if the CBIR
system provides poor initial results, the re-ranked results with PRF could lead
to worse results because of the noisy/off-topic image feedback. The CBIR-ISIG
system which was proposed in Chapter 5, shows significant performance, suggest-
ing that searching the initially retrieved list using RB-PRF can lead to potential
improvement in performance.
Extensive experiments have been carried out to study the behaviour and opti-
mal parameter settings of this approach. Empirical evaluations based on standard
benchmarks (Wang, Oliva and Torralba, and Corel datasets) demonstrate the ef-
fectiveness of the proposed approach in improving the performance of CBIR in
terms of recall and precision. Before going further into the detail description
about the feedback approach, a brief overview of the CBIR-ISIG system is given
in Section 6.2.
6.2 First Pass Retrieval
Image signatures are used in the retrieval process and it is found that signatures of
4K-8K bits in size are sufficient to achieve effective improvements over the baseline
retrieval method, while substantially reducing the run-time of the retrieval process
which is described in Chapter 5. Furthermore, according to figure 5.9 in Chap-
ter 5, it can be seen that larger size signatures results in diminished performance
quality and an 8K bit signature size is optimal, as it a is good compromise between
signature size and quality. The longer the signature size, the slower the searching
process. The Hamming distance is used to search images and it is effective since it
can be performed with compact low level machine instructions. A full description
of image signature generation is provided in Chapter 5 and brief overview of the
system can be taken from figure 6.1.
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Figure 6.1: Process of binary image signature generation.
6.3 Pseudo Relevance Feedback Approach
At the query time in RB-PRF the search initially produces a list of images with
signatures ranked from the most similar to the query signature, to the least similar.
The top-ranked K signatures are then used in RB-PRF process. RB-PRF takes the
resulting list L, L = {Ii}Ki=1, where K is the size of retrieval list, from the initial
search. Then binary vectors of the top N (the size of the PRF list) signatures
and bottom N from the initial result list L (K binary vectors) are considered as
relevant and irrelevant respectively, to generate a feedback signature. Each selected
signature is represented by values of {−1, 1} with 1 - bits being interpreted as 1
and 0 - bits interpreted as -1 as described in the Section 5.2.4. Theoretically, they
are represented as sequences of 1 and −1, but computationally ,they are stored as
sequences of 0-1 bits. Binary signatures are transformed into real valued vectors
as a weighted linear combination of the feedback signatures, weighted by rank,
with negative feedback ranked in reverse order. Each vector is multiplied by the
scaling factor S, such that the signatures that are closer to the top of the list
contribute more to the new real valued signature. The scaling factor S is defined
as in equation 6.1 S = e−(i−1)∗(
i
W∗N ) (6.1)
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Where N is the number of signatures being sampled and i is the rank of the
signature in the initial results list (i = 0, ...., N − 1). The term w is a decay factor
determined empirically; the value 3 of S was found to be best in our experiments
(see figure 6.7 in Section 6.4). The results are not very sensitive to the value of
w, which determines how fast the feedback from images decays with rank and
this value works well over a wide range of collections and experiments. The feed-
back vectors are then added together, independently and specifically, two separate
feedback vectors are generated - one from the pseudo-relevant signatures and one
from the pseudo-irrelevant signatures. The vector generated from the irrelevant
signatures is then subtracted from the vector generated by the relevant signatures.
Finally, the vector is ”squashed” back to a binary representation {1, 0} simply by
taking the sign bit. The resulting binary signature is the feedback signature. The
signatures in the result list that are to be re-ranked are then sorted according
to the Hamming distance from the new feedback signature. Note that the entire
re-ranking process takes place in signature space without ever going back to the
original image features. Furthermore, the initial list of signatures that are being
re-ranked is already in memory following the initial search process, so the process
is computationally efficient.
This method, which is different from classic Rocchio’s algorithm, is concerned
with identifying terms that have significant correlation between relevant results and
irrelevant results. It adds search terms from the relevant documents, ostensibly
giving greater weight to documents that share similarities with the set of relevant
documents and lesser weight to documents that share similarities with the set of
irrelevant documents [Rocchio, 1971, Ishikawa et al., 1998, Lu et al., 2000, Shaw,
1995]. A full document level representation is used in the new RF approach and
it does not require to go back to the original document to collect term statistics,
which is much simpler than the Rocchio algorithm. Furthermore, in our algorithm
the top-ranked signatures are already memory resident and there is no need to work
with the original document on the fly, which keeps our algorithm computationally
efficient.
Figure 6.2 provides a detailed description of the RB-PRF process. Suppose
that the PRF list size is 5 (N = 5) and further suppose that signature size is 4-bit
in PRF approach as shown in figure 6.2.a. These are converted to real valued
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Figure 6.2: Toy example to show the process of PRF using a toy dataset with signature
size four bits and sample size (N) five (which are considered as relevant).
vectors as shown in figure 6.2.b, and multiplied by the scaling factor S using
equation 6.1 (N = 5 in this example and i is from 0 to 4 in these signatures).
Figure 6.2.c shows the process of scaling and figure 6.2.d shows the results. The
scaling formula used here ensures a smooth decay of feedback with increased rank
position and was chosen after experiments with cross-validation. Scaling performs
significantly better compared with the method without scaling. Vectors are added
and subtracted, as shown in figure 6.2.e. Finally, a binary image signature is
generated, as shown in figure 6.2.f. This is then used to re-rank the initial search
results. If you need further details to understand how the scaling factors varies with
w and i, refer Figure 7.8, which shows values of scaling factor (S) with variation
of w as a function of i.
6.4 Evaluation of the Pseudo Relevance
Feedback Approach
Different experiments were carried out on the proposed RB-PRF to study its be-
haviour and effectiveness. All the experiments, evaluation methodologies and re-
sults are described in this Section.
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6.4.1 Evaluation Measures
The RB-PRF approach was evaluated on different datasets using different evalua-
tion measures to study the effectiveness of the approach in CBIR by considering
retrieval quality. Experiments were performed on several general purpose image
datasets Wang, Oliva and Torralba and corel. The details of these datasets can be
found at in Section 3.1.1, Section 3.1.2 and Section 3.1.5.
The evaluation measures used for the evaluation of the system are precision,
recall and precision at n using equations 3.2, 3.1, 3.3 and 3.4.
Three evaluation methods of full ranking, freezing and residual ranking were
used to empirically evaluate the proposed RB-PRF approach as described in Sec-
tion 3.3.
AP@n was calculated for the Wang and Oliva and Torralba datasets. AP@20,
AP@50 and AP@100 were calculated for each class to compare with existing sys-
tems. RB-PRF was compared with the baseline signature-based system (CBIR-
ISIG), and with existing systems from the literature. The system used for evalua-
tion is shown in figure 6.3. It may be noted that we do have proxy for both positive
feedback and negative feedback in our approach, as mentioned in Section 6.3.
The RB-PRF system was evaluated with different settings to study how they
affect its behavior, including the sampling and re-ranking of different portions of
the result lists. 8K bit signatures were used, as these were found to produce a
good trade-off between efficiency and precision.
6.4.2 Evaluation Methodology and Results
First, we explored the role of scaling factor (S) and (w) values on the effective-
ness of our RB-PRF. This enabled us to set effective parameters for use in the
experiments. The scaling factor was used to generate the feedback signature from
selected images by incorporating their rank in the list. Several empirical scaling
functions were experimented with, all modelled as decaying functions of increased
rank positions, hence attributing greater importance to top-ranked results. Fig-
ure 6.4, figure 6.5 and figure 6.6 show the MAP results obtained by varying scaling
factor functions on the Wang, Oliva and Torralba, and Corel datasets (these results
were obtained with signatures of 8K bits in size).
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Figure 6.3: CBIR-ISIG system with PRF. Images are initially ranked using binary
image signatures and then re-ranked with the PRF before the final results
are shown to the user.
1/(hamming distance), 1/sqrt(hamming distance) 1/exp(i) gives exactly the
same results as the original query in the figures because exp(−1) is greater than
the sum of all the values from exp(−1) to exp(−∞). Therefore, the first matching
signature dominates the retrieval quality. Precision by applying scaling factors
of 1/(hamming distance) and 1/sqrt(hamming) is also dominated by the first
matching signature if the hamming distance is 0 for the first match. Moreover,
if the difference between first match and the next is bigger, the first matching
signature may overshadow every other feedback signature. S = 1 gives equal
importance to all the feedback signatures and the result was drastically reduced
when the feedback sample size was increased because all the images that were
considered relevant may not have been relevant, according to the classification.
Results for 1/sqrt(i) reduced more quickly when the feedback sample size was
increased than 1/i as it gave undue importance to latter images in the feedback
sample. According to these figures e−(i−1)∗(
i
3∗FB sample size ) scaling function gave the
best performance. There are various goals to be balanced in the scaling function.
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First of all, we want the higher-ranked (lower i) results to contribute more to the
feedback signature than the lower-ranked results, but not so much so that the
lower-ranked results are entirely invalidated by the higher-ranked results. Next,
we want the gap between ranks to increase with the increasing rank, so that it does
not face the problem you see when using a linear function, with a lot of low-ranked
results out-voting (or rather, adding noise to) a consensus among the high-ranked
results. An exponential decay factor helped adjust that. Therefore, we proposed
the scaling function with exponential decay for the RB-PRF system, as shown in
Equation 6.1.
We experimented with the w in the scaling factor S to find the most suitable
value for this RB-PRF. Figure 6.7 shows the average precision for the changing w
value on both the Wang and Corel datasets. It demonstrates that w = 3 gives the
best output. Therefore, w = 3 was used in the RB-PRF system. However, the
results are not very sensitive to the value of w.
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Figure 6.4: Precision vs scaling factor on the Wang dataset.
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Figure 6.7: Performance variation with the change of w in the scaling factor(MAP@20)
on the Wang and Corel datasets. Here feedback sample size is 20 with 8K
signature size.
Secondly, the effectiveness of the RB-PRF method as a function of feedback
sample size and the re-rank result list size was analysed. Figure 6.8.a and fig-
ure 6.8.b show the comparison of MAP and AP@20, and figures 6.9.a and fig-
ures 6.9.b show the comparison of MAP, AP@100, from no feedback to feedback
size 50 on the Wang dataset and Oliva and Torralba dataset with the changing size
of the re-rank list size from 20 to 500. Entries in the legends are listed from top to
bottom according to the order of performance from best to worst in each figure.
Figure 6.8.a shows a MAP increase of 3.0% from no feedback to PRF for the Wang
dataset, and a MAP increase of 2.5% for the Oliva and Torralba dataset as shown
in figure 6.8.b. The behaviour of the PRF on both the datasets are quite similar.
The Wang dataset MAP peaks at 0.856 at top-15 feedback and the Oliva and Tor-
ralba dataset peaks at 0.798 at top-15. Figure 6.9.a shows a MAP increase of 7.5%
from no feedback to PRF (0.694) on the Wang dataset and 4.5% for the Oliva and
Torralba dataset (0.694), as shown in figure 6.9.b. These results demonstrate the
effectiveness of the proposed RB-PRF in improving retrieval performance.
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size for RB-PRF with positive PRF. Each line corresponds to a sample size.
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Figure 6.8 and figure 6.9 show that the precision is increasing with the size of
the re-rank list up to a certain depth and saturates after that. AP@20 is increased
up to a list size of 80 and 300, and AP@100 is increased up to a list size of 500.
Figure 6.8 shows that precision (AP@20) is increased with the size of the feedback
sample, up to 15 and 20, and then starts to decrease with the increasing size of
the sample. This is because of the increased noise level arising from the reduced
precision of the feedback signatures list as it is lengthened.
We summarised the above mentioned data for both the Wang and Oliva and
Torralba datasets in figure 6.10 and figure 6.11. The technique exhibited the same
trend on both datasets and no significant improvement was found for feedback sizes
above 20. Therefore, we used a feedback size of 20 in our experiments. According
to figure 6.11, effectiveness appears to increase with the size of the list of images to
re-rank, however, this plateaus after list sizes of 80 on the Wang dataset and 300 on
the Oliva and Torralba dataset are reached (500 for both the datasets for AP@100).
According to these experiments, it was found that a smaller feedback sample size
and a larger re-ranked list size appeared to be the most suitable settings for the
technique. However, the retrieval effectiveness was likely to improve if there were
relevant images in the initial list which were ranked at a sufficiently high level, so
they could be promoted in the re-ranked results list. Relevant results that were
far too deep in the initial list were unlikely to be promoted and so the effectiveness
improvements leveled off. Therefore, we used a re-rank list size of 500 in our
experiments.
To further validate the system, the RB-PRF system was evaluated using dif-
ferent evaluation criteria. Table 6.1 shows AP@20 with the changing sample sizes
for full ranking, freezing and residual ranking on the Wang dataset. The RB-PRF
system shows its best performance at 15FB (sample size) and it has 79% average
precision even with the residual ranking. Table 6.2 shows AP@n for same mea-
sures on the Wang dataset. The RB-PRF system shows more than 59% precision
(AP@100) even with residual ranking (sample size N = 15).
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Figure 6.11: Performance variation with the change of the re-rank list size.
Precision at recall was calculated for the Wang and Oliva and Torralba datasets
and figure 6.12 gives the precision-recall curves for Wang and Oliva datasets. RB-
PRF is quite effective at managing the trade-off between precision and recall,
suggesting that searching the initially retrieved list using RB-PRF can lead to a
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Table 6.1: Average Precision at 20 (AP@20) with the changing sample size for different
evaluation criteria for list size 500.
Evaluation Criterion 05FB 10FB 15FB 20FB
Full ranking 0.8535 0.8547 0.8556 0.8554
Freezing 0.8535 0.8537 0.8445 0.8274
Residual ranking 0.8239 0.8125 0.8016 0.7916
Table 6.2: Average Precision (AP) for different evaluation criteria for a sample size of
15.
Evaluation Criterion AP@20 AP@40 AP@60 AP@80 AP@100
Full ranking 0.8556 0.8115 0.7782 0.7330 0.6904
Freezing 0.8433 0.8076 0.7765 0.7291 0.6776
Residual ranking 0.7984 0.7595 0.7179 0.6645 0.5920
potential improvement in both measures.
Even though term statistics were not used for first pass retrieval in CBIR-ISIG,
we further evaluated the impact of the term statistics on the feedback retrieval per-
formance as it can be used for very large databases. As Log-likelihood was shown
to have a high impact on retrieval performance, as demonstrated in Chapter 5,
Log-likelihood was used in the feedback search. Figure 6.13 and figure 6.14 show
the performance variation with and without the term statistics. Figure 6.13 shows
AP@20 with the feedback sample size 10 with varying list sizes. Figure 6.14 shows
AP@20 with the feedback sample size 20 with varying list sizes. From these fig-
ures it can be seen that there is a slight improvement in retrieval performance. As
improvement is fairly small, term statistics were not applied on RF. This will be
useful with large data collections.
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No baseline results were reported in the literature with RF, except [Chowdhury
et al., 2012] (2012-in table 6.4 on the Wang dataset).
Tables 6.3, table 6.4 and table 6.5 demonstrate the performance of RB-PRF
approach, with baseline CBIR-ISIG system and other baseline systems, which
were used to compare the CBIR-ISIG first pass retrieval performance. Table 6.3
shows the results for AP@20 on the Wang dataset and it shows that the RB-PRF
approach generates better results using the signature-based approach. Table 6.5
shows the results for AP@50 on the Oliva and Torralba dataset. In these table 6.3,
table 6.4, and table 6.5, bold values are the highest AP for each class among the
compared systems. Underlined values show the highest values CBIR-ISIG system
has, among compared systems with no feedback. Furthermore, italic values show
when RB-PRF is higher with both positive and negative feedback than only with
positive feedback. In here we did significance testing using 2-tail t-test with p-
value<0.01 (99% significance level) and p-value<0.05 (95% significance level)). In
all these three tables ‡ means that the proposed RB-PRF has significant improve-
ment of performance with more than 99% (p-value is less than 0.01) significance
level when comparing against our baseline system (CBIR-ISIG). According to ta-
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ble 6.3, table 6.4 and table 6.5, it can be observed that the CBIR-ISIG system
outperforms the baseline systems on the Wang and Oliva and Torralba datasets
and the proposed RB-PRF mechanism works well, with considerable performance
improvement.
Figure 6.15 shows the results for some queries with and without feedback on
the CBIR-ISIG system.
Except in these datasets, the RB-PRF approach was evaluated on a large
dataset (subset of Corel). Table 6.6 shows the results of CBIR-ISIG system with
PRF when compared with other systems for AP@20. To compare with the other
systems, 500 images were selected at random for evaluation. To remove the effect
of biasing, the 15-fold cross validation was used and each time, a different 500
images were selected and the average of the average precision of each round was
calculated. Our setup for this experiment was same as the experiments in the
other systems [Li et al., 2006,Tao et al., 2007,Bian and Tao, 2010]. Here, images
were considered as positive feedback (relevant) if and only if they were in the same
class as the query, and others were considered as negative feedback (irrelevant).
In [Li et al., 2006] it was shown that the multi-training SVM method which
uses the training technique and the subspace method outperforms several estab-
lished CBIR RF methods, such as Biased Discriminant Analysis (BDA), Direct
kernel BDA (DBDA), and some SVM-based methods. In here, several SVM must
be trained. The authors have shown in [Tao et al., 2007] that the proposed kernel-
based marginal convex machine by them is better than previously introduced works
on CBIR RF, such as SVM, BDA, DBDA, Minimax Probability Machine (MPM),
kernel MPM and multi-training SVM. They have considered all the positive exam-
ples as one set while the negative examples were split into a number of sets. Each
had simple distribution to avoid the problem of excess in the negative examples
over the positive examples, but the user always prefer to provide what they want as
opposed to what they do not want. Moreover, positive examples were considered
as one set and equal importance was given to all the images without considering
the importance of each image to the query, which may contribute undue impor-
tance to later images in the retrieval list. It was shown that Biased Discriminative
Euclidean Embedding is better for RF than other existing methods, which were
listed above in [Bian and Tao, 2010]. It modelled both the intra-class geometry and
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Table 6.5: Average Precision (AP) of each class along with the whole dataset (Oliva
and Torralba) with performance in the literature (AP@50). Here ‡ means
that results are statistically significantly greater than 99% significance level
when comparing against the baseline CBIR-ISIG system (third column from
the last).
Class Region- CBIR With Positive
based ISIG Positive Negative
[Gokalp and Aksoy, 2007] PRF PRF
Coast (beach) 0.84 0.63 0.72 ‡ 0.79 ‡
Country side 0.50 0.50 0.48 0.50 ‡
Forest 0.76 0.85 0.96‡ 0.97 ‡
Mountain 0.8 0.73 0.75‡ 0.72‡
Highway 0.62 0.75 0.81 0.81
Street 0.44 0.94 0.95‡ 0.96 ‡
City centre 0.38 0.67 0.76‡ 0.80 ‡
Tall buildings 0.73 0.75‡ 0.73‡
Average Precision 0.62 0.73 0.77 0.79
inter-class discrimination. However, there was no control on the relevant scores
of the positive samples, as all of them were treated equally. By comparing those
methods, we demonstrated that the proposed signature-based PRF outperformed
them and rank provides an importance to images according to the similarity which
affects the RF.
Table 6.6: Average Precision (AP) of the whole dataset(Corel) with performance in the
literature (AP@20). Here ‡ means that results are statistically significantly
greater than 99% significance level when comparing against the baseline
CBIR-ISIG system
System No FB PRF PRF with
Simulated User
MTSVM [Li et al., 2006] (2006) 0.28 0.37
KBMCM [Tao et al., 2007] (2007) 0.28 0.44
BDEE [Bian and Tao, 2010] (2010) 0.28 0.37
CBIR-ISIG 0.29 0.31 0.44‡
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(a) no feedback (13 out of 20) (b) with feedback (18 out of 20)
(c) no feedback (13 out of 20) (d) with feedback (18 out of 20)
(e) no feedback (19 out of 20) (f) with feedback (20 out of 20)
(g) no feedback (12 out of 20) (h) with feedback (18 out of 20)
Figure 6.15: The top 20 images for some queries in the Wang and Oliva and Torralba
datasets (top left of the no feedback results is the query image).
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6.5 Chapter Summary and Conclusions
In this research work a RB-PRF approach is introduced for the application of
pseudo RF in CBIR to improve retrieval performance. The original contribution
of this research is in the first application of PRF to signatures, taking into account
the initial rank order of results to weigh the feedback from each image. This
approach has a balance of retrieval speed and quality (see Chapter 8 for the trade-
off and speed evaluation). This approach is useful in different situations, such as
non-interactive situations and situations where user feedback is not available. The
proposed RB-PRF approach performs well and outperforms several systems with
previously published results on the same datasets. Our experiments demonstrate
that the RB-PRF approach is effective on signature-based representation for image
retrieval (system efficiency was evaluated and can be seen in Chapter 8).
This RF was extended for use with interactive RF which will be discussed in
Chapter 7.
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CBIR with User Relevance
Feedback
Chapter Organisation
The main objective of this chapter is to study how explicit relevance
feedback (RF) approach can be used to improve retrieval performance
in content-based image retrieval (CBIR-ISIG). Initially, an introduction
about RF and a brief overview of the Rank-Based Relevance Feedback
(RB-RF) which is proposed in Chapter 6, is presented in Section 7.1 and
Section 7.2 respectively. Section 7.3.1 explain the steps to follow in or-
der to apply RF in respect to simulated user feedback (SIM-RF) and real
user feedback (URF) accordingly. How the experiments were carried out
is presented in Section 7.3.2 and performance and results are analysed in
Section 7.3.3. The chapter summary and conclusions are included in Sec-
tion 7.4. The original contributions discussed in this chapter resulted in
publication (vi) in the List of Publications. The combination of the RB-
RF approach, proposed in Chapter 6, and the binary image signatures,
proposed in Chapter 5, were used with minor modifications to study the
impact of real user FB.
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7.1 Introduction
CBIR methods allow queries to be specified visually, e.g. through query-by-
example methods. In CBIR, image features such as colour, texture, shape, etc,
are extracted and indexed automatically with the aim to support the retrieval of
images in answer to visual queries. Answering such queries, however, is still a
rather challenging task due to the semantic gap that exists between the low-level
visual features of images and the semantics that humans associate with objects,
entities and scenes in images. Moreover, different users may have different view-
points about the same set of images. For example, with respect to the images in
figure 7.1, a user may feel the two first images are similar because they both rep-
resent the Tower Eiffel, while another user may find the first and the third images
more similar because in both pictures there a couple posing in front of a monument
(or European monument). Furthermore, we can get-rid of the effect of inter-class
(figure 7.2) and intra-class (figure 7.3) variability on retrieval performance. In this
chapter, we investigate methods for CBIR that aim to address both the semantic
gap problem and are flexible to the different viewpoints required by different users.
RF has demonstrated merits in addressing the semantic gap, both for image
and text retrieval [Ishikawa et al., 1998, Lu et al., 2000, Yap and Wu, 2007, Wu
and Yap, 2006,Yu and Yang, 2001]. In RF, user feedback about the relevancy (or
irrelevancy) of documents presented to them is gathered to improve the quality
of subsequent rounds of retrieval. This technique has been demonstrated to be
effective when applied to CBIR systems also [Yap and Wu, 2007, Wu and Yap,
2006, Zhou and Huang, 2001a, Yu and Yang, 2001, Zhou and Huang, 2001b]. In
this chapter, we focus on the use of RF in improving the quality of CBIR systems.
Despite the demonstrations from previous work and the promise of RF applied
to CBIR [Yap and Wu, 2007,Wu and Yap, 2006,Zhou and Huang, 2001a,Yu and
Yang, 2001, Zhou and Huang, 2001b, Wang et al., 2006, Ko and Byun, 2002], the
development of an efficient and effective (both from a user and a system perspec-
tive) RF mechanism still remains a challenging and open issue. Pseudo Relevance
Feedback (PRF) has been used to remove the burden placed on users by explicit
RF mechanisms (see Chapter 6 for more details about these burdens). In PRF,
the top-ranked documents obtained from a first pass of retrieval are considered as
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Figure 7.1: Examples of different users’ viewpoints.
         Figure 7.2: Inter-class variability.
implicit relevance indicators. Often also the documents appearing at the bottom
of the ranking are considered negative relevance indicators (implicitly irrelevant
documents). Most PRF techniques assign the same importance to every document
when reformulating the query through the RF mechanism. In Chapter 6, the RB-
PRF technique was introduced and we briefly investigated its effectiveness in PRF
tasks. In this chapter the technique is briefly re-introduced , but it was extended
to explicit RF scenarios and a new host of empirical experiments was performed.
Specifically, in this research work, the RB-PRF technique was expanded and
studied in the context of explicit RF in CBIR. To this aim, two sets of experiments
were instructed : the first was based on simulated interactions, following standard
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Figure 7.3: Intra-class variability.
practice in the literature; the second was based on a user study where users were
asked to interact with our system and provide explicit RF.
The significance of this study is twofold. First, it shows how to use explicit
RF effectively with-signature based image retrieval to improve retrieval quality.
Second, this approach provides a mechanism for end users to refine their image
queries. Unlike text retrieval systems where users are able, and generally prefer,
to reformulate their text queries to improve search results, there is no effective
way to reformulate an image query. This RF approach provides a solution to this
problem. Extensive experiments have been carried out to study the behaviour
and optimal parameter settings of this approach. Empirical evaluations based on
standard benchmarks (Wang, Oliva and Torralba, and Corel datasets) demonstrate
the effectiveness of the proposed approach in improving the performance of CBIR
in terms of recall and precision.
7.2 Rank-Based Relevance Feedback
In particular, w controls the granularity of the image similarity and thus provides
a means to tackle different users’ viewpoints. The larger the value of w, and
the more RB-RF promotes images that are visually similar to those selected for
RF. In our previous work in Chapter 6 it was found that setting w = 3 provided
the highest effectiveness in PRF settings, while the preliminary experiments that
were performed to investigate RB-RF in the context of PRF experiments in this
chapter were carried out in the context of SIM-RF (the experimental methodology
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described in Section 6.4). It is found that the highest effectiveness was achieved
with higher values of w (w = 80 was selected), see figure 7.4. However, these
experiments also found that the results are not very sensitive to the value of w
which determines how fast the feedback from images decays with rank and this
value works well over a wide range of collections and experiments.
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Figure 7.4: Performance variation with the change of w in the scaling factor(MAP@20)
on the Wang and Corel datasets for SIM-RF. Here, the feedback sample
size is 20 with 8K signature size.
In this research work, we adapted the RB-PRF technique to the settings of ex-
plicit RF (RB-RF). Explicit and interactive RF can be used to further address the
presence of different users’ viewpoints (see figure 7.1), in particular, by narrowing
down the image similarity requirements to the characteristics the user is actually
after. To this aim, instead of considering the top and bottom N signatures from
the list of results retrieved in answer to the original image query, positive and
negative feedback vectors were formed using the explicit feedback provided by the
user. Apart from the input to the feedback process, the other components and
settings of RB-RF remain unchanged in the explicit RF settings. The component
of the rank-based (pseudo, simulated and real) RF are summarised in figure 7.5.
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Figure 7.5: Overview of the rank-based (pseudo) relevance feedback system. Lines
marked as PRF, SIM-RF (simulated user RF), and After URF (explicit RF)
refer to the different methods used to produce the ranked set of retrieved
images following RF.
7.3 Evaluation
Next, we aimed to empirically validate our RB-RF mechanism when explicit RF
(both positive and negative) is provided by users. To do so, we test our method
in two different tasks, a simulated RF and an explicit, interactive RF experiment,
using standard datasets and comparing its effectiveness with that of our RB-PRF
and other benchmark methods. The details of our empirical evaluation methodol-
ogy are provided below.
7.3.1 Tasks
Task 1: Simulated RF (SIM-RF)
We first considered the SIM-RF process to evaluate the RB-RF method proposed
in Chapter 6. This task was considered because it allows us to compare our
method directly with others in the literature [Li et al., 2006, Tao et al., 2006,
Tao et al., 2007, Bian and Tao, 2010]. Queries from the considered test datasets
(see Section 3.1) were issued to the baseline search system (the TopSig signature-
based search system in our case) and a first set of 20 images were formed. RF
was simulated by considering as positive feedback the images that belong to the
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same semantic class of the query image (see Section 3.1 for details about semantic
classes: in brief, this was ground truth information distributed with the image test
dataset). Similarly, negative feedback was simulated by considering images that do
not belong to the semantic class of the query image. These images were used as a
feedback signal to re-rank search results to produce a new set of 20 images (which
may be a subset of the 20 initially retrieved images). The re-ranked set of images
was then evaluated for relevance using ground truth information distributed with
the dataset (the semantic classes). Thus, both the RF and the relevance of the
search results are simulated (using collection information) and may not reflect the
different viewpoints users may have with respect to their queries. This evaluation
task allowed us to compare our baseline CBIR-ISIG system based on the first 20
ranked results with no feedback (the initial results), with systems with PRF and
systems with implicit RF (SIM-RF), but no user interaction was considered.
Task 2: Explicit, interacting RF
The second task considered, instead, interaction and feedback explicitly provided
by real users. This allowed us to explore the use of RF in real settings and in
particular, it allows us to explore whether the proposed technique can adapt to
the use of different users’ viewpoints. In fact, different users may have different
viewpoints about the same image. Sometimes the same user may have different
viewpoints about two similar images and may have different viewpoints about the
same image at different times. For example, the left image in figure 7.6 shows a
beach with clouds in the sky. When using this image as a query, a user may want
to retrieve images of skies (e.g. the middle image), while another user may want
to retrieve images of beaches (e.g. the right image). The use of RF would help
narrow down the user’s information need more effectively.
To investigate whether our method addresses the user-viewpoint issue in ex-
plicit and interactive RF settings, we extended the CBIR-ISIG user interface to
gather user feedback. The user interacted by first issuing an image query to which
the system responded with a set of 20 top-ranked images using the baseline search
system (CBIR-ISIG). Then the user was asked to select relevant and irrelevant
images according to the user’s preferences. This feedback signal was issued to the
system, which exploits it within our RB-RF mechanism to produce a new set of
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Figure 7.6: Visually similar images depending on which viewpoint is selected by the
user.
20 images.
In these tasks, 15 users engaged in the system evaluation and they were male
and female. No specific group of people were targeted here. Users were from
different fields, postgraduate students, computer, electrical, civil and office workers.
No specific skill was required, as the system was simple and the user was directed
by it. Participation was voluntary. First the task was described to the participants
and if they agreed, they were allowed to engage with it.
Note that these experiments were carried out as two steps. In the first step,
users were free to select any image from each class as a query. They were given 20
images and the user was asked to select relevant and irrelevant images according to
their preference. The system always gave the first 20 images in each iteration. The
first 20 images were saturated with relevant images when we ran more iterations.
Interaction took place five times (only four RF searches were run) and AP@20 was
calculated by using same queries system that was evaluated on SIM-RF (automatic
feedback iterations). The result from the first 20 shown images were considered as
no feedback results in both cases, as they were the first pass results.
In the second step, the user was given queries and was asked to select relevant
and irrelevant images according to preference. In here, when the RB-RF mecha-
nism produces a new set of 20 images, it always showed unseen images in prior
iterations. Therefore, no overlap with the set of previously retrieved images was
allowed. This was to reflect the real-world interactive settings of this task, where
the presentation of the same, redundant results is seen as unlikely to satisfy the
user’s needs (because the user would have already acquired such images). Interac-
tion took place five times (only four RF searches were run) and only the explicitly
relevant information provided by the user on the set of the 100 displayed results
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for each query was used to compute the effectiveness metrics. In addition, we also
performed a retrieval round using only the baseline system and showed the first
100 results to the user (note that the first 20 results were already shown in the
RF process) to gather relevance assessments, so as to allow the comparison of the
feedback methods with no feedback baseline.
7.3.2 Evaluation Measures
The RB-RF approach was evaluated on different datasets using different evalua-
tion measures to study the effectiveness of the approach in CBIR by considering
retrieval quality. Experiments were performed on several general purpose image
datasets Wang, Oliva and Torralba and Corel.
To evaluate the image retrieval approaches investigated in this chapter, we
used recall, precision and precision@n (i.e. precision at 20, at 50 and at 100) using
equations 3.1, 3.2, 3.3 and 3.4. A Precision-Recall curve is used to demonstrate
the system’s behaviour with respect to both precision and recall.
Details of these datasets, evaluation parameters and methodologies can be
found in Chapter 3.
Note that when considering SIM-RF settings (and PRF), images that belong
to the same semantic class of the query image were considered relevant, the others
were considered irrelevant. For explicit RF user experiments, relevance information
was obtained from the users. We used PRF results here as we needed to compare
that with SIM-RF.
To contextualise the effectiveness of the RB-RF method investigated in this
chapter, we compared its effectiveness to its PRF version (RB-PRF) (Chapter 6)
and the baseline signature-based system (CBIR-ISIG) (Chapter 5) . Furthermore,
note that the results of the experiments in Task 1 are directly comparable with
methods tested on Wang and Oliva and Torralba datasets.
7.3.3 Results
Precision-Recall curve is generated to compare no feedback, PRF, and SIM-RF.
Note that figure 7.7 also shows that the RB-RF method is quite effective at man-
aging the trade-off between precision and recall. Precision and recall improved
from no feedback to PRF and to SIM-RF.
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Figure 7.7: Precision-Recall curves for the Wang and Oliva and Torralba datasets.
Table 7.1, table 7.2, table 7.3, table 7.4, table 7.6 and table 7.8 report the
retrieval results of the baseline signature-based CBIR (CBIR-ISIG) system and
the PRF approach with the simulated user feedback for task 1, while, table 7.6,
table 7.7 and table 7.8 report the results using explicit user feedback on task 2.
In our earlier work in Chapter 5 we demonstrated that the baseline CBIR-ISIG
system outperforms other baseline systems (using AP@20, AP@50, and AP@100
for evaluation).
In table 7.1, table 7.2, table 7.3 and table 7.4, ‡ means that simulated RF has
significant improvement of performance with more than 99% (p-value is less than
0.01) significance level when comparing against our baseline system (CBIR-ISIG)
and † means more than 95% (p-value is less than 0.01) significance level but less
than 99% (0.01 < p-value < 0.05). In table 7.6, table 7.7 and table 7.8 ‡ means that
system with RF has significant improvement of performance with more than 99%
(p-value is less than 0.01) significance level when comparing against the system
without RF.
According to table 7.1, performance of each class of CBIR-ISIG with SIM-
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Table 7.1: AP@20 of the Wang dataset. Here ‡ means that results are statistically
significantly greater than 99% significance level and † means that that sig-
nificance level is in between 95% and 99% when comparing against the
baseline CBIR-ISIG system
Category CBIR-ISIG PRF SIM-RF SIM-RF
our baseline system RB-PRF (W=3) (W=80)
(Chapter 5) (Chapter 6)
Africans 0.75 0.83 0.89‡ 0.96‡
Beach 0.68 0.76 0.84‡ 0.90‡
Buildings 0.53 0.60 0.70‡ 0.83‡
Bus 0.86 0.93 0.98‡ 1.00‡
Dinosaur 1.00 1.00 1.00 1.00†
Elephant 0.86 0.87 0.97‡ 1.00‡
Flower 0.98 1.00 1.00‡ 1.00‡
Horse 0.98 1.00 1.00‡ 1.00‡
Mountain 0.77 0.74 0.93‡ 0.97‡
Food 0.86 0.91 0.95‡ 0.99‡
Average Precision 0.83 0.87 0.93 0.97
RF is statistically significantly better compared with the baseline system (CBIR-
ISIG) for AP@20 on the Wang dataset except CBIR-ISIG with SIM-RF (w=3) for
Dinosaurs class. According to table 7.2, performance of each class of CBIR-ISIG
with SIM-RF is statistically significantly better compared with the baseline system
(CBIR-ISIG) at AP@100 on the Wang dataset. Table 7.3 demonstrates the results
for AP@50 on the Oliva and Torralba dataset and performance of each class of
CBIR-ISIG with SIM-RF is statistically significantly better compared with the
baseline system (CBIR-ISIG). These table demonstrate how simulated RF work
effectively on the CBIR-ISIG system.
Table 7.4 shows the results for AP@20 using a query set size of 500 random
images over a 15-fold cross-validation experiment. In this experiment, images
are considered as positive feedback (relevant) if and only if they are in the same
class as the query image. All other images are considered as negative feedback
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Table 7.2: AP@100 of the Wang dataset. Here ‡ means that results are statistically
significantly greater than 99% significance level when comparing against the
baseline CBIR-ISIG system
Category CBIR-ISIG PRF SIM-RF SIM-RF
our baseline system RB-PRF (W=3) (W=80)
(Chapter 5) (Chapter 6)
Africans 0.52 0.60 0.65‡ 0.69‡
Beach 0.46 0.56 0.60‡ 0.66‡
Buildings 0.38 0.40 0.46‡ 0.51‡
Bus 0.63 0.74 0.75‡ 0.80‡
Dinosaur 0.95 0.99 0.99‡ 0.99‡
Elephant 0.57 0.68 0.75‡ 0.83‡
Flower 0.84 0.95 0.96‡ 0.98‡
Horse 0.76 0.89 0.86‡ 0.89‡
Mountain 0.47 0.48 0.59‡ 0.64‡
Food 0.60 0.67 0.74‡ 0.78‡
Average Precision 0.62 0.70 0.74 0.78
(irrelevant). Here performance of CBIR-ISIG with SIM-RF (w=80 and w=3) are
statistically significantly better with more than 99% significance level compared
with the baseline system (CBIR-ISIG) for AP@20 on the Corel dataset. Table 7.5
shows the results of CBIR-ISIG system with SIM-RF when compared with other
systems for AP@20. We discussed about this table in Chapter 6 to compare our
PRF results. However, as these methods have used simulated user for evaluation
we compared with our SIM-RF here and our RF approach demonstrated better
performance compared to other systems.
According to figure 7.4, it was found that higher values of w (e.g. w=80)
are better for SIM-RF and from preliminary experiments in Chapter 6 in 6.7,
lower values (e.g. w=3) are better for PRF. In PRF, we are not aware that
those images we considered as relevant and irrelevant are accurately relevant and
irrelevant according to the classification. However, the images that we considered
as relevant may be irrelevant according to the classification and vice-versa. In
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Table 7.3: AP@50 of the Oliva and Torralba dataset. Here ‡ means that results are
statistically significantly greater than 99% significance level when comparing
against the baseline CBIR-ISIG system
Category CBIR-ISIG PRF SIM-RF SIM-RF
our baseline system RB-PRF (W=3) (W=80)
(Chapter 5) (Chapter 6)
Coast (beach) 0.63 0.79 0.76‡ 0.81‡
Country side 0.50 0.50 0.57‡ 0.65‡
Forest 0.85 0.97 0.97‡ 0.98‡
Mountain 0.73 0.72 0.85‡ 0.91‡
Highway 0.75 0.81 0.89‡ 0.90‡
Street 0.94 0.96 0.97‡ 0.98‡
City Centre 0.67 0.80 0.91‡ 0.95‡
Tall Buildings 0.73 0.73 0.87‡ 0.97‡
Average Precision 0.73 0.79 0.85 0.89
Table 7.4: AP@20 of the Corel dataset. Here ‡ means that results are statistically
significantly greater than 99% significance level when comparing against
the baseline CBIR-ISIG system
Evaluation CBIR-ISIG PRF SIM-RF SIM-RF
Criteria our baseline system RB-PRF (W=3) (W=80)
(Chapter 5) (Chapter 6)
CBIR-ISIG 0.29 0.31 0.44‡ 0.56‡
our experiments we assumed the top-ranked images as relevant and the bottom-
ranked as irrelevant. Therefore, the scaling factor gives a certain weight to each
image which decreases rapidly with the rank and this weight does not have much
effect even if selected as mention above. This is the reason that lower values
of w show better performance. Therefore, rank-based scaling helps to improve
retrieval performance. For the SIM-RF, we considered images relevant if and only
if they were in the same class. Therefore, all the images considered relevant were
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Table 7.5: Average Precision (AP) of the whole dataset(Corel) with performance in the
literature (AP@20). Here ‡ means that results are statistically significantly
greater than 99% significance level when comparing against the baseline
CBIR-ISIG system
System No FB Simulated FB
MTSVM [Li et al., 2006] (2006) 0.28 0.37
KBMCM [Tao et al., 2007] (2007) 0.28 0.44
BDEE [Bian and Tao, 2010] (2010) 0.28 0.37
CBIR-ISIG 0.29 0.56‡
Table 7.6: User feedback results vs simulated relevance feedback on the Corel dataset
-AP@20. Here ‡ means that results with feedback are statistically signifi-
cantly greater than 99% significance level when comparing against without
feedback.
User No FB With FB Increment
AP@20 AP@20
User RF 0.3462 +/- 0.6048‡ +/- 26%
(w=3) 0.0093 0.0186
Simulated RF 0.3845 +/- 0.6194‡ +/- 23%
(w=3) 0.0084 0.0087
Simulated RF 0.3845 +/- 0.6560‡ +/- 27%
(w=80) 0.0084 0.0096
accurately relevant according to the classification. Then we can give (and here
we gave) those images higher weights, which diminishes slowly. Rank affects RF
but the impact is less for SIM- RF, as it uses groundtruth. This is the reason
higher values of w show better performance in SIM-RF. From these experiments
we understood that higher w values are better for SIM-RF (classification) and
lower w values are better for PRF. Figure 7.8 shows values of scaling factor (S)
with variation of w as a function of i to a get better understanding of the effect of
the rank. Here the highlighted lines illustrate how the scaling function varies with
the selected w values, 3 (blue line) for PRF and 80 (green line) for simulated and
real user FB.
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Table 7.7: User feedback results on the Corel dataset. Here ‡ means that results with
feedback are statistically significantly greater than 99% significance level
when comparing against without feedback.
User No FB AP@100 User FB AP@100 Increment
User01 0.2864 0.3755‡ 9%
User02 0.2806 0.3477‡ 7%
User03 0.2678 0.2871‡ 2%
User04 0.2528 0.3024‡ 5%
User05 0.2878 0.3253‡ 4%
User06 0.2712 0.3086‡ 4%
User07 0.2861 0.3578‡ 7%
User08 0.3011 0.3669‡ 7%
User09 0.3048 0.3620‡ 6 %
User10 0.2904 0.3535‡ 6 %
User11 0.2639 0.3157‡ 5 %
User12 0.2766 0.3446‡ 7 %
User13 0.2760 0.3650‡ 9%
User14 0.2731 0.3213‡ 5%
User15 0.3117 0.3584‡ 5%
Average Precision 0.2820 0.3395 6%
From that, we concluded that we have to use lesser w values for interactive
RF as different users have different viewpoints, and the images a user may judge
relevant may not be regarded as being classified into the same semantic class.
Moreover, we are not aware of the user’s understanding and prior knowledge.
Therefore, we used w = 3 for interactive RF.
To evaluate the image retrieval accuracy of the proposed RF approach, the
system was evaluated using real users. Table 7.6, table 7.7 and table 7.8 show the
experimental results with real user feedback. A total of 15 users were recruited.
Each user was asked to submit 83 queries and interact with the search system dur-
ing five iterations. These experiments were carried out in two steps as described,
and table 7.6 shows the results from the first step, while table 7.7 and table 7.8
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Table 7.8: User feedback results vs simulated relevance feedback on the Corel dataset
-AP@100. Here ‡ means that results with feedback are statistically signifi-
cantly greater than 99% significance level when comparing against without
feedback.
User No FB With FB Increment
AP@100 AP@100
User RF 0.2820 +/- 0.3395‡ +/- 6%
(w=3) 0.0161 0.0301
Simulated RF 0.2657 0.2879‡ 2%
(w=3)
Simulated RF 0.2657 0.2934‡ 3%
(w=80)
shows the results from the second step.
Table 7.6 compares the AP@20 without feedback and that was obtained after
the fifth iteration. According to table 7.6, the results are statistically significantly
better. Improvement is higher with real user feedback than SIM-RF for w = 3 and
1% higher for w = 80. However, these results cannot be directly compared, as one
is based on user perception while the other on classification.
Next, we compared the results obtained across the rounds of RF interactions
with those obtained when users were asked to assess 100 search results initially
retrieved by the baseline system (without RF). For this we compared approaches
using AP@100. This evaluation is quite similar to residual ranking. We removed
the top-ranked signatures from the ranked set after they were used to train the
RF system and they were added to the final ranking as it was evaluated. Table 7.7
shows the results from each of the 15 users recruited in the experiment, while
table 7.8 compares the AP@100 without feedback with that obtained after the
fifth feedback iteration for both the explicit interactive method and the simulation.
Even though RB-RF delivers only a 6% improvement in search effectiveness when
users feedback is used, this is statistically significantly better than no feedback. In
addition, the improvement is higher for interactive user RF than for SIM-RF. From
these experiments, it can be concluded that the user’s viewpoint is different from
the classifications encoded in the semantic classes of datasets like Corel, Wang,
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Figure 7.8: Scaling factor S variation with w as a function of i.
and Oliva and Torralba, and user interaction is essential to obtain better retrieval
results.
7.4 Chapter Summary and Conclusions
This research work examined an RB-RF approach and extended that work to the
situations in which SIM-RF and explicit, interactive user feedback were provided.
This mechanism help users to refine their query image when use is unable to
reformulate an image query. Initially, parameters were studied for the SIM-RF
context, then the settings and parameters that were studied for the PRF were
used to evaluate the resulting CBIR system with RB-RF in a set of interactive user
experiments. The empirical validation of the proposed method was carried out on
three benchmark datasets and suggested that the user behaviour measured in the
real, explicit and interactive user experiments is different from that of simulated
users, in particular with respect to the differing users’ viewpoint exhibited by real
users. With this regard, our method has exhibited scalability and effectiveness to
the change of users’ viewpoints. Moreover, both the SIM-RF and interactive RF
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results are statistically significantly better (at 95% significance level) than first
pass retrieval results in the CBIR-ISIG system.
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Chapter 8
Scalability of the Content-Based
Image Retrieval System
Chapter Organisation
The main objective of this chapter is to evaluate the scalability of the
CBIR-ISIG system and the RB-RF mechanism. Thus, scalability of the bi-
nary signature-based approach in Chapter 5, RB-RF approaches in Chap-
ter 6 and Chapter 7 in CBIR were investigated here. Initially, in Section
8.2, the effectiveness of the system is evaluated, followed by efficacy of the
system in Section 8.3. Then the robustness of the system is evaluated
and explained in Section 8.4. The chapter summary and conclusions are
included in Section 8.5.
8.1 Introduction
In CBIR, scalability is quite a challenging issue. We considered scalability in the
sense of effectiveness, efficiency and robustness. Initially, a CBIR system must be
able to conduct semantic image retrieval and that can be defined, as effectiveness
of the system. In here, we discuss the effectiveness of our CBIR-ISIG system on
different standard datasets and furthermore, the effect of RB-RF is evaluated to
show its image retrieval ability.
The next factor we will discuss here is the system’s efficiency. This is very
important for interactive retrieval. First pass retrieval time and feedback search
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time were evaluated using different database sizes and feedback sample sizes. We
then examined the pre-processing time of a query image as it is essential when the
query image from the outside. From these experiments, we show the efficacy of
the system by considering the pros and cons.
Then we will discuss the robustness by considering different alterations. Here.
we consider different alterations in different ranges. Figures signify the system’s
robustness to various image degradations.
The main observations from the experiments and the conclusion are discussed
in the conclusion section.
8.2 Effectiveness
Effectiveness measures the accuracy (quality of search) of a system. That means
how effectively the system achieves the correct results. The effectiveness of a CBIR
system can be measured by two methods, either based on classification data or from
the user’s perspective. In classification, images are considered relevant if and only
if they are in the same class, and from user’s perspective, images are considered rel-
evant if a user says they are relevant. The CBIR-ISIG system achieved significant
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Figure 8.1: Improvement of retrieval performance over different steps in CBIR-ISIG -
AP@20 on the Wang dataset.
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Figure 8.2: Improvement of retrieval performance over different steps in CBIR-ISIG -
AP@100 on the Wang dataset.
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Figure 8.3: Improvement of retrieval performance over different steps in CBIR-ISIG -
AP@50 on the Oliva dataset.
performance in retrieval accuracy and the system was empirically evaluated using
several datasets. A brief overview of the effectiveness of the CBIR-ISIG system
can be seen from the figure 8.1, figure 8.2, figure 8.3, figure 8.4 and figure 8.5.
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Figure 8.4: Improvement of the CBIR-ISIG for AP@20 with the feedback (a)Simulated
User (SIM-RF) and (b)Real User (URF) on the Corel dataset.
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Figure 8.5: Improvement of the CBIR-ISIG for AP@100 with the feedback
(a)Simulated User (SIM-RF) and (b)Real User (URF) on the Corel dataset.
Figure 8.1 and 8.2 shows the retrieval accuracy on the Wang dataset, AP@20
and AP@100 respectively. Overall, CBIR-ISIG with PRF achieves an 11% im-
provement over the baseline system, while it is 21% with RB-SIM-RF for AP@20.
Moreover, CBIR-ISIG with PRF achieves a 15% improvement over the baseline
system, while it is 23% for RB-SIM-RF for AP@100. Precision at each step is
indicated in the boxes.
Figure 8.3 shows the retrieval accuracy on the Oliva and Torralba dataset
for AP@50. Overall, CBIR-ISIG with PRF achieves 14% improvement over the
baseline system, while it is 24% with RB-SIM-RF.
Figure 8.4 and 8.5 shows retrieval accuracy on the Corel dataset. The results
for SURF and URF shown here are the results achieved after 5 iterations. Precision
at each step is shown in the boxes. According to figure 8.4, improvement is
nearly similar in both cases, while figure 8.5 shows that URF achieves twice the
improvement with SURF for AP@100. The reasons to use different values for w
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are described in Chapter 6 and 7. However, the CBIR-ISIG system shows better
retrieval performance on the Corel dataset.
The effectiveness of the system has been empirically evaluated in each section
and the evaluation methodology and results have been described in the Evaluation
section in each chapter. From the evaluation results. it can be concluded that
the CBIR-ISIG system has a good retrieval performance and the RB-RF approach
improves it further.
8.3 Efficiency
A CBIR system must be efficient in order to achieve results without letting user feel
the elapse time (without taking too much time). Traditionally, CBIR systems are
characterised by a slow response time or high computational costs due to the high
dimensionality of the feature spaces used to describe images. This problem has
been tackled by a number of CBIR techniques for dimensionality reduction [Yang
et al., 2015b,Torralba et al., 2008b,Feng et al., 2016,Lv and Wang, 2013,Shu et al.,
2015,Gallas et al., 2015,Liu et al., 2014] and the CBIR-ISIG system used RI, which
is an incremental approach that has a low computational cost, less complexity and
better accuracy with the combination of the TOPSIG system [Geva and De Vries,
2011]. The use of signature-based methods, which are designed to make efficient
retrieval of high-dimensionality data feasible, allows our system to work quickly
and achieve retrieval times in the milliseconds through the use of scalable signature
search approaches [Chappell et al., 2015].
The RF process can also be performed efficiently due to the fact that the sig-
natures for the retrieved images remain resident in memory after the initial search
and performing the re-ranking only requires the calculation of a small number of
Hamming distances and the sorting of the results according to the updated dis-
tances. Therefore, the time to perform the final PRF step is negligible (in ms
scale).
The run-time efficiency of the retrieval methods was examined. First, the
CBIR-ISIG first pass retrieval speed was computed. Figure 8.6 reports the re-
trieval run-time in milliseconds (ms) for the full Wang, Oliva and Torralba, and
Corel datasets for different signature sizes. The average time was calculated by
running the search several times so as to average the noise, due to other overhead
199
Efficiency
processes at run-time. However, the effect of the overhead may have a lot more
impact on smaller datasets than they would on a large dataset and that can be
evidenced by comparing figure 8.6 and figure 8.7. Figure 8.7 reports the re-
trieval run-time for increasingly larger samples of the Corel dataset. Even though
the time required for the first pass of retrieval time increases with the increase of
the image database size, the trend is logarithmic.
All these searching times were computed only on a searching phase. the system
was able to achieve this speed when the query image was taken from the database
as the pre-processing step was not required (as the query signature is already in the
signature database). However, pre-processing was required when the query image
was taken from outside from the database. In pre-processing, feature extraction,
the assignment of cluster centres and the generation of BoW representation were
encountered. Signature generation was considered at the time of searching (figure
8.6 and figure 8.7). The time for the assignment of cluster centres(0.0094s) and the
generation of BoW representation (0.0131s) was negligible compared with the time
of feature extraction (1.3534s) per image. In our computational configuration, the
average time which was required from feature extraction (from 256 by 256 image) to
the generation of symbolic representation was 1.3759s. In here the average time was
calculated by running the search several times so as to average the noise. However,
pre-processing time was significantly higher than the searching time. Therefore,
searching time will be in seconds if the query image is new as the retrieval time is
the pre-processing time + searching time for image searching. The pre-processing
time is only dependent on the query image size, as the other feature settings are not
changed after generating the CBIR system, and the searching time is dependent
on the database size and the signature size. Image down sampling is an answer to
the large image sizes and this may lead to deterioration of the performance.
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Figure 8.6: Search time vs signature size on the Wang, Oliva and Torralba and Corel
datasets.
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Figure 8.7: Search time (first pass retrieval) vs database size.
As we wanted to study the trade-off between effectiveness and efficiency, search
time and average precision were calculated over a range of signature sizes. Fig-
ure 8.8, figure 8.9 and figure 8.10 show evaluation results on Wang, Oliva and
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Torralba, and Corel datasets respectively. From these figures it can be seen that
retrieval time rapidly increases after an 8192 signature size but not the retrieval
quality. Instead the results deteriorated slightly. Therefore, it can be concluded
that our choice of an 8192 signature size is the most suitable size for the CBIR
task detailed here. However, the signature size must be selected by considering
which factor is the most important for the system in the correlation between speed
and quality.
Figure 8.11 reports the RF retrieval run-time, which includes the time needed
to generate the feedback signatures and the time taken to search and re-rank the
result list. In conclusion, it can be stated that the retrieval time increases when
the signature size and feedback sample size increase. It must be noted that the
RF retrieval run-time does not depend on the dataset size ,as the retrieval results
are resident in memory; this time is negligible when compared with the retrieval
time for large datasets. Thus, the run-time required by the RF process scales to
increasing datasets and, indeed, it is negligible, regardless of the collection size.
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Figure 8.9: The trade-off between retrieval quality and speed on the Oliva and Torralba
dataset.
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Figure 8.10: The trade-off between retrieval quality and speed on the Corel dataset.
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Sample PRF SIM-RF
Size 500 list 500 list
Wang Oliva Corel Wang Oliva Corel
15FB 0.864 0.815 0.317 0.924 0.902 0.370
20FB 0.865 0.814 0.317 0.929 0.909 0.381
50FB 0.864 0.818 0.316 0.933 0.918 0.416
100FB 0.859 0.816 0.315 0.929 0.919 0.444
Sample PRF SIM-RF
Size Full list Full list
Wang Oliva Corel Wang Oliva Corel
15FB 0.851 0.795 0.305 0.910 0.859 0.369
20FB 0.844 0.788 0.304 0.914 0.863 0.380
50FB 0.841 0.786 0.300 0.911 0.860 0.415
100FB 0.834 0.780 0.295 0.902 0.852 0.443
Table 8.1: AP@20 on the Wang, Oliva and Torralba, and Corel datasets for changing
re-rank list size (smaller re-rank list size vs full list).
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Moreover, it must be noted that re-searching the entire collection is an un-
necessary computational cost and doing so leads to worse overall results, as extra
details may add non-relevant results in the searching process. Table 8.1 provides
the results for AP@20 on the Wang, Oliva and Torralba, and Corel datasets. It
shows the results for a feedback re-rank list size of 500 and a full database over
different feedback sample sizes. It can be seen that a smaller re-rank list size pro-
vides better results, as mentioned. Therefore, this proposed feedback searching
process is efficient and effective.
It must be noted that these searching times in the thesis were computed using
a system with Intel(R) Xeon (R) E5-2665s clocked at 2.40 GHz. The run times
recorded in our experiments could be contextualised and contrasted with results
reported in prior work. However, a direct comparison is not possible because
the reported results were obtained using a different hardware architecture and
experimental settings and the implementations of previously proposed methods
are not freely available. Table 8.2 and table 8.3 compare search time with
existing systems while table 8.2 shows first pass retrieval time and table 8.3
shows feedback search time. It must me noted that these first pass searching times
(table 8.2) of all the systems were computed on Linux OS. Normally, all these
systems used 20 images as feedback in table 8.3.
When compared with other methods [Chen and Wang, 2002, Carson et al.,
2002, Li et al., 2000] in table 8.2, our system is faster. Although this might be
due to the fact that the experiments detailed in other papers had used limited
hardware when compared with the one we used in our experiments but they also
had used smaller datasets for comparison. Therefore, this limitation is traded-off
by the small dataset sizes. The hardware used by [Torralba et al., 2008b] is closer
to our hardware settings because it is multi-threaded on a quad core processor.
While again the results are not directly comparable because of the other settings
used, we can note that the collection size and signature size is directly comparable.
In table 8.3, although the results are not directly comparable, the architecture
of [Su et al., 2011b] seems to be similar. Thus, our system seems to be faster.
However, system [Qian et al., 2016] has not provided the system specification.
Although we cannot have an ultimate conclusion, we can speculate that if the
systems are compared within the same architecture, our system will demonstrate
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faster retrieval results. In addition, we note that the searching time of our RB-RF
method is not affected by increasing the size of the database.
8.4 Robustness
The proposed signature-based image retrieval system used a range of image descrip-
tors covering all the features and it was based on local representation. Therefore,
we expected the system to be robust to some extent. Then the CBIR-ISIG system
was evaluated to illustrate the robustness by taking a random ten images from each
class from the Wang dataset. The system was tested for several image alterations,
namely horizontal and vertical flipping, horizontal and vertical shifting, cropping,
rotating, sharpening, blurring, saturation variations, brightening, darkening and
shape distortion by adding noise. The goal was to demonstrate the ability of the
system to retrieve the unmodified image when its altered version is given as the
query image. Initially, all these selected images were modified with the above men-
tioned changes and new database was made. Then a retrieval list was taken for
each image in the generated database by providing each image as a query image.
Then the rank of the unmodified modified image was considered and an average
was calculated for each case.
Figure 8.12, figure 8.13, figure 8.14, figure 8.15, figure 8.16, figure 8.17,
figure 8.18, figure 8.19, figure 8.20, figure 8.21, figure 8.22, figure 8.23 and
figure 8.24 show the change of average rank over a range of degradations. Each
alteration was studied under a range of variations.
We defined system robustness as follows: the system is robust if it is able to
retrieve the original image within the first five images of the retrieved list when
the modified version of that image was provided as the query image. If so, our
system was extremely robust to flipping and the unmodified image always ranked
first; it is not shown in these images. The system was also robust to horizontal
shift, darkening, sharpening, high saturation and pixel change on the top, bottom
and diagonal. Moreover, system was robust to vertical shift up to 30 pixels on
both sides, horizontal and vertical shift up to 20 pixels and again at 125-150.
Furthermore, the system was robust to 30% brightening, 40% less saturation, 25%
cropping, 10◦ rotation, blurring with a filter size of 15, 4900 random pixels and
a 90*90 pixel change in the middle. The system may be more robust to rotation
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than shown here, as these results were taken by manual rotation and four black
triangles were introduced when rotating. This might have affected the performance
inversely.
Examples for some cases are shown in figure 8.25. It shows some query exam-
ples with the first five matches for different alterations of the images.
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Figure 8.12: Average rank vs image horizontal shift. Here the pixels were shifted right
and left.
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Figure 8.13: Average rank vs image vertical shift. Here the pixels were shifted up and
down.
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Figure 8.14: Average rank vs image horizontal and vertical shift. Here the pixels were
shifted right, left,up and down (D-down, R-right, U-up, L-left).
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Figure 8.15: Average rank vs image saturation. Decreasing the image saturation in
increasing order as a percentage.
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Figure 8.16: Average rank vs increasing image saturation as a percentage.
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Figure 8.17: Average rank vs image rotation. Rotation is given in degrees.
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Figure 8.18: Average rank vs image cropping as a percentage. The amount of cropping
is given as a percentage.
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Figure 8.19: Average rank vs image brightness. Brightness is changing as a percentage.
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Figure 8.20: Average rank vs image darkness.
213
Robustness
 
0
10
20
30
40
50
60
A
ve
ra
ge
 R
an
k
Filter Size
Figure 8.21: Average rank vs Gaussian filter size for blurring. Here σ = 5.
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Figure 8.22: Average rank vs Gaussian filter size for sharpening.
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Figure 8.23: Average rank vs shape distortion (single square shape).
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Figure 8.24: Average rank vs shape distortion. Random spread of pixels.
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Figure 8.25: The robustness of the proposed approach to image alterations. The first
image is the query image and other five are the first five retrieved images.
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8.5 Chapter Summary and Conclusions
This dissertation proposed a signature-based image retrieval system as the main
contribution, then proposed an RB-RF scheme to further improve the retrieval
performance by integrating user perception. This chapter evaluated the scalability
of the proposed approaches for efficient and effective CBIR. The initial effective-
ness of the system was discussed, with results drawn from previous chapters and
we demonstrated that the effectiveness of the system is high. The efficiency of the
system is mostly dependent on the database size. However, efficiency is affected in
log scale with the increasing database size. Then the efficiency of the system was
evaluated by considering searching and feedback time with the varying database
sizes and we showed how fast the systems is and how efficient the RB-RF mecha-
nism is and concluded that this can be extended for very large datasets. Feedback
searching time does not depend on the database size. Finally, the robustness of
the system was evaluated. The system was evaluated over a range of image degra-
dations and we found that the system is robust to most of those alterations under
the condition of defined robustness.
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Conclusions and Future Research
Chapter Organisation
This chapter concludes the thesis with a summary of the presented work.
Sections 9.1 provides general overview of CBIR and the proposed ap-
proaches while Section 9.2 provides the limitation of the research. Section
9.3 summarises the major conclusions and original contributions made in
each chapter. Section 9.4 outlines a number of avenues for future research.
9.1 Overview of the Research
The development of the internet and the increased availability of image capturing
devices have enabled collections of digital images to grow at a fast pace in recent
years and to become more diverse. This has created an ever-growing need for
efficient and effective image browsing, searching and retrieval tools. Despite many
years of research in this area, an effective general solution has not yet been found.
There are several factors that affect overall Content-Based Image Retrieval (CBIR)
performance.
The main goal of a CBIR system is to retrieve relevant images to a given query.
Therefore, bridging the gap between low-level features and high-level visual seman-
tics is the most important problem that needs to be considered when generating
a CBIR system. There are several factors that affect CBIR performance, such as
image representation, image descriptors, feature selection and indexing. To achieve
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better retrieval performance, all these steps need to carefully considered. However,
real user feedback is essential to understanding user perception. mainly because
the same user may have a different view on the same image at different times, and
different users may have different views on the same image. Therefore, interactive
Relevance Feedback (RF) is an essential part of a CBIR system to help narrow
down the semantic gap. The efficiency of a CBIR system is also important from
the user’s point of view, as the elapsed time affects user satisfaction. Therefore,
computation complexity must be considered to increase the speed. There must
be balance trade-off between efficiency and effectiveness in order to achieve better
user satisfaction. Moreover, a CBIR system must be user-friendly that is, that the
system can be easily used without having any prior knowledge of image features
and the system must not put much of a burden on the user. If all these factors are
incorporated, the final outcome is a scalable CBIR system.
Initially, this thesis looked into effective CBIR approaches, techniques and chal-
lenges (Chapter 2). After all these studies, we considered on the development of a
CBIR system which would achieve better effectivenes. Two CBIR approaches were
proposed and their effectiveness was evaluated while studying the most suitable
feature combination for CBIR (Chapter 4). Even though the results demonstrated
that the proposed systems outperformed when compared with other systems and
their suitability for a CBIR task they were not scalable to large datasets. There-
fore, it was required to develop a system that could scale to increasingly larger
datasets. To this aim, we considered three main research questions. With respect
to the first question, (how can we achieve better retrieval performance in
ways analogous to text retrieval by using Bag of Word (BoW) and Ran-
dom Indexing(RI)?), we proposed a binary signature-based approach namely,
CBIR-ISIG, with the help of the selected feature combination, BoW approach and
RI (Chapter 5). The empirical results show that the proposed system offers a
trade-off between retrieval quality and speed. The effectiveness of the system was
evaluated by comparing it with several systems on different standard datasets and
the results demonstrated that the system’s ability to provide accurate results as it
outperformed the other systems. In addition, a potential application of the CBIR-
ISIG system was found for object retrieval by proving its use and effectiveness.
The intention of RF approach motivated this research to in corporate RF into
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the proposed CBIR system ,as it helps improve retrieval quality by reducing the
semantic gap. Initially, a novel Rank-Based Pseudo RF (RB-PRF) approach was
proposed to improve the effectiveness of the CBIR-ISIG system when user in-
teraction is not available, by incorporating the rank order of the initial results
rather than giving them equal importance (Chapter 6). This aimed to answer
our second research question: can RF on images be applied in the same
way as signature-based RF on text documents to improve retrieval per-
formance?. In this research work, the feedback process was carried out in the
signature space, while considering only a sub-set of results for re-rank which made
the RF algorithm computationally efficient. The effectiveness of the RB-PRF
demonstrated its effectiveness with CBIR by showing competitive results with the
compared approaches. As user interaction is effective in understanding the user
perception, explicit user feedback was incorporated with the CBIR-ISIG system by
providing the user a chance to refine the query (Chapter 7). The user-engaged ex-
periments demonstrated the difference between classification and user requirement
while showing significant improvement in retrieval quality.
Our third research question was: how can we achieve fast retrieval results
and scale a CBIR approach to a very large image database? The aim
of this question was to develop a scalable system that could operate on larger
datasets. This question was partially answered by the first two questions and the
results from the experiments demonstrated the effectiveness and efficiency of the
proposed approaches and the ability for the system to be applied to larger datasets.
In addition, results from the robustness experiments imply that the CBIR-ISIG
system is robust to a large range of alterations.
It is hoped that this dissertation provides important contributions to the re-
search detailed in Section 9.3
9.2 Limitations
There were some limitations when developing and evaluating the proposed ap-
proaches.
There are a plethora of features available for feature extraction in CBIR and we
did not study all those features when we selected features for this research. This
research used some the best and fast colour, texture and shape retrieval techniques
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together in order to address general images. Therefore, there may be other feature
combinations which provide effective retrieval performance.
In addition, we used a scaling factor for RF and in that, the term w is a decay
factor, which determines how fast the feedback from images decays with rank. This
value works well over a wide range of collections and experiments. We selected
w values after experimenting with PRF and simulated RF. However, we did not
experiment with real users as it is a cumbersome task for users.
The run-times recorded in our experiments could be contextualised and con-
trasted with results reported in prior work. However, a direct comparison is not
possible because the reported results were obtained using different hardware archi-
tecture and experimental settings and the implementations of previously proposed
methods are not freely available. Therefore, we speculated by considering system
architecture and the size of the datasets used.
9.3 Summary of Contributions
A number of original contributions have been made and presented in this disser-
tation as follows:
• The development of a Content-Based Image Retrieval system based
on binary Image SIGnatures (CBIR-ISIG) in order to achieve accu-
rate results efficiently: Initially, this work focusedon identifying various
sizes of semantic image feature building blocks which can be used to rep-
resent an image as a bag of semantic image features. Then the grid-based
image decomposition, modified BoW representation (symbolical representa-
tion) and RI provided effective and efficient binary image signatures to search
the image database. Moreover, this provides solutions to the problem of high
computational complexity of indexing, retrieval process, memory and disk
space requirements with the use of binary image signatures. The retrieval
performance outperformed the existing systems in the literature based on
different benchmark datasets which illustrates that the proposed approach
has a high potential to retrieve correct images. The system demonstrated
significant effectiveness and efficiency which, in turn, can be extended to a
large collection. This CBIR system is presented in Chapter 5.
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• The development of Rotational Invariant Bag-of-visual Words rep-
resentation (RIBoW): With the motivation of binary signature-based
CBIR, we extended this work for the application of object retrieval. The
incorporation of circular image decomposition and circular shift with binary
image signature presentation provided an effective rotation invariant repre-
sentation which can be used in CBIR, especially in object retrieval. The
results from the experiments highlighted its effectiveness and robustness for
rotation invariant image retrieval by transcending retrieval effectiveness when
compared with other BoW approaches in object retrieval on the benchmark
dataset of objects. Therefore, this approach can be used in object retrieval
applications to gain effective and efficient retrieval performance. This RI-
BoW approach is presented in Section 5.5.
• The development of relevance feedback techniques that incorporate
rank information which allows images to be retrieved effectively
and efficiently: PRF has proven to be an effective mechanism in improving
retrieval accuracy. This is very useful, especially in the absence of an actual
user to provide feedback. An original, simple yet effective RB-PRF that
takes into account the initial rank order of each image to improve retrieval
accuracy is proposed. This RB-PRF mechanism innovates by making use of
binary image signatures to improve retrieval precision by promoting images
similar to highly-ranked images and demoting images similar to lower-ranked
images. This provides a mechanism to perform RF in the signature space
without ever going back to the original image features. Furthermore, the
initial list of signatures (only a sub-set of the first-pass results) that are being
re-ranked is already in memory following the initial search process, so the
process is computationally efficient. Empirical evaluations based on several
standard benchmarks demonstrated the effectiveness of the proposed RB-
PRF mechanism to CBIR by showing competitive results with the compared
approaches. This RB-PRF approach is presented in Chapter 6.
Then the RB-PRF approach was extended to explicit user feedback to im-
prove retrieval by understanding the user’s perception while providing the
user with an opportunity to refine the query. However, most proposed algo-
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rithms neglect experimental evaluation with real users. This research work
presents a methodology for the use of binary signature-based image retrieval
with a user in the loop to improve image retrieval performance. The signifi-
cance of this study is twofold. First, it shows how to effectively use explicit
relevance feedback with signature-based image retrieval to improve retrieval
quality. Second, this approach provides a mechanism for end-users to refine
their image queries. Unlike text retrieval systems where users are able, and
generally prefer, to reformulate their text queries to improve search results,
there is no effective way to reformulate an image query. This approach pro-
vides a solution to this problem. Extensive experiments were carried out
to study the behaviour and optimal parameter settings of this approach.
Empirical evaluations based on various standard benchmarks demonstrated
the effectiveness of the proposed approach in improving the performance of
CBIR. This explicit RB-RF approach is presented in Chapter 7.
• The scalability evaluation of the CBIR-ISIG system and RB-RF
approaches in terms of effectiveness, efficiency and robustness in
retrieval: Initially, the effectiveness of the CBIR-ISIG system and the pro-
posed RB-RF approaches with PRF and simulated user feedback, and ex-
plicit user feedback was evaluated and then the efficiency of feature extrac-
tion and retrieval of images at first pass retrieval and RF was evaluated.
The robustness was evaluated for a range of alterations to understand the
CBIR-ISIG system’s robustness to different degradations of images. With all
the results from these empirical evaluations it was concluded that using the
proposed CBIR-ISIG system and RF approaches in CBIR significantly im-
proves retrieval effectiveness and efficiency. Moreover, this signature-based
representation is robust to a range of image degradations. This scalability
evaluation is presented in Chapter 8.
In this dissertation, several CBIR methods are introduced, specifically a
signature-based approach (CBIR-ISIG) for efficient and effective general image
retrieval. An RF approach is proposed to improve retrieval performance further
and the system was evaluated for the scalability. Therefore, the main challenges
are solved by introducing different techniques. Despite these contributions, there
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are many opportunities to achieve improved results. The following section outlines
different options that can be used to develop the proposed approaches in future
work.
9.4 Future Work
A number of possible avenues for future research have been identified. The pro-
posed approaches can be enhanced in terms of efficiency, effectiveness and robust-
ness.
The main drawback of the proposed CBIR-ISIG system is that it consumes
considerable time for pre-processing. To solve this issue, parallel processing can be
applied to pre-processing in retrieval system when the query image from outside
the database to increase its efficiency. Moreover, experiments must be carried out
to find the effect of feature extraction in compressed domain as feature extraction
in compressed domain will help to increase efficiency.
More information of the type of users, user queries and studying the users’ views
may help to gain greater accuracy in evaluation and lead to accurate retrieval based
on the user’s view. However, this is very time-consuming and may be a cumbersome
task for the user. Therefore, controlled user experiments must be arranged. In
this work, experiments will be controlled by giving users a subset of images to
provide their feedback at their convenience and these images will be same, by
giving users exactly the same setting, same amount of time, same instructions and
the demographic of users will be known. Furthermore, this experiment will be lab-
based similarly to the experiments, which were done in Chapter 7. In addition,
developing the system as a web-based system will provide an opportunity to further
study user behaviour and collect more data which can then be used for simulated
experiments to study leads and drawbacks. However, this will be done by sending a
link to selected users to provide feedback after they confirm their participation and
same setting will be used as lab-based. Therefore, experimental setting is under
control. The differences between the lab-based and web-based are, in lab-based one
can monitor how long it takes to complete a task, gives users better instructions,
helps them in difficulties, resolves misunderstandings, while in web-based more
user data can be collected and convenient for users . Therefore, lab-based system
have more control over the setting than web-based. The use of a combination
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of concept-based and content-based approaches has been suggested in order to
improve retrieval performance in terms of effectiveness.
Focused relevance feedback is an RF approach which takes feedback in the
form of highlighting the relevant area. The CBIR system then incorporates that
information to re-rank the rest of the collection. This will be useful in acquiring
higher precision and we expect that this will improve results more than by using
full image feedback. In addition, this will be helpful to the user as they can collect
the required information at the early stage without them having to put in much
effort. Therefore, focus relevance feedback can be incorporated with CBIR-ISIG
in order to improve effectiveness.
9.5 Final Remarks
The proposed CBIR-ISIG system is significant as it provides significant effective-
ness, efficiency and robustness in CBIR. These features enable the CBIR-ISIG
system to be extended for large databases and applications such as object re-
trieval. The CBIR-ISIG, when incorporated with RB-RF approaches, is signifi-
cant because RF performs in the signature space and helps achieve competitive
performance efficiently by re-ranking only the sub-set (initial list) of the first-pass
results. Moreover, explicit relevance feedback provides a mechanism for end-users
to refine their image queries. Therefore, it can be argued that CBIR-ISIG with
RB-RF provides an effective, efficient and robust system for CBIR.
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Appendix A
User Interface of the CBIR-ISIG
System
This Chapter gives an overview of the user interface of the CBIR-ISIG system.
Figure A.1 gives the initial appearance of the CBIR-ISIG system. It is very
simple and it has two options. If user wants just search then user has to upload
an image and click search button. If user requires results based on specific feature,
he/she can select that option from the top right hand corner. figure A.2 shows
an example for that by showing options for colour. User can selected any feature
from the colour feature as listed. There is a option to selct image type is required
as shown in A.3.
When the searching process starts user first has to upload an image. When
user click ”Upload” it directed to the database as shown in A.4 and when user
click on an image it appears in the interface and results are shown after click on
”Search” as shown in A.5.
After seeing the given results user can give their feedback to the system and get
new results list back. Figure A.6, A.7 and A.8 shows the given user FB of different
users. In evaluation phase user was asked to run the FB search for five iterations.
Each time user has to click on ”Feedback & Search” button to receive FB results.
After fifth iteration user is given a message by notifying that five iterations are
over ready for the next step as shown in figure A.9. In there user is asked to click
”First Pass” button which was inactive during the FB iterations. This was done
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because the user may confuse when several buttons are active.
After user click on ”First Pass” user is guided by the system to select relevant
images from given 100 images as shown in figure A.10. However, these 100 images
are shown by five separate pages which user can see them by click on ”Next” and
”Previous” buttons which activates after click on ”OK” on the shown message.
Figure A.11 shows intermediate results page of the first pass retrieval results,
”Next” and ”Previous” are activate and ”Feedback & Search” is inactive here. After
user comes to the last page of the first pass results ”Feedback & Search” button is
active to be clicked on as shown in figure A.12.
Figure A.1: Initial look of the GUI.
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Figure A.2: User is allowed select preferred feature if they need. Here listed the fea-
tures for colour.
Figure A.3: Different types of images can be selected.
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Figure A.4: Image database is shown when user click Upload button.
Figure A.5: Retrieval results are displayed after clicking on Search Button.
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Figure A.6: User FB for the given query (User1).
Figure A.7: User Feedback for the given query (User2).
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Figure A.8: User Feedback for the given query (User3).
Figure A.9: After five iterations.
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Figure A.10: First Pass clicked.
Figure A.11: Intermediate results page after clicking on First Pass. User can see 100
images using Previous and Next Button
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Figure A.12: Last page of the first pass results for the given query.
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The success of efficient interaction between a user and a CBIR system depends
on system’s usability. When the usability of a system is considered, it concerns
not only the user interface but several other factors can be crucial for system’s
performance in general. These usability issues and how CBIR-ISIG system handles
these issues as listed below.
• Query specification : the system should allow flexibility of formation and
modification of search request.
– CBIR-ISIG system allows user to change their query if required and
every time they only have to click ”Upload” button when they want
to alter.
• Results presentation : the system should provide user results in a clearly
arranged presentation in a user interface.
– CBIR-ISIG system shows 20 images according to their similarity, at a
time as user always expect images with highest similarity and some-
time user may be confused by seeing large amount of images. This
can be seen from the listed GUI figures here.
• Retrieval speed : the system should have efficient searching mechanism to
give results without allowing user to wait.
– CBIR-ISIG system use binary image representation as final repre-
sentation which is used in searching procedure. Hamming distance
is used as similarity measure in the Topsig signature based search
system, for searching. CBIR-ISIG system is fast because it inherits
properties of the Topsig. This can be seen from figure 8.6 and 8.7.
• Relevance feedback : the system should provide effective relevance feedback
system to use.
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– CBIR-ISIG system provides effective FB mechanism. Because simple
binary feedback is used, either ”yes” or ”no” is required for the images
which needs to be provided by the user. The proposed RB-RF ap-
proach works quite well on CBIR with improved results. This can be
seen from results in Chapter 6and Chapter 7.
• Interaction period : The system should be able to react instantaneously.
– CBIR-ISIG system provide an efficient RF searching system which
needs only milliseconds to search and present irrespective of the size
of the dataset. This can be seen from figure 8.11.
• Easiness to use : the system should be easy to learn, efficient and pleasant
to use.
– CBIR-ISIG system is easy to use and no prior knowledge is required
and it has law error rate to attract and satisfy the user. Moreover
user is guided by the system.
Usability of the system was discussed here. However, the usability was not
evaluated with the real users.
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Interactive Relevance Feedback
Evaluation : Ethics Clearance
The project is concerned with a search engine for images. Unlike a text search
engine, which is using keywords or text questions to find relevant documents, this
system is using example images as queries. After conducting an initial search,
the system presents several images, deemed to be similar in some sense to the
query image. The user is then able to indicate if, and which, of the returned
images are relevant images, by clicking on the relevant images. The system is then
able to refine its search and try and present an improved set of result images,
using the feedback. This process can be repeated as many times as the user
wishes to. Therefore, human interaction is essential. Human ethics clearance was
obtained to carry out the evaluation of relevance feedback, which was is exempted
from ethical review by the QUT Human Research Ethics Committee (Exemption
number:1600000622). The evaluation of the system is done in two sessions rather
than having one session. Nevertheless, the evaluation process and the requirements
have remained the same.
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Content-Based Image Retrieval with Interactive
Relevance Feedback
PARTICIPANT INFORMATION FOR QUT RESEARCH PROJECT
QUT Ethics Exemption Number 1600000622
RESEARCH TEAM
Principal Researcher: Nanayakkara Wasam Uluwitige Dinesha Chathurani, PhD
Student
Associate Researchers: Prof. Shlomo Geva, Prof. Vinod Chandran (QUT) and
Prof. Wageeh Boles.
DESCRIPTION
This project is being undertaken as part of the PhD thesis of Nanayakkara Wasam
Uluwitige Dinesha Chathurani, which is focused on improving content based image
retrieval results through user feedback. Specifically, the aim of this thesis is to
investigate user perception images rather than classification.
The research team requests your assistance to evaluate the relevance feedback
approach on the content-based image retrieval system .
PARTICIPATION
The researchers are looking for QUT students and staff who are willing to give
feedback on the content-based image retrieval system.
Participation in this research is completely voluntary, and if you do agree to
participate, you are free to withdraw from participation at any time without com-
ment or penalty. Your decision to participate, or not participate, will in no way
impact upon your current or future relationship with QUT (e.g. your grades).
You will be asked to use the system at an agreed location that is convenient to
you. The experiment will take approximately 45 minutes of your time for the first
session and 30 minutes for the second session.
During the first sessions, you will be asked to interact with the system as follows:
1 You will be shown a query image.
2 You will be shown 20 images that the search engine had identified as poten-
tially relevant with respect to the query image.
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3 You will be required to click any image that you deem to be relevant. Rel-
evance can be determined according to your subjective assessment and you
do not need to explain. Just click relevant images.
4 When you are done the system will refresh the screen with 20 new images.
It will use your feedback from the previous step in an attempt to find more
relevant images.
5 Steps 2 to 4 will be repeated until you have viewed 5 screens of results.
6 You will be asked to select relevant images from shown 100 images.
7 A new query image will be presented and steps 2 to 6 repeated.
8 The experiment will end after 80 query images were processed.
9 You may end the experiment earlier if you wish. You may take breaks as
you wish.
During the second sessions, you will be asked to interact with the system as follows:
1 You will be shown a query image.
2 You will be shown a image that the search engine had identified as potentially
the best relevant with respect to the query image.
3 You will be required to click yes if you feel that the full image is relevant and
select a area of the image that you deem to be relevant or click no otherwise.
Relevance can be determined according to your subjective assessment and
you do not need to explain.
3 When you are done the system will refresh the screen with a new image. It
will use your feedback from the previous step in an attempt to find more
relevant images.
4 Steps 2 to 3 will be repeated until you have viewed 50 images.
5 A new query image will be presented and steps 2 to 4 repeated.
6 The experiment will end after 10 query images were processed.
7 You may end the experiment earlier if you wish. You may take breaks as
you wish.
239
EXPECTED BENEFITS
It is expected that this project will not benefit you directly. However, it may
benefit all the users who do search images using query by example. The research
team seeks to benefit from this experiment by studying the utility of user feedback
in improving the search results of image retrieval systems.
RISKS
There are minimal risks associated with your participation in this project. These
include your inconvenience and time. Therefore, we ask you to inform us about
any convenient time during the given duration and if you are not forced attend if
you do not have enough time to participate.
We believe there are minimal risks with your participation in this feedback,
which you should consider:
No any detail will be taken from you and you can attend at any convenient
time.
PRIVACY AND CONFIDENTIALITY
No personal details or image will be taken.
CONSENT TO PARTICIPATE
Due to the nature of the project a verbal consent mechanism will be used.
CONCERNS/COMPLAINTS REGARDING THE CONDUCT OF THE
PROJECT
QUT is committed to research integrity and the ethical conduct of research
projects. However, if you do have any concerns or complaints about the ethi-
cal conduct of the project you may contact the QUT Research Ethics Unit on
3138 5123 or email ethicscontact@qut.edu.au. The QUT Research Ethics Unit is
not connected with the research project and can facilitate a resolution to your
concern in an impartial manner.
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