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Abstract
The properties of quantum mechanics promise to overcome the limitations of
classical physics in novel quantum technologies. The potential of important
applications such as quantum computations and quantum sensing motivates
and provides a context to the present dissertation.
The thesis focuses on one of the most promising experimental platforms:
Single nitrogen-vacancy (NV) centers in diamond. This quantum system is
composed by the spins of the valence electrons of the crystalline point de-
fects and their nearby nuclei. Quite generally, a fundamental requirement
to exploit the potentialities of the quantum nature of a system is its precise
control. However, this always involves new challenges, related to the need
to protect the quantum system from the environment (i.e. preserving the
quantum nature of the system itself) and the desire to develop measurement
protocols that can enhance its performance for quantum applications. There-
fore, I focused my Ph.D. work to find novel solutions to these challenges.
The dissertation, developed in the context of a research project taking
place at University of Florence-European Laboratory for Non-linear Spec-
troscopy (UNIFI-LENS), is focused on two complementary goals: an im-
proved characterization and control of the NV center and its environment,
which enables superior performance in quantum sensing, and novel sensing
methods with NV centers, that can be applied to better characterize the
environment itself.
As a first project, we addressed the manipulation and control of the spin
associated with a nearby nucleus. In particular, we explored the dynamic
nuclear polarization mechanism of the 14N nucleus intrinsic to the NV defect
itself, to produce a high-polarized nuclear spin state. The dynamics of this
phenomenon depends strongly on the interaction between electronic and nu-
clear NV spins in the orbital excited state. Characterizing the process as a
function of alignment and strength of an external magnetic field, we obtained
the first precise direct evaluation of the transverse hyperfine coupling in the
excited-state of the NV center.
Then, we devised and implemented an optimal control method for mag-
netic field quantum sensing. The purpose was the measurement of weak
variable fields via dynamical decoupling techniques with the NV electronic
spin. Our technique is distinct from previous ones for the introduction in
our numerical optimization of an innovative metric: The sensor sensitivity.
Using this metric enables finding the best compromise between decoupling
the NV spin from the environment and enhancing the effects of the target
field. We tested our algorithm on different exemplary scenarios and verified
it for some experimental cases. In all the considered cases, our method leads
to an improvement of the sensitivity up to a factor of 2 with respect to tradi-
tional dynamical decoupling techniques. Moreover, our optimized sequences
can guarantee a speed up of the sensing measurement without a deterioration
of the sensitivity. This would be fundamental for the measurement of weak
fields characterized by a short lifetime.
The knowledge of the environment is a prerequisite for preserving the NV
spin from decoherence and enabling optimal control techniques. Therefore,
the last part of the dissertation is dedicated to the study of the properties
of the NV-environment interactions considering both the 13C nuclear spin
bath inside the diamond and the effects of strongly interacting nearby nuclei.
We implemented a method that allows us to spectrally characterize such
environment, valid even in the case of relatively short coherence times. For a
weak coupling regime, i.e. high bias magnetic field, we verified the robustness
of the model under control sequences different from the ones used to extract
the environment characteristics. We found a considerable agreement between
data and numerical simulations for the NV electronic spin evolution, without
any fit parameter.
The suite of methods and results obtained in this thesis can be used
to improve the performance of NV-based quantum sensors, that are finding
widespread applications in fields ranging from biosensing, to geoscience, con-
densed matter physics and precision metrology. More broadly, while all the
methods presented in this thesis are designed for applications with single NV
centers in diamond, they are quite general. It would then be possible to apply
them to different quantum experimental platform, such as defects in silicon
carbide, ultracold atoms or trapped ions, and achieve similar improvement
in other quantum devices.
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Introduction
Nowadays, one of the most relevant research fields involves the study and
development of quantum systems for practical applications (so-called quan-
tum technologies). For example, the implementations of efficient computa-
tion (quantum computation) [1] and high-precision measurements (quantum
metrology) [2] are important purposes both from the theoretical and exper-
imental point of views. The basis of the reached progress are related to
the peculiar properties associated to quantum mechanics, such as superposi-
tion principle and entanglement, that enable the possibility to overcome the
limitations of classical physics [3, 4].
However, to really exploit these possibilities, the precise control of the
quantum system is an indispensable requirement. "Control" means the ca-
pability to manipulate the system avoiding the drop of its quantum proper-
ties: To do it, a full knowledge of the system is in general necessary. This
is also true since any realistic quantum platform is inevitably coupled to its
(often classical) environment. Indeed, the coherent superposition of the sys-
tem can be irrevocably destroyed (decoherence) due to the interaction with
its surroundings. Reducing decoherence is one of the central problems in
quantum control and it is the prominent argument of a wide research activ-
ity. Indeed, since addressing these arguments is the general purpose of my
dissertation, the goal of this first part is to provide a brief introduction with
the fundamental definitions and the concepts of both quantum computation
and quantum sensing. Those two research fields have many characteristics in
common and are the basis for the applications with nitrogen-vacancy (NV)
centers in diamond, main subject of this thesis.
Principles of quantum computing
The necessary and sufficient requirements for any physical platform able to
realize the universal quantum computing are univocally identified thanks to
the Di Vincenzo criteria [5], that I report here. A quantum computer shall
have the following characteristics:
1
2I A scalable physical system with well-characterized qubits.
II The ability to initialize the state of the qubits to a simple fiducial state.
III Long decoherence times, much longer than the gate operation time
IV A universal set of quantum gates
V The capability to measure the state of specific qubits
The first criterium involves the definition of a qubit as a two level system
(typically indicated with |0〉 and |1〉) encoding a bit of quantum information.
The statement "well characterized" concerns several characteristics; first of
all, its physical parameters should be completely known, including the inter-
nal Hamiltonian, as well as the coupling with additional levels of the qubit
system. Then, a deep understanding of the interaction with its environment,
e.g. other qubits, and couplings with external fields is necessary. About the
scalability, it is not uniquely defined for all the possible different applica-
tions, but in general represents the capability of the system to improve its
performances, proportionally to the size of the system (e.g. increasing the
number of qubits). The II criterion is not simply related to the straight-
forward requirement to have a well known starting point for the quantum
computation process, but also to the possibility to resort to this fiducial
state for quantum error correction, improving the qubit performances. For
the satisfaction of the third criterion, we can describe the decoherence as the
loss of the quantum information stored by the qubit, i.e. the drop of the
off-diagonal elements of the density matrix ρ or the presence of loss channels
due to states of the qubit different from |0〉 and |1〉; if the decoherence dy-
namics is much slower of the capability to manipulate the qubit, it enables
the implementation of multiple quantum gate operations with high fidelity of
operation. To be considered "universal", as required from the IV point, a set
of quantum gates has to include both one-qubit gates and two-qubits (e.g.,
controlled-NOT, cNOT) gates; the latter point can be considered the core of
the entanglement creation between qubits. The final requirement points out
that the result of the computation sequence must be read out; this is possible
once each specific qubit can be measured independently.
In the last two decades an important part of modern physics concerns
the development of physical systems for quantum computation, and there is
a number of candidates [6] that could represent a feasible platform; we can
easily recognize as potential qubits photons, trapped ions or neutral atoms,
superconducting circuits, electrons in quantum dots and donors or defects in
solid state systems. However, it remains unclear which technology, if any,
will ultimately prove successful.
3Quantum sensing requirements
The definition of "quantum sensing" can be expressed as the use of a quan-
tum object to measure a physical, classical or quantum, quantity. One of the
main properties of the quantum object is given by the presence of quantized
energy levels, depending on the physical quantity that we aim to measure.
Another possibility is related to the use of quantum coherence, as for tempo-
ral superposition state, to perform the measurement of the target field to be
measured or, otherwise, the improvement of the sensitivity of a measurement,
beyond the classical limit, with the aid of entanglement.
An extended discussion about quantum sensing can be found in [7], from
which we also derive some specific characteristics for the definition of a quan-
tum sensor. In analogy to the Di Vincenzo criteria for quantum computation,
a quantum sensor should have first of all discrete, resolvable energy levels re-
lated to a two-level system; obviously, an ensemble of two-level systems would
exhibit many advantages as well. On the other hand, in this case the scal-
ability requirement, belonging to the first Di Vincenzo criterion, does not
play the same crucial role as for quantum computation. The presence of a
fiducial state easily to be initialized is still an essential feature for a quantum
sensing protocol. Then, we need the possibility to coherently manipulate the
qubits, even if the possibility to entangle two of them, that is, a two-qubit
gate required for a universal set of gates, is not necessary. Nevertheless, it
would be an important feature for the quantum sensing platform. Of course,
the ability to read out the state of the system remains at the basis also for a
sensing measurement.
Up to now, the depicted characteristics of a quantum sensor are in com-
mon with the qubit for a quantum computer; another specific requirement
for quantum sensing applications is the capability to interact with a relevant
physical quantity that is the target of the measurement (e.g. an electric or
magnetic field). This interaction can be described by a coupling parame-
ter able to relate the changes in the external target with the ones in the
transition energy of the quantum sensor. So, the two main characteristics
to discriminate different quantum sensors are: i) "to what" and ii) "how
much" they are sensitive. Meanwhile the first, of course, defines for which
possible application you can use a given sensor, the second is one of the most
prominent features to determine the quality of the sensor itself and it is rep-
resented by the "intrinsic sensitivity". Indeed, the optimum sensor should
provide the strongest response to the target signal, meanwhile minimizing
the effects of unwanted perturbations. Obviously, these are in general two
conflicting tasks that have to be reconciled. Therefore, even if we did not con-
sider the III Di Vincenzo criterion, concerning the ratio between coherence
4and operation time on the qubit, in the definition of a quantum sensor, it
affects in a fundamental (still not exclusive) way the goodness of the sensing
measurement.
We can identify a number of experimental candidates that can take on
charge the quantum sensing task. A review of all possible quantum sen-
sors goes beyond the purposes of this thesis and can be found in [7]. Here,
we limit ourselves to mention the most prominent for the group related to
magnetic field sensing, as it is the case of NV centers: The categories are
basically the ones mentioned for the quantum computing case, ranging from
vapor cells or cold clouds for neutral atoms [8, 9], to solid-state spins, like
NMR sensors [10], and superconducting circuits, as superconducting quan-
tum interference devices (SQUID, [11]) and flux qubits [12]. There is in
this case also the addition of some elementary particles (muons [13]) and
optomechanical systems [14].
In general, the sensing sequence can be described by a basic measurement
protocol, the starting point of which consists, as discussed, in the preparation
of the sensing state: It could also be not simply one of the two states of
the qubit basis, but also any superposition state useful to sense the target.
Then, the sensor evolves under an Hamiltonian, composed by the internal
time-independent one, characterized by |0〉 and |1〉 as the eigenstates, the
interaction with the target and the external control. At the end of the sensing
procedure, the system is in a final sensing state; if necessary, the read out
basis could be different from the initial one, and made by a combination of
|1〉 and |0〉. Finally, the state of the sensor is read out with a measurement,
typically a projective one 1. Indicating with 1 (0) the eigenvalue associated to
|1〉 (|0〉), the measurement would give a binary outcome of a physical quantity
measurable with the experimental apparatus: Either 1 with probability x
(proportional to the probability p for the qubit to change its state during
the measurement) or 0 with probability 1−x. Therefore, to obtain a precise
evaluation of p, a repetition of the whole sequence has to be performed, by
averaging over many realizations on the same qubit or averaging over many
qubits. Although the described protocol is not universal, it can be used to
describe most of the quantum sensing techniques.
Dissertation contest
In the depicted scenario for quantum sensing and computing, one of the
most promising opportunities to transfer quantum mechanical properties in
1A projective measurement is described by a Hermitian operator on the state space of
the system being observed [15].
5everyday applications is represented by nitrogen-vacancy centers in diamond,
subject of this thesis work. In this case, the quantum system is represented
by the intrinsic angular momentum of the valence electrons of the crystalline
point defects and their nearby nuclei. The ability to coherently control with
very-high precision these degrees of freedom makes NV centers ideal candi-
dates for a wide class of quantum applications,e.g. for magnetic field quantum
sensing [16,17], and for quantum computing applications [6].
About the latter, NVs have been demonstrated a good platform for the
creation of quantum registers [18] and coherent feedback control of the qubit
with the aid of an ancilla system [19]. They are also a suitable system to
create entanglement, both between different nuclear spins by means of a sin-
gle NV center [20] and between different NVs [21]. On the other hand, they
are very flexible for magnetic field sensing, enabling measurements of weak
variable magnetic fields with nanometric resolution [22, 23]. Therefore, it is
possible to exploit these characteristics for devices that can scan different
samples [24] or directly measure fields generated by molecules on the dia-
mond surface in very small volumes [25]. Moreover, the biocompatibility
of the diamond leads to important applications for biological purposes, like
measurements of action potentials generated by neuron cells [26,27].
Nevertheless, there are still some open challenges in order to push the
performances of the NV quantum system to their ultimate limits: i) new
measurement protocols, ii) protection from the environment and iii) quantum
error correction are indispensable tools in this sense. This dissertation is
therefore focused on addressing these points, with particular attention for
i) and ii) by means the development and experimental realization of novel
techniques for the quantum control of single NV centers. This Ph.D work has
been realized as a part of an experiment running at University of Florence-
European Laboratory for Non-Linear Spectroscopy (UNIFI-LENS).
The thesis is structured as following: A first part of Cap. 1 provides an
introduction to NV centers, describing their physical properties. Then, after
a short description of our experimental setup, I describe the measurement
methods used to control the NV spin system. Chapter 2 discusses how to
manipulate and control a second quantum degree of freedom: The spin asso-
ciated to a nearby nucleus. In particular, we studied the possibility to polar-
ize the nuclear spin associated to the NV color center by means of dynamic
nuclear polarization mechanism. Studying the dynamics of this process, we
provided a first precise experimental evaluation of the transverse hyperfine
coupling between the nuclear spin of a 14N, composing the NV defect itself,
and the NV electron one in the orbital excited state. In Ch. 3 I present an in-
novative method for the numerical optimization of amplitude measurements
of ultraweak variable magnetic fields with arbitrary (known) frequency spec-
6trum. The novelty of the idea lies on the use of a new optimization metric,
chosen instead of the usual fidelity of operation: The sensitivity itself. We
characterized the method for various exemplary cases of magnetic fields and
we also demonstrated a good agreement with experimental measurements
performed on a single NV center in bulk diamond. Since the basic idea is
general, this approach would be relevant also for different platforms to push
sensitivity towards its limit. Chapter 4 addresses the problem of the knowl-
edge of the environment surrounding a quantum system. In particular, we
studied both the properties of the diamond nuclear spin bath and the effects
of strongly interacting nearby nuclei. In the Conclusions, I summarize the
main results obtained with my work and the challenges and perspectives to
extend it.
Chapter 1
Nitrogen-vacancy platform:
Background and applications
Negatively charged nitrogen-vacancy centers in diamond have emerged as
promising platforms for quantum information processing and for a wide range
of applications in quantum sensing. The NV electronic spin remarkable prop-
erties, such as optical initialization and readout of its spin state [28], and ex-
tremely long spin coherence [29], make it an excellent candidate for quantum
technologies.
In this chapter I introduce what NVs are and their main properties, pro-
viding the knowledge tools that are needed to make familiar with the physics
related to this quantum system. First, in Sec. 1.1, I present the physical
structure of NV centers providing also a brief overview of the most used
methods to create them inside the diamond structure. Second, in Sec. 1.2
and 1.3, I describe the NV quantum spin system and its relevant energy
structure, that make NV centers reliable for a wide range of studies and ap-
plications. I introduce also the description of the interaction between the NV
center and the local environment, made by neighboring 13C nuclei.
Then, in Sec. 1.4 I discuss the setup, already present at the European Lab-
oratory for Non-linear Spectroscopy (LENS) at the beginning of my Ph.D.
course, used to carry on the experimental work concerning this dissertation.
Finally I present the standard techniques for detecting and manipulating the
NV spin state, starting in Sec. 1.5 with Electron Spin Resonance experiments,
and proceeding in Sec. 1.6 introducing the methods used to decouple the NV
center from its environment.
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1.1 NV structure and production
There are more than 500 luminescent defects in diamond 1 and a significant
fraction has been and it is also nowadays subject of research activities [30].
Nitrogen is the prominent impurity inside the crystal lattice and some defects
related to this element show many important properties for a wide range of
applications.
In this work I address specifically the topic related to nitrogen-vacancy
centers, that is, stable point defects of the diamond lattice structure; they
consist in a substitutional nitrogen that replaces a carbon atom in the dia-
mond lattice with a vacancy center as a first neighbor. The center is charac-
terized by C3v symmetry and appears in one of three possible different charge
states: Positive NV+ [31], neutral NV0 [32] or negative NV− [33,34]. Even if
NV+ and NV0 are subject of important research studies [35,36], our interest
for this dissertation will be focused on the negatively charged variation, as it
involves all the properties described in the previous section. For this reason,
from now on in the remainder of the text with NV notation I will imply the
negatively charged one, dropping the charge superscript.
For the production of diamond samples and the creation of NV defects,
different techniques can be exploited. Even if the study related to the fab-
rication of samples is a critical point to determine also the possibilities for
applications, it goes beyond the aim of this thesis and here I will give just a
brief overview of the different methods; an extension of this discussion could
be found in [37]. The main technique to grow the diamond itself consist in
Chemical Vapor Deposition (CVD) synthesis, with which carbon atoms are
deposited onto a substrate inside a growth chamber with controlled atmo-
sphere. CVD allows us the possibility to use different substrates materials
and to obtain diamonds with very wide surfaces (over 10 cm of diameter and
1 mm of thickness [38]); it enables also the possibility to control the density
of chemical impurities and so engineering the properties of the diamond it-
self. Indeed, only a small fraction of the substitutional nitrogen introduced
during the grow process forms NV centers [39], typically < 0.5%.
It is possible to enhance the N-to-NV conversion through an additional
irradiation with electrons on the sample and an annealing process; the first
enhance the number of vacancies present inside the crystal. With the second,
heating the sample at temperatures in the range 600− 2000 ◦C, it is possible
for the vacancies to diffuse towards substitutional nitrogen defects and form
1A prefect diamond is a semiconductor with a wide band gap of 5.5 eV (225 nm, UV),
so transparent in a wide range of frequencies. Therefore, it is common that a defect hosted
inside the lattice presents an energy structure that allows deep radiative transitions within
the diamond bandgap.
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NV0 centers. Usually the additional electron necessary to obtain the nega-
tively charged species could be provided by a neighbor single nitrogen inside
the lattice. In this way the relative abundance of NV centers with respect to
nitrogen impurities could reach values close to 50 %, that would be the most
favorable case.
In order to highly reduce the dispersion of the defects inside the diamond
it is possible to exploit the δ-doping technique: An interruption of the grow
of the matrix material during the CVD enables the deposition of dopant
impurities, in this case nitrogen, on the exposed surface of a high-purity
sample [40]. At this point, an annealing process could be performed; in this
way, once restarted the growth, NVs are confined to the plane where nitrogen
was deposited, resulting in a doping with a δ-function-like profile, reducing
both the depth at which NVs are and confining them in a specific layer, up
to ∼ 2 nm and ∼ 5 nm of thickness and depth, respectively [41].
A further important method to insert NVs in the lattice close to the sur-
face is ion implantation of nitrogen, mainly N+ and N++, into high-purity
diamonds. The energy of the ion atoms as well as the ion flux and the
beam shape are fundamental parameters to engineer the efficiency of the
method [4244]. This technique enables the production of samples with a
regular pattern of NV defects maintaining a very low abundance of nitrogen.
The spacing within the horizontal pattern and the implantation precision
could be enhanced up to some tens of nm and ∼ 10 nm, respectively, by
masking off the diamond surface or focusing the ion beam. The main draw-
backs related to implantation are the lower photo-stability and shorter spin
coherence times with respect to NVs created with different techniques [45].
1.2 NV as quantum system
Once analysed the structural properties, now I address the description of the
physical system that make NV centers reliable for a wide range of studies
and applications. First of all, it is possible to describe the electron system
of the diamond crystal as the sum of covalent-type interactions between the
valence electrons of two nearest neighbor atoms [46]. Obviously the presence
of a vacancy, i.e. the absence of an ion, breaks the bonds in the crystal,
producing unpaired electrons that contribute to the properties of the center.
In the case of our interest, the three carbon atoms contribute to NV valence
band with one electron and the nitronen composing the NV itself gives in
turn two electrons, behaving as a donor [32, 47]. This description would
correspond to the neutral NV0 configuration, to which it is possible to add
a last additional electron exploiting the presence of a second nitrogen close
1.2 NV as quantum system 10
to the defect [48].
In this configuration, the description of the orbital wavefunctions repre-
sentation of the six electrons it is totally equivalent to the one made by two
holes (with the caveat to consider the different sign of the interactions); it
is therefore convenient to choose the representation containing the smallest
number of particles. The resulting spin system associated with the NV center
consists in an electronic spin S = 1, generating an energy structure similar
to a "two-electrons atom" case, ideally separated in triplet and singlet sates.
For an in depth discussion related to the energy levels and their symme-
tries it is possible to refer to [46]. The symmetry axis of the defect, the [1, 1, 1]
of the crystal, defines the favored direction of the spin and consequently the
three spin projections mS = {0,±1}. The ground state (GS) is given by a
spin triplet where the mS = 0 and mS = ±1 projections are separated by an
electric quadrupole term. A second triplet forms an excited state (ES) con-
nected with the ground state through an optical transition, with zero phonon
lines (ZPLs) at wavelength 637 nm (1.945 eV), and associated vibronic bands
that extend from their ZPLs to higher energy in absorption and lower energy
in emission (see [49] for examples of the vibronic bands). The presence of
two singlet states with energy in between the two triplet states has been
demonstrated; they are connected by additional infrared optical transition,
with ZPL at 1042 nm (1.190 eV) that is only observable during optical illu-
mination (with energy > 1.945 eV) [50]. One of these two states is involved
in an inter-system crossing (ISC) between singlet and triplet configurations
via non-radiative transitions.
In first approximation, it is sufficient to consider an electronic system
formed by a five-level scheme, depicted in [51] and shown in Fig. 1.1(a),
defined by GS and ES triplets plus the singlet involved in the ISC; the dy-
namics of this transitions can be described through the decay rates towards
the GS evaluated in [52] and reported in Tab. 1.1. In particular, we can
note a difference of about one order of magnitude between the lifetime of
the ES (∼ 10 ns) and the singlet state (∼ 300 ns), so that this last could
be considered as a metastable state for the NV electronic spin. Moreover,
we can note the presence of a faster decay towards the singlet state from the
mS = ±1 spin projections with respect to the mS = 0 one, and vice versa for
the decay from the metastable towards the GS; this combination results in
an effective higher probability to have a spin-flip |±1〉e → |0〉g with respect
to the opposite |0〉e → |±1〉g, where the ket indicates the particular |mS〉
quantum state and the subscript e/g the excited/ground manifold.
Exploiting this mechanism with many cycles of optical excitations with
laser light it is possible to minimize the probability for the NV to be in the
|±1〉g, that I will indicate with p±1, and maximize p0 (probability to be in
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Table 1.1: Transitions and decay rates Γ (from [52]). The labels correspond to the
energy levels in Fig. 1.1(a) so that Γin,fin indicates initial in and final fin levels
with their spin projection mS = 0,±1 and manifold (the ES e, GS g or metastable
m).
Transition Rate [MHz]
Spontaneous Emission Γ0e,0g, Γ−1e,−1g, Γ+1e,+1g 63.48
Intersystem crossing Γ0e,0m 11.76
from ES to singlet Γ−1e,0m, Γ+1e,0m 79.91
Intersystem crossing Γ0m,0g 3.25
from singlet to GS Γ0m,−1g, Γ0m,+1g 2.37
|0〉g). In this way a spin polarization is realized even if at room temperature
the three different states of the GS are equiprobable because of thermal
energy. In these experimental conditions, the relaxation time T1 for each
pure |mS〉 state is usually > 1 ms. The polarization mechanism paves the
way for all NV applications because it represents the usual technique for
the initialization of the quantum system before all experimental sequences.
Finally, the different probability to decay from the ES to the GS through the
metastable state is responsible for a state-dependent photoluminescence (PL)
that is exploited to discriminate between mS = 0 and mS = ±1 and so read
out the spin; all these experimental routines will be discussed in Sections 1.5
and 1.6.
I underline that also other research works [51, 53, 54] report different de-
cay rates for the internal dynamics between the electronic spin levels of NV
centers. In general, their values depend on many peculiar experimental condi-
tions, as temperature and intrinsic crystalline properties (e.g., lattice strain),
leading to the possibility to have different rates for defects inside the same
diamond sample; for these reasons, a complete univocal model able to pre-
dict the dynamics under different conditions has still to be developed. We
are supported in our choice of the parameters reported in [52] because they
are obtained with measurements on NV centers in bulk diamond at room
temperature, as in our case.
1.3 Spin Hamiltonian
After describing the main characteristics of the NV energy level structure re-
lated to its electronic spin, in this section I analyze the different contributions
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Figure 1.1: Level scheme of NV energy level structure. (a) Seven-level
scheme of electronic structure, composed by the spin singletmS = 0 and the ground
and excited state spin triplets. I show optical excitations at 532 nm (green arrows),
radiative decay at 637 nm (red arrows) as well as non-radiative decay (black ar-
rows) via the metastable level, responsible for spin polarization. The diamond
valence and conduction bands, with their energy separation equal to 225 nm·h, are
schematically represented as well. (b) Hyperfine energy levels of the ground state
considering the presence of a nuclear spin I = 1, as for the case of 14N. For all the
physical constants indicated in the figure, refer to Tab 1.2.
to the energy within each triplet manifold. I consider also the interaction with
a second quantum degree of freedom that usually is intrinsically related to
NV centers: The nuclear spin I associated to the nitrogen composing the
defect itself.
The ground and excited triplet states of the system are governed by the
same form of Hamiltonian. A detailed scheme of the level structure generated
from these Hamiltonian operators is represented in Fig. 1.1 (a) and (b). The
bare GS Hamiltonian for the electronic spin considered up to now, without
any external interaction, would read
Hg = DgS2z , (1.1)
where Sz is the spin operator along the NV quantization axis zˆ and Dg =
2.87 GHz the electronic zero-field spitting of the GS.
In presence of an externally applied magnetic field B the Zeeman effect
removes the degeneracy of |±1〉g states. Moreover, a strong coupling between
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electronic and nuclear spins results in an hyperfine interaction, so that the
only mS quantum number is not sufficient anymore to uniquely describe the
NV state and we resort to |mS,mI〉 to do it, where mI indicates the nuclear
spin projection along the quantization axis. Finally, nuclear quadrupole and
Zeeman terms shift the states in energy. The final Hamiltonian results:
Hg = DgS2z + γe S ·B +Q I2z + S ·A·I + γn I ·B, (1.2)
where S and I are the electronic and nuclear spin operators, Q represents the
nuclear quadrupole interaction, γe and γn are the electronic and nuclear gy-
romagnetic ratios, respectively. It is evident how the fourth term of the right
hand side, the hyperfine one, removes the degeneracy of the three nuclear
spin projections splitting each |mS〉 state in 2I + 1 hyperfine levels.
The hyperfine interaction can be rewritten as:
S ·A·I = A‖SzIz + A⊥(SxIx + SyIy), (1.3)
with A‖ and A⊥ amplitudes of the longitudinal and transverse coupling be-
tween the two spins. To serve as an example, in this section I consider a
nuclear spin I = 1, as for the case of a substitutional 14N.
At room temperature, the excited state (ES) Hamiltonian He has the
same form, with a different zero field splitting De instead of Dg and hyperfine
coupling tensor C, so that S·C·I = C‖SzIz +C⊥(SxIx+SyIy). Indeed, in the
excited state, the orbital contribution to the energy spin levels is quenched
due to mixing of the excited state orbital doublet {Ex, Ey}, attributed to
thermally-activated phonon excitations [55, 56]. Therefore, the excited state
behaves as an effective orbital singlet like the ground state, where spin level
energies are determined only by spin-spin and Zeeman interactions. This is
no longer the case at cryogenic temperatures, where our model would not
apply. All the quantities indicated for Hg and He are quantified in Tab. 1.2,
considering the Planck constant h = 1 for sake of simplicity.
For sake of clarity, in the following treatment the states labeled with a
single quantum number are always referring to the electronic spin projection
mS; every time it would not result sufficient anymore to describe the NV
state, I will indicate the latter with the aid of the nuclear spin component
mI as a second quantum number.
Furthermore, in general is not uncommon to find more than one coupled
nucleus, especially for diamond samples with natural abundance of 13C, char-
acterized by I = 1/2. This phenomenon enriches the energy level structure
leading to a number of levels equal to
∏
j(2Ij + 1), with Ij indicating the
j-th nuclear spin.
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Table 1.2: Summary of NV relevant parameters (h = 1). The evaluation of C⊥
will be discussed in chapter 2.
Constants References
γe 2.803 MHz/G
Dg 2.87 GHz [57]
A‖ −2.16 MHz [58]
A⊥ −2.62 MHz [59]
De 1.42 GHz [57]
C‖ −40 MHz [60]
C⊥ −23 MHz Ch. 2
Q −4.945 MHz [58]
γn −0.308 kHz/G
1.4 Experimental setup
In the experiments, I used single NV centers hosted in an electronic grade
diamond sample, with natural 1.1% abundance of 13C impurities and 14N
concentration < 5 ppb (Element Six). A complete scheme of the setup is
reported in Fig. 1.2.
The optical part was already present at the beginning of this thesis and
its first element is a laser source at 532 nm used to excite the phononic
band of the GS → ES optical transition. A combination of a waveplate
and a polarizing beam splitter is used to select the desired laser power and
optimize the response of the following acousto optic modulator (AOM). The
latter is used as a fast switch to send laser pulses sharp (rising and falling
times of the AOM first order around 15-20 ns) and short (down to some
tens of nanoseconds) in time. A polarization maintaining optical fiber helps
to clean the spatial mode of the laser beam and decouple the optical setup
in two separated parts. Then the beam is reflected from a dichroic filter
that selectively pass light in the wavelength range 545-825 nm; in this way
it separates the green excitation beam from the NV photoluminescence that
outcomes from the diamond through the same path.
Indeed, after the dichroic the light goes through a home-build confocal
microscope (with 10x of magnification), composed by two commercial ob-
jectives; the first one focuses the laser beam on the diamond collecting the
PL emitted from the same focal volume; this excitation/emission volume is
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Figure 1.2: Scheme of the optical and electronic setup for the NV spins
control.
around 350 nm3, close to the diffraction limit for our laser. In order to focus
the beam on top of a single NV center, we take advantage of micro and nano
positioner stages driven by a control software developed with MATLAB®; we
exploit the same software also to control all the instrumentation. After the
emission, the 637 nm light collimated from the first objective passes through
the dichroic and reaches the second objective. This last focuses on an optical
fiber that works as spatial filter. Through the fiber, the collected light is sent
to a single photon detector (SPD). The collecting efficiency of the system is
limited by both the internal reflection of the emitted PL and the detection
efficiency of the SPD itself. For this reason, an high statistics, averaging over
∼ 105 repetitions for each measurement, is necessary; the error associated
to the expected value is mainly given by the photon shot noise, that will be
represented through the error bars in the experimental PL, shown in various
graphs inside the dissertation.
In Fig. 1.2 there is also a sketch of the electronic setup to control and
manipulate the NV spin state within the GS manifold. A microwave signal
generator (SG), ranging from DC to 4.05 GHz, is used to induce transitions
between the electronic spin projections. The wave is emitted from a copper
wire with 60 µm diameter, that works as antenna, soldered to a printed cir-
cuit base (PCB). Using a second termination of the PCB to the same wire we
deliver also the RF wave, useful both to induce transitions within the hyper-
fine manifold and generate variable magnetic fields. An arbitrary waveform
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generator (AWG) is used to produce RF signals, with the possibility to cre-
ate waveforms from DC to 250 MHz. The same instrument is exploited to
send trigger signals to the AOM and the SG to produce the laser and MW
pulses, respectively: In this way it is possible to synchronize all the possible
elements of a certain measurement sequence.
Finally, to separate the mS = +1 from the mS = −1 components in-
troducing static magnetic fields, the setup has a permanent NdFeB magnet,
with position adjustable in all the directions with the aid of three different
translation-stages and a rotation one. This allows us to completely control
the orientation and alignment of the magnetic field with respect to the NV
quantization axis.
1.5 Electron spin resonance
As already mentioned, usual experiments with NV centers are performed
inducing transitions within the GS manifold with the aid of MW signals.
The motivations of such choice rely on the fact that the energy levels, and
so their energy differences, explicitly depend on the external magnetic field,
that can be used as target for our quantum sensor or as a tool to engineer the
energy levels themselves for quantum information purposes. Then, I point
out that the easy initialization, control and manipulation of the GS spin,
that I discuss in this section considering standard electron spin resonance
(ESR) experiments, are the basis of the success of NV platforms for quantum
technologies.
1.5.1 Continuous wave and pulsed ESR
To experimentally determine the NV ESR frequency, a first technique con-
sists in a simultaneous laser excitation and MW radiation. The laser, as
discussed, acts in order to polarize the electronic spin in the |0〉 level and, if
the MW is out-of-resonance with respect to GS spin transitions, the read out
of the state performed with the SPD would measure the PL related to the
mS = 0 component. Once the MW is on-resonance, e.g. with |0〉 ↔ |+1〉, the
spin cycles between the two states; because of a different (higher) probability
to decay through the non-radiative branch, now the SPD measures a reduced
fluorescence intensity. The ESR frequency is determined by monitoring the
NV PL and sweeping the MW frequency; this particular ESR measurement
technique is indicated with "continuous-wave ESR" (CW-ESR), where "con-
tinuous" takes its meaning from the fact that the duration of the MW is
longer than the coherence time of the states involved in the transition.
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Without any magnetic field the only resonance corresponds at the zero-
field splitting atDg = 2.87 GHz for the transitions |0〉 ↔ |±1〉. When a static
field is applied with a component along the quantization axis, the degeneracy
is removed via Zeeman effect and the ESR spectrum of a single NV shows two
distinct resonances, as shown in Fig. 1.3(a); the amplitude of the zˆ component
of the field determines the splitting between the two dips. Certainly this is not
true when collecting signal from NV ensembles, where multiple resonances
would appear due to different possible NV orientations inside the lattice. This
causes each NV to feel a differently oriented local field, and leads to different
shifts of the energy levels among different NVs. The precision and accuracy
of this technique is limited by the low contrast achievable on resonance and
the microwave-power broadened linewidth, reducing the signal to noise ratio
and consequently the final sensitivity (see discussion in Sec. 3.1.1).
To maximize the contrast is possible to resort to interactions between co-
herent GS states via short MW pulses. To achieve it the MW driving has to
be on resonance with a given transition, leading to a coherent oscillation of
the population pmS of the two spin sublevels. These oscillations are nothing
else than Rabi nutations (see [61]). Considering for instance the |0〉 ↔ |+1〉
transition, the measurement routine starts with the optical initialization in
|0〉; then a MW pulse coherently transfer the spin population and the re-
sultant NV state is finally read out by measuring the fluorescence intensity
under a second laser pulse. The duration of the SPD acquisition (80-150 ns)
and its relative delay with respect to the laser pulse (50-100 ns) are set in
order to maximize the count rate but to conclude the acquisition before the
polarization process given by the laser occurs (after ∼ 300 ns).
The characteristic frequency of the coherent oscillation of the population
between the states is the measured Rabi frequency Ω′, defined by:
Ω′ =
√
δ2 + Ω2, (1.4)
where δ is the detuning from the ESR and Ω = γeBMW represents the bare
Rabi frequency given by the orthogonal component of the MW magnetic
field emitted by the antenna. Considering δ = 0, the Rabi frequency Ω′ = Ω
would depend only on MW field amplitude; so, the population transfer level
depends on just pulse amplitude and length. Once fixed the first, it is pos-
sible to produce a different superposition of the two states (i.e. populations
balance) simply changing the MW pulse duration. So, by acquiring the PL
as a function of MW duration it is possible to reconstruct the Rabi nutation
dynamics. An example of this measurement is shown Fig 1.3(b), where a
maximum in fluorescence intensity corresponds to p0 = 1 and a minimum
to p+1 = 1. I would underline that Rabi nutations are subjected to a decay
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Figure 1.3: Electron spin manipulation. (a) Continuous-wave ESR: Mea-
sured fluorescence intensity as a function of the MW frequency (black scatter)
where both |0〉 ↔ |−1〉 and |0〉 ↔ |+1〉 transitions are visible as dips in PL. From
a Lorentzian fit (red line), the measured static magnetic field is 64± 0.6 G with an
angle of 79◦ ± 2◦ with respect to the quantization axis. The different depth of the
two resonances is due to a different efficiency of the antenna emission depending
on the MW frequency, that affects the effective MW power reaching the NV. (b)
Rabi nutation measurement: Blue scatters correspond to experimental PL data
acquired for different MW durations, where high/low fluorescence correspond to
high probability to be in |0〉/|+1〉; red solid line is a cosine fit of data. (c) Pulsed-
ESR measurement on |0〉 ↔ |+1〉 electronic transition: PL as a function of MW
frequency for a MW power equal to −14 dBm set on SG (black scatter). The three
resonances correspondent to 14N hyperfine states are resolved and clearly visible.
Red solid line correspond to Gauss fit of experimental data.
in amplitude due to inhomogeneous broadening of the transition; moreover,
some beatnotes are often present due to a detuned driving of different hyper-
fine transitions. The amplitude of these beatnotes depends on the probability
of the NV to populate different hyperfine states.
Considering to apply MW pulses with a specific length tMW in order to
obtain a specific arbitrary superposition of the electronic levels, the most
remarkable cases are certainly ΩtMW = pi/2,pi, the so called pi/2 pulse and
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pi pulse, respectively; starting from a pure state like |0〉, the first creates a
perfect superposition of the two levels involved in the transition (p0 = p+1 =
0.5, in our example), meanwhile the second transfers all the population to
the second level (p+1 = 1).
In particular, delivering a pi pulse after initializing the spin in |0〉 and
measuring the PL as a function of the MW frequency, it is possible to obtain
an ESR spectrum that, comparing to CW-ESR measurements, exhibits an
higher contrast (a factor of 2 at the same MW power) and much higher
resolution (up to ≤ 1 MHz). In Fig. 1.3(c) I report an example of this kind of
measurements that I will define "pulsed-ESR" in the text, to distinguish them
from the CW version; we can note the presence of three distinct resonances,
signature of the GS hyperfine structure.
In fact, as discussed before in Sec. 1.3, the possible transitions mS → m′S
are 2I + 1, since the nuclear spin I is conserved in the electronic transition.
Considering to have 14N, referring to Eq. (1.2) and the parameters shown in
Tab. 1.2, the transition energies differ from each other by hA‖, so that the
three |0,mI〉 ↔ |+1,mI〉 can be distinguished.
Finally is trivial to note that to obtain a precise measurement of the pi-
pulse length in order to be able to perform a pulsed-ESR a knowledge of the
ESR frequency is necessary and vice versa; therefore, usually this issue is
overcome by iterating the procedure starting to evaluate the ESR frequency
from a CW measurement.
1.5.2 Ramsey spectroscopy
Once maximized the contrast by means of a pulsed sequence, it is possible
also to enhance the spectral resolution with the aid of interferometric tech-
niques, based on Ramsey spectroscopy. This measurement method rely on
the different evolution of states after the interaction with a monochromatic
field depending on the detuning between the excitation and the transition
energies, the so called free induction decay [61,62].
In particular, once initialized the system, if a MW pulse with a length t
is applied in order to obtain a superposition with another electronic state,
e.g. |+1〉, the state of the system is2
|ψ〉 = a0 |0〉+ a+1 |+1〉 , (1.5)
with a0, a+1 probability amplitudes related to the states |0〉,|+1〉, respec-
tively. For the case of a two level system interacting with a monochromatic
2Unless otherwise specified, we consider to have a bias magnetic field directed along zˆ.
In this way, |mS〉 are the eigenstates of the system and the degeneracy between mS = ±1
is removed.
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MW field, leaving the spin to evolve for a time T and applying a second MW
pulse with the same duration t, the probability amplitude for the |+1〉 case
reads
a+1 =
Ω′
Ω
[
1− eiΩ′t
2
+ eiδT
1− eiΩ′t
2
]
. (1.6)
Here, the first term of the right hand side of the equation corresponds to the
amplitude arising from the first pulse and the interaction with the second
pulse produces a similar term, but multiplied by a phase factor dependent
on δ and the free evolution time T . The probability to find the NV in the
state |+1〉 after the second MW pulse becomes:
p+1 =
(
Ω′
Ω
)2
sin2
(
Ω′t
2
)
cos2
(
δT
2
)
. (1.7)
This equation is similar to what we could obtain for the Rabi nutation case
for a pulse that lasts t, but with an additional oscillating term.
By choosing t = pi/2Ω′, i.e. applying two pi/2 pulses, we maximize the
probability to transfer population from |0〉 to |+1〉. This is the so called
Ramsey spectroscopy technique, represented by the experimental sequence
shown in Fig. 1.4(a). From Eq. (1.7) we can note that for δ = 0 (on-resonance
pulses) p+1 reduces to 1 as for the simple pi-pulse case without any free evolu-
tion (T = 0 case). By changing the detuning, the obtained p+1 modulations
are the Ramsey fringes, characterized by a spectral linewidth ∆ν = 1/2T ,
that is, to the detuning corresponding to the first p+1 minimum. This means
that with a typical free evolution time T ∼ 2 µs the spectral resolution
for an ESR transition would be 250 kHz, so below the best conditions with
pulsed-ESR measurements.
As a consequence, in the presence of hyperfine structure, it is possible to
exploit the free induction decay to easily resolve the various transitions. A
typical measurement of free induction decay through Ramsey experiment is
shown in Fig. 1.4(b); we can note the usual presence of many oscillation com-
ponents, indicating the presence of detuned states evolving with cos2(δT/2).
The level structure of the defect becomes clear considering the Fourier trans-
form (FT) of the signal, shown in Fig. 1.4(c) for a particular NV; it exhibits
two distinct triplets, signature of the presence of not only the nitrogen com-
posing the NV itself, but also of a second strong coupled nucleus, with spin
I = 1/2 and an hyperfine parallel component ω‖ ' 12 MHz, ascribable to a
nearby 13C nucleus. The peaks in general have different amplitude depending
on the population of the mI spin projection as a result of a dynamic nuclear
polarization process, that we will discuss in depth in Ch. 2.
In solid-state systems, the achievable precision of the Ramsey scheme
is affected by the strong limitation of fast dephasing of NV electronic spin
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Figure 1.4: Measurement of ESR frequency via Ramsey spectroscopy.
(a) Scheme of the experimental sequence. Green and pink square waves represent
laser and SPD pulses used to initialize and read out the state, respectively. Red
curves are the MW pi/2 pulses separated by a free evolution time T . (b) Scatter of
experimental PL acquired as a function of T . (c) Fourier transform of experimental
data shown in (b) (black solid line) and Lorentzian fit of the peaks related to
six different hyperfine transitions (see text). The two strong components around
10 MHz and 22.5 MHz explain the initial value of the time-dependent plot in b),
where the first point correspond to T = 40 ns.
that limits the available interrogation time. The characteristic time scale of
dephasing is defined T ∗2 , determined by inhomogeneities in the environment.
For a sample with natural abundance of 13C, 1.1 %, dipolar hyperfine coupling
with their nuclear spin bath is the main source of NV dephasing, giving
temporal fluctuations in the local magnetic field due to dynamics in the
bath: The nuclei precess around magnetic fields which are usually externally
applied, producing random-phase time varying fields on NV spins. Then,
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variations in the local spin environment (i.e. local impurities close to the
defect) experienced by each NV center cause different (coherent) interactions
that would also change the local field. The coherence W of NV spin goes
with W = e−T/T
∗
2 , where for similar kind of diamonds the usual T ∗2 is on the
order of 3-5 µs.
Since the typical time to drive and control the electronic spin, repre-
sented by the time tpi needed to perform a pi pulse, is on the order of tens
of nanoseconds or less, it is possible to perform a number of manipulations
on the order of 102 before dephasing occurs. On one hand, for the main
scientific purposes and applications this would not be enough. However, in
general the sensitivity of a sensor also depends on the possibility to measure
the target field for long times without losing information; it is therefore clear
that enhance the coherence of the NV spin as much as possible is in general
a first important step to make it competitive for quantum sensing purposes.
Anyway, the Ramsey scheme remains a fundamental tool and it is included
among the main measurements techniques that I will discuss because, to-
gether with the optical read out, it easily enables to measure the electronic
spin state coherence.
1.6 Environment-spin decoupling
To enhance the coherence of the electronic spin in general it is possible to take
advantage of many techniques, based on spin-echo [63], developed for nuclear
magnetic resonance purposes in the last decades and more recently revisited
in the context of quantum information processing. These techniques allow
us to decouple the NV spin from the diamond environment. In this way, the
coherence time T2 is increased up to hundreds of microseconds for single NV
centers at room temperature in bulk diamonds with natural abundance of
13C nuclei, towards the ultimate limit of the relaxation time T1 ∼ 1 ms. In
this section I briefly introduce a model for the environmental noise, some of
the methods used to filter it and their applications to NV platform.
In the presence of a static magnetic field B directed along zˆ, the nuclear
spins composing the 13C bath start to precess around the field axis with the
characteristic Larmor frequency ωL = γCB, with γC = 2pi × 1.08 kHz/G
gyromagnetic ratio of the 13C nucleus.
This spin bath, interacting with the NV electronic spin, represents the
main noise source for centers hosted in diamond with natural abundance
of 13C nuclei, and its characterization is therefore fundamental to develop
strategies to increase the coherence of the system for both quantum sensing
and information applications. The study of the diamond environment will
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be the subject of Chapter 4. For now, since the nuclear spins are randomly
both oriented and spatially distributed, we can limit ourselves to consider the
bath as a source of a stochastic variable magnetic field centered at frequency
ωL. Therefore, they induce an additional rotation of the NV electronic spin
around the zˆ axis with the Hamiltonian operator
Hint = γe β(t)Sz (1.8)
representing the interaction between the electronic spin and the environment,
where β(t) is a stochastic variable with power spectral density S(ω) in the
frequency domain.
Under the assumption of a Gaussian stationary noise, the noise-induced
decoherence is described by a simple function χ(T ) [64], called decoherence
function, associated with the decay of the signal (i.e. the population) p(t)
during the sensing time t:
p(t) =
1
2
(
1 + e−χ(t)
)
. (1.9)
The decoherence function can be identified with the root mean squared phase
accumulated from the NV around the zˆ axis during the evolution time:
χ(t) =
1
2
φ2rms. (1.10)
Therefore, χ(t) will also depend on the particular control sequence applied
to the spin, that influences this phase. Considering that the control is de-
scribed by modulation function y(t), the decay function is determined by the
correlation integral:
χ(T ) =
∫ ∞
0
dω
pi
S(ω) |YT (ω)|2 , (1.11)
where T is the total time of the sequence and |YT (ω)|2 is the so-called filter
function of the control sequence, defined by the finite-time Fourier transform
of y(t):
YT (ω) =
∫ T
0
y(t)eiωt dt. (1.12)
YT (ω) represents the transfer function of the noise spectral density related
to the specific control sequence. For a detailed analysis of the filter function
for the case of pulsed sequences see App. B; a further discussion can be also
found in [7].
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1.6.1 Spin refocusing
The first fundamental technique for the decoupling from the environment
is the so called spin-echo (or Hahn-echo) [63], schematically represented in
Fig. 1.5. The first steps are the initialization in |0〉 and the creation of a
superposition between two mS states with the aid of a pi/2 pulse. Then,
after a free evolution time τ , a resonant MW pi pulse is applied in order to
prevent the dephasing: Its effect is to imprint a pi phase on the NV electronic
spin (i.e. obtain the inversion of the temporal evolution). At this point, if
we wait τ again, a complete refocusing of the spin is obtained and a second
pi/2 pulse would project in the final state, again mS = 0, in principle with
fidelity F = 1.
Figure 1.5: Spin-echo scheme for NV electronic spin refocusing. Top row:
Commands time sequence of laser and MW pulses; bottom row: Top views of the
Bloch sphere with spin evolution along the sequence: Thanks to a first pi/2 pulse,
the NV electronic spin (represented by the black arrow) rotates around the Rabi
vector (red arrow) with a frequency Ω and reaches the equatorial plane of the Bloch
sphere. During the evolution time τ , the spin vector is "spread" (colored arrows)
due to inhomogeneities of the environment. The pi pulse induces a rotation of all
the components around Ω; consequently, "clockwise" and "anticlockwise" rotating
components of the spin refocus themselves after waiting a second τ interval and
the last pi/2 pulse would complete an effective 2pi pulse, re-projecting the spin in
mS = 0.
On the other hand, the presence of noise with a spectrum centered in ωL,
that influences χ(t), has to be taken into account. In a spin-echo sequence,
the control function is represented by a sign switch in the evolution given by
the pi-pulse operation, and the Eq. (1.12) becomes:
Y2τ (ω) =
∫ τ
0
eiωt dt−
∫ 2τ
τ
eiωt dt =
4eiωτ
ω
sin2
(ωτ
2
)
. (1.13)
The filter function exhibits a periodicity in frequency, with maximum and
minimum values correspondent to ωm = mpi/τ , withm odd and even integers,
respectively. The periodic function is in turn multiplied by an amplitude
scaling 1/ω, so that the filter results in a sinc-like function, with periodic
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Figure 1.6: Example of spin-echo measurement. |0〉 state probability p0
as a function of the free evolution time. Red dots are experimental data for the
|0〉 → |+1〉 transition at Bz ∼ 64 G; the collapses-revivals trend with period
2pi/ωL is clearly visible. The black scatter represents the envelope of the spin-echo
signal, given by the amplitude associated to Gaussian fit of each revival with its
error; black solid line is a fit of exp[−(t/T2)k] to the overall signal decay, where
the exponent k is a fit parameter [65] and the long term baseline is taken to be
0.5 (mixed-spin-state case). For the measurement shown, T2 = 205 ± 22 µs and
k = 1.7± 0.7.
revivals with decreasing amplitude. From these considerations, we can see
how the spin-echo sequence makes the NV center insensitive to all the noise
frequencies correspondent to Y1,τ ∼= 0, and that the effect of S(ω) (that is
peaked in ω = ωL) becomes relevant (meaning χ different from 0) only for
sensing times τj = 2jpi/ωL, j integer number. For all the other values of τ ,
the electronic spin is decoupled from the nuclear spins environment.
All these features lead to a modulation on the trend of the signal p(t),
characterized by collapses and revivals with periodicity given by the Larmor
frequency of the bath. An example of this dynamics is shown in Fig. 1.6,
where the experimental p0 population (i.e. the probability to find the NV in
the |0〉 state) is represented by normalizing the measured PL level to the |0〉
and |+1〉 references through:
p0 =
s(T )− s+1
s0 − s+1 , (1.14)
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where s(T ) is the fluorescence signal at the measurement time T , and s0
and s+1 are the PL related to |0〉 and |+1〉 spin states, respectively. I will
use this same notation, including also the definition p±1 = 1 − p0 for the
populations of the |±1〉 states, along the remained part of this dissertation.
In Fig. 1.6 we can note how the finite width of both filter and noise spectrum
results in a non-perfect noise filtering for long measurement times; this leads
to decoherence of the NV spin, i.e. a decay of the signal with typical times
T2 ≥ 100 µs, that is still two order of magnitude longer than the one of the
free induction decay case.
1.6.2 Dynamical decoupling
Starting from the spin-echo sequence, it is possible to extend the environment
decoupling by means the use of series of pi pulses: This method is indicated
as dynamical decoupling (DD) [66]. Even if DD has been initially devised
in nuclear magnetic resonance research field in the last decades, it is widely
used in many different platforms, including quantum sensors such as defects
in diamond.
Defining n the total number of pi pulses along the sequence, it is possible
to redefine the decoherence function starting from Eq. (1.11):
χn(T ) =
∫ ∞
0
dω
pi
S(ω) |Yn,T (ω)|2 , (1.15)
where |Yn,T (ω)|2 represent the filter function given by n flips in the temporal
evolution generated by the pi pulses (see App. B).
The most relevant DD sequences include first of all the ones with equally
spaced pi pulse, like Carr-Purcell-Meiboom-Gill (CPMG) [67, 68] and peri-
odic dynamical decoupling (PDD) [69]. These first examples rely on the
approximation to have perfect pulses able to completely reverse the states
populations; in particular, the finite duration, non-perfectly shape and the
possible uncertainties on the phase of the pulses affect the process reducing
the fidelity of each spin manipulation. To overcome these imperfections it is
possible to take advantage of rotations of the spin around different directions
of the Bloch sphere: The sequences are based on xˆ and yˆ phase alternation of
the pi pulses (performed with the same timing as for CPMG), compensating
for cumulative pulse errors for all three components of magnetization; they
are therefore named XY sequences [70,71].
Nevertheless, DD sequences with equidistant pulses are still extremely
fragile with respect to possible noise frequencies ω ∼ 1/τ , where τ is the inter-
pulses spacing, and their harmonics. To avoid this, it is possible to resort to
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non-equidistant sequences, like Uhrig dynamical decoupling UDD [72], that is
very efficient to cancel strong couplings to the environment. Finally, I would
mention the case where the whole sequence is divided in groups with odd
number of pi pulses [73,74]; there are now two different time (i.e. frequency)
constants: One related the intra-group time interval, the other to the inter-
group one. These sequences, to which I will refer as adaptive-DD ones,
have been demonstrated to be very robust against experimental instabilities,
like shifts of the transition energy (or, equivalently, pulses' detuning) or non-
perfect pi-pulse duration; moreover, they are still compatible with corrections
routines via phase alternation. A scheme of all mentioned sequences can be
found in Fig. 1.7.
Figure 1.7: Schemes for different dynamical decoupling se-
quences. The pi-pulses distribution as a function of the time is shown,
from top to bottom, for PDD, CPMG, XY-8, Uhrig, and adaptive-XY-4.
Below each pulses distribution, the correspondent control function yn(t) is
represented as well.
Chapter 2
Control and initialization of the
NV nuclear spin
The presence of other nuclear spins in the proximity of the NV defect can
be exploited to enhance quantum computation or sensing tasks, for example
to achieve better readout [75, 76], long-time memory [77], or to implement
quantum error correction schemes [19, 78, 79]. A critical step in many of
these schemes is to first initialize the nuclear spin in a highly polarized (pure)
state [36, 57,58,8082].
To do this, a precise knowledge of a quantum system's Hamiltonian is
a critical pre-requisite. In this chapter, I report a method for the precise
characterization of the non-secular part of the excited-state Hamiltonian of
an electronic-nuclear spin system in diamond. The method relies on the
investigation of the dynamic nuclear polarization (DNP) mediated by the
electronic spin: Close to the excited state level anticrossing (ESLAC), occur-
ring at magnetic field around 510 G, the transverse hyperfine coupling in-
duces electron-nuclear flip-flops, and consequently polarization transfer from
electron to nuclear spins [81]. The polarization transfer dynamics, and its
ultimate achievable level, depends critically on the hyperfine spin structure
of the ground and excited electronic levels. By studying the population of
the GS hyperfine levels of a nitrogen-vacancy center, we obtain the first di-
rect estimation of the excited-state transverse hyperfine coupling between its
electronic and nitrogen nuclear spin [83]. Our method could also be applied
to other electron-nuclear spin systems, such as those related to defects in
silicon carbide.
DNP is currently exploited as a primary tool for initializing nuclear qubits
and performing enhanced nuclear magnetic resonance. A deeper understand-
ing of this mechanism would allow us enhanced control of this multi-spin
system, from its initialization to more complex sensing and computational
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tasks. Our strategy combines measuring the time-dependence of the polar-
ization dynamics with ab initio calculations based on a master equation in
the Lindblad operator formalism [84].
The chapter is organized as follows: In section 2.1 I introduce the tech-
niques used to control the nuclear degree of freedom belonging to NV centers,
discussing the opportunity and feasibility of production of single hyperfine
spin states. In Sec. 2.2 and 2.3 I present the DNP mechanism and the method
used to experimentally measure it. Sec. 2.4 is dedicated to the model used to
describe the nuclear polarization phenomenon and perform ab initio calcula-
tions to predict its dynamics, introducing the Lindblad operator formalism;
I also discuss possible limitations in our treatment, as effects of charge-state
conversion dynamics of the NV center. Finally, I analyze the two main
regimes of DNP: The stationary one, where DNP exhibits the same rate of
the optical spin pumping (Sec. 2.5), and the dynamical one for small pump-
ing time, which allows us to get a precise estimation of the excited-state
transverse hyperfine coupling (Sec. 2.6).
2.1 Hyperfine states control
I consider again the two-spin system given by the electronic spin S = 1
associated with the NV center, in its orbital ground and excited states, and
the nuclear spin I = 1 of the substitutional 14N that constitutes the center.
In this section I briefly illustrate the methods used to manipulate and
control the nuclear degree of freedom via nuclear magnetic resonance tools.
As we discussed in Sec. 1.4, the setup presents also the possibility to deliver
RF waves affecting the NV centers. This represents a fundamental tool to
achieve a complete control of the NV center and engineer systems selecting
the number of states, from 2 to 2(2I + 1).
The RF wave is created with the aid of the arbitrary waveform generator
and sent to the copper antenna after passing through an amplifier. Since
we are dealing with magnetic dipole transitions between nuclear states, I
underline that their rate is much smaller than the one related to electronic
transitions. In fact, considering to have just two nuclear spin levels involved
in the hyperfine transition, i.e. a two-level system, the interaction strength
is proportional to the nuclear magneton µN and the relative Rabi frequency
Ωn results:
Ωn = γnBRF = gnµNBRF , (2.1)
where BRF is the magnetic field associated to the RF wave, and gn the g-
factor of the specific nucleus, in general on the order of the unity. So, it is
easy to note that the order of magnitude of Ωn is around µB/µN ∼ 2000 times
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smaller than typical electronic Rabi frequencies, so tens of µs. In particular,
for the 14N nucleus the gyromagnetic ratio is γn = 0.308 kHz/G (about 9000
times smaller than γe).
These considerations imply first of all a linewidth associated to the tran-
sition much smaller than the one related to an electronic one, therefore re-
quiring a precise knowledge of the transition energy, that is, frequency, that
has to be associated to the RF wave. Restricting ourselves to the mS = 0
hyperfine manifold, the Hamiltonian in Eq. (1.2) related to the N nucleus,
defined HN , reduces to:
HN = QI
2
z + γn (BzIz +BxIx) = QI
2
z + γnB [cos(α)Iz + sin(α)Ix] . (2.2)
The leading term is given by the nuclear quadrupole one, withQ = 4.945 MHz,
even if the angle between the static magnetic field and the nuclear spin quan-
tum axis, α, is in general much different from 0. Indeed, the corrections to the
energy levels with respect to the case of a magnetic field aligned with Iz are
very small, quantified through the solutions of the characteristic polynomial
of Eq. (2.2):
λ3 − 2Qλ2 + (Q2 − γ2nB2)λ+
Q
2
γ2nB
2(1− cos(2α)) = 0. (2.3)
Experimentally, we found corrections to the energy transitions on the order of
1 kHz, so much smaller than Q, at fields B = 530 G. This is also a signature
that we can still consider |mI〉 as nuclear spin states.
2.1.1 Measurement of 14N nuclear magnetic resonance
Once discussed the typical energies involved in the nuclear magnetic reso-
nance transitions, now I describe the experimental methods used to induce
them and perform their measurement. To do it, I consider the two-level
transition |0,+1〉 → |0, 0〉, considering to start in a pure state |0,+1〉. Even
if this example is very specific for a spin system given by the NV energy
structure, I consider it on purpose since it is the most common experimental
condition for a two-level system within the NV hyperfine manifold, achiev-
able via dynamic nuclear polarization, that is subject of the next parts of
the chapter, or exploiting some initialization procedures that I will describe
in Sec. 2.1.2.
So, the first problem that we need to consider is how to measure transi-
tions between nuclear spin states, or equivalently what could be a good ob-
servable for them. In principle, is not always possible to distinguish different
hyperfine states belonging to the same mS manifold through the fluorescence
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intensity. Fortunately, it is possible to map different nuclear spins onto dif-
ferent electronic states and exploit the different PL of the latter ones. A
scheme of the procedure is shown in Fig. 2.1(a).
Figure 2.1: |0,+1〉 → |0, 0〉 hyperfine spin resonance characterization. A
static magnetic field B ' 410 G removes the degeneracy between |0,±1〉 states. (a-
b) Schemes of mS = 0,−1 hyperfine manifolds and used experimental sequences
(see text). (c) |0,+1〉 → |0, 0〉 nuclear magnetic resonance: Black dots are ex-
perimental PL as a function of RF frequency, gray solid line is a Gaussian fit of
the data. (d) Rabi nutation measurement: Experimental PL as a function of RF
duration (black dots) and cosine fit of data (gray solid line).
After the initialization in |0,+1〉, a RF pulse is delivered to the NV,
typically with duration of 30-60 µs in order to induce the hyperfine transition;
after that, a calibrated MW pi pulse at low power and on resonance with the
|0, 0〉 → |−1, 0〉 is used to selectively move only the population in mI = 0.
Finally, an SPD pulse, associated with green laser excitation light, reads out
the system. The possible final states for this kind of sequence are two: If the
RF is out of resonance, the NV remains in |0,+1〉, the MW is ineffective and
the measured PL is the one related to mS = 0; otherwise, with an RF on
resonance with the |0,+1〉 ↔ |0, 0〉 energy difference, the MW induces the
electronic transition and the read out pulse measures the fluorescence related
to mS = −1, that is, a lower photon count rate.
So, detecting the PL as a function of the RF frequency, it is possible to
measure a nuclear magnetic resonance in a similar way to what we discussed
for the ESR. An example of this kind of measurement is shown in Fig. 2.1(b).
Since the two hyperfine spin states involved in the measurement are coher-
ent1 between each other on the timescales of the measurement, the contrast
depends on the RF duration tRF and in general oscillates in between the
1Coherence time of NV hyperfine states are in general above 1 ms.
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best condition, correspondent to with tRFΩn = pi for |0,+1〉 → |0, 0〉, and
the worst case scenario with tRFΩn = 2pi. Anyway, once obtained a first
experimental evaluation of the hyperfine spin resonance, with the same ex-
perimental scheme it is possible to set that RF frequency and change tRF ,
that is, perform a Rabi nutation measurement (see Fig. 2.1(c)).
2.1.2 Preparation of single hyperfine states
These same procedures can be exploited to characterize all the possible hy-
perfine states and transitions, once implemented an experimental routine
that allows us to initialize in an arbitrary |mS,mI〉, and considered the se-
lection rule related to the difference between initial and final nuclear spin
projections ∆mI = ±1.
I underline that the preparation of a highly polarized state is a critical
step for many important applications, ranging from long-time memory [77]
to quantum error correction schemes [19]. Therefore, in this section I present
a first simple example of possible experimental sequences used to obtain a
specific single spin state.
In general, with small static magnetic fields (B < 100 G), at room tem-
perature the probability to occupy a specific mI state of the 14N is the same
for all the three nuclear spin projections. To initialize the NV state in a
given hyperfine component (e.g. |0,+1〉) we can exploit one of the mS = ±1
manifolds (I will consider for instance mS = −1), and combine the possibil-
ity to selectively manipulate mS or mI without changing the other quantum
number thanks to MW or RF pulses, respectively. A complete scheme of the
experimental procedure is shown in Fig. 2.2.
However, for similar sequences, a preliminary characterization of the hy-
perfine transitions is necessary and would be performed with a finite prob-
ability for the NV to be in a spin state not-involved in the transition itself,
limiting the contrast (i.e. the achievable precision) in NMR and Rabi mea-
surements. Moreover, I underline that similar initialization techniques are
inefficient because they requires many manipulations of the NV spin, highly
increasing also the initialization time. Both these limitations, many manip-
ulations with limited precision and long times (from some tens to more than
100 of microseconds) fighting against the spin decoherence, could affect the
final fidelity of the whole procedure.
As I explain in the next section, at higher magnetic field, the peculiar
energy structure of NV centers enables the possibility to have a nuclear spin
pumping together with the electronic one. This dynamic nuclear polarization
allows us to set up initialization routines much faster than the previous one
and leads to high accuracy in the preparation of a single hyperfine spin state.
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Figure 2.2: Scheme of an initialization sequence, supposing to require
a pure |0,+1〉 state. It is composed by: (i) a laser pulse to polarize in |0,mI〉
exploiting the ISC (green and black arrows), (ii) a low power MW pi pulse on
resonance with |0,−1〉 → |−1,−1〉 (light red arrow), (iii) a (previously calibrated)
RF pi pulse to induce |−1,−1〉 → |−1, 0〉 (dark red arrow), (iv) a second laser pulse
to polarize in |0, (0,+1)〉: Now the probability for the NV to be in |0,−1〉 is 0, (v)
repeat an analogous procedure to polarize from |0, 0〉 to |0,+1〉. In the figure are
also schematically represented, from left to right, the probability amplitudes related
to |0,mI〉 states at the end of (i), (iv) and (v); the Gaussian line-shape is just a
guide for the eye and representative of the transition one
.
At the same time, close to the excited state level anti-crossing, since the
|mS〉 spin states are not well defined anymore (see Sec. 2.2), the fluorescence
of different hyperfine states belonging to the mS = 0 manifold depends on
the nuclear spin projection [85]; this enables the read out of the spin via laser
excitation without need to mapmI ontomS with the aid of MW pulses. Some
examples of this effect are reported in Fig. 2.3. While for B ' 200 G we can
note that all the three hyperfine levels of mS = 0 manifold show the same
fluorescence within the uncertainty, at B ' 530 G, i.e. close to the ESLAC,
|0,±1〉 states exhibit a PL intensity much lower with respect to |0, 0〉 and
close to the level of mS = −1 manifold.
2.2 Dynamic nuclear polarization mechanism
The scheme of the level structure generated from the Hamiltonian operators
is represented in Fig. 1.1(a) and (b). In the presence of an externally applied
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Figure 2.3: Fluorescence intensity of different hyperfine states in mani-
folds mS = 0,−1. The PL is normalized to the |0,+1〉 maximum, as a function
of detection delay time with respect to the laser pulse starting. The measurement
is performed for two magnetic field B, aligned with the NV symmetry axis with
an angle ≤ 3◦. (a) Static magnetic field strength B ' 200 G. (b) B ' 530 G.
magnetic field B, since the ES behaves as an effective orbital singlet like the
GS (as explained in Sec. 1.3), the ES Hamiltonian is analogous to Eq. (1.2):
He = DeS2z + γe S ·B +Q I2z + S ·C·I + γn I ·B, (2.4)
where the hyperfine interaction reads:
S ·C·I = C‖SzIz + C⊥(SxIx + SyIy). (2.5)
All the previous constants already defined in Sec. 1.3 have been directly
measured before this work, with the exception of C⊥, and are shown in
Tab. 1.2.
The transverse hyperfine coupling in the excited state is at the basis of
the nuclear spin polarization process, since it leads to a mixing of the states
with the same total (electronic plus nuclear) spin [81], and the eigenvectors
of the system read:
ψ+ = cos(θ+) |0,−1〉e + sin(θ+) |−1, 0〉e
ψ− = sin(θ−) |0,−1〉e + cos(θ−) |−1, 0〉e
φ+ = cos(η+) |0, 0〉e + sin(η+) |−1, 1〉e
φ− = sin(η−) |0, 0〉e + cos(η−) |−1, 1〉e
(2.6)
Again, here we used the notation |mS,mI〉e = |mS〉e ⊗ |mI〉e to indicate
the unperturbed hyperfine levels of the ES, in the absence of couplings and
transverse magnetic fields. We note that mS = +1 manifold of ES is not
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involved in this process because of the high difference in energy due to the
different sign of Zeeman interaction.
The mixing parameters θ± and η± can be written as:
θ± = tan−1
[
−2C⊥
(De − γeB − C⊥)±
√
(De − γeB − C⊥)2 + 4C2⊥
]
η± = tan−1
[
−2C⊥
(De − γeB + C⊥)±
√
(De − γeB + C⊥)2 + 4C2⊥
] (2.7)
The conditions for the maximum mixing are simply:{
θ+ = θ− ⇒ B = De−C⊥γe
η+ = η− ⇒ B = De+C⊥γe
(2.8)
Since De  C⊥, both mixings become relevant (i.e. tanθ±∼ tanη±∼1) near
the level anticrossing in the excited state, where De−γeB = 0, as illustrated
in Fig. 2.4. Then, energy-conserving exchange of polarization by spin flip-flop
can occur, that, when combined with a continuous cycle of optical excitation
and non-radiative decay, leads to a polarization of both the electronic and
the nuclear spins.
The relative population of the hyperfine levels of the ground-state achieved
after long optical pumping depends (i) on the magnetic field strength and
orientation with respect to the NV symmetry axis, and (ii) on the decay rates
of the optical transitions between the spin states (spontaneous emission and
intersystem crossing). On the other hand, the temporal dynamics of the nu-
clear polarization strongly depends on the rate of the flip-flop process, that is,
on the transverse hyperfine interaction in the excited state. In the next sec-
tion I present a characterization of the temporal dynamics of the population
of the hyperfine levels in the ground-state of a single NV center, both in ex-
periment and with a theoretical model. Since the characteristic timescale of
the population (resp., depletion) of the state |0,+1〉g (resp., |0, 0〉g) crucially
depends on the excited-state transverse hyperfine interaction, we determine,
in Sec. 2.6, the excited-state coupling constant C⊥.
2.3 DNP measurement
Two different NV centers, denoted as NV1 and NV2, were chosen since they
are free from proximal 13C. Typical working conditions were with magnetic
fields ranging from 200 G to 420 G, and with a controlled orientation with
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Figure 2.4: Sketch of the hyperfine energy levels of the excited state,
close to the excited-state level anti-crossing.
respect to the defect symmetry axis. Thus, optical illumination induces po-
larization of the nuclear spin with variable efficiency due to the changing
proximity to the ESLAC.
At a given magnetic field, we measured the relative population of the
hyperfine sublevels of the ground-state electronic spin triplet by performing
Ramsey experiments. The typical microwave pi/2 pulse that drives the elec-
tronic spin lasts 25-50 ns, with a corresponding Rabi frequency large enough
to simultaneously excite all the three transitions separated by the 2.16 MHz
hyperfine interaction 2. Due to the high frequency to be probed compared
to 1/T ∗2 ∼ 0.2-0.3 MHz, Ramsey experiments provided high resolution and
signal-to-noise ratio.
Within each spin resonance, the intensities of the different hyperfine
transitions give information on the ground state manifold populations (see
Fig. 2.5 (b) and (c)). We extract the relative probability of the nuclear spin
projection mI as:
Pi =
I(νi)∑
j I(νj)
, (2.9)
where I(νj) is the integral of the Fourier component of the Ramsey signal
with frequency νj (j = 0,±1).
In order to investigate the temporal dynamics of the polarization process,
we prepare the system in a mixed state in the lowest-energy electronic level,
2The Rabi frequency varies at different driving frequencies, as set by the magnetic field,
due to variation in the transmission of the wire used to drive the spins.
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Figure 2.5: Experimental measurement for dynamical nuclear polariza-
tion. (a) Measurement sequence: After an initialization laser pulse, a RF pi pulse
resonant with the |0,+1〉g → |0, 0〉g transition reverses the two populations; a
pumping laser pulse with variable time t re-polarizes the nuclear spin; a Ramsey
spectroscopy measurements on the electronic transition |0,mI〉g → |−1,mI〉g eval-
uates the polarized fraction of the three hyperfine levels. (b) and (c) Fourier trans-
form of Ramsey measurements for the color center denoted as NV1 at B = 348 G
for pumping time t = 0.5 µs and 17.5 µs, respectively; blue lines are Lorentzian
fits. (d) Polarized fraction P+1 of the nuclear spin as a function of optical pump-
ing time t, obtained from the Ramsey spectra. Black, blue and magenta points
corresponds to (252G, 1.7◦), (348G, 1.5◦) and (411G, 0.8◦); the three lines are fit
performed with an exponential function P+1 = P0 −Ae−t/τ .
and then we follow the behavior of polarization under optical illumination
of variable time duration at the saturation power (see Fig. 2.5 (a)). For the
preparation, first a 20 µs-long optical excitation partially polarizes the NV-
14N system, driving it into an unbalanced mixed state α−1|0,−1〉〈0,−1|g +
2.4 Numerical model 38
α0|0, 0〉〈0, 0|g + α1|0, 1〉〈0, 1|g, where α1 ∼ 1 for fields close to the ESLAC,
and αi depend on the magnitude B of the external magnetic field and on the
angle θ with the NV axis. Then, a radiofrequency pi pulse (tpi ∼ 30 µs) on
resonance with the |0,+1〉g ↔ |0, 0〉g coherently reverses the population of
nuclear spin projections mI = 0,+1 and alters polarization. To reveal the
polarization dynamics, we use an optical pulse of variable length t, and probe
the resulting population of the hyperfine levels with the Ramsey experiment
explained in Sec. 1.5.2.
We characterized the polarization dynamics for different values of the
magnitude and different orientations of the magnetic field. The method
used for calibrating magnitude and orientation of the the magnetic field is
described in Sec. 2.5. The polarized fraction P+1 is reported in Fig. 2.5
(d) as a function of the optical pumping time t for (B, θ) = (252 G, 1.7◦),
(348 G, 1.5◦) and (411 G, 0.8◦). We observe that P+1 increases in time until
reaching its final value, with variable time-constant ranging from 1 to 5 µs.
This saturation level corresponds to the equilibrium condition between the
two competing processes: Flip-flop between electronic and nuclear spin and
optical spin pumping.
2.4 Numerical model
We compare the experimental results with simulations obtained by modelling
the time evolution of the two-spin state with the Master equations in the
Lindblad form [86, 87]. In turns, this allow us to determined the unknown
parameters in the model.
The time evolution is dictated by the ground-state and excited-state
Hamiltonians (Hg and He, which generate a coherent dynamics) as well as
Markovian processes associated with coupling to photons and phonons, that
induce transitions between different spin and orbit configurations, such as
laser excitation, spontaneous and stimulated emissions, as well as intersys-
tem crossing.
The two-spin system is described by the density operator ρ consisting of
hyperfine states given by the direct product of the two sub-spaces |mS〉⊗|mI〉,
with dimensions dim [|mS〉] = dim [|mI〉] = 3 in the ground and excited
states, whereas in the metastable singlet state dim [|mS〉] = 1. The resulting
space of ρ is therefore given by 21 states. The population of the hyperfine
sublevels of the ground state and the polarized fraction are calculated from
the diagonal elements of the density matrix.
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The time evolution of ρ is described by the generalized Liouville equation:
d
dt
ρ = − i
~
[H, ρ] + Lˆ[ρ], (2.10)
with H the total spin Hamiltonian of ground and excited states. This master
equation allows us to go beyond a simple rate equation model, and fully
account for the effects of transverse fields as well as coherent spin polarization
exchange. The Lindbald operator Lˆ in the second term on the right is related
to jumps Lk between different spin states through the equation [84]:
Lˆ[ρ] =
N∑
k=1
(
Lkρ(t)L
†
k −
1
2
L†kLkρ(t)−
1
2
ρL†kLk
)
. (2.11)
Most generally, we can write the jump operators as Lk =
√
Γmn |m〉〈n|,
with Γmn the rate of the transition between |m〉 and |n〉. We consider spin-
conserving radiative transitions and the decay from the excited states to
the ground through the metastable S = 0 level. We also introduce the
contribution of spin non-conserving radiative processes, the rate of which we
evaluated as  = 0.01 of the rate of spin conserving transitions [52]. All the
rates related to these transitions are reported in Table 1.1. Note that these
parameters have been independently measured before, from the dynamics
of the NV center electronic spin alone [5153]. In order to reproduce the
measured polarization evolution at saturation, and extract the strength of
the transverse hyperfine coupling from the comparison between theory and
data, we set the optical pumping rate equal to the corresponding radiative
relaxation rate.
The only experimentally unknown parameter in our model is then the
transverse coupling C⊥, that influences the rate of the flip-flop process and
therefore determines the DNP dynamics.
With these mathematical tools, we performed numerical simulations in
different temporal regimes of the optical pumping, investigating both the
transient behavior for short time durations, and the stationary case. We first
find, both experimentally and in simulations, that long optical pumping leads
to a maximum constant polarized fraction, which depends on the magnetic
field amplitude and its orientation with respect to the NV axis, as I discuss in
Sec. 2.5. I underline that in our model we neglect the NV ionization process
during optical illumination, which gives a small correction to the calculation,
as shown in Sec. 2.4.1.
Finally, we need to note that the excitation rate from the ground to the
excited levels, set by the laser power, plays a fundamental role in the time
evolution of the population of the hyperfine sublevels of the GS, as I point
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out in Appendix A. Therefore, I stress that all the experiments discussed
in Sec. 2.6, and used to extract the strength of the transverse hyperfine
coupling, were performed by exciting the NV defect at the saturation power;
consequently, simulations were conducted setting the optical pumping rate
to be equal to the corresponding relaxation rate, in order to reproduce the
measured time evolution of the hyperfine sublevels.
2.4.1 Effects of charge-state conversion dynamics
The negatively charged NV center can undergo ionization (charge-state con-
version to NV0) during the 532 nm laser excitation. The ionization-deionization
process has been studied under various conditions of laser wavelength and
power [8890], with rates, related to the excitation powers, varying between
kHz [91,92] and MHz [93]. The NV−-NV0 transitions during the polarization
laser pulse can reduce the efficiency of the nuclear polarization mechanism
and slow down its dynamics. To investigate the contribution of these ef-
fects on our estimate of C⊥, we added in our simulations a simple model
of the transitions involving the NV0 state. The ionization process can only
occur from the NV− excited states, and the NV0 state then decays to the
NV− ground state [91]; we assumed that these transitions are nuclear-spin
conserving [94] and have nuclear-spin-independent rates.
We characterize the nuclear polarization time τ+1 as a function of the
magnetic field strength for different ionization-recombination rates ΓI . The
results of the simulations are shown in Fig. 2.6. We observe that τ+1 increases
with ΓI , more markedly at relatively low magnetic field (B ∼ 100 − 200 G)
than close to the ESLAC, and saturates for ΓI & 10 MHz. Even for large
ionization rate, ΓI = 10 MHz, we verified that the estimated C⊥ values are
compatible with our evaluations in the absence of ionization, given our esti-
mate uncertainty. At saturation power, we can assume ΓI to be on the order
of 1 MHz, implying a correction of ∼ 5% of our estimate of the transverse
hyperfine coupling, smaller than our experimental uncertainty, as we will see
in Sec. 2.6. Finally, we note that if the ionization process had a larger effect,
we would see a more pronounced effect at lower fields, where the polarization
times were much longer than at higher field. This would have lead to a vari-
ation of the estimated C⊥ with the magnetic field strength, which is instead
absent, as shown in Fig. 2.9(c).
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ΓI = 0 MHz
1MHz
5MHz
10 MHz
20 MHz
Figure 2.6: Characteristic rise-time τ+1 of the nuclear polarization pro-
cess for different ionization-recombination rates ΓI . τ+1 is shown as a
function of the magnetic field strength for ΓI = 0 (black squares), 1 (red circles),
5 (blue triangles), 10 (green diamonds), and 20 MHz (pink, light squares).
2.5 Steady-state nuclear spin population
Here, we show that the dependence of the asymptotic (long-time) nuclear
spin populations on the magnetic field provides a precise method to calibrate
the magnitude B of the local magnetic field at the NV position, and the
angle θ between the magnetic field and the symmetry axis of the system.
To first obtain a rough calibration we use a method that relies only on the
electronic spin, measuring the resonance frequencies ν± of the two ground-
state spin transitions mS = 0→ ±1, which are univocally determined by B
and θ.
In the presence of the magnetic field B, and excluding for now hyperfine
spin Hamiltonian for sake of simplicity, the ground-state Hamiltonian of the
NV electronic spin S = 1 can be written as:
Hg = γe S ·B +DgS2z = γe (SzBz + SxBx) +DgS2z , (2.12)
where Sx, Sz are the orthogonal and parallel spin operators, respectively,
and we remind that Dg = 2.87 GHz is the fine structure splitting. Thus, in
analogy with Eq. (2.2) and (2.3), the eigenvalues of the Hamiltonian can be
found as the solutions of the following characteristic equation
λ3 − 2Dgλ2 + (D2g − (γeB)2)λ+
Dg
2
(γeB)
2 (1− cos(2θ)) = 0 (2.13)
and depend on B and θ. Note that the introduction of the nuclear quadrupole
term and the parallel hyperfine interaction would just shift the hyperfine
energy levels without changing the dependence from magnetic field strength
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and angle and can therefore be included in the model; the transverse coupling
with the 14N nucleus gives very small corrections and could be neglect, as we
discussed in Sec. 2.1.
For the measurements related to this chapter, we worked at local magnetic
fields well-aligned with the NV symmetry axis, and far away from ground-
state level-anticrossing (GSLAC) occurring at around B ∼ 1025 G, so that
the eigenvalues correspond to well defined electronic spin projections mS =
0,±1. We directly evaluated the zero-field splitting Dg with a magnetic
resonance experiment in the absence of any external static magnetic field,
and measure the two frequencies ν±(B, θ) of the transitions mS = 0 → ±1
of the NV in the local magnetic field via Ramsey spectroscopy. Then, we
obtain a set of two equations ν±(B, θ) = (E±1(B, θ) − E0(B, θ))/h, where
E0,±1 are the eigenvalues of the ground-state Hamiltonian. These equations
can be solved with respect to the two unknown parameters B and θ. Because
of uncertainty in the measured Dg value, as well as the measured frequencies,
the estimate of the magnetic field angle θ is not accurate enough.
Figure 2.7: Steady-state population of the nuclear spin projections
mI = 0,±1. Simulations are performed in presence of a magnetic field as a func-
tion of the orientation angle θ with fixed magnitude B = 411 G (solid symbols:
mI = +1 blue dots, mI = 0 red diamonds, mI = −1 green squares), and as a
function of the magnitude B in the range B = 390 − 432 G for θ = 0◦ (empty
symbols, same color code).
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Thus, we also extract an independent estimate of the orientation angle θ
of the local magnetic field, by measuring the steady-state populations P0,+1
of the nuclear spin projections mI = 0,+1 of the spin state mS = 0. The
solution of the generalized Liouville equation has shown us that the short-
time dynamics of the hyperfine populations is governed by the excited-state
transverse hyperfine coupling C⊥, as discussed in Sec. 2.6, whereas the steady-
state populations P∞0,+1 at long-polarization time is unaffected by C⊥, as
shown in Fig. 2.9 (a). The steady-state populations P∞0,+1 is found instead to
strongly depend on the angle θ, and less crucially on the magnitude of the
field B, within our typical experimental uncertainty on the order of few %,
as exemplified in Fig. 2.7.
For any given B and θ, we evaluate the characteristic rise-time τ (resp.,
depletion time) of P1(t) (resp., P0(t)). The time average of P0,+1(t) for t > 5τ
is used to estimate P∞0,+1.
Figure 2.8: Steady-state population P+1 of the hyperfine state |0,+1〉g,
as a function of the modulus of the magnetic field, B, for different angles θ with
respect to the NV axis. The curves are numerical solutions of the generalized
Liouville equation (θ = 0.0◦, 1.0◦, 1.5◦, 2.0◦, 2.5◦, and 3.0◦). For the θ = 0◦, 3◦
lines, the shaded area represents the error due to the uncertainty in the decay rates
reported in Table 1.1 (we expect similar uncertainties for the other angles). Circles
are experimental results, with color code and labels indicating the field orientation
θ.
Comparing the asymptotic polarization obtained from simulation and
from experiments allowed us to verify the validity of our model. We note
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that our model reproduces very well the experimental findings at small an-
gles (θ < 3◦), as shown in Fig. 2.8. For larger angles the observed polarization
is lower than expected; this deviation could be attributed to other spin de-
coherence processes in the excited state that reduce the effective interaction
time available for the polarization exchange [36]. Although in our model
we did not include these processes, such as the excited state electronic spin
dephasing, we verified that they do not have a significant influence on the
dynamics at small angles. Therefore, the theoretical steady-state popula-
tions P∞0,+1(B, θ) is fitted to the experimental data, with the angle θ as the
only free parameter of the fit, by minimizing the mean squared residuals χ2
between data and theoretical curves.
With this method, we extracted a second refined estimate of the angle
θ, which we found to be consistent with (but more accurate than) the value
estimated from the frequencies of ground-state spin transitions. We use this
refined estimate of the angle as an input in further calculations of the polar-
ization dynamics.
2.6 Excited-state transverse hyperfine coupling
evaluation
Although the spin structures of both the ground [49, 57, 58, 80, 95, 96] and
excited [57,60,97] triplet states have been characterized in experiments, the
transverse hyperfine coupling between electronic and nuclear spin is in general
difficult to measure. In particular, the excited state transverse hyperfine
coupling strength has been inferred by assuming an isotropic interaction [57,
60], although ab initio calculations indicate an anisotropy of the hyperfine
tensor for the 15N isotope [36].
Once defined and verified the model that can reproduce well the behavior
of the nuclear spin polarization for long polarization times, we investigate
the dynamics of the process and its characteristic times. We now discuss the
time-evolution the population of the |0,+1〉g and |0, 0〉g states as a function
of the interaction between the optical excitation and the NV system.
For various experimental conditions, B and θ, we performed simulations
of the time-evolution of the state probability as a function of C⊥, which is
the only free parameter in the master equation Eq. (2.10). This was done for
both the |0,+1〉g and the |0, 0〉g spin components. The |0,−1〉g was excluded
because in most cases the amplitude of its Ramsey component is very small
and comparable with our signal to noise ratio.
In Fig. 2.9 (a) we report the relative probability of the states mI = 0,±1
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Figure 2.9: Dynamical nuclear polarization analysis. (a) Comparison be-
tween experimental data and calculation of the relative population of the states
|0,−1〉g, |0, 0〉g and |0,+1〉g after optical pumping of variable length t. Blue
dots, red diamonds, and green squares correspond to mI = +1, 0,−1 nuclear
spin relative probability. Dotted and dashed lines are the theoretical curves for
C⊥ = −15 MHz and −40 MHz, respectively; black line and gray region correspond
to C⊥ = (−23± 3) MHz. (b) Mean squared residuals χ2 between data and theo-
retical curves, as a function of the hyperfine transverse coupling C⊥ at B = 252 G;
black and red scatters refer to mI = +1 and mI = 0, respectively. The fit to the
residuals (black and red lines) were used to find the minimum of the residual dis-
tribution and thus the best-fit estimate for C⊥. (c) Transverse hyperfine coupling
parameter of the excited state, C⊥, evaluated for different values of the magnetic
field. The analysis of both the |0,+1〉g and the |0, 0〉g components is included, for
NV1 (diamonds) and NV2 (triangles). Red straight line and shaded region denote
weighted average and standard deviation of the sixteen values of (B, θ).
as a function of the optical pumping time for B = 252 G, compared with
the theoretical calculation for C⊥ = −15 MHz, −23 MHz, −40 MHz. I note
that the value often used in literature, C⊥ = −40 MHz [60,98], which derives
from the assumption of isotropic interaction in the excited state, does not
fit the experimental findings  neither the rise-time of the population of the
|0,+1〉g, or the-decay time of the |0, 0〉g population.
For both |0,+1〉g and |0, 0〉g, from the comparison between simulations
and experimental data of the DNP we calculate the normalized mean squared
residuals χ2:
χ2 =
1
N
∑N
i=1(Pical − Piexp)2∑N
i=1 ∆P
2
iexp
, (2.14)
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where N is the number of each measurement related to a given optical pump-
ing time; Pical , Piexp and ∆Piexp are the calculated polarized fraction for the
pumping time i, the experimental value and its associated error. In order to
extract the minimum C⊥min in the residual distribution we built an empirical
function:
χ2 = χ2min + A
[(
b
C⊥ − C⊥0
)12
− 2
(
b
C⊥ − C⊥0
)6]
, (2.15)
where χ2min represents the minimum value of χ
2 and A is an amplitude pa-
rameter; from the derivative of 2.15 we directly extract C⊥min as:
C⊥min = C⊥0 − b. (2.16)
By averaging C⊥min over the two nuclear spin components and over the
different experimental magnetic field magnitudes and orientations (Fig. 2.9 (c)),
we obtain a precise estimate of the transverse hyperfine coupling, C⊥ =
(−23±3) MHz. This is the first experimental measurement of the transverse
hyperfine coupling in the excited-state of the NV center, obtained with sim-
ple magnetic resonance tools [83]. The common assumption C⊥ ≈ C‖, which
can be more easily measured, is not consistent with the present experimental
observation of the timescale of the nuclear polarization.
Our result does not depend on the specific NV, and is representative of
NVs in low concentration bulk diamond. Our findings can be useful in NMR
experiments enhanced by DNP, hyperpolarization of nuclear spin ensembles,
and in all the protocols involving fast and accurate control of nuclear spins,
which are crucial for many applications in quantum technologies, including
quantum computation, communication and sensing.
Chapter 3
Optimal control of NV electronic
spin for quantum sensing
As already discussed in the Introduction, quantum control has been demon-
strated to be a crucial tool both in quantum information processing [15] and
in quantum sensing [4,7] on a variety of experimental platforms, ranging from
trapped ions [99] to ultracold atoms [100] and superconducting qubits [101,
102], as well as nuclear [103,104] and electronic spin qubits [78, 105]. Quan-
tum sensing poses peculiar challenges to control, as sensor qubits need to
interact strongly with the target field to be probed, but this also leads to
undesired coupling with external noise of the same nature of the target field,
which often gives rise to either energy losses or decoherence. A paradigmatic
scenario is when one wants to measure a frequency shift of a spin qubit sensor,
as due to a magnetic field, in the presence of magnetic dephasing noise.
Optimal control theory [106, 107] exploits numerical optimization meth-
ods [108112], to find the best control fields that steer the dynamics of a
system towards the desired goal. Quantum optimal control has been success-
fully applied in the case of one- and few-body systems [113118], as well as in
ensembles [119] and correlated many-body quantum systems [100,120,121].
Typically, the optimal control problem involves the search for the optimal
transformation that, given a system Hamiltonian H dependent on a set of
time-dependent control fields, drives the system from an initial state into a
target state, whose desired properties are expressed by a cost function that
one wants to minimize. Often this means maximizing the fidelity of the
unitary operation, which describes this transformation, with the desired one.
However, the goal of quantum sensing is different. Since there is at most
only some partial knowledge of the external field to be measured, the ex-
pected unitary dynamics is unknown, and thus the fidelity cannot be used
to optimize control. In addition, quantum sensing is usually concerned with
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optimizing sensitivity, a quantity that intrinsically includes noise, also arising
from the external environment.
In this Chapter, I present our work [122] on how we adapted optimal
control theory to the quantum-sensing scenario by introducing a cost func-
tion that, unlike the usual fidelity of operation, correctly takes into account
both the field to be measured and the environmental noise. We experimen-
tally implemented this novel control paradigm using a NV center, finding
improved sensitivity to a broad set of time-varying fields. The demonstrated
robustness and efficiency of the numerical optimization, as well as the sensi-
tivity advantage it bestows, will prove beneficial to many quantum-sensing
applications.
In Sec. 3.1, I describe a robust and efficient scheme devised for optimal
control of a sensing qubit, which enhances its sensitivity to the amplitude
of time-varying target fields. For this purpose, we use an unconventional
optimization metric, the sensitivity, and develop a practical way of computing
it (which allows for fast numerical searches). Furthermore, our search method
includes, in the cost metric itself, the presence of an environment and the
consequent decoherence induced on the qubit. While optimal control has
been used before for sensing [123125], the optimization was only targeted
at improving the control fidelity and bandwidth, not the sensitivity itself.
Sec. 3.2 is dedicated to the methods to obtain the theoretical optimization
of the sensitivity and the experimental observable to compare with.
Afterwards, I analyze the different variable magnetic fields considered as
exemplary cases for the application of our initialization protocol. In Sec. 3.3
I start considering the simple case of a monochromatic cosinusoidal field and
the optimization of a small space of parameters, the total and the starting
times of the measurement routine. Then, I tackle the complex task of mea-
suring multichromatic variable (AC) target fields, engineering the design of
non-equidistant multipulse sequences, enabling to simultaneously collect sig-
nal from all the various frequency components; moreover, we demonstrated
the effectiveness of the method by investigating different frequency ranges.
In Sec. 3.4 I discuss sensing of different significant waveforms, such as
trains of magnetic impulses, which are relevant for applications in biology,
physiology, and neuroscience [27, 126128]. We show that, in these cases,
optimal control demonstrates better performance than traditional dynam-
ical decoupling since it allows for both a larger accumulation of the spin
phase that encodes the field information and for an improved compensation
of environment-induced decoherence, thus boosting the qubit's sensitivity
and enabling detection of very weak magnetic fields. Finally, Sec. 3.5 sum-
marizes the main results and provides an outlook of our new optimal control
strategy.
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3.1 Optimal control of a qubit sensor with de-
phasing noise.
In this section I address the topic related to the measurement of time-varying
magnetic fields in the presence of magnetic noise, which induces dephasing
of the sensing qubit, using the electron spin states of an NV center. All
the experiments discussed in this chapter have been performed on a single
negatively charged NV center, located at ∼ 13.5 µm below the diamond sur-
face. A static bias magnetic field B = 39.4 mT, aligned along the symmetry
axis of the NV center, removes the degeneracy of levels with spin projection
mz = ±1, and the microwave excitation selectively addresses the |0〉 → |−1〉
transition; therefore, the NV center can be effectively described as a single
two-level system 1.
The spin qubit couples both with a time-dependent external field to be
measured and with environmental magnetic noise. We model those couplings
extending the Hamiltonian in Eq. (1.8):
H = Hfield +Hint = γe b(t)Sz + γe β(t)Sz, (3.1)
where the field to be measured has the general form
b(t) = b f(t), (3.2)
and β(t) is a stochastic variable with power spectral density S(ω) in the
frequency domain. γe = 2.80×104 Hz/µT and Sz are again the gyromagnetic
ratio and the z component of the spin operator. Performing metrology means
reaching a compromise between two conflicting tasks, i.e., minimizing the
noise effects while maximizing the signal stemming from the field, during the
sensing time. In particular, we assume to know the temporal dependence
f(t) of the field, aiming at measuring its amplitude b (beeing thus interested
in a parameter estimation task). I note that by embedding our scheme in an
adaptive strategy, it would be also possible to tackle waveforms of unknown
time dependency [129].
While different control strategies can be used for sensing, here we consider
control via pulsed dynamical decoupling. We limit the notion of optimal
control to optimality over this restricted choice of control strategies. The
support in this choice of strategy derives by the great success that dynam-
ical decoupling has obtained in quantum sensing. Even if allowing general
1Here I neglect the hyperfine coupling of the NV electronic spin to nearby nuclear
spins since, in the presence of a static bias magnetic field close to 40 mT, we observe full
polarization of the nuclear spin of the 14N composing the NV center (as discussed in Ch. 2)
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Figure 3.1: One-qubit optimization strategy. (a) The electronic spin of a
single NV center is optically initialized in the |0〉 state, and read out after the
sensing period. The antenna delivers both the resonant control field (MW) (see
also Sec. 1.4) and the target magnetic field b(t) to be measured, in the proximity
of the spin qubit. Each measurement shot is repeated N = 2 × 105 times. (b)
Illustration of the optimization protocol. The starting point is an initial guess
for the control sequence described by a modulation function y0n(t), which depends
on a given number of parameters. While in Sec. 3.3 and 3.4 I consider more
general cases, for the sake of simplicity the central panel shows a search in a two-
parameter space (sensing time T and phase shift α) for CPMG control sequence
used to detect a monochromatic AC field b(t) = b cos(2piν0t + α), with frequency
ν0 = 20.5 kHz, and unknown amplitude b to be measured. The map represents the
experimentally measured inverse sensitivity E = C/η (see Sec. 3.2). The algorithm
computes the sensitivity η under the initial control sequence and then produces and
evaluates a number of other trial points y
(i)
n (t) and moves in the multidimensional
parameter space until global convergence is reached. The final point, described by
yoptn , represents the optimal control sequence.
control fields could lead to a true optimal solution, it would also compli-
cate the search space and its computational cost. Nevertheless, while we do
not demonstrate the realization of the ultimate limit of sensitivity, that is,
the Quantum Cramér-Rao bound [130] (discussed in Sec. 3.1.1), our optimal
control method remarkably enhances sensitivity in a number relevant and
demanding experimental scenarios.
The phase ϕn(T ) accumulated by the spin during the sensing time T ,
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under the action of the control field, is
ϕn(T ) =
∫ T
0
γ b(t) yn(t)dt ≡ b φn. (3.3)
The Ramsey interferometer, that hold the control sequence, enables the map-
ping of the phase accumulated around the zˆ axis into the observable popu-
lation of the spin projection mS = −1. In this way, it allows us to read out
the effect due to the target field.
As said, during the sensing process, the sensor qubit is also subject to
noise. In the case of the NV center, as introduced in Sec. 1.6 and discussed in
Ch. 4, this is mainly due to the nuclear spin bath that generates a stochastic
time-varying field, which leads to a reduction of the observed population.
The state of the qubit after the sensing process is described, as in a
Ramsey interferometer, by population and coherence of the density matrix
ρ1,1(T ) =
1
2
, ρ1,2(T, b) =
1
2
e−iϕn(T )e−χn(T ), (3.4)
with the temporal coherence function χn(T ) defined in Eq. (4.1). Thus, a
projective measurement on the σx basis, |±〉 = (|0〉±|−1〉)/
√
2 gives a signal
pn(T ) = 〈+| ρ(T, b) |+〉 = 1
2
(
1 + e−χn(T ) cosϕn(T )
)
. (3.5)
I point out that here we treat the environment as a source of pure decoherence
noise and further assume a classical bath described by its spectrum S(ω), as
this allows the simple expression in Eq. (4.1) to describe its effects [64, 131]
(see Sec. 3.1.2 for further discussion of this approximation validity). While
a classical bath is a good model for many physical systems [132137], the
same formalism can tackle more complex and quantum baths [72,138]. More
generally, using Eq. (4.1) to calculate the environmental effects on the sensor
only simplifies the numerical optimization, but a more complex noise model
could also be taken into account.
3.1.1 The sensor sensitivity
As already mentioned in the Introduction, the quality of the quantum sensor
is crucially described by its sensitivity. The latter is defined as the minimum
measurable signal for an integration time of 1 s. The minimum signal is
limited by the signal-to-noise ratio (SNR) achieved with the measurement.
In the present case, the signal is nothing else than the probability pn. With
noise we indicate here the total uncertainty given by the sum of all the pos-
sible error sources. A first contribution to the error is given by the quantum
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projection noise. As we discussed, to measure pn we need to collect a statis-
tics, since each repetition gives only a binary value, so we have to repeat the
procedure N times in order to extract the real value of pn. The associated
error would be equal to 0 for an infinite number of measurements, up to 0.5
for N = 1 and in general it scales as 1/
√
N . Another cause of uncertainty
is the classical readout noise due to the fraction of measurement that are
erroneously assigned to |0〉 or |1〉 with respect to the total number of mea-
surements. If the classical read out noise is small with respect to the quantum
projection noise, the overlap of the measurement distributions with results 1
and 0 is small. In the opposite case, classical readout noise much bigger than
the quantum projection one, it is possible to obtain just a single distribution
of measured values over the N repetitions. Its variance can be expressed by
the ratio between the distribution variance and the contrast of the binary
measurement (i.e. difference between observed values for measuring 0 or 1)
and goes like 1/N .
To evaluate the denominator of the SNR, the total error is the sum of
readout noise and quantum projection error. A different argument has to
be done for decoherence and errors due to initialization and qubit manipula-
tions, since they directly affect the amplitude of the measurable pn. Indeed,
they reduce the dynamical range of pn, i.e. the possible values that it could
achieve, limiting the numerator of the SNR. Summarizing, a signal correspon-
dent to a SNR equal to one (i.e. the minimum measurable signal) achieved
with a measurement integration time of 1 s is the experimental sensitivity.
Up to now, we just provided an operational definition, but the ultimate
limit for the intrinsic sensitivity is more rigorously identified by the (quan-
tum) Cramér-Rao bound (CRB). The latter states that the lower bound for
any unbiased estimator obtained with a positive operator-valued measure
(POVM) is proportional to the inverse of the Fisher information (FI) [139].
In other words, maximizing the information obtained on the quantum sys-
tem through the measurement, we obtain the minimum uncertainty on the
observable. Considering to maximize the Fisher information over all the
possible POVM, we would obtain the quantum FI and the quantum CRB.
Integrating this limit over a measurement time of 1 s we define the possible
minimum sensitivity achievable by a sensor.
To assess the quality of parameter estimation, as achievable under a given
control protocol and within the experimental constraints, we start from the
definition of FN , the Fisher information [130, 139] associated with the mea-
surement:
FN =
∑
x
1
PN(x|b)
(
∂PN(x|b)
∂b
)2
. (3.6)
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Here PN(x|b) = Tr[E(N)x ρ⊗Nb ] are conditional probabilities of obtaining x as
a measurement result for a given field b over N repeated measurements, Ex
being a positive measurement estimator 2 and ρ the density matrix of each
independent copy of the system.
From FN we can extract the minimum distance between two different
results of the measurement by optimizing over possible estimators for a given
quantum measurement: We get the limit on the variance of any estimator
for the classical distinguishability metric, known as the Cramér-Rao bound
(CRB) [140]:
∆pn ≥ 1√
NFN
, (3.7)
where ∆pn represents the minimum measurable difference between two pn(T )
measurements. Sensitivity, that is, the minimum detectable signal per unit
time, is simply related to the CRB by
η =
√
T√
NFN
, (3.8)
where T = NT is the total sensing experiment time. For the one-qubit
sensing schemes we are considering, putting Eq. (3.5) in Eq. (3.6)3, η reduces
to
η = min
{
pn
∂bpn
}√
T =
eχn(T )
|φn|
√
T . (3.9)
This is indeed the cost function that we want to minimize. In practice,
for a given field b(t), we are searching for the optimal control field that steers
the spin trajectory of the electronic spin on the Bloch sphere in such a way
that, while the accumulated phase ϕn(T ) is maximized, the effect of non-
Markovian noise described by χn(T ) is minimized.
For this purpose, we have designed a direct and fast search method that
looks for the optimal modulation function yoptn (t) that minimizes the cost
function η. We have investigated various multidimensional parameter spaces
and analyzed which optimization parameters (e.g., total sensing time, pi-pulse
positions, signal phase, signal trigger time) provide the largest improvement
without requiring excessive computational resources, as we detail in the fol-
lowing. The search of the optimal control field is performed by means of a
simplex (Nelder Mead) minimization numerical algorithm that allows us to
reach global convergence in the parameter space, as illustrated in Fig. 3.1(b).
2We can restrict ourselves without any concerning to consider only positive operator-
valued measure (POVM), as it is for projecting measurements [15].
3That is, considering in the sum also the possible outcome 〈−| ρ(T, b) |−〉, meaning a
sign change on the second term of the right hand side of Eq. (3.5).
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The method requires a precise knowledge of the temporal coherence function
of the electronic spin sensor, which depends on the noise spectrum induced
by its spin bath, as I detail now.
3.1.2 Measuring the sensor noise spectrum
As expressed by Eq. (3.9), our optimal control strategy depends on knowl-
edge of the coherence function χn(T ). As shown in Eq. (4.1), χn(T ) de-
pends on both the noise spectrum and the frequency filter Yn,T (ω) given by
the specific sensing sequence. In order to compute the sensitivity η, the
optimization algorithm calculates the value of χn(T ) for different trial se-
quences; thus, it needs the noise spectral density S(ω) as an input. Various
methods to measure the noise spectrum have been suggested in the litera-
ture [132,135,141145]. In our case, although the environment exhibits a rel-
atively abundant amount of 13C nuclei, meaning a strong spin-bath coupling,
for the sensitivity optimization we limited ourselves to an approximated pro-
cedure, presented in Ref. [141]. I will discuss its limitations and alternative
methods for the environment characterization in Ch. 4.
Then, the coherence signal decays as pn(t) ∼ e−t/TCP2 (τ), where T CP2 (τ) is
a coherence time directly related to the noise spectral density via [141]
1
T CP2 (τ)
' 8
pi2
S(pi/τ). (3.10)
For each value of τ (which sets the noise frequency that we are considering),
we measured the signal decay as a function of the number of pulses, obtaining
T CP2 (τ). By varying the time τ between MW pi pulses, we can extract the
main frequency components of the noise spectral density using Eq. (3.10).
The spectrum was finally obtained by fitting the raw data with a sum of
Gaussian functions, as shown in Fig. 3.2(a).
In the mean peak we can recognize the known Larmor frequency for the
13C bath (∼ 424 kHz at 394 G). Nevertheless, the experimental spectrum
S(ω) obtained for sequences with different number of pulses showed some
additional peaks and variations. Thus, we further refine S(ω) by fitting the
signal s(T ) measured after a CPMG decoupling sequence as in Ref. [146]
(see, e.g., Fig. 3.2). This procedure is aimed at correcting S(ω) for sequence-
dependent noise related to two different reasons, which are not taken into
account in our model: The first concerns control imperfections, e.g. the
finite pi-pulses duration [147]. The second approximation is given by coherent
couplings due to strongly interacting nearby nuclear spins, generating a signal
oscillation as a function of the number of pulses (see [148150], and Ch. 4
for further discussion); indeed, the signal pn(T ) exhibits periodic collapses
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Figure 3.2: Experimental and reconstructed NV spin coherence under
CPMG sequence. (a) Reconstructed S(ω) based on a classical model of the
bath, for CPMG decoupling sequence with n = 50. The main component at ∼
424 kHz, related to the interaction with the 13C bath, is in common with all CPMG
sequences. Other peaks are aimed to reproduce the effects of control imperfections
and strong coupled 13C nuclei (see text). (b) Measured signal s(T ) (gray dots)
after a CPMG-50, as a function of time T = nτ . Here, the sensor is not irradiated
with any external target field b(t) to be measured. The solid red line is a simulation
of the signal produced with S(ω) represented in (a).
due to the nuclear spin bath, with additional dips below 0.5 (see Fig. 3.2)
that are a signature of a quantum environment, more precisely, of a hyperfine
interaction between the NV electronic spin and isolated nearby nuclear spins.
Although the latter interactions give rise to unitary evolution of the NV,
we include them in the model as classical external noise sources at fixed
frequency. This approximation can be possible only once fixed the number
of pulses composing the sensing sequence 4 and we chose a Gaussian line-
shape as for the case of the carbon bath. This allows us to use Eq. (3.5),
which does not take unitary evolutions into account but provides a speedup of
the numerical optimization, with the important caveat to require corrections
once changed n. We emphasize that good agreement between predicted and
measured sensitivity (also for 150 µs < T < 200 µs, where we see a dip below
0.5; see Fig. 3.6 and 3.5) is proof of the robustness of the model to the effects
of weak couplings between NV and isolated spins, as well as to imperfections
in the empirical function χn(T ). Therefore, we finally find a noise spectrum
that, for a fixed number of pulses, is completely independent of the timing
at which each pi pulse occurs; thus, it can be used for sequences that are
4Even if the characteristic frequency of this interaction does not depend on the specific
measurement filter, its amplitude is strongly dependent on it, as I will detail in Sec. 4.4.
3.2 Optimal control simulation and experiment 56
very different from CPMG in the optimization procedure. Including pure
quantum noise effects in the optimization routine would be an interesting
technical extension of the present method.
3.2 Optimal control simulation and experiment
The experimental procedure is sketched in Fig. 3.1(a) (see also Sec. 1.4).
After the initialization in |0〉, the spin qubit is coherently controlled with a
resonant field and radiated with the off-resonance, time-varying, target mag-
netic field to be measured. To experimentally validate the optimal control,
we compare the optimized sensitivity η with the corresponding measured
quantity. We obtain the sensitivity of the spin qubit to the target field by
sweeping the amplitude of the magnetic field and measuring the slope of the
signal pn(T ), depicted in Eq. (3.5), at the points of maximum slope (where
s = 0.5), as shown in Fig. 3.3(a).
However, since we do not have an independent measure of the local ampli-
tude of the magnetic field at the position of the NV center, in the experiment
we measure E = max{∂bpn}/
√
T , where pn is the normalized signal presented
in Eq. (1.14). Following Eq. (3.9), this experimental observable is simply re-
lated to sensitivity through E = K/η, where K represents a conversion factor
between the generated RF field amplitude and the unknown magnetic field
at the defect; as K is the only calibration constant and does not depend on
the target field strength and of the control sequence, it can be evaluated once
and then used for all the control scenarios considered.
In particular, we estimate K from the experimental results for CPMG
sequences. We experimentally evaluate E(T ) as a function of the sequence
total time T and fit the curve to extract the maximum ECPM . Similarly, we
evaluated the theoretical value of η and obtained its minimum ηCPm . We
then defined K as the product K = ECPM ηCPm . This procedure allows us
not only to define K but also to estimate its uncertainty ∆K, from the fit
error. We can then compare the (inverse) experimental sensitivity Ei and the
theoretical sensitivity ηi for each control sequence by rescaling the theoretical
sensitivity by K.
In the following, I consider different time-varying target fields that mimic
signals of interest and highlight the advantage of our optimal control method.
The method can be applied over the same frequency range accessible by a
non-optimized sensor, with a typical bandwidth of the sensor under pulsed
control set by the pulse length and by the control-dependent decoherence
time T2 (∼ 2 kHz −15 MHz).
From a theoretical point of view, the core of our optimal control technique
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for sensing is an optimization algorithm that minimizes the sensitivity as a
function of the parameters of the control function, e.g. total sensing time,
phase of the AC field, and time intervals between pi pulses.
We use a MATLAB routine based on the simplex minimization algorithm
to achieve global optimization of the figure-of-merit, the sensitivity η. The
two main ingredients of this quantity, represented in Eq. (3.9), are the elec-
tron spin phase ϕn(T ) and the coherence function χn(T ). We consider pulsed
control sequences described by the pi-pulse times {tj}. For any time-varying
external magnetic field b(t) = bf(t) to be measured, we can define the integral
of the magnetic field (known) temporal profile f(t)
F (t) =
1
t
∫ t
0
f(t′) dt′. (3.11)
The phase ϕn = b φn acquired by the NV qubit can then be calculated for
any given control sequence as
φn = (−1)n+1F (T )T − 2
n+1∑
j=0
(−1)jF (tj)tj. (3.12)
The coherence χn(T ) is instead obtained from the experimentally measured
spectrum with the method described in Sec. 3.1.2. From χn(T ) and φn(T )
we can calculate η for each trial sequence according to Eq. (3.9).
In order to verify the global convergence of the optimization algorithm,
we tested different initial guesses and found the same optimized parameters
for a given AC target field. In most cases, we used a constrained search,
by setting bounds for each parameter or constraining the overall result, for
instance, to keep the total time T constant. We investigated also the effect
of the finite MW pulse duration. Considering the case of a Gaussian-shaped
train of magnetic impulses under a CPMG control sequence, we calculated
phase accumulation and sensitivity when excluding from the spin evolution
the time intervals where the pi pulses occur, finding the same theoretical
values of η, for all the considered total sensing times T . We underline that
this procedure does not correct the model for the contribution to χn(T ) given
by MW pulse imperfections or finite duration [147], but it confirms that the
pulses can be considered instantaneous in our picture for the accumulated
spin phase ϕn(T ); we verified that this approximation is valid up to piMW ≤
0.5 µs for n = 50 and T ∼ 250 µs and was very effective for pulses duration
piMW = 56 ns and T ≥ 50 µs, as in our case.
The described procedure is quite general and could be applied to a broad
range of sensing scenarios. To demonstrate its reliability, we considered some
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exemplary target fields and related control models, varying, e.g., the number
of parameters tackled by the optimization algorithm. We first considered AC
fields with single or multiple frequencies, and we started optimizing η as a
function of total time T and the AC field phase α, while fixing the number
of pulses (n = 8) and setting τ = T/n for all time intervals between the pi
pulses. We proceeded then to allow more flexibility in the optimization by
varying the duration of each time interval between pi pulses, starting from
an initial guess given by a periodic (CPMG) sequence with n = 50. The
experimental results, presented in Sec. 3.3.2 and 3.4, are in agreement with
our theoretical optimization and pave the way for more complex treatments,
e.g. extending the noise model or the typology of considered measurement
techniques, for optimal sensing perspectives towards the sensitivity limits.
3.3 Optimized sensing for oscillating fields
In this section, I address the problem related to the optimization for sensing
oscillating magnetic fields. We start from the simple single-frequency case,
in order to test the reliability of the method, to ones with arbitrary spectral
composition, for which searching the best experimental conditions in a multi-
parameters space parameter to boost the sensitivity is necessary.
3.3.1 Monochromatic field case
As a proof of principle, I first focus on the simple case of monochromatic
sinusoidal signals
b(t) = b cos(2piνt+ α), (3.13)
with ν ≈ 20− 125 kHz (further results will be shown in 3.3.3). We note that
measuring signals in this frequency range at a magnetic field B ∼ 39.4 mT
is a difficult task since the signal is obscured by the 13C bath field. Indeed,
even if the Larmor frequency at such field is ωL = 2pi × 424 kHz (as shown
in Fig. 3.2(a)), the presence of a periodic filter produces coherence collapses
at times Tk = nkpi/ωL, with k odd integer, and therefore competing with the
target for k ∈ {3, 21}. We start from a common pulsed dynamical decoupling
sequence, the CPMG multipulse sequence, which has been demonstrated not
only to extend the qubit's coherence [66], but has been also successfully
employed in sensing to measure monochromatic AC magnetic fields (see,
e.g., Refs. [22, 149152]). However, CPMG is highly selective in frequency:
Its filter function Yn,T (ω) is indeed peaked at ν = 1/(2τ) 5. In the case of
5For a bare CPMG sequence, the filter function is Yn,T =√
2
[
2 sec(piντ) sin(piνnτ) sin
(
piντ
2
)]
, which is peaked at ν = k/2τ , with k being an
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Figure 3.3: Optimized sensing of monochromatic fields. (a) Experimen-
tal signal measured in the presence of a monochromatic target AC magnetic field,
b(t) = b cos(2piνt + α), with ν = 9.24 kHz and α = 0, as a function of the target
magnetic field amplitude b. Here, the spin sensor is controlled with a CPMG se-
quence of n = 4 equidistant pi pulses. Dots are the experimental data, the curve is
a cosinusoidal fit. Error bars are the statistical errors over 2 × 105 repeated mea-
surements. (b) Theoretical prediction of the optimal sensing time of a CPMG-8,
calculated for a target AC magnetic field b(t) = b cos(2piνt + α), as a function of
the AC frequency ν. The black empty squares are the optimized solutions of the
sensing problem when neglecting the presence of the noisy environment, and the
black curve represents the expected optimal time, Topt = n/(2ν), with no fitting
parameters. Purple dots are optimized solutions including the noise-induced deco-
herence of the spin qubit (the line is a guide to the eye). (c) Inverse of sensitivity,
in the presence of a cosinusoidal field b(t) of frequency ν0 = 20.5 kHz under CPMG
control, with α = 0 (in red), and with α = 102◦ (that is, an initial delay time
t0 = 0.28/ν0) resulting from optimization (in blue). Dots are experimental value of
E (left side vertical axis - see text) lines are theoretical 1/η (right side vertical axis)
The experimental error bars come from the slope uncertainty of the experimental
signal pn.
interest, if the target signal has frequency close to the center of the noise
spectrum (the Larmor frequency of the 13C spin bath), CPMG control may
not be the best choice, since the sequence achieving noise cancellation also
leads to a significant attenuation of the signal to be measured.
As a warmup for the full optimization, we optimized the control over a
restricted space of two parameters, the sensing time T and the initial phase
shift α, with a fixed number of pulses, n = 8. First, fixing α = 0, we found
the optimal sensing time as a function of the AC frequency, as reported in
Fig. 3.3(b). Taking into account decoherence effects appreciably modifies
the optimal sensing time (purple curve), compared to the results obtained
odd integer index, where the higher harmonics have decreasing weight (see [7] and
Tab. B.1).
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in the absence of noise sources (black curve), where the optimization rou-
tine recovers the expected analytic solutions Topt = n/(2ν); the latter would
be given considering χn(T ) = 0 by maximizing the phase φn in Eq. 3.12.
Then, we optimized both T and α. To evaluate the global convergence of
the optimization, we have also mapped 1/η in the two-dimensional (2D)
parameter space (T, α). Figure 3.1(b) shows this map for an AC field of
frequency ν0 = 20.5 kHz. This allows the results of the optimization to be
compared with the brute-force approach of an extensive search in the pa-
rameter space. The full optimization of the two parameters, including noise
effects, is able to find the global minimum of sensitivity (the optimized pa-
rameters are T = 216 µs and α = 102◦, corresponding to an initial delay
time t0 = 0.28/ν0 of the control sequence). Figure 3.3(c) shows some cuts
of the previous 2D map as a function of T , with α = 0 (red solid line) and
with α = 102◦ (the optimal value resulting from the numerical search, blue
line). Using Eq. (3.9), we have also calculated the experimental observable
E = K/η (left side, vertical axis in Fig. 3.3(c)), which can be directly com-
pared with the experimental findings at fixed α = 0 (red dots) and with
α = 102◦ (blue dots). We find good agreement of the experiments with the
results of the optimization.
We also investigated monochromatic AC magnetic fields in a different
frequency range, at 125 kHz, as shown in Fig. 3.4. For a CPMG sequence with
n = 8, we evaluated the theoretical value of 1/η and measured E as a function
of the measurement time T . I also remark that even in the simple case
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Figure 3.4: Sensitivity to a monochromatic field as a function of sensing
time T . We plot E from experimental data and 1/η from simulations, for an XY-8
CPMG sequence used to sense a field b(t) = b cos(2piν0t) with ν0 = 125 kHz. Solid
lines and scatters refer to simulations and experimental data, respectively.
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of one-parameter optimization, including the noise effects yields a different
optimal sensing time than what was calculated in the absence of noise (T =
n/(2ν0), gray vertical dashed line), and this is also reflected in the observed
experimental peak of E - vs - T .
3.3.2 Optimized sensing of multitone AC signals.
We now tackle the more complex task of measuring arbitrary time-dependent
signals. We consider multitone magnetic fields, in the form
b(t) = b
m∑
i
wi cos(2piνit+ αi), (3.14)
where m is the number of Fourier components, bi = bwi their amplitudes
(with
∑
iwi = 1), νi their frequencies, and αi the initial phases. We employ
our optimization tool to engineer optimal control sequences of nonequidis-
tant pi pulses that may extract information from multitone target signals,
while refocusing spin dephasing better than common dynamical decoupling
solutions.
As already mentioned, common multipulse control sequences like CPMG
are, in general, highly selective in frequency. For this reason, these sequences
may exhibit suboptimal performances when probing a multitone target field
due to attenuation of some frequency components. In addition, increasing
the interrogation time to enable a larger phase accumulation, thus improving
measurement sensitivity, also further narrows the width of the filter function
Yn,T as ∼ 1/(T ). If the magnetometry task consists in measuring the signal
amplitude of a spectrally characterized source as we are considering here,
CPMG looses significant part of information apart from one frequency com-
ponent at a given sensing time, when fixing the number of pulses n and
sweeping the total time T = nτ .
We started by analyzing the sensitivity in three (total) time intervals,
T < T2, corresponding to different measurable frequencies, given for the
simple CPMG sequence by ν = n/(2T ). For each of these total time intervals,
we increased the complexity of the magnetic field by choosing three random
frequency components {νi}, i = 1, 2, 3 (or, equivalently, fields made of m = 3
Fourier components each), in different ranges between 20 kHz up to 141 kHz,
and with different amplitudes. In these cases, we optimized the sensitivity
as a function of the total time under a CPMG-8. The results, presented in
Fig. 3.5, show good agreement between data and our predictions for all the
cases investigated.
To emphasize that the phase accumulated by the spin-qubit sensor under
CPMG control reflects the spectral composition of the signal, showing peaks
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Figure 3.5: Three-components target fields in different frequency ranges.
E (left vertical axis) and 1/η (right vertical axis) as a function of the sensing
time T for 3-chromatic AC fields under CPMG-8 sequences. Solid lines and scat-
ters refer to simulations and experimental data, respectively. Given the field
b(t) = b
∑m
i wi cos(2piνit + α), the three datasets correspond to the following pa-
rameters: In red, νi = (77; 96; 141) kHz and wi = (0.45; 0.43; 0.12); in green νi =
(50.5; 48.1; 46.2) kHz and wi = (0.40; 0.44; 0.16); in blue, νi = (25.0; 20.4; 19.9) kHz
and wi = (0.54; 0.13; 0.33).
at times τi = 1/(2νi), we tested one of the previous three cases under a CPMG
train of n = 50 pulses, where the width of the filter is narrower by a factor
50/8 ∼ 6; the results are shown in Fig. 3.6(b) (green solid line). However,
the sensor's decoherence influences the final sensitivity by suppressing the
response of one of the three frequency components, as shown both in theory
and in experiment (green solid line and yellow dots in Fig. 3.6(c)).
For this kind of scenario, optimal control strategies offer a key advantage.
Optimal control can indeed be exploited to find optimal distributions of the pi-
pulse positions. Sequences of non-equally distributed pulse spacings, devised
by means of analytical models, have been indeed demonstrated to correct
for selectivity of CPMG in certain cases [73, 74, 153, 154], also for different
experimental platforms [133]. In the case of multitone AC signals to be
measured, such sequences enable to simultaneously collect signal from all the
various frequency components thus achieving a faster phase accumulation.
Therefore, we optimized the single time intervals, maintaining the num-
ber of pulses fixed to n = 50, by keeping the time delay symmetric around
each pi pulse, as shown in Fig. 3.7, in order to ensure cancellation of static
noise and better refocusing of low-frequency noise. Including also the opti-
mization of the phase of the multitone field (αi = α), or equivalently, the
initial time of the measurement sequence, this optimization manages 51 free
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Figure 3.6: Optimized sensing of multitone AC fields. (a) Upper panel:
Sample multitone target field, b(t) = b
∑3
i wi cos(2piνit+αi), with αi = 0, frequen-
cies νi = (77; 96; 141) kHz, and amplitudes wi = (0.45; 0.43; 0.12) G, respectively.
Bottom panel: In green, position of the first 19 pi pulses of a Carr-Purcell sequence
of 50 equidistant pi pulses (CPMG-50) with optimized sensing time (T = 260 µs);
in blue, position of the first 27 pi pulses of an optimal control sequence of 50 non
equally-distributed pi pulses with optimized time intervals and optimized initial
phase (T = 187 µs, αi = 0.3). (b) Phase φn(T ) = ϕn(T )/b accumulated by the
spin qubit sensor during the sensing time T in the presence of the field b(t), under a
control field of n = 50 pi pulses, in the cases of CPMG-50 (solid line) and optimized
control (blue squares). (c) Experimentally measured E = K/η in the presence of
the field b(t) under CPMG-50 (dots) and optimized control (diamonds). The curves
represent the theoretical prediction for E , for CPMG-50 (solid green line) and opti-
mized control (blue line), respectively, obtained by rescaling 1/η (right-hand side,
vertical scale) with the unique factor K. The shaded area takes into account the
experimental uncertainty due to K (see Sec. 3.2).
parameters. We performed different optimization runs as a function of the
total measurement time, keeping T constant in each of them. The only addi-
tional constraint that we imposed was to force the times τj between different
pi pulses to be longer than about 10 times the pi pulse duration, which in our
case means τj > 600 ns. This restriction was to ensure that no MW pulses
would be very close to each other, as that would have resulted in the pi pulses
canceling each other, giving an effective sequence with a different n.
The results of optimization for the multitone field considered above are
shown in Fig. 3.6. As shown in Fig. 3.6(b), the optimization method leads to
a remarkable improvement in the accumulated phase per unit field amplitude
φn (blue squares) compared to CPMG (green line), over an extremely wide
range of sensing times. The overall-optimal control sequence (obtained with
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Figure 3.7: Time interval τj engineering. Optimization scheme of the n time
intervals τj of a measurement sequence with n pi pulses. Here, τj = (tj + tj+1)/2,
where tj are the n + 1 time intervals between the pi pulses, with j = 0, ..., n, and
t0 = tn+1 = 0.
sensing time T = 187 µs and phase shift α = 0.3) realizes a sensitivity ηbestopt =
12 nT/
√
Hz. Since each of our sensing experiments is typically obtained
by averaging over N = 2 × 105 measurement shots, the optimized control
sequence enables the measurement of a local field of 2 nT. The improvement
in sensitivity is more than 2 orders of magnitude compared to the sensitivity
of CPMG (ηCP = 8.3 µT/
√
Hz) at the same sensing time. We remark that
the best sensitivity obtained with CPMG control is still a factor of 1.75
worse than the best sensitivity achieved with the optimized control (ηbestCP =
21 nT/
√
Hz), and with an acquisition time (T = 260 µs) that is 40% longer
than the optimal sequence. In addition, optimized control is able to achieve
the same ηbestCP 3 times faster then CPMG (T = 75 µs, compared to T =
260 µs; see black arrow in Fig. 3.6(c)).
Thus, optimal control is able to attain a remarkable enhancement of sen-
sitivity compared to standard control when measuring multitone AC fields at
fixed interrogation time. Besides, optimal control makes it possible to speed
up the measurement while maintaining the same sensitivity of standard con-
trol, e.g., when measuring target signals with inherently short coherence
times or in the presence of fast experimental drifts that limit the available
coherent single-shot measurement time.
We then characterized the sensitivity of the qubit sensor to a multitone
signal as a function of the amplitude of one of its components. We still
considered the case of the field discussed in Fig. 3.6. We tuned the weight
of the third frequency component, while maintaining constant the total field
amplitude b (w1 +w2 +w3 = 1), and w2/w1 = 0.96 as in the previous case. As
shown in Fig. 3.8, under the CPMG sequence, the increase of the amplitude
of the third field component w3 corresponds to the emergence of a peak of
1/η at T = n/(2ν3), as expected. The signal amplitude increases indeed
due to the combination of good spin coherence at that specific measurement
time and larger acquired phase because of longer integration time. For the
optimal control results we observe not only better performance for increasing
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w3 amplitudes, but we still preserve the broadening of the 1/η peak already
observed in the case presented in the main text, as well as a small shift of
the optimum η towards shorter times T .
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Figure 3.8: Multitone target signals with different relative weights.
Inverse of sensitivity to a multitone signal with three frequency components
νi = (77; 96; 141) kHz, when varying the weight of the third component w3 com-
pared to the others (with w1 + w2 + w3 = 1). Solid lines refer to CPMG-50
sequences, dashed lines refer to optimal control sequences of n = 50 pulses with
optimized time intervals, respectively.
3.3.3 High frequency range for cosinusoidal signals
Up to now, I focused on an intermediate frequency range that overlaps with
the main source of decoherence present in our system. However, measuring
fields at higher frequency with our optimization protocol is possible. The
general upper limit for measurement methods based on dynamical decoupling
is given by the inverse of the interaction time for the spin control, i.e. the
pi-pulse duration, typically on the order of some tens of nanoseconds (but
pulses as short as 1 ns are possible [155]).
In order to show the potential of our optimization method at higher
frequencies, we consider a practical scenario where the high frequency of
the target field competes with the noise. This is for example the case of
shallow NVs [44, 75, 136, 156], where the interaction with surface spins, e.g.
hydrogen nuclear spins [157], introduces a noise source in the same high
frequency range. Following Ref. [136], we consider a typical noise spec-
trum in the presence of a static magnetic field B ≈ 45 mT, given by a
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Figure 3.9: Target fields in the frequencies range [1.5− 2.5] MHz. Ac-
quired phase |φn| (left panels) and inverse of sensitivity 1/η (right panels) of a qubit
sensor under CPMG-50 control sequences (green solid lines) and optimized control
sequences with the same (n = 50) number of pulses (blue lines with squares).
(a)-(b): Monochromatic target field with frequency ν = 1.912 MHz; logarithmic
scales emphasizes the similar behavior of |φn| and 1/η as a function of time T .
(c)-(d): Multitone target field, with frequencies νi = (1.708; 1.941; 2.461) MHz and
amplitudes wi = (0.15; 0.42; 0.43).
spin bath with Larmor frequency close to 2 MHz, yielding decoherence time
T2 ' 50 µs under multipulse control. As for target fields, we consider both
a monochromatic signal and a 3-chromatic field with the same amplitude
weights, wi = (0.15; 0.42; 0.43); the frequencies are again randomly picked,
in the range 1.5−2.5 MHz. Figure 3.9 shows numerical simulations of the ac-
quired phase and sensitivity of the qubit sensor under CPMG and optimized
sequences with n = 50 pulses. For a monochromatic target field (Fig. 3.9a
and 3.9b), our optimization protocol yields an enhancement of the acquired
phase compared to CPMG control on a wide range of total time. Both CPMG
and optimized sequences show the same sensitivity trend as a function of to-
tal time, and reach the same minimum sensitivity. For the multitone case,
shown in Fig. 3.9c and 3.9d, the optimized control provides significant ad-
vantage, confirming that our method can overcome the monochromaticity
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of the CPMG filter, and achieving an improvement of the optimal sensitivity
by a factor of 2.
3.4 Optimized sensing of trains of magnetic im-
pulses.
We have applied optimal control to the different scenarios where the target
magnetic field is a train of impulses. This is, in general, the case of the tem-
poral shape of electric and magnetic fields associated with cardiac, neural,
and nervous activities of human and animal organs [27, 126128]. For this
kind of application, the NV sensors may offer the remarkable advantages of
subcellular spatial resolution, in addition to high sensitivity, and biocompat-
ibility [158].
As illustrative models for these biological applications, we consider a train
of Gaussian-shaped impulses. The target field is thus of the general form,
shown in Fig. 3.10(a),
b(t) = b
mr∑
i=0
e−
(t−i∆t)2
2σ2 , (3.15)
where 1/∆t is the repetition rate and mr is the number of repetitions, with
mr ∆t T . In this case, standard dynamical decoupling may be underper-
forming since the target signal b(t) is positive definite in the whole temporal
domain; thus, the product yn(t)b(t) may be alternately positive and negative,
reducing the accumulation of a useful phase (see Eq. (3.3)). In other words,
each time a pi pulse reverses the spin dynamics, it can partially cancel not
only the effect of unwanted noise but also the phase associated with the field
to be measured.
Figure 3.10(b)-3.10(i) compares the results of CPMG control (green-
colored curves) and optimal control (in blue), when varying the width σ
of the target Gaussian pulse train and its repetition rate 1/∆t. In this case
as well, we evaluate the effect of control sequences made of n = 50 pi pulses.
In the optimization, all the time intervals between the control pulses, sym-
metrized around the pi-pulse positions, are free parameters. The left panels
represent the modulus of the phase accumulated by the spin qubit sensor
per unit of the target magnetic field amplitude |φn|, whereas the right panels
represent the inverse of sensitivity 1/η, as a function of the sensing time T .
Optimal control outperforms CPMG in accumulating a useful phase due
to b(t) over a large sensing-time range. Both CPMG and optimal control
lead to their largest phase accumulation when T ' n∆t/2, where they give
similar results in φn. This condition corresponds to having couples of pi
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Figure 3.10: Optimal sensing of Gaussian impulses. (a) Upper panel: Tar-
get signal made of a train of Gaussian impulses of width σ and repetition rate 1/∆t.
Bottom panel: Position of the first 10 pi pulses of a CPMG control sequence of 50 pi
pulses (CPMG-50), with total sensing time T = 280 µs optimized to sense a train
of Gaussian impulses with σ = 2 µs, ∆t = 11.2 µs (in green), and optimal position
of the first 10 pi pulses of a control sequence of 50 pi pulses (in blue), optimized to
sense the same target field (50 optimization parameters). (b)-(i) Modulus of the
phase accumulated by the spin qubit sensor in the presence of the target field (left
panels), and the inverse of sensitivity 1/η (right panels), as a function of the sensing
time T , under CPMG-50 control (green solid curves), and under optimized control
(blue lines with squares) with bounds τ ∈ (0.6− 10) µs (see Sec. 3.3.2). (c) Mea-
surement of the experimental observable E as resulting from CPMG experiments
(yellow dots), and from optimized control (blue diamonds), scaling as indicated on
the right-hand side vertical axis. The target field parameters of panels (b)-(i) are
as follows: (b,c), σ = 1.0 µs, ∆t = 10 µs; (d,e), σ = 0.5 µs, ∆t = 11.2 µs; (f,g),
σ = 1.0 µs, ∆t = 11.2 µs; (h,i), σ = 2.0 µs, ∆t = 11.2 µs.
pulses located in each empty" time window between two Gaussian pulses
of the target field, albeit optimal control corrects, in a nontrivial way, the
distribution of pi-pulse positions to minimize η, as represented in Fig. 3.10(a)
(CPMG, green vertical bars; optimal control, blue vertical bars). Thus, the
pi pulses partially reverse the spin qubit dynamics due to undesired noise,
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but do not cancel the phase due to the target field b(t).
We note that, even when the phases accumulated with CPMG and with
optimal control are comparable, optimal control compensates better than
CPMG for decoherence, leading to better overall sensitivity. While here I do
not explore this result further, it seems to indicate that numerically optimized
sequences might also be useful for other quantum information tasks, such
as building a robust memory. Figures 3.10(e), 3.10(g), and 3.10(i) show
that optimal control of the spin qubit improves its sensitivity to Gaussian
multipulse signals up to a factor of 2, enabling the measurement of multipulse
magnetic fields down to 3 nT. As shown in Fig. 3.10(c), the measurement of
the experimental observable E = K/η confirms the theoretical prediction of
sensitivity both for the CPMG control (yellow dots) and for optimal control
(blue diamonds).
3.4.1 Optimized sensing of a slowly-varying Gaussian
impulse
The final target field that we considered is a magnetic field with a slow
temporal profile given by a single Gaussian impulse of several hundreds of
microseconds; this profile results in a quasi-constant signal, broad and pos-
itive during the whole sensing time. This target signal is a good model for
any slow varying field, and in particular it can be considered a good model of
neural action potentials associated with human cells [27, 159, 160]. We note
that those signal durations are even longer than what considered here, but
still on the same order of the milliseconds coherence time of NV spins in pu-
rified 12C samples. Here, to take into account our sample coherence time, we
considered a field similar to the one expressed in Eq. (3.15), b e−(t−tG)
2/(2σ2)
with σ = 150 µs.
We first study the acquired spin phase per unit field amplitude, φn =
ϕn/b, and the sensitivity η as a function of the Gaussian center tG under
CPMG sequences (n = 50 pi pulses) with different values of pulse delay τ .
Figure 3.11 shows that for both these quantities, when τ ≤ 10 µs the optimal
center position is tG = T/2. For larger τ , 1/η and φn show a minimum at
tG = T/2 and are symmetric around it. In particular, when T = nτ ≥ 4σ
(here 600 µs) the optimal case is to have the magnetic field pulse at the
beginning or end of the measurement sequence. Moreover, even if the trend
of 1/η is the same of φn, the relative amplitude at different τ changes, due
to the dependence of the electronic spin coherence on T . We note that the
value of 1/η in these conditions is too low to be measured in our experiments.
We investigated also CPMG with different pulse numbers, n = 8, finding
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Figure 3.11: Sensing slowly-varying fields. Phase accumulated and sensitiv-
ity of the spin qubit, in the case of a slowly varying Gaussian target field, as a
function of the Gaussian center for CPMG sequences, n = 50, for eight different
values of τ = T/n.
for T ∼ 150 µs a better (lower) value of η with respect to the previous case.
So we decided to perform an optimization of the time intervals τj between
the MW pulses. We found a high improvement with a large peak of 1/η
centered at measurement time around 100 µs. Results for both CPMG and
sequences with optimized time vector are shown in Fig. 3.12. Also in this
case, the best value of η is at the limit of our experimental signal to noise
ratio.
3.5 Discussion
We have devised a versatile and robust method of optimal control for quan-
tum metrology with one qubit, and we have applied this optimal control
method to the measurement of weak time-varying magnetic fields with an
NV spin sensor.
The key insight of our optimal control strategy is the introduction of
an unconventional optimization metric, the qubit sensor's sensitivity. The
minimization of sensitivity is made by searching the optimal control field
that realizes the optimal compromise between useful accumulation of the spin
phase due to the external field to be measured and noise refocusing. The
developed optimization algorithm offers the advantage of fast convergence
and simplicity. We have further investigated the robustness of this method
for different kinds of real target fields. Optimal control outperforms standard
dynamical decoupling in different scenarios, ranging from multicomponent
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Figure 3.12: Optimized vs CPMG sequences to probe a Gaussian pulse
as large as the total sensing time. Inverse of sensitivity for a CPMG sequence
(red), and a optimal control sequence (blue) with optimized time intervals τj . In
both the cases, n = 8.
AC target fields in a wide frequency range of the radio-frequency domain, to
trains of impulses, which are illustrative examples of the typical shape of the
electromagnetic field of interest in biology and physiology.
In the cases investigated, optimal control enables larger phase accumu-
lation over wide sensing-time windows, as well as better cancellation of the
effect of external noise on the spin dynamics. Sensitivity of the qubit sensor
under optimized control shows an improvement up to a factor of 2, enabling
the measurement of pulsed magnetic field down to amplitudes of 2 nT. The
comparison of 1/η with the experimental observable E demonstrates the re-
liability of this optimal control method applied to the NV spin sensor.
Beyond the results obtained in exemplary situations, our novel method
is one of the first extensions of optimal control methods to quantum sensing.
This application raises novel challenges and opportunities, in particular re-
lated to the need for new metrics for optimization, as well as the challenge
to include nonunitary evolution in the numerical optimization. We underline
that our optimization method can be extended to larger multidimensional
space of parameters; for instance, one can optimize the number of pi pulses
that flip the spin qubit during the sensing time, according to the target sig-
nal to be measured. Moreover, while we always considered control sequences
given by a series of pi pulses, our scheme can also be generalized to other
control strategies of the NV spin qubit.
Our strategy can be useful for metrology in the face of more and more
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demanding requirements for the NV spin qubit to sense weak time-varying
electric and magnetic fields in noisy environments, with the sensing task
aimed at measuring their amplitude, e.g., for detecting the number of spins
in small electronic or nuclear ensembles [161163], revealing excitations in
nanostructured antiferromagnetic or multiferroic materials [164], or measur-
ing biological activity at the nanoscale [27]. Adaptive strategies could also
be used to extend this scheme to fields with an unknown temporal profile.
Moreover, the method can also be applied to other physical platforms, such as
ultracold atoms or trapped ions. Furthermore, the demonstrated enhanced
protection of the spin qubit against noise-induced decoherence also makes
optimal control a strategic tool for building memories in solid-state systems.
Chapter 4
Environment characterization:
From spin bath to coherent
coupling
As introduced in Ch. 3, the knowledge of the environment surrounding a
quantum system is an important tool to enhance the capabilities of the
qubit control techniques for sensing purposes. Moreover, characterizing the
qubit-environment interactions is critical for its practical use for the real-
ization of robust quantum devices, also for quantum information processing.
A full understanding of the qubit environment enables developing effective
strategies against decoherence, including optimized dynamical decoupling se-
quences [72] or quantum error correction codes [165]. Moreover, the con-
trolled and coherent coupling of the qubit with part of its environment may
provide an additional resource to enhance its computational or sensing per-
formance [166,167].
In this chapter I present a protocol implemented with an NV center that
extends the method already presented in Sec. 3.1.2 and allows us to unravel
the characteristics of the NV environment, comprising 13C nuclear spins ran-
domly distributed in the diamond lattice. They give rise to both unknown
coherently coupled quantum systems, and a larger quantum bath that can be
modeled as a classical noise field [168]. The thermal and quantum fluctuation
of this environment, and the distribution of environment-qubit interaction
strengths make this an extremely rich scenario where to test our method.
Several methods [64, 135, 141, 169, 170] have been proposed for noise spec-
troscopy. Relaxometry, stemming from magnetic resonance [171], has been
exploited to investigate especially high-frequency noise based on the mea-
surements of the sensor T1 relaxation time. Dynamical decoupling [142,143]
and dynamic sensitivity control [172,173] techniques are also used to to probe
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colored noise via pulsed or continuous driving of the NV electronic spin. Most
of these methods, however, assume the environment to be simply a classical
stochastic bath and rely on the assumption that the noise is weak enough to
enable relatively long qubit coherence time under the applied control.
The protocol that we implemented for characterizing the qubit environ-
ment overcomes the challenges arising when those assumptions are not veri-
fied. We show how to reconstruct the noise spectral density even when lim-
ited by relatively short coherence times, and identify the coherent quantum
coupling with the nearest nuclear spins. Importantly, we also demonstrate
that in the presence of high magnetic field (≈ 200 − 635 G) the acquired
knowledge of the environment can reliably predict the qubit dynamics quite
generally, even under driving controls that differ from the ones used for noise
spectroscopy.
The first part of the Chapter, Sec. 4.1, provides a short introduction to
noise spectroscopy, focusing in particular on methods based on DD tech-
niques. Sec. 4.2 shows the specific experimental conditions and some exem-
plary experimental results that we use to distinguish different interactions
between the NV spin and the environment. In Sec. 4.3 I present our method
to obtain the noise spectral density exploiting DD techniques. In particu-
lar, when the noise amplitude due to the carbon nuclear spin bath induces a
fast coherence decay in correspondence of its noise frequency, we demonstrate
that it is necessary to resort to high harmonics of the filter function to obtain
accurate and precise information of the spectrum. Then, in Sec. 4.4, I pass
to analyze the hyperfine coupling with nearby 13C nuclear spins, showing
also our ability to model the different behavior under different |0〉 ↔ |±1〉
combinations. Sec. 4.5 presents a systematic characterization of both the
spin bath and the coherent coupling with nearby nuclear spins when varying
the external environment by tuning the magnetic field strength. In Sec. 4.6 I
discuss the predictive power of the reconstructed environment, also for qubit
control techniques different from the ones used to obtain the NSD. Finally, I
summarize the main results obtained from our environment characterization
in Sec. 4.7.
4.1 Noise spectroscopy
The interaction of a system with a noisy environment can be spectrally char-
acterized through the analysis of relaxation and dephasing processes occur-
ring to the system itself.
As already mentioned in Sec. 3.1.2, the approach that we exploit is based
on the systematic analysis of the sensor decoherence under a set of dynam-
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ical decoupling (DD) control protocols [66, 133, 141, 143145]. As already
discussed in Sec. 1.6 and widely in Ch. 3, ideally, periodic DD protocols
realize narrow frequency filters that select only a specific coupling and fre-
quency, while decoupling the sensor from all the other interactions. Referring
to App. B, the control field acting on the sensor can be described by a mod-
ulation function yn(t), the squared Fourier transform of which defines the
control filter function Yn,T (ω) (see Eq. (B.2)) over the measurement time T .
We recall here the definition of the sensor coherence decay:
χ(t) =
∫
dω
piω2
S(ω)|Yn,T (ω)|2, (4.1)
where S(ω) is the power spectral density function of noise. The filter func-
tion approach effectively describes pure classical dephasing [64,169,174]. To
fully characterize the environment of an NV spin, we followed the method
proposed in Ref. [141] and proven in Ref. [142] for a nuclear spin system.
The method stems from the relation between the NSD and the coherence
decay time of the qubit under multipulse control (see Sec. 4.3). To achieve
high spectral resolution, one exploits the frequency selectivity of equispaced
sequences of pi pulses separated by a constant time, here defined 2t1, such
as CPMG [67]. For sufficiently high number of pulses, this kind of control
sequences is well described by a narrow monochromatic filter function, the
width of which scales as 1/(n t1). As we will discuss in Sec. 4.3, the validity
of this approximation depends on the characteristics of the noise itself, and
deviations could lead to an inaccurate evaluation of the NSD in terms of
noise amplitude and frequency width.
In the practical scenario, where we apply our method, the NV spin couples
with both a dephasing spin bath and individual nearby nuclear spins. While
the nuclear spin bath exhibits collective effects, even in the quantum regime,
and can be trated with a classical central spin model [175, 176], the strong
coupling with single proximal nuclei induces a coherent dynamics of the qubit
sensor and must be treated independently.
4.2 Experimental conditions
We investigated the environment of a single deep nitrogen-vacancy center
placed around 13 µm below the diamond surface. All the experimental work
was performed by taking advantage of the setup discussed in Sec. 1.4.
A Ramsey free-induction-decay experiment features the presence of at
least one strongly-coupled nucleus close to the NV spin (coupling strength
ωh ∼ 2pi × 700 kHz), apart from the nitrogen composing the NV center
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itself (see Fig. 4.1). We also observe the coupling of the NV spin to the
carbon nuclear spin bath, visible in spin-echo experiments at low magnetic
field strength (B . 150 G) as periodic collapses and revivals of coherence
spaced by the bare 13C Larmor period, as expected [148].
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Figure 4.1: Fourier transform of a Ramsey measurement on the NV
subject of NSD analysis. Experimental amplitude of the Fourier components
as a function of frequency (black dots) and Lorentzian fit (red solid line) are shown.
The six peaks correspond to the six components of the hyperfine structure: Each
state correspondent to the 14N triplet (with a splitting A‖ = 2.16 MHz) is divided
in a doublet given by a 13C nuclear spin, with a coupling strength (extracted from
the fit) of 0.73 ± 0.07 MHz. Measurement performed with a static magnetic field
B ∼ 80 G.
To measure the NSD (see Sec. 4.3), we measured the spin coherence un-
der sequences of pi pulses separated by a time delay 2t1, using the XY-8
sequence [70, 177] as a base cycle, as in Fig. 1.7. We verified that applying
the pi/2 pulses along Y improves coherence with respect to using pi/2 pulses
along X. Even under these circumstances I maintain the sequence nomen-
clature of XY throughout the text. In all the experiments, we also average
the signal over two measurements where the last pi/2 rotation is applied re-
spectively along Y and −Y, to improve reproducibility of the signal. The
sequences of the XY family are designed to improve robustness against de-
tuning and imperfections on the shape of the pi pulses. As usual, the Ramsey
interferometer maps residual coherence after the spin manipulation into the
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observable population pn of the ms = −1 spin projection. We collected data
for a large set of t1 values (0.15 − 6.5µs), and repeated each measurement
for different number of pulses, typically multiple of n = 8 1.
Figure 4.2: Evolution of pn under an XY-8 sequence for a |0〉 ↔ |−1〉
system. (a) Varying the time between pulses, with n = 40. Black dots are
experimental data for a static magnetic field B = 635 ± 1 G, red solid line is
a simulation of the evolution of the spin with the environment reconstructed as
discussed in following Sections 4.3, 4.4 and 4.6. (b-d) Varying the number of
pulses, fixing t1 to the center of a  collapse (b), a F collapse (c) and a  flat
region (d).
By combining the data sets associated to each t1 value, we separated the
contribution of different noise frequency components ω = pi/2t1. We then
categorized the coherence behavior as a function of n into two different cases:
Decay and modulation, as presented on Fig. 4.2(a), (c-d). For most of the
range of t1, we observe an exponential decay of coherence, which is faster
for t1 around the coherence collapses, due to the semi-classical coupling with
the spin bath. For certain t1, coherence also presents sharp peaks with an
amplitude that oscillates as a function of n, even going to negative values
1For t1 values with coherence showing a fast decay, we also included n = 1, 4, and 12.
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(pn < 0.5). These coherent modulations arise from the coupling with single
nuclear spins. With this method, we detected at least three nearby nuclei.
We investigate these features for different intensities of a bias magnetic field
aligned with the NV spin, as shown in Sec. 4.5.
4.3 Effect of the decoherence
To characterize the effect of the classic bath we measure the NSD via a sys-
tematic spectral analysis of coherence under DD sequences with an increasing
number of equidistant pulses.
In the limit of a long spin evolution time, once fixed the inter-pulse delay
time 2t1 (that is, for sufficiently large number of pulses n), the residual
coherence W (nt1) decays with a generalized coherence time TL2 [141], as
W (nt1) ' exp(−2nt1/TL2 ). (4.2)
For a given t1, TL2 is affected by the convolution of S(ω) with the filter
function Yn(ω). For long enough evolution time, TL2 depends only on the
spectral weight of the NSD at frequency ω (whereas the equispaced DD
sequence filters out all the nearby noise components):
S(pi/2t1) ' pi
2
8TL2
. (4.3)
Given the observed time evolution, which presents collapses and revivals
of the signal, a practical protocol is to extract TL2 as the characteristic coher-
ence decay time for various t1 values, in a window around the first collapse,
where no additional modulations are observed. The inset of Figure 4.3(a)
shows 1/TL2 measured with this procedure (blue dots).
However, our experiments show that the coupling to the spin bath leads
to very fast decay of the NV spin coherence for t1 around the first collapse
 where coherence is lost within n < 8, so that using large number of pulses
is not possible. For low number of pulses the filter induces an additional
broadening of the NSD. An accompanying issue is that XY-8 sequences can
no longer be used for the measurement of TL2 , but one needs to use alterna-
tive equidistant-pulse sequence, as CPMG or XY-4, which although robust
enough for small n, might still introduce some pulse error effects.
Indeed, Eq. (4.2)-(4.3) offer only an approximated, idealized picture of our
practical scenario. As depicted in App. B, since a sequence of equidistant pi
pulses acts on the spin evolution as a step modulation function yn(t) with
periodic sign switches, its filter function Yn(ω) is not a single δ-function, but
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Figure 4.3: NSD evaluation for different filter orders. (a) The peaks of the
1st and 2nd harmonics. The blue points are the experimental data for 1/TL2 . The
black line is the fit of Eq. (4.4) using as S(ω) a Gaussian curve. Inset: Data for the
0th order 1/TL2 peak, together with the fit extracted from higher harmonics. The
data corresponds to an external magnetic field of (208±1) G. (b-d) Reconstruction
of a model NSD (at ∼ 700 G), used to proof self-consistency of the used method.
The blue squares are proportional to 1/TL2 , resulting from the fit of the simulated
coherence. The blue line is the fit of the 1st and 2nd harmonics with Eq. (4.4) using
a Gaussian distribution. The dashed red line is the original model NSD.
shows periodic sinc-shaped peaks at frequency ωl = (2l + 1)pi/(2t1), which
can be well approximated by a periodic comb of δ-functions only for large
n. Then, TL2 is affected not only by the noise spectral weight (convoluted
with the filter function) at frequency ω = pi/(2t1), but also by its higher
harmonics [141,142]:
1
TL2 (ω)
=
8
pi2
∞∑
l=1
1
(2l + 1)2
S(ωl). (4.4)
This second observation gives us a simple tool to overcome the limitation
of the short coherence decay time, and thus the small feasible number of
pulses, in the collapses time windows. We can center the NSD maximum
around the higher order harmonics of the filter function to partially attenuate
strong noise that would saturate the coherence decay. In addition, the filter
function gets narrower at higher orders, for a fixed number of pulses.
Simultaneously fitting different harmonics l > 0 results in a good estima-
tion of the center and shape of the nuclear spin bath noise peak. In Fig. 4.3.a
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Table 4.1: Comparison between original and reconstructed NSD peaks. The noise
peak is defined by its center νL = ωL/(2pi), amplitude A, width σ and offset y0.
The original parameters correspond to the dashed red line in Fig. 4.3.d and the
parameters of the reconstructed NSD using the first two harmonics correspond to
the blue line in the same figure. For the reconstruction, we simulated the coherence
only for n ≥ 8, including the points with n < 8 increases the percentage error on
the estimated amplitude and width by a factor of 100 and 40, respectively. The
estimation of the center was the same, within the error bars, in all cases.
Original
Reconstructed
(0-th order) (two harmonics) (ten harmonics)
νL
† 750 748(2) 750.0(2) 750.02(2)
A ‡ 600 266(34) 601(13) 603(1)
σ † 9 21(4) 9.0(1) 9.01(2)
y0
‡ 5 5.00(5) 5.860(4) 5.983(2)
† Values have units of kHz.
‡ Values have units of kHz2/kHz.
we show an example of the noise peaks for l = 1, 2 fitted with Eq. (4.4) using
a Gaussian noise distribution. The inset shows the data for the 0th-order peak
together with the corresponding curve predicted from the higher harmonics.
We note that both the amplitude and width of the 0th-order peak data are
not compatible with the values predicted from the fit of higher harmonics.
To correctly interpret these experimental results, and reliably extract the
NSD, we performed the same analysis starting from a simple model of noise,
and we verified auto-consistency of the method. We considered a Gaussian
noise (S(ν) = y0 + Ae−(ν−νL)
2/(2σ2)) centered at the Larmor frequency νL =
ωL/(2pi) of a carbon nuclear spin bath, for an external magnetic field of 700 G.
We then calculated the temporal dependence of spin coherence under control
sequences with different numbers of equidistant pulses (see Appendix B),
and we used this coherence to reconstruct the original NSD with the same
procedure used to treat the experimental data. As shown in Fig. 4.3(d),
the 0th order peak of the reconstructed spectrum shows the same trend of
the experimental data (inset of Fig. 4.3(a)), and significantly deviates from
the original spectrum. Our analysis shows that using only the first two
harmonics we can reliably reconstruct the NSD peak. We also performed the
same analysis taking the first ten harmonics, with similar results. The four
parameters that define the noise peak are listed in Tab. 4.1, for the original
noise peak and for the reconstructed ones. By comparing the reconstructed
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spectra with two and ten harmonics, it is possible to note that they are
strongly compatible between each other. Moreover, with the exception of
the offset y0, they can reconstruct the original version of the NSD: This
means that consider l = 1, 2 is sufficient to extract a complete information
on the noise components, overcoming the (still present) limitations related
to spectroscopy based on dynamical decoupling [178].
4.4 Coupling with single nuclei
The reconstruction of NSD fails at some narrow time intervals, but this allows
us to identify the coherent coupling of the NV spin qubit to other quantum
systems. Because the equispaced DD sequences partially filter out the spin
bath, we can observe the effect of single proximal nuclear spins, provided
that their coupling strength to the NV electronic spin is large enough to be
distinguished from the bath itself. This hyperfine interaction reads Hhf =
~Sz ωh · I, where Sz is the electronic spin operator, I is the nuclear spin
operator (in this case, a 13C: IC = 1/2), and ωh/(2pi) is the hyperfine coupling
vector frequency. This interaction induces different phase acquisition of the
states |±〉 = (|0〉 ± |1〉)/√2 during the spin evolution time [149, 151, 179],
and thus modulates the residual NV spin coherence in terms of the number
of pulses, as shown in Fig. 4.2(a).
The time evolution of the qubit coherence under the effect of a single
nuclear spin can be calculated as [180]:
M(T ) = Tr
(
U0U
†
1
)
, (4.5)
where U0 = · · · e−iH0t3e−iH1t2e−iH0t1 , and U1 = · · · e−iH1t3e−iH0t2e−iH1t1 . Here
ti is the free evolution time between two consecutive microwave pulses. H0(1)
is the Hamiltonian that describes the interaction between the ms = 0(+1)
electron spin and a nearby 13C nucleus [149]:
H0 = ωLσz, (4.6)
H1 = (ω
‖
h + ωL)σz + ω
⊥
h σx, (4.7)
where σi are the Pauli matrices related to the nuclear spin operator. This
treatment allows us to simulateM(T ) under different kinds of DD sequences.
To experimentally determine the components of the coupling strength, ω‖h
and ω⊥h , we used an analytic expression for M(T ) valid for an even number
of equidistant pulses n
M=1−2
(
ω⊥h
ω1
)2
sin2
(
ω1t1
2
)
sin2
(
ωLt1
2
)
sin2
(
nφ
2
)
sin2
(
φ
2
) , (4.8)
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where ω1 =
√
(ω
‖
h + ωL)
2 + (ω⊥h )2 is the frequency seen by the spin in the
ms = +1 state, and the phase φ is the modulation frequency of the transition
probability as a function of n, given by
cosφ =
ω
‖
h + ωL
ω1
sin(ω1t1) sin(ωLt1)− cos(ω1t1) cos (ωLt1) . (4.9)
We observe that φ is small for times t1 corresponding to the minimum values
of M .
Note that equations (4.8) and (4.9) are already present in literature in
Refs. [149, 179], with the simple transformation φ → φ′ = pi − φ. Both of
these conventions are consistent with the model and suitable to evaluate the
two components of the hyperfine strength, because they assume the same
M values for even integer n; nonetheless, they result in a very different
periodicity of pn as a function of n, as shown in Fig. 4.4, making the analysis
of the data very different in terms of the convergence of the fit.
Figure 4.4: Probability pn of the electronic spin to be in the state |−1〉,
in terms of the number of n (external bias field B = (528± 1) G). The
gray points are the experimental data, the blue and red solid lines are obtained
from fit when considering φ and φ′, respectively (see text). The blue points show
the intersection points of the two curves with even n values.
The analysis of this modulation gives information on the coupling strength
and relative orientation of the NV spin to nearby nuclear spins [149,179]. In
our specific case, for a |0〉 ↔ |−1〉 system, the amplitude of the modulation
shows sharp peaks (red dots in Fig. 4.6), from which we can identify three
different carbon nuclei coupled to the NV. The frequency position of each
peak give an approximate estimation of the parallel component of the cou-
pling strength of a nuclear spin to the NV axis, ω||h [149]. We use this value as
the initial guess to fit the observed modulation using Eq. (4.8), with ω||h and
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ω⊥h as free parameters (blue dashed line in Fig. 4.6(b)). We thus extract a
refined estimation of the parallel and orthogonal components of the coupling
strength, as shown in Table 4.2. Note that we treat each coupling separately,
since intraspin couplings are found to be negligible.
Table 4.2: Components of the coupling strength of the three 13C nuclei detected
with the NV spin.
ω
‖
h/(2pi) [kHz] ω
⊥
h /(2pi) [kHz]
−698± 8 148± 13
−73± 4 59± 3
−25± 2 42± 1
Two of the three observed nuclei are so weakly coupled that they are not
visible in an usual Ramsey experiment. The more strongly coupled nucleus
is visible with a Ramsey experiment, which still gives a consistent but less
precise estimation of the coupling strength, due to decoherence.
It is also important to note that the sign of the hyperfine interaction is
dependent on the electronic spin projection mS = ±1. This leads to change
the sign of ωh components in Eq. (4.7). For this reason, if we have the case
ω
‖
h ∼ ωL, the parallel component in ω1 (ω‖h ± ωL) would pass from an ampli-
tude ∼ 2ωL to another one close to 0, strongly influencing φ in Eq. (4.9) 2.
Therefore, we can exploit the spin triplet nature of the NV center to validate
the fact that the reconstructed environment model is predicted independently
of the qubit properties, that is, the environment model extracted from the
dynamics of the the two spin states |0〉 and |−1〉 can predict also the dy-
namics of the mS = {0,+1} manifold and not only the {0,−1} manifold
as presented in Fig. 4.2. Figure 4.5 shows two different sequences for the
two different electronic spin projections together with their simulations, that
take into account also the correspondent NSD. In both cases we found a good
agreement between the prediction and the experimental data.
4.5 Characterization with the external field
We used the method described in the previous two sections, to extract in-
formation about the NSD and the coupling strength with nearby nuclei, for
different intensities of the magnetic field. However, I underline that, mean-
while the spin bath can always be treated as a classic noise source [175], a
2The orthogonal component of ω1 (equivalent to ω
⊥
h ) is a different case: Since it appears
always on the second order, its sign does not influence Eq. (4.9) and (4.8).
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Figure 4.5: Time evolution of spin coherence at field B = (394±1) G. The
dots are the experimental data, and the red line is the simulation, in both cases the
prediction was done using the same environment, i.e. same NSD and same nearby
nuclei coupling strengths. (a) Two level system formed by {|0〉 , |+1〉}. Sequence:
One repetition of XY-4 (n = 4). (b) Two level system formed by {|0〉 , |−1〉}.
Sequence: Four repetitions of XY-8 (n = 32).
single central spin model is feasible only if most of the nuclei composing the
bath are weakly coupled with the NV spin, that is, the condition γeB  ωh
has to be verified [146]. Below that limit, the interaction with the nuclear
spin ensemble exhibits peculiar quantum properties and more than one clas-
sical model is necessary to describe the evolution of the NV electron spin
under different control sequences. In case of diamonds with natural abun-
dance of 13C nuclei, the classical limit results verified for B ≥ 150 G. For an
in-depth study is possible to refer to [168].
The obtained NSDs are shown on Fig. 4.6 and their parameters are
listed on Table 4.3. As expected, the center of the NSD peak shows a
linear dependence with the magnetic field, having the gyromagnetic ratio
γN = 2pi × 1.08 kHz/G of the 13C as proportional constant. The position in
frequency of the modulations due to the coupling to nearby carbons follows
the same trend. On the other hand, the width of the noise peak increases
with the intensity of the magnetic field whilst the height of the noise peak
decreases: For a detailed analysis of this phenomenon, it is possible to refer
to [168].
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Figure 4.6: NSD and coupling with nearby nuclei varying the magnetic
field amplitude. We report 1/TL2 (blue, left-hand side vertical scale) and the am-
plitude of the observed coherent modulations (red, right-hand side vertical scale),
for magnetic field strengths B = 208 − 635 G. The blue lines are the fit of high-
order harmonics (see text). The red lines are the results of simulation (see Sec.
4.4). The red shadow describes the uncertainty on the estimation of the coupling
strength components.
Table 4.3: Parameters obtained for the NSD peak (νL = ωL/(2pi)) using only the
0-th order collapse and using higher harmonics.
B [G]
Just 0-th order Higher orders: 1st & 2nd
y?0 A
‡ ν†L σ
† y?0 A
‡ ν†L σ
†
635* 19.1(7) 0.35(8) 683(3) 18(2) 3.7(2) 0.38(5) 679.9(8) 8.5(7)
528 17.4(8) 0.16(3) 571(2) 19(2) 4.0(3) 0.48(7) 564.7(7) 6.2(6)
394 14.4(7) 0.25(4) 425(2) 17(1) 6.1(3) 0.42(6) 422.0(6) 4.8(5)
309 26.0(8) 0.21(3) 331(2) 18(1) 7.0(6) 0.53(7) 330.6(6) 5.9(5)
208 16(1) 0.29(2) 223(1) 18.7(8) 5.6(4) 0.60(8) 221.2(4) 4.3(4)
‡ Values have units of MHz2/MHz. ? Values have units of kHz2/kHz.
† Values have units of kHz.
* For 635 G we also used the 3rd order harmonic.
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4.6 Non-periodic decoupling
In principle we have extracted all the information on noise spectrum and
coherent interaction with nearby impurities. To confirm that we have a
full picture of the NV spin environment, now we want to predict the spin
evolution under different kinds of time-dependent control. Until now we
have used equidistant pulses to measure the NSD and the hyperfine coupling
strength of nearby nuclei, at different magnetic fields, mainly because these
sequences are associated with a δ-shaped filter function [7]. However, our
characterization of the noise should be useful for any kind of sequence. To
prove the robustness of our method, we use the measured spectrum and
hyperfine couplings to simulate the spin coherence under other kind of DD
sequences, and we compared this prediction with measurements.
The simulation calculates the residual coherence after the pulse sequence,
pn. As the spin dynamic is affected by both the spin bath and m strongly-
coupled single spins, we expect pn to reflect those two contributions:
pn(T ) =
1
2
(
1 + e−χn(T )
m∏
i=1
M (i)n (T )
)
. (4.10)
Here, χn(T ) is obtained from the measured NSD via Eq. (4.1), whereas
Mn(T ) is extracted by evolving the spin under conditional evolution opera-
tors, as discussed in Sec. 4.4.
Nonuniformly-spaced pi-pulse sequences [74, 154] have been designed to
improve resolution of single nuclear spin spectroscopy. A first important
example is represented by Uhrig-DD (UDD) sequence [72], recently used to
detect remote dimers formed by couples of nuclei [162], while suppresses the
effect of the coupling of the NV spin with single nearby nuclei, which only
results in a fast and small modulation. Results about the capability to predict
the NV spin evolution under UDD with our reconstructed environment can
be found in [168].
Here, I discuss a different type of non-equidistant sequences, that is, adap-
tive XY-N (AXY-N ) [73]. They have been proposed to enhance robustness
by sending the pulses along different axes within each other. AXY-8 is con-
structed by eight blocks, each containing five equidistant pulses with specific
phases  known as Knill pulse [73,181]. The phase distribution of the pulses
in each block is:
Πϕ = piϕ+pi/6 − piϕ − piϕ+pi/2 − piϕ − piϕ+pi/6. (4.11)
Including 8 blocks alternating their phase as in Fig. 4.7 we produce a AXY-8
sequence. The blocks are themselves equidistant, thus the position in time
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Figure 4.7: Scheme of adaptive XY-8 sequence.
for each pi pulse is given by
ti,j(rm) =
T
N
(
2i− 1
2
+ rm
2j −M− 1
2M
)
, (4.12)
where M is the number of pulses inside each nest (M = 5 in this case),
i ∈ {1, . . . ,N}, j = {1, . . . ,M}, and rm is a parameter that defines how
close within each other are the pulses inside each nest. For example, with
rm = 1 the 40 pulses are equidistant, and in the limit of rm = 0 we would
have only eight pi pulses (each one formed by the superposition of five pulses).
As we can see, this kind of sequence is characterized by two different time
constants: The inter-block interval ti and the intra-block one tj.
The comparison between simulation of pn, performed without any fit pa-
rameter, and experimental data is shown in Fig. 4.8. First of all, Fig. 4.8(a)
shows one of the sequences used to characterize the noise  a concatenation
of XY-8 sequences, with n = 32 pi pulses. In Fig. 4.8(b) and (c) I present
the cases for AXY-8 sequence (i.e. n = NM = 40) with rm = 0.5 and 0.25,
respectively, which exhibits a good agreement for different values of the pa-
rameter rm. We noted that, as expected, AXY-8 and XY-8 are more robust
compared to CPMG and XY-4 against detuning and pulse shape imperfec-
tions, which our simulations do not take into account.
4.7 Results summary
To summarize, we have experimentally demonstrated a method to spectrally
characterize the nuclear spin environment of NV centers, even when the re-
sulting NV coherence time is short. The environment comprised both nearby
nuclei, that induce coherent modulations, and a larger ensemble of nuclear
spins, which we aim to model with a classical bath. Our method allows
4.7 Results summary 88
identifying the characteristic parameters of both components of the environ-
ment (Hamiltonian of nearby nuclei and NSD of the bath). The method thus
empowers the reconstruction of a full environment model that can be also
used to predict the NV coherence even when the spin dynamics is driven by
different kinds of control.
For high bias magnetic fields, we found remarkable agreement between
the expected behavior predicted by the environment model and the mea-
sured spin coherence under various control sequences. This shows that the
extracted environment model has not only descriptive, but also predictive
power. The latter ability would represent a considerable enhancement of the
optimal control method presented in Ch. 3, enabling the extension of the
optimal sensitivity search with a wider space of control parameters, as, for
instance, sequences with different number of pi pulses.
Even if I did not explore the case, we can further tune the ratio between
the environment internal energy and its coupling to the NV center by varying
the strength of an applied external magnetic field, thus exploring different
bath regimes [146]. For rather low magnetic field, where the quantum dy-
namics of the carbon nuclear spins is expected to have larger influence, the
intrinsic quantum nature of the bath cannot be neglected; nevertheless, it has
been demonstrated that we could identify a classical noise model describing
the NV central spin decoherence [168], even if decoherence is fundamentally
induced via bath-NV center entanglement. However, a univocal classical
noise model is not sufficient, and we verified instead that different environ-
ment models are needed to describe the evolution under different types of
applied controls.
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Figure 4.8: Time evolution of the coherence under different DD se-
quences. (a) Four repetitions of XY-8 (n = 32 pulses) at B = (528± 1) G. (b-c)
Adaptive XY-8 with a total of n = 40 pulses but with different spacing between
subsequences corresponding to rm = 0.5 and 0.25 (see text), at B = (635 ± 1) G.
Dots represent the experimental data with statistical error. Blue lines are the
predicted coherence under the effect of the measured environment given by both
pure quantum and semi-classical contributions, with no free parameters. The mean
squared residuals (χ2 = 1/N) is, respectively, (a) χ2ν = 3.8, (b) χ
2
ν = 2.2 and (c)
χ2ν = 4.1. Below each plot, the distribution of the pi pulses is shown.
Conclusions and perspectives
In conclusion, the goal of my Ph.D. work was represented by the experimen-
tal implementation of quantum control techniques for the spins associated to
single NV centers. To achieve it, the preliminary step was the completion
of the existing experimental setup and the engineering of measurement rou-
tines for the control of the static magnetic field, and electronic and nuclear
spin degrees of freedom. The main scientific results, discussed in depth in
Chapters 2, 3 and 4, could be schematically summarized as:
 Study of the nuclear spin polarization of nitrogen and characterization
of its dynamics [83]
 Optimal control of the NV electronic spin for quantum sensing [122]
 Characterization of the NV-environment interactions: Coherent cou-
pling with nearby 13C nuclei and "classical" spin bath [168]
The core of all these three projects was the development of new measurement
protocols, aimed for the initialization of a fiducial state with high fidelity,
and to enhance the quality of a quantum measurement, as achieving a better
sensitivity for ultraweak magnetic field sensing. To this purpose, the charac-
terization of the environment is a fundamental ingredient for the protection
of the qubit from external perturbations. Therefore, this work represents
a step for further measurement techniques implementations and opens new
direct perspectives.
In the short term, the first possible extension could be to improve our op-
timal control technique including the environment reconstruction, that takes
into account both the nuclear spin bath and the coherent interaction with
strongly coupled nearby nuclei. Although this would complete the model, we
need to consider a possible increase of the cost-to-benefit ratio for the com-
putational sources for the evaluation of the optimal sequence that minimizes
the sensitivity.
A second interesting outlook of the present dissertation is the further in-
vestigation about the possible presence of a transition between a quantum
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and classical regime of coupling between the qubit and the spin bath inside
the diamond, as recently proposed in [182]. Experimentally, this would re-
quire to extend the study of the noise spectral density as a function of a
tunable parameter, e.g. the external magnetic field amplitude or the nuclear
spin impurities concentration. The characterization close to the quantum-
classical cross would shed new light on the description of the NV-environment
interaction.
As a mid term perspective, we can extend the study of optimal control
applied to sensing. We note that the optimal control that we implemented
corresponds to an open-loop optimization scheme, where the (arbitrary) spec-
tral composition of the variable magnetic field is known and the optimization
of the sequence is a preliminary process before starting to measure. The
combination of our technique with methods for spectral reconstruction, as
Walsh sequences [183], can be a crucial target for its generalization. Another
important extension would be also implementing and testing a closed-loop
optimization [107], i.e. exploiting the output of the measurements as input
for the algorithm [184] to find the best sensitivity, or performing coherent
feedback control [19, 185].
In order to develop applications, would also be interesting to integrate
and test our optimization protocol on different experimental platforms, as
shallow NVs [44,75] or nano-diamonds [24]. They would allow us to check the
improvement given by optimal control for magnetic field sensing in practical
scenarios, as the detection of paramagnetic molecules [25] or weak signals in
biological samples [26,27].
Appendix A
Effects of the Laser Excitation
Power on DNP
The optical power used to excite from the ground to the excited levels set the
rate of the process and strongly influences the time evolution of the popula-
tion of the hyperfine sublevels of the electronic ground-state. To discuss its
role, we introduce the optical pumping parameter W . Since we consider the
relaxation rate via the spin-conserving radiative decay channel to be spin-
independent (i.e., Γ = Γ0e,0g = Γ−1e,−1g = Γ+1e,+1g), and the optical pumping
rates from the ground to the excited level to be proportional to the corre-
sponding relaxation rates [53], we defineW = Γij/Γji, with i = 0g,−1g,+1g,
and j = 0e,−1e,+1e.
In Fig. A.1 we characterize the time evolution of the populations p0,+1 of
three hyperfine states |0, 0〉g and |0,±1〉g as a function of W , for a typical
value of magnetic field (B = 249 aligned along θ = 2.1◦). Figure A.1 (a)
shows the theoretical curves obtained from the solutions of the generalized
Liouville equation described in Sec. 2.4 with C⊥ = −23 MHz, and compare
them with the experimental data obtained with optical excitation at the satu-
ration power. From the exponential fit of the theoretical curves we obtain the
characteristic rise-time τ+1 of the population of the hyperfine state |0,+1〉g,
and the decay-times τ0 and τ−1 of the population of |0, 0〉g and |0,−1〉g, re-
spectively. We observe that the characteristic times τ0,±1 drop logarithmically
when increasing the pumping parameter W , as shown in Fig. A.1 (b).
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Figure A.1: Analysis of DNP as a function of the laser excitation power.
(a) Time-evolution of the populations of the hyperfine sublevels of the electronic
ground-state, for a magnetic field B = 249 G aligned along θ = 2.1◦. The points are
the experimental results obtained for NV2, with laser excitation at saturation power
(blue dots, population of |0,+1〉g; red diamond, |0, 0〉g; green squares, |0,−1〉g).
The curves are obtained from the solutions of the generalized Liouville equation
with C⊥ = −23 MHz, for different excitation rates WΓ. The solid line corresponds
to W = 1, i.e., to the excitation rate at saturation power. The dotted lines refer
to W = 0.01, 0.02, 0.05, 0.1, 0.2, and 0.5, as denoted in the Figure. For W ≥ 1,
we do not observe further changes in the population dynamics. (b) Characteristic
rise-time τ+1 of the population of the state |0,+1〉g (blue dots), and decay-times
τ0 and τ−1 of the population of the state |0, 0〉g (red diamonds) and |0,−1〉g (green
squares) as a function of the pumping rate parameter W , in log-log scale. The
curves are logarithmic fit of τ0,±1.
Appendix B
Filter function picture
As introduced in Sec. 1.6, under the effect of a spin bath the time evolution of
the electron spin can be described by the temporal coherence function χn(T )
defined on Eq. (1.11), which depends on the NSD and on the specific filter
control function |Yn,T (ω)|2. In particular, Yn,T (ω) represents the Fourier
transform of the modulation function yn(t) and has a simple form for any
pulsed sequence of dynamical decoupling, which is realized with series of n
pi pulses that repeatedly flip the spin, thus reversing its time evolution. The
control field can be thus described by considering yn(t) as a sign switch at the
position of each pi pulse, indicating the direction of time evolution, forward
or backward.
In these circumstances, recalling the filter function definition in Eq. (1.12)
Yn,T (ω) =
∫ T
0
yn(t)e
iωt dt, (B.1)
it is possible to redefine Yn,T in order to put in evidence 1/(iω) and obtain
Yn,T (ω) = Yn,T (ω) · iω = 1 + (−1)n+1 eiωT + 2
n∑
j=1
(−1)j eiωδj , (B.2)
where δj is the j-th pi-pulse timing, and the pulses are assumed to be instan-
taneous. For some relevant pulsed sequences it is possible to find an analytic
expression for Eq. (B.2), recalled in Tab. B.1 for sake of clarity.
As example, in Fig. B.1 I present the case of a CPMG sequence with
n = 12 and inter-pulse spacing τ = 2 µs: The corresponding modulation
function is shown, as well as the filter function amplitude as a function of
the frequency. In the limit of large pulse numbers, the filter function can
be approximated by a δ-function at the angular frequency pi/τ ; I point out
that the actual filter width scales as 1/(nτ) and the limit of the δ-function
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Table B.1: Yn,T (ω) for Ramsey-free induction decay (FID), spin-echo (SE), pe-
riodic dynamical decoupling (PDD), and Carr-Purcell-Meiboom-Gill (CPMG) [7,
133].
Sequence |Yn,T (ω)|2
FID 2 sin2
(
ωτ
2
)
SE 16 sin4
(
ωτ
4
)
PDD (odd n) 4 tan2
(
ωτ
2n+2
)
sin2
(
ωτ
2
)
CPMG (even n) 8
[
sec
(
ωτ
2
)
sin
(
ωnτ
2
)
sin
(
ωτ
4
)]2
approximation becomes relevant for regimes with high noise amplitude, as
discussed in Ch. 4. Although the pi-pulses phases are crucial to engineer
sequences in order to correct for pulses imperfections, it is also important to
note that they are not relevant for the filter modeling.
Finally, the probability pn(T ) of the state mS = 0 can be then obtained
from χn(T ) as
pn(T ) =
1
2
(
1± e−χn(T )) , (B.3)
where the sign is determined depending on the total, even (− sign) or odd (+
sign), number of pi pulses with the same phase of the pi/2 pulses characterizing
the Ramsey interferometer.
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Figure B.1: Modulation and filter functions of a CPMG multi-
pulse sequence. A CPMG sequence, with n = 12 pi pulses and total
time T = nτ , is represented together with the correspondent modula-
tion function. The bottom graph shows a simulation for the filter func-
tion |Yn,T (ω)|2 as a function of the angular frequency for an inter-spacing
τ = 2 µs.
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