Let Y be a standard Gamma(k) distributed random variable, k > 0, and let X be an independent positive random variable. We prove that if X has a hyperbolically monotone density of order k (HM k ), then the distributions of Y · X and Y /X are generalized gamma convolutions (GGC). This result extends results of Roynette et al. and Behme and Bondesson, who treated respectively the cases k = 1 and k an integer. We give a proof that covers all k > 0 and gives explicit formulas for the relevant functions that extend those found by Behme and Bondesson in the integer case.
Introduction
We consider various classes of distributions on the positive real axis. Among these are gamma distributions, distributions with hyperbolically monotone densities (HM k ), distributions with hyperbolically completely monotone densities (HCM) and generalized gamma convolutions (GGC). Generalized gamma convolutions were introduced by O. Thorin [9] , [10] in his study of infinite divisibility of the log-normal distribution. The class GGC consists of limit distributions of convolutions of independent gamma distributions and is closed with respect to (wrt) weak limits and sums and products of independent random variables. A comprehensive study of GGC and its relation to HCM is found in [4] and [5] . For more on Bernstein functions and infinite divisibility, see [7] , [8] .
Recently, Behme and Bondesson [1] generalized a result of Roynette et al. [6] that a product Y · X and quotient Y /X of a gamma distributed variable Y and an independent random variable X with hyperbolically monotone density has GGC-distribution. More exactly, they proved that this holds if 0 < r ≤ k, k is a positive integer, Y ∼ Gamma(r) and X ∼ HM k , [1] , Theorm 1 and Corollary 1, while Roynette et al. [6] covered the case k = 1. It was conjectured in [1] that this result remains true for all k > 0. The appropriate definition of X ∼ HM k , k > 0, is that X has a density f (x)
measure H u (dλ) and w = v + 1/v, see [1] . It is the purpose of this paper to prove that if Y ∼ Gamma(k) and X ∼ HM k are independent random variables, then Y · X and Y /X have GGC-distributions for all k > 0 (Theorem 1). The proof is based on hyperbolic monotonicity and a representation theorem for power functions. We find an integral formula for the relevant function J m+k , where m is a positive integer and 0 < k < 1, and prove that it has the required properties.
The plan of this paper is as follows. Section 2 begins with the standard notation and definitions used in this field and reviews a part of the set up in [1] , Section 3. We introduce our approach in Section 3 and state and prove our main result (Theorem 1).
Preliminaries
This section gives the background to our results and defines the concepts that are needed to state and prove our theorems. A more complete presentation of this field and a survey of many of its results can be found in [4] and [1] . A function f (x) is called hyperbolically monotone ( 
for some nonnegative measure H u (dλ), depending on u. We take (1) as our definition of HM k , k > 0.
We let Gamma(k, t) denote the standard class of gamma distributions with density
where a ≥ 0 (called the left extremity) and U (dt) is a nonnegative measure on (0, ∞), with finite mass on all compact subintervals, such that 1 0 | log t| U (dt) < ∞ and
In the following we prepare the way for the proof of the theorem. For a starter we follow the presentation in [1] , Section 3. Let X ∼ HM k , with density f (x) and Y ∼ Gamma(k) be independent random variables. Then the Laplace transform φ(s) of the density of the quotient Y /X is given by
and Y /X ∼ GGC if and only if φ is HCM, by [4] Theorem 5.4.1. It is proved in [1] that a sufficient condition for this to hold is that the integral
is CM as a function T = t +
Main result
In this section we state and prove our main result that products and quotients of independent random variables Y ∼ Gamma(k) and X ∼ HM k , k > 0, have GGC didtributions. This result generalizes, respectively, the cases k = 1 in [6] and k integer in [1] , to arbitrary k > 0.
It is sufficient to prove Theorem 1 for k = l, due to the fact that HM l ⊆ HM k , for 0 < k ≤ l, see [1] .
Proof of Theorem 1. Since X ∼ HM k if and only if 1/X ∼ HM k it is enough to prove that Y /X ∼ HM k . In view of the discussion in Section 2 it is sufficient to prove that J k defined by (2) is CM as a function of T , for all k > 0. We start with the case 0 < k < 1 and use the formula
, p. 60. Then we get
and it is enough to prove that the inner integral in (4), which we denote by φ(z, T ), is CM in T for all z > 0. The formula for φ(z, T ) in [1] can be rewritten in a form that better suits our purposes. Let α = a + a −1 and
with A = ab + 1/(ab) and B = a/b + b/a. Then φ(z, T ) is CM in T for all z > 0, since √ ∆ has a CM derivative and a > 1, b > 1 implies A > B, see [11] , p. 441. This proves Theorem 1 for 0 < k < 1.
In the general non-integer case we let m be a positive integer and 0 < k < 1. Then J m+k can be written as
by (2) and (3). For m = 1 we get
, where
A straight-forward calculation gives
Recalling the formula for J 1 (T ) in [1] we finally get
By a similar, but more tedious, calculation we get the formula
where J 2 (T ) is given in [1] .
The formulas (7) and (8) indicate what a general formula for J m+k might look like. We find this formula by a simple iterative procedure and start with m = 1. Integrating the elementary identity
, recovers J 1+k . The formula for J 2+k is obtained in a similar way. In the general case we have the formula
To see that, let (9) is just the elementary identity
The following expression for J m+k ,
now follows from (6) and (9) by induction over m. To prove that J m+k is CM in T , it is sufficient to show that the integrand in the last integral is CM in T , for all z > 0. Note that the function φ(z, T ) defined by (4) coincides with the alternating characteristic function GF (z) in [1] defined by
which converges at least for |z| <
, and that φ(z, T ) has the formal power series expansion
By identifying the coefficients of the two power series in (10) and (11) we get
where the differentiation is wrt z. We can now rewrite J m+k , m ≥ 1, using integration by parts wrt z and such that all out integrated terms vanish, to get the formulas
and for a general m ≥ 1
It remains to show that the integrand (−1) m D m z φ(z, T ) in (12) is CM in T for all z > 0. To do that we recall the definition of φ(z, T ) from (4),
In the rest of the proof we transform φ(z, T ) by three well choosen changes of variables to arrive at (13) below. We begin by putting v = (bx+b −1 )/(1+x),
A standard change of variables, putting the second term in D equal to 1/ρ, transforms D into
with A = ab + Remark 2. Combining (12), (13) with Remark 1, we get
which are the explicit formulas for J m+k and J m mentioned in the introduction. The corresponding formula for J m in [1] was
for certain polynomials P m (T ) and Q m (T ) of degree m − 2 and m − 1, respectively. In that case
from which it was concluded that J m defined by (15) is CM in T .
Final comments
The extension of the integer case of Theorem 1 in [1] to hold for all k ≥ 1, and even for all k > 0, was suggested to me by Professor Bondesson. Our proof shows that, in contrast to what is believed in [1] , the function J k (T ) can be explicitely calculated also in the general non-integer case. However, it does not seem possible to extend the proof in [1] for this purpose. We take a more direct route and and find a proof that works for all k > 0. The connection between the integer case and the non-integer case in Theorem 1 turns out to lie in the function φ(z, T ) and its derivatives wrt the variable z. The integer case corresponds to their values at z = 0, while the non-integer case corresponds to their integrated mean values wrt dν k (z).
Let A and B be classes probability distributions and denote by A × B the class of products Y · X for Y ∼ A and X ∼ B with Y and X independent. Then Theorem 1 can be stated as Gamma(k) × HM k ⊂ GGC, for k > 0. If Z ∼ GGC is independent of Y and X, then (Z · Y ) · X = Z · (Y · X) ∼ GGC and (Z · Y )/X = Z · (Y /X) ∼ GGC, since GGC × GGC ⊂ GGC, [5] , Theorem 1. We can write this as (GGC × Gamma(k)) × HM k ⊂ GGC. If Y is the largest class of probability distributions such that Y ×HM k ⊂ GGC, then GGC × Gamma(k) ⊂ Y.
Acknowledgements
The author thanks Professor Lennart Bondesson for introducing me to the problems studied here and for valuable comments and discussions.
