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Abstract
We study generalized viscous Cahn–Hilliard problems with nonlinearities satisfying critical growth conditions in W1,p0 (Ω),
where Ω is a bounded smooth domain in Rn, n  3. In the critical growth case, we prove that the problems are locally well
posed and obtain a bootstrapping procedure showing that the solutions are classical. For p = 2 and almost critical dissipative
nonlinearities we prove global well posedness, existence of global attractors in H 10 (Ω) and, uniformly with respect to the viscosity
parameter, L∞(Ω) bounds for the attractors. Finally, we obtain a result on continuity of regular attractors which shows that, if
n = 3,4, the attractor of the Cahn–Hilliard problem coincides (in a sense to be specified) with the attractor for the corresponding
semilinear heat equation.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider viscous Cahn–Hilliard problems of the form
(1 − ν)ut = −
(
u+ f (u)− νut
)
in Ω,
u(t, x) = u(t, x) = 0 in ∂Ω,
u(0, x) = u0(x), (1.1)
where ν ∈ [0,1], f ∈ C1(R,R) satisfies suitable growth and dissipation conditions and Ω is a bounded smooth
domain in Rn, n 3.
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(ν = 0) and the semilinear heat equation (ν = 1). The transition of the asymptotic behavior as parameter ν varies
from 0 to 1 was studied in [13,15] where (1.1) is written in the form of a system
(1 − ν)ut = w in Ω,
νut = u+ f (u)+w,
u = w = 0 in ∂Ω,
u(0, x) = u0(x), (1.2)
where u0 ∈ H 10 (Ω), Ω ⊂ Rn is a bounded smooth domain, n  3 and, for n = 3, f is a dissipative polynomial
nonlinearity of degree 3. Our paper extends and improves the results of [13] where asymptotic properties of (1.1)
were first examined in details. We consider only the space dimension n 3 for the cases n = 1,2 are of much simpler
nature.
Hereafter we assume, without loss of generality, that f (0) = 0. In fact, if f (0) = 0 we may replace f (s) by
f˜ (s) = f (s) − f (0) without changing (1.1). For ν = 0 this assumption is needed to ensure that (1.1) is equivalent to
the heat equation.
Our aim is to study the nonlinear semigroup generated by (1.1) on the phase space H 10 (Ω) (and on W 1,p0 (Ω) in
case of local existence and regularity of solutions), with the equation satisfied in H−1(Ω) when ν > 0 or in H−3(Ω)
when ν = 0. Assume that f ∈ C1(R,R) is a real function. Depending on the result, we require that f satisfies some
additional condition; namely,
• assume that there are constants C˜ > 0 and q ∈ [0, n+p
n−p ], 1 <p < ∞, such that∣∣f ′(s)∣∣ C˜(1 + |s|q−1), ∀s ∈ R, (1.3)
• assume that
lim sup
|s|→∞
f (s)
s
< λ1, (1.4)
where λ1 > 0 is the first eigenvalue of − with Dirichlet boundary condition in Ω ,
• assume that, for q ∈ [0, n+p
n−p ],
lim|s|→∞
|f ′(s)|
|s|q−1 = 0. (1.5)
Clearly (1.5) implies (1.3).
Remark 1. If q > 1 and f ∈ C1(R,R) satisfies (1.5), for each η > 0, there exists Cη > 0 such that∣∣f (s1)− f (s2)∣∣ |s1 − s2|(Cη + η|s1|q−1 + η|s2|q−1), s1, s2 ∈ R, (1.6)
and ∣∣f (s)∣∣ Cη + η|s|q, s ∈ R. (1.7)
By local well posedness of (1.1) we understand the existence, uniqueness and continuity with respect to initial data
of -regular solutions, introduced in [2] (see Section 2 for a definition). Regarding the local well posedness of (1.1),
we prove that
Theorem 1. If 1 < p < ∞, q ∈ [0, n+p
n−p ], f ∈ C1(R,R) and (1.3), then given u0 ∈ W 1,p0 (Ω) there are r > 0, τ > 0
and a unique -regular solution u(t, v0) of (1.1) defined in [0, τ ], for each v0 ∈ Br(u0). If f also satisfies (1.5), given
a bounded subset B of W 1,p0 (Ω), there are a time τ = τ(B) > 0 and a unique -regular solution u(t, u0) defined in[0, τ ] for each u0 ∈ B . Furthermore, u(t,B) = {u(t, u0): u0 ∈ B} is compact for all 0 < t  τ .
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Theorem 2. If f ∈ C1(R,R) satisfies (1.3) with q ∈ [0, n+2
n−2 ] and (1.4), then the unique local -regular solution
of (1.1) with u0 ∈ H 10 (Ω) exists for all t  0. If f also satisfies (1.5) the nonlinear semigroup associated with (1.1)
has a global attractor Aν in H 10 (Ω), ν ∈ [0,1].
Our main result states that the asymptotic dynamics of (1.1) is the same (in a sense to be specified) for all values
of ν in [0,1]. Thus, in particular, the asymptotic dynamics of the semilinear heat equation (ν = 1) is the same as the
asymptotic dynamics of the Cahn–Hilliard equation (ν = 0).
This result (Theorem 3) is obtained through the sequence of auxiliary results which describe the spectral properties
of the operators Bν := A((1 − ν)I + νA)−1 (see (2.3)) and Aν = (−)Bν , where A = − with Dirichlet boundary
condition. Next, we prove the continuity with respect to ν ∈ [0,1] of linear semigroups associated with Aν then, with
the aid of the variation of constants formula, the continuity with respect to ν ∈ [0,1] of the nonlinear semigroups.
We will see that the functional L : H 10 (Ω) → R given by
H 10 (Ω) 
 φ → L(φ) =
1
2
‖∇φ‖2
L2(Ω) −
∫
Ω
F(φ)dx ∈ R, (1.8)
where F(s) := ∫ s0 f (z) dz, is a Lyapunov function for (1.1) for each ν ∈ [0,1]. Therefore, the nonlinear semigroup{Tν(t): t  0} associated with (1.1) is gradient.
Assuming that all the equilibria of (1.1) are isolated (we will see that this is satisfied generically), the set of
equilibria (which is compact and independent of ν) is finite; that is, there is m ∈ N such that E = {u∗1, . . . , u∗m}. In this
situation, the attractor Aν is characterized as
Aν =
n⋃
i=1
W uν
(
u∗i
)
, (1.9)
where W uν (u∗i ) denotes the unstable set of u∗i related to the semigroup {Tν(t): t  0}. Hence, we prove the continuity
(with respect to ν ∈ [0,1]) of the family {Aν}ν∈[0,1] of global attractors proving the continuity (with respect to ν ∈
[0,1]) of the local unstable manifolds of each u∗i , 1 i m.
Theorem 3. Let {Tν(t): t  0} be the gradient nonlinear semigroup associated with (1.1), Aν be its global attractor
and L : H 10 (Ω) → R be its Lyapunov function (independent of ν, see (1.8)). If {T1(t): t  0} has a finite number of
hyperbolic equilibria u∗i , 1  i  n, then Aν is given by (1.9). Furthermore if we denote by {n1, . . . ,np} the set of
all distinct values of L in E , ordered increasingly, and Ek := {u∗i ∈ E : L(u∗i ) = nk}, then if yν(·) :R → H 10 (Ω) is a
bounded global solution of (1.1), there are k1, k2 with 1 k1 < k2  p, u∗i ∈ Ek1 and u∗j ∈ Ek2 , such that
lim
t→−∞yν(t) = u
∗
j and lim
t→+∞yν(t) = u
∗
i .
For all ν,μ ∈ [0,1],
dimH (Aν) = max
j=1,...,n
rank(Qj,ν) = max
j=1,...,n
rank(Qj,0) = dimH (A1), (1.10)
distH (Aν,Aμ) ν→μ−→ 0, (1.11)
where dimH denotes the Hausdorff dimension, distH is the symmetric Hausdorff distance and Qj,ν :=Qν(σ ν+(u∗j ) ∈
L(H 10 (Ω))) is the spectral projection defined by the part of the spectrum of the operator Lν = (νI +
(1 − ν)(−)−1)−1(− − f ′(u∗j )) which is to the right of the imaginary axis. In addition, there exists γ > 0 (in-
dependent of ν) such that, for all B ⊂ H 10 (Ω) bounded
dist
(
Tν(t)u0,Aν
)
 c(B)e−γ t for all u0 ∈ B. (1.12)
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equilibria are hyperbolic, it is proved in [5] that these attractors are exponential attractors. Their continuity is studied
in terms of the continuity of the nonlinear semigroups and hyperbolicity of equilibria and continuity of local unstable
manifolds in [5,16,17]. Here we verify the continuity properties of the nonlinear semigroups, uniform hyperbolicity
and continuity of unstable manifolds needed to ensure the continuity of attractors for (1.1) and to ensure that their
structure remains unchanged from ν = 0 to ν = 1. For the continuity of the Hausdorff dimension we refer to [11].
Remark 3. For polynomial nonlinearity f (u) = ∑2p−1i=1 bjuj , b2p−1 < 0 (p ∈ N, and p = 2 if n = 3) it was shown
in [13, Theorem 5.2] that the symmetric Hausdorff distance distH of the global attractors Aν2,Aν2 corresponding to
different values of parameters ν1, ν2 in (1.1) is proportional to the difference |ν1 − ν2|. More precisely, if ν0 ∈ (0,1),
then there is a constant C = C(ν0) > 0 such that for all ν1, ν2 ∈ [ν0,1],
distH (Aν1,Aν2) C|ν1 − ν2|. (1.13)
Also, there is a constant K > 0, such that for all ν ∈ [0,1],
distH (A0,Aν)Kν.
In this paper, besides considering more general nonlinearities we give detailed estimates for the semigroups gen-
erated by Lν and their projections over the linear stable and unstable manifolds. These estimates are essential to
complete the analysis in Section 3 of [13] and to obtain that there are constants K¯ and η¯, independent of ν,μ such
that
distH (Aν,Aμ) K¯|μ− ν|η¯, μ, ν ∈ [0,1]. (1.14)
For the case of dimension n = 1 it is possible to show that the attractors Aν lie in a finite dimensional invariant
manifold Wν of dimension n independent of ν. Projecting the problems in the invariant manifolds one can show that
the vector fields depend continuously on ν (in the C1 topology) and consequently the whole structure of the attractors
is preserved when ν varies from 0 to 1 (see [15]). In particular, this shows that, if there is a connection between
two hyperbolic equilibria for a given value of the parameter ν, it remains for any other value of the parameter in the
interval [0,1].
Remark 4. The problem (1.1) was introduced by A. Novick-Cohen in [21] (see also [12,23]) where the boundary
conditions considered as plausible were “bi-Neumann” boundary conditions; that is,
∂u
∂n
= ∂u
∂n
= 0 in ∂Ω. (1.15)
With boundary conditions (1.15), every constant function is an equilibrium for the viscous Cahn–Hilliard equation
and therefore it does not have an attractor in H 1(Ω), ν ∈ [0,1).
On the other hand, the dynamics of the viscous Cahn–Hilliard equation with boundary conditions (1.15) decom-
poses as a direct sum of the dynamics (trivial) in the space of the constant functions and the dynamics in the space of
functions with zero average (since the solutions preserve spatial average).
After these considerations we remark that, the results presented in this paper also hold for the family of problems
(1 − ν)ut = −
(
u+ f (u)− 1|Ω|
∫
Ω
f (u)dx − νut
)
in Ω,
∂u
∂n
= ∂u
∂n
= 0 in ∂Ω, (1.16)
ν ∈ [0,1]. Therefore, we conclude that, in the subspace of H 1(Ω) consisting of the functions with zero average, the
dynamics of the Cahn–Hilliard equation
ut = −
(
u+ f (u)) in Ω,
∂u = ∂u = 0 in ∂Ω, (1.17)
∂n ∂n
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ut = u+ f (u)− 1|Ω|
∫
Ω
f (u) in Ω,
∂u
∂n
= 0 in ∂Ω. (1.18)
Of course, both limiting equations in (1.16) have trivial dynamics in the space of constant functions.
Among the interesting open problems for (1.18) we mention the questions:
1) Are the equilibria for (1.18) generically all hyperbolic? and
2) What can one say about the structure of the attractor for (1.18) when n = 1?
In [20] the authors study (using computer assisted proofs) the structure of the attractor for (1.17) on a square. They
study complexity of the attractor in term of the viscosity parameter. Our results imply that we may (for many interest-
ing properties) study (1.18) instead of (1.17).
Some related problems have been considered in the recent literature. In [14,19,24], the two parameter hyperbolic
problem
ωutt + ut −
(−u+ f (u)+ δut)= 0,
was considered. The results in [24] are proved for space dimension n = 1 and include regularity, existence of global
attractors and their upper semicontinuity as (ω, δ) → (0,0) (ω, δ ∈ [0,1], δ  μω for some μ ∈ (0,1]). In [14], the
nonlinear function f (s) must grow like |s|3 in space dimension n = 3 and the initial data are taken from [H 2(Ω) ∩
H 10 (Ω)] ×L2(Ω) when ω > 0 and H 2(Ω)∩H 10 (Ω) when ω = 0.
The problem
ut −
(
α
(
ut −u+ u3 − u
))= 0, (1.19)
where α :D(α) ⊂ R → R is a strictly increasing differentiable function, was considered in [22] (see also references
therein). Using J.M. Ball’s recent approach (see [6]), the author studies weak solvability and existence of the global
attractor for (1.19) in L4(Ω).
This paper is organized as follows. In Section 2 we obtain, for nonlinearities f which satisfy (1.3), the local well
posedness for the problem (1.1) in W 1,p0 (Ω) and prove a bootstrapping result which ensures that the solutions are
classical. In Section 3 we prove, for nonlinearities f which satisfy (1.4) and (1.5), global well posedness and, under
the same assumptions, we prove in Section 4 the existence of a global attractor Aν for (1.1) and uniform, with respect
to ν, L∞(Ω) bounds for the family {Aν : ν ∈ [0,1]}. In Section 5 we study continuity of the family of semigroups
generated by Aν = (−A)Bν . In Section 6 we use the results of Section 5 and the variation of constants formula to
obtain the convergence of nonlinear semigroups. In Section 7 we study the linear semigroups associated with the
linearizations around a hyperbolic equilibria of (1.1). Using the continuity of the linear unstable manifolds obtained in
Section 7 we prove in Section 8 that the local unstable manifolds of hyperbolic equilibrium points behave continuously
for all values of the parameter ν ∈ [0,1] and in particular we obtain that the Hausdorff dimension of the attractors
Aν is independent of ν. Finally, in Section 9, we use the results of the previous sections to obtain upper and lower
semicontinuity of the attractors.
2. Setting of the problem, local solvability of (1.1) and bootstrapping
We first rewrite (1.1) in a form more suitable for our purposes. If  denotes the Dirichlet Laplacian in Ω , inverting
the operator ((1 − ν)I − ν) we have that (1.1) can be rewritten as
ut = −
(
(1 − ν)I − ν)−1(2u+f (u))
= −2((1 − ν)I − ν)−1u−((1 − ν)I − ν)−1f (u). (2.1)
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ut = −A2
(
(1 − ν)I + νA)−1u+A((1 − ν)I + νA)−1(f (u)), (2.2)
where −A denotes the realization in X0 := W−1,p(Ω) of the Laplace operator with Dirichlet boundary condition with
domain D(A) = W 1,p0 (Ω).
To simplify the notation let us introduce for ν ∈ (0,1] an auxiliary operator
Bν := (−)
(
(1 − ν)I − ν)−1 = A((1 − ν)I + νA)−1. (2.3)
The operator Bν has several nice properties; first Bν :Xs → Xs, s ∈ R (Xs denotes here the domain of the fractional
power As ), is bounded and invertible, it is also self-adjoint and positive (when p = 2). It is easy to see that Bν is
positive for it is nonnegative with zero in the resolvent set.
With the use of this operator Eq. (2.2) will be written as:
ut = −ABνu+Bν
(
f (u)
)
, (2.4)
or, inverting, as
B−1ν ut = −Au+ f (u). (2.5)
Remark 5. The fact that (1.1) can be rewritten as (2.4) express the following important property of the viscous Cahn–
Hilliard equation; the solutions of (1.1) (ν > 0) behave as the solutions of a second-order parabolic equation. On the
other hand, the Cahn–Hilliard equation (ν = 0) is again a parabolic equation, but now it is a fourth-order equation.
When the nonlinear term is subcritical in W 1,p0 (Ω) (which means that q < n+pn−p in (1.3)), (2.4) can be studied
using a standard approach (see [18]) since A2((1 − ν)I + νA)−1 is a sectorial operator in W−1,p(Ω) and f defines a
Nemitiskiı˘ operator from W 1,p0 (Ω) into L
r(Ω) for some r < np
n+p (Lr(Ω) ↪→ W−s,p(Ω) for some s ∈ (0,1)), which
is Lipschitz continuous in bounded subsets of W 1,p0 (Ω).
To work with critically growing nonlinearities (q = n+p
n−p ), we need to consider the concept of -regular solutions
for (1.1). The notion was introduced in [2] (see also [9]). For completeness of the presentation we recall the basic
definitions and results concerning -regular solutions (see [2,9] for more detailed information). We start with some
terminology.
Let X be a Banach space and A : D(A) ⊂ X → X be a sectorial operator with Reσ(A) > 0. Then −A generates
an analytic semigroup which we denote by {e−At : t  0}. Let Xα := D(Aα), α  0, endowed with the graph norm,
be the fractional power spaces associated with A. Consider the semilinear differential equation
ut +Au = F(u), t > 0,
u(0) = u0 ∈ X1, (2.6)
where F :D(F) ⊂ X1 → Xα for some α > 0.
Definition 1. (See [2].) For  > 0, a function u : [0, τ ) → X1 is called an -regular solution for (2.6) if u ∈
C([0, τ ),X1)∩C((0, τ ),X1+) and
u(t) = e−Atu0 +
t∫
0
e−A(t−s)F
(
u(s)
)
ds, t ∈ [0, τ ). (2.7)
Definition 2. (See [2,9].) The map F is called a critical ε-regular map relative to the pair (X1,X), if there are positive
constants c, η,Cη , q > 1 and  ∈ (0, 1q ) such that for each v,w ∈ X1+ ,∥∥F(v)− F(w)∥∥
Xq
 c‖v −w‖X1+
(
Cη + η‖v‖q−1X1+ + η‖w‖
q−1
X1+
)
,∥∥F(v)∥∥ q  c(Cη + η‖v‖q 1+ ) for v ∈ X1+ . (2.8)X X
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an almost critical ε-regular map relative to the pair (X1,X).
With this we can state the following result which is a variant of Theorem 2.1 in [9]:
Proposition 1. Let F be a critical -regular map. Fixing v0 ∈ X1, there are r > 0 and τ0 > 0 such that for each
u0 ∈ BX1(v0, r) there exists a unique -regular solution u of (2.6) defined in [0, τ0]. In addition,
(i) t ξ‖u(t, u0)‖X1+ξ → 0 as t → 0+, 0 < ξ < q,
(ii) t ξ‖u(t, u1)− u(t, u2)‖X1+ξ  C′‖u1 − u2‖X1 for t ∈ [0, τ0], 0 ξ  ξ0 < q, u1, u2 ∈ BX1(v0, r),
(iii) u(t, u0) ∈ C((0, τ0],X1+q)∩C1((0, τ0],X1+ξ ) for 0 ξ < q; in particular the solution u(t, u0) satisfies (2.6)
for each t ∈ (0, τ0].
If F is an almost critical -regular map, then all the above holds for arbitrarily large r > 0. In this case, if the
solution u(t, u0) is bounded in X1 in its maximal interval of existence, it must exist for all t  0.
In what follows, we apply these abstract results to obtain local well posedness of (1.1) in W 1,p0 (Ω). Since Ω is
smooth we have that the domains of fractional power scale associated to A coincide with the complex interpolation
scale (see [1]). Now, we check that the condition (2.8) of Definition 2 is satisfied.
Lemma 1. Let n 3, p < n, q := n+p
n−p and f :R → R be a continuously differentiable function which satisfies (1.5).
For ν > 0 and  ∈ [0, 12q ), there are a constant c > 0 and, for each η > 0, a constant C˜η > 0 such that
∥∥f (w1)− f (w2)∥∥Xq  c‖w1 −w2‖X1+ (C˜η + η‖w1‖q−1X1+ + η‖w2‖q−1X1+
)
,
for w1,w2 ∈ X1+ . Also, the second estimate in (2.8) is satisfied by f .
If instead of (1.5) we assume that (1.3) is satisfied, then the above estimate holds for certain fixed positive con-
stants η and C˜η .
Proof. It follows from Sobolev imbedding theorem that for r := np
n−p(2+1) ,
X1+ ⊂ Lr(Ω), L rq (Ω) ⊂ Xq(Ω). (2.9)
Next, from (1.6) and from Hölder inequality,
∥∥f (w1)− f (w2)∥∥Xq  c
∥∥f (w1)− f (w2)∥∥
L
r
q (Ω)
 c
[∫
Ω
[|w1 −w2|(Cη + η|w1|q−1 + η|w2|q−1)] 1q npn−p(2+1)
]q n−p(2+1)
np
 c
[∫
Ω
|w1 −w2|
np
n−p(2+1)
] n−p(2+1)
np
[∫
Ω
(
Cη + η|w1|q−1 + η|w2|q−1
) np
n−p(2+1)
] n−p(2+1)
np
 c‖w1 −w2‖Lr(Ω)
(
C˜η + η‖w1‖q−1Lr(Ω) + η‖w2‖q−1Lr(Ω)
)
 c‖w1 −w2‖X1+
(
C˜η + η‖w1‖q−1X1+ + η‖w2‖
q−1
X1+
)
. (2.10)
The proof of the second estimate in (2.8) is similar, but simpler. The proof of the lemma is now complete. 
The case of parameter ν = 0 in (1.1) requires a separate treatment. In that case we will use the fractional power
scale {Xα} associated to the operator A2; that is, X1 = W 1,p(Ω) = X1, Xq = X−1+2q . We have0 0 0 0
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n−p and f :R → R be a continuously differentiable function which satisfies (1.5).
If ν = 0,  ∈ [0, 14q ) and η > 0 there are c > 0 and C¯η > 0 such that∥∥A(f (w1))−A(f (w2))∥∥Xq0  c
∥∥f (w1)− f (w2)∥∥X2q
 c‖w1 −w2‖X1+2
(
C¯η + η‖w1‖q−1X1+2 + η‖w2‖
q−1
X1+2
)
 c‖w1 −w2‖X1+0
(
C¯η + η‖w1‖q−1
X1+0
+ η‖w2‖q−1
X1+0
)
,
for w1,w2 ∈ X1+0 .
Under the weaker assumption (1.3) the conclusion is as in the previous lemma.
The proof is immediate from Lemma 1.
Remark 6. These lemmas allow us to conclude that if f ∈ C1(R,R) satisfies (1.3), the Nemitskiı˘ operator associated
to it is a critical -regular map relative to the pair (X1,X0). As a consequence of Proposition 1 we conclude the
existence of a unique local -regular solution to (1.1). If in addition condition (1.5) is satisfied, the Nemitskiı˘ operator
associated to f is an almost critical -regular map relative to the pair (X1,X0) and the results of Proposition 1 will
hold with arbitrary positive r .
The last remark concludes the proof of Theorem 1.
2.1. Bootstrapping property
It is known (see [2,10]) that the local solution obtained above regularizes in time. In fact, if ν = 1, it is proved
in [2] that these solutions are classical. We will give now a bootstrapping argument that allows us to conclude that for
all ν ∈ [0,1] the solutions obtained above are classical.
Let us focus on the case ν > 0 in (1.1). From Theorem 1, for any u0 ∈ W 1,p0 (Ω) and 2 ∈ (0, n+pn−p ), there exist
τ0 > 0 and a unique -regular solution of (1.1) such that
u(·) ∈ C((0, τ0],X1+q)∩C1((0, τ0],X1+). (2.11)
Hence in case ν > 0 the solution
u(·) ∈ C((0, τ0),W 2−,p(Ω)),
where “r−” denotes an arbitrary number smaller than r .
From Sobolev embedding we have that
W 2
−,p(Ω)∩W 1,p0 (Ω) ⊂ W 1,p10 (Ω), p1 
np
n− p− . (2.12)
This implies that u(t0) ∈ W 1,p10 (Ω), for each t0 ∈ (0, τ0). Since [0, τ0 − t0) 
 t → u(t + t0) ∈ W 1,p10 (Ω) is the -
regular solution of (1.1) starting at u(t0) ∈ W 1,p10 (Ω) we have, from Theorem 1, that
u(·) ∈ C((t0, τ0),W 2−,p1(Ω)) for all t0 ∈ (0, τ0),
consequently
u(·) ∈ C((0, τ0),W 2−,p1(Ω)).
This procedure can be iterated. Our task is to show that, after a few iterations, the exponent p will exceed n and
the solution is classical. In fact we have
Lemma 3. Consider any sequence {pm} of real numbers given by the recurrent formula:
pm+1 = pm n − , 1 <p0 < n, 1 <p−m < pm, m ∈ N.n− pm
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that pm0 > n.
Proof. It is evident from the definition that, as long as pm < n, pm+1 > nn−1pm and the result follows immedi-
ately. 
Hence, we have that,
Lemma 4. Let u0 ∈ W 1,p0 (Ω) and p < n. Then the -regular solution u of (1.1) enters for t > 0 the space W 2
−,r (Ω)
for any r > 1 and, consequently, also C1+μ(Ω¯) for any 0 <μ< 1.
A similar result is available for the case ν = 0. Additional regularity can be obtained from elliptic regularity and
from the fact that u ∈ C1((0, τ0),W 2−,p(Ω)) for all p > 1. This implies that the solutions are classical.
Remark 7. The result of the above lemma allows us to strengthen the compactness property of solutions reported in
Theorem 1. Namely, if f is as in Theorem 1 and generates an almost critical -regular map and B is any bounded
subset of W 1,p0 (Ω), then the local semigroup {S(t)} generated by (1.1) in W 1,p0 (Ω),
S : [0, τ ] ×B → W 1,p0 (Ω),
satisfies the condition supb∈B ‖S(t)b‖C1+μ(Ω¯) < ∞, t > 0, that means images of bounded subsets of X1 = W 1,p0 (Ω)
are relatively compact subsets of C1+μ(Ω¯) for any 0 <μ< 1.
3. Global solvability of (1.1)
In this section we consider the global well posedness of (1.1) for initial data u0 ∈ H 10 (Ω). Of course all what was
said previously about the local solvability in W 1,p0 (Ω) applies to the present case p = 2.
In order to obtain that the solution of (1.1) with initial data u0 ∈ H 10 (Ω) exists for all t  0, assuming that f
satisfies (1.5) with q = n+2
n−2 , we prove that the solution remains bounded in the H
1
0 (Ω)-norm in its maximal interval
of existence (energy estimate). According to Proposition 1, these solutions must exist for all t  0.
To prove this energy estimate we use a Lyapunov function for (1.1) which is independent of ν ∈ [0,1]. We will use
the equivalent form (2.5) of (1.1) to construct such a function. Multiplying Eq. (2.5) by ut and integrating we have∫
Ω
B−1ν utut dx = −
∫
Ω
Auut dx +
∫
Ω
f (u)ut dx.
Now, since B−1ν is self-adjoint and positive, it follows from integration by parts that
0 d
dt
(
−1
2
‖∇u‖2
L2(Ω) +
∫
Ω
F(u)dx
)
. (3.1)
Hence, we introduce the Lyapunov function for (1.1) through the formula (1.8).
Remark 8. It is interesting to note that the Lyapunov function L is the same for the semilinear heat equation, for the
original Cahn–Hilliard equation and for the whole range of problems (ν ∈ [0,1]) in (1.1). Hence, the set of equilibria
and the structure of the attractors, for all values of ν ∈ [0,1], are given by the same Lyapunov function. This last
remark will be explored in Section 9 when we discuss the continuity of the global attractors.
To show a uniform in the maximal interval of existence, H 10 (Ω) a priori estimate for the solutions of (1.1) with
u0 ∈ H 1(Ω), we use the Lyapunov function (1.8) and assumptions (1.4), (1.5). Let us analyze briefly properties0
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map from H 10 (Ω) into L
1(Ω) which takes bounded subsets of H 10 (Ω) into bounded subsets of L
1(Ω). Indeed,
∫
Ω
∣∣F(φ)∣∣dx  C|Ω| +C‖φ‖q+1
Lq+1(Ω)  C|Ω| + C˜‖φ‖
q+1
H 10 (Ω)
.
Now, from (1.4) it follows that, for some choice of ˆ and dˆ > 0, F(s) satisfies
F(s) λ1 − ˆ
2
s2 + dˆ, s ∈ R. (3.2)
Since the Lyapunov function decreases along solutions, we have that L(u(t, ·))  L(u0). Hence, using Poincaré’s
inequality, we are able to estimate the H 10 (Ω) norm of the solution in the following manner:
1
2
∥∥∇u(t, ·)∥∥2
L2(Ω) L(u0)+
∫
Ω
F
(
u(t, x)
)
dx L(u0)+
(
1
2
− ˆ
2λ1
)∥∥∇u(t, ·)∥∥2
L2(Ω) + dˆ|Ω|. (3.3)
From Proposition 1 and the above considerations, the proof of Theorem 2 is completed.
4. Existence of the global attractor for (1.1)
In this section we prove the existence of the global attractor Aν for the nonlinear semigroups {Tν(t): t  0}
associated to (1.1) in H 10 (Ω). To that end we first introduce some terminology.
Let {T (t): t  0} be a nonlinear semigroup on a Banach space X; that is [0,∞) × X 
 (t, x) → T (t)x ∈ X is
continuous and T (t + s) = T (t)T (s) for all t, s  0. A global solution through x ∈ X is a function ξ : R → X such
that T (t)ξ(s) = ξ(t +s) for all t  0 and s ∈ R. We say that a set A ⊂ X attracts B ⊂ X under the nonlinear semigroup
{T (t): t  0} if dist(T (t)B,A) t→∞−→ 0 and we say that A ⊂ X is invariant under the nonlinear semigroup {T (t): t  0}
if T (t)A = A for all t  0. An attractor for the nonlinear semigroup {T (t): t  0} is a compact invariant set A⊂ X
which attracts all bounded subsets of X under nonlinear semigroup {T (t): t  0}.
Definition 3. We say that a compact nonlinear semigroup {T (t): t  0} in a Banach space X is gradient if there is a
continuous function L :X → R such that
(i) [0,∞) 
 t → L(T (t)x) ∈ R is nonincreasing for each x ∈ X, and
(ii) if there is a global solution ξ :R → X through x ∈ X and R 
 t → L(ξ(t)) is constant, then ξ(t) = x for all t ∈ R
and x ∈ E .
A function L :X → R with the above properties is called a Lyapunov function for the compact nonlinear semigroup
{T (t): t  0}.
Theorem 4. (See [16].) If {T (t): t  0} is a compact nonlinear gradient semigroup in a Banach space X with
a bounded set of equilibria E := {x ∈ X: T (t)x = x, ∀t  0}, then it has a global attractor A given by the
unstable manifold of E ; that is A = Wu(E) := {x ∈ X: there is a global solution ξ :R → X with ξ(0) = x and
dist(ξ(t),E) t→−∞−→ 0}.
Assume that f satisfies (1.4) and (1.5). The compactness of that semigroup for t > 0 is a consequence of the
smoothing property of -regular solutions as stated in Theorem 1. If L : H 10 (Ω) → R is given by (1.8), clearly L is a
Lyapunov function for {Tν(t): t  0}. It follows that {Tν(t): t  0} is a gradient compact nonlinear semigroup.
It is also clear that the set of equilibria E coincides with the set of functions v ∈ H 2(Ω)∩H 10 (Ω) which satisfy
v + f (v) = 0 in Ω,
v = 0 in ∂Ω. (4.1)
A.N. Carvalho, T. Dlotko / J. Math. Anal. Appl. 344 (2008) 703–725 713Now, the boundedness of E in H 10 (Ω) follows multiplying the above equation by v, integrating by parts and using
(1.4) and Poincaré’s inequality; that is,
‖∇v‖2
L2(Ω) 
∫
Ω
f (v)v dx  λ1 − ˆ
λ1
‖∇v‖2
L2(Ω) + d|Ω|.
As a consequence of comparison results and of (1.4) we have that E is also a bounded subset of L∞(Ω) and from
(4.1) and the Calderon–Zygmund estimates we have the compactness of E .
If u∗ ∈ E is such that σ(−A+f ′(u∗)) is disjoint from the imaginary axis, we say that u∗ is a hyperbolic equilibrium
point for {T1(t): t  0}. It is proved in [7] that this condition is satisfied generically. It is not difficult to see that a
hyperbolic equilibrium point is isolated. If E is compact (which is the case for (1.1)) and all points in E are hyperbolic
for {T1(t): t  0}, then there is m ∈ N such that E = {u∗0, . . . , u∗m}.
Now, we have completed the proof of the following result.
Theorem 5. Assume that f satisfies (1.4) and (1.5). For each ν ∈ [0,1] there exists a global attractor Aν for the
nonlinear gradient semigroup given by the global -regular solutions of (1.1) in H 10 (Ω). If each u∗ ∈ E is hyperbolicfor {T1(t): t  0}, then there is m ∈ N such that E = {u∗0, . . . , u∗m} and Aν is given by (1.9).
Remark 9. We note that the generic hyperbolicity of equilibria, in the orthogonal complement of the set of constant
functions, is not assured for the equilibria of (1.16). This property, if proved, would entirely validate our results in the
Neumann boundary condition case.
4.1. Additional properties of the global attractors
In the future sections we will need uniform (with respect to ν ∈ [0,1]) L∞(Ω) bounds for Aν .
To accomplish that we assume the following growth condition for f (more restrictive than (1.5))
• For each η > 0 there is Cη > 0 such that
∣∣f ′′(s)∣∣ η|s| 6−nn−2 +Cη, ∀s ∈ R. (4.2)
Note that, if u is a global solution of (1.1) in Aν ,∫
Ω
(
(1 − ν)I + νA)utAudx = −
∫
Ω
(
A
3
2 u
)2
dx +
∫
Ω
A
1
2 f (u)A
3
2 udx. (4.3)
Using (1.5) we have that
∥∥A 12 f (u)∥∥
L2(Ω)  c
∥∥f ′(u)∥∥
L∞(Ω)‖∇u‖L2(Ω)  c
(
η‖u‖
4
n−2
L∞(Ω) +Cη
)‖∇u‖L2(Ω). (4.4)
Now it follows from Agmon’s inequality, Sobolev embedding and interpolation that, if n < 6, there is a constant C > 0
such that
‖u‖L∞(Ω) C
∥∥A 32 u∥∥α
L2(Ω)
∥∥A 12 u∥∥1−α
L2(Ω),
n− 2
4
 α < 1. (4.5)
Hence, if n = 3,4,5, we choose α such that α = n−24 and the above estimate together with the uniform bound in
H 1(Ω) norm for the attractors lead to
1
2
d
dt
(
(1 − ν)
∫
Ω
(
A
1
2 u
)2
dx + ν
∫
Ω
(Au)2 dx
)
dx −∥∥A 32 u∥∥2
L2(Ω) + c′
(
η
∥∥A 32 u∥∥2
L2(Ω) + const
(
M(u0)
))
.
(4.6)
If L1(φ) := (1 − ν)
∫
(A
1
2 φ)2 dx + ν ∫ (Aφ)2 dx, for sufficiently small η > 0 the above estimate implies thatΩ Ω
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dt
L1
(
u(t, ·))−cL1(u(t, ·))+ const′(M(u0)), (4.7)
with const′(M(u0)) independent on ν.
We proceed with the estimates of better norms of solutions to (1.1). Note that, if u is a global solution of (1.1)
in Aν ,∫
Ω
(
(1 − ν)I + νA)utA2udx = −
∫
Ω
(
A2u
)2
dx +
∫
Ω
Af (u)A2udx. (4.8)
Using (4.2), we have that
∥∥Af (u)∥∥
L2(Ω) =
∥∥f ′(u)u+ f ′′(u)|∇u|2∥∥
L2(Ω)

∥∥f ′(u)∥∥
L∞(Ω)‖u‖L2(Ω) +
∥∥f ′′(u)∥∥
L∞(Ω)
∥∥|∇u|2∥∥
L2(Ω)
 c
(
η‖u‖q−1L∞(Ω) +Cη
)‖u‖L2(Ω) + c(η‖u‖q−2L∞(Ω) +C′η)‖∇u‖2L4(Ω). (4.9)
Further
‖u‖L2(Ω)  c
∥∥A 12 u∥∥ 23
L2(Ω)
∥∥A2u∥∥ 13
L2(Ω)
,
‖∇u‖2
L4(Ω)  c
∥∥A 12 u∥∥ 12−n6
L2(Ω)
∥∥A2u∥∥ n6
L2(Ω)
, (4.10)
for n = 3,4,5. From (4.5) and ‖A 32 u‖L2(Ω)  c‖A
1
2 u‖
1
3
L2(Ω)
‖A2u‖
2
3
L2(Ω)
we have that
‖u‖L∞(Ω) C
∥∥A 12 u∥∥1−θ
L2(Ω)
∥∥A2u∥∥θ
L2(Ω),
n− 2
6
 θ < 1. (4.11)
Choosing θ = n−26 we obtain
∥∥Af (u)∥∥
L2(Ω) C
(∥∥A 12 u∥∥
L2(Ω)
)(
η
∥∥A2u∥∥
L2(Ω) + 1
)
. (4.12)
This leads to
1
2
d
dt
(
(1 − ν)
∫
Ω
(Au)2 dx + ν
∫
Ω
(
A
3
2 u
)2
dx
)
dx −∥∥A2u∥∥2
L2(Ω) dx + c′′
(
η
∥∥A2u∥∥2
L2(Ω) + const
(
M(u0)
))
,
(4.13)
and, for sufficiently small η > 0, if L2(φ) := (1 − ν)
∫
Ω
(Aφ)2 dx + ν ∫
Ω
(A
3
2 φ)2 dx, we have that
d
dt
L2
(
u(t, ·))−cL2(u(t, ·))+ const′′(M(u0)), (4.14)
with const′′(M(u0)) independent on ν. Note that, for n = 3, the inequality (4.14) provides (uniform for ν ∈ [0,1])
L∞(Ω) estimate of the global attractors Aν .
Assuming that f satisfies the condition
∀s∈R
∣∣f ′′′(s)∣∣ η
with η > 0 sufficiently small (in particular f being a quadratic polynomial or a third degree polynomial with a small
negative coefficient in the highest order therm) we will similarly obtain a uniform for ν ∈ [0,1] estimate of
L3
(
u(t, ·)) := (1 − ν)
∫
Ω
(
A
3
2 u(t, x)
)2
dx + ν
∫
Ω
(
A2u(t, x)
)2
dx.
This estimate implies an L∞(Ω) estimate (uniform for ν ∈ [0,1]) for the global attractors Aν in dimension n = 4.
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Let −A : D(A) ⊂ X → X be the closed extension of the Laplacian with Dirichlet boundary condition to X =
H−1(Ω) = (H 10 (Ω))′ with domain D(A) = H 10 (Ω) = X1. Let X−1 be the completion of X with the norm ‖A−1 · ‖X .
Define Aν = A2((1 − ν)I + νA)−1 and let Bν = A((1 − ν)I + νA)−1. Clearly Aν is a positive and self-adjoint
operator which is defined in D(A) with values in X for ν ∈ (0,1] and with values in X−1 if ν = 0. Similarly, the
operator Bν is a bounded positive and self-adjoint if ν ∈ (0,1] and B0 = A : D(A) ⊂ X → X.
In the results that follow, inside this section, the norm is any of the uniform operator norms in L(Xα) for α ∈
[−1,1].
Lemma 5. If λ ∈ ρ(−Aν)∩ ρ(−Aμ), then the following identity holds:
(λ+Aν)−1 −(λ+Aμ)−1 = Aν(λ+Aν)−1
(
A−1ν −A−1μ
)
Aμ(λ+Aμ)−1. (5.1)
In addition
∥∥(λ+Aν)−1 − (λ+Aμ)−1∥∥ C∥∥A−1ν −A−1μ ∥∥ (5.2)
and for any α ∈ [0,1], ν ∈ [0,1], i = 0,1,
∥∥Aiνe−Aνt −Aiμe−Aμt∥∥Mt−i−α∥∥A−1ν −A−1μ ∥∥α. (5.3)
Proof. To prove (5.1) we simply add and subtract −λ(λ + Aν)−1(λ + Aμ)−1 to the left-hand side of it and note that
−λ(λ+Aζ )−1 + I = Aζ (λ+Aζ )−1 (ζ = μ,ν); that is,
(λ+Aν)−1 − (λ+Aμ)−1 = (λ+Aν)−1
(−λ(λ+Aμ)−1 + I)− (−λ(λ+Aν)−1 + I)(λ+Aμ)−1
= (λ+Aν)−1Aμ(λ+Aμ)−1 −Aν(λ+Aν)−1(λ+Aμ)−1
= Aν(λ+Aν)−1
(
A−1ν −A−1μ
)
Aμ(λ+Aμ)−1.
It follows from (5.1), (5.2) that
e−Aνt − e−Aμt = 1
2πi
∫
Γ
eλt
[
(λ+Aν)−1 − (λ+Aμ)−1
]
dλ (5.4)
and therefore
∥∥e−Aνt − e−Aμt∥∥Mt−1∥∥A−1ν −A−1μ ∥∥. (5.5)
Now since
Aνe
−Aνt −Aμe−Aμt = 12πi
∫
Γ
λeλt
[
(λ+Aν)−1 − (λ+Aμ)−1
]
dλ,
we have that
∥∥Aνe−Aνt −Aμe−Aμt∥∥Mt−2∥∥A−1ν −A−1μ ∥∥. (5.6)
Also, from the fact that Aμ and Aν are positive and self-adjoint, note that∥∥e−Aνt − e−Aμt∥∥M (5.7)
and
∥∥Aνe−Aνt −Aμe−Aμt∥∥Mt−1. (5.8)
Combining (5.7) with (5.5) and (5.8) with (5.6) we have that, for any α ∈ [0,1] the estimate (5.3) holds. 
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and ∥∥A−1ν −A−1μ ∥∥M|ν −μ|.
Proof. In fact, since Aν = A2((1 − ν)I + νA)−1, we have that
A−1ν −A−2 =
(
(1 − ν)I + νA)A−2 −A−2 = ν[A−1(I −A−1)]
and the first estimate follows. For the second estimate just note that
A−1ν −A−1μ =
[(
(1 − ν)I + νA)− ((1 −μ)I +μA)]A−2 = [ν −μ][A−1(I −A−1)].
This completes the proof. 
Lemma 7. There is a constant M > 0, independent of ν, such that
∥∥BνA− 12ν ∥∥M. (5.9)
Consequently
∥∥Bνe−Aνt −Ae−A2t∥∥Mt− 12 (5.10)
and ∥∥Bνe−Aνt −Bμe−Aμt∥∥Mt− 12 . (5.11)
Proof. First note that
BνA
− 12
ν =
(
νI + (1 − ν)A−1)−1A− 12ν = (νI + (1 − ν)A−1)− 12 A− 12 = ((1 − ν)I + νA)− 12
and that
〈[
(1 − ν)I + νA]u,u〉 ((1 − ν)+ νλ1)‖u‖2X.
Consequently
〈[
(1 − ν)I + νA] 12 u, [(1 − ν)I + νA] 12 u〉 ((1 − ν)+ νλ1)‖u‖2X
and
∥∥[(1 − ν)I + νA]− 12 ∥∥ 1
((1 − ν)+ νλ1) 12
 1
min{1, λ
1
2
1 }
,
proving the first estimate. The estimates (5.10) and (5.11) follow from (5.9). 
Theorem 6. For any 0 <  < 1 and ν ∈ [0,1],∥∥A1−Bνe−Aνt∥∥Mt−1+ 2 .
Proof. Note that∥∥ABνe−Aνt∥∥Mt−1
and that
∥∥Bνe−Aνt∥∥ ∥∥BνA− 12ν A 12ν e−Aνt∥∥Mt− 12 .
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∥∥A1−Bνe−Aνt∥∥M∥∥ABνe−Aνt∥∥1−∥∥Bνe−Aνt∥∥ Mt−1+ 2 ,
and the result is proved. 
Theorem 7. Given 0 <  < 1, then for α < 2(1−) we have β = 1 + α(1 − )− 2 < 1, and
∥∥A1−Bνe−Aνt −A2−e−A2t∥∥Mt−β∥∥A−1ν −A−2∥∥α(1−)
and also
∥∥A1−Bνe−Aνt −A1−Bμe−Aμt∥∥Mt−β∥∥A−1ν −A−2∥∥α(1−)
for all μ,ν ∈ [0,1].
Proof. The result follows from the moment inequality
∥∥A1−x∥∥
X
M‖Ax‖1−X ‖x‖X for all x ∈ D(A),
and from (5.3), (5.10). 
6. Convergence of nonlinear semigroups
In this section we consider the nonlinear semigroups
Tν(t)u0 = e−Aνtu0 +
t∫
0
e−Aν(t−s)Bνf
(
Tν(s)u0
)
ds
and
T0(t)u0 = e−A2t u0 +
t∫
0
e−A2(t−s)Af
(
T0(s)u0
)
ds.
From the uniform L∞(Ω) bounds on the attractors Aν , without loss of generality, we may assume that
f :X1 → X , 0 <  < 12 , is globally Lipschitz continuous with Lipschitz constant L and globally bounded by N .
Then, for ν > 0,
∥∥Tν(t)u0 − T0(t)u0∥∥X1 
∥∥e−Aνt − e−A2t∥∥
L(X1)‖u0‖X1
+
t∫
0
∥∥e−Aν(t−s)Bνf (Tν(s)u0)− e−A2(t−s)Af (T0(s)u0)∥∥X1 ds

∥∥e−Aνt − e−A2t∥∥
L(X1)‖u0‖X1
+
t∫
0
∥∥Bνe−Aν(t−s)[f (Tν(s)u0)− f (T0(s)u0)]∥∥X1 ds
+
t∫ ∥∥[Bνe−Aν(t−s) −Ae−A2(t−s)]f (T0(s)u0)∥∥X1 ds.0
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∥∥Tν(t)u0 − T0(t)u0∥∥X1 
∥∥e−Aνt − e−A2t∥∥
L(X1)‖u0‖X1
+
t∫
0
∥∥A1−Bνe−Aν(t−s)[f (Tν(s)u0)− f (T0(s)u0)]∥∥X ds
+
t∫
0
∥∥A1−Bνe−Aν(t−s) −A2−e−A2(t−s)∥∥L(X)
∥∥f (T0(s)u0)∥∥X ds
Mt−α(1−)
∥∥A−1ν −A−2∥∥α(1−)‖u0‖X1
+ML
t∫
0
(t − s)−1+ 2 ∥∥Tν(s)u0 − T0(s)u0∥∥X1 ds
+MN∥∥A−1ν −A−2∥∥α(1−)
t∫
0
(t − s)−β ds.
For each r > 0, it follows from the Singular Gronwall’s Lemma [18], that
sup
‖u0‖X1r
∥∥Tν(t)u0 − T0(t)u0∥∥X1  C(r,T )t−α(1−)
∥∥A−1ν −A−2∥∥α(1−) for all t ∈ (0, T ].
Similarly, for each r > 0 and ν,μ ∈ [0,1],
sup
‖u0‖X1r
∥∥Tν(t)u0 − Tμ(t)u0∥∥X1 C(r,T )t−α(1−)
∥∥A−1ν −A−1μ ∥∥α(1−) for all t ∈ (0, T ].
7. Linearization around a hyperbolic equilibrium
First note that the set of equilibria for (1.1) is given by
E = {u∗ ∈ H 2(Ω)∩H 10 (Ω): u∗ + f (u∗)= 0}.
Clearly, E is a bounded subset of C(Ω¯) which is independent of ν ∈ [0,1].
Before we proceed, let us study the hyperbolicity of the equilibria for (1.1). The linearized equation around u∗ ∈ E
is given by
vt = −Lνv,
where Lν :X1 ⊂ X → X is the operator
Lν =
(
νI + (1 − ν)(−)−1)−1(−− f ′(u∗)).
It is interesting to note that Lν is not necessarily self-adjoint but it is the composition of two self-adjoint operators.
Then
Lν −Aν = Bνf ′
(
u∗
)
,
and
Lemma 8. There is a constant M independent of ν ∈ [0,1] such that
∥∥A− 12ν (Lν −Aν)∥∥M∥∥f ′(u∗)∥∥L∞(Ω).
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∥∥A− 12ν (Lν −Aν)x∥∥= ∥∥A− 12ν Bνf ′(u∗)x∥∥M∥∥f ′(u∗)∥∥L∞(Ω)‖x‖,
the result follows. 
Writing (λ − Lν)−1 = (I + (λ − Aν)−1A
1
2
ν A
− 12
ν (Lν − Aν))−1(λ − Aν)−1 it is easy to see that Lν is sectorial and
that, for r > 0 fixed, there is ρ > 0 such that Lˆν = Lν + ρI satisfies σ(Lˆν) ρ for all ν ∈ [0,1].
Lemma 9. For each β ∈ [0,1] there is a constant Mβ > 0, independent of ν, such that∥∥Lˆ−βν Aβν ∥∥Mβ.
Proof. First note that ‖Aβν (λ+Aν)−1‖ C|λ|β−1, ‖Lˆβν (λ+ Lˆν)−1‖ C|λ|β−1 and that
(λ+Aν)−1 − (λ+ Lˆν)−1 = (λ+Aν)−1
[
I − (λ+ Lˆν +Aν − Lˆν)(λ+ Lˆν)−1
]
= (λ+Aν)−1(Lˆν −Aν)(λ+ Lˆν)−1. (7.1)
Consequently
Aβν (λ+Aν)−1 =
[
I + (λ+Aν)−1A
1
2
ν A
− 12
ν (Lˆν −Aν)
]
(λ+ Lˆν)−1Aβν ,
and there is a constant Cˆ such that
∥∥(λ+ Lˆν)−1Aβν ∥∥ Cˆλβ−1.
Now, since
A−βν − Lˆ−βν =
1
π
sinπβ
∞∫
0
λ−β(λ+Aν)−1(Lˆν −Aν)(λ+ Lˆν)−1 dλ,
then we have
Lˆ−βν Aβν = I −
1
π
sinπβ
∞∫
0
λ−β(λ+Aν)−1A
1
2
ν A
− 12
ν (Lˆν −Aν)(λ+ Lˆν)−1Aβν dλ.
Hence there is a constant C¯, independent of ν ∈ [0,1], such that the integrand is bounded by C¯λ− 32 , and the result is
proved. 
It is easy to see that the hyperbolicity of an equilibrium is a property which is independent of the parameter ν. That
is, the following result holds.
Proposition 2. For all ν ∈ [0,1], Lν is sectorial and has compact resolvent. All eigenvalues of Lν are real and, if
λ = 0 is not an eigenvalue of L0, then it is not an eigenvalue of Lν , for any ν ∈ (0,1].
Proof. If we change the inner product of the space to 〈Bν ·, ·〉, the operator Lν becomes self-adjoint and therefore all
its eigenvalues are real and Lν is bounded below. Clearly Lν has compact resolvent. To prove the remaining statement,
simply note that the injectivity of L0 implies the injectivity of Lν = L0Bν for all ν ∈ (0,1]. 
Similarly to Aν , the operator Lν behaves like a second-order elliptic operator (as far as regularization goes) for
ν ∈ (0,1] and as a fourth-order operator for ν = 0. Also, for all ν ∈ [0,1],
L−1ν −L−1μ = (ν −μ)
(
+ f ′(u∗))−1[I − (−)−1],
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for (1.1) we can define
β+ν = min
{
λ ∈ σ(Lν): Reλ > 0
}
and
β−ν = max
{
λ ∈ σ(Lν): Reλ < 0
}
.
In addition, for μ ∈ [0,1] fixed, if λ is an isolated eigenvalue of Lμ, its generalized eigenspace is given by
W(λ,Lμ) = Q(λ,Lμ)X1, where
Q(λ,Lμ) = 12πi
∫
|ξ−λ|=δ
(ξI −Lμ)−1 dξ,
and δ is so that σ(Lμ) ∩ {ξ ∈ C: |ξ − λ|  δ} = {λ}. From Lemma 4.9 in [4], there is Sδ such that ρ(Lν) ⊃ Sδ =
{ξ : |ξ − λ| = δ}, ∀|ν −μ| Sδ . Let W(λ,Lν) = Q(λ,Lν)X1 where
Q(λ,Lν) = 12πi
∫
|ξ−λ|=δ
(ξI −Lν)−1 dξ.
The next result says that the spectrum of Lν , for |ν−μ| small, approaches the spectrum of Lμ (see [4]). We already
know that σ(Lν), ν ∈ [0,1], consists of isolated eigenvalues only and 0 /∈ σ(Lν).
Theorem 8. Let Lν,Lμ be as above. Then the following conditions hold:
(i) If λμ ∈ σ(Lμ), there exist a sequence νn → μ and λνn ∈ σ(Lνn), n ∈ N, such that λνn → λμ as n → ∞.
(ii) If for some sequences νn → μ, λνn ∈ σ(Lνn), n ∈ N, one has λνn → λμ as n → ∞, then λμ ∈ σ(Lμ).
(iii) There exists μ > 0 such that dimW(λ,Lν) = dimW(λ,Lμ) for all |ν −μ| < μ.
(iv) If u ∈ W(λ,Lμ), there exists a sequence {uν}, uν ∈ W(λ,Lν), such that uν → u.
(v) If νn → μ, and un ∈ W(λ,Lνn) satisfies ‖un‖ = 1, then {un} has a convergent subsequence with limit
in W(λ,Lμ).
In particular, β+ν and β−ν are continuous functions of ν ∈ [0,1]. Since for each ν ∈ [0,1] we have that β+ν > 0 and
β−ν < 0, it follows that minν∈[0,1] β+ν = β+ > 0 and maxν∈[0,1] β−ν = β− < 0.
Denote by σν+(u∗) = {λ ∈ σ(Lν): Reλ > 0} and let Γ be a contour, independent of ν, entirely contained in C+ =
{λ ∈ C: Reλ > 0}, enclosing σν+(u∗) and let
Qν
(
σν+
(
u∗
))= 1
2πi
∫
Γ
(ξI −Lν)−1 dξ. (7.2)
Consider the following decomposition of X1; let X1 = Yν ⊕ Zν where Zν = Qν(σ ν+(u∗))X1 and Yν = (I −
Qν(σ ν+(u∗)))X1. We note that Qν((σ ν+(u∗))) is a compact operator and therefore Zν is finite dimensional. Also,
since Qν((σ ν+(u∗))) varies continuously with the parameter ν in the uniform operator topology, the dimension of Zν
is independent of ν ∈ [0,1].
We have shown that there are constants M  1 and β > 0 such that, for all ν ∈ (0,1] and α ∈ [0,1],∥∥eLνt z∥∥
X1 Me
βt‖z‖X1, t  0,∥∥eLνty∥∥
X1 Mt
α−1e−βt‖y‖Xα , t > 0. (7.3)
Proceeding exactly as in Lemma 5 we have the following result.
Lemma 10. If λ ∈ ρ(−Lν)∩ ρ(−Lμ), then the following identity holds:
(λ+Lν)−1 − (λ+Lμ)−1 = Lν(λ+Lν)−1
(
L−1ν −L−1μ
)
Lμ(λ+Lμ)−1. (7.4)
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∥∥(λ+Lν)−1 − (λ+Lμ)−1∥∥ C∥∥L−1ν −L−1μ ∥∥, (7.5)
and for any α ∈ [0,1], ν ∈ [0,1], i = 0,1,
∥∥Liνe−Lνt −Liμe−Lμt∥∥Mt−i−α∥∥L−1ν −L−1μ ∥∥α. (7.6)
Also, proceeding exactly as in Lemma 6, we obtain the following result.
Lemma 11. There is a constant M > 0 such that
∥∥L−1ν −L−10 ∥∥Mν
and
∥∥L−1ν −L−1μ ∥∥M|ν −μ|.
We also have that,
Lemma 12. There is a constant M > 0, independent of ν, such that
∥∥e−Lˆν tBν − e−Lˆ0tA∥∥Mt− 12 (7.7)
and
∥∥e−Lˆν tBν − e−LˆμtBμ∥∥Mt− 12 . (7.8)
Proof. Note that Lˆ−
1
2
ν Bν = Lˆ−
1
2
ν A
1
2
ν A
− 12
ν Bν . From Lemmas 7 and 9 we have that (7.7) and (7.8) hold. 
Before we proceed we need to introduce the adjoint of Lν ; that is L∗ν = L1Bν , and note that L∗ν −Aν = f ′(u∗)Bν .
Consequently,
Theorem 9. For any 0 <  < 1 and ν ∈ [0,1],
∥∥Lˆ1−1 e−Lˆν tBν∥∥Mt−1+ 2 .
Furthermore, for any α ∈ [0,1], ν ∈ [0,1],
∥∥Lˆ1e−Lˆν tBν − Lˆ1e−LˆμtBμ∥∥Mt−1−α∥∥L−1ν −L−1μ ∥∥α. (7.9)
Proof. Note that
L1e
−LνtBν = 12πi
∫
Γ
eλtL1(λ+Lν)−1Bν dλ = 12πi
∫
Γ
eλtL1Bν(λ+L1Bν)−1 dλ
= L∗νe−L
∗
ν t = (Lνe−Lνt)∗. (7.10)
Consequently, there is a constant M , independent of ν, such that ‖L1e−LνtBν‖Mt−1 and
∥∥Lˆ1−1 e−Lˆν tBν∥∥M∥∥Lˆ1e−Lˆν tBν∥∥1−∥∥e−Lˆν tBν∥∥ Mt−1+ 2 ,
and hence the first estimate is proved. Furthermore, from Lemma 10, for any α ∈ [0,1], ν ∈ [0,1],
∥∥Lˆ1e−Lˆν tBν − Lˆ1e−LˆμtBμ∥∥= ∥∥Lˆνe−Lˆν t − Lˆμe−Lˆμt∥∥Mt−1−α∥∥L−1ν −L−1μ ∥∥α,
which concludes the proof. 
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∥∥Lˆ1−1 e−Lˆν tBν − Lˆ1−1 e−Lˆ0tA∥∥Mt−β∥∥Lˆ−1ν −L−10 ∥∥α(1−).
Also
∥∥Lˆ1−1 e−Lˆν tBν − Lˆ1−1 e−LˆμtBμ∥∥Mt−β∥∥Lˆ−1ν −A−2∥∥α(1−)
for all μ,ν ∈ [0,1].
Proof. The result follows from the moment inequality
∥∥Lˆ1−1 x∥∥M‖Lˆ1x‖1−‖x‖ for all x ∈ D(Lˆ1),
and from (7.8), (7.9). 
Theorem 11. If Qν :=Qν(σ ν+(u∗)), there is a constant M , independent of  ∈ [0,1], such that
∥∥Qνe−Lν(t−s)Bν −Q0e−L0(t−s)A∥∥Mt− 12 eβ+t , t  0,∥∥L1Qνe−Lν(t−s)Bν −L1Q0e−L0(t−s)A∥∥Mt−1eβ+t∥∥L−1ν −L−1μ ∥∥α, t  0,
and
∥∥(I −Qν)e−Lν(t−s)Bν − (I −Q0)e−L0(t−s)A∥∥Mt− 12 e−β−t , t  0,∥∥L1(I −Qν)e−Lν(t−s)Bν −L1(I −Q0)e−L0(t−s)A∥∥Mt−1e−β−t∥∥L−1ν −L−1μ ∥∥α, t  0.
Proof. Note that
L1Qνe−Lν(t−s)Bν = L∗νQ∗νe−L
∗
ν t
and, consequently, for all t  0,
∥∥Qνe−Lν(t−s)Bν −Q0e−L0(t−s)A∥∥ 2 sup
ν∈[0,1]
{∥∥L 12νQνe−Lν(t−s)∥∥∥∥L− 12ν Bν∥∥}Mt− 12 eβ+t ,
∥∥L1Qνe−Lν(t−s)Bν −L1Q0e−L0(t−s)A∥∥= ∥∥L∗νQ∗νe−L∗ν t −L∗0Q∗0e−L∗0t∥∥
= ∥∥LνQνe−Lνt −L0Q0e−L0t∥∥Mt−1e−β+t∥∥L−1ν −L−1μ ∥∥α.
The other inequality is proved in a similar way. 
8. Continuity of local unstable manifolds
Let u∗ ∈ E be a hyperbolic equilibrium point. Rewrite (2.4) as
wt = −Lνw +Bνh(w) (8.1)
where w = u− u∗, Lν = Bν(A+ f ′(u∗)I ) and h(w) = f (u∗ +w)− f (u∗)− f ′(u∗)w. We decompose this equation
using the projection given in (7.2); that is, if Qν := Qν(σ ν+(u∗)), z(t) = Qνw(t) and y(t) = (I −Qν)w(t) and we
have
z(t) = e−Lν(t−τ)z(τ )+
t∫
τ
Qνe−Lν(t−s)Bνh
(
z(s)+ y(s))ds,
y(t) = e−Lν(t−τ)y(τ )+
t∫
(I −Qν)e−Lν(t−s)Bνh
(
z(s)+ y(s))ds. (8.2)τ
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X
 ρ,∥∥h(w)− h(w˜)∥∥
X
 ρ‖w − w˜‖X1 . (8.3)
We obtain that the unstable manifold of u∗ is given as a graph near u∗ and that this graph varies continuously with
respect to ν.
Remark 10. Observe that we are looking for a function Σ∗ν such that, if τ ∈ R and (ζ,Σ∗ν (ζ )) ∈Z , then the solution
of (8.2) starting at z(τ ) = ζ , y(τ) = Σ∗ν (ζ ) stays in the graph of Σ∗ν for all positive and all negative times. This means
that y(t) = Σ∗ν (z(t)) for all t and thus (8.2) becomes
z(t) = e−Lν(t−τ)z(τ )+
t∫
τ
Qνe−Lν(t−s)Bνh
(
z(s)+Σ∗ν
(
z(s)
))
ds,
y(t) = e−Lν(t−τ)y(τ )+
t∫
τ
(I −Qν)e−Lν(t−s)Bνh
(
z(s)+Σ∗ν
(
z(s)
))
ds. (8.4)
Also, the solution (z(t), y(t)) should tend to zero as t → −∞ (in particular, it should stay bounded as t → −∞).
Letting t0 → −∞ we have
y(t) = Σ∗ν
(
z(t)
)=
t∫
−∞
(I −Qν)e−Lν(t−s)Bνh
(
z(s)+Σ∗ν
(
z(s)
))
ds
and, in particular,
Σ∗ν (ζ ) = Σ∗ν
(
z(τ )
)= y(τ) =
τ∫
−∞
(I −Qν)e−Lν(τ−s)Bνh
(
z(s)+Σ∗ν
(
z(s)
))
ds.
The unstable manifold W u(u∗) of an equilibrium u∗ is defined as follows:
W u
(
u∗
)= {z ∈Z: there is a global solution y(t) for {Tν(t): t  0} satisfying y(τ) = z
and such that lim
t→−∞
∥∥y(t)− u∗∥∥Z = 0
}
.
Proposition 3. For suitably small δ and all ν ∈ [0,1] there exists a function Σ∗ν :Zν → Yν such that the unstable
manifold Wuν (u∗) of the equilibrium solution u∗ to (8.2) is given by
Wuν
(
u∗
)= {u∗ + (Qνw,Σ∗ν (Qνw)): w ∈ Zν ⊕ Yν};
also, for any ζν ∈ Zν and ν ∈ [0,1],
Σ∗ν (ζν) =
τ∫
−∞
eA−ν (τ−s)Gν
(
z+ν (s),Σ∗ν
(
z+ν (s)
))
ds.
For any r > 0 and μ ∈ [0,1],
sup
z∈X1‖z‖
X1r
{∥∥Qν(z)−Qμ(z)∥∥X1 +
∥∥Σ∗ν (Qν(z))−Σ∗μ(Qμ(z))∥∥X1} ν→μ−→ 0,
and there exists γ > 0 such that, for any u0 ∈ V and as long as Tν(t)u0 ∈ V ,∥∥(I −Qν)(Tν(t)u0)−Σuν (Qν(Tν(t)u0))∥∥X1 Me−γ t .
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crucial step is the uniformity with respect to ν ∈ [0,1] of the estimates obtained in Sections 5 and 7. We remark that
this procedure is standard but the estimates in Sections 5 and 7 must be obtained and cannot be claimed just from the
continuity of resolvent operators or eigenvalues.
9. Continuity of attractors and their dimension
In this section we study continuity with respect to the parameter ν ∈ [0,1] of the attractors Aν of (1.1). As seen
in [13] the attractors behave continuously with respect to the parameter ν (under some more restrictive conditions on
the nonlinearity). Besides that we also show that the dimension of the attractor is the same for all values of ν ∈ [0,1].
The attractor for (1.1) in X1 = H 10 (Ω) is given by
Aν = Wuν (E),
where Wuν (E), the unstable set of the set of equilibria E , is defined as
Wuν (E) =
{
v ∈ H 10 (Ω): there is a backwards solution uν(t, v) of (1.1), uν(0, v) = v,
such that uν(t, v) → E as t → −∞
}
.
We stress the dependence of Wuν (E) on the parameter ν. Even though the set E is independent of ν, the flow defined
by (1.1) may be completely different for different values of ν. Our aim is to show that in the attractor the flow behaves
the same for all values of ν ∈ [0,1].
We note that the function L defined in (1.8) is independent of ν and is a Lyapunov function for {Tν(t): t  0} for
each ν ∈ [0,1]. Thus {Tν(t): t  0} is a gradient semigroup for each ν ∈ [0,1].
Theorem 3 stated in the Introduction is a consequence of the results in the previous sections and of the results in
Section 3.8 of [16].
Proof of Theorem 3. From the results in [11] we have the first equality in (1.10). For the remaining equalities in
(1.10) we only have to mention that the projections vary continuously and therefore must have constant rank. The
continuity of attractors follows from the continuity of unstable manifolds, given by Proposition 3, in a standard way
(see [3]) and the exponential decay towards the attractors is proved in [5]. The uniform hyperbolicity together with
the continuity of the nonlinear semigroup with respect to the parameter ν gives us the uniform exponential decay. 
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