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Nanotechnology is extending the frontiers of science and technology, mainly through the 
applications of engineered nanomaterials. For instance, metal nanoparticles have seen wide-spread 
applications in the fields of biomedicine, electronics, manufacturing and fabrication, and 
environmental remediation. Since the functionalities of nanoparticles are strongly size-dependent, 
there is a need for an accurate and streamlined diagnostic that meets the growing demand for 
engineered nanomaterials. Time-resolved laser-induced incandescence (TiRe-LII) is an in situ 
optical diagnostic technique that characterizes nanoparticle properties in the gas phase. In this 
technique, nanoparticles suspended in a gas are heated to incandescent temperatures with a laser 
and allowed to thermally equilibrate with the surrounding gas. The emitted incandescence are size-
dependent and provide other information about the physical characteristics of the gas-phase 
nanoparticles. However, some anomalies have been reported in the literature, including excessive 
absorption and non-incandescent laser-induced emissions (LIE) that corrupt the TiRe-LII 
technique and introduce uncertainties to inferred results. 
 In this work, some of the anomalies that originate from the laser-nanoparticle interactions are 
investigated using the TiRe-LII modelling framework by applying tools such as the fluence study, 
examining the trends in inferred quantities-of-interest (QoI) that are inferred from an improved 
spectroscopic and heat transfer submodel, and analyzing LII data from plasmonic nanoparticles. 
The results show that LIE affects the inference of QoI, and further analysis of LII data from 
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 Introduction to time-resolved laser-induced incandescence 
 
Introduction to time-resolved laser-induced 
incandescence  
 
This chapter introduces time-resolved laser-induced incandescence (TiRe-LII), a diagnostic for 
characterizing aerosols of nanoparticles, and compares it to alternative diagnostics methods. A 
literature review is presented to provide relevant background knowledge of the diagnostic. The 
chapter concludes by summarizing the overarching goal of this thesis work and the structure to 
which it is presented.  
1.1 Motivation 
The impact of suspended particulate matter in the air on human health is strongly size-dependent. 
For example, Environment Canada has classified suspended particles of sizes PM10 (particulate 
matter, PM) of diameter 10 μm or less as toxic [1]. Particles may enter the atmosphere through 
natural sources such as forest fires or windblown soil and anthropogenically through mechanical 
combustion processes or industrial activities such as welding [2]. These issues motivate significant 
ongoing efforts to develop measurement methods that help determine compliance with ambient air 
quality standards for suspended particles [3].   
 Nanoparticles also have many benefits [4]. In particular, metal nanoparticles are increasingly 
used in a wide range of engineering and science disciplines due to their unique and versatile size-
dependent properties. In biomedicine, for example, gold and iron oxide nanoparticles are used for 
drug and gene delivery, and protein detection due to their biocompatibility [5,6]. They have also 
been used as optical sensors, catalysts, and UV filters owing to their tunable plasmonic properties, 
large surface area, and high refractive indices [7,8]. Metal nanoparticles are also useful for 
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pharmaceutical inhalation aerosols for pulmonary drug delivery [9]. Such benefits have 
contributed to the rapidly growing field of aerosol nanotechnology [10].   
 There is a need to measure suspended particles both to assess their impact on the environment 
and human health and their regulatory compliance, and to characterize the properties of engineered 
nanoparticle [3,11]. Although there are currently a range of ex situ techniques such as transmission 
electron microscopy (TEM) and dynamic light scattering (DLS)1 that can be used to characterize 
these particles, they disallow the temporal and spatial resolution needed for many applications and 
inevitably cause system perturbations due to the nature of particle sampling required for such 
methods. There are in situ instruments such as differential mobility analyzers (DMA) [11] or 
aerodynamic aerosol classifiers (AAC) [12] available, but these methods have inaccuracies in size 
determination and also pose certain limitations. In the case of the DMA, since particles are 
characterized based on their electrical mobility, the assumption of singly charged particles 
introduces inaccuracies in particle sizing for aerosols containing particles that are multiply charged 
[11]. In the case of the AAC, particles are sized based on their relaxation time: the lower limit of 
the method is sensitive to diffusion losses and achievable rotational speeds, while the upper limit 
is sensitive to particle impaction [12]. In addition to these limitations, these methods can be 
considered “semi” in situ as sampling requires the aerosols to flow into the equipment for analysis. 
 Optical diagnostics present an alternative methodology for truly in situ measurements of 
properties of suspended particles. Time-resolved laser-induced incandescence (TiRe-LII) has 
become one of the most prevalent optical diagnostics as it is capable of making both in situ, and 
temporally- and spatially-resolved nanoparticle size measurements as well as other characteristics 
such as chemical composition [13] and thermophysical properties [14]. It can be applied to 
 
1 DLS can be considered in situ when characterizing nanoparticles suspended in a liquid solvent. 
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environmental air quality measurements to improve the resolution of the averaging time for total 
suspended particulates (TSP) measurements [15] and in the industry (where most nanoparticles 
are produced in the gas phase [16], particularly through flame synthesis [17]) for real-time online 
monitoring of the fabrication process.  
 TiRe-LII was initially conceived as a combustion diagnostic to study soot formation [18–23] 
and has quickly grown in its application to characterize other gas-borne nanoparticles containing 
metals and metalloids [24–29]. In this technique, the nanoparticles in a probe volume of aerosol 
are heated to incandescent temperatures with a laser pulse and then return to the motive gas 
temperature through conductive, evaporative, and radiative cooling. Spectral incandescence is 
measured throughout the process, usually at several wavelengths, using photomultiplier tubes 
(PMTs) equipped with narrow bandpass filters. A schematic of the process is shown in Figure 1-1. 
The observed incandescence is a thermal phenomenon resulting from the emission of 
electromagnetic radiation from the hot particle due to its high temperature. Since the heat transfer 
processes governing nanoparticle cooling are size-dependent, the incandescent decay rate can be 
used to infer the size classes of the aerosolized nanoparticles. The inference is achieved by 
regressing either the measured incandescence or the pyrometrically-inferred temperature history 
to a model that consists of two coupled submodels: a spectroscopic submodel, which relates the 
observed spectral incandescence to the temperature and size distribution of the nanoparticles, and 
the heat transfer submodel that relates the temperature decay rate to the nanoparticle size 
distribution and other physical properties such as the conduction efficiency, defined by the thermal 
accommodation coefficient (TAC).  
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 Figure 1-1: Schematic of time-resolved laser-induced incandescence 
1.2 Background and literature review 
1.2.1 TiRe-LII analysis on nanoparticles 
It has long been known that particles in an aerosol interact with lasers and incandesce [30,31]; 
however, Weeks and Duley [18] first exploited this phenomenon to size aerosol particulates 
(carbon black and alumina) by proposing that the emitted signals could be related to particle size 
due to the size-dependent radiative emissions from the particles. Eckbreth extended the technique 
to combustion generated particulates [32], although with the aim of quantifying the amount of 
signal corruption introduced by LII during laser Raman diagnostics. Since then, TiRe-LII has 
become a standard technique for sizing and monitoring the volume fraction of soot particles 
produced from combustion processes [23,33–37]. 
 In 2006, Schulz et al. [33] evaluated the understanding of the LII process on gas-borne soot 
nanoparticles by comparing several LII models. Most models accounted for particle heating by 
laser absorption and thermal equilibration by cooling mechanisms, including conduction, 
evaporation, sublimation, and radiative emission. They found that gaps in the understanding of the 
LII process led to wide variability in inferred nanoaerosol properties even under well-defined 
conditions. Michelsen et al. [38] conducted a similar evaluation the following year and also found 
considerable variability among competing models, although with a  much better agreement than 
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the previous year. Both studies attributed the limited understanding to uncertainties both in the 
thermophysical and radiative properties of the soot nanoaerosol, some of which persist.  
 Vander Wal et al. [24] recognized the growing need to characterize gas-borne metal 
nanoparticles due to their growing importance in science and engineering [4,9,10]. They extended 
the TiRe-LII characterization technique to metal nanoparticles with measurements on tungsten 
(W), iron (Fe), molybdenum (Mo), and titanium (Ti) nanoparticles. The results showed that, 
although there are other laser-induced emissions (LIE) from the nanoparticles, only LII emissions 
persisted at longer cooling time scales and could be utilized for measuring nanoparticle mass 
concentration. Within the same year, Filipov et al. [39] showed, with experiments on silver (Ag) 
and titanium nitride (TiN) nanoparticles, that the LII signal can recover the size distribution of 
metal nanoparticles by numerically solving a Fredholm integral equation of the first kind and 
regressing it to the data. Murakami et al. [25] attempted to size Mo nanoparticles by employing 
the heat transfer model developed by Filipov et al.; however, there were some issues with this 
model [40], which included both  Filipov et al. and Murakami et al. utilizing the conduction regime 
of the nanoparticle cooling to determine nanoparticle size but inherently implying a 100% 
conduction cooling efficiency (defined by the thermal accommodation coefficient (TAC)) between 
the nanoparticles and the motive gas, which further studies showed was unlikely [26,40]. 
 Although Murakami et al. [25] utilized the conduction regime for sizing, they also studied the 
evaporation regime of the Mo nanoparticles by irradiating the nanoparticles with varying laser 
energies in an effort to investigate heat transfer processes at high temperatures [25]. They found 
that particle evaporation is the dominant mode of heat transfer in the first microseconds of particle 
cooling. Previously, Stephens et al. [13] utilized the vaporization information of the nanoparticles 
to distinguish between particle composition by monitoring the abrupt termination of elastically 
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scattered light and using pyrometry to find the temperature during the vaporization process. 
Neither Murakami et al. [25] nor Stephens et al. [13] accounted for the temperature-dependent 
thermophysical properties of the particles in the TiRe-LII model, which could alter evaporation 
results.  
 Starke et al. [41] carried out the sizing of  Fe nanoparticles in a shock tube diluted with argon 
(Ar). They simultaneously inferred the TAC between the Fe nanoparticles and Ar motive gas as 
0.33 by incorporating prior knowledge from ex situ size characterization of the nanoparticles. Kock 
et al. [26] and Eremin et al. [42] carried out more experiments on Fe nanoparticles aerosolized in 
different motive gases and attempted to infer the TACs while incorporating temperature-dependent 
thermophysical properties. The inferred results from both studies varied amongst the same 
nanoaerosol. Daun et al. approached the inference of TACs through molecular dynamics (MD) 
simulations for soot [43], nickel (Ni) [44,45], and Fe and Mo [46] nanoaerosols. However, Daun 
et al. reported a TAC of 0.5 for the Ni-Ar nanoaerosol, which is higher than expected when 
compared to TACs of other metal-gas aerosols [47]. Sipkens et al. [48,49] utilized the MD 
simulation approach to infer the TACs of various Fe and Si nanoaerosols with inferred results for 
the Fe nanoaerosols closely agreeing with experimentally-inferred results from the literature. 
Recently, Altman [50] proposed that the TACs for metal-gas systems are not constant but drop at 
high temperatures due to particle charging by thermionic emission.  
  Eremin et al. [51] reported size-dependent optical properties of soot and Fe nanoparticles by 
regressing the TiRe-LII model to the spectral incandescence signal from growing particles in a 
shock tube reactor. Sipkens et al.’s [29] analysis of experimental LII data of Fe, Ag and Mo 
nanoparticles showed excessive absorption by the Fe and Ag metal nanoparticles at the laser 
wavelength when the complex refractive index of these materials and the Rayleigh limit of Mie 
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theory were used to infer the spectral absorption cross-section compared to the value inferred from 
calorimetry based on the peak temperatures and laser fluence. However, when complex refractive 
indices were treated as constant across all detection wavelengths, as was done by Kock et al. [26], 
the peak temperatures of the nanoparticle plateaued at the boiling point of the metal and reasonable 
nanoaerosol properties were inferred. Menser et al. [28] observed, from LII experiments on silicon 
(Si) nanoparticles at high fluences, that the pyrometrically derived peak temperatures of the 
nanoparticles were higher than the boiling point of the metal. They attributed the high temperatures 
to superheating, which proposes that heat is being added to the nanoparticle by the laser faster than 
it can be removed by evaporation. They also acknowledged that there could be LII signal 
corruption of non-thermal origins such as anomalous incandescence behaviour, where there 
appears to be a sudden increase in incandescence signal due to some nanoparticle clusters 
undergoing micro explosions following thermal excitation [52], excessive absorption, and laser-
induced Bremmstrahlung, where the observed signal is due to a vaporized plasma around the 
nanoparticle [53]. Earlier experiments by Vander Wal et al. [24] also suggested that there could 
be other laser-induced emission (LIE) sources that occurred during metal nanoparticle aerosol 
excitation including, excited-state emissions from the motive gas, electronically excited emissions 
from vaporized species, chemiluminescence from recombining vaporized species, particle 
photoluminescence, and particle plasmon resonance. Some of these phenomena were observed by 
Maffi et al. [54] with their study on titania (TiO2) nanoparticles in which they found the 
incandescence signal to be corrupted by several narrowband spectral emissions at high fluences, 
and by Di Iuliis et al. [55], who observed signal corruption from fluorescence due to the metal 
oxide crystal structure. An anomalous cooling phenomenon, where the nanoparticle appears to 
cool faster than predicted by the LII heat transfer submodel, has also been observed [29,56,57].   
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 Talebi-Moghaddam et al. [58] further investigated the proposed Bremmstrahlung phenomenon 
with simulations of laser interaction with Si, Fe and  Mo nanoparticles, which laid the theoretical 
framework for the phenomenon within the context of LII.  Subsequently, they also attempted to 
account for excessive absorption by modifying the standard LII spectroscopic sub-model  [59]. 
They realized that the Rayleigh approximation of Mie theory, which is commonly used to interpret 
LII signals, was invalid for most metal nanoparticles because the phase-shift criterion: xp|mλ| << 
1, was not usually satisfied, where xp is the nanoparticle size parameter that compares the size of 
the nanoparticle to the wavelength of the electromagnetic wave and mλ is the complex refractive 
index at the laser wavelength (λ = 1064 nm). Although the magnitude of excessive absorption was 
reduced after applying the full essence of the Mie theory, it was not eliminated for Fe nanoparticles. 
In the case of Ag nanoparticle, the phenomena remained particularly significant and was attributed 
to the fact that Ag nanoparticles should not heat up more than 100 K at the laser wavelength and 
fluence, suggesting that observed signals are due to non-incandescent emissions. 
1.2.2 TiRe-LII signal detection  
Early TiRe-LII studies were often qualitative experiments carried out at one detection wavelength 
[18]; however, the first quantitative experiments for sizing nanoparticles with one-colour2 LII was 
carried out by Will et al. [60] where the ratio of the signal intensities at two time-instances was 
used to define a parameter that was directly related to particle size. In the following year, Roth and 
Filipov [34] inferred the size distribution of aerosolized nanoparticles by solving a Fredholm 
integral equation that modelled the TiRe-LII process and regressing it to normalized signals 
obtained at a single wavelength. Since incandescence is a broadband phenomenon similar to a 
blackbody distribution, data at one wavelength were single measurements on the broadband 
 
2 Generally, #-colour refers to the number, #, of detection wavelengths on an LII system.  
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spectrum [61,62]. Due to the uncertainties in calibration, the radiative properties of the 
nanoparticles, and TiRe-LII model parameters, measuring the incandescence at multiple 
wavelengths significantly increases the reliability of the measurement [61]. 
 Consequently, two-colour LII was also developed to utilize information from more than one 
detection wavelength and reduce the influence of uncertainties. Flower [63] first performed two-
colour pyrometry on soot formed in premixed flames to determine the temperature history of the 
nanoparticles and soot volume fraction. Many studies have subsequently applied two-colour 
pyrometry techniques due to the improved robustness it provides [21,26,36,51]. Consequently, 
experiments have been performed with three-colour [64], four-colour [65], and a streak camera 
(continuous broadband detector) [65] setups that provide even more information across the 
wavelength spectrum. 
 A constant calibration factor is usually applied to experimental data obtained from TiRe-LII 
detector setup to relate the detector signals to spectral incandescence for quantitative analysis. 
Calibration can be carried out indirectly or directly [66]. Indirect calibration involves comparing 
the LII inferred parameters of well-characterized particles to the values obtained from ex situ 
measurements [67]; the LII signals are then appropriately scaled so that LII results match ex situ 
measurements. Direct calibration involves measuring the spectral emission from a radiant source, 
with well known spectral radiance, and ensuring that the measured signal intensities at the 
detection wavelengths match that of the radiant source by scaling each signal accordingly [66,68]. 
The TiRe-LII system can be directly calibrated for absolute or relative sensitivity. Absolute 
sensitivity calibration requires knowing the absolute spectral intensity of the radiant source and 
scaling each detected signal to match the corresponding spectral intensity. However, an absolute 
sensitivity calibration is not required when particle volume fraction is not of interest, in which case 
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a relative sensitivity calibration is sufficient [68]. For a relative sensitivity calibration, only 
knowledge of the magnitude ratio of the intensities at the detection wavelengths, is required. The 
ratio of the LII signals at each detection wavelength is then scaled to match that of the radiant 
source.  
 Mansmann et al. [66] established a robust relative calibration procedure for the PMT detector 
system based on a relative calibration technique developed by Snelling et al. [68]. However, 
experimental results from work by Menser et al. [28] showed that there is a temporal variation in 
the calibration constant during the experiment. Sipkens et al.’s investigation [69] showed that 
polydispersity in the nanoparticle-size distribution is a potential cause of the observed temporal 
variation. Work by Liu et al. [70] supported their finding when they showed that accounting for 
the size distribution of the nanoaerosol is needed for accurate LII analysis.        
1.3 Present work  
Considering the uncertainty in the understanding of TiRe-LII parameters in the literature, the 
overarching goal of the present work is to further develop the TiRe-LII technique for metal 
nanoparticles by regressing the TiRe-LII model to the spectral incandescence data while solving 
for the absorption efficiencies of the nanoparticle using Mie theory, temperature-dependent 
properties, and accounting for the polydispersity of the nanoparticles, thereby improving existing 
TiRe-LII analysis techniques presented in the literature.  
Anomalies that are currently present in LII literature are also investigated through TiRe-LII 
experiments on plasmonic nanoparticles that are not expected to heat up during the experiments. 
This work was carried out with experimental measurements on aerosols of Ni, Fe, Ag, and gold 
(Au) nanoparticles. For added experimental and analytical robustness that reduce the influence of 
uncertainties during analyses, a two-colour detector system obtained from the National Research 
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Council (NRC), was upgraded with an additional detection wavelength. All nanoparticles in this 
work were synthesized in-house through wet chemical synthesis procedures.  
 The rest of the thesis is organized as follows:  Chapter 2 provides the theoretical framework 
for TiRe-LII modelling, consisting of the spectroscopic and heat transfer submodels. The 
spectroscopic model predicts the observed signal of a nanoparticle ensemble at a given temperature 
while taking into account the absorption and emission properties of the nanoparticle. The heat 
transfer model predicts the temperature profile of the nanoparticles by considering the energy 
balance of the system that includes laser heating and cooling by mostly conduction and 
evaporation. The radiative and thermodynamic properties of Ni and Fe nanoparticles are presented.  
 Chapter 3 describes the operation of the TiRe-LII apparatus with a detailed discussion of 
various system components. The aerosol generation process during the experiment is also detailed.  
 Chapter 4 describes the synthesis procedure of the nanocolloids used in this work and reports 
the results from ex situ measurements. The data collection procedure using the TiRe-LII apparatus 
is also described. 
 Chapter 5 presents TiRe-LII results on aerosols of Ni and Fe nanoparticles followed by an 
interpretation of the results. A detailed description of the TiRe-LII analysis procedure used in this 
work is described. Since Fe nanoparticles have been extensively studied in the literature, results 
from the Fe nanoparticle data analysis are compared to the literature.  
 Chapter 6 presents experimental results on aerosols of Ag and Au nanoparticles in an effort to 
isolate a proposed LII signal corruption proposed by Talebi-Moghaddam et al. [58]. A qualitative 
assessment of the experimental results is presented.  
 Chapter 7 provides conclusions of the analysis of the present work and recommends future 
work that can be explored. 
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 Appendices are presented following the described research outcomes. A detailed description 
of the calibration procedure carried out for the TiRe-LII apparatus is described. The mathematical 
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Accurate and robust inference of quantities-of-interest (QoIs) from TiRe-LII data requires accurate 
modelling of the physical processes that underlie the measurement. The overall theoretical 
framework is based on an energy and mass balance of the system [71] that considers the heat up 
of the nanoparticles by laser excitation and their cooling by various heat transfer processes [38], 
which is modelled by a heat transfer submodel that predicts the temperature history of the 
nanoparticle. A spectroscopic submodel then uses the instantaneous temperatures to predict the 
observed instantaneous incandescence signals. This chapter provides an overview of the standard 
TiRe-LII model that is used in the literature.  
2.1 Spectroscopic submodel 
The spectroscopic submodel predicts the emitted spectral incandescence from the laser heated 
nanoparticles within an aerosol. For an optically thin, polydisperse nanoaerosol, the instantaneous 
spectral incandescence, Jλ(t), emitted by the heated nanoparticles is given by [28]       
 ( ) ( ) ( ) ( ) ( )sp p p p
2
p




J t C p d Q d I T t d d dm

 =
     

 ,  (2.1) 
where Cλ is the calibration constant applied to the LII channel equipped with a bandpass filter 
centred at a wavelength λ (cf. Appendix A), Λ is the intensity scaling factor (ISF) that accounts for 
the volume fraction of nanoparticles within nanoaerosol [28,69], dp is the nanoparticle size, p(dp) 
is the probability density function (pdf) of the particle size distribution, mλ, is the complex index 
of refraction of the nanoparticle particle material at wavelength λ, Qabs,λ, is the spectral absorption 
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efficiency, and Ib,λ is the blackbody spectral intensity emitted at the nanoparticle temperature, 
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 Although aerosols are often polydisperse, for a sufficiently narrow pdf, a monodisperse 
approximation can be used to simplify Eq. (2.1) to 
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The blackbody intensity, Ib,λ, of the nanoparticles, surrounded by a non-participating gas medium, 






















where h is Planck’s constant, c0 is the speed of light in a vacuum, λ is the wavelength at which the 
intensity is determined, kB is Boltzmann constant, and Tp is the temperature of the nanoparticle.  
 In the case of spherical particles, the spectral absorption efficiency, is obtained from the exact 
solution provided by Mie theory [72], which is given by the following equations: 











MiQ   is the Mie predicted spectral absorption efficiency, and 
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spectral extinction and scattering efficiencies, respectively, given by 
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where as and bs are the scattering coefficients given by 
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for a surrounding medium of gas, u, the relative refractive index, is equal to the complex refractive 
index, mλ, of  the nanoparticle where  mλ = nλ + ikλ, where n and k are the real and complex indices 
of refraction; xp = πdp/λ is the size parameter, and sψ and sξ are Riccati-Bessel functions of order 
s. 
 However, it is common in LII literature [22,29] to approximate the spectral absorption 
efficiency predicted by the exact solution provided by Mie theory with the Rayleigh approximation 
when |mλ|xp << 1 (phase-shift parameter criterion) and xp << 1 (size parameter criterion) [72,73]. 
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Drude theory can be used to estimate the bulk dielectric properties of metals, from which mλ 
can be determined [28,29,65,74]. In Drude theory, the metal is modelled as a plasma of free 
electrons that collide with massive background ions as they are accelerated and decelerated by an 
electromagnetic wave [72]. Drude theory is generally more accurate for estimating the optical 
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properties of liquid metals compared to solid metals because there is no electron scattering from 
lattice boundaries since the electronic band structure above the Fermi level is absent in the liquid 
state, and there are no surface roughness and contamination effects [75]. Although the theory 
works well for some metals, for example, copper (Cu), liquid Si (which metallizes upon melting) 
[28,65], and Ag [29], it does not apply to transition metals such as Ni and Fe because the d-band 
electrons cross the Fermi-level surface and overlap the conduction band [75], and, consequently, 
the optical properties in the wavelength spectrum important to LII are due to both intraband and 
interband transitions [74]. 
 Instead, the refractive indices are obtained from ellipsometry results in the literature. For both 
Ni and Fe nanoparticles, these properties are obtained from Krishnan et al. [76], who determined 
the optical conductivity and real part of the dielectric property of the metals through laser 
ellipsometric measurements on electromagnetically levitated liquid metals in a vacuum. Figure 2-1 
presents these results and the corresponding E(mλ) values. Results by Miller [74] and Shvarev et 
al. [77] were also considered to show the extent of variability of the optical properties in the 








Figure 2-1: Refractive indices of liquid (a)(left) Ni and (b)(left) Fe [29] and corresponding 
absorption function (a)(right) and (b)(right) [29]. Refer to Appendix E.1 for the relationship 
between optical conductivity, dielectric constants and refractive indices. 
 
 The Rayleigh approximation is usually valid for soot nanoparticles, since the size parameter 
and phase shift criteria are usually satisfied. However, this is not generally the case for metal 
nanoparticles because the phase-shift criterion is not usually satisfied [59]. Figure 2-2  shows that 
the Rayleigh approximation is invalid for liquid Ni particles greater than 40 nm. The Mie theory 






Figure 2-2: Phase-shift parameter of liquid Ni nanoparticles. 
 Absorption efficiencies have been presented with the assumption that the nanoparticles within 
the probe volume exist as spherical monomers, which is sometimes not the case. The monomers 
often assemble into aggregates, in which case other models such as Rayleigh-Debye Gans Fractal  
Aggregate theory (RDG-FA), or Discrete Dipole Approximation (DDA) need to be employed to 
estimate Qabs,λ. RDG-FA determines the absorption efficiency by assuming the aggregates are 
made of identical and independent scattering spheres and the total scattered amplitude is 
proportional to the number of monomers, Np, that make up the aggregate and the total scattering 
intensity is proportional to 
2
pN  [73,79].  DDA discretizes the aggregates into point dipoles and 




2.1.1 Optical pyrometry 
During laser heating, the nanoparticles in the aerosol are at different temperatures depending on 
their size. The pdf of the size distribution, p(dp), which depends on the synthesis procedure of the 
nanoparticles [81,82], is usually approximated as narrow, allowing for an “effective” temperature, 
Tp,eff, of the nanoparticle ensemble to be computed from the incandescence signals through optical 
pyrometry. The effective temperature is meant to provide an indication of the instantaneous 
internal energy of the nanoparticles within the probe volume. However, polydispersity can 
complicate the interpretation of the effective temperature since the pdf representing the 
temperature distribution of the particles at any instant becomes wider with increasing 
polydispersity  (cf. §2.2.2). Nevertheless, many studies [21,29,41,51] have utilized pyrometry for 
particle characterization by fitting the modelled temperature to the experimentally determined 
pyrometric temperature. By measuring incandescence signals at one or more wavelengths, Tp,eff as 
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where 
exp
,wJ  is the experimentally measured incandescence at the w
th wavelength channel and 
mod
λ,wJ  is the modelled incandescence signal at the w
th wavelength given by Eq. (2.1) or Eq. (2.3); 
all variables are time-dependent. When pairs of wavelength incandescence signals are used in the 
Rayleigh limit, the minimization problem can be simplified by a closed-form solution provided by 
two-colour ratio pyrometry, which involves taking the ratio of the signals at the two wavelengths 
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and solving for the time-dependent temperature [59]. By doing this and invoking Wien’s3 
approximation (where the exponential term in Eq. (2.4), exp(hc0/kBλT) >> 1), the effective 
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 Although the ratio of the emission efficiencies, E(m)r = E(mλ,1)/E(mλ,2), can be determined 
from the ellipsometry-derived complex index of refraction or Drude theory, some TiRe-LII studies 
have obtained practical results with E(m)r of unity or close to unity of Fe nanoparticles [26,29,83]. 
Employing Rayleigh approximation for pyrometry to interpret data from metal nanoparticles 





,λQ  to find the effective temperature requires knowledge of the nanoparticle size 
distribution; in this case, an effective diameter, deff, which is commonly defined as the geometric 
mean of the polydisperse aerosol and best represents the diameter of an equivalent monodisperse 
aerosol approximation [33], can be used. Information for deff will have to be informed by prior ex 
situ characterization or chosen so that the effective temperature corresponds to a representative 
thermodynamic temperature of the ensemble [59].   
2.2 Heat transfer submodel 
The heat transfer submodel predicts the temperature history of the nanoparticle ensemble in the 
probe volume by an energy balance on a nanoparticle, schematically shown in Figure 2-3 and 
given by 
 
3 This approximation is accurate to within 1% for λT less than 3000 µm⋅K. 
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 laser p evap p p coe n pint rn d pal ( , ) ( , ) ( , )U q t d q T d q T d ,  (2.13) 
where internalU  is the rate of internal energy change by the nanoparticle, qlaser(t, dp) is the time 
dependent laser energy absorbed by the nanoparticle, and qevap(t, dp) and qcond(t, dp) are energy loss 
from the nanoparticle due to evaporation and conduction, respectively; all energy transfer terms 
depend on nanoparticle diameter.  
Figure 2-3: Schematic of the laser excitation and cooling process of the nanoparticle. 
 
 Other cooling mechanisms such as radiation4, sublimation, thermionic emission, as well as 
other heating terms including, oxidation have been found to be orders of magnitudes less than 
those used in Eq. (2.13) (cf. Figure 2-4) [29,38]. During the heat transfer process, the nanoparticle 
dilates due to the temperature-dependent density. To account for the mass loss due to evaporation, 
Eq. (2.13) is solved simultaneously with a second differential [59], 
 ( )p evap p p,m m T d − ,  (2.14) 
i.e., the rate of change of nanoparticle’s mass, pm , is due to the mass loss by evaporation, evapm .  
 
4 Although radiation is the phenomenon that allows the detection of incandescence, it is still significantly less than the presented 
heat transfer phenomena. 
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Figure 2-4: Plots comparing cooling mechanisms for (a) soot [84] and (b) iron nanoparticles [29].  
 The following sections provide in-depth modelling consideration of terms in Eq. (2.13) and 
Eq. (2.14). 
2.2.1 Internal energy    
The internal energy of the nanoparticles changes over time due to the rate at which energy is lost 
and gained by the nanoparticle over time as a result of the cooling and heating processes and is 
given by 
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and cp(Tp), and ρp(Tp) are the temperature-dependent heat capacity and density of the nanoparticle 




Table 2-1: Density and specific heat of Ni and Fe nanoparticles. 
Property Ni Fe* 
ρp(Tp) [kg/m
3] Tp > Tm: 8981.7 – 0.6441Tp [85] 
Tp < Tm: 8900 [86] 
8171 – 0.64985Tp [85]  
cp(Tp) [J/(kgK)] 
Tp > Tm: 747.15 [87,88]     
Tp < Tm: cf. Figure 2-5 
835 [89]   
*
all properties are as cited by [29]. 
Figure 2-5: Temperature-dependent specific heat of Ni below 1700 K [89].  
2.2.2 Laser energy absorption 
The laser absorption term, qlaser(t, dp), adds energy to the nanoparticle due to the time dependent 
laser excitation and is given by  
 laser p 0 plaseb r
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d
q t d F f t Q dm=  

, (2.17) 


















where F0 is the laser fluence
5, f(t) is the laser temporal profile (typically a Gaussian distribution in 
time), Qabs,λlaser, is the absorption efficiency of the nanoparticle of diameter, dp, at the laser 
wavelength, λlaser. The exact Mie solution or the Rayleigh approximation can be used to compute 
Qabs,λlaser depending on whether or not the phase-shift or size parameter criteria are satisfied [73].  
 When the laser heating model in Eq. (2.17) assumes the nanoparticle absorbs energy in the 
Rayleigh limit, qlaser (t, dp) is proportional to 
3
pd , consequently, there is a volumetric heating of the 
nanoparticle with no temperature gradient, an assumption that is generally accepted in TiRe-LII 
modelling [90,91]. However, this can introduce some inaccuracies determining the temperature of 
metal nanoparticles in a polydisperse aerosol because the different size classes reach different peak 
temperatures, as determined from Mie theory (cf. Figure 2-6), but reach approximately identical 
temperatures when modelled in the Rayleigh regime [59]. This complicates the interpretation of 
the pyrometrically-inferred temperatures that employ the Rayleigh approximation. 
Figure 2-6: Simulated temperatures of Si nanoparticles obtained when absorption of the laser by 
nanoparticles is modelled with (a) Rayleigh approximation (b) Mie theory [59].  
 




2.2.3 Evaporative cooling 
The evaporative cooling term, qevap(t, dp), removes energy from the nanoparticle through 
evaporative mass loss (cf. Figure 2-3). It is modelled as the product of the amount of energy 










=  , (2.18) 
















and Href and Tref are the molar enthalpy of evaporation and temperature of the nanoparticle, 
respectively, taken at a reference point of the saturated vapour, and Tcr is the critical temperature 
of the nanoparticle; mv is the molar mass of the evaporated species, and dmp/dt is the rate of mass 









=   , (2.20) 
such that the mass loss is equal to the mass evaporated, and NA is Avogadro’s number. Transport 
occurs in the free molecular (Knudsen) regime because the size of the nanoparticle is much smaller 
than the evaporative mean free path of the evaporated species (cf. Refs. [93–95]). Consequently, 
v















 ,  (2.21) 
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where β is the evaporation coefficient that defines the fraction of evaporative species that condense 
after a collision [95], which is commonly taken to be unity [38]6  [29], nv and cv are the molecular 
number density and the mean thermal speed of the evaporative species respectively, kB is the 
Boltzmann constant and pv is the vapour pressure of the evaporative species. Assuming quasi-
equilibrium of the nanoparticle at the liquid-vapour interface, pv, can be determined by the 

















,  (2.22) 
where R is the universal gas constant, pref and Tref are the pressure and temperature, respectively, 
taken at a reference point for the saturated vapour. However, some uncertainties have been reported 
when using the Clausius-Clapeyron equation to model the vapour pressure as a function of 
temperature [28]. The vapour pressure needs to be adjusted to account for the increase in surface 



















  (2.23) 
where pv,o is the unadjusted vapour pressure of Eq. (2.22), γs(Tp) is the temperature-dependent 
surface tension of the nanoparticle, and Rs is the specific gas constant of the surrounding gas. 
 Having defined the evaporation model, evap p p( , )m T d from Eq. (2.14) can now be defined as  
 
evap p





m T d m
H
 , (2.24) 
 
6 This reference referred to the evaporation coefficient as a mass accommodation coefficient. 
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which connects the change in mass to the mass loss from evaporation. The instantaneous diameter 
is solved for by rearranging Eq. (2.16) for dp. 
 The values of all evaporative related cooling for both Ni and Fe nanoparticles are listed in 
Table 2-2 below. 
Table 2-2: Evaporation model related properties of Ni and Fe. 
Property Ni Fe*  
Tref [K] 3186.15[86]  3134 [100] 
Href [J/mol] 378 × 106 [101]  340 × 106 [100] 
Pref [Pa] 101325 101325 
Tcr [K] 3186.15 [102] 9340 [102]  
γs(Tp) [N/m] (1826 – 0.346(Tp – Tm)).(10
-3) [103]  1.826 – (Tp – Tm).(0.35).(10
-3) [104]  
mv [kg] 9.7462 × 10-26 9.2733 × 10-26 
*
all properties are as cited by [29]. 
2.2.4 Conductive cooling  
The conductive cooling term, qcond(t, dp), models the removal of energy from the nanoparticle 
through motive gas molecule collisions with the nanoparticle (cf. Figure 2-3); consequently, at this 
scale, the conductive cooling is modelled in the free molecular (Knudsen) regime. In the Knudsen 
regime, the nanoparticle, with a characteristic length, L, taken as the radius of the nanoparticle, is 
much smaller than the conductive mean free path, λMFP (cf. Appendix D.1), of the motive gas, i.e., 
the Knudsen number, Kn = λMFP/L >>1 [91], in which case the gas molecules conduct heat from 
the nanoparticle by colliding and scattering off the surface of the nanoparticle. (When Kn ≈ 1, or 
Kn << 1, conduction occurs in the transition and continuum regime, respectively [91]). A rigorous 
thermodynamic derivation of the free molecular conduction model is provided by Filippov and 
Rosner [79] and further detailed by Liu et al. [91] and is presented as  
 pcond B
2
p p gp g p( ), 2 ( )
"
gq T t d α N k T t T U T Ud Tπ ,  (2.25) 
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where kB is Boltzmann’s constant, Tp(t) is the time-dependent nanoparticle temperature, Tg is the 
temperature of the motive gas, dp is the diameter of the nanoparticle, U(T) is the internal energy of 
the incident and scattered gas molecule, α is the thermal accommodation coefficient that defines 
the efficiency of energy transfer when an incident gas molecule scatters from the heated 
nanoparticle, and 
"

















where ng and cg are the molecular number density and the mean thermal speed of the motive gas 
molecules, respectively, kB is the Boltzmann constant and pg is the partial pressure of the motive 
gas.  
 The quantity [2kB(Tp(t) – Tg) + U(Tp) – U(Tg)] in Eq. (2.25) is the maximum average energy 
that can be transferred from a heated nanoparticle with energy, Eo, to an incident gas molecule 
with energy, Ei, [91], i.e. 
maxo i
E E , that is adjusted by α, which takes into account the imperfect 
energy transfer between the nanoparticle surface and a scattering gas molecule. Daun [43] 
calculated this term via molecular dynamic (MD) simulations, noting that the gas molecule can 
accommodate the energy of the nanoparticle in the normal-translational and tangential-
translational directions, as well as in its rotational degrees-of-freedom (cf. Figure 2-7); the total 
maximum energy transfer is then the sum of the maximum energy transfer accommodated into 
each of the three modes. The normal- and tangential-translational modes both maximally 
accommodate kB(Tp – Tg) and the rotational mode maximally accommodates (ζrot/2)kB(Tp – Tg), 
where ζrot is the number of rotational degrees-of-freedom with ζrot = 0 for monoatomic gases such 
as Ar, He and Ne; ζrot = 2 for linear polyatomic gases such as CO, N2, and CO2; and ζrot = 3 for 
non-linear polyatomic gases such as CH4 and C2H6. 
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Figure 2-7: Gas molecules collisional degrees-of-freedom (DOF). 
 Although the gas molecules have an internal vibrational degree-of-freedom, the molecules 
were modelled as rigid bodies, and MD results showed that the vibrational accommodation is 
indeed insignificant when the results closely agreed with experimental data in the absence of 
tuning or heuristics, as shown in Figure 2-8. 
Figure 2-8: Molecular dynamics simulation results for the thermal accommodation coefficient of 
soot in different motive gases [43]. 
 
 Note from Figure 2-8 that the general trend for the TACs shows an increase with specific mass, 
μ (the ratio of the mass of the gas molecule to the molar mass of the nanoparticle material), and 
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the more complex the gas molecule is, the lower the TAC. This reveals that energy is more readily 
accommodated into the translational modes of gas molecules compared to the internal modes of 
polyatomic molecules. These trends have also been observed for metal nanoparticles [47]. 
Therefore, the maximum energy transfer is defined as  
 ( ) ( )( ) ( )rot rotB p g B p g B p gmax 2 22 2o iE E k T T k T T k T T
 
− = − + − = + − 
 
 
.  (2.27) 
The conduction model then becomes  
 ( ) gcond p p m x
2 "
p a
, o idq T d N E E= − .  (2.28)  
 The differential equations of the heat transfer model can then be numerically solved with 
various methods, including Eulers’ method, Runga-Kutta, implicit methods [105], or variable-step, 
variable-order method [106], the latter of which is used in this work and implemented in 
MATLAB© [107] with the “ode113” function, with initial conditions defined as the state of the 
probe volume at an initial temperature which could be either the gas temperature when simulating 
the laser heating, or the nanoparticle ensemble peak temperature when simulating only cooling.  
 The evaporation and conduction heat transfer rates from the nanoparticle vary in magnitude 
depending on laser fluence used for particle heating. Sipkens et al. [108] defined three fluence 
regimes that occur during the laser heating: the low fluence regime where the temperature of the 
nanoparticle increases linearly with laser energy, with conduction being the dominant cooling 
mechanism; the high fluence regime where the evaporative cooling balances the laser heating; and 
the moderate fluence regime that is a transition between the low and high fluence regimes. In all 
cases, other known and unknown phenomena of non-incandescent origins maybe be occurring 
during laser heating [24,28,109]. Additionally, at higher fluences, the effects of sublimation and 
evaporation can complicate results; for this reason, some LII studies avoid investigations in the 
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high fluence regime when sizing nanoparticles [21,38,70]. However, high fluence experiments 
have been carried to construct fluence curves for the laser-heated nanoparticles, where a plateau 
regime is expected in the vicinity of the boiling point of the material [61,110]. Although some 
degree of superheating is expected because heat is being added to the nanoparticle by the laser 
faster than it can be removed by evaporation under such non-equilibrium conditions [28], as seen 
in Figure 2-9. The evaporation from the nanoparticle is limited by Clausius-Clapeyron equation 
(cf. Eq. (2.22)) [29] and the extent of superheating depends on the temporal width of the laser 
pulse. A plateau regime starts to appear above the boiling point, Tb, of the material. 
Figure 2-9: Simulated fluence curve for 25 nm Ni nanoparticle. Excessive absorption at the laser 
wavelength was accounted for during simulation (cf. §5.2.1). 
 
2.3 Summary  
This chapter described the TiRe-LII model, which included the spectroscopic and heat transfer 
submodels. Both Rayleigh and Mie theories were presented for determining the absorption 
efficiencies of the nanoparticles, although the Rayleigh approximation is not usually applicable 
for metal nanoparticles. The two-colour pyrometry method was also presented. The optical 
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properties for Ni and Fe nanoparticles were plotted and the data showed some variability in the 
literature for the refractive indices of the metals. 
 The description of the heat transfer submodel showed that cooling was mostly due to 
conduction and evaporation, which both take place in the free molecular regime due to the small 
length scale of the nanoparticle. The conductive cooling occurs as gas molecules scatter off the 
surface of the nanoparticle with an efficiency defined by the thermal accommodation coefficient. 
The results from the literature showed that the TAC increases with the mass of the gas molecule, 
with energy being more readily accommodated into the translational modes, causing a lesser TAC 
for systems of complex gas molecules. It was noted that evaporation from the nanoparticle 
dominates cooling at higher fluences, where non-equilibrium conditions are present, causing the 
superheating of the nanoparticle by the laser. In this work, these phenomena and other trends 
presented in this chapter are discussed in context with the TiRe-LII analysis of the experimental 












 TiRe-LII experimental apparatus 
 
TiRe-LII experimental apparatus   
The experimental apparatus used in this work includes a two-colour TiRe-LII system obtained 
from the National Research Council (NRC) that was modified into a three-colour system and 
calibrated, and an aerosol generation system that aerosolized nanocolloids of Ni, Fe, Ag, and Au 
nanoparticles synthesized through wet chemical synthesis. This chapter presents the modification 
process of the TiRe-LII system, and a description of its operation and that of the nanoaerosol 
generator used to aerosolize the synthesized nanocolloids discussed in Chapter 4. 
3.1 The TiRe-LII laser excitation and detection system 
A two-colour TiRe-LII system (cf. Figure 3-1) was acquired from the National Research Council 
(NRC) and modified to a three-colour system and calibrated. It consists of a mobile optical 
breadboard with an optical network arrangement. The optical network broadly consists of a laser 
propagation pathway (or optical chain), the sample cell (or aerosol chamber) and the detection 





Figure 3-1: The TiRe-LII system acquired from NRC. 
 




Table 3-1: Components of the optical network. 
Part Component Identity 
A 1064 nm Nd: YAG laser 
B Half-wave plate #1 
C Polarizer 
D Half-wave plate #2 
E Beam dump 
F 1064 nm mirror #1 
G 2.4 mm ×1.5 mm ceramic slit 
H 250 mm focal length plano-convex lens 
I 1064 nm mirror #2 
J Sample cell (cf. §3.1.2) 
K Detector system (cf. §3.1.3) 
L 670 nm laser diode 
M Iris diaphragm 
     The following subsections provide a detailed description of the function of each optical 
component in the optical network.  
3.1.1 Laser beam propagation  
The 1064 nm neodymium-doped yttrium aluminum garnet (Nd:YAG) laser (Big Sky Ultra CFR 
laser system) consists of a laser head and an integrated cooling and electronics (ICE) unit. The Nd: 
YAG laser works by flashing a noble gas-filled lamp (flashlamp) at a set pulse repetition frequency 
(PRF) in the proximity of an Nd: YAG crystal laser rod. The rod is pumped by absorbing the 
broadband graybody radiation from the flashlamp, which momentarily excites the neodymium ions 
that have a radiative lifetime of about 250 μs. Photons are then extracted from the rod in its laser 
resonator through a controlled stimulated emission (Q-switching). Q-switching produces a pulsed 
population inversion by allowing the rod in the laser resonator to acquire a sufficient gain to 
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overcome oscillation losses. Operating the Q-switch at a prescribed time delay after the flashlamp 
flashing controls the output laser energy by lasing within a specific time (delay) of the neodymium 
half-life [111].    
 The ICE unit controls the Q-switch delay and PRF, and provides cooling water to the laser 
head. The Q-switch is set at a nominal value of 135 μs, and the PRF is set to 20 Hz. This results in 
a 20 Hz lasing frequency with a maximum output energy of approximately 7.5 mJ, at the position 
of particle heating (probe volume) and a laser time profile, f(t), with an FWHM of 8 ns, as shown 
in Figure 3-3, measured by a photodiode (PDA50B2 Amplified detector – Thorlabs). 
Figure 3-3: Laser temporal profile. 
 
 The ICE unit settings are maintained during experiments, and the maximum laser energy is 
controlled by an adjustable half-wave plate and polarizer arrangement (parts B, C, and D in Figure 
3-2). The first half-wave plate converts the vertical polarization of the laser output beam into a 
polarization consisting of both vertical and horizontal components. The relative magnitudes of 
these components are defined by the half-wave plate control knob (cf. Figure 3-4). The beam then 
passes through the angled polarizer (Figure 3-2, part C) that dumps the vertically polarized 












Figure 3-4: Adjustable half-wave plate. 
component and transmits the horizontal component. The second half-wave plate was set to 
vertically polarize the experimental laser beam (i.e. the beam that heats up the nanoparticles). 
Although the second half-wave plate is unnecessary, the windows of the sample cell were designed 
to minimize the reflectivity of vertically polarized light7 (cf. §3.1.2). 
 The first mirror (Figure 3-2, part F) is angled to deflect the laser beam by 90o through a 2 mm 
tall by 1.5 mm wide ceramic slit (Figure 3-2, part G). The slit prevents diffraction around the beam 
edges to promote a spatially-uniform beam fluence by transmitting only the central, more uniform 
portion of the laser beam. This prevents non-uniform heating of particles at the probe volume 
defined within the sample cell (cf. §3.1.2), which can affect the TiRe-LII technique [112]. The 
laser beam is relay-imaged from the ceramic slit to the probe volume by a plano-convex lens with 
a focal length of 250 mm (Figure 3-2, part H). The plano-convex lens is placed half-way between 
the ceramic slit and the probe volume to achieve an approximate 1:1 magnification at the probe 
volume. The resulting beam cross-section at the probe volume was approximately 2 mm by 1.2 
 
7 This was done to ensure maximum scattering from vertically polarized light [72] for the Rayleigh scattering measurements that 




mm, and the energy distribution in the vicinity of the probe volume, measured with a coherent 
beam laser-cam, is shown in Figure 3-58. Some non-uniformities can be observed in the top right 
corner of the laser profile. The second mirror (Figure 3-2, part I) is used to deflect the laser beam 
by 90o into the sample cell where the nanoaerosol is heated up. During experiments, the laser 
energy per pulse was measured with a pyrometric sensor connected to a laser energy meter (J-
25MB-IR Feildmax II Coherent).  
Figure 3-5: Laser beam profile measured at the probe volume.  
3.1.2 Sample cell 
The semicircle notch on the optical breadboard, shown in Figure 3-2, accommodates the sample 
cell. The cell encloses the probe volume from where incandescence is detected when the 
nanoaerosol is heated. The probe volume is defined by the intersection focal point of the collection 
optics (detection solid angle) and the laser (cf. Appendix C.3). The cell has three ports (cf. Figure 
3-2, part J); all ports are equipped with fused silica glass windows. The glass windows over the 
laser entrance and exit apertures are positioned at Brewster’s angle to minimize laser beam 
reflection and maximize transmitted laser energy to the probe volume. The detection glass window 
is normal to the angle of incidence, and the port has been angled by 35o forward scattering angle9, 
 
8 This image data was measured at NRC where the position of the plano-convex lens was slightly different. 
9 The scattering of light by a small particle is angle dependent [72].  
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with respect to the direction of laser propagation, to face the collection optics of the detection 
system. The cell was equipped with two additional ports: the aerosol entrance, at the top of the 
cell, and the exit, at the bottom of the cell. Figure 3-6  shows the sample cell installed on the optical 
table. Due to the small size of the sample cell, laser energy measurements could not be taken 
directly at the probe volume within the sample cell. Rather, energy measurements were taken at 
an earlier point in the optical chain and energy losses of up to 10%, due to optical components, are 
included when calculating the laser energy at the probe volume. 
Figure 3-6: Aerosol sample cell. 
3.1.3 Detection system 
The detection system captures the incandescence emitted by the heated particles in the probe 
volume. It demultiplexes the broadband incandescence radiation into spectral widths defined by 
the optical components and their arrangement within the system.  The detection system is a metal 
box consisting of five ports for positioning the collection optics, a laser diode, and three PMTs, as 
shown in Figure 3-7. Within the metal box are two dichroic mirrors and bandpass filters that 













Figure 3-7: Detection system optics. 
 
 The collection optics assembly was configured for a 2X magnification of a 1 mm diameter 
aperture using a pair of 50 mm diameter achromatic10 lenses of focal lengths 210 mm and 100 mm. 
Light entering the detection system through the optics is magnified, focused onto a 40 mm diameter 
lens, and collimated and imaged onto optical components within the system. The collection optics 
were operated at infinite conjugates, i.e., objects within the probe volume and their image produced 
within the demultiplexer box are at conjugate planes.  
 
10 This was to ensure that all the wavelengths were focused at the same distances. 
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3.1.3.1 Photomultiplier tube detectors  
The detection system detects incandescence with photomultiplier tubes (PMTs), arranged as 
shown in Figure 3-7. PMTs amplify incident light based on the principle of the photoelectric effect 
and secondary emissions. Photons of light that enter the tube excite electrons in a photocathode, 
emitting photoelectrons through the photoelectric effect. The emitted photoelectron beam is 
focused and accelerated by electrodes onto a series of dynode stages; at each stage, each 
photoelectron excites more electrons (secondary emissions), resulting in an amplification effect. 
After the last dynode stage, the electrons are collected at an anode that induces a detectible current 
[113]. A schematic of the process is shown in Figure 3-8. 
Figure 3-8: Schematic of a photomultiplier tube [66]. 
 
 While the induced current output by the PMTs should ideally be proportional to the intensity 
of the incident light, this is not always the case. PMTs are prone to non-linear behaviour due to 
several phenomena: Photocathode resistivity increases with incident photon flux, resulting in less 
emitted photoelectrons [66]. In some cases, when the electron multiplier gain is too high, space-
charge effects at the last dynode stage can limit the anode current [66]. There is sometimes a high 
photon flux at peak incandescence and non-linear behaviour at lower light levels [114]. For these 
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reasons, care must be taken when operating the PMTs during experiments by ensuring high-
intensity signals are attenuated by neutral density (ND) filters and avoiding high PMT gains. 
Appendix C.2.1 provides the manufacturer-specified operating conditions for PMTs. The PMTs 
used in the detection system have a built-in high-voltage power supply and a voltage divider 
circuit. A voltage box is used to adjust the PMT electron gains by controlling the voltage supplied 
to the voltage divider circuit. An oscilloscope (HDO6104 1 GHz High Definition Oscilloscope – 
Teledyne) with a 50 Ω coupling converts the induced currents in the PMTs into digitized voltage 
readings.  
 The detector system initially consisted of two PMTs equipped with bandpass filters that 
defined the detection wavelengths. This was later modified to three detection wavelengths. The 
following paragraphs describe the demultiplexing mechanics of the two-colour system and the 
modified three-colour system. 
3.1.3.2 Two-colour detection system 
The two-colour detection system consists of PMTs 1 and 2 installed, as shown in Figure 3-7, and 
Figure 3-9 shows a schematic of radiation demultiplexing in the two-colour system. The collimated 
radiation entering the detection system through the collection optics is incident on the first dichroic 
mirror (angled at 15o CCW), which is a long pass filter with a cut-off wavelength at 486 nm. The 
short wavelength radiation is reflected onto a bandpass filter with a center wavelength of 419.9 
nm and a spectral width of 14.5 nm and is focused by a plano-convex lens, with a 50 mm focal 
length, onto the first PMT (Hamamatsu H5783-03 bialkali photosensor module). The long 
wavelength radiation is transmitted through the mirror and imaged onto the second dichroic mirror  
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Figure 3-9: Two-colour LII detection system (cf. Figure 3-7 for part labels). 
 
(angled at 15o CW) that is a long pass filter11 that reflects radiation onto a second bandpass filter 
with a center wavelength of 750 nm and a spectral width of 50 nm. The radiation is then focused 
by a plano-convex lens with a 50 mm focal length onto the second PMT (Hamamatsu H5783-20 
bialkali photosensor module).  
3.1.3.3 Three-colour detection system 
The three-colour detection system consists of all three PMTs in Figure 3-7. The choice of detection 
wavelengths during the modification process considered the following: 
I. Liu et al. [115] showed, through sensitivity and shot noise analyses, that more accurate LII 
results are achieved when selected detection wavelengths are as far apart as possible.  
II. Since the excitation wavelength (i.e. the laser wavelength) is at 1064 nm, none of the 
selected detection wavelengths should be within the spectral vicinity of 1064 nm or its 
 
11 Information of the cut-off wavelength was not available.  
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harmonics to avoid the excitation laser from contaminating the detected incandescence 
signal. 
     Considering the above points, the shortest detection wavelength was chosen as 445 nm, and the 
longest detection wavelength was chosen as 747 nm12. A third detection wavelength should be 
chosen to be equidistant between the shortest and longest detection wavelength and out of the 
vicinity of 532 nm (the second harmonic of the 1064 nm laser pulse). A 597 nm detection 
wavelength fits both criteria; however, limited by choice of available bandpass filters, an effective 
center wavelength of 625 nm was achieved by combining a long pass dichroic mirror with a cut-
off wavelength at 640 nm and a bandpass with a center wavelength at 650 nm. Note that all optical 
components are spectrally characterized before installation to ensure proper calibration (cf. 
Appendix C.1.2).  
 Figure 3-10 shows a schematic of radiation demultiplexing in the three-colour system. 
Collimated radiation entering the detector system through the collection optics is incident on the 
dichroic mirror (angled at 15o CCW), which is a long pass filter with a cut-off wavelength at 486 
nm. The short wavelength radiation is reflected onto a bandpass filter with a center wavelength of 
445 nm and a spectral width of 32 nm and then focused by a plano-convex lens with a 50 mm focal 
length onto the first PMT (Hamamatsu H5783-03 bialkali photosensor module). The longer 
wavelength radiation is transmitted and incident on the dichroic mirror (angled at 15o CW) that is 
a long pass filter with a cut-off wavelength at 640 nm. The reflected radiation is incident onto a 
second bandpass filter with a center wavelength of 650 nm and a spectral width of 70 nm and then 
focused by a plano-convex lens with a 50 mm focal length onto the second PMT (Hamamatsu    
 
12 These choices were limited by the available bandpass filters. 
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Figure 3-10: Three-colour LII detection system (cf. Figure 3-7 for part labels). 
H5783-01 bialkali photosensor module). The longest wavelength radiation (beyond the 640 nm 
cut-off wavelength of the second dichroic mirror) is transmitted and incident on a third bandpass 
filter with a center wavelength of 650 nm and a spectral width of 70 nm and then focused by a 
plano-convex lens onto the third PMT (Hamamatsu H5783-01 bialkali photosensor module).  
 The three-colour detection system was calibrated following the procedure of Mansmann et al. 
[66]. The transmittance of the optical components within the detector system and the details of the 
calibration process are described in Appendix C.1.2. Calibration results suggested that the 650 nm 
PMT channel did not have a reliable calibration factor. After all troubleshooting efforts, it was 
concluded that quantitative analysis would be conducted with only two colours with detection 
wavelengths at 445 nm and 747 nm13. The laser propagation path was aligned to ensure that the 
laser and the focal point of the collection optics intersected. This defined the probe volume from 
 
13 A calibrated spectrometer was used to accurately determine the center wavelengths of the bandpass filters (cf. Appendix C.1.1). 
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which incandescence information was captured. The alignment process is discussed in Appendix 
C.3.  
3.2 Aerosol generation system 
The metal nanoaerosols were generated by aerosolizing a metal nanocolloid with a pneumatic 
atomizer (TSI Model 3076) and drying the nanoparticle with a diffusion dryer, as seen in Figure 
3-11. The nanocolloid was aerosolized by passing a motive gas, at a pressure of 25 psi, through 
the atomizer. As the gas expands through an orifice to form a high-velocity jet, the nanocolloid is 
driven upstream and atomized by the jet.  Large droplets are removed by impaction on the wall 
opposite the jet (cf. Figure 3-11). Excess liquid is drained at the bottom of the atomizer back into 
the nanocolloid, and small droplets, with a mean droplet diameter of 0.35 µm (for an aqueous 
nanocolloid), flow upstream [116]. The nanocolloid critical concentration, conccr, in mg of 











where ρp and dp are the nanoparticle’s density and diameter, respectively, and ds is the diameter of 
the nanocolloid solvent droplet. This produces, on average, one nanoparticle per droplet. However, 
the drainage of excess fluid dilutes the nanocolloids overtime during the aerosolization process. 
The wet aerosol14 passes through a diffusion dryer filled with desiccant surrounding the aerosol 
flow path to evaporate the solvent surrounding the nanoparticles before flowing into the sample 
cell. It should be noted that the motive gas used to aerosolize the nanocolloid can affect the final 
volume fraction within the sample cell due to the nature of the aerosolization process. The heavier  
 
14 The wet aerosol refers to the aerosolized nanoparticles within solvent droplets. 
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Figure 3-11: Aerosolization setup. 
 
the gas molecule, the more nanocolloids are drawn upstream as the gas expands due to viscous 
effects. 
 After the sample cell, the nanoaerosol is bubbled through water to extract most of the 
aerosolized nanoparticles. An exhaust vent is operated over the bubbled water to exhaust any 
nanoparticles that escape from the water. The bubbling water also acts as an indication that the 
system is gas-tight during experiments. Note that although the motive gas is passed through the 
atomizer at 25 psi, the sample cell is at atmospheric pressure. 
3.3 Summary 
This chapter outlined the different components that make up the TiRe-LII apparatus. The optical 
























controlling optics. Each optical component and its function in the laser optical chain were 
discussed. The architecture of the sample cell that encloses the LII probe volume was also 
presented. The optical network within the detection system and its components, including the 
PMTs, dichroic mirrors and bandpass filters, were described. The considerations during the 
modification process from a two-colour to three-colour LII system were described, and the 
calibration and validation of the detection system are presented in Appendix C.4.  
 The operation of the aerosol generator was presented along with considerations of the required 
nanocolloid concentration. Following the preparation and validation of the TiRe-LII apparatus, the 
nanocolloids were synthesized through wet chemical synthesis, and LII experiments were 













 Experimental procedure and data collection 
 
Experimental procedure and data collection 
The LII apparatus presented in the previous chapter is used to characterize laser-induced emissions 
from aerosolized metal nanoparticles. These include aerosols of Ni and Fe nanoparticles to infer 
the size distribution and thermal accommodation coefficient (TAC) in various motive gases and 
laser fluences, and aerosols of Ag and Au nanoparticles to investigate LII signal corruption. The 
aerosol generator produced nanoaerosols from nanocolloids synthesized by reducing an 
appropriate precursor, usually a salt of the metal, and capped with a polymer or surfactant material 
to prevent agglomeration or aggregation15. This chapter describes the synthesis procedure of the 
nanocolloids, presents ex situ characterization measurements, and describes the LII data collection 
procedure. 
4.1 Synthesis of nanoparticles 
4.1.1 Synthesis of Ni nanoparticles  
The Ni nanocolloid was synthesized using a customized synthesis procedure, based on Refs. [117–
122], by considering the effect of solution medium, reaction temperature, surfactant, and molar 
ratios. The precursors used included Ni (II) chloride (NiCl2), hydrazine monohydrate (N2H4.H2O), 
sodium hydroxide (NaOH), and polyvinylpyrrolidone (PVP-K30). The reaction took place as 
follows [120]. 
 2+ -2 4 2 22Ni + N H + 4OH 2Ni + N + 4H O .  (4.1) 
 
15 Agglomeration refers to particles loosely attached by weak forces such as Van der Waals forces and aggregates refers to particles 
tightly held together by strong forces such as covalent or metallic bonds [181]. 
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Upon the addition of each precursor, the solution changed colour, as shown in Figure 4-1. 
Figure 4-1: Solution colour change during the synthesis of Ni nanoparticles. 
 
 A 50 ml aqueous solution16 of 0.16 M of NiCl2 was prepared under vigorous mechanical 
stirring and heated to 85oC under reflux, resulting in a clear green solution (cf. Figure 4-1 (a)). 
NiCl2 was reduced by gradually adding (dropwise) N2H4.H2O to the solution resulting in a 
N2H4/Ni
2+ molar ratio of 7 (this results in excess17 N2H4) and producing a cloudy blue solution (cf. 
Figure 4-1(b)). An aqueous solution of NaOH, which acts as a catalyst, was added to the solution 
resulting in a NaOH/Ni2+ molar ratio of 5 and producing a cloudy green solution (cf. Figure 4-1 
(c)). (A minimal amount of ultrapure water (Millipore) was used in preparing aqueous NaOH). 
The solution was stirred and heated until it turned black, indicating the formation of zero-valent 
Ni nanoparticles (cf. Figure 4-1 (d)). A 5 ml solution of PVP-K30 with a PVP-K30/Ni2+ molar 
ratio of 8, was prepared and added to the solution to stop the reaction and suppress sintering. The 
resulting nanocolloid was washed twice with ultrapure water using a centrifuge and finally 
dispersed in ultrapure water. The Ni nanocolloid was sampled onto TEM copper grids for ex situ 
characterization.  
 
16 The aqueous solutions were prepared by dissolving the solutes in ultrapure water (Millipore) unless otherwise mentioned. 
17 All reducing agents for the nanoparticle synthesis are added in excess to ensure a complete reduction of the metal salt precursor. 
a b c d 
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 It was not necessary to perform the synthesis under an inert atmosphere to prevent oxidation 
as the reduction reaction produced nitrogen gas, as seen from Eq. (4.1), which acts as an inert 
reaction atmosphere.  
4.1.2 Synthesis of Fe nanoparticles 
The Fe nanocolloid was synthesized using a customized procedure based on Refs. [123–128]. The 
precursors included iron (II) sulphate heptahydrate (FeSO4.H2O), sodium borohydride (NaBH4), 




2Fe + BH + 4H 2Fe O + B OH + 2H   (4.2) 
 A solution of 8.29 g of FeSO4.H2O and 70 ml of ultrapure water was prepared under an inert 
atmosphere and magnetic stirring. Carboxymethylcellulose (CMC) was added to the solution (1.1 
wt% of the total solution weight) to prevent agglomeration and/or aggregation.  Separately, a 30 
mL solution of NaBH4 was prepared for a molar ratio of BH4
+/Fe2+ = 5; this resulted in excess of 
NaBH4. This solution was gradually added (dropwise) to the FeSO4.H2O + CMC solution to reduce 
FeSO4.H2O. The reaction was allowed to continue under magnetic stirring until it turned black (cf. 
Figure 4-2), indicating the formation of zero-valent Fe nanoparticles. 
 Figure 4-2: Fe nanocolloid 
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 The resulting nanocolloid was washed twice with ultrapure water using a centrifuge and finally 
dispersed in ultrapure water. The Fe nanocolloid was sampled onto TEM copper grids for ex situ 
characterization.  
4.1.3 Synthesis of Ag nanoparticles 
Positively- and negatively-charged Ag nanoparticles were synthesized to investigate LII signal 
corruption from non-incandescent sources since some of these, such as Bremsstrahlung, are 
expected to be charge-dependent [58]. Negatively-charged Ag nanoparticles were synthesized 
according to Ref. [129]. An aqueous solution of silver nitrate, AgNO3, was prepared by dissolving 
170 mg of AgNO3 in 170 mL of deionized (DI) water. More DI water was then added to yield a 
final volume of 1000 mL. The solution was put under magnetic stirring, heated to 90oC and brought 
to a boil. A solution of 1% trisodium citrate, Na3C6H5O7, was prepared by dissolving 200 mg of 
Na3C6H5O7 in 20 mL of DI water and added to the boiling AgNO3 solution. The Na3C6H5O7 
solution acted as reducing agent and anionic surfactant/capping agent. The chemical reaction was 
allowed to continue under magnetic stirring and heating for 1 hr resulting in a milky yellow 
solution, as seen in Figure 4-3(a), indicating the presence of Ag nanoparticles. The solution was 
allowed to cool to room temperature and the negatively-charged Ag nanocolloid was sampled onto 
TEM copper grids for ex situ characterization. 
 Positively-charged Ag nanoparticles were synthesized using a customized procedure based on 
Refs. [130–135]. A 25 mL aqueous solution18 of 5 mM AgNO3 and a 25 mL of 1 mM of 
cetrimonium bromide, CTAB (acting as a cationic surfactant/capping agent), were prepared 
separately and mixed under magnetic stirring (Solution A). A 25 mL solution of 15 mM NaBH4 
 
18 The aqueous solutions in this synthesis were made with DI water. 
53 
 
(acting as a reducing agent) and another 25 mL of 1 mM CTAB were prepared separately and 
mixed under magnetic stirring (Solution B). Solution A and B were then mixed under magnetic 
stirring for 100 min resulting in a clear brown solution, as seen in b. The negatively-charged Ag 
nanocolloid was sampled onto TEM copper grids for ex situ characterization.   
Figure 4-3: (a) Negatively- and (b) Positively-charged Ag nanocolloids. The colour difference is 
due to the different sizes of the Ag nanoparticles (cf. §4.2.2). 
 
4.1.4 Synthesis of Au nanoparticles 
Only negatively-charged Au nanoparticles were synthesized. Negatively-charged Au 
nanoparticles were synthesized according to Ref. [136]. A 50 mL aqueous solution of Chloroauric 
acid, HAuCl4, (0.1 % by weight of solution) and a 0.5 mL aqueous solution of trisodium citrate, 
Na3C6H5O7, (1 % by weight of solution) were prepared using ultrapure water. The HAuCl4 solution 
was heated to boiling, and the Na3C6H5O7 solution was added. After 25 s the boiling solution 
turned faint blue, indicating nucleation had begun, and after approximately 70 s the solution turned 
dark red (turns brilliant red upon dilution), as seen in Figure 4-4, indicating the formation of Au 
nanoparticles. The solution was allowed to cool to room temperature and washed twice with 
ultrapure water using a centrifuge and finally dispersed in ultrapure water. The Au nanocolloid 




Figure 4-4: Negatively-charged Au nanocolloid. 
 
4.2 Ex situ characterization of nanoparticles  
The synthesized nanoparticles were characterized using four ex situ characterization techniques, 
including transmission electron microscopy (TEM), dynamic light scattering (DLS), ultraviolet-
visible (UV-Vis) spectroscopy, and zeta potential analysis.  
 In transmission electron microscopy (TEM) an electron beam is generated with an electron 
gun and focused onto a sufficiently thin sample to be imaged. Some of the electrons are scattered, 
absorbed, or transmitted. The transmitted electrons and their energies provide information about 
the sample since different parts of the sample transmit electrons with varying magnitudes. A 2D 
image is then generated as the transmitted electrons are imaged onto a detector [137]. 
 Dynamic light scattering (DLS) is a technique used to measure the size distribution of 
suspended particles in a colloid. It operates on the principle of Brownian motion. Larger particles 
diffuse through the solution (i.e. undergo Brownian motion) slower than smaller particles. The 







19 The hydrodynamic diameter is the size of the sphere that diffuses at the same rate as the particle. 
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where dh is the hydrodynamic diameter of the particle, kB is Boltzmann’s constant, η is the viscosity 
of the solvent, T is the temperature of the solution, and D is the diffusion coefficient of the particle. 
The diffusion coefficient is determined by the scattering of light by the particles. A laser is passed 
through a sample of the nanocolloid and the scattering intensities of the suspended particles are 
measured over time. Smaller particles cause more rapid fluctuations in the scattered light than 
larger particles. An auto-correlator quantifies the change in scattered light intensity over time to 
determine the diffusion coefficient  [138–140]. Because DLS measures the hydrodynamic 
diameter of the particle, the core particle and any surface material cannot be differentiated.  
 Ultraviolet–visible (UV-Vis) spectroscopy is an optical diagnostic used to determine the 
spectral extinction efficiencies of particles suspended in solution. A beam of light with 
wavelengths in the ultraviolet–visible spectrum is passed through a sample nanocolloid and the 
spectral variation in intensity (extinction) caused by the particles is measured. Plasmonic 
nanoparticles couple to electromagnetic waves resulting in a surface plasmon resonance at specific 
wavelengths (plasmonic peak)20, depending on their size [141]. The extinction of the light intensity 
is size-dependent and can be modelled by Mie theory. Since the spectral extinction efficiencies 
and plasmonic peaks of Ag and Au nanoparticles are well known in the literature, UV-Vis 
spectroscopy data can provide information about the purity (contaminants can shift the plasmonic 
peaks or introduce artifacts in the UV-Vis spectrum) and the size distribution of the nanoparticles 
(the broader the plasmonic peaks, the more polydisperse the nanoparticles). 
  Zeta potential analysis is a technique used to quantify the charge of a particle. The zeta 
potential is related to the number of electrical charges on the surface of a particle. In this technique, 
the nanocolloid is placed in a cell with two oppositely charged electrodes. An electric field is 
 
20 It is for this reason that plasmonic nanoparticles suspended in solution have distinct colours depending on their size. 
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applied to the nanocolloid and charged particles undergo translational motion (electrophoresis) 
towards an electrode that has a charge opposite to that of the particle. The faster the motion, the 
larger the magnitude of the charge. The velocity of the particle is determined through laser Doppler 








where UE is the electrophoretic mobility, ε is the dielectric constant of the solvent, η is the viscosity, 
ζ is the zeta potential and F(κa) is the Henry function. More detail of the technique can be found 
in Refs. [140,142,143].   
4.2.1 Ex situ characterization of Ni and Fe nanoparticles  
Ex-situ characterization of Ni and Fe nanoparticles was performed with TEM and DLS (VASCO 
Particle Size Analyzer) to determine their size distribution. Figure 4-5 shows the TEM micrograph 
and size distribution of the Ni and Fe nanoparticles. The micrographs were analyzed with ImageJ 
open source software that determines the diameter of each individual nanoparticle on the 
micrograph relative to the scale bar. The samples of particle diameters were fit to appropriate 
distributions using the “histfit” and “fitdist” functions in MATLAB® [107]. The size distribution 
of the Ni nanoparticles was fit to a normal distribution with a mean of 105.6 nm and a standard 
deviation of 22.7 nm, and the size distribution for Fe nanoparticles was fit to a lognormal 
distribution with a geometric mean of 71.8 nm and a geometric standard deviation of 1.3. The Fe 
nanoparticles were more aggregated compared to the Ni nanoparticles. 
     The DLS results suggested that the Ni and Fe nanoparticles had mean diameters between 300 
nm – 500 nm, which were inconsistent with TEM analysis. These results could be either due to the 
DLS technique measuring the hydrodynamic diameter of the nanoparticles with the capping  
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Figure 4-5: TEM micrographs of (ai) Ni nanoparticles and (aii) Ni size distribution, and       
(bi) Fe nanoparticles and (bii) Fe size distribution. 
 
polymers attached to the surface of the nanoparticle or because the DLS measurements were 
carried out about three days after synthesis, allowing time for agglomeration and/or aggregation. 
Measurements carried out by DLS a week later showed that nanoparticles were significantly 
aggregated to sizes of about 1000 nm, and ultrasonication did not change the results. The Fe 
nanoparticles were also observed to have significantly oxidized over time, indicated by the rusty 
colour of the nanocolloid. This result suggests that there might be some aggregation of the 
nanoparticles particles during experiments.  
4.2.2 Ex situ characterization of Ag and Au nanoparticles 
Ex-situ characterization of Ag and Au nanoparticles was performed with TEM, DLS (VASCO 

















 Figure 4-6 shows the TEM micrograph and size distribution of the Ag and Au nanoparticles. 
The size distribution for negatively- and positively-charged Ag and negatively-charged Au 
nanoparticles obey a lognormal distribution with geometric means of 43.1 nm, 29.1, and 19.7 nm, 
respectively, with a geometric standard deviation of 1.31, 1,36, and 1.36, respectively. DLS results 
for these nanoparticles were inconclusive as results varied with each trial. 
 Zeta potential analysis results showed that the negatively-charged Ag and Au nanoparticles 
had zeta potentials of -11.66 mV and -17.82 mV, respectively. Zeta potential analysis 
measurements for positively-charged Ag nanoparticles were inconclusive because different 
batches of the nanocolloid produced different signs of the zeta potential. This could be because the 
net surface charge might not be strongly polarized and therefore to weak to produce reliable zeta 
potential measurements. 
 Figure 4-7 shows the UV-Vis spectrum of the positively-charged Ag and negatively-charged 
Au nanoparticles. The size-dependent plasmonic peaks of Ag nanoparticles occur between 400 nm 
– 500 nm [133], and that of Au nanoparticles occurs between 500 nm – 600 nm [144]. The UV-
Vis measurements fall within these ranges, with no additional peaks or artifacts suggesting the 
presence of pure Ag and Au nanoparticles with no contaminants. 
 The UV-Vis spectrum obtained from the negatively-charged Ag nanoparticles is broader than 
that of the positively-charged Ag nanoparticles, suggesting that the negatively-charged Ag 
nanoparticles are more polydisperse. This result is inconsistent with the TEM analysis since the 
geometric standard deviation of the negatively-charged Ag nanoparticles is slightly narrower than 
that of the positively-charged Ag nanoparticles. This could be because of outliers, in the TEM 
sample of diameters, at larger size classes that broaden the geometric standard deviation for the 
positively-charged Ag nanoparticles, which could also be happening of the Au nanoparticles.  
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Figure 4-6: Size distribution of (a) negatively- (b) positively-charged Ag nanoparticles and (c) 
negatively-charged Au nanoparticles and thier respective TEM micrographs (insets). 
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4.3 TiRe-LII data collection 
The nanoaerosols were generated with five motive gases, including He, N2, Ar, CO, and CO2, 
which were all supplied to the atomizer at 25 psi. Upon generating and flowing the nanoaerosols 
into the sample cell, incandescence data from the laser-heated nanoparticles were captured at 445 
nm, 557 nm, and 747 nm. The oscilloscope recorded the incandescence signals from the PMTs at 
a 2.5 GHz sampling rate; a LabVIEW program was used to automate the data collection and saving 
process from the oscilloscope.  
     For Ni nanoparticles, data were collected at five different fluences for the He, N2, CO, and CO2 
aerosols and ten fluences for the Ar aerosol. For each set of data, forty runs were captured, with 
each run being an average of fifty shots to improve the signal-to-noise ratio.  
     For Fe nanoparticles, data were collected at one fluence for the He, N2, CO, and CO2 aerosols 
and at five fluences for the Ar aerosol. For each set of data, 150 runs were captured, with each run 
being an average of ten shots. Only ten shots were averaged because the LII measurements carried 
out on the Fe nanoparticles had a better signal-to-noise ratio.  
 For the positively- and negatively-charged Ag nanoparticles, data were collected at five 
fluences, each for the He, N2, and CO2 aerosols. For each set of data, 150 runs were captured, with 
each run being an average of ten shots. 
 For Au nanoparticles, data were collected at three fluences, each for the He, N2, and CO2 
aerosols. The concentration of the nanocolloid was not sufficient to collect reliable data at lower 
fluences. For each set of data, 150 runs were captured, with each run being an average of ten shots. 
 LII data for Ni and Fe nanocolloids were collected one day after the nanocolloids were 
synthesized to minimize the effects of aggregation and oxidation that became increasingly 
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significant days after synthesis. The Ag and Au nanocolloids remained stable for a longer period 
of time. The concentration of the nanocolloids were greater than the estimated critical 
concentration, as determined by Eq. (3.1), to improve the signal-to-noise ratio at lower fluences. 
Since the atomizer dilutes the nanocolloids overtime during the aerosolization process, the 
nanocolloid concentrations were increased at regular intervals during data collection and were also 
agitated regularly to prevent any settling that may have occurred. The laser energies used varied 
from 1.3 mJ/mm2 – 3.1 mJ/mm2.  Although data were captured at all three detection wavelengths, 
data from only the shortest (445 nm) and longest (747 nm) detection wavelengths were used for 
quantitative analysis. 
     To further improve the data quality, at each data set, noise from the laser Q-switch was captured 
by the PMTs and subtracted from the incandescence data. This could be done because the Q-switch 
noise was stable and unchanging during the data collection (cf. Appendix E.2).  
 For each gas dataset, the data were collected at one set gain at each PMT for all fluences to 
allow for one gain calibration factor to be applied across each motive gas dataset; however, for 
one of the fluence datasets, data were collected at three different sets of gains to ensure there was 
no non-linearity. Pyrometric temperature profiles showed that there were no non-linearities during 
the experiments (cf. Appendix E.3).   
4.4 Summary 
This chapter described the wet chemical synthesis procedure for synthesizing Ni, Fe, Ag 
(positively- and negatively-charged), and negatively-charged Au nanocolloids that were 
aerosolized by a pneumatic atomizer. The ex situ measurements and results by TEM, DLS, UV-
Vis, and zeta potential analysis were presented.  
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 The TEM analysis showed that the Ni nanoparticles sampled from the colloid obeyed a normal 
distribution with a mean of 105.6 nm and a standard deviation of 22.7 nm, while the Fe 
nanoparticle sizes obeyed a lognormal distribution with a geometric mean of 71.8 nm and 
geometric standard deviation of 1.3. DLS results for both Ni and Fe nanoparticles were 
inconsistent with the TEM measurements due to either hydrodynamic diameter effects or 
aggregation.  
 The TEM analysis showed that the size distribution for negatively- and positively-charged Ag 
and negatively-charged Au nanoparticles obeyed a lognormal distribution with geometric means 
of 43.1 nm, 29.1, and 19.7 nm, respectively, with a geometric standard deviation of 1.31, 1.36, and 
1.36, respectively. DLS results for these nanoparticles were inconclusive as results varied with 
each trial. Zeta potential analysis showed that the negatively-charged Au and Ag nanoparticles 
were indeed negatively-charged; however, results were inconclusive for the positively-charged 
Ag. The UV-Vis results showed that the plasmonic nanoparticles were present in the nanocolloids 
with no impurities; however, the results suggested a broader size distribution for positively-
charged Ag nanoparticles compared to negatively-charged Ag nanoparticles, which was 
inconsistent with TEM analysis which could be due to an insufficient sample size being used for 
TEM analysis.  
 The TiRe-LII data collection procedure was described, and datasets collected during the 
experiments were discussed. Quantitative analyses of LII data obtained from the Ni and Fe 





 TiRe-LII results and analysis of LII data of Nickel and Iron nanoparticles  
 
TiRe-LII results and analysis of LII data of nickel and 
iron nanoparticles 
 
The data collected using the apparatus described in Chapter 3, from the nanocolloids synthesized 
following the procedure described in Chapter 4, is analyzed within the TiRe-LII theoretical 
framework presented in Chapter 2. Figure 5-1 shows a single shot of the raw incandescence signals 
from the TiRe-LII experiments of Ni and Fe nanoparticles at detection wavelengths of 445 nm and 
747 nm. 
Figure 5-1: Calibrated signals from one shot of LII data. Typical of all data from Ni and Fe 
nanoparticles.  
 
 A fluence study is conducted to investigate the peak temperatures reached by the nanoparticles 
during laser excitation. Quantities-of-interest (QoIs), including the mean and standard deviation 
of the nanoparticle size distribution and the thermal accommodation coefficients (TACs) of the 
nanoaerosols, are inferred from the LII data. The results from the inference method are compared 
to trends in the literature.  
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5.1 Fluence study  
The variation of the peak temperature of the laser-energized nanoparticles as a function of fluence 
is investigated by pyrometry. Although it has been established in §2.1.1 that polydisperse sizes in 
a metal nanoaerosol can complicate the interpretation of the pyrometrically-inferred effective 
temperatures, this technique can still provide some information about the peak temperature 
variation as a function of fluence. The pyrometric temperatures were determined with E(m)r = 2 
for Ni nanoparticles and E(m)r = 1.8 for Fe nanoparticles as informed from ellipsometry 
measurements by Krishnan et al. [76], which are presented in Figure 2-1. Since the instantaneous 
incandescence data is a random variable that can be affected by shot noise or low signal-to-noise 
ratio (particularly towards the end of the signal), outliers are expected in the datasets. A Thompson-
Tau outlier removal method [145] was applied to the determined pyrometric temperatures from 
each shot dataset. Figure 5-2 shows the peak pyrometric temperatures as they vary with fluence. 
When the prompt signal (0 ns after peak observed incandescence) is used to determine the peak 
temperatures, the results show that the nanoparticles reach temperatures higher than their boiling 
point with no visible plateau regime. Although some degree of superheating is expected because 
the laser heating rate is higher than the evaporation cooling rate (which is dominant at higher 
temperatures and consequently higher fluences), one would still expect the rate at which the peak 
temperatures increase with fluence to plateau (cf. Figure 2-9). On the contrary, however, the peak 
temperatures appear to increase linearly with fluence. This suggests a possible corruption of the 
prompt signal that inflates the observed incandescence and consequently results in high 
temperatures that do not plateau above the boiling point with increasing fluence. This inflation of 




Figure 5-2: Pyrometric peak temperatures of (a) Ni and (b) Fe nanoparticles, aerosolized in Ar, 
computed using E(m)r from ellipsometry. Error bars represent 90% confidence intervals. 
 
On the other hand, the pyrometrically-inferred temperatures evaluated at various times after 
the peak signal exhibit the expected behaviour as a visible plateau regime, in the vicinity of the 
boiling point of the metal, begins to appear. This occurs after a 26 ns delay for Ni nanoparticles 
and a weak plateau regime at a 102 ns delay for Fe nanoparticles. A similar trend in peak 
temperatures was observed by Menser et al. [28] for Si nanoparticles when the pyrometrically-
inferred temperatures versus fluence plateaued at the boiling point of silicon 50 ns after the peak 
signal.  
 Using an E(m)r of unity [26], or close to unity [29], as has been assumed when analyzing 
previous TiRe-LII measurements on Fe nanoparticles, produces the same trend but, the plateau 
occurs at much later times after the prompt signal, as shown in Figure 5-3. Since the pyrometric 
temperatures are supposed to indicate the average internal energy of the nanoparticles, 
temperatures that exceed 5,000 K, in the case of Fe nanoparticles, are non-physical. It is worth 











Figure 5-3: Pyrometric peak temperatures of (a) Ni and (b) Fe nanoparticles, aerosolized in Ar, 
computed using E(m)r = 1.1. Error bars represent 90% confidence intervals. 
 
pyrometrically-inferred peak temperatures for Fe nanoparticles have been reported below 3,500 
K, even when defining E(m)r  = 1 or 1.1 [26,29,42]. One possible reason for the discrepancy with 
results in the literature is variation in the nanoparticle morphology. Previous studies [26,29,42] 
performed LII studies on Fe nanoparticles, less than 40 nm in diameter, while in this study, the 
means of the nanoparticle diameter distribution are greater than 100 nm and 70 nm for Ni and Fe 
nanoparticles, respectively, with some aggregation present. Although improper calibration can 
result in erroneously high temperatures, the extensive and rigorous calibration procedure 
performed in this work, validated by soot data (cf. Appendix C.4), suggests that this is not a cause 
for concern.  
  It is complicated to compare these absolute temperatures to those computed with E(m)r from 
ellipsometry data because the invalidity of pyrometry to determine the effective temperatures of 







 It is expected that evaporation would be the dominant mode of cooling at higher fluences, 
which would cause nanoparticle mass loss [24,26], while conductive cooling would be dominant 
at lower fluences, as discussed in §2.2. Plotting the normalized incandescence signals, from peak 
incandescence, at various fluences, as shown in Figure 5-4, shows that at short cooling times, there 
is a rapid signal decay rate with increasing fluence. A similar trend was observed by Kock et al. 
[26] when they irradiated Fe nanoparticles with a 1064 nm laser with fluences ranging from 1.9 
mJ/mm2 – 6.9 mJ/mm2; they attributed the trend to evaporation at the higher fluences.  
Figure 5-4: Incandescence signals of different fluences at the 747 nm detection wavelength. 
 
 The evaporation causes mass loss from the nanoparticle, which reduces the total volume 
fraction and consequently, should cause a rapid drop in intensity (the observed intensity is 
proportional to the volume fraction; cf. Eq. (2.1)) at higher fluences; note, however, that peak 
temperature is independent of volume fraction.  This finding contrasts with the present results since 
Figure 5-5(a) shows that the intensity increases with fluence. Integrating the signals at each fluence 
over time allows for the comparison of the total change in sensitivity to intensity at each fluence 
[146]. Figure 5-5(b) shows that the integrated intensity does not decrease as expected if there is 
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mass loss due to evaporation; instead, it increases with fluence. This indicates that the nanoparticle 
volume fraction is likely not changing and the observed trend in Figure 5-4 is possibly due to 
another phenomenon of unknown origins that might be corrupting the signal (cf. Chapter 6). The 
additional non-incandescent laser-induced emission seems to affect the prompt signals more 
significantly at higher fluences, which causes the observed apparent evaporation, and 
consequently, high pyrometrically-inferred temperatures. The artifacts that affect the prompt 
signals affect the inference of the QoIs at higher fluences, as discussed in §5.3.  
Figure 5-5: (a) Signal intensity profiles at each fluence on the 747 channel (b) Total intensity at 
each fluence at both detection wavelengths. 
 
5.2 Inferring QoIs from TiRe-LII data 
The analysis aims to infer the QoIs from experimental data using the Bayesian framework (cf. 
§5.2.2). The QoIs in this work are the nanoparticle size distribution parameters (mean and standard 
deviation) and the TACs, α, of the nanoaerosols. The following subsections describe the analysis 
and inference procedure. 
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5.2.1 TiRe-LII model modification 
In the LII literature, QoIs are commonly inferred by regressing the modelled pyrometric 
temperature history to the experimentally-inferred pyrometric temperature history [26,28,29,147]. 
However, the effective temperature inferred from pyrometry is likely not representative of the 
temperature of the nanoparticle ensemble (cf. §2.1.1 and §2.2.2) and consequently does not provide 
accurate and physically significant information about the internal energy of the nanoparticle 
ensemble. Although it has been suggested that the temperatures can still be regressed as long as 
the pyrometric temperatures are inferred from both experimental and modelled incandescence 
[59], a more robust alternative is to regress the modelled incandescence signal to the experimental 
incandescence data since it avoids pyrometry entirely. This involves modelling the temperature 
history (both laser heating and subsequent cooling) of the nanoparticle ensemble with the full heat 
transfer submodel, and then determining the incandescent emission with the spectroscopic 
submodel. However, modelling the temperature history of the nanoparticles, as shown in Figure 
5-6, with similar values of experimental fluences and a Gaussian laser profile (cf. Figure 3-3), 
shows that the nanoparticles do not reach a sufficient temperature to produce the detected LII 
signals.  
Figure 5-6: Modelled temperature profile of Ni nanoparticles. 
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 This indicates that there is some mechanism that enhances the absorption cross-section of the 
nanoparticles at the laser fluence beyond what is expected based on Mie theory and the refractive 
index of the bulk material. A similar result was found by Talebi Moghaddam et al. [59] when they 
simulated the laser heating of Fe nanoparticles [59]. To overcome the uncertainty introduced by 
unknown sources of excessive absorption, only the cooling of the nanoparticles is modelled, 
following Refs. [28,29]. Because the peak temperature from which the nanoparticles cool is 
unknown, it was included as an additional parameter to infer (i.e. a nuisance parameter21, cf. 
Appendix A.1.2) during the inference procedure. However, this treatment assumes that all 
nanoparticles reach the same peak temperature from where they cool, which is not the case (cf. § 
2.2.2), and will, consequently, introduce inaccuracies when interpreting results for a polydisperse 
aerosol [59]. The spatially non-uniform laser profile (cf. Figure 3-3) will also cause temperature 
non-uniformities within the probe volume due to the non-uniform heating of the nanoparticles. 
Regressing the incandescence data reduces the uncertainty in inferred quantities introduced by 
noise, compared to regressing the pyrometric temperature history because noise, present in the raw 
incandescence data, is amplified through pyrometry due to the dependency on the ratio of the noisy 
signals.  
     It is computationally-intensive to infer four QoIs (mean, standard deviation, TAC, and peak 
temperature) from the data by dynamically solving the incandescence model of a polydisperse 
nanoaerosol with the heat transfer and spectroscopic submodels, while evaluating absorption 
efficiencies with Mie theory. A 4D lookup table of the modelled incandescence at each time step 
was generated to overcome this challenge, which reduced modelling time by a factor of five. The 
lookup table was generated by solving the spectroscopic and heat transfer submodels at each time 
 
21 Nuisance parameters are unknown model parameters that are not of interest and hence need to be inferred along with the QoIs.  
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step, for a variety of nanoparticle diameters, TACs, and peak temperatures. All material properties 
used in the model are temperature-dependent (cf. Chapter 2). 
5.2.2 Inference procedure and considerations 
The Bayesian inference method is used to infer the QoIs. In the Bayesian framework, the unknown 
solution vector of QoIs , x, nuisance parameters, , and the data vector, b (incandescence signals) 
are visualized as random variables that obey probability density functions (pdfs) related by the 
Bayes’ equation [148]  
 












where p(b|x,θ)  is the joint likelihood pdf of the observed data, b, occurring for a hypothetical set 
of model and nuisance parameters, x and θ respectively, p(x,θ|b) is the joint posterior pdf of x and 
θ being the model solutions given the data set b, ppr(x) and ppr(θ) are the pdfs of the prior 
knowledge of x and θ respectively, and p(b) is the evidence of all possible solutions occurring and 
is used to scale the posterior pdf to satisfy the Law of Total Probability. Details of the Bayesian 
framework are presented in Appendix A.  
 The priors for the mean and standard deviation of the nanoparticle size distribution were 
determined from ex situ TEM analysis. Gaussian priors, with a mean equal to the mean from ex 
situ analysis and a standard deviation that was 20% of the mean value, were used for μ, μg, σ, and 
σg. A normal and lognormal pdf were used to model the polydisperse size distribution of Ni and 
Fe nanoparticles, respectively, as informed from the ex situ TEM analysis. Arithmetic means, μ, 
and standard deviations, σ, are inferred for the diameters of Ni nanoparticles, and geometric means, 
μg, and standard deviations, σg, are inferred for the diameters of Fe nanoparticles. A uniform prior 
between zero and one was used for α. Priors for Tpeak were chosen as Gaussian distributions with 
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a mean equal to the boiling point of the metal, and a standard deviation of 20% of the mean value 
(signal delay to the plateau at the boiling point was incorporated, cf. Figure 5-7). Table 5-1 
summarizes priors used for inference. 
 The model fit to the data was carried out using the hybrid genetic algorithm minimization 
scheme implemented in MATLAB® [107] using the “ga” function (cf. Appendix B.3) and refined 
by an interior point minimization algorithm using the “fmincon” function. Upper and lower bounds 
were defined for each QoI to minimize the search space. This can be akin to adding a uniform prior 
to each QoI.    
Table 5-1: Priors used in Bayesian inference. 
QoI Priors 
μ * ( )TEM TEM,  20%     
σ * ( )TEM TEM,  20%  
α ( )0,  1  
Tpeak ( )b b,  20% T T  
*same priors used for μg and σg. 
 The Thompson-Tau outlier removal method [145] was applied to the datasets at each time step. 
To estimate the covariance of the shot data, each removed outlier was resampled by bootstrapping 
with replacement resampling technique [149], implemented in MATLAB®[107] with the 
“bootstrp” function. The covariance matrix was diagonally dominant (i.e. high variances), which 
is expected since the noise is dominated by photonic shot noise introduced by the PMT detectors 
and affects each measurement independently (i.e. independently distributed data). Because there 
were high covariances close to the diagonal, which is possibly due to the Q-switch noise from the 
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laser head or shot-to-shot variation in laser fluence, the covariance matrix was approximated with 
ten covariances on either side of the variance diagonal (cf. Appendix E.4).  
 Considering the large pyrometrically inferred peak temperatures, which indicate prompt signal 
corruption by non-incandescent laser-induced emissions, all data before the delay time at which 
the plateau regime occurs are excluded from the inference process; consequently, the peak 
temperature determined at a specified time delay becomes a model peak temperature, 
mod
peakT , that 
serves as an initial condition for the heat transfer model, from which the nanoparticles cool. Figure 
5-7 compares the model estimate with and without the prompt signal.   
 Figure 5-7: Comparing model fit to the (a)Prompt (b)Delayed signal. 
 
 The TiRe-LII model generally fitted better to LII datasets for Ni nanoaerosols than for Fe 
nanoaerosols, even after eliminating all data before the appropriate delay time. This occurred when 
E(m)r is assumed to be unity and also when it is calculated from ellipsometry-derived refractive 
indices for the liquid metals. The fit was particularly poor at later cooling times for possible reasons 
such as aggregation, which is discussed further in §5.3.3.  
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5.3 Results of inferred QoIs 
5.3.1 Inferring the size distribution 
After applying the model modifications and inference method, the QoIs were inferred from the LII 
data of all nanoaerosols. Although some of the prompt signals have been eliminated, the effects of 
unknown sources of non-incandescent laser-induced emission (LIE) may still persist (though at 
lower magnitudes) and will consequently affect the inference of the size distribution because of 
the regression that occurs towards the peak of the signal. In addition, the assumption of uniform 
initial temperature is likely to cause additional variation in inferred results. The combination of 
these effects may explain the discrepancy between inferred results and TEM analysis, shown in 
Figure 5-8. For both Ni and Fe nanoparticles, the trend shows that the means inferred at lower 
fluences, across all aerosols, closely agree with ex situ TEM measurements, while it deviates from 
ex situ measurements at higher fluences, with a greater spread in the results. The inferred standard 
deviations at lower fluences are larger than ex situ measurements in the case of Ni nanoparticles 
and smaller in the case of Fe nanoparticles, and generally decrease to a lower bound with a greater 
spread in the results in the case of Ni nanoparticles.  
 The discrepancy between the TEM results and inferred results, and the variability of the 
inferred results, increases at higher fluences, possibly due to signal corruption that affects the data 
at such fluences. The model does not capture the rapid drop in intensity caused by the signal 
corruption even after some of the prompt signals have been excluded from the inference. Some of 
the observed trends in the inferred results as a function of fluence can also be attributed to the 
apparent evaporation at higher fluences. At the lower fluences, the size distribution is expected to 
remain unchanged because there is no apparent mass loss due to evaporation, while the opposite 
is expected at higher fluences [150]. Additionally, the change in diameter is larger for much larger 
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Figure 5-8: Inferred size distribution parameters. (a) The mean and (b) standard deviation for Ni 
nanoparticles, and (c) the geometric mean and (d) geometric standard deviation for Fe 
nanoparticles. Shaded areas are drawn to guide the eye. 
 
nanoparticles than for smaller ones, resulting in a narrower size distribution towards the end of the 
laser pulse [150].    One other possibility for inferring a monodisperse nanoaerosol distribution 
(i.e. small standard deviations) is the effect of signal corruption that causes apparent evaporation 
at higher fluences. It could very well be that this phenomenon has a highly non-linear variation 
with diameter such that the emissions from a narrow diameter size class are responsible for most 
of the observed signals at higher fluences. 
 The mean of the particles in the nanoaerosol should reduce with increasing fluence due to mass 
loss as the pdf of the size distribution narrows. Therefore, the observed increase in estimated means 







non-physical and could also be due to the unknown source of signal corruption that increases with 
fluence.  
5.3.2 Inference of the model peak temperature 
Figure 5-9 shows the inferred model peak temperatures. It should be noted that these temperatures 
are meant to indicate a mean temperature/internal energy of the nanoparticles in the probe volume, 
but increasing polydispersity reduces the physical relevance of this interpretation. Figure 5-9 
shows that, although the prompt signals have been eliminated, the inferred model peak 
temperatures for the Ni nanoparticles remain above the boiling point of the metal with a general 
increase in temperature with some plateau appearing around 2.4 mJ/mm2. In contrast, the inferred 
model peak temperatures for the Fe nanoparticles are below the boiling point of the metal with a 
similar increase in temperature with an apparent plateau around 2.6 mJ/mm2. The inconsistency 
with the boiling point, which partly manifests as superheating, is expected since heat is being added 
to the nanoparticle by the laser faster than it can be removed by evaporation under such non-
equilibrium conditions (cf. Figure 2-9). The results from Ni nanoaerosols suggest that there still 
some mechanism inflating the absorption cross-section of the nanoparticles at later cooling times, 
i.e. excessive absorption, or non-incandescent emissions are corrupting the signal, and the extent 
to which any of these affect the inference is reduced for Fe nanoparticles probably because more 
of the prompt signal was eliminated from the inference data. Furthermore, the inferred model peak 
temperatures for Ni-Ar nanoaerosol, computed at 26 ns after the peak, are higher than the 
pyrometrically-inferred peak temperatures at the same delay after the peak, and those of Fe-Ar 
nanoaerosol, computed at 102 ns after the peak, are lower than the pyrometrically-inferred peak 
temperatures at the same delay after the peak (cf. Figure 5-2 and Figure 5-3). This inconsistency 
provides additional evidence that the pyrometrically-inferred temperature does not provide a true  
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Figure 5-9: Inferred model peak temperatures of (a) Ni nanoparticles and (b) Fe nanoparticles. 
Error bars represent two standard deviations of the mean. Shaded areas are to guide the eyes. 
 
indication of the internal energy of a polydisperse metal nanoparticle ensemble.  
 The inferred model peak temperatures are considered more accurate than the peak temperatures 
found from pyrometry because the spectroscopic submodel used to model the incandescence 
signals accounts for the effect of polydispersity and uses Mie theory (cf. §2.1), which is not the 
case for pyrometrically-inferred temperatures (cf. §2.1.1). 
 It is also worth noting that, although the inferred model peak temperatures of the different 
nanoaerosols follow the same general trend with fluence, there is some variability, which should 
not be the case because laser absorption by the nanoparticles is independent of the surrounding 
motive gas, hence, nanoparticles should reach the same peak temperature in all motive gases. The 
observed variability might be due to different levels of noise in the datasets, causing the 
minimization algorithm to produce different results for the model peak temperatures in different 




error bars are small, while the inferred result seems to be an outlier; this occurrence is probably 
due to non-linear minimization concerns discussed further in §5.4.  
 Because higher pyrometric temperatures were inferred using an E(m)r of 1.1, as previous 
studies have done, but with similar trends as with E(m)r informed from ellipsometry, it is expected 
that the trends in these results will also be apparent but at higher temperatures when the absorption 
efficiencies are computed according to the Rayleigh approximation with E(m) at 445 nm being 1.1 
times greater than at 747 nm. However, the Rayleigh approximation would introduce modelling 
error (cf. §2.2.2), which is avoided in this inference method based on absorption efficiencies from 
Mie theory.  
5.3.3 Inferring the Thermal Accommodation Coefficient 
The inferred TACs provide an opportunity to directly compare the results of the modified inference 
method to results from literature because the TAC holds information about the physics of the 
nanoparticle-gas molecule interaction, as discussed in §2.2.4. Unlike the size distribution, which 
is mostly informed from the evaporation model/regime (qevap(t, dp) ∝ 
2
pd ), the conduction 
model/regime provides information for both the size distribution and TAC (qcond(t, dp) ∝ 
2
pd ); 
hence the TAC is inferred from data at later cooling times where conduction is the dominant mode 
of cooling modelled in the free molecular Knudsen regime, where Kn >> 1 (cf. §2.2.4).  
 As discussed in §2.2.4, conduction in the free molecular regime (FMR) occurs as gas molecules 
accommodate energy from the nanoparticle through normal- and tangential-translational, 
rotational, and vibrational modes, although with minimal accommodation in the vibrational modes. 
Most of the surface energy is accommodated into the normal-translational mode of the gas 
molecule, which increases with an increase in specific mass, μ = mg/mp, followed by more 
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accommodation in the rotational mode of polyatomic gas molecules, which increases with an 
increase in structural-anisotropy, and least in the tangential-translational mode, which also 
increases with increase in structural-anisotropy but to a lesser extent [43]. Therefore, the average 
TAC should increase with specific mass, with more structurally-complex gas molecules having 
lower TACs, as seen in Figure 5-10, indicating less energy accommodation in the internal 
rotational and vibrational modes of polyatomic gas molecules. However, molecular dynamics 
(MD) simulations of the Ni-Ar nanoaerosol by Daun et al. [44,45]  report a TAC that is unusually 
higher than other metal nanoparticle-gas molecule systems for reasons further discussed later in 
this section.   
Figure 5-10: Trends of TACs from various nanoaerosols inferred from (a) MD simulations (Daun 
et al. [44,45]  has been labeled) and (b) experiments. Modified from Ref. [47].  
 
 However, upon determining Kn for the size classes of the synthesized nanoparticles, based on 
the temperature and pressure of the motive gases and their mean free paths (MFP) [151], as shown 
in Table 5-2, conduction likely occurs within the transition regime, where Kn ≈ 1, specifically ~ 
0.01 < Kn < ~10 [91].  In the transition regime, the rate of conduction heat transfer is controlled 
by both the nanoparticle-gas molecule intermolecular interactions and collisions, as in the free 
molecular regime, and the molecule-molecule collisions, governed by the macroscopic Fourier 
heat conduction law, as in the continuum regime [91]. Therefore, not accounting for conduction in 
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this regime by defining one parameter, α, to account for conduction efficiency from the combined 
effects of the continuum and free molecular regimes will introduce modelling error and will likely 
inflate the inferred results for TACs. It is worth noting, however, that practical results for TAC 
have been inferred with conduction modelled in the free molecular regime when the size classes 
of the nanoparticles suggested conduction in the transition regime [29]. 
Table 5-2: Knudsen number of the different motive gases used at Tg = 273 K and Pg = 101 kPa. 
Gases 
Knudsen number* 
Ni (μp = 105.6 nm) Fe (μp = 71.8 nm) 
He 0.47 0.69 
Ar/N2/CO 0.23 0.34 
CO2 0.13 0.19 
*refer to Appendix D.1 for evaluation. 
 Figure 5-11 (a) shows the inferred TACs for all Ni nanoaerosols, and Figure 5-11 (b) shows 
the inferred TACs for all Fe nanoaerosols and how they compare to results from the literature. The 
presented TACs are averaged from inferred results at low fluences, and the error bars are estimated 
from the uncertainties of the individual inferred results (cf. Appendix D.2). The results, as shown 
in Figure 5-11, follow the expected trend in specific mass but not in structural-complexity since 
the TAC from the Ar nanoaerosol is lower than the CO and CO2 nanoaerosols. 
 When comparing with the TACs for Fe nanoaerosols from literature, the TAC for the Fe-He 
nanoaerosol lies at the lower end of the range of literature values, while the TAC for the Fe-Ar 
nanoaerosol lies well within the range, and TACs from the Fe-CO, Fe-CO2, and Fe-N2 
nanoaerosols predict a significantly higher TAC than earlier experimental studies. This is an 
indication that the inferred TACs overestimate the true TACs for the polyatomic nanoaerosols, 
while estimates for monoatomic gases are generally consistent with MD and experimentally- 
derived results presented in the literature. The estimated TAC of 0.27 for the Ni-Ar nanoaerosol is  
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Figure 5-11: Inferred TACs (α) for (a) Ni and (b) Fe nanoparticles [26,29,42,46–48]. Error bars 
represent one standard deviation of the mean. 
 
lower than the MD simulation estimate of 0.51 by Daun et al. [44,45] but comparable to literature 
results22 for Fe-Ar nanoaerosols that report TACs between 0.1 – 0.24. One possible reason for the 
inconsistency with MD simulation results by Daun et al. [44,45] is the Casimir-Polder retardation 
effects employed in the ab initio density functional theory (DFT) calculations used to model the 
gas/surface interaction, which causes a much deeper potential well when compared to other 
gas/surface potentials that are mainly due to dispersive effects [46]. The Casimir-Polder effect is 
a predicted attractive force that results when the characteristic wavelength of an electric field, 
resulting from a dipole moment in a particle, is smaller than the spacing between the particle and 
an adjacent particle, which causes wave retardation. When there are more than two particles, 
multiple scattering occurs. The combination of wave retardation and multiple scattering in a 
system of many particles results in an attractive force [152,153]. The dispersive effect is an 
 
22 Note that the different literature studies made different assumptions and hence have different models for free molecular 
conduction. 
a  b  
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attractive force (London dispersion force) that occurs between systems of transient electrons that 
induce a temporary dipole moment [154].    
 In the transition regime, heat conduction is controlled by both gas molecule-nanoparticle 
collisions, quantified by the averaged TAC from each accommodation mode, and macroscopic 
heat conduction by the gas molecules, quantified by the thermal conductivity of the gas. The TAC 
is expected to vary in the same way in the transition and free molecular heat conduction regime 
since it is still dependent on metal surface-gas molecule collision.  However, modifying the heat 
conduction model to account for heat conduction in the continuum regime would require a 
transition regime conduction model that depends on the thermal conductivities and molecular 
mean free paths of the gases [91]. Consequently, not accounting for these dependencies and 
defining one parameter, α, to account for all such dependencies will result in model errors. 
Although it is not clear how this modelling error manifests in the inferred TACs, it could be 
responsible for the overestimation of TACs for the polyatomic nanoaerosols since the polyatomic 
gases generally have higher thermal conductivities [155]. Based on a plot of a Nusselt number, Nu 
(a dimensionless representation of the heat, q, conducted from the nanoparticle [156]) versus Kn, 
as shown in Figure 5-12, the modelling error is expected to be significant since there is as much 
as a 50% difference between Nu modelled in the transition regime compared to the free molecular 
regime at Kn ≈ 0.1. 
 The effect of aggregation of the nanoparticles, which is more significant for Fe nanoparticles 
(cf. Figure 4-5), will cause the Kn to be even smaller, consequently causing conduction to occur 
closer to the continuum regime. This is a possible reason as to why the model does not fit well to 




Figure 5-12: Regimes of heat conduction from a nanoparticle [156].  
 
 Another point worth noting is that polyatomic gas molecules with similar specific masses are 
expected to have similar TACs as determined from experimental data of soot aerosols [56] and Fe 
nanoaerosols [47] (cf. Figure 5-10), hence, TACs for CO and N2 aerosols are expected to be 
approximately similar [47]. Both these motive gases have similar mean free paths [157] and 
thermal conductivities  [155] and hence are expected to conduct heat in similar amounts even in 
the transition regime (i.e. same amount of model error introduced in the inference). However, as 
seen from Figure 5-11, the TACs for both CO and N2 aerosols are different for both the Ni and Fe 
nanoaerosols. This discrepancy could be attributed to the strong affinity between the carbon and 
metal atoms, which manifests as a deeper potential well23 [158], compared to other metal atom-
gas atom systems [48]. Hence, this suggests that TACs do not depend on molecular mass and 
structure alone but also on constituent atoms.  
 
23 For this reason, both Fe and Ni nanoparticles have been used as catalysts for the fabrication of carbon nanotubes [182].   
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 The aerosolization process might also add uncertainty to the data collected for different motive 
gases. Since the amount of nanocolloid aerosolized is dependent on the viscosity of the motive gas 
(cf. §3.2), there is a possibility that there are more nanoparticles per atomized droplet of solvent, 
which would aggregate during the drying process and skew the final size distribution of 
nanoparticles in the probe volume depending on the motive gas used.   
  Similar trends in the TACs are also observed when the inference method by Sipkens et al. [29] 
was replicated, although with different absolute values. In their inference method, the LII model 
was regressed to the pyrometrically-inferred temperature histories evaluated with E(m)r = 1.1.  
 Liu et al. [91] assessed available methods for modelling the transition conduction regime and 
provided useful insights into the modelling considerations. Modelling aggregates becomes even 
more complicated since it is not clear what characteristic length can be used. Liu et al. [70] use the 
concept of an equivalent sphere, whose surface area is such that it has the same heat conduction 
rate with the surrounding gas as that of the aggregate, to determine the characteristic length. 
Incorporating the transition regime conduction model is recommended as future work. 
 Results, presented in Figure 5-13,  from another TAC inference method, developed by Daun 
et al. [56], were compared to results from Figure 5-11. In this approach, they inferred the TAC of 
soot nanoaerosols from low fluence data, where conduction is the dominant cooling mechanism, 
by regressing the heat transfer model, which considered conduction cooling only, to the 
exponential pyrometric temperatures (cf. Appendix D.3 for details). While in this work the 
nanoparticles reach high temperatures with apparent evaporation occurring, this approach can be 
extended to this data set by regressing only the conduction cooling region (modelled in the free 
molecular regime) of the pyrometric temperature histories, which occurs at much later cooling 
times (details of this analysis procedure is provided in Appendix D.3). Using this approach to infer 
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the TACs, requires knowledge of the nanoparticle diameters. Although the nanoparticles have a 
wide size distribution, the nanoaerosol is approximated as monodisperse with a diameter equal to 
the mean from ex situ measurements. The TACs inferred from this approach, shown in Figure 
5-13, show that the expected trend in the TACs when conduction occurs in the free molecular 
regime, where monoatomic gas molecules accommodate energies more efficiently than polyatomic 
gas molecules (i.e, TACs for Ar aerosols are higher than that of CO and CO2 aerosols). However, 
Ni-CO and Ni-N2 nanoaerosols still have dissimilar TACs.     
Figure 5-13:  Inferred TACs (α), using conduction regime approximation, for (a) Ni and (b) Fe 
nanoparticles. 
 
 It should be noted that this approach is only used to show the trends in TACs; the modelling 
errors/approximations, which include the monodisperse approximation and the assumption that 
conduction occurs in the free molecular regime, are expected to affect the absolute values. 
Although the expected trend is achieved with this approach, its application to the current TiRe-LII 
data is subjective and sensitive to uncertainties in that it is not clear what section of the data is 
majorly conduction cooling without interference from evaporation or polydispersity effects (cf. 




the low signal to noise ratio, which sometimes affected the inferred TACs, resulting in trends that 
were not consistent with Figure 5-13. An advantage of this approach, however, is that it is less 
sensitive to the uncertainties associated with the peak temperatures. 
5.4 A note on non-linear minimization  
The results have been inferred by regressing the TiRe-LII model to the LII data, within the 
Bayesian framework, using non-linear minimization algorithms, including genetic and interior 
point algorithms. The regression, using these minimization algorithms, is based on the assumption 
that the solution space is convex and, as such, would have one global minimum, which is a 
generally accepted assumption in the literature. However, the modifications and model errors 
introduced into the inference could cause several local minimums or a shallow global minimum 
(ill-posed), which could, at times, result in inferred outliers similar to those of Figure 5-9(a). 
Details of the non-linear minimization algorithms used in this work are presented in Appendix B. 
A Markov Chain Monte Carlo (MCMC) procedure [148] can sample the solution space to confirm 
that only the strongest global minimum parameters have been inferred.     
5.5 Summary 
This chapter analyzed the data from TiRe-LII experiments on Ni and Fe nanoaerosols. A fluence 
study showed that peak pyrometric temperatures calculated with the prompt LII signals were 
higher than the boiling point of the metal, and delayed signals produced temperatures that 
plateaued near the boiling point of the metal. The high temperatures were attributed to possible 
corruption of the prompt signals that inflate the observed incandescence, which was confirmed 
when the sensitivity to intensity did not drop, albeit a plot of the normalized incandescence signals 
at varying fluences showed apparent evaporation at higher fluences.  
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 The inference procedure used involved regressing the heat transfer and spectroscopic 
submodels to the incandescence data from peak incandescence at a prescribed delay. The Bayesian 
inference framework was used to infer the QoIs, which included the mean and standard deviation 
of the nanoparticle size distribution, the thermal accommodation coefficient (TAC) of the 
nanoaerosols, and a model peak temperature that functioned as a nuisance parameter. 
 Results showed that QoIs of the size distribution inferred at lower fluences agreed closely with 
ex situ measurements for the size distribution. The inferred model peak temperatures for Ni 
nanoparticles were higher than the boiling point of the metal with an apparent plateau around 2.4 
mJ/mm2 and those of Fe nanoparticles were lower than the boiling point of the metal with an 
apparent plateau around 2.6 mJ/mm2. Results for Ni nanoparticles were much higher than what is 
predicted by the heat transfer model even after eliminating some of the prompt signals, indicating 
the possibility of unknown sources of signal corruption, which were present to a lesser extent in 
the Fe nanoparticle data because more of the prompt signal was eliminated. The inferred results of 
the model peak temperatures were found to be inconsistent with the pyrometrically-inferred 
temperature, at the same delay, which provided additional evidence that pyrometrically-inferred 
temperatures do not provide a true indication of the internal energy of a polydisperse metal 
nanoparticle ensemble.  
 The inferred TAC for the Ni-Ar nanoaerosol was lower than MD simulation results from 
literature and comparable with TACs of the Fe-Ar nanoaerosol. However, trends in the results 
showed that the inference method overestimated the TACs for the polyatomic gas aerosols and 
was attributed to modelling conduction in the free molecular regime when conduction is most 
likely happening in the transition regime, based on the size classes of the synthesized 
nanoparticles. Similar trends in the TAC were observed when the inference method by Sipkens et 
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al. [29] was replicated. Another TAC inference method used by Daun et al. [56], produced the 
expected trend in TACs, although the application of this method to the current LII data was found 
to be subjective and sensitive to uncertainties. Some of the unknown sources of observed emissions 
that could be corrupting the prompt signals are investigated through qualitative analysis of LII data 

















 TiRe-LII measurements on aerosols of Silver and Gold nanoparticle 
 
TiRe-LII measurements on aerosols of Silver and Gold 
nanoparticles 
 
Results from the analysis of LII data of Ni and Fe nanoparticles presented in Chapter 5 indicate 
possible corruption of the prompt signal, which several other studies have also observed 
[24,29,52,54–57]. Sources of the corruption have been attributed to several phenomena, including 
anomalous incandescence behaviour, where radiation is emitted as nanoparticle clusters undergo 
micro explosions following thermal excitation by the laser pulse [52], and laser-induced 
Bremsstrahlung, where the incandescence signal is contaminated with emission from a vaporized 
plasma that surrounds the nanoparticle [53]. It is challenging to investigate the isolated effect of 
many of the potential sources of signal corruption since the observed signal is a combination of 
any possible sources of corruption masked within the incandescence emitted by the laser-heated 
particles. However, Ag and Au nanoparticles provide an opportunity to isolate some of these signal 
corruption because they should not heat up more than 100 K when irradiated with a 1064 nm laser,  
as predicted by the TiRe-LII heat transfer model [59] due to the low absorption at the laser 
wavelength [39], consequently, minimal to no incandescence should be observed. Hence, any 
observed LII signal from these nanoparticles must be of non-incandescent origins.  
 Other TiRe-LII studies have observed signals from Ag nanoparticles. Filipov et al. [39] carried 
out LII experiments on Ag nanoparticle synthesized from chemically pure silver in a tube furnace 
at an elevated temperature of 1100 K, which were aerosolized in Ar (99.999%). They showed that 
the absorption efficiencies of Ag nanoparticles at 1064 nm was orders of magnitude lower than 
the absorption efficiencies at 355 nm; consequently, they irradiated the Ag nanoparticles with a 
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355 nm laser (15 ns pulse duration), and signals were detected with a PMT equipped with bandpass 
filters centred at 500 nm. The observed signals exponentially decayed from the peak of the signal 
in less than 70 ns, which they treated as incandescence.  
 Sipkens et al. [29] also carried out LII experiments on Ag nanoparticles produced through wet 
chemical synthesis, which were aerosolized in different motive gases. They carried the 
experiments using an Artium 200 M LII system, which irradiated the nanoparticles with a 1064 
nm laser and detected the signals with PMTs at detection wavelengths of 442 nm and 714 nm. The 
pyrometrically-inferred temperatures decayed after about 75 ns, which they treated as a 
consequence of incandescence.  
 In this chapter, the observed signals from Ag and Au nanoparticles are presented and 
qualitatively assessed. Potential phenomena that could be responsible for the signals are described. 
6.1 Observed LII signals  
The experiment was carried out with the apparatus described in Chapter 3 and the experimental 
procedure described in Chapter 4. Figure 6-1 shows a shot data typical of observed signals of both 
Ag and Au nanoparticles aerosolized in different motive gases, at all laser fluences24. The sharp 
drop of the signals is markedly different to those from Ni and Fe nanoparticles, as shown in Figure 
6-2. Figure 6-2 also shows that the observed signal follows the temporal profile of the laser. 
Because incandescence is a thermal phenomenon, energy absorbed by the nanoparticles should 
persist long after the end of the laser pulse, as can be seen for Ni and Fe nanoparticles. While 
Filipov et al. [39]  
 
24 Although not previously discussed, synthesized positively-charged Au nanoparticles did not produce observable signals during 
preliminary experiments, which confirmed an initial hypothesis (cf. §6.1.1) [160]. However, these experiments need to be repeated 
for a definite conclusion. 
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Figure 6-1: LII calibrated data from one shot of positively-charged Ag nanoparticle aerosolized 
in N2 and irradiated with a 1064 nm wavelength with a fluence of 2.4 mJ/mm
2. 
  
Figure 6-2: Comparing timescales of the laser pulse to observed signals, at 747 nm, from all 
synthesized nanoparticles. Signals were aligned at the peak. 































and Sipkens et al. [29] observed signals that were longer than the laser pulse, their observations 
are likely a consequence of the experimental apparatus used in each case. Filipov et al. [39] used 
a 355 nm laser, so, in this case, the LII signals could be due  to interference at the detection 
wavelength resulting from excitation of Ar and Ag electronic bands caused by the UV ionizing 
radiation. In the case of Sipkens et al. [29], the observed signals were most likely broadened by 
the amplifying electronics in the Artium 200 M system. LII experiments on the plasmonic 
nanoparticles were also carried out with the LII 300 (Artium technologies), which contains 
electronics similar to Artium 200 M system. These signals were not accurately captured because 
the unusually short signal duration was broadened to about 60 ns due to the amplifying electronics 
in the system (cf. Appendix E.5). Since there are no amplifying electronics in the PMTs used in 
this current work, the short signals are accurately captured owing to the fast response of the PMTs. 
 The pyrometrically-inferred peak temperatures suggest that the Ag and Au nanoparticles 
approach their boiling point of 2435 K and 3129 K, respectively [86] with increasing fluence (cf. 
Figure 6-3), implying that there is a heating process occurring despite the low absorption cross-
section at the laser wavelength. Therefore, since no incandescence is expected, the signals are most 
likely due to another broadband phenomenon. The discrepancy in peak temperatures for the 
positively- and negatively-charged Ag nanoparticles is probably due to the interpreting of the 
unknown signal origin as incandescence. Additionally, this unknown signal could be dependent 
on the different capping agents (trisodium citrate and CTAB used for negatively- and positively-
charged Ag nanoparticles, respectively) and morphology of the nanoparticles (cf. §6.1.2).    
 The hypothesis that the observed signals are of non-incandescent origins is further validated 
since the signal decay is independent of fluence, as shown in Figure 6-4, which is contrary to what 
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is expected from incandescent signals [26]. Furthermore, this suggests that there is no evaporation 
occurring even when the peak temperatures reach the boiling point of the metals.  
 Considering the identified anomalies in the observed signals, it is a plausible conclusion that 
the signals from Ag and Au nanoparticles are not due to laser-induced incandescence and another 
laser-induced phenomenon is needed to explain the observations.  
Figure 6-3: Pyrometrically-inferred peak temperatures of Ag and Au nanoparticles. CTAB is used 
as a capping agent for the positively-charged Ag nanoparticles and trisodium citrate is used for the 
negatively charged Ag and Au nanoparticles. Refractive indices of Ag (also used for Au) at the 
detection wavelengths are taken from Ref. [76]. 
 
Figure 6-4: Observed signals at different fluences at the 747 nm detection wavelength from 
positively-charged Ag nanoparticles aerosolized in N2. 
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6.2 Potential laser-induced emission phenomena  
6.1.1 Electron-neutral Bremsstrahlung 
Initial investigations into these results by Talebi Moghaddam et al. [58,159] suggested that 
electron-neutral Bremsstrahlung could be responsible for the observed signals. The proposed 
mechanism for this phenomena to occur during laser excitation of plasmonic nanoparticles is 
shown in Figure 6-5 and is described as follows: “Trigger” electrons from the nanoparticles are 
emitted through thermionic emission, a process in which thermally-excited electrons on the surface 
of the nanoparticle exceed the work function of the nanoparticle, as well as plasmonic decay 
photoemission, where electrons in the nanoparticle absorb laser photons and overcome the 
potential barrier of the nanoparticle. (The more positive the nanoparticle, the larger the potential 
barrier25). Emitted electrons then interact with gas molecules through inverse neutral 
Bremsstrahlung, where electrons increase in temperature by accelerating around the gas molecule 
and absorbing more photons, and through neutral Bremsstrahlung, where the hot electrons emit 
Bremsstrahlung emission as they decelerate around the gas molecules. Finally, after the laser pulse, 
electron temperatures decrease through neutral Bremsstrahlung, consequently decreasing the 
intensity of the observed signal. Observed signals from Bremsstrahlung will have a shorter 
duration than incandescence because the electron interaction with the nanoparticles occurs at 
shorter timescales compared to radiative cooling of the nanoparticle that occurs as vibrational 
energies of the atoms are dissipated as photons at longer timescales. Nevertheless, since 
Bremsstrahlung is also a thermal phenomenon, it is expected that signal decay should persist after 
 




the end of the laser pulse, which is not the case for Ag and Au nanoparticles, as seen from Figure 
6-2. 
 
Figure 6-5: Schematic of electron neutral Bremsstrahlung phenomenon. Modified from Ref. 
[160]. 
 
 Altman [50] has proposed that nanoparticle charging due to the thermionically emitted 
electrons causes a drop in the TAC at high temperatures, which could be affecting  LII data 
analysis.  
6.1.2 Multi-photon induced photoluminescence  
A photoluminescence phenomenon might explain the observed signals because the associated 
timescales can be on the order of nanoseconds [137] and hence would follow the temporal profile 
of the laser pulse. Recent work by Talebi Moghaddam et al. [161] proposes multi-photon emission 
as the phenomenon responsible for observed signals from the plasmonic nanoparticles. A 
schematic of the phenomenon is shown in Figure 6-6. 
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Figure 6-6: Schematic representation of the partial band structure of gold at the L symmetry point 
of the first Brillouin zone. The band energies are relative to the Fermi level [162]. 
 
 For this phenomenon to occur, laser photons having energies, hω1, of a characteristic 
wavelength, λ1, excite electrons from the d-band into the sp-band of the metal, well above the 
Fermi level. After radiationless intraband relaxation of the hole in the d-band and the excited 
electron in the sp-band, interband recombination occurs, resulting in the emission of a photon with 
energy, hω2, of a different characteristic wavelength, λ2 [162,163]. The observed spectral intensity, 
Jλ, is expected to vary as a function of laser intensity, Ilaser, through a power-law [162,163], 
 ( )0 laser
n
λJ = A I , (6.1) 
where A0 is a constant, and n is the power-exponent. Preliminary results, as shown in Figure 6-7, 
support this proposed phenomenon since the observed signals do vary with the laser intensity 
through the expected power-law. Additionally, the magnitude and nature (which constitutes 
features such as shape and peak position) of the observed photoluminescence depends on the 
capping agent/surfactant (or ligand) on the surface of the nanoparticles [164,165], consequently, 
because the negative and positive net charges on the nanoparticles were achieved by capping the  
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Figure 6-7: Power-law relationship data from the plasmonic nanoparticles. The laser intensity, 
Ilaser is proportional to laser fluence, F0. Modified from Ref. [161].  
 
synthesized nanoparticles with different capping agents (cf. Chapter 4), the power-exponent, n, 
differed between the plasmonic particles. 
 Detailed quantitative assessment of the results is beyond the scope of this work; however, more 
investigation and analysis of the experimental data is currently underway.  
 Other photoluminescence phenomena such as fluorescence or chemiluminescence that have a 
short characteristic timescale could be occurring; however, they do not entirely account for the 
observed signals because they are spectral phenomena that occur within a narrowband, while the 
observed signals are broadband since there are observed intensities at both the 445 nm and 747 nm 
detection wavelengths, although lower at the 747 nm detection wavelength (cf. ), as well as the 
559 nm detection wavelength (though not used for analysis). Van der Wal et al. [24], Maffi et al. 
[54], Di Iuliis et al. [55], and Menser et al. [109] have observed non-incandescent LIE from non-
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plasmonic nanoparticles of non-incandescent origin due to electronic excitation of the 
nanoparticles. Some of these have short durations, such as fluorescence [55], while some are 
delayed emissions with longer durations, for example, the atomic emissions from Si nanoparticles 
[109]. Further investigation into these possible spectral emissions that could also be occurring 
during experiments on plasmonic nanoparticles can be carried out with a broadband detector such 
as a streak camera. 
6.2 Summary 
This chapter provided the background and motivation for carrying out LII experiments on 
plasmonic nanoparticles along with a discussion of previous work by Filipov et al. [39] and 
Sipkens et al. [29] on Ag nanoparticles. It was concluded that the observed signals were not 
incandescence because of several anomalies that were identified, including short signal duration 
that followed the temporal profile of the laser pulse compared to the long signal duration of Ni and 
Fe nanoparticles, which generally show incandescence, high peak temperatures reached despite 
the low absorption cross-section of the Ag nanoparticles at the laser wavelength, and fluence-
independent signal decay. 
 Inverse neutral and neutral Bremsstrahlung, which depended on the charge of the 
nanoparticles, was initially considered as a potential phenomenon to describe the process, but the 
mechanism of this phenomenon required signal decay to persist at later cooling times longer than 
the timescale of the laser. Multi-photon photoluminescence, which depends on the surface 
chemistry (including capping agent and morphology) of the plasmonic nanoparticles, is currently 
the more likely candidate phenomenon responsible for the observed signals due to the short 
characteristic timescales of the LII data and the identified power-law relationship between the 
observed spectral intensity and laser intensity, which varied with capping agent. Although the 
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observed signals are due to a broadband phenomenon, other narrowband phenomena could be 




















 Conclusions and Future work 
 
Conclusions and Future work 
Time-resolved laser-induced incandescence (TiRe-LII) is an established diagnostic for 
characterizing soot-laden gases and is quickly becoming a standard for in situ characterization of 
non-carbonaceous nanoaerosols, including metal nanoaerosols. This thesis used a modified model 
of the TiRe-LII framework to investigate laser interactions with metal nanoparticles to improve 
the physical understanding of the various phenomena that affect the diagnostic. This chapter 
summarizes and concludes the major key points from this thesis work and recommends future 
work that can be explored. The chapter closes with the impacts that this work and future work 
provide for the advancement of the technique and other applications. 
7.1 Summary and conclusion 
This work was motivated to address a number of uncertainties in the TiRe-LII technique that have 
been reported in the literature. Chapter 1 surveyed the literature and showed that many researchers 
identified the potential of the diagnostic and extended its application from soot-laden flows (the 
pioneering application of LII) to metal nanoaerosols. However, they found that several phenomena 
of known origin (for example, atomic emissions from the nanoparticle [109]) and unknown origin 
(for example, excessive absorption [24,28,54,55]) corrupt the LII data and complicate the 
interpretation of the results. Others also found that the experimental absorption properties, 
including the refractive indices, were unable to explain the data. Recently, it was found that some 
of the observed anomalies were accounted for by modifying the absorption model by replacing the 
Rayleigh approximation with Mie theory [59], but others remain unexplained. 
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The goal of the thesis was to further develop the TiRe-LII technique for metal nanoparticles 
by regressing the TiRe-LII model to the spectral incandescence data while solving for the 
absorption efficiencies of the nanoparticles using Mie theory, temperature-dependent properties, 
and accounting for the polydispersity of the nanoparticles, thereby improving existing TiRe-LII 
analysis techniques in the literature. The investigation was carried out with experiments on Ni, Fe, 
Ag and Au nanoparticles in the gas-phase.  
 The details of the measurement model were explored in Chapter 2 through an extensive 
discussion of the heat transfer and spectroscopic submodels. Model-relevant properties for Ni and 
Fe nanoparticles were presented. The TiRe-LII apparatus was discussed in Chapter 3, which 
included a description of the operation of both the optical setup and aerosol generator. The wet 
chemical synthesis, and ex situ characterization techniques and results for Ni, Fe, Ag, and Au 
nanoparticles were presented in Chapter 4, including an outline and description of the LII 
experimental data acquisition. 
 Analysis of the experimental data from Ni and Fe nanoaerosols was conducted in Chapter 5 to 
examine the performance of the modified TiRe-LII model, to further investigate the underlying 
phenomena occurring during the experiments, and to compare results to the literature. It was found 
that the normalized incandescence signals decreased rapidly with increasing fluence, which is 
generally attributed to evaporation at higher fluences [26] but the integrated intensities, which are 
expected to also decrease due to mass loss at high fluences, increased with increasing fluence. This 
observation was attributed to corruption of the LII signals that consequently caused high peak 
temperatures that did not plateau with fluence. The results and simulations showed that excessive 
absorption was occurring at the laser wavelength. It was determined that the size classes of the 
nanoparticles suggested conduction was happening in the transition regime, and consequently, a 
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transition regime conduction model was needed to accurately infer the thermal accommodation 
coefficients (TACs) of the metal nanoaerosols, particularly for the polyatomic gas molecules.  The 
inferred TAC of 0.27 for the Ni-Ar nanoaerosol was smaller than the TAC of 0.51, inferred from 
molecular dynamics simulations.   
 A qualitative analysis of the LII data from Ag and Au nanoparticles, performed in Chapter 6, 
supported the hypothesis that multi-photon photoluminescence is responsible for the short-
duration, non-incandescent signal observed for the plasmonic nanoparticles, which could be 
present, as a corruption, in the LII data of incandescent origins. 
7.2 Future work 
The recommended future work is divided into the following sections. 
7.2.1 Transition regime modelling 
Considering that the LII data of Ni and Fe nanoaerosols are cooling by conduction in the transition 
regime, which could be responsible for the inflation of the inflated TACs of the polyatomic gas 
nanoaerosols, a transition regime model should be used to reanalyze the data. This will allow for 
a more accurate inference of the TACs and provide more insight into the conduction physics in 
this regime.  Liu et al. [91] recommend the Fuchs transition regime model as it is in good 
agreement with the results of the direct simulation Monte Carlo (DSMC) method in the entire 
transition regime. 
7.2.2 Explore the solution space 
As with any optimization problem, it is necessary to determine that the estimated set of parameters 
that supposedly minimize the problem are at the global minimum. This becomes even more 
important with the addition of more QoIs or nuisance parameters as the solution space might lose 
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convexity or become more ill-posed (priors can help reduce ill-posedness). In this work, the model 
was assumed to be locally linear, consequently, the posterior distribution was approximated as 
Gaussian, which might not be the case, as seen in Figure 7-1. A Markov Chain Monte Carlo 
(MCMC) procedure should be utilized to sample the solution space to obtain the most accurate 
posterior distribution by accounting for model non-linearities and capturing multiple local minima 
to ensure that only the strongest global minimum parameters are being inferred from the model.   
Figure 7-1: A non-Gaussian MCMC posterior distribution with multiple peaks [166]. 
 
7.2.3 Molecular Dynamics simulations    
Molecular dynamics simulations of the collisions and interactions between metal nanoparticles 
and carbon-containing gas molecules should be carried out to investigate how factors that include 
the attractive potential between the metal and gas molecules and the structure of the gas molecule 
affect the TACs. This would help understand why the polyatomic gas molecules considered in this 
study might not be accommodating energy as expected from results in the literature where TACs 
are lower with increasing gas molecule complexity. The MD simulations will also help with 
investigating whether or not the TACs for polyatomic nanoaerosols depends on the constituent 
elements of the polyatomic gas molecule.     
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7.2.4 Alternative aerosol generation 
The aerosol generation process used in this work involved chemically synthesizing nanocolloids 
and aerosolizing the nanoparticles in a motive gas using an atomizer. This method of aerosol 
generation provides the flexibility of chemically synthesizing any material and aerosolizing in any 
motive gas. Additionally, nanoparticles in colloidal form are less likely to aggregate compared to 
colloids formed by dissolving commercially available nanopowders in solvents. However, 
mastering the wet chemical synthesis of a new nanoparticle material can be time-intensive and 
even more so when the size of the nanoparticles needs to be controlled. This is mostly a trial-and-
error procedure, and any slight variation, such as the presence of minuscule impurities, can 
drastically affect the results. Furthermore, the performance of the atomizer can introduce 
uncertainties in data collection, such as producing aggregated nanoparticles during the atomization 
and drying process. An extensive evaluation and characterization of the TSI pneumatic atomizer 
will be beneficial.  
It would also be good to explore other alternatives to producing nanoparticles in the gas-phase. 
One alternative is a spark discharge generator, which will also provide the flexibility of using any 
motive gas and nanoparticle material while also producing unaggregated particles of small size 
classes in a consistent way. A pin-to-plate spark discharge generator has been built according to 
Ref [167] to explore this alternative.  Other alternatives are the hot-wall flow reactor used in Ref 
[26] and photolysis used in Refs [25,83]. These alternatives commonly produce gas-phase 
nanoparticles of ~ 10 nm in diameter, which would ensure heat conduction in the FMR and avoid 
ambiguities with the conduction model in the transition regime. It would also make it possible to 
determine the absorption efficiencies with the Rayleigh approximation, which would simplify the 
absorption model and allow for pyrometry.     
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7.2.5 Experiments on other types of nanoparticles 
The LII data from Ag and Au nanoparticles provided insight into some of the other phenomena 
that may be occurring during the laser heating process, which can inform researchers on how to 
improve experiments or the LII model. Additionally, the analysis of the first-ever extensive LII 
data of Ni nanoparticles, presented in this work, helped evaluate results from MD simulations in 
the literature. More TiRe-LII experiments on other novel nanoparticles can continue to provide 
insight that would help advance the TiRe-LII technique. For example, metal oxides such as titania 
(TiO2) can shed light on how the various non-incandescent signals produced in the presence of the 
oxide [55] can affect parameter inference by the TiRe-LII model. Additionally, LIE signals from 
other nanoparticles (plasmonic or otherwise) that may not heat up, as predicted by the heat transfer 
model, could continue to inform the LII community of more potential LII signal corruptions that 
should be taken into account.    
7.2.6 Upgrade the detection system 
Although the detection system used in this work had three detection wavelengths, only two of them 
were used for analysis. Discussion in §1.2.2 showed that analysis with data from more detection 
wavelengths could make the analysis and, consequently, the results more robust. Additionally, the 
discussion in Chapter 6 highlighted the possibility of other narrow band spectral phenomena that 
may be occurring along with multi-photon photoluminescence. Therefore, experiments with more 
detection wavelengths, like that of Figure 7-2(a) with four PMTs or a streak camera that measures 
time-resolved signals at continuous broadbands, as seen from Figure 7-2(b), would be greatly 




Figure 7-2: (a) A 4-colour LII setup [66] and (b) continuous broadband LII signal from a streak 
camera between 500 nm and 770 nm [65]. 
 
7.3 Impacts 
This work has developed new tools and insights into investigating results from TiRe-LII data. 
Further exploration will provide practical impacts by obtaining information to develop more 
accurate measurement models that correctly account for any possible LII corruption, and help 
explain and correct known deficiencies in the general LII model, for example, the anomalous 
cooling phenomena observed for soot [29,56,57] or the excessive absorption phenomenon 
observed for metal nanoparticles [29], as well as shed light on certain hypotheses that might be 
occurring at the nanoscale, such as a size-dependent complex index of refraction [51] or the 
decrease in TAC at high temperatures [50]. This will improve the reliability of LII-derived aerosol 
properties and extend the range of aerosols that can be measured by this technique. Fundamental 
insights will also be provided into the understanding of laser-nanoparticle interactions and other 







This section of the thesis document features the various supplemental information that were 
referred to in the thesis chapters. Appendix A discusses the details of the Bayesian framework used 
in Chapter 5. Appendix B presents the mathematical framework of the non-linear minimization 
algorithms that were used in this work. Appendix C provides a detailed description of the 
calibration procedure used for the TiRe-LII apparatus. Appendix D presents supplemental 
information that relate to the conduction heat transfer from the nanoparticle. Appendix E provides 


















Appendix A The Bayesian framework 
The Bayesian framework 
The Bayesian framework quantifies the degree of uncertainty of the inferred results while allowing 
for a certain degree of ground truth (priors), which can take different forms and nuisance 
parameters (cf. §A.1) to be incorporated into the inference procedure. The framework is becoming 
prominent in LII analysis for the inference and uncertainty quantification of a variety of QoIs 
[20,22,28,29,168].  
 In the Bayesian framework, QoIs are not deterministic, rather, the unknown solution vector of 
parameters, x, and the data vector b, are visualized as random variables that obey probability 
density functions (pdfs) that are related by the Bayes’ equation [148], 
 











= , (A.1) 
where p(b|x) is the likelihood pdf of the observed data, b, occurring for a hypothetical set of model 
parameters, x, p(x|b) is the posterior pdf of x being the model solution given the data set b, ppr(x) 
is the pdf of the prior knowledge of x, and p(b) is the evidence of all possible solutions occurring, 
which is used to scale the posterior pdf to satisfy the Law of Total Probability.   
 Because it is often cumbersome and unnecessary to calculate p(b), the proportionality, 
 ( ) ( ) ( )pr |  |p p px b b x x , (A.2) 
is usually computed since only the distribution around the most probable solution is typically of 
interest. When all set of solutions are equally credible, ppr(x) = 1 and p(x|b) ∝ p(b|x).  
















x , (A.3) 
where σ is the standard deviation of the normal distribution, Mi(x) and bi are the model and data 
points, respectively. Maximizing Eq. (A.3) produces the most likely set of model parameters and 
is equivalent to minimizing the exponential argument in Eq. (A.3), converting it into a weighted 
least-squares problem. Considering covariance in the data, Гb, the vector x, that maximizes the 
posterior, i.e. the maximum likelihood estimate (MLE), is then expressed as 
 . (A.4) 
 When prior knowledge, ppr(x), is incorporated into the inference in the form of gaussian 
distributions, it is akin to adding more equations to the minimization problem and the resulting 
solution is known as the maximum a posteriori (MAP) estimate,  
 ( )rMAP parg max ( | ) ( )p px x b x=  . (A.5) 
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  (A.6) 
where xprior is a vector of the means of the prior distributions, and Cx is the covariance of the prior 
distributions. Cholesky factorization can be used to simplify the square root of the inverted 
covariance matrix to an upper triangular matrix [148].  
 
A.1 Bayesian Priors and Nuisance Parameters 
Incorporating Bayesian priors into the inference procedure allows for available knowledge of some 
parameters to be used, which reduces the ill-posedness that occurs due to information deficit. 
However, care should be taken to ensure the optimal choice of priors that would both reflect the 











available information as well as the uncertainty of the information. Hadwin et al. [20] showed that 
the choice of priors is a significant step during inference as the accuracy and posterior distribution 
can be significantly affected. An uninformative prior, ppr(x) = 1, is used when no information is 
available a priori. Depending on the nature and certainty of the a priori knowledge, a variety of 
priors (or a combination of priors), as shown in Figure A-1, can be used.  
     In a limiting case where model input parameters that are not of interest are unknown or known 
with little certainty, the Bayesian framework allows for the inference of such parameters, called 
nuisance parameters. Bayes’ equation becomes 
 











,  (A.7) 
where θ is the vector of nuisance parameters, and ppr(θ) is the prior distribution. The nuisance 
parameters are also inferred along with the QoIs.     
Figure A-1: (a) Gaussian, (b) uniform, and (c) exponential pdfs of sample prior distributions. The 
Gaussian distribution is used when the prior knowledge is normally distributed about a mean, the 
uniform distribution is derived from a bounded maximum entropy prior, and the exponential 
distribution is used when prior knowledge suggests that the parameters are more likely to occur at 
a bound and exponentially less likely to occur away from that bound.    
 
 




A.2 Marginalization and Uncertainty Quantification  
The Bayesian framework quantifies the uncertainty of the inferred parameters as a pdf, which is 
maximum at the MLE (in the case of the likelihood) or MAP (in the case of the posterior 
distribution). If the number of parameters to be inferred is two, the covarying posterior can be 
visualized by plotting the negative log-likelihood contours, – log[p(x | b)] ∝ – log[p(b | x)]  as seen 
in Figure A-2(a), and a credibility interval can be defined using chi-squared statistics [169]. The 
unique uncertainty of each QoI is obtained by marginalizing the posterior probability density, 
which involves the integration of the product of the likelihood and prior probability densities over 
the nuisance parameters  
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 However, carrying out this integration analytically can be computationally intensive [170]; 
instead, a Markov chain Monte Carlo (MCMC) integration can reduce the computation effort 
required. The MCMC integration produces a sequence of random samples and evaluates the 
forward model; each sample is accepted or rejected based on the sampled location in the posterior 
distribution. Although each subsequent sample only depends on the preceding sample, the 
accepted random samples map the posterior distribution ergodically [20].  
 When gaussian priors are used, and the data is normally distributed, the marginalized 
posteriors, from a non-linear model, can be approximated to also follow a normal distribution (cf. 
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where Cx’ is a diagonal matrix of covariances of the inferred parameters, and J(x) is the Jacobian 
evaluated at the solution x (MLE or MAP).  
Figure A-2: (a) the covarying posterior pdf (b) the marginalized posterior pdf of variable 1 (c) the 



















Appendix B Non-linear minimization algorithms   
 
Non-linear minimization algorithms 
The equations derived from the Bayesian framework discussed in Appendix A are minimized by 
non-linear minimization algorithms to find xMLE and xMAP. These algorithms are also used for 
minimization procedures in later sections of the appendices. Minimization involves solving a 
problem, where a vector, x, of defined QoIs minimizes an objective function f(x); the vector, x*, 
that minimizes f(x) is defined as x* = argminx[F(x)]. If f(x) is envisioned as a 3D surface plot as 
shown in Figure B-1, then the minimization algorithm is searching for the lowest possible point 
on the surface, i.e. the global minimum. For inference problems, the objective function, f(x), is 
typically defined as the 2-norm of the residual vector, r(x) = D – M(x), where D is the data and 




( ) ( )f x D- M x=  , (B.1) 
and the vector, x*, that minimizes f(x) is the least-squares solution [148]. When the statistical data 
are collected, the residual is scaled by the covariance of the data, Г, to place more confidence on 
the more reliable data points and less on the less reliable data points (i.e. weighted least-squares),  
    
T -1( ) ( ) ( )
2
f = - -x D M x Γ D M x , (B.2) 




 There are numerous minimization algorithms that can minimize f(x) [171]; however, in this 
work, two non-linear minimization algorithms were used, namely: Levenberg-Marquardt (LM), 
for solving unconstrained problems and trust-region reflective, for solving constrained problems, 
as well as genetic algorithm (GA), a metaheuristic algorithm for solving nonconvex problems. 
B.1 Levenberg-Marquardt (LM) Algorithm 
The LM algorithm is a modified version of Newton’s method and a prominent non-linear least-
squares minimization scheme [148,172]. The following provides a brief overview of the 
minimization scheme [148]. 
 If the data is independently distributed26 for each ith data point and contains m data points, then 
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where σi is the standard deviation of the i
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and the gradient27 of Eq. (B.6) gives (in matrix notation), 
 
T( ) 2 ( ) ( )f x J x F x = ,  (B.7) 
where J(x) is the Jacobian matrix at x.  
 The Hessian can be approximated as [148] 
 ( ) T( ) 2 ( ) ( )fH x J x J x , (B.8) 
and from Newton’s method,  
 ( )( ) ( )f fH x x x = −   (B.9) 
where Δx is the difference between the current solution, xk+1, and the previous solution xk. Eq. 
(B.7) then becomes, 
 ( ) ( ) ( ) ( )
k T k k kJ x J x x J x F x = − . (B.10) 
 The search for the optimal solution iteratively solves Eq. (B.10) for Δx so that the next update 
is found by, xk+1 = xk + Δx, until Δx reaches a defined tolerance in the vicinity of a minimum where 
( ) 0f x = . 
 Sometimes, J(xk)TJ(xk) might not accurately approximate the Hessian, in which case 
J(xk)TJ(xk) is regularized with zeroth-order Tikhonov, resulting in the LM non-linear minimization 
algorithm, 
 ( ) ( ) ( ) ( )
k T k k kλJ x J x I x J x F x   (B.11) 
where λ is a positive parameter that is adjusted to ensure convergence.  
 




B.2 Trust-Region-Reflective (TRR) Algorithm 
When there is prior information about the QoIs specifically, a bounded range within which they 
should exist, constraints can be placed on the minimization problem. Using this bounded 
information is particularly helpful if the problem is ill-posed in the vicinity of the solution or if 
there are several local minimums in the search domain. The TRR algorithm is a type of interior-
point algorithm [171] that narrows the search for the QoIs to within a trusted region. Note that 
there are inference approaches that allow for a variety of prior information incorporated into the 
inference (cf. Appendix A).  
 The trust-region-reflective algorithm is an interior point minimization algorithm equivalent to 
the unconstrained trust-region algorithm [173] modified by Coleman and Li [174], who proposed 
a reflection at the constraints during the line search step28. For the unconstrained trust-region 
problem, consider a model, qk, that is Taylor series expansion of f(xk), the scalar-valued objective 
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and whose behaviour near xk, is similar to the behaviour of f(xk). Next, define a neighbourhood, 
Δk, where the algorithm will only “trust” qk, subject to the constraint, 
 kx   , (B.13) 
to ensure that qk is in a region close to xk, where it does behave like f(xk) [173]. This leads to the 
minimization subproblem, 
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 The trusted neighbourhood decreases if the proposed solution does not minimize f(xk). The 
optimality conditions show that Δx will be the solution of the linear system, 
 ( )2 ( ) ( )k kf fx xI x +  = − ,  (B.15) 
where λ is the Lagrange multiplier [173]. The algorithm will search for the optimal solution 
iteratively until Δx reaches a defined tolerance in the vicinity of a minimum where ( ) 0f x . 
 The defined bounds of the minimization problem aim to solve, 
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, (B.16) 
where x* is the optimal solution, and xl and xu are the lower and upper limits, respectively. The 
constraints are considered during the line search29 step for determining Δx. Coleman and Li [174] 
propose a piecewise reflective line search off the bounds defined by the constraints so that the 
optimal solution will always lie within 
*
l ux x x  . Figure B-2 illustrates the trust-region 
reflective algorithm. 
Figure B-2: Schematic of the trust-region-reflective algorithm. Modified from Ref. [175]. 
 




B.3 Genetic Algorithm (GA) 
Although non-linear minimization algorithms provide a solution to a problem, the solution might 
not always be a global minimum (i.e. the solution domain could be nonconvex) as it can be “stuck” 
in a local minimum. This can happen even in a bounded region in the vicinity or far from the 
optimal solution depending on the size of the defined constrained region. Metaheuristic algorithms 
such as GA provide a better guarantee of finding the global minimum through a random sampling 
of the whole solution domain [176]. 
 The Genetic algorithm actually is class of evolutionary algorithms that rely on the mechanics 
of evolution strategies [176]. In this minimization approach, a set of individuals, called parents, 
are generated at the initial step of minimization to form a starting population. Each parent is a 
chromosome whose number of genes is determined by the number of QoIs (cf. Figure B-3). The 
value of a “goodness of fit” function, usually the fitness function, is evaluated for each parent in 
the population, and a selection process is carried out so that only the fittest parents (i.e. the 
individuals with the lowest value of f(x)) survive to produce children that move on to the next 
generation. Children are produced through various ways such as elitism where the fittest parents 
move on to the next generation as children, cross-over, where parents are paired at random and 
exchange genes, or mutation where particular genes in a parent undergo random sampling 
[176,177].  
 Several modifications can be applied to the basic GA approach for a variety of desired goals 
[176], such as defining the “goodness of fit” function as the gradient of the objective function 
( ),f x  so that the fittest parents are those with the lowest value of the gradient (i.e. approaching 
the minimum faster), or defining a non-linear minimization algorithm that refines the GA solution 




Figure B-3: Genetic algorithm with individuals having six QoIs. Children here have been chosen 















Appendix C Calibration Procedure 
Calibration Procedure 
C.1 Component characterization 
All optical components within the detection system were spectrally characterized to ensure their 
spectral positions, efficiency and bandwidths were fully known. 
C.1.1 Spectrometer calibration 
The spectral characterization of all components was carried out using a spectrometer (FLAME-T-
VIS-NIR-ES, Ocean Optics). The spectral efficiency of the spectrometer was calibrated at the 
National Research Council (NRC) using an intensity calibrated light source. Figure C-1(a) shows 
the spectral efficiency of the spectrometer. Wavelength calibration of the spectrometer was also 
carried out using a Mercury-Argon (Hg-Ar) light source. The spectrometer data was linearly fit to 
the Hg-Ar light data using the Levenberg-Marquardt minimization scheme. The minimization was 
carried out in MATLAB® [107]  using the “lsqcurvefit” function resulting in a linear correction of 
λ – 1.97, where λ is the spectral position of the spectrometer data. Figure C-1(b) shows the raw 
and corrected data.  
Figure C-1: Spectrometer Calibration: (a) spectral efficiency, and (b) wavelength correction. The 





C.1.2 Optical component spectral characterization 
A stabilized Halogen-Tungsten light source, 350 – 2600 nm (SLS201L/M, Thorlabs), fibre-
coupled to an integrating sphere (Ø2” IS200-4, Thorlabs) and the spectrometer arrangement shown 
in Figure C-2 was used to characterize each optical component. Figure C-3 shows the transmission 
spectra of the dichroic mirrors and bandpass filters. Note that the 650 nm bandpass filter has a 
transmission of only 70% as compared to > 90% on the other bandpass filters. The effective 
bandwidth of the spectrum “seen” by the second PMT is achieved by convoluting the spectrums 
of the second dichroic mirror and the 650 nm bandpass filter. Figure C-4 shows the bandwidths 
and spectral positions of each PMT channel and how they compare to the spectrum of the Halogen-
Tungsten light source.   





Figure C-3: Spectra of the optical components in the detection system. The center wavelengths of 
the bandpass filters have been determined more accurately by the calibrated spectrometer. 
 
Figure C-4:  Light spectrum and the spectral positions and bandwidths of the PMT channels. 
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C.2 TiRe-LII apparatus calibration 
For this thesis work, the TiRe-LII detection system was directly calibrated for relative sensitivity. 
This subsection describes the calibration procedure carried out. The PMT responses were also 
analyzed to ensure proper functioning. 
C.2.1 Calibration setup and data collection 
As seen in Figure C-5, the calibration setup included the halogen-tungsten light source fibre-
coupled to the integrating sphere placed in front of the detection system, an optical chopper, and 
an optical filter wheel were placed in front of the collection optics.  
Figure C-5: Calibration setup. 
 The face of the integrating sphere was placed at the focal plane of the collection optics. To 
determine the focal plane of the collection optics, the laser diode within the demultiplexer box is 
turned on, and the flipper mirror is flipped in the “on” position to reflect the laser diode beam into 




has been appropriately positioned, the laser diode is turned off and the flipper mirror is flipped out 
of the way.  
 The signals from the three PMTs within the detection system were digitized into voltage data 
by an oscilloscope (HDO6104 1 GHz High Definition Oscilloscope – Teledyne) with a 50 Ω 
coupling. The PMTs were powered by a voltage box that regulates the voltage supplied to the 
PMTs by changing the gains30 from 1 – 1000. Care was taken so that the PMTs were not damaged 
by ensuring the PMT output voltages did not exceed the recommended maximum output voltages, 
shown in Table C-1, of a similar PMT31. 
Table C-1:  Maximum recommended PMT output voltages [114]. 
Illumination Time 
Max. Output Voltage 
(50 Ω Coupling) 
Max. Repetition Frequency 
DC 5 mV - 
100 μs 50 mV 100 Hz 
1 μs 500 mV 10 Hz 
10 μs 5 V 1 Hz 
 
 The optical chopper was placed in front of the light source to allow for a higher voltage readout 
as per Figure C-5 and to increase the signal-to-noise ratio by clearly separating the background 
signal from the light signal. In the absence of the optical chopper (DC light source), the voltage 
readout was noisy, and the surrounding had to be kept dark to minimize background noise.  Figure 
C-6 compares the voltage readout with and without the optical chopper in place.  
 
 
30 The voltage box supply for PMT 1 and 3 had a reverse bias so that higher gains resulted in lower PMT sensitivity. 




 Figure C-6: PMT voltage: (a) without an optical chopper, and (b) with an optical chopper 
 Mansmann et al. [114] demonstrated the importance of evaluating the performance of the 
PMTs to ensure that all PMT responses are linear (i.e. PMT output is directly proportional to total 
irradiance) and to determine and avoid the range of PMT gains that introduce non-linear responses. 
To assess PMT non-linearity, five different neutral density (ND) filters (held in place by the optical 
filter wheel) with percent transmissions of 2%, 10 %, 30%, 60 %, 90 % and 100 %, corresponding 
to optical densities (OD) of 1.67, 1, 0.52, 0.22, 0.046 and 0, are used to alter the light levels incident 






 Figure C-7: Spectral transmissions of the ND filters. 
 
 Calibration data were collected for the three PMTs at gains between 35032 to 900 for the blue33 
and red channels and between 400 to 900 for the yellow channel with increments of 50. At each 
gain, three data points are collected with three different ND filters to assess non-linearity and for 
statistical analysis. The measurement trials for the statistical analysis were obtained by applying 
the ND filter attenuation percentage to the voltage data to obtain the unattenuated light level 
voltages. At some gains, the PMT sensitivity was too low to collect data with three ND filters; in 
this scenario, the three data points were collected with one or two ND filters with some data points 
re-measured using one of the ND filters.  The optical chopper was operated at 197 Hz.  
Figure C-8 shows the data collected for each PMT and the associated error bars. Notice that the 
error bars are larger at higher gains since space charge effects are more significant at such gains 
(cf. §3.1.3.1). 
 
32 The intensity of the light source was not high enough to collect reliable data at gains lower than 350 for the blue and red channels 
and 400 for the yellow channel. 
33 The PMT channels with bandpass filters centered at 445 nm, 648 nm, and 747 nm are referred to as the blue, yellow and red 




Figure C-8: PMT calibration data. 
C.2.2 Evaluating PMT Performance 
Evaluating the performance of the PMTs involved quantifying the deviation from linearity as a 
















where S(τi), is the light signal from the PMT when an ND filter of transmission, τi, is used, 
normalized to signal of the lowest light level signal, S(τref) when the ND filter of the highest OD 
with transmission τref is used. Figure C-9 shows the extent of non-linearity of each PMT as a 
function of gains and light levels. Only gains at which data were collected with more than one ND 




 As shown in Figure C-9, there is a larger deviation from linearity at higher gains for the PMTs 
on the blue and red channels. This trend is, however, not present for the PMT on the yellow 
channel, which deviates the least, with the largest deviation at the 500 gain, which can be attributed 
to the low light levels on the yellow channel due to the higher OD of the bandpass filter. Therefore, 
efforts were made to conduct experiments at gains with ±10% non-linearity. It should be noted 
that at lower gains, the PMTs were not sensitive enough to the available light intensity from the 
light source; hence, data collected with ND filters with ~10% transmission could introduce 
significant errors in the analysis. This could be an additional reason for the results at the 500 gain 
on the yellow channel PMT.  
Figure C-9: Deviation from linearity for: (a) the blue channel PMT, (b) the yellow channel PMT, 






C.2.3 Determining the calibration factors 
A relative sensitivity calibration analysis similar to that performed by Mansmann et al. [66] is used 
in this study. Each PMT is calibrated for sensitivity, against a calibration light source and for gain, 
across all gains. The overarching idea is to relate how much voltage is induced on a PMT due to a 
known amount of incident irradiation and determine how this relation changes across PMT gains. 
The amount of irradiance, Ei, incident on the ith PMT within a wavelength bandwidth, dλ, is found 







  ,  (C.2) 
where Eref is the spectrum of the light source and Δλi is the spectral bandwidth of the ith PMT 
bandpass filter. This will induce a PMT voltage, 
meas
iV  and the sensitivity calibration factor, Di, is 











 , (C.3) 
where τ is the transmission of any ND filter used.  
 The gain correction factor is found by modelling the PMT response according to [66], 
 ( ) ( )meas gainln lni ii iV A V B= + , (C.4) 
where 
gain
iV  is the gain voltage (ranging from 1 – 1000) the PMT was set at when a voltage, 
meas
iV
, was induced due to an incident irradiation; Ai and Bi are coefficients in the response model. The 
coefficient, Bi,  is eliminated by normalizing Eq. (C.4) to a reference gain, 
ref,gain
iV  and its 
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i  is the standard deviation of the data at each gain. Figure C-10 shows the coefficient, 
Ai, for each PMT. 




 One sensitivity calibration factor, 
ref
iD  , is determined at the reference gain and corrected by 
the gain correction factor, ( )gaini iG V ; i.e. data at collected at any gain is corrected to what the 
response would be at the reference gain and then calibrated for sensitivity. Therefore, the calibrated 
experimental signal, 
exp
iJ , from the ith PMT, set at a gain,
gain
iV , is determined as  
 ( )exp ref gain rawi i i iJ D G V J=  , (C.8) 
where 
raw
iJ  are the raw experimental signals.  
     The 500 gain is chosen as the reference gain voltage as it is the half-way point for the range of 
all gains. Figure C-11 shows the calibration curve, ( )ref gaini iD G V , of each PMT across all gains.  
Figure C-11: Calibration constants over PMT gains.  
 
C.3 Optical chain alignment  
The laser path, detection solid angle and probe volume need to be aligned to ensure that the 
nanoparticles in the probe volume are being heated up within the focal point of the collection 




with the aid of the photodiode within the demultiplexer box (cf. Figure 3-7). After the collection 
optics focal point was determined, two laser diodes (L1 and L2) passing through irises (M1 and 
M2), positioned normal to each other, were aligned to intersect the probe volume, as seen in Figure 
C-12. The laser diodes add extra axes to aid laser alignment. To ensure that the laser beam does 
not damage the laser diodes, a pin object was placed at the probe volume to mark the intersection 
position, and all laser diodes were turned off and protected from the laser beam. 
Figure C-12: Alignment laser diodes. 
 
 Once the probe volume was fully defined, the laser beam travels through each optical 
component in the optical chain while ensuring it is parallel to both the optical breadboard and the 
walls of the room. A burn paper was used to track the position of the beam. If the beam did not 
intersect the pin object at the probe volume (i.e., the alignment was off), the 1064 nm mirror 
(Figure 3-2, part I) or another appropriate component was adjusted until the pin object and beam 
intersected. Note, when the pin object was removed and the sample cell was set in place, the laser 




was done by ensuring the laser diode from the demultiplexer box intersects the laser beam on a 
burn paper. 
C.4 Equipment validation 
After calibrating the detection system and aligning the laser system, it was necessary to validate 
the calibration factors and ensure proper functioning of the laser system to guarantee that the 
experimental data is reliable. The validation experiment was conducted on a soot-laden aerosol as 
there are extensive data and results from soot experiments in the literature to validate the results. 
The soot temperatures and fluence curve were used as validation parameters.    
C.4.1 Validation data collection 
Two methods were explored for the generation of the soot aerosol. One method involved placing 
a box over a lamp to create a build-up of soot, as shown in Figure C-13(a). Gas flowing through a 
T-junction venturi induces a low-pressure point that acts as a suction to draw the soot particles into 
the upstream flow. The gas flow is directed into the sample cell, where soot particles are heated 
with the laser pulse. The second method involved placing the lamp so that the flame is within the 
probe volume; soot within the flame is then laser-heated. Figure C-13(b) shows this setup.  






 However, the first method was not appropriate for data collection because the soot particles 
were significantly aggregated, to macroscopic particles, upon reaching the probe volume due to 
the travel time after soot formation. The significant soot aggregation needs to be accounted for as 
the absorption properties will differ from soot monomers [67,178]. Therefore, data from the second 
method were used for analysis. Data were collected at seven fluences to construct the soot fluence 
curve. At each fluence, at least 500 data shots34 were recorded for statistical analysis. Due to the 
flame’s flickering, some data shots did not capture incandescence and were eliminated from the 
analysis. To avoid PMT overexposure and damage during data collection, PMT gains were 
adjusted to ensure that the superposition of the signals resulting from the DC background radiation 
of the flame and pulsed radiation due to the laser-heated soot particles did not induce PMT voltages 
greater than those recommended by Table C-1.  
C.4.2 Validation data analysis 
Figure C-14(a) shows the raw uncalibrated incandescence data from the soot nanoparticles. As 
seen in Figure C-14(b), the relative magnitude of the signal on the yellow channel is lower than 
expected upon calibration. The expected range of temperatures of the soot particles, at the fluences 
used, is between 2000 K – 4500 K [61] and the spectral intensity of the incandescence should be 
similar to the Planck’s distribution. Therefore, the relative magnitudes of the signals: Blue > Red 
> Yellow, will produce non-physical temperatures for soot particles, as discussed later on in this 
section.  
 The instantaneous spectral incandescence model (cf. Eq. (2.3)) can be fit to the data from all 
three channels at an instant of time to find the soot temperature and visually evaluate the relative 
 




channel magnitudes. The fitting is performed with data from selected pairs of channels, according 
to Table C-2. A wavelength-independent absorption function, E(mλ), as suggested by Ref. [179], 
is used.  
Figure C-14: LII data of flame soot irradiated with a fluence of 1.04 mJ/mm2 (a) Raw (b) 
Calibrated. Calibration constants were normalized to the red channel. 
 
Table C-2: Selected channels for model fit. 
 Channels used 
T1 blue and red 
T2 blue and yellow 
T3 yellow and red 
T4 blue, yellow and red 
 
     The LM minimization algorithm is used to fit the data and is implemented in MATLAB® [107]   
using the “lsqnonlin” function.  Figure C-15 shows the model fit to the data at 500 ns after peak 
incandescence; using data from the yellow channel to determine the soot temperature produces 
either too high (5805.8 K) or too low (1703.7 K) a temperature for soot irradiated at a fluence of 





 Figure C-15: Model fit to channel data at 500 ns after peak incandescence. 
 
 Plotting the pyrometric cooling temperature histories with channel pairs, as shown in Figure 
C-16 below, shows a similar disagreement for T1, T2 and T3 in Figure C-15, and a non-physical 
temperature of 6,000 K is computed from the blue and yellow channel pair. 
Figure C-16: Pyrometric temperature profiles of flame soot nanoparticles. Error bars have been 





     Troubleshooting the problem with the yellow (648 nm) channel involved the following: 
1. The spectrometer was placed at the PMT port of the yellow channel on the demultiplexer 
box to capture the spectrum of the irradiation incident on the PMT in this channel. Although 
the obtained spectrum differed slightly from that achieved from convoluting the 
transmission spectra of the bandpass filter and dichroic mirror, results were similar. 
2. The 648 nm bandpass filter was replaced by a 557 nm 100 % transmission bandpass filter. 
Data was collected from flame soot generated by a burner generating a laminar co-flow 
ethylene diffusion flame, with fuel and airflow rates similar to Ref [21]. This 
troubleshooting attempt took place at NRC. Although the deviation of the channel 
decreased slightly, the problem persisted. 
 After all troubleshooting attempts yielded similar results for the third colour channel, it was 
concluded that quantitative research work would be conducted with only two colours with 
detection wavelengths at 445 nm (blue) and 747 nm (red). To ensure that the two-colour detection 
system was indeed working appropriately, a fluence study was conducted with the lamp flame 
soot, as shown in Figure C-17. The sublimation temperature of soot (plateau regime) is around 
4450 K [61], further verifying the calibration for a working two-colour detection system. The 
integrated intensity as a function of fluence, shown in Figure C-18, also shows soot sublimation at 
the higher fluence since the integrated intensity drops due to mass loss at higher fluences.   
   






Figure C-17: Fluence curve of lamp flame soot obtained from two-colour pyrometry with 










Appendix D Conduction related information 
Conduction related information 
 
D.1 Knudsen number determination 
The Knudsen number, Kn, is computed to determine what conduction regime the nanoparticles are 
cooling. The Knudsen number is computed by Kn = λMFP/L, where λMFP is the mean free path 
(MFP) and L is the characteristic length, which is taken as the radius, for a spherical nanoparticle 
[91]. The characteristic length of aggregates is complicated to determine but some researchers 
have used the concept of an equivalent sphere [70].  Although there are multiple ways to calculate 










,  (C.9) 
where, kB is Boltzmann constant, Tg and pg are the temperature and pressure of the gas, respectively 
and σg is the collision cross-section informed by the variable hard sphere (VHS) of the molecule. 
The VHS of the gas molecules are taken from Ref [157].   
D.2 Inferred TACs from all nanoaerosols at all fluences 
The inferred TACs from all nanoaerosols at each fluence is shown in Figure D-1. Only TACs at 
lower fluences (shaded area in Figure D-1) were averaged to produce the inferred TACs shown in 
Figure 5-11 as these results were more reliable than results at higher fluences as informed from 
the results of the inferred size distribution.  
 The variance of each inferred TAC were computed from Eq. (A.9). The uncertainty of the 















 , (C.10) 
where σ(x,x)i is the variance of each TAC data point, x, and n is the number of data points that are 
averaged.  
Figure D-1: TACs inferred for all nanoaerosols at all fluences. 
 
D.3 Fitting procedure to exponential conduction cooling 
The TAC inference procedure developed by Daun et al. [56] equated the internal energy of the 
nanoparticle to the heat conduction from the nanoparticle, modelled in the FMR, 
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Solving Eq. (C.12) results in 
 ( ) 1 2ln t C t C= +  ,  (C.14) 
where C2 is a constant of integration. This allows for a simplified linear temperature model in time 
where α and C2 can be solved through linear regression. By defining an average diameter size class 
in the nanoaerosol, α and C2 were inferred using the Bayesian framework (with no priors) and the 
trust-region reflective algorithm, implemented in MATLAB® [107] using the “lsqnonlin” function, 
with upper and lower bounds. Figure D-2 shows a fit to a dataset. 
Figure D-2: Linear model fit to exponential conduction. 
 There are three clearly defined regimes of cooling, namely, evaporation and other effects, 
conduction, and polydispersity. The other effects in the evaporation regime refer to other non-
incandescent signals that may be corrupting the prompt signals. The conduction regime is the 
section of the data that is expected to be linear in the log space, and polydispersity effects begin to 
take effect at much later cooling times. The linear model fit to the data in Figure D-2 was performed 
between 200 ns and 600 ns, chosen by visual approximation. A change to this time window could 
alter the inferred parameters significantly. This subjectivity introduced uncertainties in the 




Appendix E Additional supplemental information 
 
Additional supplemental information 
 
E.1 Relationship between refractive indices, optical conductivity and         
 dielectric constant 
 
The refractive indices of Ni and Fe presented in §2.1 were computed from the values of the real 
component of the dielectric function and the optical conductivity reported by Krishnan et al. [76]. 
For a non-magnetic material (the liquid metals lose their ferromagnetism since they are above their 
Curie temperature [76]), the real component of the dielectric function, εI,λ and the optical 




2n k= +  , (C.15) 
 04 n k=     , (C.16) 
where nλ and kλ are the components of the complex index of refraction, ε0 is vacuum permittivity, 
and ν is the frequency; ν = c0/λ, where c0 is the speed of light and λ is the wavelength. The 
imaginary component of the dielectric function, εII,λ is given as [180], 
 II, 2n k=   , (C.17) 
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 where ||ε|| is the norm of the dielectric function; 2 2I, II,ε = +    . 
E.2 Q-switch noise removal 
The Q-switch is a method of producing a pulsed laser output through controlled stimulated 
emission (cf. §3.1.1); this creates an electromagnetic interference that the PMTs detect, i.e. the Q-
switch noise. The Q-switch noise from the laser head was removed from all datasets. This noise 
was non-random and structured since it had the same unchanging form with every shot. Figure E-1 
shows the data, the Q-switch noise, and the data with the Q-switch noise removed. The Q-switch 
noise was removed by subtracting it from the data before calibration factors are applied. However, 
because the data and the Q-switch noise are not taken synchronously, there could be a mismatch 
in peaks, which would alter the data after removal. For this reason, the noise peaks in the data and 
the peaks in the Q-switch noise need to be matched before noise removal.  
Figure E-1: (a) Raw data and Q-switch noise with peaks matched, and (b) raw data with Q-switch 






E.3 Absence of non-linearities in data across PMT gains 
The calibration constants are derived under conditions that the induced current output by the PMTs 
are proportional to the intensity of the incident light; however, space charge effects at high gains 
and non-linear behaviours at lower light levels can affect the PMT responses during experiments 
and introduce non-linearities that affect the PMT data [66]. PMT data for a defined experimental 
condition are expected to yield the same result regardless of the gains used during experiments.   
Figure E-2 shows the pyrometric temperature profiles from three datasets collected at three 
different sets of PMT gains for the same experimental condition. All the datasets at all set of gains 
produce the same temperature histories (within uncertainty), showing that there were no non-
linearities were present during data collection and further validating the calibration factors. 







E.4 Covariance of the data  
Figure E-3 shows that the covariance of the data is diagonally dominant (i.e. high variances), which 
could allow for a diagonal approximation (i.e. independently distributed data) although, because 
there were high covariances close to the diagonal, the covariance matrix was approximated with 
ten covariances on either side of the variance diagonal. 
Figure E-3: Covariance of incandescence shot dataset from one PMT.  
 
 The covariance matrix, from n observations of m random variables is computed according to, 
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= − − , (C.21) 
where Гb, is the data covariance matrix of dimension, b
mm
Γ
 , X is the data matrix of 
dimension, 
n mX  and X is the mean of the random variables from all observations with 
dimension, 




E.5 Data from LII 300 Artium Technologies 
The LII data from the plasmonic nanoparticles obtained from the in-house TiRe-LII apparatus used 
in this work were compared to the LII data obtained from the LII 300 to access the duration of the 
signals. Figure E-4 compares the LII data obtained from both apparatus. The LII 300 broadens the 
short duration signal, which the in-house TiRe-LII apparatus accurately captures. However, the 
LII 300 has more sensitivity than the in-house TiRe-LII apparatus because there were detectable 
signals from significantly dilute nanocolloids which was not the case for the TiRe-LII. This shows 
that the design of the LII 300 traded fast response for sensitivity and the amplifiers used to 
accomplish this introduced signal sampling delay that broadens the signals. The LII 300 was built 
in this way because it was meant to detect soot at very low concentrations. The temporal blending 
did not affect soot signal decay since the signals were due to incandescence, which generally have 
much longer signal decay. 
Figure E-4: Comparing signals from Ag nanoparticles from (a) In-house TiRe-LII apparatus and 
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