Two main obstacles preventing the widespread adoption of variational Bayesian neural networks are the high parameter overhead that makes them infeasible on large networks, and the difficulty of implementation, which can be thought of as "programming overhead." MC dropout [1] is popular because it sidesteps these obstacles. Nevertheless, dropout is often harmful to model performance when used in networks with batch normalization layers [2] , which are an indispensable part of modern neural networks. We construct a general variational family for ensemble-based Bayesian neural networks that encompasses dropout as a special case. We further present two specific members of this family that work well with batch normalization layers, while retaining the benefits of low parameter and programming overhead, comparable to non-Bayesian training. Our proposed methods improve predictive accuracy and achieve almost perfect calibration on a ResNet-18 trained with ImageNet.
Introduction
As deep learning becomes ubiquitous in safety-critical applications like autonomous driving and medical imaging, it is important for neural network practitioners to quantify the degree of belief they have in their predictions [3] [4] [5] . Unlike conventional deep neural networks which are poorly calibrated [6] [7] [8] [9] , Bayesian neural networks learn a probability distribution over parameters. This design enables uncertainty estimation, allows for better-calibrated probability prediction, and reduces overfitting.
However, exact posterior inference for deep Bayesian neural networks is intractable in general, so approximate methods like variational inference are often used [1, [10] [11] [12] [13] [14] [15] . Unfortunately, most of the proposed variational methods still require significant (i.e. ≥100%) parameter overhead and do not scale well to modern neural networks with millions of parameters. For example, a mean-field Gaussian [10, 12] doubles the parameter use (by learning both means and variances). These techniques also incur significant programming overhead since the programmer must perform extensive changes to their neural network architecture to make it Bayesian. For example, [11, 12] require a modification to the backpropagation algorithm, while [13, 14, 16] involve complicated weight-sampling techniques.
High parameter overhead is an important concern, as deep learning models already utilize available hardware resources to the fullest, often maxing out GPU memory usage [17] . In 2015, the highest end consumer-grade GPU had 12GB of memory; by 2018, this number had doubled to 24GB. This means that in the period 2015-2018, a programmer could only have Bayesianized state-of-the-art neural networks from prior to 2015. Any newer designs, once their parameter use had been doubled, would not fit into her GPU's memory. With GPU memory capacity doubling approximately every 3.2 years ( Figure 1 )-an eternity in the rapidly progressing field of deep learning-the programmer's Bayesianized networks will be up to three years behind the state of the art. Mean-Field Gaussian [10, 12] 
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[29900%] Dropout [1, 15] 11 We survey in Table 1 the parameter use of several existing Variational Bayesian Neural Network (VBNN) methods for ResNet-18 [18] and PyramidNet [19] , among which dropout is the only method that does not add a significant (≥100%) parameter overhead. Nonetheless, in the presence of batch normalization, a mainstay of modern deep networks, dropout layers have been found to be either redundant [20] , or downright harmful to model performance due to shifts in variance [2] .
In this paper, our contributions are two-fold. First, we construct a general variational family for ensemble-based Bayesian neural networks. This unified family extends and bridges the Bayesian interpretation for both implicit and explicit ensembles, where methods like dropout, DropConnect [21] and explicit ensembling [9, 22] can be viewed as special cases. We show the low parameter overhead and large ensemble sizes for several implicit ensemble methods, thus suggesting their suitability for use in large neural networks.
Second, we present two novel variational distributions (Ensemble Model Patching) for implicit ensembles. They are better alternatives to dropout especially in batch-normalized networks. Our proposed methods outperform MC dropout and non-Bayesian networks on test accuracy, probability calibration, and robustness against common image corruptions. The parameter overhead and computational cost are nearly the same as in non-Bayesian training, making Bayesian networks affordable on large scale datasets and modern deep residual networks with hundreds of layers. To our knowledge, we are the first to scale a Bayesian neural network to the ImageNet dataset, achieving almost perfect calibration. Our methods are both scalable and easy to implement, serving as one-to-one replacements for particular layers in a neural network without further changes to its architecture.
The remainder of the paper is organized as follows. We propose a general variational distribution for ensemble-based VBNNs in Section 2, before introducing Ensemble Model Patching and its two variants in Section 3. We discuss related work in Section 4, validate our proposed methods experimentally in Section 5, and finally conclude our findings in Section 6. For an introduction to technical background, we refer readers to Appendix A. We provide derivation details and theoretical proofs in Appendix B. More implementation details can be found in Appendices C and D.
and implicit neural network ensembles as variational Bayes. This general variational family, which includes MC dropout as a specific case, lends a Bayesian interpretation to both implicit ensembles like DropConnect [21] and also explicit ensembles like Lakshminarayanan et al. [9] 's Deep Ensembles.
A General Variational Family In Equation (1), we construct a general variational family with a factorial distribution over mixtures of Gaussians for both the network's weights
, where i, j are layer indices, L is the number of layers, K i is the number of mixture components in the i-th layer, and H i is the output dimension of the i-th layer. Z i ∈ {1, . . . , K i } Hi−1×Hi and z j ∈ {1, . . . , K j } Hj are categorical variables that indicate the assignment among mixture components and are generated from a Bernoulli or multinoulli distribution with probability p i or p = {p ik }. denotes the Hadamard product and Θ = (W, b) the set of parameters.
Throughout this paper, the categorical mixing probabilities p are fixed to be uniform over all K ensemble components for simplicity. If Z is marginalized out, the variational distribution is fully parametrized by
k=1,j=1 ). They are centroids of the mixing components of W and b, and are parameters in each component of the neural network ensemble.
We show examples of specific members of this family in Table 2 . 
Number of Components
Mixing Assignment
Evaluating the Evidence Lower Bound (ELBO) In all cases, we set the prior on weights p prior (Θ) to be a zero-centered isotropic Gaussian with precision τ and ρ, and evaluate the Kullback-Leibler (KL) divergence in the ELBO as follows (for further details, see Appendix B):
where p ik = p i for Dropout and DropConnect p k for Explicit Ensemble p * jk = 1 for Dropout and DropConnect p k for Explicit Ensemble The approximation (2) is reasonable as long as the individual ensemble components do not significantly overlap, which will be satisfied when the dimension of Θ is high. A practical implementation is to simply enforce L2 regularization on all the learnable variational parameters.
Ensemble Model Patching
Through Bernoulli mixing, dropout fixes a component centered at zero. The zeros are harmful to a batch-normalized network as shown in [2] and confirmed by our experiments. We thus seek a method where the weights in each layer mix over several ensemble components and all components are simultaneously optimized. This is prohibitively expensive if we apply it to the entire network, but since deep neural networks are over-parametrized, we can target the small fraction of weights (model patches) that have a disproportionate effect-a technique first described by Mudrakarta et al. [25] .
Partitioning the Variational Distribution
A model patch [25] refers to a small subset of a neural network, which can be substituted for taskadapted weights in multi-task and transfer learning. We use Λ p to denote the set of indices for patched layers and Λ s for shared layers. This divides the set of all network parameters Θ into patched parameters Θ patch = ({W i } i∈Λp , {b j } j∈Λp ) and shared ones Θ shared = ({W i } i∈Λs , {b j } j∈Λs ).
To reduce the parameter overhead, we construct the variational distribution as a product of shared and patched parameters separately, q(Θ) = q(Θ shared )q(Θ patch ), where q(Θ patch ) is an ensemble-based distribution from Equation (1), and q(Θ shared ) is a mean-field Gaussian distribution
We further simplify the variational distribution by fixing σ to be small, e.g. machine epsilon.
Proposed Algorithms: EMP and ECMP
We identify two variational distributions for q(Θ patch ) that avoid the hard zeros in dropout while retaining its low parameter and programming overhead. We fix the number of ensembles in each layer to be K, and we write the Ensemble Model Patching (EMP) distribution as follows.
In (4), given i, the matrix Z i,h1h2 remains the same for all elements (h 1 , h 2 ). Instead, we can sample each element in Z i,h1h2 , z j,h3 independently. We call this variant Ensemble Cross Model Patching (ECMP); see Figure 2 for a visual illustration of the distinction between the two methods. In ECMP,
ECMP masks the hidden weight matrix, analogous to DropConnect, but avoids its hard zeros. Combining (4) or (5) with (1), we obtain the complete variational distribution for q(Θ patch ). In both cases, the variational parameters to optimize over are:
We set the prior on all parameters to be a zero-centered isotropic Gaussian:
Applying Equation (2) to the patch layers, we approximate the KL q(Θ | M, m)|| p prior (Θ) (up to an additive constant) for both EMP and ECMP as
The final loss function (negative ELBO) is then (6) minus the Monte Carlo (MC) estimation of the likelihood 1/S S s=1 log p(Y|X, Θ s ), where Θ s is the s-th MC draw of Θ. In our experiments, we set S = 1 for gradient evaluation, so it becomes the conventional squared error or cross entropy loss for outcome y. Details for the derivation can be found in Appendix B. Note that the term (6) resembles L2 regularization in non-Bayesian training, but we are penalizing variational parameters (M, m) and learning the distribution over Θ = (W, b). Posterior predictive distributions [26] can be constructed though MC draws of Θ (for details, see Appendix B.3).
We summarize the forward pass for EMP/ECMP in Algorithm 1, and showcase an example implemented in PyramidNet using PyTorch in the Supplementary. We theoretically justify the unbiasedness of the MC integration and therefore the convergence of Algorithm 1 in Appendix B.4. 
Choice of Model Patch
Following Mudrakarta et al. [25] , we recommend that model patches Θ patch be chosen from parameter-efficient layers that are disproportionately expressive. In most networks, that would be the normalization or affine layers [27] [28] [29] [30] [31] [32] (for example, the batch normalization layers are only 0.1% of the parameters in InceptionV3 [33] ). It typically also helps to include the encoder/decoder layers, which are the input/output layers in most networks, since they interface with the data.
We can compute the layer-wise overhead as follows, assuming N total parameters in the network and K mixture components in each layer. For Batch Normalization (BN) layers, given a fully connected layer with size N 1 × N 2 followed by a BN Layer, the parameter overhead is
. Given a convolution layer with N 1 input channels, N 2 output channels, kernel width k, the parameter overhead is
For Input/Output layers, given a feedforward network with L fully connected layers, where layer i has input dimension I i and output dimension O i , the parameter overhead is (K − 1)((
Given a feedforward network with L convolutional layers having I i input channels, O i output channels, kernel width k i , and no bias for layer i, the parameter overhead is (K − 1)(k In theory, any posterior distribution can be approximated by an infinite mixture of Gaussians, therefore a larger ensemble size should result in a more expressive variational approximation. However, this may incur higher, maybe infeasible, memory overhead.
In Table 3 , we compare the effective ensemble size (product of each layer) and resource requirements between ensemble-based VBNN methods, using a feedforward architecture that has L fully connected layers with H hidden units each (total number of parameters N = O(LH 2 )). We assume no in-place modification for dropout and DropConnect, as well as patched BN and output layers for EMP/ECMP, with K mixture components for each layer. We assume K = 5 to compute parameter counts for an MLP (L = 100, H = 100), ResNet-18, and PyramidNet (depth= 110, α = 270, no-bottleneck). Memory overhead is dominated by parameter overhead but also includes temporary variables stored during program execution.
A caveat to the ensemble size analysis is that the kinds of networks expressible in different ensembles are different, with explicit ensembles more flexible than EMP/ECMP, which are in turn more flexible than dropout/DropConnect ( Figure 3 ). That said, implicit ensembles are the product of ensembles in each layer, making the effective ensemble size exponentially larger than explicit ensembles.
We observe that ECMP expresses an asymptotically larger ensemble size than dropout, while requiring a small extra memory and parameter overhead, thus being a good trade-off between expressiveness and computational cost. The number of patch layers |Λ p | as well as the number of components in each layer's ensemble K i can be tuned as hyperparameters in EMP and ECMP, thus allowing the programmer the flexibility of adapting to her available compute budget and desired approximation accuracy. In our experiments, we choose K = 5 and find it achieves reasonable expressiveness.
Related Work
There is a long history of approximate Bayesian inference for neural networks [34] . MacKay [35] proposed the use of the Laplace approximation, where L2 regularization can be viewed as a special case. Neal [36, 37] demonstrated the use of Markov chain MC (MCMC) methods, which are memory intensive because of the need to store samples. There has been recent work that attempts to sidestep this by learning a Generative Adversarial Network [38] to recreate these samples [39] .
Variational Bayesian neural networks require significantly fewer computational resources. The downside is that variational inference is not guaranteed to reasonably approximate the true posterior [40] , especially given the multi-modal nature of neural networks [41] . [10] proposed a factorial Gaussian approximation, and presented a biased estimator for the variational parameters, which [12] subsequently improved with an unbiased estimator and a scale mixture prior. Standard Bernoulli and Gaussian dropout can both be interpreted as variational inference [1, 15] . We improve upon [1] by presenting a general variational family for ensemble-based Bayesian neural networks and showing that Bernoulli dropout is a special case. Other variational Bayesian neural networks include [14, 16] , which use a sequence of invertible transformations known as a normalizing flow to increase the expressiveness of the approximate posterior. Normalizing flow methods incur a significant computational and memory overhead. [13] proposed a parameter-efficient matrix Gaussian approximate posterior by assuming independent rows and columns, which is orthogonal to our work.
Using mixture distributions to enrich the expressiveness of variational Bayes is not a new idea. Earlier work has either used a mixture mean-field approximation to model the posterior [42] [43] [44] [45] [46] or variational parameters [47] . The variational family (1) we consider is essentially a mixture mean-field method. However, a direct application of mixture variational methods is prohibitively expensive in large models, where even a non-mixture mean-field approximation incurs a 100% parameter overhead. Our methods, by virtue of a light parameter overhead, are tailored for large Bayesian neural networks. In the proposed methods, we marginalize out the discrete variables by one MC draw in the training step, which resembles particle variational methods [48] .
Explicit ensembles of neural networks can be used to model uncertainty [9] , and even done in parameter-efficient ways [49, 50] . However, these methods typically lack a Bayesian interpretation, which is a principled paradigm of modeling uncertainty. Our work addresses this shortcoming. [22] proposed an ensemble-based Bayesian neural network. Our variational family is more general, covering implicit ensembles as well as parameter-efficient members like EMP and ECMP.
Experiments
We investigate our methods using deep residual networks on ImageNet, ImageNet-C, CIFAR-100, and a shallow network on a collection of ten regression datasets. Our aim is to show how our proposed methods can be used to Bayesianize existing deep neural network architectures, rather than show state-of-the-art results. As such, we do not tune hyper-parameters and use Adam [51] on the default settings. We use ensemble size K = 5 for each layer. While it is not uncommon to report the best test accuracy found during the course of training, we only evaluate the models found at the end of training. More implementation details can be found in Appendix D.
ImageNet ImageNet is a 1000-class image classification dataset with 1.28M training images and 50K validation images used for testing [52] . It is a commonly used benchmark in deep learning, but to our knowledge, no Bayesian neural network has been reported on it, likely due to the parameter inefficiency of standard methods. We evaluated our methods on ResNet-18 against these metrics: parameter overhead, top-5/top-1 test accuracy, expected calibration error (ECE), maximum calibration error (MCE), and robustness against common image corruptions (using the ImageNet-C dataset). Table 4 shows that dropout is slightly better calibrated than the vanilla (non-Bayesian) model, but has lower test accuracy. Here, Bayesianizing a network by dropout forces a trade-off between test accuracy and calibration. At the cost of a slight parameter overhead, EMP and ECMP avoid this trade-off by having both higher test accuracy and lower calibration error than the vanilla and dropout models. In particular, ECMP (patched on BN and output layers) achieves almost perfect calibration.
The output layer in ResNet-18 is not parameter-efficient, incurring a 17.6% overhead over just model-patching the BN layers. But it significantly improves the model performance and calibration for EMP and ECMP. For reference, a 6% increase in top-5 accuracy on ImageNet corresponds to approximately 5 years of progress made by the community [53], so the 0.5% improvement in top-5 accuracy for EMP/ECMP (BN+output) over the vanilla model is significant-half a year's progress.
The vanilla model took approximately a week to train on our multi-GPU system, with our Bayesian models requiring only a few additional hours. In comparison, related work that incurs a 100% parameter overhead would have required twice as many FLOPs, and may no longer fit in GPU memory. If so, we would have needed to halve the batch size, which doubles the training time [54] . Thus, even if we discount the longer convergence time required by a bigger model, the cost of Bayesianizing a neural network via a method with a 100% parameter overhead is a 2-4x longer training time. This discourages the use of parameter-inefficient VBNN methods on deep learning scale datasets (ImageNet) and architectures (ResNet-18).
ImageNet-C ImageNet-C is a dataset that measures the robustness of ImageNet-trained models to fifteen common kinds of image corruptions reflecting realistic artifacts found across four distinct categories and five different levels of severity. We test the ResNet-18 models trained in the previous section with S = 100 MC samples, and compute the mean corruption error and the relative mean corruption error in Table 5 and 8 respectively. Again, EMP and ECMP outperform dropout and the vanilla model, and provide more robust predictions.
CIFAR-100 CIFAR-100 is a 100-class image classification problem with 500 training images and 100 testing images for each class. We test our methods on PyramidNet against top-5/top-1 accuracy and expected/maximum calibration error, as summarized in Table 6 . We observe that EMP and ECMP are both better calibrated and more accurate than dropout and the vanilla model. The PyramidNet architecture and the smaller size of CIFAR-100 images contribute to a compact output layer. For a 1.10% parameter overhead, we more than halved the calibration error with ECMP.
We evaluate our methods for ImageNet and CIFAR-100 using S = 200 MC samples in testing. Each sample potentially captures one mode of the posterior, therefore a higher number of samples results in better calibration, as shown in Figure 6 . This explains why the larger effective ensemble size in our methods is highly desirable for approximating the posterior and calibrating for uncertainty. Following [11, 1, 13, 9] , we test the predictive performance of our methods on a collection of ten regression datasets. We observe that EMP and ECMP consistently outperform dropout and the vanilla model measured by either test root mean squared error or expected log predictive density. Detailed comparisons can be found in Table 12 and 13 at Appendix D.7.
Regression Experiments

Discussion and Future Work
Our work bridges implicit and explicit ensembles with a general variational distribution. We focused on scaling VBNNs for deep learning practitioners, and hence proposed two members of the family, EMP and ECMP, that economize both parameter and programming overhead. While common methods like mean-field variational inference double parameter use, making them infeasible for stateof-the-art architectures, our methods scale easily to deep learning scale datasets like ImageNet and architectures like ResNet and PyramidNet. We showed experimentally that VBNNs constructed with Ensemble Model Patching work well with batch-normalized networks, achieving better prediction accuracy and probability calibration than dropout and the non-Bayesian alternative. We hope this work will draw more attention to computationally efficient methods in large scale Bayesian inference.
There are several research directions for future work. First, instead of fixing them to be uniform, the mixing probabilities can be made learnable with an ancestral sampling technique [55] or postinference reweighting [56] . Second, we can pursue more complicated variational distributions for the patch layers using methods like normalizing flows. Third, we can investigate other potentially superior variants within the general ensemble-based variational family, for example mixing EMP on the normalization layers and dropout/ECMP on the fully connected layers. These methods increase the complexity of implementation (and thus were avoided in this work), but might prove to be more effective at calibration and accuracy (at the expense of some additional parameter overhead).
[ 
A Background
We provide a brief introduction to the basic technical background of Bayesian neural networks. The reader familiar with the area may want to skip Section A.
A.1 Learning a Point Estimate of a Bayesian Neural Network
In a regression or classification task, a neural network is given input X and has to model output Y = f (X, Θ) using weights and biases Θ in the network. The size of the dataset is denoted N . For example, in regression p(Y|X, Θ) is usually assumed to be Gaussian N (f (X, Θ), τ −1 output I), with f (X, Θ) modeling the epistemic uncertainty and τ −1 output I modeling the aleatoric uncertainty [57] . The weights in the network can be learned via maximum a posteriori (MAP) estimation.
The prior on weights p(Θ) is commonly chosen to be Gaussian, which results in L2 regularization.
With a Laplace prior, we end up with L1 regularization instead.
A.2 Variational Bayesian Neural Networks
When Θ is a point estimate, there can be no epistemic uncertainty in f (x, Θ). One of the aims of a Bayesian neural network is to learn the posterior distribution over Θ to model the epistemic uncertainty in the network.
Variational inference approximates the posterior distribution by q(Θ) such that the Kullback-Leibler (KL) divergence between the two, KL(q(Θ) || p(Θ|X, Y)), is minimized. Minimizing the KL divergence is equivalent to maximizing the log evidence lower bound (ELBO):
ELBO = q(Θ) log p(Y|X, Θ) dΘ − KL(q(Θ) || p prior (Θ)).
A.3 MC dropout
MC dropout [58, 1] interprets dropout [59] as variational Bayesian inference in a deep probabilistic model, specifically a deep Gaussian process. It employs a variational distribution factorized over the weights, where each weight factor W i is a mixture of Gaussians and each bias factor b i is a multivariate Gaussian.
For a network with L dropout layers, each containing H i hidden units for i ∈ [1, L] (H 0 is the number of input units), we can describe the variational approximation as follows.
1 Hi−1×Hi denotes a matrix where all the entries are ones. denotes the Hadamard product. Z i,h1h2 denotes the entry at the h 1 th row and h 2 th column of the matrix Z i .
The variational parameters are the Bernoulli probabilities {p i } L i=1 and the neural network weights
. The Bernoulli probabilities are typically fixed and not learned.
B Computation of ELBO for the General Ensemble-Based Variational Family
The ELBO can always be decomposed into the expected log likelihood and the KL divergence between the approximate posterior q(Θ) and prior p prior (Θ)
The likelihood term, q(Θ) log P (Y|X, Θ) dΘ can be approximated by MC draws Θ 1 . . . Θ S .
log p(Y|X, Θ s ).
In particular, for regression problems when assuming a fixed output precision τ output , Y|Θ, X ∼ N (Y|Ŷ, τ −1 output I), whereŶ is the (point estimation) prediction of Y in the neural network with input X and parameter Θ, we have
whereŶ s is the (point estimation) prediction of Y in the neural network with input X and parameter Θ s for MC draw s.
For classification,
wherep yn,s is the point estimation of y n in the neural network with the input X n and the s-th MC draw of the parameters Θ s .
In the following two sections B.1 and B.2, we will prove Theorem 1 In Equation (6), the KL divergence can be approximated by
where the constant is referred to as constant with respect to M, m.
B.1 Approximating the Entropy of a Gaussian Mixture by the Sum of Individual Entropies
Consider the most general case where the variational distribution q(Θ) is a mixture of D-dimensional Gaussians. q is fully parameterized by µ and Σ,
where K is the number of components, µ i ∈ R D , Σ k ∈ R D×D are variational parameters, and p k is fixed.
For a mixture of Gaussians, there is no closed form expression of the entropy term H(q(Θ)) = − q(Θ) log q(Θ)dΘ. Nevertheless, it can be upper-bounded by the sum of entropies belonging to each individual component. More precisely,
The first line is due to the fact that overlap among mixture components reduces the entropy (for proof, see for example, Zobay [44] ). When dimension D is high, and the number of mixture components K is not large, the overlap among components is negligible. Therefore, we can approximate the entropy using just the second line of (7). It is a similar approximation to Gal and Ghahramani [58] .
Further, when p prior (Θ) is a multivariate normal centered at 0,
the cross-entropy can be computed as
Putting them together, we get:
In many cases for computational simplicity, we set Σ k = σ 2 I D where σ is a fixed constant. Hence, we get:
B.2 Deriving the ELBO for the General Variational Ensemble
Now if we write the variational distribution for all batch parameters to be
Then for each dimension,
In Equation (8) with µ k = M ik and τ = τ i , we obtain
Similarly,
Finally, each layer is modeled independently in the variational approximation. Thus we get Equation (2):
In the presence of model patching,
Then for i ∈ Λ s , the KL term is just the KL divergence between two mean-field Gaussians:
This leads to the following
which is precisely Equation (6) . To arrive at the ELBO, we just have to combine the KL term and the likelihood term. For regression problems, this becomes
For classification, this becomes
B.3 Posterior Uncertainty
In training, we run stochastic gradient descent (SGD) with one MC draw (S=1) for gradient evaluation. Hence, maximizing the ELBO above is going to resemble the non-Bayesian training that minimizes the usual squared error or cross entropy plus the L2 regularization. This interpretation makes it easy for deep learning programmers to incorporate Bayesian training into their neural networks without much additional programming overhead. However, we emphasize the fundamental differences between conventional point estimation with L2 regularization and our Bayesian approach:
• The L2 regularization is over all variational parameters M and m, not over neural net weights W and b.
• Even if we run SGD with one MC draw with one realization of the categorical variable Z at each iteration, the MC gradient is still unbiased. Thus, the optimization converges to the desired variational distribution.
• In the testing phase, we will draw S > 1 to obtain the approximate posterior distribution Θ 1 , . . . , Θ S .
In particular, we are able to obtain the posterior predictive distribution for the whole model using the variational approximation. The posterior predictive density at a new input x * can be approximated by
Any posterior predictive check and posterior uncertainty can then be performed through samping {Θ s } and then {y * } from p(·|x * , Θ s ).
Denote f (x * , Θ) to be the prediction of outcome y * at input x * . Then the predictive mean and variance can be calculated through MC estimation
B.4 Stochastic Gradients, MC Integration, and Marginalization of Discrete Variables
Theorem 1 establishes a closed form approximation of KL divergence in the ELBO. What remains left is the expected log likelihood, which is typically estimated through MC integration. We justify the use of Algorithm 1 with the following theorem.
Theorem 2 The gradient evaluation in Algorithm 1 is unbiased, and thus SGD will converge to its (local) optimum given other regularization conditions.
Algorithm 1 is implemented through SGD. The entropy term has a closed form. Essentially, we are using MC estimation three times for the log likelihood term:
• We use a minibatch.
• We draw MC sample θ from q(Θ|M, m) (by convention, we use θ to emphasize that it is one MC realization of Θ. The log likelihhod and its gradient can be evaluated through the equation
• Indeed, we do not have to derive the explicit form for q(Θ|M, m), as it depends on discrete variables Z (integers that indicate the assignments of mixture components). However, we draw one realization of the discrete assignment z for each layer (again, we use z to emphasize it is one realization of Z). That approximates
where q(Θ|M, m, Z) is from the construction in Equation (1), and q(Z) is a multinoulli distribution specified from before.
In all these three steps, the MC approximations are unbiased even with one MC draw, hence so will the gradient of the ELBO. More precisely, we estimate the likelihood term in the ELBO with the following MC approximation
where we first draw a realization z from q(Z), and draw a realization θ from q(Θ|M, m, Z = z), which is exactly what Algorithm 1 does. The results are similar where the number of draws S > 1.
Approximation (10) is always unbiased, based on which the reparametrized gradients
are also unbiased. Therefore the convergence theorem of SGD holds.
It remains unclear how many MC draws (S) will be the most efficient for training. In the limit where S = [Effective Ensemble Size], we can marginalize all the discrete variables Z and get q(θ|M, m) exactly. On the other hand, one MC draw is commonly used in practice, and has been commonly reported to be the most efficient setting in variational inference [60, 40] .
Implicit Variational Distribution
We also emphasize that Z in Algorithm 1 is a three way tensor, Z = {Z i,h1,h2 }, where i indexes the layer, and h 1 , h 2 are the indices of the parameter of the weight matrix in layer i. Marginally, each element Z i,h1,h2 is from a multinoulli with its corresponding mixing variable. However, different Z i,h1,h2 are not necessarily independent. For example, in EMP, all the Z = Z i,h1,h2 are equal for the same layer i.
Writing down the joint distribution of q(Z) can be messy. Nevertheless, in our MC integration, we are only required to be able to sample Z. In this sense, we are constructing an implicit variational distribution through different constructions of the assignment Z.
C Implementation and Hyper-parameters C.1 Tuning Hyper-parameters
From the Bayesian perspective, the hyper-parameters, which include the prior precisions τ, ρ, the mixing probability p, and the output precision τ out , should also be taken into account when evaluating model uncertainty.
Equation (6) can be either extended or simplified. We can extend it by including all the parameters as variational parameters but this significantly increases both the parameter and programming overhead.
To simplify the implementation, we can assume uniformity and rewrite the loss function as L2 regularization. Then, regression (9) becomes Loss = Mean Squared Error
Then, only four terms λ 1 , λ 2 , λ 3 , λ 4 have to be tuned. It is an interesting research question to determine how one can tune these parameters to obtain better calibration and posterior uncertainty.
In our experiments, we simply use an arbitrarily chosen value
C.2 Parallelization
Since all the training in Ensemble Model Patching is done via SGD and backpropagation, it can be easily trained with a regular distributed SGD algorithm with no modifications, like the one outlined in Mudrakarta et al. [25] . It is also possible to speed the training process by using Coordinate Descent. The learning of Θ shared and Θ patch can be split into two alternating phases, by holding one fixed while the other is being trained. The learning of non-overlapping Θ patch is trivially lock-free and can be done by separate worker processes. The learning of Θ shared can be done with distributed SGD as before. This training strategy will be most effective when the ensemble size K is large.
D Details and Extensions of the Experiments D.1 The Implicit Prior on the Function
It is a well-known result that a normal prior on the weights and biases leads to a Gaussian process on the final model y = f (x) when the number of hidden units goes to infinity [61, 36, 37] . The variational inference approximation can also be viewed as an implicit prior that restricts the distribution of weights and biases. What prior does it imply on the function y = f (x)?
In Figure 3 , we generate a toy example with one hidden layer:
We use (B, W ) and (b, w) to denote the bias and weights in the output and hidden unit layer. g is the activation function. We stick to g(x) = sign(x) because of its theoretical convenience.
We then generate both B and b from N(0, 20), as well as W and w from N(0, 5), where the number of hidden units is H = 100. This approximately results in a Gaussian process. Now, with probability 0.5 some weights W and w are dropped to 0. Notice that x will never be expressed in a hidden unit h if w h is dropped to 0. Therefore, this implies a rough and piece-wise constant function. The left panel of Figure 3 simulates three such functions.
By contrast, in EMP, the weight and bias are uniformly chosen from K = 5 independent Gaussian components with the same parameter mentioned above. This leads to a smoother function (right panel) that are indeed closer to a Gaussian process and is able to express finer details.
We use this example to demonstrate the restriction of fixing one component to be constant at 0, which is intrinsic to dropout. Our preliminary experiments involving restricting one of the components in EMP and ECMP to zero also indicate worse performance.
D.2 Calibration Error
The calibration error [8] was computed by first splitting the prediction probability interval [0, 1] into 20 equally sized bins, and then measuring the accuracy, confidence, expected calibration error, and maximum calibration error of the model over these 20 bins. Let B r be the set of indices denoting the samples whose prediction probability falls in the interval ( If a model predicts a 60% probability that a given sample belongs to a certain class, then it ought to be correct 60% of the time. Intuitively, this means that a perfectly calibrated model should have confidence(B r ) = accuracy(B r ).
We remove bins with at most 5 samples in them to get rid of outliers.
D.3 ImageNet
We use the ILSVRC 2012 version of the dataset [52], as is commonly used to benchmark new architectures in deep learning. As is standard practice, the images are randomly cropped and resized to 224 by 224 pixels. The ResNet-18 was trained for 100 epochs with batch size 256 and tested using S = 200 MC samples.
We include different configurations of EMP and ECMP where both the BN and output layers were model patched, and where only the BN layers were patched. This is because the output layer in ResNet-18 is parameter dense due to the size of the images in ImageNet, and we wanted to see the relative effect of including versus excluding the output layer.
We use p = 0.005 for MC dropout, with the dropout layer occurring before every BN layer. It is difficult to tune the optimal dropout rate without using multiple runs, so this dropout rate is probably not optimal.
D.4 ImageNet-C
ImageNet-C is a dataset that measures the robustness of ImageNet-trained models to fifteen common kinds of image corruptions reflecting realistic artifacts found across four distinct categories: noise, blur, weather, and digital [62] . Each corruption comes in five different levels of severity. Intuitively, the mCE reflects the additional robustness a VBNN method adds to an existing model. But because a model can have lower mCE by virtue of having lower test accuracy in the no-corruption setting. The rmCE taking that into account by measuring the relative change in test performance caused by the corruption.
A priori, we should not expect that being Bayesian will necessarily confer a model with robustness against noise and corruption. For example, we observe that dropout confers no advantage to the vanilla model against corruption.
EMP offers more robustness against common corruptions than ECMP. We hypothesize that this is likely because corruptions introduce more noise at the level of individual weights than at the level of the layer. 
D.5 CIFAR-100
CIFAR-100 is another commonly used dataset for benchmarking new architectures and algorithms in deep learning [63] . It contains images of size 32 by 32 pixels. The PyramidNet we used has the following configuration: depth= 110, α = 270, no-bottleneck. It was trained for 400 epochs with batch size 256 and tested with 200 MC samples. We apply our methods based on the PyramidNet/CIFAR-100 implementation provided by the authors Han et al. [19] at https://github.com/dyhan0920/PyramidNetPyTorch, which uses a standard data augmentation process involving horizontal flipping and random cropping with padding.
Both the BN and output layers were patched in EMP/ECMP for our experiments, given that the parameter overhead for both layers combined is very slight (1.10%). The dropout rate is 0.005 and a dropout layer was placed before every BN layer.
D.6 Choosing the MC Sample Size S for Testing
The number of MC samples S used for testing is also the number of forward passes that the network has to use to evaluate a given data point. We assume that the BN and output layers are patched for EMP/ECMP and evaluate our trained models with 1, 20, 100, and 200 samples. Generally, we observe that a increase in S results in better calibration and higher test accuracy. We see in Table  9 and Table 10 that there is no significant difference in ECE between S = 100 and S = 200, with S = 200 performing slightly better in some cases, due to noise in the MC sampling process. This suggests that the additional benefit of using more samples past S = 100 is slight at best. Another interesting observation is that on PyramidNet, dropout seems to confer little to no advantage in calibration. We choose to forgo this exercise in hyperparameter tuning, and use fixed hyperparameters throughout. As such, our results are not directly comparable with the results in the literature. It is possible that MC dropout and the explicit ensemble might have significantly different performance under different hyperparameter settings. We do not recommend that others use this experiment as a benchmark, because the experimental setup is fundamentally flawed, as was explained above.
The data in the training set is normalized to have zero mean and unit variance. The neural network used has the ReLU activation function, and one hidden layer with 50 hidden units, except Y ear and P rotein where we use 100 hidden units. The BN/dropout layers are placed after the input and after the hidden layer, and only the BN layers (γ initialized at 0.2) are model patched. The networks in the explicit ensemble do not contain any BN or dropout layers. We train the network for 4000 epochs across all the methods with a batch size of 100, τ output = 0.1, and weight decay of 0.01. Where applicable, the dropout rate is 0.005, ensemble size K = 5, number of MC samples used S = 10, 000 (same setting as in MC dropout [1] ).
We observe that ECMP and EMP have the lowest test root mean squared error in eight of the ten datasets, and the highest test log likelihood in nine of them.
ECMP and EMP did worse than dropout and the explicit ensemble in the Y ear dataset. We think that this is probably caused by the poor performance of BN on layers that are excessively large compared to the batch size. The Kin8nm and Naval datasets likely have τ output = 0.1 in the wrong scale, which explains why all the methods show similar results for these two datasets. 
E GPU Memory Analysis Details
In this section, we describe how we created Figure 1 . After examining several websites, we decided to use TechPowerUp [64] due to its breadth of information and relatively accurate GPU release dates (specified in days rather than months). We used a series of HTTP requests for different GPU generations to collect all relevant data. After discarding data older than 15 years, we obtained a total of 1599 unique GPUs. This number is so high because it includes mobile GPUs, desktop GPUs, and workstation GPUs.
We converted the textual representation of each GPU's release date into an integral timestamp, and then plotted this against each GPU's total RAM. A more fine-grained analysis might separate different types of GPUs, or compute the price-per-GB to distinguish inexpensive from high-end GPUs, but we wanted to get an overall idea of the memory trend. Figure 1 . Our analysis is similar to the well-known Moore's Law, which observes that the number of transistors that can be placed in an integrated circuit doubles about every two years. (The transistors also become faster, hence real computing power doubles every 18 months.) Denser silicon can benefit GPU RAM as well, because this memory (DRAM) stores each bit in a single capacitor. Increasing the number of capacitors has a near-linear affect on the amount of bits the RAM can store -a logarithmic proportion of the silicon must be dedicated to addressing the bits, which are arranged in banks and must be refreshed periodically to prevent capacitors from losing their charge. It is interesting that we observe RAM capacity doubling every three years, somewhat slower than CPU speed increases, but less research effort is likely dedicated to shrinking capacitors compared with transistors. Furthermore, memory requires several layers of cache to be useful (even in GPUs), which requires some processor/motherboard co-design and may also contribute to the longer doubling time.
Although Moore's Law has started to break down recently because physical limits are being reached, the observation that technological capabilities grow exponentially is still sound; research is pushing to use additional silicon for other purposes, such as massively parallel CPU cores and special-purpose hardware (of which GPUs are an early example). As deep learning grows in significance, we are even starting to see special-purpose hardware for it, such as Google's Tensor Processing Units (TPUs). We believe that the pressures of increasingly large models will drive new hardware to include more and more memory. Even if access latency is increased, neural-network hardware may move towards an even deeper memory hierarchy, much as traditional operating systems embrace swap memory to increase their capabilities. In the past few decades, the clock speed of individual cores was the most significant metric of computing progress, but as deep learning and other frontiers of computer science utilize increasing parallelization, we hypothesize that memory capacity will be the more relevant metric in the future of computing.
