We consider the topic modeling problem for large datasets. For this problem, Latent Dirichlet Allocation (LDA) with a collapsed Gibbs sampler optimization is the state-of-the-art approach in terms of topic quality. However, LDA is a slow approach, and running it on large datasets is impractical even with modern hardware. In this paper we propose to fit topics directly to the co-occurances data of the corpus. In particular, we introduce an extension of a mixture model, the Full Dependence Mixture (FDM), which arises naturally as a model of a second moment under general generative assumptions on the data. While there is some previous work on topic modeling using second moments, we develop a direct stochastic optimization procedure for fitting an FDM with a single Kullback Leibler objective. While moment methods in general have the benefit that an iteration no longer needs to scale with the size of the corpus, our approach also allows us to leverage standard optimizers and GPUs for the problem of topic modeling. We evaluate the approach on synthetic and semi-synthetic data, as well as on the SOTU and Neurips Papers corpora, and show that the approach outperforms LDA, where LDA is run on both full and sub-sampled data.
Introduction
A topic model is a probabilistic model of joint distribution in the data, that is typically used as a dimensionality reduction technique in a variety of applications, such as for instance text mining, information retrieval and recommender systems. In this paper we concentrate on topic models in a text data. Perhaps the most widely used topic model for text is the Latent Dirichlet Allocation (LDA) model, [Blei et al., 2002] . Further, while there exist a variety of approaches to maximizing the LDA likelihood function, the Collapsed Gibbs Sampler, [Griffiths and Steyvers, 2004] , [Steyvers and Griffiths, 2007] , approach is known to be the state of the art in terms of the quality of the topics it finds (see, for instance, [Smola and Narayanamurthy, 2010] , [Papanikolaou et al., 2017] ). The main difficulty with the Collapsed Gibbs Sampler is its slow running time. Indeed, the standard collapsed Gibbs sampler maintains a list of all tokens in the corpus, and in each iteration over the corpus, it samples a topic assignment for the token -an operation that scales linearly with the number of topics. In addition, LDA has two hyperparameters parameters, the Dirichlet priors of the token distribution in topics, and topic distribution in documents. While the collapsed Gibbs sampler is often robust to the choice of hyperparameters, in practice this adds an additional complication, since if a practitioner obtains results that are not satisfactory, then it must decided whether this is because the optimization hasn't converged yet, or the issue is with the hyperparameters, or the data simply does not have a coherent topic structure. While the influence of the time given to the optimization on the results is obvious, we show in the experiments section that the hyperparameter choice influences the results as well and can not be easily resolved by adding more data.
In this paper we propose an alternative approach to topic modeling, which is significantly faster than the collapsed Gibbs sampler, and yet produces comparable or better quality topics. We now describe the approach in general lines. We assume that the text was generated from a pLSA probability model, [Hofmann, 1999] . Let X be the set of distinct tokens in the corpus, and suppose that we are given T topics, µ t , t ≤ T , where each topic is a probability distribution on the set of tokens X . Then the pLSA assumption is that each document d is generated by independently sampling tokens from a mixture of topics, denoted ν d :
where θ d (t) ≥ 0 and t θ d (t) = 1 for every document d. Note that we do not specify the generative model for θ d . In this sense, pLSA is a semi-generative model, and is more general than, for instance, LDA. Next, for every document in the corpus we construct its token co-occurrence probability matrix, and we take the co-occurrence probability matrix of the corpus to be the average of the document matrices. Let N = |X | be the dictionary size -the number of distinct tokens in the corpus. Then the co-occurence matrix M of the corpus is an N × N matrix, with non-negative entries that sum to 1. Suppose that one performs the following experiment: Sample a document from a corpus at random, and then sample two tokens independently from the document. Then M u,v is the probability to observe the pair u, v in this experiment (up to a small modification, see Section 3 for full details). Now, if one assumes the pLSA model of the corpus, then it can be shown that the expectation of M should be of the form
where µ i are the topics and α i,j ≥ 0, α i,j = α j,i , and i,j α i,j = 1 represent the corpus level topic-topic correlations. We refer to the matrices of the form (2) as Full Dependence Mixture (FDM) matrices. This is due to the analogy with standard multinomial mixture models, which can be represented in the form (2) but with zeros everywhere outside the diagonal. In this paper, we consider a set of topics µ t to be a good fit for the data if there are some correlation coefficients α such that M (µ, α) is close to M , the FDM generated from the data. Specifically, we define the loss by
and we are interested in minimizing L over all µ, α. Clearly, minimizing L is equivalent to minimizing the Kullback-Leibler divergence between M (µ, α) and M , viewed as probability distributions over X × X . The advantage of using the cost L(µ, α), is that it depends on the corpus only through the matrix M . Therefore, the size of the corpus does not enter the optimization problem directly, and we are dealing with a fixed size, N × N problem. This is a general feature of reconstruction through moments approaches (see Section 2). In particular, the number of variables for the optimization is T N + T 2 , in contrast to the collapsed Gibbs sampler, which has a variable for every token in the corpus.
For smaller problems, one may directly optimize the objective (3) using gradient descent methods. However, note that if one computes L(µ, α) directly, then one has to compute M (µ, α), which is a sum of T 2 matrices of size N 2 . On standard GPU computing architectures, all T 2 of the matrices will have to be in memory simultaneously, which is prohibitive for even moderate values of N, T . To resolve this issue, we reformulate the optimization of L as a stochastic optimization problem in u, v. To this end, note that L is an expectation of the term log M (µ, α) u,v over pairs of tokens (u, v), sampled from M , viewed as a probability distribution over X × X . Formally,
Therefore, given (u, v), one only has to compute the gradient of M (µ, α) u,v , rather than full M (µ, α) at µ, α -which is a much smaller optimization problem, of size O(T 2 ), and this can be done for moderate (u, v) batch sizes. This approach makes the optimization of L(µ, α) practically feasible. The full algorithm is given in Algorithm 2. Note that this differs from the standard stochastic optimization paradigm, where the cost is an expectation over data samples. Instead, here the data is already summarized as M , and the stochasticity is over tokens.
We now proceed to describe the experimental results. Overall, we find that FDM performs better than LDA, especially when FDM is used with overparametrization, as discussed below.
1 We first perform reconstruction experiments on synthetic and semi-synthetic data. Given a known set of topics, we sample a corpus of documents at random using an LDA model, fit a model to the corpus, and measure how many of the ground truth topics were reconstructed. In the synthetic case, the topics themselves were taken from the Dirichlet distribution at random, while in the semi-synthetic case, topics fitted by an LDA to the State Of The Union (SOTU) corpus were taken as ground truth. We find that in both cases LDA reconstructs the ground truth if it is run with the hyperparameters that were used to generate the data. However, when run with wrong hyperparameters, LDA fails to reconstruct the ground truth, in both small and large corpus sizes. Next, when FDM is run with the number of topics T equal to the number of ground truth topics, only half or less of the topics are reconstructed. However, when FDM is run with a larger number of topics, say 2T or more, then all of the ground truth topics are reconstructed for large enough corpus size. This behavior seems to be an instance of the more general overparametrization phenomenon, well known in the deep neural networks community, where increasing the number of model parameters leads to improved performance rather than to overfitting. We conclude that with overparametrization and sufficient corpus size, FDM reconstructs the ground truth topics, while if one uses LDA with wrong hyperparameters, for similar corpus sizes and overparametrization, fails to reconstruct the ground truth. Since hyperparameters are typically not known in advance, this demonstrates the robustness of FDM. Next, we evaluate FDM on SOTU and Neurips Full Papers corpora. We show that FDM achieves higher holdout set likelihood on SOTU, and that overparametrized FDM achieves a better likelihood than overparametrized LDA, and that both overparametrized FDM models, when pruning the number of topics to a given number of topics P , achieve a better holdout likelihood than LDA models trained originally with P topics. Finally, when evaluating LDA, we compare our results to LDA run on full corpus, and to LDA run on a subsampled corpus. While a model trained on subsampled corpus uses less data, it can at least give some results on large corpora where full LDA is infeasible. While such comparisons are rarely performed in the literature, they are of obvious importance for practical purposes. We find that FDM outperforms LDA in both full and subsampled versions.
To summarize, the contributions of this paper are as follows: We introduce the approach of topic modeling via the fitting of the empirical FDM M to the topic FDM M (µ, α) via minimization of the KL-divergence. We introduce the associated stochastic optimization problem where the sampling is over pairs of tokens. We experimentally establish that given the same amount of time, FDM produces results that are better than both regular and sub-sampled LDA with collapsed Gibbs sampler. Finally, this work provides additional evidence of the positive effects of overparametrization on optimization problems, a fact that we believe is of independent interest.
The rest of this paper is organized as follows: In Section 2 we overview the related literature. In Section 3 we give the formal details of the model and of the optimization algorithm. The experimental results are presented in Section 4 and conclusions are discussed in Section 5.
Literature
Topic reconstruction from corpus statistics such as the matrix M were previously considered in the theoretical study of topic models. In particular, in [Anandkumar et al., 2012] , an algorithm for topic reconstruction from the third moments of the tokens was proposed, while in [Arora et al., 2012] , an algorithm based on the matrix M . However, these algorithms were designed for theoretical purposes and do not appear to be practical. The method of [Arora et al., 2012] was improved in [Arora et al., 2013] , and also uses the matrix M . Their method is completely different from ours.
Many optimization methods for the LDA objective were designed. This includes the variational methods in the original approach [Blei et al., 2002] , the collapsed Gibbs sampler, [Griffiths and Steyvers, 2004] , and a large body of work dedicated to the optimization of the collapsed Gibbs sampler, such as the use of sparsity in the sampling process, [Xiao and Stibor, 2010] , [Yao et al., 2009] , or parallelization [Smola and Narayanamurthy, 2010] . However, as discussed by [Smola and Narayanamurthy, 2010] , [Papanikolaou et al., 2017] , such methods are typically faster but at the cost of somewhat reduced topic quality compared to the standard Gibbs sampler. Due to this reason, in this paper we compare the FDM performance to the standard Gibbs sampler itself.
Methods
In this section we describe in detail the construction of the matrix M , shown in Algorithm 1. Once the matrix M is constructed, the FDM optimization algorithm is a stochastic gradient descent on the pairs of tokens (u, v) sampled from M , Algorithm 2, as discussed in Section 1.
Recall that |X | = N is the size of the dictionary. For a document d given as a sequence of tokens d = {x 1 , . . . , x l d }, where l d is the total number of tokens in d, denote by c d ∈ R N the count vector of d, 
For any probability distribution µ on X , (µ ⊗ µ) u,v is simply the probability of obtaining the pair u, v when sampling independently twice from µ. Finally, for a document d, we setd = 1 l d c d to be the empirical probability distribution on X corresponding to d. Now, to construct the matrix M , for every document d we construct the matrix
Algorithm 1 Computation of M Input: Corpus: C = {d 1 , ..., d K }, a corpus with K documents. 1: For every d ∈ C construct M d such that the entry u, v is:
and set M to be the average of M d over the corpus. The explicit expression for M d is given in Algorithm 1. We now describe the motivation for the definition of M d . Assuming the pLSA model, each document d is an i.i.d sample from a mixture of topics
The FDM matrix for the mixture is by definition ν d ⊗ ν d , which may also be written as
We would like to approximate ν d ⊗ ν d using the sample d. We first compute the expectation ofd ⊗d in the following Lemma.
Proof. Consider the coordinate u, v of the matrix Ed ⊗d.
Ed ⊗d Sample B pairs of tokens,
(µ, α) ← (µ, α) + γ∇L B 5: end while fix this by subtracting the diagonal and renormalizing. Indeed, from Lemma 3.1 we have
Experiments
This Section describes the experiments. The reconstruction of synthetic and semi-synthetic data is discussed in Section 4.1. The evaluation on State Of The Union speeches (SOTU) and NeurIPS full paper datasets is described in Section 4.2.
Synthetic and Semi-Synthetic
The synthetic documents were generated using the LDA generative process: T = 65 topics µ t were sampled independently from a Dirichlet distribution, µ t ∼ Dir(β * ) and each topic µ t is a distribution on {1, ..., N } where N = 4500. For each document d j we sampled a distribution on topics θ j ∼ Dir(α * ) and then sampled 30 tokens independently from the mixture T t=1 θ j (t)µ t . To make sure the synthetic data resembles a real-world data as much as possible we chose β * = 9 N and α * = 3 2T which guarantees, on average, that each sampled topic µ t has 20 top-words (the sum of the top 20 tokens in each topic is 90%) and every document will be generated from 3 topics on average. Varying sized corpora were generated with K = 17000, 34000 and 51000 documents.
Next, to reconstruct the topics, we have run the collapsed Gibbs sampler and FDM until convergence. The Gibbs sampler was run with correct, ground truth hyper-parameters α * and β * , with which the data was generated. For both methods, to test the effects of overparametrization and of the number of samples, we have varied the number of topics given to a method as a parameter, Table 1 . In all cases, the ground truth number of topics in the data was T = 65.
Given the topics returned by the model run, ν t , 1 ≤ t ≤ T we assess the performance e by finding for each ground truth topic µ t the closest topic ν t (in 1 distance 2 ) and taking the average over t, e = 1 T T t=1 min t ≤T |µ t − ν t |. The results are shown in Table 1 . We see that overparametrization improves the performance for both LDA and FDM, and that FDM is more sensitive to the corpus size, as expected. Recall however that LDA had the advantage of running with ground truth priors. Note that the average distance between two random topics in our model is ∼ 1.9, and thus e values such as e = 0.15 mean practically perfect reconstruction. In Figure 1 we explicitly show the values min t ≤T |µ t − ν t | for all t ≤ T , arranged in non-decreasing order, for different runs of FDM. We see explicitly that increasing the corpus size increases the number of topics correctly reconstructed.
The semi-synthetic data was generated by taking ground truth topics {µ t } T t=1 , T = 65 to be the topics learned by an LDA on the SOTU corpus, with α * and β * as in the synthetic case. The document generation process was similar to the synthetic setting, with document topic distribution sampled from θ j ∼ Dir(α * ). As in the case of the synthetic data, we run LDA and FDM with a varying number of topics, varying corpus size, and in the case of LDA also varying topic sparsity parameter β. The error e is evaluated similarly to the synthetic data. The results are shown in Table 2 .
When run with the ground truth number of topics T = T and correct hyperparameters, LDA performance is not improved with increased corpus size. We measure the effect of different choices of the topic sparsity hyper-parameter β on the quality of the reconstruction. We observe that when the topic sparsity parameter β is increased above its ground truth value, the performance of LDA significantly deteriorates, and that these errors can not be mitigated by In contrast, we observe that FDM with large enough corpus and overparametrization achieves the performance that is on par with best LDA performance with correct β. We conclude that FDM is robust in the sense that it does not involve any prior knowledge and reconstruction errors can be completely resolved simply given enough data and overparametrization. Similarly to Figure  1 , in Figures 2a, 2b we show in more detail the reconstruction errors of various runs. Note that the scale of the y axis in Figures 2a, 2b is different.
SOTU and NeurIPS Datasets
We first describe the evaluation methods and the results on the State of the Union speeches (SOTU) dataset. Each speech was split into paragraphs which were used as documents. The documents were preprocessed in a standard way by removing the most frequent 40 words, rare words that appear less than 15 times, and standard stopwords. After preprocessing the data contained N = 4500 unique tokens and K = 17000 documents of which we reserved 10% sampled at random as a hold-out set for evaluation, and the rest were used for training. The computation of the (log) likelihood on the hold out set is standard, and the full details are given in Supplementary Material Section A. Due to the small corpus size we run both LDA and FDM on SOTU until convergence, with T = 65 topics, we use α = 1/T, β = 1/N as hyperparameters for LDA which is a standard choice. The holdout likelihood for LDA was −6.71 while FDM achieved a comparable, slightly better, −6.64.
The NeurIPS dataset 3 consists of all the papers from 1987 to 2016. Each document was taken to be a single paragraph. Stop words, numbers and tokens appearing less than 50 times are removed. All tokens were stemmed and documents with less than 20 tokens are removed. The preprocessed dataset contained roughly K = 153000 documents over N = 10000 unique tokens. 10% of the documents were taken at random as a hold-out set. The following models were trained: FDM with T = 800 topics, and LDA (α = 1/T, β = 1/N ) with T = 800, 400, 200 topics. For every T , we fit LDA on the full train set, and also an LDA on a 10% random subsample of the full train set, as discussed in Section 1. All the models were restricted to run for 24 hours. Additional details are given in Supplementary Material Section B. As discussed in Section 1 and shown in Section 4.1, both LDA and FDM benefit from overparametrization. Therefore, to evaluate FDM performance, we train the model with T = 800 topics, and then restrict the set of obtained topics to T ≤ T most popular topics. The details of the restriction are given in Supplementary Material Section B. The hold-out likelihoods for all models are shown in Figure 3 . For instance, the green line shows the likelihood obtained by the topics from the FDM model when the likelihood is measured with all T = 800 topics, or only with 400 or 200 most popular of these topics. Similarly, blue and orange lines were obtained by restricting an LDA model, trained with T = 800 topics on full (blue), and subsampled (orange) data. The red and purple lines were obtained from LDA models trained with T = 400, 200 topics, rather than by restricting a T = 800 model.
As Figure 3 shows, the restricted FDM performs better than all instances of LDA trained on the full corpus, when comparison is done with the same number of topics. It also performs better than all subsampled LDA models, except in the case T = 200, where a subsampled LDA trained originally with 200 topics is slightly better.
Conclusions
In this paper we have introduced a topic modeling approach, FDM topic modeling, which is based on matching, via KL divergence, the token co-occurence distribution induced by the topics to the co-occurence distribution of the corpus. We have developed an efficient stochastic optimization procedure for this problem.
Our empirical evaluation shows that in most cases FDM performs better than the state of the art collapsed Gibbs sampler, used on both full and subsampled data.
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A Holdout Likelihood Computation
Given the topics returned by the model, {µ i | i = 1, .., T } for every document d we first compute the topics assignment θ d as follows:
where m(θ) is the mixture generated by the topics and the assignment θ, m(θ) = t θ(t)µ t ,d is the empirical distribution of the document (see Section 3), and D KL is the Kullback-Leibler divergence. Thus θ d is the assignment such that the mixture m(θ d ) best approximates the document in KL divergence. Note that (16) is a convex problem in θ, and can be solved efficiently and in parallel over the documents. Solving (16) is a standard step in most Non-Negative Matrix Factorization methods, and existing efficient implementations may be used. See for instance [Pedregosa et al., 2011] . Next, given θ d we compute the document likelihood L d as L d = u∈Xd (u) log m(θ d )(u) and take the overall likelihood to be the average of L d over all documents in the holdout set.
B NeurIPS Experiment -Additional Details
We evaluate the performance of the models using the same approach as in the SOTU dataset, by finding optimal topic assignments for each test document and then computing the log-likelihood. After finding the optimal assignments {θ di (t) | i = 1, .., K} for every document, we can define an ordering on the topics by considering an average assignment, θ,
and then sorting the indices t ∈ {1, ..., T } by the value of θ(t), in non-increasing order. This orders the topics by the frequency of their appearance in the test set. Using this ordering, we can create additional models by only using the top P topics. We use P ∈ {200, 400, 800} and restrict the FDM and LDA models with T = 800. Note that by restricting with P = 800 we end up with the original model. Since the NeurIPS dataset runs were time restricted, we discuss the hardware specifications. The LDA models were trained using an Intel Core i7-6950X processor, using the collapsed Gibbs sampler algorithm implemented in the MALLET package, [McCallum, 2002] . The FDM models were trained using NVIDIA GeForce GTX 1080 Ti GPU, and the optimization was implemented using TensorFlow 1.9.0 and Adam SGD optimizer with 0.001 learning rate.
