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Abstract—A current trend in networking and cloud computing is to provide compute resources widely distributed exemplified by initiatives
like Network Function Virtualization. This paves the way for a widespread service deployment and can improve service quality; a nearby
server can reduce the user-perceived response times. But always using the nearest server is a bad decision if that server is already
highly utilized.
This paper investigates the optimal assignment of users to distributed resources – a convex capacitated facility location problem with
integrated queuing systems. We determine the response times depending on the number of used resources. This enables service
providers to balance between resource costs and the corresponding service quality. We also present a linear problem reformulation
showing small optimality gaps and faster solving times; this speed-up enables a swift reaction to demand changes. Finally, we compare
solutions by either considering or ignoring queuing systems and discuss the response time reduction by using the more complex model.
Our investigations are backed by large-scale numerical evaluations.
Index Terms—cloud computing; virtual network function; network function virtualization; resource management; placement; facility
location; queueing model; linearisation; optimization
F
1 INTRODUCTION
1.1 Challenges in Distributed Clouds
A current trend in networking and cloud computing is to
provide compute resources widely distributed. Computation
will not only take place on desktops or large data centres,
but also at smaller centres or within the network itself,
e.g., inside individual in-network server racks located near
backbone routers. This trend is known under different labels,
for example, Carrier Clouds [6], [13], [51], Distributed Cloud
Computing [3], [15], [21], [46], or In-Network Clouds [28],
[48], [50]. These In-Network Clouds tend to be less cost-
efficient than conventional Clouds due to a worse economy
of scale; they are hence often geared towards specific
network services (e.g. firewalls, load balancers). Easing a
more flexible deployment of these services became popular
as Network Function Virtualization [22] not only inside a
data centre but also beyond, in wide area networks [17],
[51], [52]. We consider not only executing network functions
but more generically executing applications at those In-
Network Clouds yielding an important advantage [4], [43]:
The resources of these Clouds are closer to end users
than those of conventional Clouds, have smaller latency
between user and cloud resource, and are therefore suitable
for running highly interactive applications. Examples for
such applications are latency-critical applications [7], [54],
user-customized streaming services [8], [18], [30], or Cloud
Gaming [37]; the computing tasks range from processing
the request, aggregating incoming data streams, up to
rendering and encoding video streams. In such applications,
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the crucial quality metric is the user-perceived response time
to a request as the application need to quickly react on user
interactions. Large response times impede usability, increase
user frustration [16], [37], or prevent commercial success.
An obvious solution to provide small response times
would be to deploy an application at many sites so that each
user finds one site nearby. This, however, is infeasible as each
utilized site incurs additional costs. We are hence faced with
the task to decide where a user’s request shall be processed,
using as few sites as possible at a best possible response time.
We refer to this task as the assignment problem. This problem’s
trade-off between cost and quality is intuitive yet difficult to
capture in a concrete problem statement and solution.
This difficulty lies in the nature of the response time. It is
a sum of three parts:
• The network latency taken to send the request from the
user to the cloud resource and sending the answer back
– the round trip time (RTT);
• the actual processing time (PT) of the request;
• the queuing delay (QD) a request incurs at the cloud
resource while other requests are currently processed at
that resource (??).
In many applications, we can consider the processing time to
be significantly smaller than the round trip time. The round
trip time depends on the choice where a user’s request is
processed and, to a much smaller degree, on the network
load along the way. The queuing delay, however, depends
on the sharing of a resource among many users and is not
an effect immediately influenced by the decision for a single
user; it depends on the joint decision for all users.
From queuing theory we know that, for a fixed utilization,
the queuing delay is shorter for higher service rates. ?? shows
queuing delays for different levels of system utilization
ρ=λ/µ for three different service rates µ. For instance, web
servers answering simple requests have high service rates
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Figure 2: Queuing delays
QDs for different service
rates.
and often negligible queuing delays (say, below 10 ms). This
may explains why they are commonly ignored in literature
(??). We focus in this paper on computation-intensive ap-
plications, such as data processing, intrusion detection, or
game render application (see next paragraph) oppose to
light-weight application with nearly no computation like
web servers just returning static content. The processing
time of computation-intensive applications is longer (e.g.
up to 1 s) than of light-weight applications, which implies
a lower service rate and a longer queuing delay. A long
queuing delay becomes a large portion of the response time,
significant large enough to necessitates considering them
when deciding the assignments.
Shah et al. [49] survey intrusion detection systems and
cite different measurements of packet processing times of up
to 10 ms. Barker et al. [7] study game server map loads lasting
20–110 ms in their experiments. Ishii et al. [30] conduct
experiments on AWS [1] using a parallel Data Processing
Application and observe processing time between 400 and
1800 ms. Lee et al. [37] and Claypool et al. [16] observe
drop in user experience when playing computer games
with artificially increased latency to larger than 200 ms. In
summary, we focus on applications with long processing
times, 10 ms – 1 s, and on average internet round trip times,
60–600 ms [36].
Different proportions between round trip times and pro-
cessing times are possible. Deciding the assignment in such
scenarios can be simplified by ignoring the less dominant
part: Very short round trip times inside data centres, say
less than 20 ms, leaves queuing delays as the dominant part
of the response time. Similarly, long processing times, say
more than 1 min, renders queuing delays as the dominant
part. In both cases, round trip times can be ignored; doing
so, the assignment problem becomes a simpler mapping
problem. On the opposite site, very short processing times,
say 0.1 ms 1, result in very low queuing delays rendering
the round trip time being the dominant part. When ignoring
queuing delays in this case, the assignment problem becomes
a simpler, non-convex Facility Location Problem. In summary,
only if round trip times and processing times are not of
the same magnitude, dropping the less dominant part is a
vital option. If both times are of the same magnitude, also
queuing delays have to be considered when deciding the
assignment. Ignoring queuing delays in such cases worsen
the assignment resulting in high response times; we compare
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Figure 3: The lower plot shows response times of different
arrival rates λc for three different strategies for the topology.
The upper plot shows the used topology.
both cases with different proportions of round trip times and
processing times (??).
1.2 Queuing Delay Effects
How does the queuing delay affect the response time? As
a toy example, let us consider the network from ?? with
three locations of interest: One client c and two possible
facility locations fa, fb with compute resources to run the
application. These resources are equally fast and can serve
requests at rate µ=100 req./s. Assume the round trip times
between c and fa as 60 ms and between c and fb as 70 ms.
Requests enter the network at c with arrival rate λ. With this
setup, the requests can be served at only fa, only fb, or split
among fa and fb. ?? shows, as a function of the arrival rate,
the resulting response times RT = RTT + PT + QD for a few
simple strategies Si2.
The first strategy S1 minimizes only the requests’ round
trip time: Requests are assigned to the nearest facility fa
and if its capacity µ is exceeded the remaining requests are
assigned to fb. The dramatic response time growth for λ>80
is the result of too many requests assigned to facility fa. Let
λa be the assigned requests to fa, then fa’s utilization ρa is
λa/µ. To avoid too large utilizations, strategies S2 and S3 limit
them to a maximum value ρˆ, ρa, ρb ≤ ρˆ<1; S2 uses ρˆ=0.9
and S3 uses ρˆ=0.8. On the one hand S3 with a lower limit
has a shorter RT (??) than S2 as the second facility is used
earlier. But on the other hand S2 can handle a higher arrival
rates than S3, 160<λ<180, because a higher limit enables
handling more requests in total; system capacity is λ<2µρˆ. To
relax such a predefined upper bound, S4 dynamically adjusts
the limit to the current system utilization, ρˆ=λ/2µ. With the
same resources at both locations S4 boils down to evenly
splitting the load between the two facilities. Compared to
S1..3 the resulting RTs are on the one hand small for λ>40
but on the other hand larger for λ<40.
So far, all assignment strategies ignore the resulting
queuing delays. In contrast, our last strategy S5 additionally
1. Corresponding service rate of 10,000 req./s of a high performance
webserver, e.g. Apache, Nginx, delivering static content.
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Figure 4: Request assignments to fa with different distances
l∆ between fa and fb.
reduces the queuing delays of both resources. The strategy’s
request assignment depends on the round trip times (lcf )
between both resources. The resulting RTs are the lowest for
all strategies S1..5. In conclusion, we were able to improve
assignments by considering queuing delays.
Hereafter, we list the equations of the expected response
times in ??: S1 to S3 results in (1), S4 in (2), and S5 in (3).
fµ,ρˆ(λ) :=

60 + 1µ−λ , if λ≤ρˆµ
ρˆµ
λ
(
60 + 1µ−ρˆµ
)
+
λ−ρˆµ
λ
(
70 + 1µ−λ+ρˆµ
)
, else
(1)
gµ(λ) :=
1
2
(
60+
1
µ−λ/2
)
+
1
2
(
70+
1
µ−λ/2
)
(2)
hµ(λ) := min
λ1∈[0, λ]

λ1
λ
(
60 + 1µ−λ1
)
+
λ−λ1
λ
(
70 + 1µ−λ+λ1
) (3)
?? shows strategy S5’s request assignments to resource
fa as a fraction of λ on the vertical axis; the remaining
requests are assigned to fb. The horizontal axis shows an
increasing arrival rate λ. The different lines correspond to
distances l∆ between fa and fb – how much longer request
transportation takes to send to fb instead to fa. This way
the original toy example is line l∆=10 and the other lines
vary the round trip time to fb. If the resources have the
same round trip time, the assignment results in an even split.
However, if one resource is farer away, l∆>0, at first the
nearer resource is preferred and only with increasing arrivals
do the assignments converge to an even split. Then, the
queuing delay portion of the response time is significantly
larger than l∆.
1.3 Contribution
This paper discusses finding the optimal assignment be-
tween requesting users and compute resources hosting the
answering application at different locations in the network.
The assignment minimizes the expected average response
time for all users. We claim the necessity of considering
request’s queuing delays at used compute resources to
avoid suboptimal assignments to e.g. over-utilized resources
(when round trip times and queuing delays are of the same
magnitude). To proof this claim, we present an extended
Facility Location Problem with integrated queuing systems
(??), show its convexity, and, for the first time, obtain optimal3
solutions for larger networks using a convex solver (??). Due
to problem’s complexity, solving times were already large for
medium-sized networks (e.g. ?? ta2 topology) hindering the
large scaled evaluation we had envisioned. We were able to
shorten the solving times with high accuracy by non-trivially
linearising the convex problem (??). This linearised problem
has a larger search space as the convex problem; despite this,
it solves the original problem significant faster (empirically
shown, ??). Having now an adequate and fast substitution
at hand enables us to compare numerous solutions obtained
by considering and ignoring queuing delays supporting our
claim by showing significant response time reduction when
considering queuing delays (??). In addition, we show how
the response time and queuing delays increases when using
lesser compute resources (e.g. fewer locations, ??).
This evaluation in ?? extends our own previous work [33].
We compare four factors influencing queuing delays and
in addition vary input randomly in order to verify the
statistical relevance of our findings. In summary, we solved
and analysed 52,500 configurations.
2 RELATED WORK
Assignment problems of the form described above have
been investigated before. We structure their comparison
along four dimensions relevant to this work: Their model
complexity, simplifications reducing the problem’s search
space, optimization goals, and solution approaches. Finally,
related systems of geographical load balancing are compared.
2.1 Model Complexity
The simplest model considers only the round trip time (RTT)
when assigning users to cloud resources. They equate
response time with RTT. Clearly, this is a simplification of
reality, yet minimizing this average RTT is equivalent to the
well-known capacitated Facility Location Problem (FLP). If
the problem is further restricted to only use p resources, it
becomes a p-median FLP, which is NP-hard [31].
A step closer to reality is modelling also the processing
time (PT) in addition to the RTT. But as long as PT is
constant, this still stays a Facility Location Problem of the
type described above. This can be easily seen by extending
the original network topology by pseudo-links (at the server
or user side) that represent these processing times via their
latencies; this is a common rewriting technique for graph-
based problems (including Facility Location Problems).
The real challenge occurs when we also consider the
queuing delay (QD). In this case, the additional time cannot
be expressed by rewriting the network topology as the QD
depends on the assignment decisions: A higher utilization
results in a longer wait, possibly trading off against a shorter
RTT.
So far, this more general model has been considered only
by few works discussed in the remaining of this section,
most use simpler assumptions than ours (??) rendering the
3. Numerically obtaining solutions by solver with a gap threshold of
10−6.
4problem easier to solve. Vidyarthi et al. [53] allow the same
degrees of freedom as we do. They approximate, similar
to us, the non-linear part of the objective function with a
piece-wise linear function. However, in contrast to our work,
they used a cutting plane technique which iteratively refines
the piece-wise function as necessary; it remains unclear how
large their linearisation error is. In contrast, our evaluation
shows small linearisation errors; and this is achieved by
using a simpler technique.
2.2 Simplifications
Other authors investigate slightly different scenarios, so that
their problem formulations are similar, yet simpler than ours.
Some authors [55], [59] replace the non-linear QD part
with a constant upper bound and, consequently, the resulting
problems become simpler to solve. But this also hides QD
changes as a result of assignment changes. For instance, in
a situation where load balancing would reduce the QD,
this reduction is not visible as the QD part is constant.
Consequently, the resulting solution has further potential
for optimization – we exploit this potential.
In another simplification, the assignments are predefined
by a rule. Some authors [2], [55], [59] always assign requests
to the nearest cloud resource. In such a case, the problem
reduces to just finding the best resource location and is
easier to solve. The assignments are then predetermined by
the rule. However, balancing the assignments could further
reduce the QD but is not considered. We do not use any
predefined assignment rule, so we have the freedom to
change assignments in order to further reduce the response
times.
Another group of authors [10], [19] uses a parametrized
assignment rule called the gravity rule: Weights determine
how users are assigned to cloud resources. These config-
urable weights are used to continuously solve the same
problem with new weights reflecting the resource utilizations
of the previous solution. This approach does not guarantee to
converge, so the authors propose a heuristic that attenuates
the changes in each iteration, enforcing convergence with
an unknown linearisation error. In contrast, we solve the
problem in one step by using all information to find the
global optimum.
Liu et al. [39], Lin et al. [38], and Goudarzi et al. [25]
present a similar Facility Location Problem with convex
costs such as queuing delays or resource’s energy costs.
In contrast to our work, they relax the integer allocation
decision variable simplifying the problem to the cost of
a less accurate solution when rounding up the obtained
continuous allocations. Our goal, in contrast, is to prevent
unexpected expenses by introducing an upper bound to
the number of used resources. Continuously relaxing our
problem can cause any location to be allocated a bit and,
consequently, any site is used and paid. While the papers
[38], [39] only consider queuing delays as a cost function,
this paper discusses a holistic queuing system integration
and additionally considers splitting and joining (assigning)
of the arrival process.
2.3 Optimization Goal
Existing literature uses queuing delays in FLPs with three
optimization goals: classic FLP, min/max FLP, and coverage
FLP.
Classic FLPs are problems that minimize the average
response time, like our problem (??) or others [10], [19], [47],
[53], [55], [59], allowing RT variations for individual users.
Aboolian et al. [2]’s min/max problem minimizes the
maximum response time. Intuitively, such problems improve
especially the users’ RT with high RTTs to cloud resources.
However, if only one such user exists with resources being
far away, assigning this user will negatively affect the
assignments of other users: Their assignments are now less-
restrictedly constrained by a relaxed upper bound and are
likely worse than without the first user. In contrast, classical
FLPs do not suffer this way from a worse case user.
Another type of problem is coverage problems; the user
assignment’s response times is upper bounded [40], [41],
[42]. Structurally, a coverage problem is a special, simpler
case of a min/max problem; the first has a predefined
bound, which is additionally minimized in the second.
Intuitively, such problems can be applied in scenarios where
service guarantees for a certain maximal response time will
be provided and paid. In contrast, classical FLPs allow
minimizing the average response time below the lowest
possible response time bound.
2.4 Solution Approaches
A couple of heuristics were proposed solving related prob-
lems which are variants of the NP-hard capacitated FLP [27].
No work so far used solvers to obtain solutions (for non-
relaxed problems) and full enumerations are known for small
instances limited to open five facilities [2]. A greedy dropping
heuristic successively removes from the set of candidates that
resource which increases the response time by the smallest
amount [55]. Greedy adding heuristics successively add
resources, which decreases the response time by the largest
amount [2], [10], [19]. Another heuristic probabilistically
selects set changes of used resources [19] or performs a
breath-first-search through “neighbouring solutions” where
two solutions are neighbours if their sets of used resources
differ in one element [2], [19]. Such heuristics can be stocked
in local optima and to mitigate this drawback meta-heuristics
are used as a superstructure [2], [10], [19], [47], [55]. These
meta-heuristics typically refine previously generated initial
solutions, which are obtained randomly or by combining
existing solutions. The hope is that among the found local
optima, one solution is very close to the global optimum
– but without any guarantee. In contrast, we obtain global
optima. This is an important step for heuristic development
as only this enables a clear judgement of heuristics’ accuracy;
their solution’s gap to the global optimum.
Others [53], [55] may achieve near optimal solutions by
using optimization techniques like branch-and-bound and
cutting planes but their solutions have unknown optimality
gabs. In summary, either optima for small input or solutions
with unknown optimality gap are obtained. This motivated
our work on finding near-optimal solutions with a numeri-
cally very small optimality gap.
5Liu et al. [39] and Wendell et al. [56] present distributed
algorithms for their global Geographical Load Balancing
problem by decomposing it into separate subproblems solved
by all clients. These subproblems converge to the optimal
solution only if they are executed in several synchronized
rounds in which assignment and utilization information are
exchanged among all clients. Both papers state that this dis-
tributed algorithms would obtain optimal solution faster than
gathering everything to a centralised solver. However, we
believe that each round a communication delay is introduced
when sending update information among all clients; they had
ignored this delay in their evaluations. The resulting total
delay over all rounds is likely larger than communicating
with a centralised coordinator. In addition, our p-median
Facility Location Problem has a global constraint on the
maximal used resources preventing it to be easily separated
into subproblems.
We observed that problem instances were solved only
exemplary so far [2], [10], [19], [38], [39], [41], [47], [47], [56].
Consequently, the average performance of these solution
approaches is hard to predict. We go beyond this by under-
taking a statistical performance evaluation. We randomly
vary our input data and verify the statistical relevance of our
findings.
2.5 Geographical Load Balancing
A system for Geographical Load Balancing (GLB) comprises
two parts: The decision part selects appropriate server, sites,
or Virtual Machines for requests of a certain origin – the
previous sections considers them. This section focuses on
the realisation part, which gathers monitoring information
and implements selections. Different middlewares had been
proposed [23], [56], [57], [58] which are shared between
applications. In this way, each application benefits from
instances of the other application running at diverse sites by
sharing monitoring information such as latency to servers
or to customers. They realise request assignments, e.g., to
close-by or low utilised server by either configuring the
Domain Name System (DNS) or are explicitly queried ahead
a request send. Slightly different, Cardellini et al. [14] propose
redirecting requests to different sites to balance the load.
Policies ranges from redirecting all, only largest, or only
group requests to selecting sites based on round-robin, site
utilization, or connection properties. Our paper focuses on
solving the problem and investigates whether the complexer
problem with queuing systems is worth the additional efforts
and our results can be applied to improve geographical load
balancing systems.
3 PROBLEM
This section first formalises our scenario model and then
details on practical realisations. Afterwards this section
discusses problem’s convexity and proposes a problem
linearisation minimizing the maximal linearisation error.
3.1 Model
Our scenario is formalized as a capacitated p-median Facility
Location Problem [20]. A bipartite graph G = (C∪F, E) has
two types of nodes: clients (c∈C) and facilities (f∈F ). Clients
a)
c)b)
Figure 5: Bipartite graph of a Facility Location Problem (a);
time-in-system functions at each facility (b) and, alternatively,
piece-wise linearised functions (c).
Table 1: Model variables
Input constants:
G = (V,E) Bipartite graph with V = C ∪ F ,
C ∩ F = ∅ with client nodes c ∈ C
and facility nodes f ∈ F
lcf ∈ R>0 Round trip time between c and f
µf ∈ R>0 Service rate as capacity at f
λc ∈ R>0 Arrival rate as demand at c
Tµ ∈ R>0 Time in queuing system (TiS)
αµs, βµs s-th basepoint Tµ(αs)=βs of T˜µ
Decision variables:
xcf ∈ R>0 Assignment in demand units
yf ∈ {0, 1} Indicator if f is opened (= 1)
zfs ∈ [0, 1] Weight of s-th basepoint at f
Helper variables:
Λ; Λf total Λ=
∑
c λc; at f : Λf=
∑
c xcf
τ ∈ R>0 Sufficient small value
ρ ∈ R>0=λ/µ System utilization
correspond to locations where user request flows enter the
network. Facilities represent candidate locations to execute
the application, e.g., data centres. More precisely, a (compute)
resource refer to a host at such a data centre executing the
application. ??a shows such a graph. The geographically4
distributed demand is modelled by the request arrival rate
λc for each client c. Computing capacity is modelled as the
request serving rate µf for each facility f . The round trip
time lcf is the time to send data from c to f and back. ?? lists
all variables.
Our first problem formulation recapitulates the known
p-median problem P(G, λ, µ, p):
min
x
1∑
c λc
∑
c
∑
f
xcf lcf (objective) (4)
s.t.
∑
f
xcf = λc, ∀c (demand) (5)∑
c
xcf ≤ yfµf , ∀f (capacity) (6)
4. More precisely, the request arrival and service points are topologi-
cally distributed; the round trip time of a path between two points only
roughly matches its geographically distance. We use “geographically”
for a convenient explanation.
6∑
f
yf = p (limit) (7)
The formulation contains two decision variables:
xcf∈R≥0 describes which part of c’s request rate λc is
assigned to which f ; yf∈{0, 1} describes if location f is used
or not. The objective is to minimize the average response
time; but without modelling the queuing delay and service
time at facilities, the response time only consists of the round
trip time. The RTT is minimized while all demand is served
(5) and the capacity is not exceeded (6).
In addition, exactly p locations are used (7). This con-
straint serves two proposes. First, by limiting the number of
location where the application is developed to, the expenses
for the application provider when leasing Cloud resources is
bound. In Facility Location variants where facility opening
costs are directly integrated the resulting total costs are
unsure. Second, stating the problem with this bound allow us
to investigate the response time trend while allowing more
and more resources (??). Since 1979 the problem without
capacity is known to be NP-hard [27]. This problem is a
generalization and, thus, also NP-hard.
Until now, the response time has only been the round trip
time. To predict the queuing times, the model is extended
by queuing systems at each facility (??b). There, the service
times are exponential distributed. The inter-arrival times at
each node c are described by a Poisson process. The requests
can be assigned to multiple facility (
∑
f xcf ) and, there, the
individual assignment from different nodes are aggregated
(
∑
c xcf ). The resulting process is also a Poisson process,
because splitting and joining does not change the underlying
random distribution. As a result, we have a M/M/1-queuing
model [11]. The function for the time in queuing system (TiS)
computes the processing time plus the queuing delay (??),
Tµ(λ)=
1
µ−λ . Putting everything together, the corresponding
formulation of this queuing-extended p-median problem
QP(G, λ, µ, p) is:
min
x, y
∑
cf xcf lcf∑
c λc︸ ︷︷ ︸
average RTT
+
∑
f (
∑
c xcf )
1
µf−
∑
c xcf∑
c λc︸ ︷︷ ︸
average TiS
(8)
s.t.
∑
f
xcf = λc, ∀c (demand) (9)∑
c
xcf < yfµf , ∀f (capacity) (10)∑
f
yf = p (limit) (11)
The new objective (8) is to minimize the average response
time, which is the sum of the average round trip time and
the average time in system (??). Constraint (9) is the same as
Constraint (5); all demand must be served. Constraint (10)
assures the steady state (λ<µ, c.f. [11]) for each queuing
system. Finally, Constraint (11) mandates to use exactly p
locations, just like Constraint (7).
3.2 System design
The presented optimisation problem QP is part of a large
system which dispatches requests of a certain origin to
sites as decided. Examples of such a system ranges from
Geographical Load Balancing systems (??) to our own
Application Deployment Toolkit [34]. They monitor traffic,
decide assignments, and reconfigure the dispatching sub-
system in time periods. The average arrival rate λc is the
averaged number of incoming requests at router c for the last
period. By solving problem QP once a period, the request
assignments5 are decided for the next period. The decision is
realised by configuring the dispatching subsystem, e.g., DNS,
and allocating cloud resources accordingly. The system is
not meant to allow a fine grained assignment decision for
each incoming request, e.g. at line speed. On longer terms, it
decides which sites are strategically used and how incoming
requests are roughly distributed.
3.3 Convex Optimization
Previous work (??) also considered our objective function (8)
but did not solve the corresponding problem optimally, ex-
cept for small graphs via full enumeration. This is because of
the non-linearity of the objective function which necessitates
non-linear solvers. There exist a couple of non-linear solvers
with different specializations: quadratic, convex, or non-
convex objective functions. By determining the complexity
class of our objective function, we can choose a suitable
solver, to efficiently obtain a global optimum.
This section first proves the objective function’s convexity
and shows that it is not simpler, e.g., quadratic. Afterwards,
it describes how we used the convex solver.
Definition 1. A function g is convex if its domain dom(g) is
a convex set and if g′′(x)≥0 holds ∀x∈dom(g) [12].
Lemma 1. Function g=
∑
i wigi, g:R
n→R, is convex, iff
∀i: gi:Rn→R and wi∈R>0 is convex [12].
Theorem 1. The objective function (8) of QP is convex
with function Tµ computing the sojourn time in an M/M/1
queuing system.
Proof: The domain of Tµ(λ)=1/µ−λ is the interval
0≤λ<µ enforced by constraint (10); an interval is always a
convex set. The second derivative T′′µ(λ)=2/(µ−λ)3 is always
larger 0 within its domain. By ??, Tµ(λ) is a convex function.
For a fixed f in the objective function, 0<Λf=λ<µ and
Tµ(Λf ) is convex. Then, the non-negative weighted sum of
convex functions
∑
f ΛfTµ(Λf ), Λf=
∑
c xcf is also convex
(??). The term remains convex after 1/Λ>0 is multiplied. The
left term of the objective function is linear and also convex.
Since the sum of two convex functions is convex, the objective
function (8) is convex.
With the knowledge of a convex objective function, we
can ignore less efficient solvers for more general, non-convex
problems. The next more efficient solver class is quadratic,
which need objective functions of the form xTMx with
symmetric matrix M∈Rn. But our objective function is
not of this form, making quadratic solvers inapplicable.
Consequently, we have to use a convex solver.
Implementation: We choose the optimization framework
CVXOPT [5] from the authors of [12]. QP is a mixed integer
problem, which is not directly supported by CVXOPT.
Continuously relaxing the problem is not possible (??). We
5. The assignment xcf is the request rate dispatched from c to f , in
short request assignment.
7decomposed QP into solving multiple subsets F ′ of F with
|F ′| = p:
QP(G = (C ∪ F,E), λ, µ, p, τ) =
min
F ′∈F, |F ′|=p
{ PQP((C ∪ F ′, E), λ, µ, τ) } (12)
with the purely convex sub-problem PQP(G, λc, µf , τ):
min
x
∑
cf xcf lcf∑
c λc
+
∑
f
∑
c xcf
µf−
∑
c xcf∑
c λc
(13)
s.t.
∑
f
xcf = λc, ∀c (demand) (14)∑
c
xcf ≤ µf − τ, ∀f (capacity) (15)
The decomposition optimally solves QP by solving a non-
integer convex subproblem PQP several times for different
configurations of the binary variables yq ; these variables
indicate which facility is used. First, problem PQP is solved
with all facility subsets Q′⊆Q with |Q′|=t. Then, one of all
problem PQP’s solution is selected that has the minimal
response time (13). In this solution, the decision vector x
equals the QP’s decision vector x and problem QP’s decision
vector y is represented by subset Q′, ∀q∈Q′: yq=1. In this
way, the optimal solution for problem QP is found.
CVXOPT solves PQP by checking the domain (con-
straints) and iterating towards the optimum by using the
Jacobi and Hessian matrix (first and second order derivatives)
of the objective function (13). Hardcoding such matrices is
not feasible for a large number of parameter configurations.
We want to have an automated solution obtaining these
matrices at runtime. Algebra systems like Maxima6 can
be used, but need a detour through another system and
computing derivatives of multi-dimensional functions takes
time; for small input, more time than solving the problem. To
obtain these matrices faster, we found, not too surprisingly,
that the structure of (13) and its derivatives are the same for
different |C|, |F |.
Exploiting this property, we were able to deduce a
construction rule for both matrices. Using this rule, we
construct our Jacobi and Hessian matrices at runtime for
different inputs without notable overhead.
In detail, we constructed the Jacobi and Hessian matrices
from the objective function (13); here, reintroduced as a
convenient copy f (16), f(x11, ..., xcf ).
f(x) =
1
Λ
∑
cf
lcfxcf +
1
Λ
∑
f
Λf
Λf−µf ,
Λ =
∑
c
λc, ∀f : Λf =
∑
c
xcf (16)
The Jacobi matrix (17) for one function is a vector of partial
derivatives (a11, ..., acf ) for each variable xcf .
Jf (x) =(acf )cf∈C×F ,
acf =
Λf
Λ(µf−Λf )2 +
1
Λ(µf−Λf ) +
∑
c
lcf
Λ
(17)
Structurally, f(x) is a sum of terms, and differentiating f(x)
can be done by differentiating the terms individually and
6. Maxima manuel: http://maxima.sourceforge.net/docs/manual/
maxima.pdf
afterwards summing all terms up. Two types of terms exist
(18) with different derivatives (19, 20). In Jacobi matrix (17),
each partial derivative acf is g′1,cf (x) + g
′
2,cf (x).
g1(x) =
lcfxcf
Λ
g2(x) =
Λf
Λ(Λf−µf ) (18)
g′1,cf (x)=
d
dxcf
lijxij
Λ
=
{
lij
Λ if cf=ij
0 else
(19)
g′2,cf (x)=
d
dxcf
Λj
Λ(Λj−µj)
=
{
Λj
Λ(µj−Λj)2 +
1
Λj(µj−Λj) if f=j
0 else
(20)
Similarly, the Hessian matrix (21) contains second-order,
partial derivatives which are first derived in xcf direction
(rows) and then in xde direction (columns).
Hf (x) =(acf de)cf∈C×F, de∈C×F ,
acf de =

2Λf
Λ(Λf−µf )3 +
2
Λ(Λf−µf )2 if f=e
0 else
(21)
Each cell acf de (21) is g′′1,cf de(x) + g
′′
2,cf de(x) from (22, 23).
g′′1,cf de(x) =
d
dxcf dxde
lijxij
Λ
= 0 (22)
g′′2,cf de(x) =
d
dxcf dxde
Λj
Λ(Λj−µj)
=
{
2Λj
Λ(Λj−µj)3 +
2
Λ(Λj−µj)2 if f=j ∧ e=j
0 else
(23)
3.4 Linear Approximation
While CVXOPT solves the problem optimally, it has to test all
subsets F ′, which takes time. As an alternative, the convex
objective function is linearised. This way, well researched
linear solvers can be used to obtain solutions faster.
3.4.1 Piece-wise linear
Any non-linear function g(x):R→R over a finite interval
[α0, αm−1]⊂R can be approximated by a piece-wise linear
(PWL) function g˜ [24]. This function consists of m basepoints
α0, .., αs, .., αm−1, corresponding function values βs=g(αs),
and is defined in (24) for αs≤x≤αs+1.
g˜(x):= (x− αs) (βs+1 − βs)
(αs+1 − αs) + βs,
αs ≤ x ≤ αs+1 ∀s∈[0,m−2] (24)
As an example, let us consider the part λTµ(λ) of (8)
for µ=1.0. Then g(ρ):=λT1(λ)=λ/1−λ is our example func-
tion to linearise. ??a shows g and two different linearisations
g˜1 and g˜2. The horizontal axis shows the arrival rate and
the vertical axis shows the corresponding TiS. ??b shows the
absolute differences between g and either linearisation g˜1
or g˜2. These differences denote the linearisation accuracy:
The smaller the differences are, the tighter the PWL function
resembles the original function. We use the maximum of
all absolute differences g˜ , defined in (25), to measure the
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Figure 6: The top plot shows an example function g with two
possible linearizations with the same number of basepoints.
The bottom plot shows absolute differences between the
linearizations and g. Imamoto’s linearisation has a smaller
maximum difference.
linearisation accuracy. We seek basepoints αi that minimize
this error.
g˜:= max
x∈[α0, αm−1]
|g˜(x)− g(x)| (25)
Given a set of basepoints resulting in a certain error,
this error is reduced by placing an additional basepoint
at a point where the absolute difference equals the error.
However, more basepoints also increase the number of
necessary variables for the optimization, which increases
search space and solving runtime.
Some functions are hard to approximate with linear
segments, e.g., functions with large second-order derivative
values. If their values are large within the linearisation
interval [α0, αm−1], the error will be large. The TiS function’s
asymptote limλ→µ Tµ(λ)=∞ approximated by linear seg-
ments results in such a larger error. One possible control knob
is to adjust the interval αm−1<µ. But this also introduces
an artificial capacity limit: Small values (e.g. αm−1=0.8µ)
result in fewer requests served than possible (c.f. ??b’s S2).
Consequently, the total arrival rate for which solutions are
feasible to obtain is smaller,
∑
c λc/p≤αm−1<µ with p used
resource.
Both PWL functions in ??b, uniform and imamoto, have
the same number of basepoints but at different positions. As
shown, uniformly distributing the basepoints can dramati-
cally increase the error (g˜1). In contrast, the grey basepoints
have small errors (g˜2). Those basepoints were computed by
our algorithms detailed in ??.
We evaluate the first two control knobs, the number of
basepoints and the linearisation interval’s upper bound, in
??. For the third control knob, the basepoint positions, our
algorithm determines basepoints with low error.
3.4.2 Linearisation algorithm
Our algorithm obtains basepoints for convex functions
with low error. It is an extended version of Imamoto’s al-
gorithm [29]. Imamoto’s algorithm iteratively refines m
basepoints by moving them individually along the abscissa
to reduce the error g˜ . Each basepoint’s adjustment ∆s
along the abscissa, αneus =α
alt
s +∆s, is computed from the
basepoint’s first-order derivative d
dαalts
g(αalts ) and the inter-
basepoint distance ds=αs−αs+1.
The paper’s [29] statement is that the algorithm computes
basepoints which have the maximal linearisation accuracy
for the given number of used basepoints. However, the
algorithm runs in numerical issues rendering the algorithm
useless for some convex functions. When fixing7 them, it
cannot be guaranteed any more that the resulting basepoints
form an linearisation with maximal accuracy (minimal error).
But it is still very small – still a good and fast option to
linearise convex functions.
More in detail, we extend Imamoto’s algorithm [29] and
fixed the following two cases: First, the algorithm iteratively
adjusts the current set of basepoints so that the error is
successively reduced. These adjustments are weighted in
order to allow gradually finer changes so that the error after
each iteration converges to the minimum error in theory. In
practice, floating-point accuracy is limited and sometimes
values are too small, changes not applied, and the algorithm
iterates infinitely. We fixed that by additionally aborting if
no further basepoint changes are observed.
Second, for special functions the algorithm terminates
with a division by zero. The cause is computing a base-
point αs’s adjustment ∆s depending on original function’s
derivative g′(αs)= ddαs g(αs). The division by zero occurs if
the difference of two values g′(αi) numerically equals zero,
∃i6=s : g′(αs)−g′(αi) = 0. That is if g resembles a linear
function over some interval. We fixed that by removing all
basepoints αs with g′(αs)=g′(αi), i<s and inserting these
basepoints between basepoints whose g′(α) values differ
from each other. This assures that the error never increases or
can be reduced: For those intervals of the function which are
nearly linear, a linearisation over the whole interval yields a
low error; thus, removing basepoints within this interval has
little impact. Inserting these basepoints at another non-linear
part of the function improves the linearisation accuracy as
the PWL function becomes tighter.
3.4.3 Formulation of linearised problem
This section describes the problem reformulation using a
PWL function. From existing alternatives [45], we used a
Special Ordered Set (SOSk) of type k = 2 (SOS2) [9]: In a
set of continuous variables, at most k of them, adjacent to
each other, may take non-zero values. Current linear solvers
directly support SOS2.
A PWL function y˜=g˜(x) is represented by a set
of m continuous decision variables 0≤zs≤1 with a
SOS2(z0, .. zs, .. zm−1) constraint and a convex combina-
tion 1=
∑
s zs. This way, two adjacent values sum up to
1 = zs+zs+1. These values are then used as weights
for the basepoints (αs, βs) obtained previously by the
7. This paper’s extended version details our improvements of
Imamoto’s algorithm.
9linearisation process (??). This way, the weighted sum of
all basepoints results in the piece-wise linear problem,
x=
∑
s zsαs, y=
∑
s zsβs.
Using this representation, we linearise the convex part
of the objective function (8) ΛfTµ(Λf ), Λf=
∑
c xcf , and
substitute it by corresponding weighted basepoint sums, the
SOS2 constraint, and a convex combination. First, we focus
on one facility location and then add indexes to model all
locations. For location f , function Tµ computes the TiS (26).
With its linearised version T˜µ (27) the convex part of the
objective function, ΛfTµ(Λf ), becomes Λf
∑
s βszs. As Λf
depends on decision variable xcf , multiplying xcf with zs
turns the replacement term to be quadratic; only function Tµ
was linearised, not the whole objective function. However,
having a linear and not quadratic objective function would
reduce problem complexity and speeds up solving. The
quadratic term Λf
∑
s βszs needs to be replaced with an
equivalent linear term. This is achieved by “moving” the
weight Λf into function Tµ, which becomes Twµ (28). Using
T˜wµ ’s basepoints will transform the quadratic into the linear
term
∑
s βszs; the ordinate basepoints are now already
weighted. Since the other parts of the objective function
were linear, the whole objective function is now linear.
Tµ(x) =
1
µ−x = y, with x=Λf (26)
T˜µ : x =
∑
s
zsαs, y˜ =
∑
s
zsβs (27)
Twµ (x) = xTµ(x) =
x
µ−x = y, with x=Λf (28)
To model all locations, index f is added for each fa-
cility location forming the decision variables zfs and
basepoint variables αfs, βfs. The linearised version
Q˜P(G, λc, µf , p, αs, βs) is hence:
min
x,y,z
1
Λ
∑
cf
xcf lcf +
1
Λ
∑
fs
βfszfs (29)
s.t.
∑
f
xcf = λc, ∀c (demand) (30)∑
c
xcf =
∑
s
αfszfs, ∀f (capacity) (31)∑
s
zfs = 1, SOS2(zf ·,..), ∀f (pwl) (32)∑
c
xcf ≤ yf , ∀f (force flip) (33)∑
f
yf = p (limit) (34)
The demand-weighted TiS is represented by term∑
s βfszfs and the corresponding arrival rate at f is∑
s αfszfs=
∑
f Λf=
∑
c xcf ; the new capacity constraint
(31). This capacity constraint also implicitly assures that the
queuing system is in a steady state through the upper bound
of the linearization interval α(m−1) < µ; τ from the old
constraint (10) becomes obsolete.
The search space of QP consists of |F | binary and |F ||C|
real variables. In addition Q˜P has m|F | real, restricted SOS
variables. If both problems were linear we could guess
that solving the second problem Q˜P takes longer than QP
because the search space is larger. However, linear problems
are usually solved faster than non-linear problems. Which
problem is solved faster? The answers is not obvious, e.g.,
Q˜P is linear but has a larger search space. Their runtimes are
experimentally evaluated in ??.
The maximal linearisation error (35) of the objective
function (29) depends on the errors of the linearised parts,
which is the sum of used resources, yf=1, and their maximal
linearisation errors T˜wµ .
1
Λ
∑
f, yf=1
T˜wµf
≤ p
Λ
max
T˜w
{T˜w} (35)
The linearisation accuracy drops if more resources are
allowed to open (p). To maintain the same linearisation
accuracy while doubling p the linearisation error T˜w has to
be halved. This can be achieved by using more basepoints for
the linearisation. Even if ?? indicates that less than twice the
basepoints are necessary, increasing the number of basepoints
and, hence, increasing the problem’s search space increases
the runtime.
4 EVALUATION
This section has four parts. First, it presents different TiS
function linearisations to find a balance of two conflicting
goals: Small objective function approximation error and few
basepoints (m) for fast computation. Second, solutions of
the convex and linear problem (QP vs. Q˜P) are compared
for different real networks. Third, the trade-off between
the number of used locations and resulting response time
is discussed. Finally, application and network properties
are presented for which considering the QD yields better
response times than ignoring QD (Q˜P vs. P).
4.1 Weighted TiS Linearization
This sections describes how we obtain the concrete base-
points for Twµ (λ) (28) in the evaluation. For this, we show a
simplification with one set of basepoints adapted at runtime
for different µ values. Afterwards, we discuss the trade-off
between a fast solving time and low approximation error.
Function Twµ (λ) depends on µ and needs individual lin-
earizations for different µ; let αµs , β
µ
s be their basepoints (36).
Alternatively, function Tw(ρ) (37) is independent of µ with
corresponding basepoints αs, βs. Function Twµ can be rewrit-
ten as Tw(λ/µ)=Twµ (λ) (38) and the corresponding basepoints
can be rewritten similarly: ∀s : αµs=µαs, βµs =βs.
Twµ (λ) =
λ
µ−λ :
∑
s
αµs zs=λ,
∑
s
βµs zs=T
w
µ (λ) (36)
Tw(ρ) =
ρ
1−ρ :
∑
s
αszs=ρ,
∑
s
βszs=Tw(ρ) (37)
Tw(
λ
µ
) =
λ/µ
1−λ/µ :
∑
s
αszs=
λ
µ
,
∑
s
βszs=Tw(
λ
µ
) (38)
As the ordinate basepoints βs remain unchanged, the
basepoints’ approximation error is also not affected. With
this handy transformation, we only need to precompute
basepoints of Tw instead of basepoint sets of Twµ for each
different µ in the model, which speeds up the model setup
process.
In the remaining section, we investigate the trade-off
between a fast solving time and a low-error linearisation.
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Figure 7: The error of linearising Twµ is shown depending on
the number of basepoints and different linearization intervals
[0, .., αm−1].
For the first, we need to minimize the number of decision
variables zfs or, equivalently, the number of basepoints used
for the linearisation. For the second, we investigate two
control knobs (??): many basepoints or small interval end
αm−1. ?? shows the error of T˜
w
depending on the number
of basepoints m for different αm−1 values. We need a small
error (down the vertical axis) with small m (left on the
horizontal axis) with large αm−1. The latter also artificially
limits the resource capacity and renders solving an input
infeasible that could in fact be solved with larger αm−1.
For our evaluation, we set αm−1=0.96 and m=6 with
error Twµ =2.67 as a good compromise between the number
of decision variables, approximation error, and artificial
capacity limit.
4.2 Comparison: Convex vs. Linear
We choose the following structurally different topologies
from SndLib [44]: ta2, zib54 with many nodes (around 50);
yuan, bwin with few nodes (around 10); atlanta, norway
for dense networks (node:edge ratio 1:2). All topologies are
connected. We approximate the latency between nodes by
their geographical distance [32]. We assume that data centres
are built at well connected nodes/routers, so we selected the
10 nodes with the highest degree8 to be data centres. We
set a relatively low service rate of µ=100 req./s to reflect our
computation-intensive example applications [7], [37], [54].
The service rates were the same for all data centres. User
requests arrive at all nodes and the arrival rate λc for users
at site c is randomly generated: Each value is uniformly
drawn from an [0, 1] interval and, afterwards, all values are
normalized to
∑
c λc=470 req./s. This value, together with
the service rate µ=100 req./s, ensures feasibility for 5 or more
facilities. We randomly generated 50 different realizations for
all arrival rates. For each of these 50 sets of arrival rates, we
considered p∈[5, 10] facilities, resulting in 300 configurations
per topology. Each configuration was solved using either QP
or Q˜P.
8. For same degrees the node id is the tie breaker.
?? compares the solution quality (a) and solving time (b).
The horizontal axis lists the groups of different topologies
and the used number of resources for each group. The vertical
axis in (a) shows the 95% confidence intervals of the average
response times as the quality of solutions obtained by solving
QP (cross) and Q˜P (line) for each of the 50 realizations
for each group. Similarly, the vertical axis in (b) shows the
95% confidence intervals of the solving time for each group.
The Q˜P’s solutions have a very similar quality to QP’s solutions.
Looking at (b), obtaining QP’s solutions took longer than
obtaining the Q˜P’s solutions. However, those values have to
be interpreted with care. Our implementation of QP has to
process all possible combinations (F ′), whereas Q˜P benefits
from the MIP solver’s branch-and-cut algorithm to reduce the
search space. To compare this structurally different problems,
we restrict the number of candidate facilities to 10 and the
number of possible combinations; the major cause of the
higher solving time of QP. Nevertheless, the absolute solving
times of Q˜P are very short for all groups.
In conclusion, the linearised problem Q˜P is an adequate
substitution for our original problem QP: fast and accurate.
4.3 Response Time Reduction
?? also shows how response time improves when adding a
resource. We could verify two effects decreasing the response
times: First, using more locations allows better load balanc-
ing, which reduces the queuing delays. These reductions are
larger for highly utilized locations than for less utilized ones.
Second, more locations allow nearer locations, reducing the
round trip times. In conclusion, the average response time of
QP(..., p) decreases monotonically in number of resources.
Then, service providers earning more money by connecting
users with lower response times face a diminishing return.
At one breaking point p∗ the cost for adding a resource will
exceed the additionally earned money. This point depends
on the topology, service times, and service monetization. By
using QP with different p values, the service provider can
determine p∗ in advance to avoid profit loss.
For a closer look, ?? shows not only the average response
time but also the time in system and round trip times
grouped along the horizontal axis the same way like in ??.
We can trace the two effects of response time reductions: First,
load balancing across more resources reduces the queuing
delay and with it the time in queuing system. Second, the
round trip time is reduced as nearer resources are used.
4.4 Considering Queueing Delays
This paper presents a refinement of the assignment problem
(P in (4)) by additionally considering queuing delays. This
refinement increases problem’s complexity, accuracy, and
solving time. Only a significantly lower response time would
make these drawbacks worthwhile; for instances, small
queuing delays compared to large round trip times will
render the refinement unnoticeable. This section investigates
multiple scenario factors influencing queuing delays and
judges the refinement gain by comparing solutions’ response
times obtained by either ignoring or considering queuing
delays.
For this, we perform a second experiment with a slightly
different configuration as in ??. The first experiment showed
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that Q˜P is a very accurate and fast substitution for QP.
Focussing on Q˜P allows us to evaluate more scenario
variations in a reasonable time than would be possible with
QP.
4.4.1 Configuration
We vary configurations by four factors9 µˆ, Dˆ, ρˆs, Gˆ. The
service rate µˆ reflects how computation-intensive the ap-
plication is. A small service rate means a high processing
time. For the same arrival rate, queuing delays are higher
for smaller service rates. For clarity, we assume homo-
geneous10 resources, same service times at each location,
µˆ=µf , ∀f . Different levels of µˆ represents different appli-
9. Theˆ indicates the factors under investigation.
10. We discard an additional minimization potential of heterogeneous
resources to simplify the comparison: When assigning demand, a farer
but faster resource enables trading off a larger RTT for a smaller QD+PT.
By doing so, the response time is further reduced.
cation types ranging from fast web servers with a short
processing time up to computation-intensive applications,
µˆ=10,000; 1000; 100; 10; 1 req./s.
Unlike the service rates, the arrival rates λc are not
homogeneous but randomly distributed. This enables us
to investigate different patterns for spatially distributed
load, e.g., fluctuations or local hot spots. Let λˆ be the
targeted mean arrival rate. For this, we choose three
different random distributions Dˆ for our second factor.
First, a similar load across all nodes with small fluctu-
ations is represented by a “narrow” normal distribution:
N(mean=λˆ, std.dev.=λˆ/20)=N1. Second, a largely fluctuat-
ing load around an average load per node is represented
by a “wide” normal distribution: N(λˆ, λˆ)=N2. Third, heavy
variations causing local hot spots are represented by an
exponential distribution: Exp(λˆ). For each node the arrival
rate λc is drawn from Dˆ, where negative values are capped to
12
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Figure 10: Average response times as a function of factor combination (µˆ, ρˆs) for different demand distributions (Dˆ) with
95% confidence intervals. Left (and right) comparison for topology Tˆ=Colt (and Forthnet, respectively).
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zero, λc= max{0, X}, X∼Dˆ∈{N1,N2,Exp}. We investigate
50 different such realizations for each topology.
The third factor ρˆr reflects the average resource utilization.
Highly utilized resources have high QDs, and solutions are
very similar whether or not the queuing delay is considered.
To enforce the ρˆr levels, we limit the number of utilised
resources p defined later.
The last factor, with different topologies Gˆ we represents
structural differences like the diameter or ratio between the
round trip time and queuing delays, for instance, sparse
graphs have a larger diameter and higher round trip times
than dense graphs. We selected 14 out of 524 topologies
from different sources: sndlib11 [44], topology zoo?? [35],
kingtrace12 [26]. The selection considers three categories
for the number of nodes, edge, and diameter to eliminate
roughly similar topologies.
In each topology, the 100 best connected nodes13
were marked as candidate resource locations F ,
|F |= min {|N |, 100}. Let pmin ≤ |F | be the number
of resources at least necessary to handle all demand.
Having more demand using more resources means less
freedom for location choices: for instance, if pmin=|F | all
resources are fully utilized and only this decision is possible.
We set pmin=b0.3|F |c to allow enough freedom. Then,
Dˆ’s target arrival rate λˆ is defined accordingly, λˆ=µˆpmin|N | .
Actually using p=pmin resources results in a very high
resource utilization pr; allowing more resources reduces
the utilization. For our third factor, the resource utilization
ρˆr=0.97; 0.81; 0.67; 0.5; 0.375, we set corresponding p
values achieving (roughly) the targeted server utilization,
pˆ=b0.3/ρˆr|F |c=ba|F |c, a=0.31; 0.37; 0.45; 0.6; 0.8.
4.4.2 Results
Summarising, each of the 1050 combinations of the four
factors (µˆ, Dˆ, ρˆs, Tˆ ) was randomised by 50 demand re-
alisations, resulting in 52,500 different configurations for
which problem P (without considering queuing delays) and
problem Q˜P (with considering queuing delays) are solved.
The quality metric is the average response time computed by
QP’s exact objective function (8). The difference between
response time obtained with Q˜P and with P measures
the response time improvement when considering queuing
delays. A larger difference means Q˜P’s assignments are
superior to P’s assignments. As P is a simplification of QP,
P’s response times (RTs) cannot be smaller than QP’s RTs.
Only using the linearisation Q˜P could potentially result in a
higher RT, but never occur14 in our evaluation.
?? shows response times as a function of two factors,
service rate µˆ and resource utilisation ρˆs for two selected
topologies Tˆ=Colt, Forthnet. Each single data point
11. Round trip times were approximated by geographical dis-
tances [32].
12. A sparse matrix specifies point to point latencies. Some were only
available in one direction. We assume the same latency for the opposite
direction; otherwise those nodes had to be discarded.
13. Highest degree first; node ID as the tie breaker.
14. Some pairs of Q˜P and P solutions are treated as equivalent good
when their response time differences were below 10−6 – the solver
threshold at which the solver stopped improving the solution in our
evaluation.
corresponds to the average response times with 95% confi-
dence intervals of 50 realisations for one factor combination
(µˆ, ρˆs, Tˆ ). At a first glance, the response times of the two
problems can be compared column-wise: The circle data
points represent problem P’s solutions. Most of them are
above the cross data points representing the Q˜P’s solutions,
no circle appears above a cross: The difference between a
column-wise cross circle pair visualizes the response time
improvements when considering queuing delays; the y-axis
is in log-scale.
At a second look, ?? shows another pattern along in-
creasing service rates (µˆ) from 1 req./ms to 10,000 req./ms (left
to right): Significant response time improvements for low
service rates and nearly no response time improvements for
high service rates. When queuing delay (and processing times)
become a significant part of the response time, it is necessary
to consider queuing delays when deciding the assignments as
otherwise unnecessary higher response times would be the
result.
At a third look, ?? shows larger response time differences
for higher utilized (ρˆs) configurations; in these cases, the
queuing delay becomes a dominant part of the response time.
Considering queuing delays is necessary for utilised topologies
(ρs>0.5).
At a fourth look, ?? shows how the demand distributions
represented by different grey levels influence the response
time: While the Colt topology show few changes in response
times for different demand distributions, the Forthnet
topology data points are more spread for different demand
distributions. In tendency, the more challenging demand
distributions (Exp and N2) show larger response time
improvements than the other distribution (N1). Considering
queuing delays avoids assigning local demand hotspots to
nearby but highly utilized resources; instead more and lesser
utilized resources are used effectively reducing the average
response time.
In summary, the evaluation verifies our claim, that considering
queuing delays is necessary as response times can significantly
reduced. This applies only when queuing delays and round
trip times are of the same magnitude; e.g. configuration
with service rate µˆ=10,000 req./ms (short queuing delays)
have only marginal response time improvements when
considering queuing delays.
5 CONCLUSION
We extend previous work by optimally solving the as-
signment problem QP, a Facility Location Problem with
integrated queuing systems. We proposed problem Q˜P
as a linearisation of QP with accurate solutions obtained
fast. In our scenario of adapting the resource allocation
at geographically distributed sites, such a swift reaction
is important. It allows to swiftly react immediately to an
ever changing environment including demand fluctuations
or network congestion.
We showed that adding more and more resources will
at one point reduce the user expected response time only
marginally. With our work, the application provider can
determine this point in advance and can allocate resources
accordingly.
14
We performed a large-scale experiment and traced down
network and application properties where integrating the
queuing system into the FLP improves solutions. This could
guide other researchers or application providers whether the
complex problem QP is necessary to apply or the simpler
problem P is sufficient enough for their scenario.
The simple M/M/1-queue model can be replaced with
more sophisticated queuing models as long as (i) the inter-
arrival times are described by a Poisson process and (ii) the
queuing delay function is convex. For models with a different
inter-arrival time process, splitting and joining becomes
much more complicated. The linearised problem even sup-
ports non-convex queuing delay functions, but for such
models the presented algorithm for obtaining basepoints
is no more applicable.
Finally, the shown modelling techniques can be used
beyond our use case. The assignment problem QP is part
of the broader family of FLPs with convex cost functions. We
think for most, maybe all of them, a similar good and fast
problem linearisation can be formulated by reusing our
problem linearization formulation and by determining the
PWL basepoints with the presented algorithm.
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