Abstract: Schweizer-Sklar (SS) operation can make information aggregation more flexible, and the Muirhead mean (MM) operator can take into account the correlation between inputs by a variable parameter. Because traditional MM is only available for real numbers and single-valued neutrosophic set (SVNS) can better express incomplete and uncertain information in decision systems, in this paper, we applied MM operators to single-valued neutrosophic sets (SVNSs) and presented two new MM aggregation operators with the SS operation, i.e., a single-valued neutrosophic SS Muirhead mean (SVNSSMM) operator and a weighted single-valued neutrosophic SS MM (WSVNSSMM) operator. We listed some properties of them and some particular cases about various parameter values. We also proposed the multi-criteria decision-making method based on the WSVNSSMM operator in SVNS. At last, we illustrated the feasibility of this method using a numerical example of company investment.
Introduction
Since Zadeh [1] established fuzzy sets (FS), they have developed quickly. However, the inadequacy of FS is obvious because a FS only has a membership degree (MD) T(x), and it cannot deal with some complex fuzzy information. Shortly afterward, Atanassov [2] [3] [4] [5] further presented the intuitionistic fuzzy set (IFS). Compared with FS, which only has a membership degree which expresses determinacy, IFS considers the indeterminacy and adds the non-membership degree (NMD) F(x). Nevertheless, in practical issues, IFS also has limitations; it cannot handle the information that blurs the borders between truth and falsity. In order to fix this problem, Atanassov [5] and Gargov [3] extended the MD and NMD to interval numbers and proposed the interval-valued IFS (IVIFS). In addition, Turksen [6] also proposed interval-valued fuzzy sets (IVFS), which also used the MD and the NMD to describe determinacy and indeterminacy. However, under some circumstances, the MD and NMD cannot express fuzzy information clearly. Therefore, Smarandache [7] proposed neutrosophic sets (NS) by increasing a hesitation degree I(x). The hesitation degree describes the difference between the MD and NMD. Further, a large number of theories about neutrosophic sets are gradually being put forward. For example, Ye [8] proposed a simple neutrosophic set (SNS), which is a subset of NS. Wang [9] gave the definition of interval NS (INS), which used the standard interval to express the functions of the MD, the hesitation degree, and the NMD. Ye [8] and Wang and Smarandache [10, 11] proposed the single-valued neutrosophic set (SVNS), which can solve inaccuracy, incompleteness, and inconsistency problems well. developed operators. In Section 5, this paper provides a numerical example of company investment to demonstrate the activeness and feasibility of the presented method, and compare it to other existing methods. In Section 6, we briefly summarize this study.
Preliminaries
In the following, we illustrate the notions of SVNS, the operations of Schweizer-Sklar, and the Muirhead mean operator, which will be utilized in the rest of the paper.
Single-Valued Neutrosophic Set (SVNS)
Definition 2.1 [20] Let X be a space of points (objects), with a generic element in X denoted by 
Muirhead Mean Operator
which is the MSM operator [36] .
From Definition 2.4 and the special cases of the MM operator mentioned above, we know that the advantage of the MM operator is that it can capture the overall interrelationships among the multiple input parameters and it is a generalization of some existing aggregation operators.
Schweizer-Sklar Operations
Schweizer-Sklar operations contain the SS product and SS sum, they are respectively the particular cases of ATT. 
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Where T expresses a T-norm and * T expresses a T-conorm.
The definitions of the SS T-norm and T-conorm are described as follows: 
According to Definitions 2.3 and 2.4, the SS operational rules of SVNSs are given as follows ( < 0): 
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Theorem 2.1 is demonstrated easily.
Single-Valued Neutrosophic Schweizer-Sklar Muirhead Mean Aggregation Operators
In the following, we will produce single-valued neutrosophic SS Muirhead mean (SVNSSMM) operators and weighted single-valued neutrosophic SS Muirhead mean (WSVNSSMM) operators and discuss their special cases and some of the properties of the new operators. , , , 
The SVNSSMM Operator
Proof. By the operational laws of SVNSs based on SS operations, we get
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Similarly, we also have
Therefore, we can get the following conclusion.
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Because this property is clear, so the proof is now omitted.
In the following, we will research several particular forms of the SVNSSMM operator with the different parameters vector P . 
, the SVNSSMM operator will reduce to the single-valued neutrosophic Schweizer-Sklar BM operator. , , ,
The WSVNSSMM Operator
In real decision-making, the weight of the criteria is of great significance in the decision-making results. However, SVNSSMM operator cannot take into account the attribute weight, so we will establish weighted SVNSSMM operator in the following. 
Then we call 
Proof that Theorem 3.4 is the same as the proof of Theorem 3.1, so it will not be repeated here. 
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The proofs of Theorem 3.5 and 3.6 are the same as the proofs of monotonicity and commutativity of the SVNSSMM operator, so it will not be repeated here. Theorem 3.7 The SVNSSMM operator is a particular case of the WSVNSSMM operator.
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MCDM Method Based on WSVNSSMM Operator
In the next, we are going to put forward a novel MCDM method based on the WSVNSSMM operator as described below. Finally, we give the detailed decision-making steps.
Step 1: Normalizing the criterion values.
In the real decision, there are two types of criteria: one is the benefit and the other is the cost type. To hold consistency of this type, the first step is to convert the criteria type to a consistent type. In general, the cost type should be changed to the benefit type. The formula is as follows:
If j c is the cost type, then
Step 2: Aggregating all criterion values for each alternative.
We would utilize Definition 3.2 to obtain the comprehensive value shown as follows:
, , ,
Step 3 After that, when two score values of them are equal, we would calculate the accuracy values and certainty function.
Step 4: Rank all the alternatives. Based on Step 3 and Definition 2.3, we will obtain the order of alternatives.
Numerical Example
In this subsection, we refer to an example of MCDM to prove the feasibility and validity of the presented method.
We refer to the decision-making problem in Reference [8] . There is an investment company, which intends to choose the best investment in the possible alternatives. Table 1 . 
Rank the Alternatives by the WSVNSSMM Operator
The step is described as follows:
In this case, 1
C and 2 C are benefit types, and 3 C is a cost type, so we set-up the decision matrix as shown in table 2. Step 3: Calculate the score function
Step 4: Ranking all the alternatives. A A A A    . Obviously, the best alternative is 2 A .
The Influence of the Parameters Vector on Decision-Making Result of This Example
To verify the impact of the parameters vectors  and P on the decision-making of the instance, we select diverse parameters vectors  and P , and give the sorting results of the alternatives. We can see the results in Tables 3-5. When 2    , parameter vector P takes different values, the sorting results of alternatives are given in Table 3 . A . In addition, on the basis of the above results, we can know that for the WSVNSSMM operator the score function value decreases as the correlations of criteria increases, in other words, the more 0 in the parameters vector P , the larger the value of the score functions. Hence, the decision-makers are able to set diverse parameters vector  and P by means of different risk preferences.
Comparing with the Other Methods
So as to demonstrate the validity of the method presented in this thesis, we can use the existing methods including the cosine similarity measure proposed by Ye [8] , the single-valued neutrosophic weighted Bonferroni mean (WSVNBM) operator extended from the normal neutrosophic weighted Bonferroni mean (NNWBM) [37] operator, the weighted correlation coefficient proposed by Ye [38] to illustrate this numerical example. The sorting results of these methods are given from Tables 6 and 7. According to Table 6 , we can see that the best alternatives we can think the input parameters are independent and the interrelationship between input parameters is not taken into account. When   1,1, 0 P  , the WSVNSSMM will reduce to the weighted single-valued neutrosophic SS BM operator, which can take the interrelationship of two input parameters into account and its sorting result is the same as that of WSVNBM. In addition, from Table 7 , we can see Ye [38] also put forward a method based on the weighted correlation coefficient to get a sorting result which was A A A A    , which shows that the best alternative is not only 4 A , but 2 A is also possible, and the WSVNSSMM method developed in this thesis is more comprehensive. Therefore, the presented methods in this thesis are a generalization of many existing methods.
In real decision-making environments, we should take into account two parameters, multiple parameters, or not consider parameters based on the preference of the decision-makers, and the presented methods in this paper can capture all of the above situations by changing parameter P . In short, from the above comparative analysis, we are aware that the methods in this thesis are better, more advanced, and more effective based on the WSVNSSMM operator. Hence, the methods we presented are more advantageous in dealing with such decision-making problems.
Conclusions
The MCDM problems based on SVNS information is widely applied in various fields. In this paper, we used the Schweizer-Sklar operation rule and we considered the MM operator's own the remarkable feature, particularly the correlation between attributes through parameter vector P . In the single-valued neutrosophic environment, we combine the MM operator with the SS operation rule, then presented two new MM aggregation operators, respectively, the single-valued neutrosophic Schweizer-Sklar Muirhead mean (SVNSSMM) operator and the weighted singlevalued neutrosophic Schweizer-Sklar Muirhead (WSVNSSMM) operator. After that, we explained the ideal feature and some particular cases of the new operators in detail. Lastly, the methods presented in this paper were compared with other methods by numerical example to verify the viability of these methods. In the future, using the WSVNSSMM operator can help us to settle more complex MCDM problems. Moreover, we would further study other aggregation operators to handle MCDM problems.
