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Committee Chair: Michael Scheibner 
 
Semiconductor nanoparticles (NPs) are an emerging type of material with the 
potential to revolutionize consumer electronics, and photonics. These particles derive their 
properties from their small size and can be tuned based on their diameter. Their small size 
however makes controlling and using them hard, and solving this problem is the focus of 
this thesis. One way to control such small particles is to orient them spatially using self-
assembly. There are two main approaches to self-assembly; top-down assembly and 
bottom-up assembly. These top-down processes can be extremely expensive, time-
consuming, and are typically only be prepared on small scales with specific substrates. 
Bottom-up processes involve taking colloidal nanoparticles that are manipulated into an 
array or cluster using a host material such as a liquid crystal (LC) or a block co-polymer, 
etc. These processes are more cost-effective, can be prepared on numerous substrates, and 
have the potential for large-scale production. 
 
In this research, I use the nematic liquid crystal, an anisotropic fluid, as a host. The 
orientation of liquid crystal can be changed by applying an electric field, changing 
temperature, or applying a magnetic field. NPs used in this research are quantum dots 
(QDs) that fluoresce and can be tracked to map out their position during the assembly 
process. The liquid crystal’s ordering changes over large length-scales during a phase 
transition, this alteration of the bulk liquid crystal can be used to assemble the NPs into 3D 
micron structures. I have developed quantum dots modified with a special mesogenic 
(liquid-crystal-like) ligand that aids particle dispersion into the liquid crystal host. The 
mesogenic ligand’s flexible arm structure enhances ligand alignment with the local liquid 
crystal director, enhancing QDs dispersion in the isotropic and nematic phases.  
 
My work has focused on understanding the mechanism of assembly of NPs in 3D, 
overcoming current limitations and introducing better approaches. This has revolved 
around understanding how I can control the size of assembled structures based on their 
applications. My focus here was to study the effect of two main parameters; concentration 
of nanoparticles in liquid crystal and the system cooling rate through the isotropic to 
nematic phase transition. I observed that the cooling rate not only changes the size of the 
3D structures, but also that it changes the morphology of these 3D structures to give various 
hollow assemblies made of closely packed functionalized NPs. As the liquid crystal 
undergoes the phase transition and nematic domains nucleate and grow, NPs tend to remain 
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in the isotropic regions. A secondary nematic nucleation can then occur inside the shrinking 
isotopic domains under certain conditions to produce hollow capsules and multi-
compartment foam-like materials. The mechanism for this process is explored in this thesis. 
 
As part of this thesis I focused on NP surface modification, which is necessary for 
the dispersion of NPs in LC as well as a potential tunable mechanism to modulate QD 
emission spectra (including decreasing Forster Resonance energy transfer (FRET), by 
varying the spacing between NPs. I modified the surface of NPs using a series of pro-
mesogenic ligands to study the effect of NP separation distance on QD emission in drop-
cast films. Methods included transmission electron microscopy (TEM), photoluminescence 
spectroscopy (PL), and small angle x-ray scattering (SAXS).  
An important goal of this thesis work was to modify the surface of NPs with 
mesogenic/ pro-mesogenic ligands. This surface modification makes the particles more 
soluble in a liquid crystal host. The interaction between ligands also acts to keep the NPs 
close together and to stabilize the closely packed micron-scale NP structures. As a result 
of these modifications I demonstrated the ability to control not only the size, but the 
morphology of NP structures.  
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1 Chapter 1 
 
Introduction 
1.1 Particle Self Assembly 
Self-assembly is a process by which the interactions between particles or molecules 
cause them to come together and form potentially complex hierarchical structures. This 
structural assembly is not unique to manmade experiments however, self-assembly is 
widely observed in biology, from lipid vesicle formation to protein folding. In nature this 
process allows for precise construction of proteins, from amino acids to human beings from 
single cells. By better understanding the underlying physics behind self-assembly I can use 
this powerful concept to construct synthetic materials that are both cheaper, use less 
material, and are exact on the nanoscale level. This research focuses on using self-assembly 
to control the construction of quantum dots into larger-scale structures for applications in 
photonics, electronics, and renewable energy devices. Quantum dots are nanoparticles that 
have unique optical properties due to their small size and have been building blocks for 
numerous applications. The main challenge of using these particles comes from the very 
property that gives them their uniqueness; their small size. Trying to control the assembly 
and placement of particles that are 60,000 times smaller than a human hair requires novel 
strategies. In this thesis my solution is to use self-assembly in liquid crystal to control the 
assembly of nanoparticles into large structures and to manipulate those structures. 
 
In any self-assembled system, the basic components form patterns or structures 
without external intervention. The resulting structure can have properties of both 
constituents, or have properties that are entirely different. Such properties can be tuned by 
changing parameters such as concentration, method of formation, temperature, etc. Self-
assembly can be seen in many different areas of science, such as the spontaneous formation 
of a vesicle by placing lipids in water, liquid crystal formed into a resonant cavity for lasers, 
and even the formation of planets and starts into solar systems. Self-assembly can be 
broken down into two main categories; static and dynamic. For static self-assembly, the 
system is in equilibrium, it is stable and does not transfer energy. The formation of 
molecular crystals is an example of this type of self-assembly [1,2]. Dynamic self-assembly 
involves systems which dissipate energy, such as pattern formation in oscillatory chemical 
reactions due to the competition between the diffusion and reaction [3,4], or the formation 
of the mitotic spindle by ATP consuming motor proteins. In addition to these two main 
types, we have two further types of self-assembly, templated and biological self-assembly. 
Templated self-assembly is when the materials are guided by their interactions with an 
interface, such as how crystallization on a surface determines the morphology of the lattice 
[5,6].  
 
In this thesis, I studied the self-assembly of nanoparticles by inserting them into an 
anisotropic material, more specifically inserting the quantum dots into liquid crystal. 
Liquid crystals have been used as a host for many materials as they can interact with other 
particles through multiple mechanisms, leading to a range of resulting constructs [7,8,9]. 
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The most common mechanisms include elastic forces, phase changes, and liquid crystal 
molecular orientation. How to use these mechanisms to assemble colloidal nanoparticles 
in liquid crystal has been the focus of much research [10,11,12,13,14,15]. Assembling very 
small particles (~10 nm in diameter) proves more of a challenge since the particles are 
subject to Brownian fluctuations, where the size of the particle approaches that of the 
solvent molecules. Because of the dominant role that particle-particle interactions play, 
controlling nanoparticles through the molecular orientation or ordering of liquid crystals 
can be used as it plays a large role in how the liquid crystal interacts with the nanoparticle 
and vice versa. Briefly as the molecules in nematic liquid crystal tend to be locally 
orientated with a direction, when nanoparticles are added to the host, they disrupt this 
packing. Places where the molecules aren’t aligned in the same direction, i.e. topological 
defects [16], accumulate particles and this behavior can be used to assemble them. 
 
Phase transitions represent another self-assembly method used in the work outlined 
in this thesis. This concept is related to molecular orientation and is a newly discovered 
phenomenon by the Hirst research group. This technique has led to the formation of new 
3D structures of functionalized quantum dots, modified with a suitably designed ligand 
such as: hollow micro-shells, hollow foams, and hollow networks [17,18,19,20]. When I 
insert the functionalized NPs into the liquid crystal, their surface anchoring is compatible 
with one phase of the liquid crystal, i.e. the isotropic phase. If I let the system go through 
the nematic phase transition, particles would incur an energy penalty to be in the new 
ordered phase, so tend to stay in the isotropic phase as that phase shrinks. This process is 
the basis of the 3D structure formation I study here. Such structures can be stabilized by 
ligand-ligand interactions between the particles. These two methods of self-assembly for 
nanoparticles using liquid crystal as a host produce stable structures in the LC environment. 
Here I focused on the phase transition self-assembly. I can control the size and type of the 
final 3D structures by changing two main parameters: concentration of NPs in liquid crystal 
and the cooling (quench) rate, as well as controlling the spatial organization of particles by 
using the droplet of liquid crystal [95].  
  
1.2 Liquid Crystal Materials 
In 1887 Otto Lehmann investigated the phase transitions of several cholesterol samples 
extracted from plants using a polarizing microscope with a heated stage [21]. He observed 
a cloudy liquid phase after melting a solid substance called cholestery-1 myristate (Figure 
1-1a) at 71°C. However, the melted phase was surprisingly not clear, and did not fully 
transition to the liquid phase. He observed a clear liquid only after continuously heating it 
up to 85 °C. Otto Lehmann was the first person to propose the liquid crystal state to be a 
distinct new state of matter following from his experiments with a material that he thought 
at the time was an imperfect phase transition from crystalline to liquid. In 1888, Friedrich 
Reinitzer also discovered this new state of matter, when he observed a sample of 
cholestery-1 benzoate (Figure 1-1b) transition through an intermediate state between liquid 
and crystal that he called liquid crystal phase [22]. 
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Figure 1-1. Molecular structures of (a) cholesterol-1 myristate and (b) cholesterol-1 
benzoate 
To understand what a liquid crystal is I need to compare it to the solid and liquid 
phases. By looking at the phase diagram (Figure 1-2), I can see that the solid crystalline 
phase molecules are ordered in a lattice and oriented in a specific direction with long range 
coherency. The liquid phase is isotropic, by which I mean that it has no positional or 
orientational order. The liquid crystal state, which is often composed of rod-like molecules, 
is a fluid-like phase, in which the molecules can translate, fluctuate, and rotate freely with 
some degree of anisotropy. In an anisotropic phase, the optical properties of the system 
vary with the average alignment with the director. 
 
Figure 1-2. Schematic illustration of phase transition behavior and the molecular 
order of matter discussed in this research. Crystal (has the long range positional and 
orientational order), liquid (the molecules undergo random motion with molecules 
axes varying in different direction), and liquid crystals materials. [23]. TN represents 
disordering (melting) temperature of the crystalline state, and TI is the isotropic 
temperature. Liquid crystal exists in a state between solid and liquid. In addition to 
these main phases of matter, there are many mesophases or intermediate states. 
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For the experiments presented in this thesis, I dispersed our QDs into a liquid crystal 
host, to study the self-assembly of QDs in LC. The nematic to isotropic phase transition 
occurs near room temperature in the liquid crystal I selected, and the molecular re-ordering 
can assemble our QDs. When considering a phase of matter, I am interested in the position 
and orientation of the constituent molecules. The solid crystalline phase possesses 
positional order, which means molecules must occupy only certain positions in a crystal 
lattice, over large length scales. In the liquid phase, the molecules must be adjacent to each 
other but are free to move around and have no orientational or positional order. Liquid 
crystals have orientation order at short range length scales. When a solid transition to an 
isotropic phase, both orders will disappear. If the material exhibits a liquid crystal phase, 
even though molecules in the liquid crystal state may lose their long-range positional order, 
they still retain their orientation order, and perhaps short-range positional order.  
The liquid crystal state is a stable thermodynamic phase between the liquid and 
crystalline phases, with both fluid-like properties and short-range molecular order. Its 
complicated behavior can be understood simply from the molecular shape. Liquid crystals 
can have many different phases depending on molecular shape and orientation, principally 
I can simplify liquid crystal molecules into two main shapes; rods and disks [24,25]. While 
these seem like simple shapes, these anisotropic molecules can display a wide variety of 
phases (i.e. nematic, smectic and cholesteric) based on the molecular arrangement and 
ordering. For this research I will focus on the Nematic phase. [26]. Particles are anisotropic 
when each molecule possesses a directional property. One of the most well-known liquid 
crystal phases (and the one used in this research), is the nematic liquid crystal. A common 
nematic liquid crystal used in many experiments is 4-cyano-4’-pentylbiphenyl (5CB). 
Figure 1-3 shows the molecular structure of 5CB. 5CB is nematic at room temperature, and 
on increasing temperature, 5CB will go through the nematic-isotropic phase transition at 
35 °C [27].  
Figure 1-3. Molecular structure of 4-cyano-4’-pentylbiphenyl. Alternatively known 
as 5CB, is a material which has a rod-like shape and in bulk exhibits the nematic 
phase at room temperature. 
In the nematic phase, all the molecules tend to, on average, locally align in the same 
direction. I define this local alignment using the director n, a vector that is the average 
orientation of the molecules and their nearest neighbor’s orientational vector. [28] (Figure 
1-4), a bulk, unconfined sample of nematic material will tend to have a random molecular 
orientation over the whole, but locally will have orientational order. 
  5 
 
 
Figure 1-4. The Nematic liquid crystal phase. The molecules locally orient in a 
common direction, defined by the director n (The director shows the local average 
orientation of the molecules, which tend to point in the same direction as their 
neighbors)  
Another important type of liquid crystal phase is smectic liquid crystal. Smectics 
have an additional degree of translational order (1D positional order), which it isn’t present 
in the nematic phase. Smectics are like nematics in terms of molecular orientation but differ 
in molecular position. Smectic liquid crystal molecules tend to arrange themselves in 
planes or layers of rod-like molecules stacked on one another [29]. Among the many types 
of smectic materials, there are two main classes: 1) Smectic A (SmA) where the nematic 
director in each layer is oriented parallel to the layer and 2) Smectic C (SmC), where the 
molecules are arranged as in SmA, except that the director tilts away from the layer normal. 
(Figure 1-5) 
 
Figure 1-5. Schematic orientation of molecules in the smectic C and smectic A phases. 
Another common type of liquid crystal is a cholesteric liquid crystal, also known as the 
chiral nematic phase. In a cholesteric phase, molecular orientation varies continuously as 
you go through the material (Figure 1-6). The distance it takes the molecules undergo one 
full rotation is called the pitch. The pitch of a cholesteric liquid crystal can change based 
on properties such as temperature.  
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Figure 1-6. Illustration of the ordering of molecules in a cholesteric LC. The nematic 
director twists along an axis perpendicular to the long molecular axis. 
 
1.3  Nematic Liquid Crystal  
In this research I focused on the nematic phase, which is the most well-known and 
widely used liquid crystal phase. Nematic is derived from the Greek word for “thread”. 
Nematic liquid crystals are known to easily align with applied electric fields [30,31]. This 
is due to their dielectric anisotropy. In an electric field, an electric dipole forms long the 
length of the molecule. This property has led the nematic to be used for a variety of 
applications, such as lenses [32], optical switches [33], and displays [34]. Nematic liquid 
crystals are spatially non-polar. That is, there is no defined difference if a molecule is 
pointed in the +x direction or -x direction. Since there is no defined spatial polarity, liquid 
crystals have their spatial directions characterized by an order parameter. This order 
parameter is a scalar number that relates the directions of the liquid molecules to a preferred 
direction. Liquid crystals also experience diverse types of deformation, so I need a way of 
characterizing these deformations. Finally, liquid crystals are very sensitive to temperature, 
i.e. liquid crystal molecules are subject to thermal fluctuations on the order of kT (Where 
k is the Boltzmann constant). 
 
1.4  Nematic Orientational Order 
Nematic orientation is characterized by the scalar order parameter S, a measure of 
how molecules are locally aligned with the director. Nematic liquid crystals tend to, on 
average, align in a particular direction, defined as the director. While there is an average 
direction, since the liquid crystal is in a fluid phase and nematic molecules can freely move 
and fluctuate, individual molecules will make an angle with respect to the director’s axis. 
This variation in molecular angle is characterized by the nematic order parameter, S (which 
indicates the degree of orientational order of LCs [35], which measures how the molecules 
are aligned with the director. Nematic molecules do not fully line up with the director due 
to thermal fluctuations [36], so the scalar order parameter is a way of accounting for those 
thermal fluctuations. The scalar order parameter for the nematic phase represents the 
average molecular orientation around the director, θ and is defined as, 
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Figure 1-7. Represents the angle between a liquid crystal molecule and the director.  
 
 𝑺 =
𝟏
𝟐
< 𝟑𝐜𝐨𝐬 𝜽𝟐 − 𝟏 >      Equation 1-1 
 
where θ is the angle between the long axis of an individual LC molecule and the nematic 
director n. (Figure 1.7). Equation 1-1 represents how to quantify the scalar order parameter 
and the angular brackets represents an average. If I decrease the temperature from an 
isotropic (liquid) phase to a nematic phase, the molecules will go from no positional and 
orientational order to only an orientational order, in which the order parameter changes 
from S = 0 when the molecules are in an isotropic (liquid) phase to 0 < S < 1. If S = 1, the 
molecules are perfectly aligned parallel to each other. In the nematic LC phase, the value 
of the order parameter, S, for most LCs is generally in the range between 0.4 and 0.65 [37]. 
 
 
1.5 Phase Transitions 
5CB is a thermotropic liquid crystal, meaning that its phase transitions are induced 
by changing temperature. When 5CB goes from the isotropic to the nematic phase, it goes 
through a first order phase transition. A first order phase transition occurs when the order 
parameter is discontinuous across the phase boundary at a specific temperature. At a first 
order phase transition point, phases A and B will coexist during the period of transition. 
By adding heat energy to increase the temperature of a system, the free energy increases.  
Since systems trend toward their lowest free energy state, there will come a point where 
the system spontaneously reorders itself to decrease this energy and this is considered a 
first order phase transition. Considering phase transitions in liquid crystals and their order 
parameters, the order parameter is zero in the isotropic liquid phase because the molecules 
are randomly oriented at different directions then average value is zero. For crystalline 
structures I have a value of one for the order parameter, since the molecules exhibit long 
range order. When material go through the I-N phase transition, the molecules locally align 
with each other, increasing their order parameter.  
 
The following plot (Figure 1-8) shows the first order phase transition, as you can 
see if your system is at the nematic phase and you start to increase the temperature the 
order parameter will slightly decrease until it reaches a temperature TNI where the system 
  8 
 
goes from nematic to isotropic phase. Molecules then randomize and the order parameter 
decreases to zero, creating a discontinuous plot of order parameter vs. temperature. I can 
observe this phase transition using two techniques: polarized optical microscopy to directly 
observe the N-I phase transition with birefringence and differential scanning calorimetry. 
 
Figure 1-8. A first order phase transition; plot of order parameter vs. temperature 
showing the discontinuity at transition temperature TNI.  
 
1.6  Topological Defects 
 
By now I have enough ingredients to discuss topological defects in the nematic 
phase. Liquid crystals are often composed of rod-like molecules and by changing 
temperature, or applying an external electric field, I can change their degree of positional 
and orientational order. The nematic phase normally doesn't possess a director that points 
in the same direction at all points (uniform alignment). In certain regions it might point in 
one direction and elsewhere it might point in a different direction. In such a situation, there 
is typically a location between these two misaligned regions where the director changes 
over a very short distance. It is impossible to define the direction that the director is 
pointing at the place of abrupt change, so this place represents a defect; a line or point 
where the director’s structure changes abruptly.  
 
Defects of various types naturally occur in various mesophases and I can observe 
them in the polarizing microscope as defect textures. To look at defects present in a liquid 
crystal, I use an optical microscope and place the material between crossed polarizers. The 
director points in different directions at different sites within the sample. Areas where the 
director orients parallel or perpendicular to the axes of the polarizers appear dark, while 
areas where the director makes an angle from zero to 90 degrees to the polarizers’ axes 
appears bright (Figure 1-9). This image shows that there are many places where image 
intensity changes abruptly, indicating that the orientation of the director must also change 
abruptly. These lines are called disclinations and are located where the director is undefined 
(i.e. it points in many directions within an extremely small area). Such topological defects, 
areas of orientational frustration in a liquid crystal, can occur spontaneously in a bulk 
nematic as the material is cooled through the isotropic to nematic phase transition, or 
because of specific confining surface treatment or geometric restriction [16]. 
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Figure 1-9. Schlieren texture in a nematic liquid crystal imaged using polarized 
optical microscopy [38]. The cross sign represents the orientation of the cross 
polarizers and if the direction of director is in direction of any polarizers then I see 
black (extinction). For the lighter areas the director (n) lies at an angle between the 
polarizers, revealing the texture. 
Another reason to understand defects in a liquid crystal is that they affect the optics, 
contrast, and performance of display devices. So, for removing or reducing defects in liquid 
crystal cells, understanding the structure of defects becomes very important. Defects can 
occur in the following situations: 
1) During symmetry breaking phase transitions 
2)  Under an external field 
3) Because of impurities or dispersions of particles 
These defects appear in the liquid crystal as either point defects or line defects 
depending on the liquid crystal’s average molecular shape. A point defect is one where the 
directions of rod-like molecules are pointing in different directions from around that point. 
If I have spherical droplets of nematic liquid crystal, based on the direction of the liquid 
crystal director inside of droplet, I will have two configurations, depending on whether the 
liquid crystal prefers to align parallel or perpendicular to the surface of the droplet. In the 
case of parallel alignment, I have two-point defects, while for perpendicular alignment I 
have one-point defect in the center of the droplet (Figure 1.10a). Another example of a 
point defect is in the thin capillary tube where molecules orient themselves perpendicular 
to the cylindrical surface of tube (Figure 1.10b).  
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Figure 1-10. a) Defects in a capillary tube. Two-point defects are shown, one of which 
is opposite to the other b) the two possible director configurations inside the droplets 
[39]. 
Another possibility for the capillary tube with direction perpendicular to the surface 
is a line defect along the center of the tube. Many different disclinations are possible. To 
classify them, I examine the director’s configuration in a plane perpendicular to direction 
of molecules and attribute a “charge” to them. (Figure 1.11). I will now discuss how I label 
topological defects and distinguish between them. To distinguish different topological 
defects, I use the Burgers circuit [40]. I will impose a circuit around a topological defect in 
Figure 1-12. 
 
Figure 1-11. Six different types of point defect [39]. 
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Figure 1-12. Burgers circuit around a defect point. The circuit is followed around in 
the counterclockwise direction. In this case we have a +1 defect. 
I can identify the type of defect present by giving the defect a topological charge. 
To obtain this charge, I follow the circuit around the counterclockwise direction and see 
how the director rotates while following the path. In Figure 1-13, beginning on the right 
side of the circuit, I follow the director direction as I follow a circle from north, west, south, 
and back to east (counterclockwise). The director makes one full rotation as I follow the 
circuit in this direction, so I label this defect as having a +1 charge. [41]. In comparison, if 
the director rotates 360 degrees in the clockwise direction while I travel 360 degrees in the 
counterclockwise direction, I produce a -1 defect. 
Each defect is therefore assigned a number, which shows the strength of 
disclination, and the plus and minus signs indicate which disclinations are opposite in 
charge. For example, textures around S=+1 and S=-1 defects look the same (dark) between 
crossed polarizers. They can be distinguished by slightly rotating the polarizer, because, as 
you can see from the figure, the dark strip rotates in the opposite direction for defects of 
the opposite sign (Figure 1-12). 
 
Figure 1-13. (a-b) Different director orientations for +1 and -1 topological defects, (c-
d) next to their appearance under the polarizing microscope with slightly uncrossed 
polarizers [42]. 
a          b    c 
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 To look at defects present in a liquid crystal, I use a light microscope and put the 
sample between the crossed polarizers. The director points in different directions at 
different points within the sample. Areas where the director orients parallel or 
perpendicular to axes of polarizers appear dark, while areas where the director makes an 
angle with polarizers’ axes appears bright. There are many places where brightness changes 
abruptly, indicating that the orientation of the director must also change abruptly. These 
disclination lines are located where the director is undefined, since it points in many 
directions within an extremely small region (Figure 1-13).  
 
Figure 1-14. Schlieren texture in nematic liquid crystal including defects labelled by 
their topological charge [43]. 
 
1.7 Nanoparticles  
Nanoparticles are the most fundamental building block for fabricating 
nanostructures. They are a relatively new form of material with many applications 
depending on their properties, although their uses in colored glasses do date back to the 
ancient Greeks. NPs are already being used commercially from applications as varied as in 
catalytic converters in cars to domestic skin care products. Nanoparticle sizes can range 
from 1 to 500nm, with a vast array of shapes possible - from synthetic rods and dots to the 
varied forms of virus capsid shapes [44]. 
.  
There are three main categories of synthetic nanoparticles: magnetic, 
semiconducting, and metallic. All these types of NPs have shown potential for practical 
applications due to their physical properties. For example, semiconducting and metallic 
NPs are good for medical and electronic applications because of their unique optical 
properties. Metallic NPs have different chemical and physical properties compared to bulk 
metals. They have higher surface area, lower melting point, higher mechanical strengths, 
better magnetization properties, and specific optical properties compared to bulk metals. 
The many physical differences between nanomaterials and their bulk analogs are due to 
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their small size. This increases their relative surface area, produces quantum confinement 
effects, and produces for fast diffusion in solution. With these properties, NPs have had 
significant impact on a range of application such as modifying vehicles for gene and drug 
delivery [45,46,47], biotechnology [48], developing electronic storage systems [45], 
magnetic separation, and targeted drug delivery [46,47]. Semiconducting NPs, which are 
the main NPs used in this thesis, are small crystalline particles, which have optical as well 
as physical properties that are conserved across other small sized nanoparticles. The optical 
and electronic properties of semiconductor NPs are size-dependent [49,50,51]. They have 
narrow emission and broad absorption profiles with a high quantum yield [52,53]. This 
makes them favorable for sensing, labeling, and tracking applications in vivo and in vitro. 
Another important optical property of semiconductor NPs is their resistance to photo 
bleaching when compared to organic fluorescent dyes [54,55]. Semiconductor nanocrystals 
are typically fabricated as colloids suspended in solution, electrostatically defined, strain 
defined, cleaved edge over growth, and as epitaxial structures grown on solid crystalline 
substrates. 
 
1.8 Quantum Dots 
Colloidal QDs are nano-sized semiconductor particles/crystals that are chemically 
grown in solution. Since they are chemically synthesized, they can be manufactured at sizes 
less than 50 nm in large cost-effective batches. Colloidal QDs are fluorescent because their 
small size induces quantum confinement effects, meaning the optical property of NPs is 
size-dependent (equation 1-2). QDs have narrow emission and broad absorption peaks, 
making them useful for optoelectronic applications [56,57,58] such as solar cells and light-
emitting diodes. Additionally, these properties have very broad application prospects as 
biological fluorescent probes and functionalized particles. Therefore, QDs have been 
widely used in the field of life sciences as fluorescent markers [59,60]. Figure 1-15 shows 
a transmission electron microscope (TEM) image of QDs. In the next section, I briefly 
review the basic properties of QDs. 
 
 
 
Figure 1-15. Transmission electron Microscopy (TEM) image of quantum dot 
nanoparticles  
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1.9 Optical Properties of Quantum Dots 
Due to quantum confinement effects, the optical properties of colloidal QDs are 
governed by their size. When semiconductor QDs at a specific size are excited by a light 
at a known wavelength, the photons are absorbed. Individual atoms have discrete electron 
orbitals that require electrons to have a certain quantized energy. When atoms come 
together to form the crystal, these orbitals interact and overlap. The spatial over-lapping of 
the atomic orbitals leads to the formation of energy bands of the allowed electron states  
(The conduction band and the valence band) separated by a forbidden energy gap called 
the band gap [49]. Semiconducting properties of nanoparticles arise from the periodic 
arrangement of atoms in a crystalline lattice [59] (Figure 1-16).  An electron excited from 
the valence band by the absorption of a quantum of light moves to the conduction band, 
leaving a positive charge (a hole) [61]. Electrons occupy the material in distinct bands of 
energy levels, but because they are fermi particles, they can only occupy quantum states 
distinct from one another. The lowest filled state is called the valance band. When an 
electron is imparted enough energy to leave the filled state it is excited to the conduction 
band, a region unfilled by electrons. The absorbed photon can excite an electron by a 
discrete amount of energy. If this discrete energy is greater than the band gap, the electron 
will move to the conduction band. When the electron drops back to the valence band to 
recombine with the hole, after losing energy by various dissipative mechanisms, it emits a 
photon with less energy and a longer wavelength. As the size of the QD increases the 
bandgap energy decreases. Figure 1-17 shows the effect on the emission spectrum due to 
the change in bandgap energy with change in size.   
 
 
 
 
 
 
 
Figure 1-16. Transmission electron microscope image of a quantum dot [62]. 
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Figure 1-17. a) Increasing the size of quantum dots, the semiconductor band gap 
decreases. Splitting the energy level due to the quantum confinement effect b) 
emission spectra of different size of QDs [63]. 
 
The Brus equation [64] shows the emitted photon energy from a QD. This equation, 
gives an approximate relationship between the bandgap energy and particle size [49],  
 
  𝑬𝒈𝒂𝒑
𝑸𝑫 ≈ 𝑬𝒈𝒂𝒑 +
𝝅𝟐ħ𝟐
𝟐𝑳𝟐
(
𝟏
𝒎𝒆
+
𝟏
𝒎𝒉
)   Equation 1- 2 
where Eg is the bulk band gap, h is Planck’s constant, r is the particle (QDs) radius, me is 
the effective mass of the electron and mh, is the effective mass of a hole. 
 The energy levels in a QD can be modeled like a particle-in-a-box, in which the 
different energy states depend on the size of the box. The particle-in-a-box model considers 
an arbitrary particle of mass m in a potential well of length L. where the potential is: 
 
V(x) = 0  for 0 < x <L            Equation 1-3 
V(x) = ∞ for x < 0 and x > L 
 
Solving the Schrodinger equation with boundary condition results in wave functions: 
 

𝒏
(𝒙) =  √𝟐/𝑳 𝐬𝐢𝐧(
𝟐𝝅𝒏
𝑳
)    Equation 1-4 
 
Where n identifies the energy level. The energy of the particle is therefore given by: 
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𝑬𝒏 =
𝝅𝟐ħ𝟐
𝟐𝒎𝑳𝟐
𝒏𝟐    Equation 1-5 
 
Note that the energy of the particle is proportional to 1 𝐿2⁄  and is thus strongly dependent 
on the size of the particle. 
  
The Brus equation clearly shows that the band gap is a function of the radius of the 
QD. Thus, as QD size decreases, the band gap of the particle increases. By using the Brus 
equation, I can relate this energy to the wavelength of emitted light by 𝐸 =
ℎ𝑐
λ
, and see that 
larger QDs will emit light at longer wavelengths when excited. Figure 1-17b shows 
absorption spectra for CdSe QDs, with sizes ranging from 1.7 nm to 15 nm along with 
sharp inter-band transitions. The graph illustrates how the bandgap increases, as evidenced 
by the blue shift of the absorption curve with decrease in QD size. More precisely, size 
variation of CdSe quantum dots can tune the bandgap from 3.1 eV to 1.8 eV, which 
corresponds to a shift in wavelength from 400 nm to 700 nm. Therefore, tuning the size-
dependent bandgap of QDs brings the benefits of fluorescence emission tunability. This 
property makes them good candidates for self-assembly into tunable new structures.  
 
The QD’s broad absorption spectrum and narrow emission spectrum gives it unique 
utility compared to most organic dyes in preventing emission bleed over. In general, the 
optical properties of QDs can be tuned by changing the size, for example the narrow 
fluorescence emission spectra of QDs scales from a 1 nm radius emitting a blue photon and 
a 6 nm radius emitting a red photon. The fluorescence intensity of QDs is 20 times that  of 
the well-known organic fluorescent dye, Rhodamine 6G, with a greatly enhances stability 
[65]. Another significant optical property of QDs when compared with organic dye is their 
high capacity to resist photobleaching [65]. Photobleaching is a phenomenon that decreases 
the emission intensity due to optical excitation. The photobleaching rate of organic 
fluorescent dyes is very fast - on the order of minutes. On the other hand, the 
photobleaching rate of QDs is much lower, as their larger size makes them more robust 
compared to single molecule structures. Utilizing this property, colloidal QDs have been 
successfully used for labeling cells, organs, and proteins, allowing the observation of 
emission over long time scales. [66,67]. 
This chapter has presented a general overview of semiconductor nanoparticles (in 
particular QDs) and liquid crystals. Both have unique and interesting properties, liquid 
crystals themselves have been an important tool in the field of self-assembly since I am 
able to control factors such as molecular orientation, phase change behavior, and various 
other parameters. In Chapter 2, more focus will be placed on the interaction between NPs 
and liquid crystal including relevant optical properties of liquid crystals and their usage in 
experimental techniques. 
I will focus on the theory behind liquid crystal and QDs in Chapter 2. Chapter 3 
explains the different experimental methods used in this work in detail. Chapter 4 will talk 
about the library of pro-mesogenic ligands, ligand exchange and characterization. Chapter 
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5 describes the mechanism of assembly of NPs into 3D structures and parameters to control 
their size.  
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2 Chapter 2 
Theory 
2.1 Orientational Order Parameter 
In Chapter 1, I reviewed a simple equation for quantifying the local orientation of 
an anisotropic material called the order parameter. In this chapter I will discuss from first 
principles why rod-like molecules align parallel to each other and explain the physics of 
the nematic liquid crystal phase. In order to understand the liquid crystal phase a material’s 
orientational order is our starting point. To quantify this orientation, I take the average 
direction of long axis of the rod like molecules, which I called the director, and measure 
the average angle between it and each constituent particle. To describe the orientation of a 
rigid elongated liquid crystal molecule, I define three axes: long molecular axis and two 
short axes perpendicular to the long molecular axis. As you can see from figure 2.1, there 
is no preferred direction for the short axes, so nematic liquid crystal is uniaxial.  
 
Figure 2-1. A rigid rod-like shape of an elongated liquid crystal molecule with three 
axes. 
 
 
Figure 2-2. Schematic diagram showing the orientation of a rod like molecule 
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For the uniaxial liquid crystal, I only consider the orientation along the long axis 
molecule. The orientation of a rod like molecule can be represented by a unit vector ?̂? 
which is attached to the molecule and parallel to long axis. For nematic liquid crystal I 
define the liquid crystal director with unit vector ?⃗?  which is the average direction of long 
molecular axes. Figure 2-2 represents the 3D orientation of unit vector ?̂? with azimuthal 
angle  and polar angle  where the unit vector ?⃗?   chosen to be in z direction. In general, 
the orientation of a unit vector ?̂? is specified by an orientational distribution function k 
(,). For isotropic state, the k (, ) = constant since the unit vector ?̂? has equal probability 
of pointing in any direction. For uniaxial liquid crystal, there is no preferred orientation in 
the azimuthal direction, thus k is only function of polar angle , k=k (). 
I define the order parameter to quantitatively specify the orientational order. The 
order parameter is defined in a way that when the temperature is high the value becomes 
zero (for unordered phase) and when the temperature is low the order parameter is non-
zero (ordered phase) (See figure 2.3). This concept is like the orientation magnetic 
moments in ferromagnetism, where the magnetization can be summarized by M, and 
represents the average alignment of the individual dipoles. Even though orientation of the 
order parameter matters in magnetism, it does not play role in nematic phase  
 
   < 𝒄𝒐𝒔𝜽 > =
∫ 𝒄𝒐𝒔𝜽𝒇(𝜽)𝒔𝒊𝒏𝜽𝒅𝜽
𝝅
𝟎
∫ 𝒇(𝜽)𝒔𝒊𝒏𝜽𝒅𝜽
𝝅
𝟎
    Equation 2-1 
 
 is the angle of long axis of molecule with respect to the director and cos 𝜃 is the first 
order Legendre polynomial. For the nematic phase the probability of molecule oriented at 
angle  and - is the same, k ()= k(-) so the ,〈cos 𝜃〉 = 0 and for isotropic phase the 
molecules are randomly oriented and , 〈cos 𝜃〉 = 0 ; therefore the first-order Legendre 
polynomial provides no information about the orientational order parameter. I consider the 
second-order Legendre polynomial: 
.  𝑺 = < 𝑷𝟐(𝒄𝒐𝒔𝜽) > =
𝟏
𝟐
 (𝟑𝒄𝒐𝒔𝟐𝜽 − 𝟏) =
∫
𝟏
𝟐
 (𝟑𝒄𝒐𝒔𝟐𝜽−𝟏)
𝝅
𝟎 𝒇(𝜽)𝒔𝒊𝒏𝜽𝒅𝜽
∫ 𝒇(𝜽)𝒔𝒊𝒏𝜽𝒅𝜽
𝝅
𝟎
   Equation 2-2 
For the isotropic phase f () = constant, for the nematic phase the orientational 
distribution function depends on . For a perfectly ordered nematic phase f () =  () then,   
  𝒔𝒊𝒏𝜽𝜹(𝜽) = {
   𝜽 = 𝟎
𝟎   𝜽 ≠ 𝟎
                                Equation 2-3 
  ∫ 𝜹(𝜽)
𝝅
𝟎
 𝒔𝒊𝒏𝜽𝒅𝜽 = 𝟏,                                       Equation 2-4 
, and the order parameter 𝑆 = 1. 
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Figure 2-3. Schematic of order parameter for different state; isotropic (a), liquid 
crystal (b), and crystal (c)  
 
2.2 Elastic Properties of Nematic Liquid Crystal  
In a liquid crystal the local director direction, n may change spatially due to the 
external fields or confinement. The spatial variation of this director represents a 
deformation in the molecular structure and incurs an energy cost. When orientational 
variation in the LC occurs on length scales much greater than the molecular size, I can 
describe this in a similar way to elastic solids, using a contuum elastic theory. The elastic 
energy required to deform the LC is proportional to square of the spatial displacement, in 
a manner similar to Hooke’s Law. When I distort LC in the nematic phase, the director can 
be deformed in three ways. These deformations are called either twist, bend, or splay. 
Figure 2-4 shows the three types of deformation. These three deformations are better 
understood if I consider the director to be in cylindrical coordinates. In this coordinate 
system the director is along the z axis. The director can tilt in either the radial direction  
as shown in (Figure 2-4 a) or the director tilts toward the azimuthal direction  as shown 
in (Figure 2-4 b) or it can both tilt in  while it being displaced in the z direction (Figure 
2-4 c). 
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Figure 2-4. These are most commonly known as splay, twist, and bend. Splay occurs 
when molecular orientation is perpendicular to a gradient direction. Twist occurs 
when molecular orientation changes as you travel through different axis. And bend 
occurs when molecular orientation is parallel to a gradient direction. 
I can model the director using equation 2-4 in order to consider our splay 
deformation. For first deformation (Figure 2-4a) I have infinitesimal changes in  and z.  
𝒏𝒛 = ?̂?                                     Equation 2-5 
?⃗⃗?  (,  z=0) = n () ̂+ [1+ nz ()] ?̂?          Equation 2-6   
Where the change, (), in n, or nz is much less than one. Because|?⃗? |2= n2+n2+nz2= 
(n)2 +( 1+nz)2 =1, then nz= -(n)2/2, where nz is a higher order term and can be left 
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out. To find the change in direction I take the partial variation n/ and consider that the 
units are the same as energy, and this term is therefore the energy of elastic deformation 
𝒇𝒔𝒑𝒍𝒂𝒚 =
𝟏
𝟐
𝑲𝟏𝟏(
𝝏𝒏𝝆
𝝏𝒏𝝆
)               Equation 2-7  
Where K11 is the splay elastic constant. For the second deformation (figure 2-4 b), 
called twist, the director varies in azimuthal angle, I can write the vector as: 
   ?⃗⃗? ( 𝜹𝝆, ∅, 𝒛 = 𝟎) =  𝜹𝝆∅(𝜹𝝆)∅̂ + [𝟏 + 𝜹𝒏𝒛(𝜹𝝆)]?̂?
      Equation 2-8 
Since n is much less than 1 and using the equivalent method for equation, 𝛿𝑛𝑧 =
−(𝛿𝑛∅)
2/2 I can find elastic energy by again seeing its change in direction and taking the 
partial range, 𝜕𝑛∅/𝛿𝜌 
   that gives us equation 2-9. 
    𝒇𝒕𝒘𝒊𝒔𝒕 =
𝟏
𝟐
𝑲𝟐𝟐(
𝝏𝒏∅
𝝏𝝆
)                               Equation 2-9 
Where K22 is the twist elastic constant. When moving in the z direction, there is 
only one possible mode of variation, as shown in figure 2.4c, which is called bend. The 
director at (=0,, z) is 
   ?⃗⃗? ( 𝝆 = 𝟎, ∅, 𝜹𝒛) =  𝜹𝒏𝝆(𝜹𝒛)?̂? + [𝟏 + 𝜹𝒏𝒛(𝜹𝒛)]?̂?
          Equation 2-10 
Where n is much less than 1 and  𝛿𝑛𝑧 = −(𝛿𝑛𝜌)
2
/2, is a higher order term which 
can be neglected. Note that when =0, the azimuthal angle is not well defined, and I can 
choose the coordinate such that the director tilts toward the radial direction. The 
corresponding elastic energy is 
   𝒇𝒃𝒆𝒏𝒅 =
𝟏
𝟐
𝑲𝟑𝟑(
𝝏𝒏𝝆
𝝏𝒛
)                             Equation 2-11 
Where K33 is the bend elastic constant. Putting all the three terms together, using 
various vector operator identities, I obtain the elastic energy density: 
  𝒇𝒆𝒍𝒂𝒔𝒕𝒊𝒄 =
𝟏
𝟐
𝑲𝟏𝟏(𝛁. ?⃗⃗? )
2+
𝟏
𝟐
𝑲𝟐𝟐(?⃗⃗? . 𝛁 × ?⃗⃗? )
2+ 
𝟏
𝟐
𝑲𝟑𝟑(?⃗⃗? × 𝛁 × ?⃗⃗? )
2    Equation 2-12 
This elastic energy term is called the Oseen-Frank energy where K11, K22, and K33 
are referred to as the Frank elastic constants [68]. Experiments show that usually the bend 
elastic constant K33 is the largest constant and the twist elastic constant K22 is the smallest. 
As an example, at room temperature the liquid crystal 5CB has the elastic constants: K11= 
0.64 x 10-11 N, K22= 0.3 x 10
-11 N, and K33= 1x 10
-11 N.  
When I insert QDs in a liquid crystal, the phase of liquid crystal will guide the 
motion of QDs. For the majority of experiments in this thesis, I inserted the QD in isotropic 
liquid crystal  and, as expected, don’t disperse very well, they tend to cluster together [16]. 
If I place nanoparticles in the liquid crystal they would disturb the order of the LC, creating 
more defects and raising the energy of the system. Because of this, nanoparticles tend to 
gather at topological defects (via Brownian motion) to reduce the net energy cost of 
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insertion per QD. Nanoparticles are driven to defect points due to the elastic forces, and 
this elastic deformation is governed by the Frank elastic energy (Equation 2-12). Such 
effects make uniform particle dispersion in LC a serious challenge. As we will see in the 
following chapters, and in our previous work, this problem can be addressed by modifying 
the surface of QDs with a mesogen-like ligand which is similar in shape to the liquid crystal 
(5CB).   
 
2.3 Propagation of Light in Anisotropic Optical Media 
When I consider light propagation through a material, I can model it as 
electromagnetic waves [69,70,71]. These electromagnetic waves can break into four 
fundamental components: electric field, electric displacement, magnetic field, and 
magnetic induction. Those quantities are vectors. In a medium where light passes through 
the material, I can relate the electric displacement to the electric field by  
  ?⃗⃗? = 𝜺𝟎?⃡?. ?⃗⃗?                                 Equation 2-13 
Where 𝜀0=8.85  10
-12 F/m and 𝜀 is the dielectric tensor of the medium. The 
magnetic induction is related to the magnetic field by 
   ?⃗⃗? = µ𝟎µ⃡. ?⃗⃗⃗?                                   Equation 2-14 
Where µ0=410
-7 H/m is the permeability of vacuum and µ⃡ is the permeability 
tensor of the medium. LCs are non-magnetic media, with permeability close to 1. In a 
medium without free charge, electromagnetic waves are governed by the Maxwell equation 
   𝛁. ?⃗⃗? = 𝟎                                          Equation 2-15 
   𝛁. ?⃗⃗? = 𝟎                                           Equation 2-16 
   𝛁 × ?⃗⃗? = −
𝝏?⃗⃗? 
𝝏𝒕
                                   Equation 2-17 
   𝛁 × ?⃗⃗⃗? = −
𝝏?⃗⃗? 
𝝏𝒕
                                   Equation 2-18 
When light propagating in an isotropic uniform medium ?⃗? = 𝜀0𝜀. ?⃗?  and?⃗? =
µ0µ⃡. ?⃗? , Maxwell’s equations becomes 
   𝛁. ?⃗⃗? = 𝛁. (𝜺𝟎 𝑬⃗⃗  ⃗) = 𝜺𝟎 𝛁. ?⃗⃗? = 𝟎               Equation 2-19 
   𝛁. ?⃗⃗? = 𝛁. (𝝁𝟎 𝑬⃗⃗  ⃗) = 𝝁𝟎 𝛁. ?⃗⃗⃗? = 𝟎             Equation 2-20 
   𝛁 × ?⃗⃗? = −
𝝏?⃗⃗? 
𝝏𝒕
= −𝝁𝟎 
𝝏?⃗⃗⃗? 
𝝏𝒕
                          Equation 2-21 
   𝛁 × ?⃗⃗⃗? =
𝝏?⃗⃗? 
𝝏𝒕
= 𝜺𝟎 
𝝏?⃗⃗? 
𝝏𝒕
                                            Equation 2-22 
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From equation 2-21 and equation 2-22, I have a wave equation in the form of 
equation 2-22 
 
𝛁 × (𝛁 × ?⃗⃗? ) =  𝛁(𝛁. ?⃗? ) − 𝛁𝟐?⃗? = −𝛁𝟐?⃗? = −𝝁𝟎 𝛁 ×
𝝏?⃗⃗⃗? 
𝝏𝒕
= −𝝁𝟎 
𝝏(𝛁 × ?⃗⃗⃗? )
𝝏𝒕
= −𝜺𝟎 𝝁𝟎
𝝏𝟐?⃗⃗? 
𝝏𝟐𝒕
 
  𝛁𝟐?⃗⃗? = 𝜺𝟎 𝝁𝟎 
𝝏𝟐?⃗⃗? 
𝝏𝟐𝒕
                                       Equation 2-23 
By solving this differential equation, I get the solution for a monochromatic wave 
as 
   ?⃗⃗? (?⃗? , 𝒕) = 𝑬𝟎⃗⃗ ⃗⃗  𝒆
𝒊(𝝎𝒕−?⃗? .?⃗? )                                Equation 2-24 
Where  is the angular frequency and k=2/ is the wave vector. The real part of 
the electric field vector in the equation above is the actual electric field of the light. If I 
combine our solution with the equation, I get this relationship. 
   
𝝎𝟐
𝒌𝟐
=
𝟏
𝜺𝟎𝝁𝟎 
                                               Equation 2-25 
   𝒗 =
𝝎
𝒌
= √
𝟏
𝜺𝟎𝝁𝟎 
                                        Equation 2-26 
Where v is the velocity of the wave. In vacuum,  =1 and  = 1  𝑣 = 𝑐 = 3 108 
m/s, the speed of light, and in a non-magnetic medium, 𝑣 =
𝑐
√
= 𝑐/𝑛, where n = √  is the 
refractive index. Here  is the dielectric constant that is usually frequency dependent. The 
wave vector is  
   𝒌 =
𝝎
𝒗
=
𝝎
𝒄/𝒏
= 𝟐𝝅𝒏/𝟎                                         Equation 2-27
 
Where 0 is the wavelength in vacuum. From equation 2-12, I have 
 
   𝛁. ?⃗⃗? = −𝒊?⃗? . 𝑫𝟎⃗⃗⃗⃗  ⃗𝒆
𝒊(𝝎𝒕−?⃗? .?⃗? ) = 𝟎                                          Equation 2-28 
Because the electric displacement vector is perpendicular to the propagation 
direction, even in an anisotropic media light is a transverse wave. The electric field vector 
is perpendicular to the wavevector in isotropic media, but not in anisotropic media. When 
light propagates in a homogeneous isotropic medium, all the fields have the same form as 
equation 2-24.  
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2.4 Polarization  
When light of a single wavelength (monochromatic) moves through an isotropic 
medium, I can consider the electric field to be. 
  
  ?⃗⃗? = ?⃗⃗? 𝒆𝒊(𝝎𝒕−?⃗?
 .?⃗? )                                      Equation 2-29 
 
Where A is a constant and all other quantities can be calculated from this equation. 
Since the equation 2-29 is a vector and has direction this is our polarization state. When 
the electromagnetic wave moves a z-axis I can break up the field to two components (along 
the x and the y axes) [71,72]: 
 
    𝑬𝒙 = 𝑨𝒙𝐜𝐨𝐬 (𝝎𝒕 − 𝒌𝒛 + 𝜹𝒙)                      Equation 2-30 
   𝑬𝒚 = 𝑨𝒚𝐜𝐨𝐬 (𝝎𝒕 − 𝒌𝒛 + 𝜹𝒚)                      Equation 2-31 
 
 Where Ax and Ay are positive numbers representing the amplitudes; x and 
y are the phases which, are defined in the range -< i <  (i=1, 2).  
 
   𝜹 = 𝜹𝒚 − 𝜹𝒙                                        Equation 2-32 
 
Linear Polarization States 
When the electromagnetic wave moves in the direction z, the electric component 
of the field oscillates in the x-y plane. When this vibration is in a constant direction, I say 
that it is linearly polarized and that =0 or =. 
 
2.5 Circular Polarization States 
Circular polarization occurs if the amplitude in x-y plane is the same but out of 
phase by = /2, when you compute the total vector I rotates in plane. 
   𝑬𝒙 = 𝑨 𝐜𝐨𝐬 (𝝎𝒕 − 𝒌𝒛)                                Equation 2-33 
   𝑬𝒚 = 𝑨𝐜𝐨𝐬 (𝝎𝒕 − 𝒌𝒛 +
𝝅
𝟐
) = −𝑨𝒔𝒊𝒏(𝝎𝒕 − 𝒌𝒛)        Equation 2-34 
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At a fixed position, say z=0, Ex=A cos (t) and Ey=- A sin (t). The endpoint of 
the electric field vector will trace out a circle clockwise on the x-y plane (light coming 
toward the observer). At a given time, say t = 0, Ex= A cos (kz) and Ey= A sin (kz). The 
endpoint of the electric vector along a line in the propagation direction traces out a right-
handed helix in space. The polarization is referred to as right-handed circular polarization. 
If = -/2, at a given time, the endpoint of the electric vector will trace out a left-handed 
helix in space. This is referred to as a left-handed circular polarization.  
 
2.6 Propagation of Light in Uniform Anisotropic Optical Media 
Liquid crystal is isotropic in the liquid phase and anisotropic in liquid crystal 
phases. In order to understand how light propagates in a liquid crystal I need to understand 
how it generally propagates in an anisotropic media. The speed of light depends on the 
direction of electric field compared to medium. Since the dielectric constant depends on 
the optical axis, I must model it as a tensor. Now I consider the propagation of light in 
uniform non-magnetic anisotropic media [71,73]. The optical properties of an anisotropic 
medium are described by the dielectric tensor  : 
 
   ?⃡? = (
𝜺𝟏𝟏 𝜺𝟏𝟐 𝜺𝟏𝟑
𝜺𝟐𝟏 𝜺𝟐𝟐 𝜺𝟐𝟑
𝜺𝟑𝟏 𝜺𝟑𝟐 𝜺𝟑𝟑
)                               Equation 2-35 
 
If the medium does not absorb the light then, the dielectric tensor is real and 
symmetric (ij = ji). I choose the reference frame that makes 2.35 into equation 2.36: 
 
   ?⃡? = (
𝜺𝒙 𝟎 𝟎
𝟎 𝜺𝒙 𝟎
𝟎 𝟎 𝜺𝒛
)                                  Equation 2-36 
Birefringence in conventional LC has the special case which are tensor is: In case 
of uniaxial materials, such as conventional nematic liquid crystals, 1= 2= ⊥, and 3=||  
 
   ?̂? = (
𝒏⊥
𝟐 𝟎 𝟎
𝟎 𝒏⊥
𝟐 𝟎
𝟎 𝟎 𝒏||
𝟐
)                                 Equation 2-37 
 
If the anisotropy of a material persists in a range longer than the wavelength of the 
light, the material will be optically anisotropic. In this case, the propagation through the 
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material depends on the direction of propagation and of the variation of the electric vector. 
The speed of light is determined by the refractive index n, which for uniaxial materials will 
be different along n and perpendicular to the director 𝒏   the numerical difference n 
between these refractive indices is called “birefringence”. The birefringence depends on 
the wavelength of the light (dispersion), which in the visible and near infrared region 
typically can be approximated by the Cauchy formula: n= A + B/2, A and B are Cauchy 
coefficients. Calamitic (rod-like) thermotropic liquid crystals in the visible range typically 
have positive n, being in the range of 0 and 0.45. Very low birefringence is characterized 
for materials made from bucyclohexanes, whereas the most birefringent nematic is made 
of biphenyl-diacetylenics. Generally, the anisotropy is high if two or more benzene rings 
are connected by conjugated bonds. The sign of n is related to the direction of the 
molecular dipole with respect to molecular long axis. 
The birefringence of lyotropic liquid crystals is almost an order of magnitude 
smaller due to their water content and because of their flexible hydrocarbon chains, which 
make up a relatively large part of the amphiphilic molecules, contributing to birefringence 
only weakly. 
 
2.7  Birefringence 
The optical anisotropy in nematic LC is caused by its physical anisotropy, how the 
shape of the object differs along one axis compared to another. Looking at the 5CB 
molecule (figure 1.3), it has a rod-like shape as the molecular structure consists of two 
aromatic rings. 5CB has two aromatic rings along the z axis, if light passes parallel to the 
z axis then it will go through both rings but if passes perpendicular to z axis then it only 
goes through one ring. This means that when light passes through the molecule the light 
has a different interaction with one axis compared by the other, as the long axis has two 
aromatic rings with carbon tails while the other just has a singular aromatic ring. When I 
define the different refractive indices of a material I do so in relation to its optic axis, the 
axis along which there is no birefringence. When light passes through a material there will 
be light whose polarization refracts perpendicular and parallel to the optic axis. Light that 
is polarized perpendicular to the optic axis is called the “ordinary” refractive index (no), 
while light in the direction of the axis is “extraordinary (ne). The difference between the no 
and ne is the birefringence: 
 
   ∆𝒏 =  𝒏𝒆 − 𝒏𝒐                                        Equation 2-38 
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3 Chapter 3 
 
Methods 
3.1 Polarized Optical Microscopy 
Because liquid crystals exhibit birefringence, polarized optical microscopy is a 
useful technique for imaging their defect textures and identifying the point of phase 
transitions. (figure 3.1)   
 
Figure 3-1. Schematic of a polarized optical microscope [74] 
To visualize a liquid crystal texture under POM, the samples are prepared as a thin 
film between glass coverslips that can optionally be surface treated. When a sample is in a 
liquid crystal phase, the local direction of the molecules can modulate the polarization of 
incident light. By observing the intensity pattern that emerges from the sample through 
crossed polarizers, one can usually identify a material’s phases despite not having the 
resolution to identify individual molecules. To use this technique for phase identification, 
it is essential to be familiar with the different textures each phase can exhibit (Figure 3-2).  
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Figure 3-2. Two different polarized optical microscopic images of the same brush 
defect in the nematic phase taken at two different arbitrary angles 45 apart. [74]  
Figure 3-2 shows two images of the same liquid crystal defects, but the images were 
recorded with sample orientations 45 degrees apart. Notice that the intensity distribution 
on the images is not exactly the same. While the overall pattern is the same, some areas 
that are light on the left-hand side are dark on the right-hand side. Areas of the sample in 
which the director is not aligned with either polarizer in the first image (and let some light 
through the crossed polarizers), become aligned in the second image and appear dark.  
In Figure 3-3, I can see a more detailed view of the liquid crystal slab and the 
polarizers. Figure 3.3 shows the orientation of the polarizers relative to the sample. We can 
start by considering the incoming light as an unpolarized monochromatic plane wave. 
When the light encounters the polarizer orientated in the y direction, it eliminates any 
vector components that are in the x direction. This polarized light is incident on the liquid 
crystal slab, where the local orientation of the crystal acts a waveplate, forming two waves 
polarized in orthogonal directions, with amplitudes Asin𝜃 and Acos𝜃. As indicated in 
figure 3.3, θ is the angle between the liquid crystal director and the polarizer (P1) direction. 
I can treat these orthogonal components independently as they propagate through the light 
crystal slab. The filed component parallel to the director travel with an amplitude of 
  𝑨𝐜𝐨𝐬 𝜽 𝐜𝐨𝐬(𝝎𝒕 −
𝟐𝝅

 𝒏𝒆𝒅)          Equation 3-1  
and the component polarized perpendicular to the director will have an amplitude of 
 𝑨𝐬𝐢𝐧𝜽 𝐜𝐨𝐬(𝒕 −
𝟐𝝅

𝒏𝒐 𝒅)      Equation 3-2 
after passing through the analyzer (P2). Aligned in the x direction, the two transmitted 
wave components will have amplitudes  
 A𝐜𝐨𝐬𝜽 𝐬𝐢𝐧𝜽 𝐜𝐨𝐬(𝝎𝒕 −
𝟐𝝅

𝒏𝒆𝒅)           Equation 3-2 
 
                   A𝐜𝐨𝐬 𝜽 𝐬𝐢𝐧 𝜽 𝐜𝐨𝐬(𝝎𝒕 −
𝟐𝝅

𝒏𝒐𝒅)      Equation 3-3 
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by squaring the sum of these amplitudes, you can find the total intensity passing through 
the crossed polarizers, 
   𝑰 = 𝑰𝒐 𝐬𝐢𝐧 𝟐𝜽
𝟐 𝐬𝐢𝐧(
𝝅𝒅

∆𝒏)𝟐      Equation 3-4 
where n is the birefringence (ne-no). From this result, I can clearly see that as the liquid 
crystal sample is rotated between the polarizers, angle  will vary and therefore the 
transmitted intensity varies as a sin 2𝜃2 function from zero, when the director is aligned 
with either polarizer, to a maximum value after a rotation of 45. 
 
Figure 3-3. The geometry of a liquid crystal slab rotated between crossed polarizers. 
[74] 
Changing the angle of the director by rotating the sample I see bright and dark areas, 
which is dependent on the orientation of director related to the cross polarizers (figure 3.4 
a). When I place a slab of liquid crystal between two cross polarizers, if the direction of 
director is in same direction as either polarizer then I will not see anything. If however it 
makes an angle with both polarizers then I can see transmitted light. Polarized optical 
microscopy can be used as an imaging technique to visualize the direction of the director. 
The maximum intensity on the image will be observed if the director is at  45º to the 
polarizers, wheras the darkest areas (extinction) are observed where the director is parallel 
to one of the polarizers. Figure 3.4 (b and d) shows two different common molecular 
alignments in a liquid crystal cell; Planar and Homeotropic. For the planar alignment 
(molecules orient parallel to the image plane), if I rotate the sample between the polarizers, 
bright areas becomes dark when the director becomes parallel with one the polarizers 
(figure 3.4 c). For homeotropic alignment (molecules orient perpendicular to the image 
plane) the material is not birefringence and the light behaves as if there are only the two 
cross polarizers (i.e. no sample), completely blocking the transmission of light (figure 3.4 
e). 
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Figure 3-4. Schematic presentation of nematic liquid crystal alignment in cell with (b) 
planar and (d) Homeotropic anchoring 
 
3.2 Fluorescence Microscopy 
I use fluorescence microscopy to visualize the nanoparticle composites investigated 
in this thesis at the micron level. Fluorescence microscopy uses light that has been absorbed 
and re-emitted by a material to create an image. I can use fluorescence microscopy in 
different areas of science such as: engineering, physics, medical science, biology, and 
material science. Figure 3.5 illustrates the basic principles of fluorescence microscopy. 
Incident white light passes through an excitation filter to select for a narrow excitation 
band. After passing through the filter, the light will reflect off a dichroic mirror and focus 
into a beam that strikes the sample surface. The fluorescent specimen is excited by the 
incident wavelength, then light is re-emitted at a longer wavelength. The emitted light then 
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passes through an emission filter before reaching the detector to block reflected (non-
absorbed) light from the excitation band. 
 
 
Figure 3-5. Schematic for a fluorescence microscope [63] 
 
3.2.1 Confocal Microscopy 
To image a very well-defined focal plane, we can use confocal microscopy. A 
confocal microscope is a fluorescence microscope that uses pinholes to selectively image 
a narrow foca plane. One of the main limitations of standard microscopy is existence of 
background image noise due to the detection of fluorescence from out-of-focus sample 
planes. I can eliminate this noise and get more detailed, higher quality images, and better 
contrast by using confocal microscopy compared to the standard microscope. Also, I can 
use confocal microscopy to obtain 3D images of materials [75]. Figure 3-6 is a schematic 
of a confocal microscope.  
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Figure 3-6. The schematic of confocal microscopy [74] 
The basic configuration of the confocal microscope is as follows. An excitation 
beam is emitted from a laser source. A dichroic mirror reflects the beam before it passes 
through a pinhole aperture. The excitation beam is focused by the objective lens at the 
desired focal plane in the sample. The emitted fluorescence is collected by the objective 
lens and passes through a second pinhole aperture to be imaged by a detector. In the 
standard fluorescence microscope, a large depth of field is illuminated, and all of the light 
from that focal depth is included in the image, including heights above and below the focal 
plane of interest. The second pinhole in the confocal configuration will only allow emitted 
light from the desired focal plane to pass (See Figure 3-6). [78M]. The confocal images in 
this thesis were taken by the Zeiss LSM700 at UC Merced. 
 
3.3 Introduction to proton NMR 
Nuclear Magnetic Resonance (NMR) spectroscopy is a general technique used for 
component characterization and determining molecular structure. I can tune the NMR 
spectrometer to a specific nucleus such as: 1H, 13C, 19F, and 31P. In this study, I have tuned 
to the proton (1H) for the purpose of these of experiments. I picked 1H NMR because it is 
simple and effective. Almost all organic molecules contain hydrogen and carbon. Since our 
ligand is an organic molecule, it contains hydrogen and carbon. 
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 Schematic 3-7 shows the operation of a basic NMR spectrometer; a sample 
containing protons (hydrogen nuclei) is placed in a strong magnetic field, where the 
nucleus of our sample is hit with a pulse that contains a different range of frequencies. If 
the frequency of that pulse which is emitted is just right, it will excite the nuclei from the 
spin-up state to the spin-down state. The spins tend to return to their lower state, producing 
a small amount of radiation after the strong radiofrequency signal is switched off. The 
change in the frequency of nuclei is called the chemical shift of our atom. Different atoms 
have different chemical shifts, if we know the chemical shift of each atom, we can place 
our unknown components into the NMR and determine all the changes in frequency value 
and that will tell us the type of atom inside our unknown compounds. Basically, just the 
right frequency is required for our nuclei to jump and transition between the quantum 
states, this is known as resonance.  
Figure 3-7. Schematic operation of a basic NMR spectrometer [63] 
 
3.3.1 Nuclear Equivalence 
Why should the nuclei in different compounds behave differently in an NMR 
experiment? 
When I apply a magnetic field to the sample, the protons experience a smaller net 
magnetic field due to the shielding electrons. Circulating electrons around the proton 
produce an induced magnetic field in the opposite direction, which lowers the effective 
magnetic field experienced by the proton. The difference between the applied magnetic 
field and the field that nuclei experience (B effective) is called nuclear shielding (B 
induced). By increasing the density around the proton then you would increase the 
shielding of that proton and decrease the amount of effective magnetic field.   
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As an example, there is no electron for ionized hydrogen, so the de-shielded proton 
is going to experience the full effect of applied magnetic field. Another example is 
methane. I have 4 hydrogens and the shielded proton has a circulating electron density that 
creates a magnetic field - so the proton feels a smaller effective field. 
In this study, NMR spectra were obtained on Agilent spectrometers at UC Merced. 1H 
NMR spectra were obtained at 400 MHz and referenced to the residual CHCl3 singlet at 
7.26 ppm unless otherwise noted. 
 
3.4 Scanning Electron Microscope:  
To characterize the surface morphology of our system I used Scanning Electron 
Microscopy (SEM). After forming micro shells and extracting them from the liquid crystal 
medium I inserted them onto the indium tin oxide (ITO)/ silicon wafer and used the FE-
SEM (Field Emission- SEM), Zeiss Gemini SEM 500, to image. The FE-SEM operated at 
voltage 3kV for validating morphology and also used the in-lens detector. To enhance the 
quality of the images I used Zeiss Gemini SEM software to change the contrast and 
brightness. 
An SEM uses an electron beam to image the sample. To focus the beam, I use a 
series of electromagnetic lenses. I cannot use glass lenses like an optical microscope 
because electron beams will not pass through the glass, however since the electrons are 
charged and, in this instance, moving, they can be influenced by an applied magnetic field. 
Electrons pass through an anode, which is positively charged, after they come out of the 
gun, then a magnetic lens helps to condense the beam. The sample is located on a stage 
that is positively charged which helps keep the electron beam on target. When the electron 
hits the surface of the sample, we have three different types of electron: reflected, absorbed, 
and secondary. When the electrons from the gun hit the surface of sample, they can be 
absorbed or reflected. An atom on the sample surface can be excited by the electron beam. 
The excited surface atom will release another electron which we called secondary electron 
release. The secondary electrons are coming from the surface of the sample and hence can 
be used to map the surface features. Back scattered electrons are simply electrons that have 
hit the sample and bounced off. Some regions of the sample will absorb electrons and this 
effect can be used to map the surface features. 
I used two detectors, which pick up electrons: The back-scattered electron detector 
and a secondary electron detector. The detector uses the information from the electron to 
form an image. By using two different detectors I can observe both varieties of electron 
(absorbed and reflected) and construct an image of the samples surface structure.  
 
3.4 Transmission Electron Microscopy 
Transmission Electron Microscopy is another electron-based technique that I used 
to measure the distance between nanoparticles. I used this to get images at the nano level 
with the high resolution. TEM images were obtained with a JEOL-2010 TEM equipped 
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with a LaB6 filament and operated at 200kV in the Imaging and Microscopy Facility at 
UC Merced. TEM samples were prepared by depositing 0.2μL of solution on a TEM copper 
grid with carbon film (400 mesh, Ted Pella Inc), wicking the excess solvent and placing 
the TEM grid in a vacuum oven at 40 C, -25 mmHg, for 3h to remove residual solvent. 
 
3.5 Small Angle X-ray Scattering 
X-rays have wavelengths in the range of 0.01 to 10nm, which is comparable to the 
size of nanoparticles. I used this electromagnetic radiation to study the structural 
arrangement of nanoparticles. Figure 3.8 shows the schematic of Bragg scattering, in which 
constructive interference between photons scattered form ordered layers produces a 
characteristic diffraction pattern. When x-rays are incident on a material, they may be 
elastically scattered due to their interaction with the electrons in the material. For elastic 
scattering the x-ray wavelength does not change and only momentum is transferred. For 
nanoscale materials packed closely (e.g. nanoparticles in our microshells), I use small angle 
x-ray scattering to obtain structural information on the material. This technique helps us to 
understand the arrangement of nanoparticles in our sample by studying the scattering 
pattern. X-rays scattered from nanoparticles in aggregates and microshells create a 
diffraction pattern and despite the lack of long-range order. The first Bragg peak can 
usually be observed, characteristic of the average particle separation. Diffraction patterns 
often can be interpreted by the Bragg equation: 
 
   𝒏 = 𝟐𝒅𝐬𝐢𝐧𝜽      Equation 3-5  
 
 
 
Figure 3-8. Scattering geometry of Bragg diffraction  
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Small angle x-ray scattering (SAXS) measurements (See figure 3.9) were 
performed at the Advanced Light Source (ALS), beamline 7-3-3, Lawrence Berkeley 
National Laboratory. Measurements were carried out in a transmission configuration at 
10KeV for 1second per exposure at 3 spatially different points using drop-cast films on 
thin Mylar films and in a 1mm quartz capillary for solutions. Beam size was 1mm x 3mm 
at the sample.  SAXS gives us a plot of intensity vs. q=2/d (the distance of diffraction ring 
from the center), by analyzing the graph I can get the value of d spacing (average distance 
between nanoparticles in the assembly). 
 
 
Figure 3-9. Schematic of a typical transmission x-ray scattering beam-line [74]. S1-3 
are slits to define the beam and D is the sample to detector distance. 
 
3.6 Differential Scanning Calorimetry (DSC) 
DSC is a thermal characterization technique that allows us to study the phase 
transitions of liquid crystals. When I apply heat to a material, its temperature changes 
linearly as a function of applied thermal energy. The following equation shows the amount 
of heat flow (∆𝑄) into a material as the temperature changes (∆𝑇): 
  ∆𝑸 = 𝒎𝒄∆𝑻           Equation 3-6 
Where c is the specific heat of the material, and m is the mass.  
The DSC apparatus has two chambers (See Figure 3.11), one of them contains the 
sample and the other one is empty as a reference. The instrument is calibrated such that 
temperature difference between the sample and the reference is zero as they are heated at 
a fixed rate (C/min).. 
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Figure 3-10. A high-sensitivity differential scanning calorimeter typically used for 
liquid crystal materials is shown in (a) and a close-up picture of the two furnaces in 
(b). Picture (c) shows an aluminum sample pan used to encapsulate the sample. These 
sample pans hold a few milligrams of material. [74] 
The instrument gives us a baseline heat flow curve as a function of the temperature 
as I heat or cool the material. If the material (solid, liquid) undergoes a phase transition 
during heating, I observe a sudden change on the graph. The area under the curve represents 
the total energy transfer to into or out of the material during the phase transition. At a phase 
transition, the sample’s response to changes in heat energy is altered as this energy is 
reordering the intramolecular bonds. For example, if you were to heat water, the 
temperature will increase until the water boils, the heat energy going into breaking the 
bonds between the molecules. Since the sample’s temperature change is kept at a constant 
rate (C/min) this leads to a rapid change in the amount of energy required to affect change 
in the temperature. Figure 3.12 shows one example of DSC measurement of LC (8CB). 
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Figure 3-11. an example of differential scanning calorimetric data for a thermotropic 
liquid crystal (8CB), the first peak is the smectic A to nematic phase transition and 
second peak is the nematic to isotropic liquid phase transition. Delta H is the enthalpy 
of the transitions. [74]  
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4 Chapter 4 
Designing ligands for robust micro-capsule formation 
4.1 Introduction 
Closely packed assemblies of NPs can exhibit differing electronic, magnetic, and 
photonic properties [76,77] when compared to those of isolated single particles. However, 
controlling particle spacing well requires a strategy. Van der Waals attractions between 
bare nanoparticles can make it very difficult to control dispersion and so ligands are 
commonly used to both enhance dispersion in different solvents and to tune assembly with 
a defined inter-particle spacing.  
In this chapter, I introduce the properties, and performance of a new class of 
promesogenic calamitic side-tethering organic ligands used to direct quantum dot 
nanoparticle self-assembly via nematic templating. Attaching the new ligands to quantum 
dots and dispersing them in a liquid crystal host affords hollow micron-sized capsules via 
nematic templating. The capsules resist thermal decomposition up to 350 °C — 
significantly higher than any previously reported microcapsules assembled from side-
tethering calamitic ligand-functionalized nanoparticles. These novel ligands can be used in 
encapsulation applications where stability under high temperature is required. Evaluation 
of the capsules by small-angle X-ray scattering shows that interparticle spacing varies from 
10–13 nm depending on the ligand used and is correlated to amino alkyl chain length. 
Liquid crystal materials are ordered fluids characterized by their anisotropic 
properties and in this dissertation, I focus on a strategy for particle assembly using the 
nematic liquid crystal phase. Molecules in the nematic phase have short-range orientational 
order, defined by a local director, n, and no positional order. Many nematic liquid crystal 
materials have the ability to respond to an applied electric field and switchable electronic 
displays represent their primary application. However, liquid crystal science intersects the 
boundaries between several fundamental scientific disciplines and has already made some 
very important contributions to nanoscience and nanotechnology, in particular in the field 
of nanocomposites. Surface functionalized nanoparticles can be dispersed in liquid crystal 
media, creating a hybrid material that uses self-assembly to control dispersion [78,79]. 
Stable dispersion over long timescales is an important goal for soft tunable photonic 
devices such as the liquid crystal laser. Recently, significant efforts have been devoted to 
developing hybrid liquid crystal nanocomposites [80]; materials that incorporate 
nanoparticles into a liquid crystal phase in a controlled fashion. By combining the 
switchable, fluid capabilities of liquid crystal materials with the added functionality of 
nanoparticles there is huge potential to create exciting multifunctional new systems. Recent 
studies have looked at creating stable dispersions of magnetic, metallic, and semiconductor 
particles in the smectic [81,82], nematic [83,84], columnar [85,86] thermotropic phases 
[87]. The most promising of these studies include modification of surface ligands on the 
nanoparticle to achieve increased particle stability against precipitation [17]. In other work 
the goal has been not to produce a uniform dispersion of isolated particles in liquid crystal, 
but to design a system in which the particles assemble in defined clusters or three-
dimensional structures.  
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A wide variety of small organic molecules have been employed as surface-
modifying ligands for metallic or semi-conducting nanoparticles. [88,89,90,91,92]. Metal 
nanoparticles functionalized with mesogenic (liquid crystalline) or promesogenic organic 
ligands bearing a motif consisting of multiple closely linked aromatic rings—likened to a 
molecular ‘rod’ (calamitic) and an orthogonal nucleophilic tethering arm self-assemble 
[93] into different two- and three-dimensional mesoscale morphologies like rods, spheres, 
and capsules . [94,17 ,18 ,20 ,19 ,95].The derived morphologies are envisioned for use in 
biochemical sensors,[96,97] optoelectronic and photovoltaic devices,[98,99,100,101] and 
LED’s [102]. Rather few side-attaching ligands have been systematically evaluated as 
mediators of nanoparticle self-assembly. In one example, using three different ligands, 
Pociecha and coworkers showed that varying the length of the alkyl chain connected to the 
thiol can direct the self-assembly of the resultant ligand-modified gold nanoparticles into 
various morphologies upon evaporation of toluene [103]. After attaching ligand to core–
shell quantum dots, micron-sized discrete capsules form following nucleation and growth 
of the nematic phase at the isotropic–nematic transition temperature of a liquid crystal host, 
such as 4-cyano-4'-pentylbiphenyl (5CB) [17,95]—a process we refer to as nematic 
templating. The process takes advantage of the differential solubility of the ligand-
modified particles in the nematic and isotropic phases of a liquid crystal (such as the 
commonly used 5CB). Initially, ligand- modified NPs are uniformly dispersed in the 
isotropic phase. The composite system is then cooled rapidly into the nematic phase, where 
the system phase nucleation followed by growth within the shrinking isotropic domains 
results in particle segregation to the domain interfaces, and ultimately a variety of hollow 
structures, [104] including the capsules reported here. 
A fundamental challenge for nanoscience is to find a way to organize different type 
of nanoparticles into defined distributions such as well dispersed distributions of particles 
in a fluid phase, closed-packed assemblies, and dynamic clusters of different particles. In 
a recent study, our lab developed a unique assembly method for mesogen-functionalized 
quantum dots using nematic liquid crystal as a host phase [16]. Mesogenic ligands can be 
used to control clustering, dispersion stability [105] and particle assembly at the liquid 
crystal transition [18]. In this system a liquid-crystal like ligand was attached to the QD 
surface and these modified particles were dispersed in the isotopic phase of a nematic liquid 
crystal. The resulting composite system produced remarkable vesicle-like microcapsules 
(micro-shells) when the liquid crystal was cooled into the nematic phase. The shells are 
robust and can tolerate temperatures up to 110 oC, and extraction from the liquid crystal 
medium.  
    Hollow micron-scale capsules constructed from closely packed quantum dots 
[18] and metallic nanoparticles [19] have been previously demonstrated by our group in 
which the mesogenic ligands (See Figure 4-1) were designed for low temperature 
encapsulation applications. Metallic nanoparticle capsules were designed to produce an 
optically triggered release by taking advantage of plasmonic heating. For the new ligand 
series reported here, we employ a different ligand core structure designed to form capsules 
by the same mechanism, while supporting high temperature applications. The new capsules 
are much more robust to extreme temperatures, yet still capable of triggered release by 
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alternative methods such as mechanical shear. Ligand designs favor a stronger π–π 
interaction between the nanoparticles, owing to reduced flexibility in the ligand core. 
 
 
Figure 4-1. Schematic of molecular structure of mesogenic ligand  
 
4.2 Molecular Structure of Ligands 
Table 4-1 shows the molecular structure of ligands which are composed of a rigid 
rod-like segment with flexible arm sections. The flexible part has two sides; the amine 
group (-NH2) is on the right side of molecules and another arm is on the left side of alkyl 
chains. 
Molecular Structure  Chemical Name 
 
4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)hexan-1-
amine 
 
4a 
 
 
4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)butan-1-
amine 
4b 
 
 
4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)propan-1-
amine 
4c 
 
 
4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)ethan-1-
amine 
4d 
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4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)dodecan-
1-amine 
4e 
 
 
4-butoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)hexan-1-
amine 
4f 
 
 
4-butoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)propan-1-
amine 
4g 
 
 
4-butoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)dodecan-
1-amine 
4h 
 
 
4-methoxy-[1,1':4',1'':4'',1'''-
quaterphenyl]-2-yl) oxy)hexan-1-amine 
4i 
 
 
4-methoxy-4'-((4-methoxybenzyl) 
oxy)-[1,1'-biphenyl]-2-yl) oxy)hexan-1-
amine 
4j 
 
L16 Sulfur  
  
12-((4-methoxy-4''-(pentyloxy)-
[1,1':4',1''-terphenyl]-2-yl) oxy)dodecane-
1-thiol 
 
Table 4-1 Calamitic ligands used for ligand-modified metal nanoparticle self-
assembly. 
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Figure 4-2. Ligand library synthesis, “Reproduced with permission from the 
American Chemical Society” [106] 
 
4.3 Characterization of Ligands using Polarized Optical Microscopy  
A thin film of each ligand was enclosed between a standard glass slide and cover 
slip, and slowly heated to the isotropic phase. The films were then cooled into the crystal 
phase and reheated several times on a Linkam microscopy heating stage to identify a 
reversible phase sequence on the polarized optical microscope. Of the ligands synthesized, 
4a–4h exhibit crystal morphologies as visualized by polarized optical microscopy (POM) 
(Figure 4-3.), though no evidence of a liquid crystal phase is ever detected: all ligands 
visually transition directly from crystal to isotropic liquid. Using differential scanning 
calorimetry (DSC), only a single transition was observed for 4a–4h (Figure 4-3., inset in 
each POM image), and which I ascribe to melting from the solid to the isotropic liquid 
phase (see figure 4-4) for DSC traces. In contrast, mesogens like C (Figure 4-1) and others 
exhibit multiple phase transitions by POM and DSC. Interestingly, ligand 4c exhibited a 
higher melting point than any other ligand, which may be attributed to shorter alkyl chain 
lengths within the amine tether (red) and aryl ether (green). Similarly, ligand 4g exhibits a 
higher melting point than 4f and 4h. 
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Figure 4-3. Birefringence textures of 4a–h observed using polarized optical 
microscopy (10X objective). Transition temperature (Ttrans) and latent heat (∆Htrans) 
of the only observed differential scanning calorimetry event for each ligand are 
included in parentheses. Crossed arrows indicate polarizer directions. “Reproduced 
with permission from the American Chemical Society” [106] 
4.4 Differential Scanning Calorimetry of Ligands 
Small amounts (6–10 mg) of ligand in the crystal phase were encapsulated in an 
aluminum pan and cycled through melting and recrystallization at least once before 
recording a DSC trace. All data was collected on melting with a temperature ramp rate of 
10 °C /min. An empty pan was used for the reference material. Enthalpies for each 
transition are calculated as the area under each peak. 
 
Figure 4-4. Differential scanning calorimetry traces for pure ligands showing baseline 
corrected heat flow as a function of temperature. Each ligand exhibits a single peak 
indicative of a direct phase transition from the crystal to isotropic liquid phase. “ 
Reproduced with permission from the American Chemical Society” [106] 
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4.5 Ligand Exchange Process  
For surface modification of quantum dots, I exchanged the ODA ligand with a 
mesogenic ligand (LC-QDs). This exchange involves 1 ml of quantum dot (CdSe/ZnS 
nanocrystal) solution with an octadecylamine ligand (ODA) attached and mixed with 1 mL 
of acetone. Free ligand was removed by centrifugation at 7000 rpm for 10 mins. The 
supernatant was discarded and then the last step was repeated again with the precipitate 
two times by adding 1 mL of acetone. Once washing is done, the precipitate was dissolved 
in 1 mL of chloroform and mixed with 1 mL solution of the synthesized ligand in 
chloroform (0.01 g/ml). ODA was then exchanged with the new ligand on the QD surface 
by heating at 40 °C and stirring the solution at 200 rpm for 5 hours. The mixture was then 
removed from the heating stage and left to cool to room temperature. The free ligand was 
removed by washing it with 1 mL of acetone and centrifuged for 10 min, and then washed 
again twice by adding 1 mL of acetone. Finally, the precipitate was dissolved in 1 mL 
toluene.  
 
 
Figure 4-5. Schematic representation of non-mesogenic ODA ligands and modified 
surface of QDs with mesogenic and ODA ligands (LC-QDs), 
4.6 Nuclear Magnetic Resonance (NMR) Spectroscopy 
Nuclear magnetic resonance spectroscopy (NMR) has emerged as an important tool 
for determining the chemical structure of organic molecules. NMR can quantitatively 
analyze a mixture of known compounds. There are varieties of NMR techniques that can 
be used for quantification of samples. For example; 1H NMR is the most common NMR 
experiment that provides information about the number of protons in a sample. Amir 
Keshavarz performed 1H NMR studies to quantify the ligand exchange process. Data was 
collected before and after ligand exchange to verify the completion of the reaction. NMR 
spectra for the ODA, the isolated mesogenic ligand, and the newly ligand-exchanged LC-
QD were also used to calculate the average ratio of mesogenic ligand to remaining ODA 
ligand on the particle surface. 
The mesogenic ligand was synthesized by Amir Keshavarz. NMR spectra were 
obtained by Amir in CDCl3 solution on Agilent spectrometers, with 1H NMR spectra 
obtained at 500 MHz and referenced to the residual CDCl3 singlet at 7.26 ppm. 
13C NMR 
spectra were obtained by Amir at 125 MHz and referenced to the centerline of the residual 
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CDCl3 triplet at 77.1 ppm. Selected spectral data were also collected for commercial ODA–
QD: 1H NMR (CDCl3, 500 MHz) δ ; 13C NMR (CDCl3, 500 MHz) δ.  
As shown in figure 4-6: Amir Keshavarz used the triplet (CH2 next to the amine) to 
obtain the ratio of mesogen: ODA on the particle surface. The CH2 next to the amine of the 
free ligand has a chemical shift at 2.69 ppm in deuterated chloroform (Amir use deuterated 
solvents to prevent unwanted solvent signals). However, this chemical shift changes to 3.26 
ppm when the amine is attached to the quantum dot. The CH2 next to the amine of the 
commercially available ODA-QD has a chemical shift of 2.36 ppm in CDCl3. Based on 
these values, after each ligand exchange, Amir obtained this ratio by measuring the peak 
height relative to a line drawn through the base of the peak. 
 
 
Figure 4-6. The 1H NMR spectrum after ligand exchange obtained at 500 MHz in 
CDCl3. “Reproduced with permission from the American Chemical Society” [106] 
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4.7  Liquid Crystal/Quantum Dot Mixtures 
After completing and quantifying the surface modification, I proceeded to prepare 
the nanocomposite by mixing the hard material (LC-QDs) with the soft liquid crystal host. 
To achieve a good initial dispersion, I take a small quantity of LC-QD in toluene and add 
this to 4’-pentyl’4-biphenylcarbonitrile (5CB) to produce mixtures at different LC-QD 
weight percentages (0.075 - 0.3 wt %). The LC/toluene/QD mixture is placed into a water 
bath sonicator and heated to 43oC (above the clearing point for 5CB). The mixture is 
sonicated for 3-8 hours to achieve a homogeneous dispersion of QDs in the isotropic LC 
phase and to evaporate excess toluene from the system. For low QD concentrations, below 
0.1 wt %, the amount of added toluene will evaporate within 2 hours of sonication. If any 
toluene remains, it will lower the isotropic to nematic transition temperature, and if there 
is excess of toluene present, the nematic phase will no longer be present at room 
temperature. In general, it is important to test the transition temperature of the LC to ensure 
the solvent has been completely removed. Once dispersion is complete the mixture is 
removed from the sonicator and briefly stored in a 50oC oven. 
To prepare microscope slides for observation, glass slides and cover slips are first 
washed with soap and water then sonicated in a progression of acetone, methanol and 
ethanol for 20 minutes each. Finally, the glass is blown dry with ultra-high purity nitrogen 
the material is sandwiched between a standard glass slide and I tuned the thickness of cover 
slip by using a polymer spacer film.  
The composite material is transferred to a microscope slide at 50oC to maintain the 
isotropic phase then these slides are moved to a heated stage, to control the cooling rate of 
the slide. At 34.3°C, the transition from isotropic to nematic in the composites is present, 
similar to that for pure 5CB. QD dynamics can be observed using a Leica DM2500P upright 
microscope in epi-fluorescence mode, equipped with a Q-image Retiga camera. 
Luminescence of the QDs enables us to follow the movement and distribution of 
nanoparticles as a function of time. To provide controlled cooling in these experiments, I 
used a Linkham LTS350 hot stage with custom liquid nitrogen cooled-air attachment. This 
apparatus allowed us to observe the phase transition at 7°C/min, 15°C/min, 20°C/min, and 
30°C/min. 
 
4.8 Shell Formation Procedure 
I attached ligands 4a–4c and 4e–4h to commercially available 6.2 nm 
octadecylamine (ODA)-functionalized quantum dots (QDs) using the ligand exchange 
reaction previously reported In the case of 4a, 1H NMR analysis of the QDs following 
ligand exchange revealed a 60:40 ratio of ligand 4a to ODA bound on the QD’s. 
Interestingly, in our previous study using ligand C (Figure 4.1), the same exchange 
procedure led to a 90:10 ratio. Each of the ligand-modified quantum dots that I prepared 
readily dispersed in 4-cyano-4'-pentylbiphenyl above the clearing point (34 °C). Upon 
cooling from the isotropic to nematic phase, the ligand modified QD’s all spontaneously 
assemble into microcapsules similar to those previously observed using QD’s modified 
with ligand C (Figure 4.1). The ligand is understood to promote uniform particle dispersion 
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in the isotropic phase8 and stabilize capsule formation via nematic phase templating.  
Figure 4.8a shows a fluorescence microscope image of mesostructures formed using QD’s 
functionalized with ligand 4a (for other ligands, see the figure 4.9. Reheating to above the 
nematic phase clearing point of 34 °C and recooling did not destroy the capsules (Figure 
4.7b), nor did heating to the maximum temperature allowed by our experimental setup (350 
°C, Figure 4.7c). For comparison, QD’s functionalized with ligand C (Figure 4.1) 
decompose at just 120 °C.9 The thermostability of QD’s functionalized with 4a bodes well 
for potential materials applications [107,108]. 
 
Figure 4-7. Same-slide ambient temperature fluorescence microscope images of QD 
mesostructures formed from 6.2 nm CdSe/ZnS QDs (λmax= 540 nm) functionalized 
with ligand 4a following disper-sion in 4-cyano-4'-pentylbiphenyl (0.15 wt %) after a) 
depositing on the slide; b) reheating the slide through the clearing point; and c) 
reheating the slide to 350 °C. Images record total fluorescence emission intensity 
following excitation at λmax= 540 nm. “Reproduced with permission from the 
American Chemical Society” [106] 
 
Figure 4-8. Fluorescence microscopy images of QD mesostructures formed from 6 nm 
CdSe/ZnS QDs (λmax= 540 nm) functionalized with different ligands. “Reproduced 
with permission from the American Chemical Society” [106] 
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4.9 Preparation for SEM Imaging 
To further characterize the nanoscale morphology of the QD shells, scanning 
electron microscopy (SEM) images were captured. 0.2 μl of liquid crystal-functionalized 
QDs mixture was pipetted onto a copper grid with 300 mesh carbon film, while holding 
the composite material at a temperature above the nematic–isotropic phase transition point. 
The grid was then cooled into the nematic phase, forming shells suspended in 5CB directly 
on the grid. Finally the 5CB was washed from the grid with acetone by pipetting a droplet 
onto the grid surface then wicking and evaporating the excess solvent. 
Figure 4.9 shows two representative SEM images from the same sample grid: one 
of an intact shell composed of densely packed functionalized QD’s (Figure 4.9a), and one 
of a fractured shell (Figure 4.9b). The latter confirms that the microstructure is indeed 
hollow, with a relatively thin wall. Approximately 15% of the shells observed using SEM 
are fractured, presumably as a result of mechanical shear during sample preparation. 
Mechanical methods independent of temperature can in fact be used to break the 
capsules, using fast shearing for example. I propose that these novel ligands can be applied 
to high temperature applications where encapsulation stability under high temperature is 
required. Such a property distinguishes these capsules from other, more temperature 
sensitive encapsulation technologies such as polymersomes and liposomes, or the 
thermally sensitive capsules from our group’s earlier work. 
 
Figure 4-9. Scanning electron microscope images of a) intact and b) fractured QD 
capsules formed from 540 nm CdSe/ZnS QDs functionalized with ligand 4a.  
“Reproduced with permission from the American Chemical Society” [106] 
4.10 SAXS Analysis of Shells 
I next quantified nanoparticle packing in the shell wall using small-angle x-ray 
scattering (SAXS) measurements following our established method [20]. Figure 4.10 
shows scattering intensity as a function of the scattering vector, q. The observed peaks are 
related to the average quantum dot separation within a shell wall, d, as q = 2π/d. For each 
sample, I observed a broad diffraction peak (the positions of which were determined by 
subtracting a baseline from the raw data and fitting a Gaussian). As shown in Figure 4.10, 
a) b) 
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linker arm length has a significant effect on inter-particle separation. The homologous 
series of ligands 4c, 4b, 4a, and 4e, employing 3-, 4-, 6-, and 12-carbon aminoalkyl linkers, 
respectively, afforded inter-dot separations of 10.15nm, 11.79nm, 12.94nm, and 13.25 nm  
an apparent logarithmic correlation between inter-dot separation and aminoalkyl chain 
length (inset, Figure 4.10). Interestingly, when the ethereal arm (green, Table 1) is changed 
from CH3 to C4H9, the aminoalkyl chain length no longer correlates to interparticle spacing; 
in fact, the ligand bearing the most aliphatic carbons that I evaluated (4h) affords 
microcapsules with the closest average inter-dot distance (10.11 nm). 
Microcapsules were prepared via nematic templating by heating 0.15 wt % of 
functionalized quantum dots in 4-cyano-4'-pentylbiphenyl above the nematic–isotropic 
transition point (34 0C), then cooling back to the nematic phase in an Eppendorf tube. After 
gentle centrifugation, the shells were inserted into 1.5 mm borate glass x-ray capillaries, 
and further centrifuged to form a pellet at the bottom of capillary. 
 
 
Figure 4-10. Small-angle x-ray scattering (SAXS) data collected at 10 keV with 1 s 
exposure for assembled quantum dot microshells suspended in nematic liquid crystal 
prepared at 0.15 wt %, and plotted as relative intensity as a function of scattering 
vector, q. The characteristic interparticle spacing, d, is calculated from each peak 
position as 2π/q. Insert shows interparticle spacing (d) as a function of ligand 
aminoalkyl chain length. “Reproduced with permission from the American Chemical 
Society” [106] 
In our previous work, QD emission spectra and fluorescence lifetimes where 
characterized using drop-cast films and nanoparticle clusters of the same particles in liquid 
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crystal.[109] I found that mesogenic ligands of different alkyl chain lengths can be used to 
tune the QD emission spectrum by modulating FÖrster resonance energy transfer (FRET) 
between QDs. In some cases, FRET could be avoided by using a ligand which produced 
an average NP spacing greater than 10 nm. The SAXS data presented in Figure 4.10 
strongly supports functionality for the new ligands. Additional possibilities for spectral 
modification are possible by encapsulating dye molecules within the optically active 
capsules. 
Given the ability of the capsule structures to remain intact up to very high 
temperatures, for practical optical applications using QDs thermal luminescence quenching 
becomes a concern. Isolated QDs lose luminescence intensity significantly at high 
temperatures and irreversible quenching mechanisms can degrade performance over time 
under temperature cycling [110]. For example, in high temperature applications such as 
high-power LEDs for lighting, the operating temperature can be up to 200oC. To test for 
thermal quenching in the capsule geometry I performed preliminary testing to characterize 
the effects of heating to 300oC and cooling back to room temperature (See figure 4.11). 
Although a degree of irreversible quenching is observed, the capsules retain some 
luminescence up to 300oC. Loss of capping ligands at high temperatures is a well-known 
mechanism for irreversible QD quenching but in this solid-like capsule configuration, 
where the ligands interact and stabilize the structure such a mechanism is not expected to 
dominate.   
 
Figure 4-11. Quenching effect of temperature on QD Luminescence. “Reproduced 
with permission from the American Chemical Society” [106] 
4.11 Conclusions 
In previous work our group presented a new method to control the micro-scale 
assembly of nanoparticles using nematic liquid crystal as a host phase. For this purpose, I 
needed to modify the surface of the quantum dots with a mesogenic ligand. This step 
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increased dispersion stabilization in the liquid crystal, while providing an attractive short-
range interaction between particles. 
In summary, I have developed a rapid, modular synthesis of new side-attaching 
calamitic promesogenic ligands. Their attachment to quantum dots and subsequent self-
assembly in a liquid crystal host demonstrates the broad applicability of nematic 
templating. In addition to its modularity and scalability, the new ligand scaffold is 
noteworthy for its ability to deliver remarkably thermostable quantum dot microcapsules. 
Due to the unique thermal stability of our capsules, they may be well-suited for a wide 
range of applications in various fields, particularly encapsulations. Empowered by this 
scalable and modular ligand synthesis, future studies will endeavor to investigate the 
influence of ligand structure on shell formation, stability, and porosity.  
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5 Chapter 5 
Nanoparticle-based hollow microstructures formed by two-stage nematic 
nucleation and phase separation 
5.1 Introduction  
Materials with hollow microstructures such as spherical shells, networks, and tubes 
have many useful technological applications in areas such as catalysis, sensing, batteries, 
and encapsulation/controlled release [111,112]. Top-down synthetic strategies to produce 
hollow microstructures include the use of soft or hard templates [113], spray techniques 
[114], and microﬂuidic methods [115]. Hollow structures can also be formed via template-
free self-assembly. A popular one-pot synthesis technique takes advantage of Ostwald 
ripening [116], where crystals initially nucleate as solid spheres arranged in a porous, 
polycrystalline texture, and then subsequently become hollow as smaller grains in the 
interior dissolve and recrystallize to larger grains on the exterior, forming spherical shells 
or tubes. One drawback of this method is that Ostwald ripening is slow, and typically 
requires hours of processing time. I report a template-free, rapid synthetic method to 
produce hollow microstructures composed of nanoparticles that self-assemble in less than 
1s into tightly packed hollow spheres, foams, and tubular networks. Our method is based 
on the use of a liquid crystal solvent which undergoes a two-stage nucleation process on 
cooling through the isotropic–nematic phase transition. 
Dispersion and controlled assembly of nanoparticles in a soft material (i.e., polymer 
or liquid crystal) can produce a diverse array of interesting structured materials. Unlike 
conventional liquids, soft phases with orientational order can organize nanoparticles by 
aggregation (e.g., at topological defects.) The resulting composite material may retain 
advantageous physical properties of the matrix (elasticity, birefringence, electro-optic 
actuation, etc.). Alternately, stable nanostructures can be harvested by removal from the 
host phase. 
Liquid crystals (LCs) are optically anisotropic ﬂuids in which the constituent 
molecules exhibit local orientational order. LCs are particularly useful for display and 
photonics applications, because surface anchoring conditions and conﬁnement can be used 
to manipulate global molecular orientation and produce macroscopic domains with a 
deﬁned optic axis. When particles are dispersed into an aligned nematic liquid crystal 
phase, depending on surface anchoring conditions on the particle, an elastic deformation of 
the LC director may be imposed. Ligands can be used to deﬁne surface anchoring and force 
the surrounding LC molecules to align at an angle relative to the surface (perpendicular to 
a spherical particle for example). This means the inclusion of a particle creates spatial 
frustration, relaxed by the formation of topological defects. Recently, there has been much 
interest in nanoparticle and colloidal assembly at interfaces [117] and via topological defect 
lines and points in the nematic phase [118,119]. 
In recent years the ﬁeld of soft nanocomposites has grown rapidly. Materials that 
combine nanoparticles with a ﬂuid-like host show great potential for generation of soft-
phase templated meta-materials [120,121,122,123] (e.g., biopolymers[124,125], 
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biomolecules[126,127], or block copolymers[128,129,130]). These applications take 
advantage of a soft material's ability to spontaneously segregate and organize particles by 
their chemical and/or physical properties. Although soft host materials are complex 
ﬂuids—intrinsically weakly ordered or disordered on the molecular scale—they often 
exhibit nano-to-micron-scale repeat units, as seen in the phase-separated microstructures 
of block copolymers [131], or the defect lattices of the LC blue phase [132]. Nanoparticle 
assembly can be achieved via particle patterning in topological defects or interfaces and 
many applications do not require a highly ordered particle lattice. Hence soft-phase 
assembly methods represent an attractive, fast, and low-cost approach to produce 
interesting mesoscale hollow materials from nanoparticles. 
Nanoparticle aggregation can also be driven by a phase transition in the host phase. 
In a series of seminal papers, Terentjev and colleagues [133,134,135] ﬁrst reported the 
formation of micron-scale particle networks and cellular structures assembled at the 
isotropic-to-nematic phase transition using an elastically driven liquid crystal phase 
separation effect. They used the growth of ordered domains to generate a porous structure 
as colloidal particles were expelled from the nematic phase. 
I expand on this pioneering work and use a dynamic two- stage nucleation and 
growth process to spatially organize nano- particles, which are subsequently stabilized into 
a family of hollow structures. The method is rapid and template-free, performed close to 
room temperature using a widely available LC material, and, in principle, can be adapted 
to any nanoparticle type with appropriate surface modiﬁcation. Instead of the micron-to-
120 nm radius colloids used by Terentjev and colleagues [133,134,135], I report 
experiments using much smaller nanoparticles—6 nm diameter quantum dots. When 
dissolved in an LC host, such small particles depress the isotropic-to-nematic transition 
temperature [136] and exhibit high solubility in the isotropic phase but low solubility in 
the nematic phase. This combination of material properties gives rise to a two-stage 
nucleation process on cooling. The net Frank elastic energy cost for a particle to be located 
in the anisotropic nematic phase when compared to location in the isotropic phase provides 
an interesting mechanism for nano- particle spatial organization [137, 18, 138]. When the 
temperature drops below the isotropic–nematic transition point, particles are expelled from 
nucleating nematic domains and segregate to isotropic domains. Due to the high 
nanoparticle (NP) concentration, these domains remain in the isotropic state as the 
isotropic–nematic transition temperature is locally depressed. On further cooling, the NP-
rich isotropic domains undergo secondary nematic nucleation at a lower temperature. 
During this second stage of nucleation, NPs spontaneously segregate to the surface of the 
isotropic domains, thus forming hollow microstructures. This two-stage isotropic–nematic 
transition thus provides a mechanism to create hollow structures. To enable this process, 
our NPs are functionized with ligands selected to both promote solubility in the isotropic 
phase and enhance local attractive particle–particle interactions for ﬁnal structure stability. 
Control over ﬁnal morphology and pore size depends on the cooling rate though TNI and 
initial particle concentration in the liquid crystal solvent. The two-stage process is easier 
to control than the Ostwald ripening method, which depends on grain size distribution and 
diffusion rates. Besides proceeding much more rapidly and providing morphological 
control by changing the NP density and cooling rate, one can also select a different LC 
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solvent, or mixture of solvents, and/or change the species of ligands coating the NPs. These 
options open a broad chemical design space to optimize the process for any desired 
application. 
 
5.2 Results 
Formation of hollow nanoparticle-based microstructures. The two basic elements 
of the liquid crystal/nanoparticle system used in this research are a nematic liquid crystal 
(5CB, 4’-pentyl-4- biphenylcarbonitrile, Sigma Aldrich) and ligand-modiﬁed CdSe/ ZnS 
core/shell quantum dots (LC-QDs) (NN Labs, core diameter 6.2 nm, absorption peak, λmax 
= 620 nm). The mesogenic ligand 8 [17], inspired by the liquid crystals employed by the 
groups of Dunmur [139] and Vashchenko [140], was prepared by Amir Keshavarz using 
the sequence of reactions shown in Figure. 5-1d. 
The octadecylamine (ODA) surface ligands of the commercial QDs were 
exchanged with mesogenic ligand 8. The mesogenic ligand’s ﬂexible amine tether is 
thought to encourage alignment with the local liquid crystal director 5CB, increasing 
dispersability in the isotropic phase, while the rod-like aromatic motif may enable attractive 
interaction between closely packed particles. The degree of ligand exchange was quantiﬁed 
using 1H nuclear magnetic resonance (NMR) spectroscopy, revealing a 9:1 surface ratio of 
8 to ODA. 
Figure 5-1 shows representative ﬂuorescence images of three distinct nanoparticle 
micro-morphologies: a branching network of tube-like structures (a); multi-compartment 
droplets of closed- cell foam (b); and single compartment hollow capsules (c). The 
structures are imaged suspended in nematic liquid crystal at room temperature. In the case 
of the individual capsules and the foam, liquid crystal is present throughout the structure 
(inside and outside the enclosed compartments), which I veriﬁed by cross- polarized 
microscopy. The ﬁnal solid structures exhibit stable shapes insensitive to thermal 
ﬂuctuations—that are retained even if the host liquid crystal phase is heated above the 
isotropic transition point. 
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Figure 5-1. Hollow nanoparticle-based microstructures formed from ligand-modiﬁed 
quantum dots. Fluorescence microscopy imaging demonstrates the three distinct quantum 
dot structures formed under different conditions: a branching tubular network, formed 
at 1 °C min−1, b solid closed-cell foam-like structures formed at 30 °C min−1, and c hollow 
shell capsules formed at 200 °C min−1. All structures are composed of 620 nm CdSe/ZnS 
ligand-modiﬁed quantum dots, suspended in nematic liquid crystal initially at 0.15 wt% at 
room temperature. d Sequence of reactions used to prepare the mesogenic ligand (8) for 
nanoparticle attachment. “Reproduced with permission from the Nature Publishing 
Group” [104] 
Qualitative observations initially revealed that ﬁnal structure type and size could be 
controlled by varying either the initial particle concentration or the cooling rate through the 
isotropic-to-nematic transition. To examine these trends, I constructed a qualitative 
morphological phase diagram as a function of these parameters, and measured the size 
dependence of the ﬁnal structures. In Fig. 5-2 a–c, d–f, respectively, representative 
ﬂuorescence images of the hollow shell morphology demonstrate the dependence of 
spherical shell and foam droplet size on cooling rate and concentration. To quantitatively 
analyze these data, I imaged many shells and foam droplets. Figure 5-2 h, i plots separately 
the outer dimensions of the assembled structures as a function of cooling rate and particle 
concentration. Structure diameters were measured using Image J software, and an average 
was taken over all structures formed under the same conditions. 
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For each data point shown on the graphs (Figure. 5-2 h, i), the total number of 
measured structures, n, ranged from 10 to 183. In some cases, low numbers were measured 
because a particularly large size (e.g., >50 μm in diameter at 7 °C min−1, 0.3 wt%, Figure. 
5-2 a) produced fewer structures per microscope slide. In the case of multi- compartment 
foam droplets (Figure. 5-1b for example), the outer diameter was measured in several 
places, and an average value for each droplet was used (rather than the value of individual 
internal voids). 
 
Figure 5-2. Size dependence of cooling (quench) rate and nanoparticle concentration. 
Representative ﬂuorescence microscopy images of spherical shells formed from ligand-
modiﬁed quantum dots (LC-QDs) at a–c ﬁxed LC-QD concentration of 0.3 wt% in 5CB, 
varying cooling rate, and d–f ﬁxed cooling rate of 200 °C min−1, varying LC-QD 
concentration in 5CB. g Qualitative phase diagram for the three distinct morphologies 
predominantly observed as a function of cooling rate and concentration. General 
morphological zones on the diagram are indicated by the colored boxes with circle size 
representative of structure size. h, i Plots of average shell diameter vs. cooling rate and 
concentration respectively, with error bars indicating standard deviation (s.d.); the 
total number of measured structures, n, ranged from 10 to 183. “Reproduced with 
permission from the Nature Publishing Group” [104] 
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The diagram in Figure. 5-2 g shows two important trends. Firstly, structural 
morphology is dependent on system cooling rate and, secondly, particle concentration is a 
factor in morphological size control. At high cooling rates (~200 °C min−1), single hollow 
shells predominate, while at the lowest cooling rates, individual macrostructures do not 
stabilize, resulting in the network morphology. The intermediate range is particularly 
interesting: between cooling rates of 7 and 30 °C min−1, I observed a surprising ‘foam’ 
structure: discrete compartmentalized ‘droplets’ suspended in the nematic host phase 
(Figure. 5-1b), with a closed-cell foam-like morphology. In the intermediate region of the 
diagram in Figure. 5-2 g (indicated by the blue box), I often observed a mixture of individual 
capsules and foam-like structures (the colored boxes are a guide to indicate general 
behavior, not a discrete structural change). The network region was only observed at 
cooling rates below 7 °C min−1; a characteristic length scale in that case was not measured. 
Figure 5-3 shows more detailed confocal ﬂuorescence imaging of the foam-like 
structure. In general, these multi-compartment structures form as discrete droplets (Figure. 
5-3 a–e), although more extended bulk foams, particularly near the edges of the formation 
chamber (Figure. 5-3f), are also observed. On ﬁrst observation, foam droplets initially 
appeared to be composed of several shells fused together, but microscope observations of 
single compartment shells over time provided no evidence that fusion can take place after 
formation. The shells are mechanically quite rigid with walls that can be in a solid phase. 
Inner compartments were sometimes observed to merge during the formation process while 
the particles remained dispersed in the isotropic ﬂuid. 
There is an interfacial tension between the nematic and isotropic phases, and as 
isotropic domains shrink, they tend to minimize their free energy by adopting minimal 
surface geometries either spherical capsules or, in the case of the foam, a network of 
minimal interfaces. Our observations provide evidence that nanoparticles in shrinking 
domains remain in a dispersed ﬂuid state until the point of arrest. 
Size dependence on cooling rate and nematic phase coarsening. Figure 5-4 a–d 
shows snapshots from a high-speed ﬂuorescence movie (captured using a Phantom VEO-
410L camera), recording the distribution of quantum dots in our composite material as the 
nematic phase nucleates, grows, and merges to leave shrinking isotropic domains. Lighter 
regions indicate isotropic domains and dark regions highlight nematic domains, depleted 
of particles. The images in Figure.5-4 highlight the stages of structure formation: initial 
phase separation (Figure. 5-4 a), nematic domain growth (Figure. 5-4 b), growth and 
merging of the nematic domains and transitioning to the point where the shrinking isotropic 
domains separate (Figure. 5-4 c), and lastly shrinkage of those isotropic domains into 
capsules (Figure. 5-4 d). This sequence leads to the formation of mostly single 
compartment shells. The time-point in Figure. 5-4 c is notable as it indicates a stage where 
the isotropic domains pinch off into droplets. These separating isotropic domains contain 
the particles that go on to form the ﬁnal foams and capsules and I noted a qualitative 
relationship between early coarsening length scales and ﬁnal capsule/foam size. 
The process of initial nematic nucleation and growth can be described by a 
universal growth law, L(t) ~ td, where t is the time after an initial temperature quench, L is 
the domain diameter, and d the growth exponent. Experimentally, this growth exponent, d, 
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has been measured to lie between 0.5 and 1.0 for the I–N phase transition, depending on 
quench depth [141]. In a more recent numerical study, Bradač et al.[142] predicted the 
inﬂuence of quench time tq on early-stage I–N coarsening dynamics to be a power law, 
relating the average size of protodomains, ξ, to the quench time, in the form, ξ ~ tqn. When 
ξ was measured at a ﬁxed time for different quenches, the power law was obtained as n = 
0.25. Quench time (i.e., time over which a quench crosses the transition) is inversely related 
to cooling rate, and hence I  can expect the characteristic size of our assembled structure, 
(ξr) to increase as cooling rate decreases. It is not obvious how these nucleation and growth 
models apply to our system where particle concentration is time dependent. In the initial 
stages of nematic nucleation and coarsening (wherein particle concentrations are still 
relatively low), however, I can focus on the dependence of domain length scales with 
cooling rate. Fitting a power law to the data shown in Figure. 5.2 h produced a ﬁt of the 
form ξr ~ c−n, where n = 0.51, 0.63, and 0.69, and c represents cooling rate, for three 
different particle concentrations, respectively. It is likely that larger shells arrest at an 
earlier time because they more rapidly reach maximum particle density at the shrinking 
spherical interface, given a constant cooling rate. A y = x0.5 ﬁt to the data in Figure. 5-2 i 
supports this hypothesis. 
 
Figure 5-3. Confocal imaging of foam structures. Confocal microscope z-projection 
images of a quantum dot foam droplet (z depth = 23.13 μm) with four representative 
slices (b–e) at z intervals of 0.665 μm; and f a large foam structure (z depth = 91.90 
μm). Scale bars for b–e are 50 µm. “Reproduced with permission from the Nature 
Publishing Group” [104] 
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Figure 5-4. a–d Experimental high-speed video imaging snapshots representative of four 
stages in nematic nucleation and growth during the process: a initial nucleation and 
growth, b coarsening, c domain separation, and d secondary nucleation. Scale bars is 50 
µm. “Reproduced with permission from the Nature Publishing Group” [104] 
Mechanism for structure differentiation. To better elucidate the governing 
mechanisms behind network, foam, and capsule formation, I carried out ﬂuorescence 
microscope video imaging during the formation process. This technique allowed us to track 
particle distribution throughout the transition a signiﬁcant advance over previous related 
studies. Our observations revealed that the process for all three possible structures can be 
broken into three stages: (1) particle sorting, in which the initial nematic domains nucleate 
and grow (concentrating the QDs into shrinking isotropic phase domains), (2) Secondary 
nematic nucleation, where nematic domains appear inside the shrinking isotropic domains 
and (3) concentration-induced morphological arrest where particles interact via short range 
ligand–ligand attraction. As I speculated in a recent publication  this arrest likely occurs due 
to stabilizing intermolecular π interactions between the benzene rings of the ligands as the 
particles are pushed together. The third step is the key to stabilizing the ﬁnal structure size, 
but additional explanation is needed to understand the formation of the three distinct 
structures under different cooling rates. 
Figure 5-5 shows a time sequence for foam formation (Figure. 5-5 a–f and close 
up, Figure. 5-5g). These snapshots reveal an important observation: while the bright 
isotropic domain is shrinking (but still extended and amorphous in shape), several nematic 
domains can be seen to simultaneously nucleate and grow inside (Figure. 5-5g). These 
secondary domains subsequently grow, leading to multiple inner compartments. This early 
secondary nucleation is necessary to produce multi-compartment structures. The internal 
domains grow, pushing the particles together at multiple interior interfaces in a process that 
produces multiple thin-walled compartments, the particles concentrate and arrest-hence the 
solid-walled foam-like morphology. In the case of capsules, I observe that the isotropic 
domains adopt a spherical shape before the secondary nematic nucleation is observed. 
The important question then arises: why do faster cooling rates lead to single 
compartment shells and slower rates lead to the foam and network morphologies? A critical 
factor appears to be the timing of secondary nematic nucleation with respect to overall 
isotropic domain shape evolution. The secondary nematic nucleation drives the particles 
into their ﬁnal arrested conﬁgurations, but why does this secondary, delayed nucleation 
occur at all? I can understand this effect simply by considering the effect of impurities on 
the isotropic-to-nematic phase transition temperature. The nanoparticles in our experiment 
are ~6 nm in size, a comparable length scale to that of the host nematic molecules, and 
0 m 
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therefore I can consider them as impurities that will depress the I–N transition temperature 
[136]. In a microscopy study of the I–N phase transition as a function of particle 
concentration, I demonstrate that increasing particle concentration in 5CB from 0.01 to 0.6 
wt% depresses the transition temperature by approximately 6 °C. Given the expected 
higher concentrations of QDs in the shrinking isotropic domains after a quench (compared 
to the initial low concentration state where the ﬁrst nematic nucleation occurs), I can expect 
those interior particle-rich isotropic regions to transition later—provided this step can be 
considered as analogous to a quasi-static compression with a uniform particle distribution 
maintained during domain shrinkage. This assumption possibly highlights a key difference 
between our work and the earlier work by Terentjev and colleagues [133,134,135] in 
which 120–150 nm particles were used. In our experiments I were able to image the 
complete phase separation process, directly verifying uniform particle distribution 
throughout.  
All three structures begin at the same initial condition, with particles uniformly 
distributed in the isotropic liquid crystal phase. In the ﬁrst nucleation stage, nematic 
domains form and grow, concentrating the particles in the remaining isotropic phase. This 
stage is demonstrated in Fig. 5-5 b–d for the foam. Coupled to this process via local particle 
concentration is the secondary nematic nucleation. This secondary nucleation step 
ultimately leads to compaction of the particles, arrest, and structure stabilization in either 
a network, foam, or capsule. Figure 5-5 e, g captures the process as it happens for a 
structure that ultimately results in the foam morphology. As I can see in both cases, nematic 
domains form within the bright isotropic domain. I have observed that the relative timing 
of the two nucleation steps is critical in determining the ﬁnal arrested structure. If 
secondary nematic nucleation occurs while the particle-rich isotropic domain is still in a 
connected network (for example, as represented in Figure. 5-5i, left, nematic phase shown 
in grey), the secondary domains will grow and push the particles to form connected tubes. 
If secondary nucleation occurs at the stage shown in Figure. 5-5g (large, non-spherical 
isotropic domains, Figure. 5-5i, center) I can see multi-compartment foam-like structures. 
Finally, if secondary nucleation occurs at the spherical domain stage (Figure. 5-5i, right), 
single compartment shells will likely form. 
 
5.3 Discussion 
Growth rates of the primary and secondary nematic nucleation are coupled by an 
interesting concentration effect. As the primary nematic domains grow and evolve in 
morphology, simultaneously local particle concentration increases in the isotropic domain. 
In a fast quench, the nematic phase rapidly nucleates and the system phase separates into 
many shrinking small spherical isotropic domains, each containing a high concentration of 
particles. These high local particle concentrations cause the secondary nematic nucleation 
to occur later since the I–N transition temperature is decreased by several degrees. In 
comparison, a slow quench produces a lower growth exponent for the initial nematic 
nucleation. This results in larger domains and less rapid concentration of the particles the 
secondary nucleation will occur with a shorter time lag, before the system evolves all the 
way to spherical isotropic domains. Our ﬁndings therefore suggest that control of the 
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cooling rate not only provides control over structure size due to coarsening dynamics, but 
also provides control over the timing of the secondary nucleation and thus ﬁnal morphology 
(shell, foam, or network). 
The reported process of nucleation-and-growth-templating using a liquid crystal 
phase transition can be compared to the ice-crystal growth templating method used in 
polymer hydrogel formation [143]. In such systems, the growth of solid crystal domains 
throughout the material forces dissolved polymers to migrate to the shrinking surrounding 
ﬂuid phase and porous polymeric hydrogels can be formed. In our liquid crystal system, 
instead of using a growing solid phase to redistribute dispersed material, I use the nucleation 
of the ﬂuid nematic phase to expel nanoparticles, as initially reported in larger particle 
systems[133,144] and subsequently studied by our group and others [137, 138]. In a related 
experimental system, Yamamoto and Tanaka [145] demonstrated the existence of a second 
nematic transition using a micro emulsion of nanoscale inverse micelles with strong surface 
anchoring and a biphasic region in the phase diagram. The authors were somewhat 
speculative on the mechanism, but it seems that a phase separation process does result from 
the growth of nematic domains. Further work will be needed to explore the connection 
between this work and our own. In our system, particle-induced secondary nematic nucleation 
provides a route to a rich array of porous structures. The process is not dependent on particle 
type, and therefore it can be adapted to a variety of photonic and electromagnetic 
applications where nanoparticle assembly on the mesoscale is advantageous. 
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Figure 5-5. Understanding the mechanism for structure differentiation. (a–f) Series 
of snapshots taken from a ﬂuorescence microscope movie demonstrating the foam 
formation process in a droplet of liquid crystal with initially well-dispersed quantum 
dots (QDs). In these images, QD-rich areas appear light and QD- poor areas appear 
dark. The curved white line in these images is the edge of the droplet, with liquid 
crystal on the right of this curve. Scale bars for (a–f) are 100 µm. g A zoomed-in view 
from e with the arrow indicating inner nematic domain nucleation. h A confocal 
microscope image of several foam structures suspended in 5CB. Images taken from 
stack of 40 images, Max projected and false colored using Fiji software. i schematics 
illustrating the role of secondary nucleation on ﬁnal structure showing the particle-
rich isotropic phase as white and the nematic phase as gray left: secondary domains 
nucleate early on while the isotropic domain is still connected, center: secondary 
domains nucleate after isotropic domains have separated, and right: secondary 
domains nucleate late, when isotropic domains have already reached a small size. 
“Reproduced with permission from the Nature Publishing Group” [104] 
0 m 3 m 
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Using two-stage nucleation and growth of nematic domains in an isotropic liquid 
crystal host phase containing dispersed ligand-modiﬁed nanoparticles, I can generate 
stable nanoparticle superstructures. These structures include extended solid foams and 
individual capsules ranging from 1 to 50 μm in size. These structures are formed entirely 
as a response to the isotropic-to-nematic phase transition in a single component liquid 
crystal host phase with no additional substrate for the nanoparticles or solvent. Our results 
demonstrate the surprising versatility of this nematic-to-isotropic transition templating 
approach. 
Liquid crystal nanocomposites represent an emerging ﬁeld with many new 
phenomena to explore. In particular, structure formation based on domain nucleation and 
growth in liquid crystals is largely undeveloped. In the liquid crystal family of materials, 
there is great variation in structure, from the simple nematic phase, to highly complicated 
structures such as the blue phases, bicontinuous gyroid structures in lyotropic systems, and 
the many different smectic variant phases. Each of these phases exhibits different growth 
morphologies related to domain nucleation, and thus I see the potential to generate a large 
family of LC growth templated structures based on this process. 
 
5.4 Methods 
5.4.1 NMR nanoparticle characterization. 
1H NMR spectra of puriﬁed nanoparticles were collected by Amir Keshavarz before 
and after ligand exchange following established procedure [20]. Using this procedure, Amir 
Keshavarz  calculated the average ratio of mesogenic ligand to remaining ODA ligand on 
the particle surface, γ, as the ratio of X:Y where X is the area under the triplet corresponding 
to the mesogenic ligand and Y is the area under the triplet corresponding to the ODA ligand. 
As before all the results presented in this chapter were produced with a nanoparticle γ ratio 
of 9:1. 
5.4.2 Nanocomposite preparation.  
Different amounts of mesogen-modiﬁed QDs in toluene (0.075–0.3 wt%) were 
mixed with 5CB and bath sonicated at 43 °C (in isotropic phase for the 5CB host) for 3–8 
h. This produced a homogeneous dispersion of particles in the liquid crystal and ensured 
evaporation of any residual toluene. For low QD concentrations (below 0.1 wt%), the 
amount of added toluene evaporated within 2 h of sonication. Toluene removal was veriﬁed 
by checking the isotropic-to-nematic phase transition temperature. At higher QD 
concentrations, it was important to test this transition temperature to ensure adequate 
solvent removal. After dispersion, the mixtures were moved to a 50 °C oven. 
To prepare the QD microstructures, clean glass slides and coverslips were coated 
with an alignment layer to produce the desired LC orientation. For planar alignment 
(molecules lie parallel to the glass) glass was dip coated with a 1 wt% aqueous polyvinyl 
alcohol solution, dried, and rubbed with a velvet cloth to induce an alignment direction. 
The thickness between glass slide and cover slip was tuned to ~120 μm, using a spacer 
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ﬁlm. All microscope slides were assembled at 50 °C oven to maintain the system’s isotropic 
phase above 34.3 °C. Cooling rate was carefully controlled in these experiments using a 
Linkham LTS350 hot stage equipped with an in-house designed liquid nitrogen cooled air 
system. I used several different cooling rates; 7 °C min−1, 15 °C min−1, 20 °C min−1, and 30 
°C min−1 with this apparatus. In addition, I used a room temperature quenching method to 
achieve a cooling rate of ~200 °C min−1. This was carried out by removing the microscope 
slide from the hot stage and placing it on a room temperature lab bench. QD ﬂuorescence 
and the corresponding LC textures were observed using a Leica DM2500P upright 
microscope equipped with a Q-image Retiga camera. Experiments were performed at three 
different QD concentrations in liquid crystal; 0.075 wt%, 0.15 wt%, and 0.3 wt%. 
 
5.5 Conclusion 
Using two-stage nucleation and growth of nematic domains in an isotropic liquid 
crystal host phase containing dispersed ligand-modified nanoparticles, I can generate stable 
nanoparticle superstructures. These structures include extended solid foams and individual 
capsules ranging from 1–50 µm in size. These structures are formed entirely as a response 
to the isotropic to nematic phase transition in a single component liquid crystal host phase 
with no additional substrate for the nanoparticles or solvent. Our results demonstrate the 
surprising versatility of this nematic-to-isotropic transition templating approach. 
Liquid crystal nanocomposites represent an emerging field with many new 
phenomena to explore. In particular, exploration of structure formation based on domain 
nucleation and growth in liquid crystals is largely unexplored. In the liquid crystal family 
of materials, there is great variation in structure, from the simple nematic phase, to highly 
complicated structures such as the blue phases, bicontinuous gyroid structures in lyotropic 
systems, and the many different smectic variant phases. Each of these phases exhibits 
different growth morphologies related to domain nucleation, thus I see the potential to 
generate a large family of LC growth templated structures based on this process. 
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6 Chapter 6 
Future work 
In this thesis, I described our discoveries related to phase-transition-templated 
control of micro-shells formed from nanoparticles dispersed in a liquid crystal host. By 
changing the nanoparticle concentration and cooling rate of samples, to modulate how they 
transitioned from the isotropic to nematic phase, I were able to change the diameter of 
shells. In addition, this process led to the discovery of novel morphologies; nanoparticle 
foams and a new network structure, also controlled by tuning the process cooling rate. If I 
cool at a moderate rate (7-30C/min) I obtain a foam structure and if I cool the system 
slower, I produce tube-like structures. Elucidation of how the same process can control the 
size of the shells and produce two new hollow microstructures made of closed packed 
nanoparticles lead to the development of a new model, based on secondary nematic 
nucleation.  
An open question about this model centers on how the formation of the network 
structure be explained. Currently the model is based around the nucleation of secondary 
nematic domains. However, in the case of the network structures, the nanoparticle walls 
form along long sections of liquid crystal. How this formation occurs is still unclear and 
needs to be studies in more detail. One approach will be to record the formation of the 
network structure using a high-speed camera, as the entire process of formation happens in 
approximately 1 second, despite cooling the system through the transition at a very slow 
rate. As well as analyzing the dynamics of formation, SEM will be used to analyze the 
structure of the network to see how the nanoparticles pack and image the possible tube 
structures. Confocal microscopy can also be used to understand the internal structure of 
network phase. In addition, we need to investigate the foam structures in more detail, 
including the thickness of foam interfaces and find out how we can control this parameter. 
I believe having more information about the surface structure, it will help us to understand 
more the thermal stability of shell.  
For the foam structure I am pursuing research into its applications, using it a gas 
sensor. Due to its large internal surface area, these materials can be used to detect trace 
chemicals in the air. CdSe particles aren’t useful for this endeavor, however the physics 
that guided the assembly of these nanoparticles into micro shells works regardless of 
composition of the particle. This means we can substitute it for a more effective particle, 
namely gold nanoparticles. The approach using gold nanoparticles is that under normal 
conditions the foam structures will have a certain conductivity, given an appropriate ligand 
design, and when atmospheric conditions change with the introduction of a foreign 
substance, the conductivity of the foam-based film will change as well. 
Another promising avenue of future work will be to alter the ligands used to 
functionalize the nanoparticles for both liquid crystal and non-liquid crystal applications. 
Surface ligands are commonly used to prevent aggregation of nanomaterials in solution, 
but surface modification of QDs can also lead to greater chemical stability and increased 
particle longevity, as well as acting to modify optical and electronic properties. Mesogenic 
ligands, incorporating a rod-like core section can also be employed to assemble 
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nanoparticles into three-dimensional structures, facilitating a stable particle-particle 
linkage, or a thermally breakable connection or to produce bulk nanocomposite phases. 
The surface ligand exchange can also be carried out with a variety of end goals, such as 
suspension of QDs in water or water-based solvents for hydrophilic products and as a way 
to improve charge transport in photovoltaics. This can additionally be used to alter the 
spacing of individual particles, altering their interactions such as reducing the effects of 
FRET. 
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