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NON-HYPERBOLIC ITERATED FUNCTION SYSTEMS:
ATTRACTORS AND STATIONARY MEASURES
EDGAR MATIAS AND LORENZO J. DÍAZ
Abstract. We consider iterated function systems IFS(T1, . . . , Tk) consisting
of continuous self maps of a compact metric space X. We introduce the subset
St of weakly hyperbolic sequences ξ = ξ0 . . . ξn . . . ∈ Σ
+
k
having the property
that
⋂
n Tξ0 ◦ · · · ◦ Tξn (X) is a point {π(ξ)}. The target set π(St) plays a role
similar to the semifractal introduced by Lasota-Myjak.
Assuming that St 6= ∅ (the only hyperbolic-like condition we assume) we
prove that the IFS has at most one strict attractor and we state a sufficient
condition guaranteeing that the strict attractor is the closure of the target
set. Our approach applies to a large class of genuinely non-hyperbolic IFSs
(e.g. with maps with expanding fixed points) and provides a necessary and
sufficient condition for the existence of a globally attracting fixed point of the
Barnsley-Hutchinson operator. We provide sufficient conditions under which
the disjunctive chaos game yields the target set (even when it is not a strict
attractor).
We state a sufficient condition for the asymptotic stability of the Markov
operator of a recurrent IFS. For IFSs defined on [0, 1] we give a simple condition
for their asymptotic stability. In the particular case of IFSs with probabilities
satisfying a “locally injectivity” condition, we prove that if the target set has
at least two elements then the Markov operator is asymptotically stable and
its stationary measure is supported in the closure of the target set.
1. Introduction
In this paper we study iterated function systems (IFSs) associated to continuous
self-maps T1, . . . , Tk, k ≥ 2, defined on a compact metric space (X, d) (denoted by
IFS(T1, . . . , Tk)). In his fundamental paper [14], Hutchinson considered hyperbolic
(uniformly contracting) IFSs and proved the existence and uniqueness of global
attractors and stationary measures for such IFSs. The aim of this paper is to
obtain similar results for genuinely non-hyperbolic IFSs having contracting and
expanding regions as well as contracting and expanding fixed points.
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A key ingredient in this study is the so-called Barnsley-Hutchinson operator of
an IFS F = IFS(T1, . . . Tk) that associates to each subset A of X the set
(1.1) BF(A)
def
=
k⋃
i=1
Ti(A).
This operator acts continuously in the space of non-empty compact subsets of X
endowed with the Hausdorff metric. In the hyperbolic setting (all maps Ti are
uniform contractions) the operator BF has a unique global attractor: there exists a
compact set AF, called the attractor of the IFS, such that
lim
n→∞
BnF(K) = AF for every compact set K ⊂ X, K 6= ∅,
see [14]. Edalat [13] extended this result to weakly hyperbolic IFSs, that is, IFSs
satisfying the following “reverse” contracting condition
(1.2) diam
(
Tξ0 ◦ · · · ◦ Tξn(X)
)
→ 0 for every ξ = ξ0ξ1ξ2 · · · ∈ Σ
+
k ,
where Σ+k
def
= {1, . . . , k}N.
In this paper we will study a more general setting than the above one, considering
genuinely non-hyperbolic IFSs. One of our goals is to describe the global and local
“attractors” of BF. More precisely, we will consider so-called strict and Conley
attractors. A compact set A ⊂ X is a strict attractor of the IFS F if there is an
open neighbourhood U of A such that
lim
n→∞
BnF(K) = A for every compact set K ⊂ U .
The basin of attraction of A is the largest open neighbourhood of A for which the
above property holds. A strict attractor whose basin of attraction is the whole
space is a global attractor. A compact set S ⊂ X is a Conley attractor of the IFS
F if there exists an open neighbourhood U of S such that
lim
n→∞
BnF(U) = S.
The continuity of the Barnsley-Hutchinson operator BF implies that Conley and
strict attractors both are fixed points of BF. Note also that strict attractors are
Conley attractors but the converse is not true in general. Finally, we say that the
IFS F is asymptotically stable if there is a (unique) global attractor.
The above mentioned results in [14, 13] require some sort of global contraction
(hyperbolicity) of the IFS. Having in mind the definition of weakly hyperbolicity in
(1.2), we introduce the subset St ⊂ Σ
+
k of weakly hyperbolic sequences defined by
(1.3) St
def
=
{
ξ ∈ Σ+k : limn→∞
diam
(
Tξ0 ◦ · · · ◦ Tξn(X)
)
= 0
}
.
Note that for a weakly hyperbolic IFS one has St = Σ
+
k . If St 6= Σ
+
k we will call the
IFS non-weakly hyperbolic. We say that an IFS has a weakly hyperbolic sequence if
St 6= ∅. When St 6= ∅ then it contains a residual subset of Σ
+
k
1. We replace the
condition every sequence is weakly hyperbolic by the condition there is at least one
weakly hyperbolic sequence. The goal of this paper is to recover results in the spirit
of [14, 13] in such a setting.
1This follows using genericity standard arguments, see for instance the construction in [11,
Proposition 3.15]
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We briefly sketch our main results and philosophy of our approach, postponing
the precise statements. As a general principle, rephrasing Pugh-Shub principle
[21], we show that “a little hyperbolicity goes a long way guaranteeing stability-like
properties”. Here by a “little hyperbolicity” we understand either the almost-sure
existence of weakly hyperbolic sequences or the existence of at least one, according
to the case. First, assuming that the set St has “probability one”, we prove that
the Markov operator is asymptotically stable (here we consider Markov measures
associated to transition matrices and the particular case of Bernoulli probabilities).
Second, we prove that if the Barnsley-Hutchinson operator has a unique fixed point
then the IFS is asymptotically stable. Finally, in the case when X is an interval, to
establish the stability of the Markov operator we show that it is enough to assume
that there are no common fixed points for the maps of the IFS and that there exists
at least one weakly hyperbolic sequence.
We now provide more details for our main results (for the precise definitions and
statements see Section 2). Associated to the set St of weakly hyperbolic sequences
we consider the coding map π : St → X that projects St into the phase space X , see
equation (2.1). The set At
def
= π(St) is called the target set and contains relevant
dynamical information of the IFS. Assuming that St 6= ∅, we prove the following
results:
• The closure of the target set At is a Conley attractor if and only if it is a
strict attractor (Theorem 1).
• The set At is the global maximal fixed point of the IFS if and only if the IFS
is asymptotically stable. Moreover, the Barnsley-Hutchinson operator has
a unique fixed point if and only if it is asymptotically stable (Theorem 2).
We will investigate more closely the relation between target sets and semifractals
introduced in [19]. An IFS F = IFS(T1, . . . , Tk) is said to be regular if there
are numbers 1 ≤ i1 < i2 < · · · < iℓ ≤ k such that F′ = IFS(Ti1 , . . . , Tiℓ) is
asymptotically stable. The global attractor of F′ is called a nucleus of F (an IFS
may have several nuclei). By [19] for any regular IFS F there exists the minimum
fixed point of F, called its semifractal and denoted by Semi(F). It is obtained
from any nucleus of F and attracts every compact set inside it, where iterations
are taken with respect the Barnsley-Hutchinson operator of F. On the other hand,
when St 6= ∅, the set At is a minimum fixed point that attracts every compact set
inside it. This provides the following characterisation of semifractals:
• If an IFS F is regular and satisfies St 6= ∅ then Semi(F) = At.
For a non-regular IFS with St 6= ∅ (see Example 6.1) the set At plays the same role
as a semifractal plays for a regular IFS. We refer to Remark 3.13 to support this
assertion.
We will also study the consequence of our approach for the so-called chaos game.
The chaos game is an algorithm for generating fractals using random iterations of
an IFS, see [2]. It has probabilistic and disjunctive (deterministic) versions, see [2,
6, 8, 5]. Given an initial point x = x0 ∈ X , one considers the orbit xn+1 = Tξn(xn),
where the sequence ξ ∈ Σ+k is chosen according to some probability (probabilistic
game) or is a disjunctive sequence (disjunctive game). Recall that ξ ∈ Σ+k is
disjunctive if its orbit (with respect to the usual left shift σ defined by σ(ξ)n = ξn+1)
is dense in Σ+k . The chaos game holds when the sequence of tails ({xn : n ≥ ℓ})ℓ
4 E. MATIAS AND L. J. DÍAZ
in the Hausdorff distance converges to some attracting “fractal” (in such a case we
also say that chaos game yields the fractal).
A natural question is how typically this game holds, where the term typical either
refers to sequences in Σ+k or points in the phase space X . By [6], the probabilistic
chaos game holds when the fractal is a strict attractor and the initial point is in its
basin of attraction. By [8], the disjunctive chaos game holds for a special class of
attractors2 and every point in the pointwise basin of attraction.
In the context of the chaos game, [19] considers IFSs whose maps are Lipschitz
with constants less than or equal to 1 and have at least one uniformly contracting
map. It is proved that the probabilistic chaos game starting at any point of the
phase space yields the semifractal (even if the semifractal is not an attractor). In
our setting, we get a similar result for the disjunctive chaos game where the fractal
is the closure of the target set.
A fixed point A of the Barnsley-Hutchinson operator is stable if for every open
neighbourhood V of A there is an open neighbourhood V0 of A such that
(1.4) Bn(V0) ⊂ V for every n ≥ 0.
For instance, the set At is stable when it is a Conley attractor or when all the maps
of the IFS are Lipschitz with constants less than or equal to 1 (the existence of a
contracting map is not required). See Section 3.2 for an example where At is stable
but is not a Conley attractor.
• When At is a stable fixed point the disjunctive chaos game holds for every
point in the phase space (Theorem 3).
Finally we consider IFSs from the ergodic point of view, studying the existence
and uniqueness of stationary measures. Recall that given an space of finite measures
M(X) defined on a set X , an operator T : M(X)→M(X) such that
• T is linear and
• Tν(X) = ν(X) for every ν ∈M(X)
is called a Markov operator. A stationary measure of T is a fixed point of T.
The operator T is asymptotically stable if it has a stationary measure ν such that
limTnµ = ν for every µ ∈M(X), in the weak∗ topology. The ergodic study of IFSs
deals with two main settings:
• IFSs with probabilities given by a Bernoulli probability b that assigns (pos-
itive) weights to each map;
• Recurrent IFSs associated to an irreducible transition matrix P inducing a
Markov probability P+.
From the ergodic viewpoint one studies the iterations of points by an IFS (random
orbits) as a Markov process and each type of IFS has associated a special type of
Markov operator (associated to Bernoulli probabilities and associated to transition
matrices). For a discussion see [3, 4].
When St 6= ∅ and X = [0, 1] our ergodic results are summarised as follows:
• Every injective IFS with Bernoulli probability b whose target set At is not
a singleton (i.e., has at least two points) is asymptotically stable and its
unique stationary measure is π∗b and satisfies supp(π∗b) = At. In this case,
At is uncountable and the stationary measure is continuous (Theorem 4).
2Called well-fibered attractors, see also the strongly fibered case in [5].
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We will see that condition#(At) ≥ 2 (#(A) means the cardinality of the set
A) implies that b(St) = 1. For IFSs with St 6= ∅ we see that if the Markov
operator associated to a Bernoulli probability b is asymptotically stable
then the support of its stationary measure is At, even when b(St) = 0, see
Proposition 5.4 (this proposition does not require X = [0, 1]).
• An injective recurrent IFS with a splitting Markov measure3 P+ satisfies
P+(St) = 1 (Theorem 5). We also get sufficient conditions for the asymp-
totically stability of a recurrent IFS and characterise its unique stationary
measure (Theorem 6).
This paper is organised as follows. In Section 2 we state the main definitions and
the precise statements of our results. Section 3 is devoted to the study of different
types of attractors of IFSs and to the proofs of Theorems 1, 2, and 3. In Section 4,
we consider IFSs defined on the interval [0, 1], study the measure of St for Markov
measures, and prove Theorem 5. We also get results about probabilistic rigidity
of St (Theorem 4.8) and characterise separable IFSs (Theorem 4.10). In Section 5
we prove Theorems 4 and 6 about stability of the Markov operator. Finally, in
Section 6 we present some examples.
2. Precise statement of results
2.1. Topological properties of IFSs. Consider the set St of weakly hyperbolic
sequences in (1.3) and define the coding map4
(2.1) π : St → X by π(ξ)
def
= lim
n→∞
Tξ0 ◦ · · · ◦ Tξn(p),
where p is any point of X . By definition of the set St, this limit always exists and
is independent of p ∈ X . We introduce the target set At
def
= π(St). This name is
justified by the following characterisation
(2.2) At = {x ∈ X : there is ξ ∈ Σ
+
k with {x} =
⋂
n Tξ0 ◦ · · · ◦ Tξn(X)},
see (3.2). The target set plays a key role in the study of strict attractors. We prove
that if St 6= ∅ then the IFS has at most one strict attractor. Moreover, if such a
strict attractor exists then it is equal to At, see Proposition 3.7.
Theorem 1. Consider an IFS defined on a compact metric space such that St 6= ∅.
Then At is a Conley attractor if and only if it is a strict attractor.
In [7] Barnsley and Vince consider IFSs consisting either of affine maps or of
Möbius maps and introduce sufficient conditions that guarantee the existence of a
unique strict attractor. The proof involves some type of local hyperbolicity in a
neighbourhood of a Conley attractor, see [1, 25]. We point out that Theorem 1
only requires the existence of at least one weakly hyperbolic sequence.
Given an IFS F and its Barnsley-Hutchinson operator BF, a subset Y ⊂ X is
BF-invariant if BF(Y ) ⊂ Y . The closure of any BF-invariant set contains some
fixed point of BF (see the discussion below). Therefore, since X is BF-invariant,
3This is an ergodic version of the condition “the set At is not a singleton” and means that
there is i such that the restriction of π to [i] ∩ supp(P+) is not constant.
4This is the standard terminology for the map π when St = Σ
+
k
.
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the operator BF always has at least one fixed point. Indeed, we have a more precise
description of the fixed points of BF. Following [13], given Y ⊂ X define the set
(2.3) Y ∗
def
=
⋂
n≥0
BnF(Y ).
If Y is BF-invariant then the set (Y )∗ is the global maximal fixed point of the
restriction of BF (or of the IFS) to the subsets of Y , see Proposition 3.1. The next
theorem generalizes [13] in two ways: it applies also to IFSs which are not weakly
hyperbolic and it provides a necessary and sufficient condition for the existence of
a global attractor.
Theorem 2. Consider an IFS F defined on a compact metric space X such that
St 6= ∅. Then the following three assertions are equivalent:
(1) At = X
∗,
(2) the Barnsley-Hutchinson operator BF has a unique fixed point,
(3) X∗ is a global attractor of the IFS F.
We observe that the statement in Theorem 2 is sharp. Indeed, there are examples
of non-weakly hyperbolic IFSs where At ( At = X∗, see Section 6.
Let us observe that for weakly hyperbolic IFSs it holds At = X
∗, see Lemma 3.3
and also [13]. We observe that there are IFSs that are non-weakly hyperbolic such
that At = At = X
∗, see Section 6.
Theorem 3 (Disjunctive chaos game). Consider an IFS(T1, . . . , Tk) defined on a
compact metric space X such that At is a stable fixed point of the Barnsley-Hut-
chinson operator. Then for every x ∈ X and every disjunctive sequence ξ ∈ Σ+k we
have
At =
⋂
ℓ≥0
{xn,ξ : n ≥ ℓ}, where xn,ξ
def
= Tξn ◦ · · · ◦ Tξ0(x).
In particular
lim
ℓ→∞
{xn,ξ : n ≥ ℓ} = At,
where the limit is considered in the Hausdorff distance.
2.2. Ergodic properties of IFSs.
2.2.1. IFSs with probabilities. Consider an IFS(T1, . . . , Tk) defined on a compact
metric space X and strictly positive numbers p1, . . . , pk (called weights) such that∑k
i=1 pi = 1. We denote by b = b(p1, . . . , pk) the (non-trivial) Bernoulli probability
measure with weights p1, . . . , pk defined on Σ
+
k . We denote by IFS(T1, . . . Tk; b) the
IFS with the corresponding Bernoulli probability and say that it is an IFS with
probabilities.
Let M1(X) be the space of Borel probability measures defined on X equipped
with the weak∗-topology. The Markov operator associated to the IFS(T1, . . . Tk; b)
is defined by
(2.4) Tb : M1(X)→M1(X), Tbµ
def
=
k∑
i=1
pi Ti∗µ,
where Ti∗µ(A) = µ(T
−1
i (A)) for every Borel set A. Note that the Markov operator
Tb is continuous. Hence, if Tb is asymptotically stable then its attracting measure
µ is stationary, that is, satisfies Tbµ = µ.
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An IFS with probabilities IFS(T1, . . . Tk; b) is called asymptotically stable if its
Markov operator Tb is asymptotically stable. It is a folklore result that if b(St) = 1
then the IFS is asymptotically stable and π∗b is the unique stationary measure,
see for instance [22, 18]. In Proposition 5.1 we prove this fact and we see that
supp(π∗b) = At. Note that, since that σ
−1(St) ⊂ St, the ergodicity of the Bernoulli
measure (with positive weights) b with respect to the shift implies that either
b(St) = 1 or b(St) = 0.
A combination of Theorem 2 and Proposition 5.1 allows us to recover properties
of hyperbolic IFSs in non-hyperbolic settings provided that the sets At and St are
“big enough” (from the topological and probabilistic points of view, respectively):
there are a unique global attractor and the IFS with probabilities is asymptotically
stable.
Proposition 5.1 assumes that b(St) = 1 (which is often difficult to verify). When
X = [0, 1] we improve this proposition replacing the condition b(St) = 1 by the
topological condition #(At) ≥ 2 that we call separability and it is quite straight-
forward to verify.
Theorem 4. Consider an IFS(T1, . . . Tk) defined on [0, 1] such that
• the target set At has at least two elements and
• there is a non-trivial closed interval J ⊂ [0, 1] such that Ti(J) ⊂ J and Ti|J
is injective for every j ∈ {1, . . . , k}.
Then for every (non-trivial) Bernoulli probability b the IFS(T1, . . . Tk; b) is asymp-
totically stable.
Moreover, π∗b is the (unique) stationary measure of IFS(T1, . . . Tk; b), satisfies
supp(π∗b) = At, and is continuous. As a consequence, the set At has no isolated
points.
In the previous theorem, the purely topological condition #(At) ≥ 2 depending
only on IFS(T1, . . . Tk) implies the asymptotic stability of the Markov operator
Tb of IFS(T1, . . . Tk; b) for any (non-trivial) Bernoulli probability b. Moreover, we
also obtain properties of the stationary measure. The support of this stationary
measure is independent of the Bernoulli probability. In Proposition 5.4 we state
a result about the support of stationary measures that holds for general compact
metric spaces: if St 6= ∅ and the Markov operator associated to b is asymptotically
stable then the support of its stationary measure always is At, even when b(St) = 0.
The asymptotic stability of an IFS with probabilities has been obtained in several
contexts such as, for example, contracting on average [3], weakly hyperbolic [13],
and non-overlapping5 [24]. Observe that the contexts of [3, 13] have a hyperbolic
flavour. Let us also observe that [23] states the asymptotic stability of admissible
IFSs consisting of circle homeomorphisms (these homeomorphisms preserve the ori-
entation and some homeomorphism of the IFS is transitive). Note that in this case
the set St is empty. Let us compare these results with Theorem 4. First, the con-
dition to be contracting on average depends on the selected Bernoulli probability
(an IFS may be contracting in average with respect to some probabilities but not
with respect to all Bernoulli probabilities). In contrast, weak hyperbolicity, separa-
bility, non-overlapping, and admissibility conditions are topological conditions that
5 An IFS is called non-overlapping if the maps Ti are injective and the sets Ti(I) have disjoint
interiors. We will see that separability is a weak form of non-overlapping, see Theorem 4.10. We
observe that [13] and [3] do not involve injective-like conditions of the IFS.
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do not involve probabilities. These conditions guarantee the asymptotic stability
of the Markov operator Tb of the IFS with respect to any Bernoulli probability b.
Finally, note that checking the properties of weak hyperbolicity and contracting
on average may be rather complicated, while the separability condition is compa-
rably much simpler, thus Theorem 4 can also be useful in these contexts.
2.2.2. Recurrent IFSs. A generalization of IFSs with probabilities are the so-called
recurrent IFSs introduced in [4], where the weights pi are replaced by a transition
matrix.
To be more precise, recall that a k× k matrix P = (pij) is a transition matrix if
pij ≥ 0 for all i, j and for every i it holds
∑k
j=1 pij = 1. An stationary probability
vector associated to P is a vector p¯ = (p1, . . . , pk) whose elements are non-negative
real numbers and sum up to 1 and satisfies p¯ P = p¯. The transition matrix P is
called irreducible if for every ℓ, r ∈ {1, . . . , k} there is n = n(ℓ, r) such that Pn =
(pnij) satisfies p
n
ℓ,r > 0. An irreducible transition matrix has a unique stationary
probability vector p¯ = (pi), see [15, page 100]. We consider the cylinders
[a0 . . . aℓ]
def
= {ω ∈ Σ+k : ω0 = a0, . . . , ωℓ = aℓ} ⊂ Σ
+
k
which is a semi-algebra that generates the Borel σ-algebra of Σ+k . We denote by
P+ the Markov measure associated to (P, p¯) defined on Σ+k , this measure is defined
on the cylinders [a0 . . . aℓ] by
P+([a0 . . . aℓ])
def
= pa0pa0a1 . . . paℓ−1aℓ .
Given an IFS(T1, . . . Tk) and an irreducible transition matrix P = (pij), we call
IFS(T1, . . . Tk;P+) a recurrent IFS. We now introduce the Markov operator in this
context. Consider the set X̂
def
= X × {1, . . . , k} with the product topology and the
corresponding Borel sets. Given a subset B̂ ⊂ X̂, its i-section is defined by
B̂i
def
= {x ∈ X : (x, i) ∈ B̂}.
The i-section of a probability measure µ̂ on X̂ is defined on the set X by
µi(B)
def
= µ̂(B × {i}), where B is any Borel subset of X .
Observe that µi is a finite measure on X but, in general, it is not a probability
measure. Since the measure µ̂ is completely defined by its sections we write µ̂ =
(µ1, . . . , µk) and note that
µ̂(B̂) =
k∑
j=1
µj(B̂j) for every Borel subset B̂ of X̂.
The (generalised) Markov operator of recurrent IFS(T1, . . . Tk;P+) is defined by
(2.5) SP+ : M1(X̂)→M1(X̂), µ̂ 7→ SP+(µ̂),
where
SP+(µ̂)(B̂)
def
=
∑
i,j
pijTj∗µi(B̂j).
A recurrent IFS(T1, . . . Tk;P+) is called asymptotically stable if the Markov op-
erator SP+ is asymptotically stable.
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Given a Markov measure P+ there is associated its inverse Markov measure P−
defined on Σ+k by
(2.6) P−([a0a1 . . . an])
def
= P+([an . . . a1a0]), for a cylinder [a0a1 . . . an].
The measure P− is also Markov (see Section 2.3.2).
There is the following generalised coding map from St to X̂ defined by
(2.7) ̟ : St → X̂, ̟(ξ)
def
= (π(ξ), ξ0).
In Theorem 5.5 we see that if a recurrent IFS(T1, . . . Tk;P+) is such that P−(St) =
1 and P− is mixing then it is asymptotically stable and the stationary measure of
SP+ is ̟∗P−, that is,
SnP+(µ̂)→∗
̟∗P
− for every µ̂ ∈ M1(X̂).
This is a version of Proposition 5.1 for recurrent IFSs.
As in the case of IFSs with probabilities, when X = [0, 1] we can improve Theo-
rem 5.5. In this proposition it is assumed that P−(St) = 1 (verifying this assumption
is in general difficult). When X = [0, 1] we can replace this condition by a “splitting
condition” that is quite straightforward to verify.
Consider a recurrent IFS(T1, . . . Tk;P+) defined on a compact metric space X .
A cylinder [j1 . . . js] is called admissible if P+([j1 . . . js]) > 0.
Definition 2.1 (Splitting Markov measure). Consider an IFS F = IFS(T1, . . . , Tk)
defined on [0, 1] and a non-trivial closed interval J of [0, 1]. A Markov measure P+
defined on Σ+k splits the IFS F in J if
• Ti(J) ⊂ J and Ti|J is injective for every j ∈ {1, . . . , k},
• there are admissible cylinders [i1 . . . iℓ] and [j1 . . . js] of P+ with i1 = j1
such that
Tj1 ◦ · · · ◦ Tjs(I) ∩ Ti1 ◦ · · · ◦ Tiℓ(I) = ∅
and
Tj1 ◦ · · · ◦ Tjs(I) ∪ Ti1 ◦ · · · ◦ Tiℓ(I) ⊂ J.
When J = I we say that P+ splits F.
Let T be a measure-preserving transformation on a probability space (X,B, µ).
Recall that (T, µ) is ergodic if for every measurable set A with T−1(A) = A it holds
µ(A) = 0 or µ(A) = 1. Recall that (T, µ) is mixing if
lim
n→∞
µ(T−n(A) ∩B) = µ(A)µ(B) for every A,B ∈ B.
A Borel measure µ on Σ+k is mixing if the system (σ, µ) is mixing.
Next theorem states consequences of the splitting property of a Markov measure
and is the main tool to get the asymptotic stability of the Markov operator.
Theorem 5. Consider an IFS(T1, . . . Tk) defined on the interval [0, 1]. If P+ is
mixing Markov measure that splits the IFS in some non-trivial closed interval J
then P+(St) = 1.
Next theorem gives sufficient conditions for the asymptotic stability of the Mar-
kov operator.
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Theorem 6. Consider a recurrent IFS(T1, . . . Tk;P+) defined on the interval [0, 1].
Suppose that the inverse Markov measure P− is mixing and splits the IFS in some
non-trivial closed interval J . Then IFS(T1, . . . Tk;P+) is asymptotically stable and
̟∗P− is the stationary measure of the Markov operator SP+.
Note that P+ is mixing if and only if P− is mixing. However, a splitting property
for P+ does not imply a splitting property for P− (and vice-versa).
2.3. Preliminaries and notation. We now establish some basic definitions and
notations.
2.3.1. Distances. Throughout this paper (X, d) is a compact metric space and P(X)
denotes the power set ofX . Given a point x ∈ X and a set A ⊂ X , distance between
x and A is defined by
d(x,A)
def
= inf{d(x, a) : a ∈ A}.
The Hausdorff distance between two sets A,B ⊂ X is defined by
dH(A,B)
def
= max{hs(A,B), hs(B,A)}, where hs(A,B)
def
= sup
a∈A
d(a,B).
Note that, in general, dH is only a pseudo-metric defined on P(X). Let H(X) ⊂
P(X) be the set of all non-empty compact subsets of X . Then (H(X), dH) is a
compact metric space, see [2].
2.3.2. Inverse Markov measures. Consider a transition matrix P = (pij) and a sta-
tionary probability vector p¯ = (p1, . . . , pk) of P . If all entries of p¯ are (strictly) pos-
itive then the inverse transition matrix associated to (P, p¯) is the matrix Q(P,p¯) =
(qij) where
qij
def
=
pj
pi
pji.
Note that Q = Q(P,p¯) is a transition matrix and p¯ is a stationary probability vector
of Q(P,p¯). We observe that if P is primitive if and only if Q is primitive.
Denote by P− the Markov measure associated to (Q, p¯). For every cylinder
[a0 . . . aℓ] it holds
P−([a0 . . . aℓ]) = P
+([aℓ . . . a0]),
where P+ is the Markov measure associated to (P, p¯).
Let us observe that a Markov measure P+ is mixing if and only if the transition
matrix is primitive6 (i.e. there is n ≥ 1 such that all the entries of Pn are strictly
positive), see for instance [10, page 79]. As a consequence, P− is mixing if and only
if P is primitive.
3. Attractors of iterated function systems
This section is devoted to the study of fixed points and the attractors of the
Barnsley-Hutchinson operator of an IFS (see Sections 3.1 and 3.2). Our goal is to
prove Theorems 1, 2, and 3 (see Sections 3.3, 3.4, and 3.6, respectively). We also
get some topological properties of the target set At in Section 3.5.
In what follows we consider F = IFS(T1, . . . Tk) and denote by BF = B its
Barnsley-Hutchinson operator, recall (1.1).
6Also called aperiodic.
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3.1. Fixed points for the Barnsley-Hutchinson operator. We will show that
every compact invariant set A of X (i.e., B(A) ⊂ A) contains some fixed point of B.
Since X is invariant for B this implies that B always has at least one fixed point.
To each set A we associate the set A∗
def
=
⋂
n≥0 B
n(A), recall (2.3).
Recall that H(X) denotes the set consisting of all non-empty compact subsets
of X . We consider in H(X) the Hausdorff distance dH .
Proposition 3.1 (Existence of fixed points of B). Consider A ∈ H(X) such that
B(A) ⊂ A. Then A∗ is a fixed point of B. In particular, X∗ is a fixed point of B.
Proof. The proposition follows from the next lemma and the continuity of B.
Lemma 3.2. Let (An) be a sequence of nested compact sets, An+1 ⊂ An, and
A =
⋂
n≥0An. Then dH(An, A)→ 0.
Proof. The proof is by contradiction. If the lemma is false there are ǫ > 0 and a
subsequence (nℓ), nℓ → ∞, such that dH(Anℓ , A) ≥ ǫ for all ℓ. Since A ⊂ An, for
each ℓ there is a point pℓ ∈ Anℓ such that d(pℓ, A) ≥ ǫ. By compactness, taking a
subsequence if necessary, we can assume that pℓ → p. As (An) is nested it follows
that p ∈ A, contradicting that d(pℓ, A) ≥ ǫ for all ℓ. 
To prove the proposition it is enough to apply the lemma to nested sequence
An = Bn(A). 
Now let us look more closely to the fixed point X∗ of B. For that to each ξ ∈ Σ+k
we consider its fibre defined by
(3.1) Iξ
def
=
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(X), if ξ = ξ0ξ1 . . . .
We will see in Lemma 3.3 that the set X∗ is the union of the fibres Iξ.
Note that every fibre is a non-empty set: just note that (Tξ0 ◦ · · · ◦ Tξn(X))n∈N
is a sequence of nested compacts sets. Moreover, when X is an interval, the fibres
also are intervals (may be trivial ones). With this definition, the set St of weakly
hyperbolic sequences, recall (1.3), is given by
St = {ξ ∈ Σ
+
k : Iξ is a singleton}.
From the definition of the target set At in (2.2) it immediately follows that
(3.2) At =
⋃
ξ∈St
Iξ.
Recall that by definition for every set A we have
(3.3) A∗ =
⋂
n≥0
Bn(A) =
⋂
n≥0
⋃
ξ∈Σ+
k
Tξ0 ◦ · · · ◦ Tξn−1(A).
Next lemma just says that the operations “ ∪ ” and “ ∩ ” above commute.
Lemma 3.3. Let A ∈ H(X) such that B(A) ⊂ A. Then
A∗ =
⋂
n≥0
Bn(A) =
⋃
ξ∈Σ+
k
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(A).
In particular,
X∗ =
⋃
ξ∈Σ+
k
Iξ.
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Proof. Condition B(A) ⊂ A implies that Bn(A) is a decreasing nested family of
compact subsets and Ti(A) ⊂ A for all i = 1, . . . , k. From equation (3.3) it follows
immediately that⋃
ξ∈Σ+
k
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(A) ⊂
⋂
n≥0
⋃
ξ∈Σ+
k
Tξ0 ◦ · · · ◦ Tξn(A) = A
∗.
which implies the inclusion “⊃”.
To prove the inclusion “⊂” we use the following classical combinatorial lemma,
see for instance [16, page 302].
Lemma 3.4 (König’s lemma). Let G be a connected graph with infinitely many
vertices such that every vertex has finite degree. Then G contains an infinite path
with no repeated vertices.
Take now any point p ∈
⋂
n≥0 B
n(A). Then for each n ≥ 1 there is a finite
sequence βn0 . . . β
n
n−1 such that p ∈ Tβn0 ◦ · · · ◦ Tβnn−1(A). As B(A) ⊂ A this implies
that p ∈ Tβn
0
◦ · · · ◦ Tβn
ℓ
(A) for all ℓ ≤ n− 1.
We now apply Lemma 3.4 to the graph G whose vertices are the sets⋃
n≥0
{
Tβn0 ◦ · · · ◦ Tβnn−1(A), Tβn0 ◦ · · · ◦ Tβnn−2(A), · · · , Tβn0 (A), A
}
.
Note that, in principle, an vertex can be obtained using different compositions.
The edges of the graph are defined as follows: the vertex Tβn
0
◦ · · · ◦ Tβn
ℓ
(A) has
edges joining to Tβn0 ◦ · · · ◦ Tβnℓ−1(A) and Tβn0 ◦ · · · ◦ Tβnℓ+1(A) (provided ℓ − 1 ≥ 0
and ℓ+ 1 ≤ n).
Observe that the way we define the graphG allows that a pair of adjacent vertices
may have infinite links a, thus in such a case the graph has not finite degree. To
bypass this difficulty, we consider the underlying simple graph G0 of G obtained by
deleting from every pair of adjacent vertices all but one edge joining them. For the
underlying simple graph G0 the “top vertex” A has at most k edges (joining to the
sets T1(A), . . . , Tk(A)) and the other vertices has at most k+ 1 edges. In this way,
the graph G0 has finite degree at most k + 1.
Lemma 3.4 now gives a simple path with infinite length. This simple path
provides a sequence ξ = ξ0 . . . ξn . . . such that p ∈ Tξ0 ◦ · · · ◦ Tξn(A) for every n.
This implies the inclusion “⊂”. 
3.2. Conley and strict attractors. In this section we introduce the notion of a
minimum fixed point of an IFS and prove that if St 6= ∅ then the closure of the
target set is a minimum fixed point of B. We also characterise strict attractors for
IFSs with St 6= ∅.
3.2.1. Minimal fixed points and minimum fixed point. Note that the set X∗ is the
maximum fixed point (ordered by inclusion) of the map B, meaning that if K is
another fixed point of B then K ⊂ X∗. A natural question is about the existence
of a minimum fixed point Y of B, meaning that if K is any fixed point of B then
Y ⊂ K. By definition, maximum and minimum fixed points are unique. We see
that, in general, may no exist a minimum fixed point. Observe that an application
of Zorn’s lemma immediately provides a minimal fixed point for B, that is, a fixed
point that does not contain properly another fixed point. Note that, by definition,
a minimum fixed point is minimal, but the converse is not true in general.
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To get a simple example of an IFS without a minimum fixed point just consider
the IFS(T1, T2) defined on the interval [0, 1] with T1(x) = x and T2(x) = 1−x. For
each x ∈ [0, 1], the set {x, 1 − x} is a fixed point of B. Clearly, the set {x, 1 − x}
is minimal. It is also obvious, that there is not a fixed point contained in all fixed
points. Thus the minimal fixed points cannot be minimum fixed points.
In the previous example we have St = ∅. Next proposition shows that the
condition St 6= ∅ guarantees the existence of a minimum fixed point. For the next
result recall the characterisation of the set At in (3.2).
Proposition 3.5. Suppose that St 6= ∅. Then At is the minimum fixed point of B.
Proof. We need to see that B(At) = At and At ⊂ K for every compact set K with
B(K) = K.
To prove the second assertion, fix any compact set K that is fixed point of B and
take any point p ∈ At. By the characterisation of At in (3.2) there is a sequence ξ
such that
(3.4) {p} =
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(X) ⊃
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(K).
Since the last intersection is non-empty and contained in K it follows p ∈ K. This
implies that At (and hence At) is contained in K.
To see that B(At) = At note that the continuity of the maps Ti implies that for
p as in (3.4) and every i = 1, . . . , k it holds
{Ti(p)} =
⋂
n≥0
Ti ◦ Tξ0 ◦ · · · ◦ Tξn(X).
This implies that B(At) ⊂ At. Hence, by continuity of the maps Ti, B(At) ⊂ At.
By definition this implies that (At)
∗ ⊂ (At). By Proposition 3.1, (At)∗ is a fixed
point of B. The minimality property proved before implies that At ⊂ (At)∗. This
ends the proof of the proposition. 
Note that in the proof of the proposition we obtained the following.
Scholium 3.6. Given an IFS(T1, . . . Tk) with St 6= ∅ it holds Ti(At) ⊂ At.
3.2.2. Characterisation of strict attractors. The proposition below claims that an
IFS with a weakly hyperbolic sequence has at most one strict attractor and describes
such an attractor.
Proposition 3.7. Consider an IFS defined on a compact metric space such that
St 6= ∅. Then there exists at most one strict attractor. If such a strict attractor
exists then it is equal to At.
Proof. If there are no strict attractor we are done. Otherwise assume that there
is a strict attractor K. Since K is a fixed point of B, Proposition 3.5 implies
that At ⊂ K. Since by definition of a strict attractor the set K attracts every
compact set in a neighbourhood of it, the minimum fixed point At is attracted by
K. Therefore At = K, proving the proposition. 
The following example shows that there are IFSs with St 6= ∅ without strict
attractors. In this example At is stable (recall (1.4)).
Example 3.8. Consider the maps T1, T2 : [0, 2]→ [0, 2] depicted in Figure 1 and
defined by
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• T1(x) =
1
3x and
• T2 : [0, 2]→ [0, 2] is the piecewise-linear map defined by T2(x) =
1
3x+
2
3 for
x ∈ [0, 1] and T2(x) = x for x ∈ [1, 2],
Let C be the standard ternary Cantor set in the interval [0, 1]. We claim that
St 6= ∅, At = C, and C is not a strict attractor. Indeed, C is not a Conley attractor.
We now prove these assertions.
First, as T1 is a contraction 1¯ ∈ St, where 1¯ is the sequence whose terms are all
equal to 1.
For the second assertion, consider the auxiliary IFS(f1, f2) where f1 = T1|[0,1]
and f2 = T2|[0,1]. Note that C is the attractor of IFS(f1, f2) (see, for instance,
Example 1 in [14, Section 3.3]). In particular, the set C is the unique fixed point of
the Barnsley-Hutchinson operator B of IFS(T1, T2) contained in [0, 1]. Since [0, 1] is
B-invariant, by Propositions 3.1 and 3.5 we have At ⊂ [0, 1]∗ ⊂ [0, 1] and therefore
At = C.
To see that C is not a strict attractor, just note that every open neighbourhood
of C necessarily contains an interval of the form [1, δ). Since T2(x) = x for all
x ∈ [1, δ) the assertion follows.
2
3
Figure 1. The set At is not a Conley attractor
3.3. Proof of Theorem 1. Since every strict attractor is a Conley attractor, to
prove the theorem it is enough to see that given an IFS(T1, . . . Tk) such that At is
a non-empty Conley attractor then At is a strict attractor. We need the following
preparatory lemma:
Lemma 3.9. Consider sequences (An) of compact sets in H(X) and (pn) of points
in X with An → A and pn → p in the Hausdorff distance dH . Then
d(p,A) = lim
n→∞
d(pn, An).
Proof. We use the following “triangular” inequality: given a point q and two com-
pact sets A and B it holds
d(q, A) ≤ d(q, B) + dH(A,B).
Consider the sequences (An) and (pn) in the lemma. Applying twice the “triangular”
inequality above we get
d(p,A) ≤ d(p, pn) + d(pn, A) ≤ d(p, pn) + d(pn, An) + dH(An, A).
By hypothesis, d(p, pn)→ 0 and dH(An, A)→ 0. We conclude that
(3.5) d(p,A) ≤ lim inf
n
d(pn, An).
Applying again twice the “triangular” inequality, we get
d(pn, An) ≤ d(pn, p) + d(p,An) ≤ d(pn, p) + d(p,A) + dH(A,An).
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This implies that
(3.6) lim sup
n
d(pn, An) ≤ d(p,A).
Equations (3.5) and (3.6) imply the lemma. 
We are now ready to prove the theorem. Since At is a Conley attractor it has an
open neighbourhood U such that Bn(U)→ At. To prove that At is a strict attractor
we need to check that for every compact set K ∈ H(U) it holds Bn(K)→ At. For
that it is enough to see that for any ǫ > 0 there is n0 ∈ N such that for every n ≥ n0
it holds
(3.7) dH(At,B
n(K)) = max{hs(At,B
n(K)), hs(B
n(K), At)} ≤ ǫ.
By hypothesis, Bn(U) → At. Thus there is n0 such that for every n ≥ n0 we
have
hs(B
n(U), At) ≤ ǫ.
Therefore, for every n ≥ n0,
hs(B
n(K), At) ≤ hs(B
n(U), At) ≤ ǫ.
Hence to prove (3.7) it remains to see that hs(At,Bn(K)) ≤ ǫ for every n sufficiently
large. This is proved in the next lemma.
Lemma 3.10. For every K ∈ H(X) it holds limn→∞ hs(At,Bn(K)) = 0.
Proof. The proof is by contradiction. Assume that there are a compact set K ∈
H(X) and a sequence (nℓ) such that hs(At,Bnℓ(K)) > ǫ for every ℓ. Note that for
each ℓ there is pnℓ ∈ At with d(pnℓ ,B
nℓ(K)) > ǫ. By compactness we can assume
that pnℓ → p
∗ ∈ At and that Bnℓ(K)→ K̂. By Lemma 3.9,
(3.8) d(p∗, K̂) ≥ ǫ.
We now derive a contradiction from this inequality. By construction, there is ℓ0
such that
(3.9) hs(B
nℓ(K), K̂) <
ǫ
2
, for all ℓ ≥ ℓ0.
Take q ∈ B ǫ
2
(p∗) ∩ At and note that there is a sequence ω = ω0 ω1 . . . ∈ St such
that ⋂
n≥0
Tω0 ◦ · · · ◦ Tωn(X) = {q}.
Therefore there is m0 such that
Tω0 ◦ · · · ◦ Tωm−1(K) ⊂ Tω0 ◦ · · · ◦ Tωm−1(X) ⊂ B ǫ2 (p
∗) for every m ≥ m0.
Since Tω0 ◦ · · · ◦ Tωm−1(K) ⊂ B
m(K), for every ℓ big enough we have Bnℓ(K) ∩
B ǫ
2
(p∗) 6= ∅.
Note that for every ℓ sufficiently large Bnℓ(K) ∩B ǫ
2
(p∗) 6= ∅ and equation (3.9)
holds. Hence for every z ∈ Bnℓ(K)∩B ǫ
2
(p∗) we have d(z, K̂) < ǫ2 and d(z, p
∗) < ǫ2 .
Hence d(p∗, K̂) < ǫ contradicting (3.8). This ends the proof of the lemma. 
The proof of the theorem is now complete. 
Scholium 3.11. If U is a neighbourhood of At such that Bn(U) → At then every
compact subset of U also satisfies Bn(K)→ At.
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We have the following corollary that allows us to stablish a connection between
the set At and semifractals.
Corollary 3.12. Consider an IFS such that St 6= ∅. Then
lim
n→∞
Bn(K) = At, for every compact set K ⊂ At.
Proof. The statement is an immediate consequence of Lemma 3.10 and the invari-
ance of At. 
Remark 3.13. Combining Propositions 3.5 and Corollary 3.12 one gets the fol-
lowing: if St 6= ∅ then set At is a minimum fixed point that attracts every compact
set inside it.
3.4. Proof of Theorem 2. Suppose that the set At is non-empty. We need to
prove the equivalence of the following three assertions:
(1) At = X
∗;
(2) the Barnsley-Hutchinson operator B has a unique fixed point;
(3) X∗ is a global attractor (a strict attractor whose basin is the whole space).
The equivalence 1⇔ 2 follows immediately from Proposition 3.5 (“the minimum
fixed point At is equal to the maximum fixed point X
∗”).
The implication 3 ⇒ 2 follows noting that if K is a fixed point of B and since
X∗ is a global attractor then K = Bn(K)→ X∗ and thus K = X∗.
To prove 1 ⇒ 3 note that, by Lemma 3.2, X∗ = limn→∞ Bn(X) and thus X∗
is a Conley attractor. Then if At = X
∗ we have that At is a Conley attractor, by
Theorem 1 and Scholium 3.11 this set is a strict attractor whose basin is the whole
space. 
3.5. Structure of set At. The main result of this section is Proposition 3.14 about
the topological structure of the target set At. This result will be used in Section 4.3.
We begin by observing that, in general, the set At is not necessarily closed. The
IFS in Example 3.8 illustrates this case. In this example At is the ternary Cantor
set C in [0, 1], thus 1 ∈ At. We claim that 1 6∈ At and thus At is not closed. Recall
the definitions of IFS(T1, T2) and IFS(f1, f2) in this example and consider their
natural associated projections πT and πf , see (2.1). Arguing by contradiction, if
1 ∈ At then there is a sequence ξ ∈ St with πT (ξ) = 1. In this case we also have
πf (ξ) = 1. It is easy to check that ξ = 2¯ and that 2¯ 6∈ St, where 2¯ = (ξi = 2). This
gives a contradiction.
Proposition 3.14. Consider IFS(T1, . . . , Tk) defined on a compact set X such that
At 6= ∅.
(1) Assume that the IFS is injective in At. Then either At is a singleton or At
has no isolated points (thus it is infinite).
(2) Assume that the maps Ti are open. Then either At has empty interior or
int(At) ⊂ At ⊂ int(At).
We observe that in the proof of the first item of the proposition we only use the
injectivity of the maps Ti on At.
Let us also observe that if the maps Ti are not injective then the set At can be
finite with more than one element. The maps depicted in Figure 2 give an example
of this case, where At = {0,
1
2 , 1}.
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1
2
1
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Figure 2. #(At) = 3
Remark 3.15. Every injective IFS(T1, . . . , Tk) defined on [0, 1] satisfies the hy-
potheses in the second part of Proposition 3.14.
Proof of Proposition 3.14. We prove the first item in the proposition. If At is a
singleton we are done. Otherwise #(At) ≥ 2. To see that every p ∈ At is not
isolated we check that for every every neighbourhood V of p the set At∩V contains
at least two points. By definition of At, there is a finite sequence ξ0 . . . ξn such that
Tξ0 ◦ · · · ◦ Tξn(X) ⊂ V.
In particular,
Tξ0 ◦ · · · ◦ Tξn(At) ⊂ V.
Since Tξ0 ◦ · · · ◦ Tξn(At) ⊂ At (recall Scholium 3.6) and Tξ0 ◦ · · · ◦ Tξn is one-to-one
in At, we have that V contains at least two points of At, proving the first part of
the proposition.
We now prove the second item of the proposition. If At has empty interior we
are done. Thus we can assume that int(At) 6= ∅. Since int(At) ⊂ At it only remains
to see that At ⊂ int(At). Take a point x ∈ At and any open neighbourhood V of
x. By definition of At there is a finite sequence ξ0 . . . ξn such that
Tξ0 ◦ · · · ◦ Tξn(X) ⊂ V.
By Ti(At) ⊂ At it follows
Tξ0 ◦ · · · ◦ Tξn(int(At)) ⊂ V ∩ At.
Since int(At) is an open set and the maps Ti are open, then Tξ0 ◦ · · · ◦ Tξn(int(At))
is a non-empty and open subset of V ∩ At, thus V ∩ int(At) 6= ∅. Since this holds
for every neighbourhood of x we get that x ∈ int(At). The proof of the proposition
is now complete. 
3.6. Proof of Theorem 3. Suppose that At is stable. We need to prove that
given any disjunctive sequence ξ and any point x it holds
At =
⋂
ℓ≥0
{xn,ξ : n ≥ ℓ}, where xn,ξ
def
= Tξn ◦ · · · ◦ Tξ0(x).
To simplify notation write
Yℓ
def
= {xn,ξ : n ≥ ℓ}.
For the inclusion “⊂” take any point p ∈ At and fix ℓ ≥ 0. We need to see that
for every neighbourhood V of p it holds
(3.10) V ∩ Yℓ 6= ∅.
By definition of At there is a finite sequence c0 . . . cr such that
(3.11) Tcr ◦ · · · ◦ Tc0(X) ⊂ V.
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We can assume that r ≥ ℓ. Since ξ has dense orbit there is m1 such that
ξm1 = c0, ξm1+1 = c1, . . . , ξm1+r = cr.
Therefore, from (3.11) it follows
xm1+r,ξ = Tξm1+r ◦ · · · ◦ Tξm1 ◦ Tξm1−1 ◦ · · · ◦ Tξ0(x) ∈ V.
Since m1 + r ≥ ℓ we have that V ∩ Yℓ 6= ∅, proving (3.10).
We now prove the inclusion “⊂”. Take any neighbourhood V of At. Since At is
stable it has a neighbourhood V0 ⊂ V such that Bn(V0) ⊂ V for every n ≥ 0. Since
ξ is a disjunctive sequence and At ⊂ V0 there is n0 ∈ N such that xn0,ξ ∈ V0. Hence
Yn0 ⊂ V and thus Yn0 ⊂ V . As the sequence of sets (Yℓ) is nested, we have that⋂
ℓ≥0 Yℓ ⊂ V . Since this holds for every neighbourhood V of At we conclude that⋂
ℓ≥0
Yℓ ⊂ At.
Finally, as Yℓ is a nested sequence of compact sets, from Lemma 3.2 and the def-
inition of a Hausdorff limit, it follows Yℓ−→At, where the convergence is in the
Hausdorff distance. 
4. Measure and rigidity of St for IFSs on [0, 1]
In this section, for IFSs defined on [0, 1], we study the measure of St for Markov
measures and prove Theorem 5, see Section 4.1. In Section 4.2 we prove a result
about probabilistic rigidity of the set St: under quite general conditions, if St
intersects the support of a Markov measure it has full probability. Finally, in
Section 4.3 we characterise separable IFSs.
4.1. Proof of Theorem 5. Given an IFS(T1, . . . Tk) defined on I = [0, 1] we need
to see that every mixing Markov measure that splits the IFS in some non-trivial
closed interval J satisfies P+(St) = 1.
Recall the definition of the fibre Iξ of a sequence in Σ
+
k in (3.1). Given x ∈ [0, 1]
we consider the set of sequences whose fibres contain x defined by
(4.1) Σx
def
= {ξ ∈ Σ+k : x ∈ Iξ}.
Lemma 4.1. Suppose that P+(Σx) = 0 for all x ∈ [0, 1]. Then P+(St) = 1.
Proof. Note that if ξ 6∈ St then its fibre Iξ is a non-trivial interval and hence
contains a rational point. This implies that
(St)
c = Σ+k \ St ⊂
⋃
x∈Q∩[0,1]
Σx.
This union is countable and each set Σx satisfies P+(Σx) = 0, thus P+(St) = 1. 
In view of Lemma 4.1, to see that P+(St) = 1 it is sufficient to show the following:
Theorem 4.2. Consider an IFS defined on I = [0, 1] and a mixing Markov measure
P+ that splits the IFS in some non-trivial interval J . Then P+(Σx) = 0 for all
x ∈ [0, 1].
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Proof. By the splitting hypothesis there is a pair of admissible cylinders [i1 . . . iℓ]
and [j1 . . . js] with i1 = j1 such that
Tj1 ◦ · · · ◦ Tjs(I) ∩ Ti1 ◦ · · · ◦ Tiℓ(I) = ∅, and
Tj1 ◦ · · · ◦ Tjs(I) ∪ Ti1 ◦ · · · ◦ Tiℓ(I) ⊂ J.
(4.2)
Next claim restates the splitting condition:
Claim 4.3. There are admissible cylinders [ξ0 . . . ξN−1] and [ω0 . . . ωN−1] such that
ξ0 = ω0, ξN−1 = ωN−1,
Tξ0 ◦ · · · ◦ TξN−1(I) ∩ Tω0 ◦ · · · ◦ TωN−1(I) = ∅ and
Tξ0 ◦ · · · ◦ TξN−1(I) ∪ Tω0 ◦ · · · ◦ TωN−1(I) ⊂ J.
Proof. Consider j1, . . . , js and i1, . . . , iℓ as in (4.2). Since P+ is mixing there is n0
such that for every n ≥ n0 there are admissible cylinders of the form [iℓc1 . . . cn−10]
and [jsd1 . . . dn−10]. Take now n1, n2 ≥ n0 and admissible cylinders [iℓc1 . . . cn10]
and [jsd1 . . . dn20] such that n1+ℓ = n2+s. Let N = ℓ+n1+1. Then the cylinders
[ξ0 . . . ξN−1] = [i1 . . . iℓc1 . . . cn10] and [ω0 . . . ωN−1] = [j1 . . . isd1 . . . dn20]
are admissible and satisfy the intersection and union properties in the claim. To see
why this is so note that Tc1 ◦· · ·◦Tcn1 ◦T0(I) ⊂ I and Td1 ◦· · ·◦Tdn2 ◦T0(I) ⊂ I. 
We now fix x ∈ I and prove that P+(Σx) = 0. For that fix N , the admissible
cylinders [ξ0 . . . ξN−1] and [ω0 . . . ωN−1] in the claim, and for j ≥ 1 define the sets
(4.3) Σjx
def
= {[a0 . . . ajN−1] ⊂ Σ
+
k : x ∈ Ta0 ◦ · · · ◦ TajN−1(I)} and S
j
x
def
=
⋃
C∈Σjx
C.
Note that by definition Sj+1x ⊂ S
j
x and that for each j ≥ 1 it holds Σx ⊂ S
j
x. Hence
Σx ⊂
⋂
j≥1
Sjx.
Therefore
P+(Σx) ≤ P
+
( ⋂
j≥1
Sjx
)
= lim
j→∞
P+(Sjx).
Hence the assertion P+(Σx) = 0 in the theorem follows from the next proposition:
Proposition 4.4. limj→∞ P+(Sjx) = 0.
Proof. Suppose, for instance, that the cylinders in the claim satisfy
(4.4) 0 < P+([ξ0 . . . ξN−1]) ≤ P
+([ω0 . . . ωN−1]).
The first inequality follows form the admissibility of [ξ0 . . . ξN−1].
Define for j ≥ 1 the family of cylinders
Ej
def
= {[a0 . . . ajN−1] ⊂ Σ
+
k : σ
iN ([a0 . . . ajN−1])∩ [ξ0 . . . ξN−1] = ∅, i = 0, . . . , j−1}
and their union
Qj
def
=
⋃
C∈Ej
C.
Note that by definition Qj+1 ⊂ Qj. Let
Q∞
def
=
⋂
j≥1
Qj = {ω ∈ Σ+ : σiN (ω) ∩ [ξ0 . . . ξN−1] = ∅ for all i ≥ 0}.
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Recall that the mixing property of (σ,P+) implies the ergodicity of (σN ,P+). Thus
the Birkhoff’s ergodic theorem implies that P+(Q∞) = 0. Therefore condition
Qj+1 ⊂ Qj implies that
lim
j→∞
P+(Qj) = 0.
In view of this property, the proposition follows from the next lemma.
Lemma 4.5. P+(Sjx) ≤ P
+(Qj) for all j ≥ 1.
Proof. For each j ≥ 1 consider the auxiliary substitution function Fj : Σjx → E
j de-
fined as follows. For each cylinder [α0 . . . αjN−1] ∈ Σjx we consider its sub-cylinders
[α0 . . . αN−1], [αN . . . α2N−1], . . . , [α(j−1)N . . . αjN−1] and use the following concate-
nation notation
[α0 . . . αjN−1] = [α0 . . . αN−1] ∗ [αN . . . α2N−1] ∗ · · · ∗ [α(j−1)N . . . αjN−1].
In a compact way, we write
C = C0 ∗ C1 ∗ · · · ∗ Cj−1
where the cylinder C has size jN and each cylinder Ci has size N . With this
notation we define Fj by
Fj(C)
def
= Fj(C0 ∗ C1 ∗ · · · ∗ Cj−1) = C
′
0 ∗ C
′
1 ∗ · · · ∗ C
′
j−1,
where C′i = Ci if Ci 6= [ξ0 . . . ξN−1] and C
′
i = [ω0 . . . ωN−1] otherwise.
Claim 4.6. For every j ≥ 1 it holds P+(C) ≤ P+(Fj(C)) for every C ∈ Σjx.
Proof. Recalling that ω0 = ξ0 and ωN−1 = ξN−1, from equation (4.4) we immedi-
ately get the following: For every m, s ≥ 0 and every pair of cylinders [a0 . . . as]
and [b0 . . . bm] it holds
(1) P+([a0 . . . asξ0 . . . ξN−1b0 . . . bm]) ≤ P+([a0 . . . asω0 . . . ωN−1b0 . . . bm]),
(2) P+([ξ0 . . . ξN−1b0 . . . bm]) ≤ P+([ω0 . . . ωN−1b0 . . . bm]), and
(3) P+([a0 . . . asξ0 . . . ξN−1] ≤ P+([a0 . . . asω0 . . . ωN−1].
The inequality P+(C) ≤ P+(Fj(C)) now follows from the definition of Fj . 
Claim 4.7. The map Fj is injective for every j ≥ 1.
Proof. Fix j ≥ 1. Given cylinders C, C˜ ∈ Σjx, using the notation above write
C = C0 ∗ C1 ∗ · · · ∗ Cj−1 and C˜ = C˜0 ∗ C˜1 ∗ · · · ∗ C˜j−1. Then
Fj(C) = C
′
0 ∗ C
′
1 ∗ · · · ∗ C
′
j−1 and Fj(C˜) = C˜
′
0 ∗ C˜
′
1 ∗ · · · ∗ C˜
′
j−1.
Suppose that Fj(C) = Fj(C˜). Then C
′
i = C˜
′
i for all i = 0, . . . , N−1. If C 6= C˜ there
is a first i such that Ci 6= C˜i. Then either Ci = [ξ0 . . . ξN−1] and C˜i = [ω0 . . . ωN−1]
or vice-versa. Let us assume that the first case occurs.
If i = 0 then the definition of Σjx implies that
x ∈ Tξ0 ◦ · · · ◦ TξN−1(I) ∩ Tω0 ◦ · · · ◦ TωN−1(I),
contradicting Claim 4.3. Thus we can assume that i > 0 and define the cylinder
[η0 . . . η(i−1)N−1]
def
= C0 ∗ C1 ∗ · · · ∗ Ci−1 = C˜0 ∗ C˜1 ∗ · · · ∗ C˜i−1.
Write (i − 1)N − 1 = r. By the definition of Σjx in (4.3) we have
(4.5) x ∈ Tη0 ◦ · · · ◦ Tηr ◦ Tξ0 ◦ · · · ◦ TξN−1(I)∩ Tη0 ◦ · · · ◦ Tηr ◦ Tω0 ◦ · · · ◦ TωN−1(I).
NON-HYPERBOLIC ITERATED FUNCTION SYSTEMS 21
Since for every i we have that Ti(J) ⊂ J and Ti|J is injective, the intersection and
union inclusion properties in Claim 4.3 implies that
Tη0 ◦ · · · ◦ Tηr ◦ Tξ0 ◦ · · · ◦ TξN−1(I) ∩ Tη0 ◦ · · · ◦ Tηr ◦ Tω0 ◦ · · · ◦ TωN−1(I) = ∅,
contradicting (4.5). Thus C = C˜ and proof of the claim is complete. 
To prove that P+(Sjx) ≤ P
+(Qj) note that
P+(Sjx) =
(a)
∑
C∈Σjx
P+(C) ≤
(b)
∑
C∈Σjx
P+(Fj(C)) =
(c)
P+
( ⋃
C∈Σjx
Fj(C)
)
≤
(d)
P+(Qj),
where (a) follows from the disjointness of the cylinders C ∈ Σjx, (b) from Claim 4.6,
(c) from the injectivity of Fj (Claim 4.7), and (d) from Fj(C) ∈ Ej ⊂ Qj. The
proof of the lemma is now complete. 
This completes the proof of the proposition. 
The proof of Theorem 4.2 (i.e., P+(Σx) = 0) is now complete. 
The proof of Theorem 5 is now complete. 
4.2. Probabilistic rigidity of St. In this section we see that under quite general
conditions the hypothesis St ∩ supp(P+) 6= ∅ implies that P+(St) = 1. Recall the
definition of the projection π in (2.1).
Theorem 4.8. Consider an injective IFS(T1, . . . Tk) defined on I = [0, 1]. Let P+
be a mixing Markov measure defined on Σ+k with transition matrix P = (pij).
• If there is i ∈ {1, . . . , k} such that π is not constant in [i] ∩ supp(P+) then
P+(St) = 1. In particular,
#π
(
St ∩ supp(P
+)
)
≥ k + 1 =⇒ P+(St) = 1.
• If the maps Ti have no common fixed points and for every i and j, with
i 6= j, there is m ∈ {1, . . . , k} with pmi pmj > 0. Then
St ∩ supp(P
+) 6= ∅ ⇐⇒ P+(St) = 1.
Proof. To prove the first item of the theorem note that by hypothesis there is i
such that π is not constant in [i]∩ supp(P+). Hence ξ, ω ∈ [i]∩ supp(P+)∩ St such
that π(ξ) 6= π(ω). Thus there are s and ℓ such that
Tξ0 ◦ · · · ◦ Tξs(I) ∩ Tω0 ◦ · · · ◦ Tωℓ(I) = ∅.
As ξ, ω ∈ [i] ∩ supp(P+) the cylinders [ξ0 . . . ξs] and [ω0 . . . ωℓ] are both admissible
and satisfy ξ0 = ω0 = i. This means that P+ splits the IFS. Hence, by Theorem 5,
P+(St) = 1.
For the second part of the first item, just note that if #π
(
St ∩ supp(P+)
)
≥
k + 1 then from the pigeonhole principle there is i such that π is not constant in
[i] ∩ supp(P+).
The implication (⇐) in the second item of the theorem is immediate. For the
implication (⇒) we need the following lemma.
Lemma 4.9. For every ξ ∈ St ∩ supp(P+) there is ω ∈ St ∩ supp(P+) such that
π(ξ) 6= π(ω).
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Proof. Fix ξ ∈ St. By definition of St we have that
{π(ξ)} =
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(I).
As the maps Ti have no common fixed points there is i0 such that Ti0(π(ξ)) 6= π(ξ).
The definition of an irreducible matrix implies that there is an admissible cylinder
of the form [i0i1 . . . imξ0]. Let
r
def
= max
{
ℓ ∈ {0, . . . ,m} : Tiℓ(π(ξ)) 6= π(ξ)
}
≥ 0.
Consider the concatenation ω = ir . . . im ∗ ξ. Note that, by definition, π(ζ) =
Tζ0(π(σ(ζ))) for every ζ ∈ St. Hence
π(ω) = Tir ◦ · · · ◦ Tim(π(ξ)).
By definition of r,
Tim(π(ξ)) = · · · = Tir+1(π(ξ)) = π(ξ).
Therefore
π(ω) = Tir (π(ξ)) 6= π(ξ).
It remains to see that ω ∈ St ∩ supp(P+), for that just note that the cylinder
[i0 . . . imξ0] is admissible and ξ ∈ supp(P+). This ends the proof of the lemma. 
Take sequences ξ and ω as in Lemma 4.9. By definition of π,
{π(ξ)} =
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(I) and {π(ω)} =
⋂
n≥0
Tω0 ◦ · · · ◦ Tωn(I).
As π(ξ) 6= π(ω) there are ℓ and s such that
(4.6) Tξ0 ◦ · · · ◦ Tξℓ(I) ∩ Tω0 ◦ · · · ◦ Tωs(I) = ∅.
Note that the cylinders [ξ0 . . . ξℓ] and [ω0 . . . ωs] are admissible. If ξ0 = ω0 we are
done. Otherwise, ξ0 6= ω0 and by hypothesis there is m such that pmξ0 > 0 and
pmω0 > 0. This implies that the cylinders [mξ0 . . . ξℓ] and [mω0 . . . ωs] are both
admissible. Since the maps Ti are injective it follows from (4.6)
Tm ◦ Tξ0 ◦ · · · ◦ Tξℓ(I) ∩ Tm ◦ Tω0 ◦ · · · ◦ Tωs(I) = ∅.
Therefore P+ splits the IFS and by Theorem 5 we have P+(St) = 1. This ends the
proof of the theorem. 
4.3. Separability. In this section we give some characterisations of a separable
IFS. Note that item (2) in the next theorem means that the IFS is separable.
Theorem 4.10. Consider an IFS(T1, . . . Tk) defined on I = [0, 1]. Suppose that
there is some non-trivial closed interval J such that Ti(J) ⊂ J and Ti|J is injective
for every j ∈ {1, . . . , k}. Then the following assertions are equivalent:
(1) The maps of the IFS have no common fixed points and St 6= ∅.
(2) The target set At has at least two elements.
(3) There are finite sequences ξ1 . . . ξℓ and ω1 . . . ωs such that
Tξ1 ◦ · · · ◦ Tξℓ(I) ∩ Tω1 ◦ · · · ◦ Tωs(I) = ∅ and
Tξ1 ◦ · · · ◦ Tξℓ(I) ∪ Tω1 ◦ · · · ◦ Tωs(I) ⊂ J.
(4) The maps of the IFS have no common fixed point and P+(St) = 1 for every
mixing Markov measure P+ whose support is the whole Σ+k .
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Proof. To prove the implication (1) ⇒ (2) note that since St 6= ∅ there is p ∈ At.
Since the maps of the IFS have no common fixed point there is i such that Ti(p) 6= p.
The invariance of At implies that Ti(p) ∈ At. Thus {p, Ti(p)} ⊂ At and we are
done.
To see that (2)⇒ (3) we need the following claim:
Claim 4.11. #(At ∩ int(J)) ≥ 2.
Proof. Since Ti(J) ⊂ J for every i we have that B(J) ⊂ J . Hence Propositions 3.1
and 3.5 implies that At ⊂ J . The claim follows from Proposition 3.14. 
Take two different points p, q ∈ At ∩ intJ and consider disjoint neighbourhoods
U and V of p and q, respectively, such that U ∪ V ⊂ J . By the definition of At
there are sequences ξ and ω such that
{p} =
⋂
n≥0
Tξ0 ◦ · · · ◦ Tξn(I) and {q} =
⋂
n≥0
Tω0 ◦ · · · ◦ Tωn(I).
Hence there are n0 andm0 such that Tξ0 ◦· · ·◦Tξn0 (I) ⊂ U and Tω0 ◦· · ·◦Tωm0 (I) ⊂
V . Since U ∩ V = ∅ we get the implication (2)⇒ (3).
To prove (3) ⇒ (4) consider the finite sequences ξ1 . . . ξℓ e ω1 . . . ωs in item (3).
Clearly the condition in (3) prevents the existence of a common fixed point. On
the other hand, since T1(J) ⊂ J and T1|J is injective, we have that
T1 ◦ Tξ1 ◦ · · · ◦ Tξℓ(I) ∩ T1 ◦ Tω1 ◦ · · · ◦ Tωs(I) = ∅ and
T1 ◦ Tξ1 ◦ · · · ◦ Tξℓ(I) ∪ T1 ◦ Tω1 ◦ · · · ◦ Tωs(I) ⊂ J.
Thus every mixing Markov measure with full support P+ splits the IFS in J . Now
Theorem 5 implies that P+(St) = 1 and we are done.
The implication (4)⇒ (1) is immediate. 
5. Asymptotic stability on measures
In this section we prove Theorems 4 and 6 in Sections 5.1 and 5.2, respectively.
5.1. Stationary measures for IFSs with probabilities in [0, 1]. In this section
we prove Theorem 4. For that we consider a separable IFS(T1, . . . Tk; b) defined on
I = [0, 1], its Markov operator T = Tb, and its coding map π in (2.1), we see that
for every probability measure µ ∈M1(I) it holds
lim
n→∞
Tnµ = π∗b (asymptotic stability).
The main step of the proof of the theorem is the next proposition that states a
sufficient condition for the asymptotic stability of an IFS with probabilities.
Proposition 5.1. Consider an IFS(T1, . . . Tk; b) with probabilities defined on a
compact metric space X. Suppose that b(St) = 1. Then for every probability
measure µ ∈M1(X) it holds
lim
n→∞
Tnbµ = π∗b.
In particular, µb
def
= π∗b is the unique stationary measure of IFS(T1, . . . Tk; b). Fur-
thermore, supp(µb) = At.
We postpone the proof of Proposition 5.1 and deduce the theorem from it.
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5.1.1. Proof of Theorem 4. In view of Proposition 5.1 it is sufficient to prove that
b(St) = 1 and the measure π∗b is continuous. Since the IFS is separable and every
Bernoulli measure (with strictly positive weights) is a mixing Markov measure,
Theorem 4.10 implies that b(St) = 1. To see that π∗b is continuous we need to
prove that π∗b({x}) = 0 for every x ∈ [0, 1]. Take x ∈ [0, 1] and recall the definition
of the set Σx in (4.1). Since π
−1(x) ⊂ Σx we have that
π∗b({x}) = b(π
−1(x)) ≤ b(Σx) = 0,
where the last equality follows from Theorem 4.2. The proof of Theorem 4 is now
complete. 
5.1.2. Proof of Proposition 5.1. We assume that b = b(p1, . . . , pk) and write T =
Tb. We begin by proving two auxiliary lemmas:
Lemma 5.2. For every stationary measure of T it holds B(supp(µ)) ⊂ supp(µ).
Proof. It is sufficient to show that Ti(supp(µ)) ⊂ supp(µ) for every i. Given x ∈
supp(µ) take a neighborhood V of Ti(x). By the choice of x, µ(T
−1
i (V )) > 0. Since
µ is a stationary measure we have
µ(V ) = p1µ(T
−1
1 (V )) + · · ·+ pkµ(T
−1
k (V )) ≥ piµ(T
−1
i (V )) > 0,
proving the lemma. 
Lemma 5.3. Consider the IFS(T1, . . . Tk). Then for every sequence (µn) of prob-
abilities of M1(X) and every ω ∈ St it holds
lim
n→∞
Tω0∗ . . .∗ Tωn∗µn = δπ(ω).
Proof. Consider a sequence of probabilities (µn) and ω ∈ St. Fix any g ∈ C0(X).
Then given any ǫ > 0 there is δ such that
|g(y)− g ◦ π(ω)| < ǫ for all y ∈ X with d(y, π(ω)) < δ.
Since ω ∈ St there is n0 such that d(Tω0 ◦ · · · ◦ Tωn(x), π(ω)) < δ for every x ∈ X
and every n ≥ n0. Therefore for n ≥ n0 we have∣∣∣∣g ◦ π(ω)−
∫
g dTω0∗ . . .∗ Tωn∗µn
∣∣∣∣ =
∣∣∣∣
∫
g ◦ π(ω) dµn −
∫
g ◦ Tω0 ◦ · · · ◦ Tωn(x) dµn
∣∣∣∣
≤
∫
|g ◦ π(ω)− g ◦ Tω0 ◦ · · · ◦ Tωn(x)| dµn ≤ ǫ.
This implies that
lim
n→∞
∫
g dTω0∗ . . .∗ Tωn∗µn = g ◦ π(ω)
Since this holds for every continuous map g the lemma follows. 
We will show that limn→∞ T
nν = π∗b for every ν ∈ M1(X). In particular, by
the continuity of T, Tπ∗b = π∗b.
Note that from the definition of the Markov operator in (2.4), for every ν ∈
M1(X) and every continuous map f ∈ C0(X) it holds
(5.1)
∫
fd(Tnν) =
∑
ξ0,...,ξn−1
pξ0pξ1 . . . pξn−1
∫
f dTξ0∗Tξ1∗ . . .∗ Tξn−1∗ν.
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Fixed ν ∈ M1(X) consider the sequence of functions Fn : Σ
+
k → R defined by
Fn(ξ)
def
=
∫
f dTξ0∗Tξ1∗ . . .∗ Tξn−1∗ν.
Since the map Fn is constant in the cylinders [ξ0, . . . , ξn−1], it is a measurable
function. From this property, equation (5.1), and the definition of the Bernoulli
measure b we have ∫
f d(Tnν) =
∫
Fn db.
By hypothesis b(St) = 1, thus applying Lemma 5.3 to the constant sequence
µn = ν we have that
(5.2) lim
n→∞
Fn(ξ) = f ◦ π(ξ) for b-a.e. ξ.
Since |Fn(ξ)| ≤ ‖f‖, from (5.2) using the dominated convergence theorem we get
lim
n→∞
∫
f d(Tnν) = lim
n→∞
∫
Fn db =
∫
f ◦ π db =
∫
fdπ∗b.
Since the previous equality holds for every continuous map f it follows that π∗b is
an attracting measure.
It remains to see that supp(π∗b) = At. For that note the following equalities
(5.3) π∗b(At) = b(π
−1(At)) = b(St) = 1
that imply supp(π∗b) ⊂ At.
To get supp(π∗b) ⊃ At recall that, by Proposition 3.1, every B-invariant compact
set contains a fixed point of B. By Lemma 5.2 we have B(supp(π∗b)) ⊂ supp(π∗b).
Hence supp(π∗b)) contains a fixed point of B. As At is a minimum fixed point of
B (see Proposition 3.5) this implies that At ⊂ supp(π∗b). Thus supp(π∗b) = At,
completing the proof of the proposition. 
The previous proposition provides a (unique) stationary measure whose support
is At. To prove that the support of this measure is the closure of the target we use
the characterisation of the stationary measure in (5.3). Next proposition claims
that the support of the stationary measure of an asymptotically stable Markov
operator of an IFS with St 6= ∅ always is At, even when b(St) = 0 (recall that
either b(St) = 1 or b(St) = 0).
Proposition 5.4. Consider an IFS(T1, . . . , Tk; b) with probabilities defined on a
compact metric space whose Markov operator Tb is asymptotically stable and let µ
be its stationary measure. If St 6= ∅ then supp(µ) = At.
Proof. The inclusion supp(µ) ⊃ At follows from Lemma 5.2. To prove the inclusion
“⊂” take any point p ∈ supp(µ) and an open neighbourhood V of p. We need to see
that V ∩ At 6= ∅. For this take any point x ∈ At. Since T = Tb is asymptotically
stable Alexandrov’s theorem (see [9, page 60]) implies that
lim inf
n
Tnδx(V ) ≥ µ(V ) > 0.
Hence there is n0 such that T
n0δx(V ) > 0. By definition of the Markov operator
we have that
Tn0δx(V ) =
∑
ξ0,...,ξn0−1
pξ0pξ1 . . . pξn0−1 Tξ0∗Tξ1∗ . . .∗ Tξn0−1∗δx(V ).
26 E. MATIAS AND L. J. DÍAZ
Therefore there is a finite sequence ξ0 . . . ξn0−1 such that
δx(T
−1
ξn0−1
◦ · · · ◦ T−1ξ0 (V )) > 0
and thus x ∈ T−1ξn0−1
◦· · ·◦T−1ξ0 (V ). The invariance of At now implies that V ∩At 6= ∅,
proving the proposition. 
5.2. Stationary measures for recurrent IFSs in [0, 1]. In this section we
prove Theorem 6. For that we consider a recurrent IFS(T1, . . . Tk;P+) defined
on a compact metric space X , where P+ is the Markov probability associated to
(P = (pi,j), p¯ = (pi)). We also consider the set X̂ = X × {1, . . . , k} and the (gen-
eralised) Markov operator S = SP+ (see (2.5)) and the generalised coding map
̟ : St → X̂ given by ̟(ξ)
def
= (π(ξ), ξ0) (see (2.7)) of the IFS. A final ingredient is
the inverse Markov measure P− associated to P+ defined in (2.6).
To prove Theorem 6 we need to see that every IFS(T1, . . . Tk;P+) such that the
inverse Markov measure P− is mixing and splits the IFS in some non-trivial closed
interval J satisfies
lim
n→∞
Sn(µˆ) = ̟∗P
− for every µˆ ∈M1([0, 1]× {1, . . . , k}).
The main step of the proof of Theorem 6 is the following result whose proof is
postponed.
Theorem 5.5. Consider a recurrent IFS(T1, . . . Tk;P+) defined on a compact met-
ric space X such that P− is mixing and P−(St) = 1. Then
lim
n→∞
Sn(µ̂) = ̟∗P
− for every µ̂ ∈M1(X̂).
In particular, ̟∗P− is the unique stationary measure of S.
Proof of Theorem 6. Since P− is mixing and splits the IFS in some non-trivial in-
terval it follows from Theorem 5 that P−(St) = 1. Thus the theorem follows from
Theorem 5.5. 
Proof of Theorem 5.5. Given a function f̂ : X̂ → R we define its i-section fi : X →
R by fi(x)
def
= f̂(x, i) and write f̂ = 〈f1, . . . , fk〉. We need to see that for every mea-
sure µ̂ = (µ1, . . . , µk) ∈ M1(X̂) and every continuous function f̂ = 〈f1, . . . , fk〉 ∈
C0(X̂) it holds
(5.4) lim
n→∞
∫
f̂ dSn(µ̂) =
∫
f̂ d̟∗P
−.
By definition, it follows that∫
f̂ dµ̂ =
k∑
i=1
∫
fi dµi, where µ̂ = (µ1, . . . , µk),
and hence
(5.5)
∫
f̂ dSn(µ̂) =
k∑
j=1
∫
fj d(S
n(µ̂))j , S
n(µ̂) =
(
(Sn(µ̂))1, . . . , (S
n(µ̂))k
)
.
To get the convergence of the integrals of the sum in (5.5) we need a preparatory
lemma. First, denote by ‖g‖ the uniform norm of a continuous function g : X → R.
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Lemma 5.6. Consider µ̂ = (µ1, . . . , µk) ∈ M1(X̂) such that µi(X) > 0 for every
i ∈ {1, . . . , k}. Then for every g ∈ C0(X) it holds
lim sup
n
∣∣∣∣∣
∫
g d(Sn(µ̂))j −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |µi(X)− pi|,
where p¯ = (p1, . . . , pk) is the unique stationary vector of P .
Proof. Take µ̂ ∈M1(X̂) as in the statement of the lemma and for each i define the
probability measure µi
µi(B)
def
=
µi(B)
µi(X)
, where B is a Borel subset of X.
A straightforward calculation and the previous definition imply that
(Sn(µ̂))j =
∑
ξ1,...,ξn
pξnξn−1 . . . pξ2ξ1pξ1j Tj∗Tξ1∗ . . .∗ Tξn−1∗µξn
=
∑
ξ1,...,ξn
µξn(X) pξnξn−1 . . . pξ2ξ1pξ1jTj∗Tξ1∗ . . .∗ Tξn−1∗µξn .
Thus given any g ∈ C0(X) we have that∫
g d(Sn(µ̂))j =
∑
ξ1,...,ξn
µξn(X) pξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn .
Let
Ln
def
=
∣∣∣∣∣
∫
g d(Sn(µ̂))j −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣
and write µξn(X) = (µξn(X)− pξn) + pξn . Then
Ln ≤
∣∣∣∣∣∣
∑
ξ1,...,ξn
(µξn(X)− pξn) pξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
ξ1,...,ξn
pξn pξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣∣
≤ max
i
|µi(X)− pi|‖g‖
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j
+
∣∣∣∣∣∣
∑
ξ1,...,ξn
pξn pξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣∣ .
Note that
∑
ξ1,...,ξn−1
pξnξn−1 . . . pξ1j is the entry (ξn, j) of the matrix P
n. Hence
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j =
k∑
ξn=1
∑
ξ1,...,ξn−1
pξnξn−1 . . . pξ1j ≤ k.
Therefore
(5.6) max
i
|µi(X)− pi|‖g‖
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j ≤ k ‖g‖ max
i
|µi(X)− pi|.
We now estimate the second parcel in the sum above.
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Claim 5.7. For every continuous function g it holds
lim
n→∞
∑
ξ1,...,ξn
pξnpξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn =
∫
[j]
(g ◦ π) dP−.
Observe that equation (5.6) and the claim imply the lemma.
Proof of Claim 5.7. Consider the sequence of functions given by
Gn : Σ
+
k → R, Gn(ξ)
def
=
∫
g dTξ0∗Tξ1∗ . . .∗ Tξn−1∗µξn .
By definition, for every n the corresponding map Gn is constant in the cylinders
[ξ0, . . . , ξn] and thus it is measurable. By definition of P±, for every j we have that
pξnpξnξn−1 . . . pξ2ξ1pξ1j = P
+([ξnξn−1 . . . ξ1j]) = P
−([jξ1ξ2 . . . ξn]).
Hence ∑
ξ1,...,ξn
pξnpξnξn−1 . . . pξ1j
∫
g dTj∗Tξ1∗ . . .∗ Tξn−1∗µξn =
∫
[j]
Gn dP
−.
It follows from the hypothesis P−(St) = 1 and Lemma 5.3 that
(5.7) lim
n→∞
Gn(ξ) = g ◦ π(ξ) for P−-almost every ξ.
Now note that |Gn(ξ)| ≤ ‖g‖ for every ξ ∈ Σ
+
k . From (5.7), using the dominated
convergence theorem, we get
lim
n→∞
∫
[j]
Gn dP
− =
∫
[j]
(g ◦ π) dP−,
ending the proof of the claim. 
The proof of the lemma is now complete. 
To prove the theorem observe that since P− is mixing the transition matrix P
associated to P+ is primitive, recall Section 2.3.2. Take µ̂ = (µ1, . . . , µk) ∈ M1(X̂).
Note that by definition of the Markov operator(
(Sµ̂)1(X), . . . , (Sµ̂)k(X)
)
= p̂ P, where p̂ = (µ1(X), . . . , µk(X)).
Hence for every n ≥ 1
(5.8)
(
(Snµ̂)1(X), . . . , (S
nµ̂)k(X)
)
= p̂ Pn.
By the Perron-Frobenius theorem, see for instance [20, page 64], we have that P
the stationary vector p¯ = (p1, . . . , pk) is positive
7 and
lim
n→∞
p̂ Pn = p¯ for every probability vector p̂.
Hence (5.8) gives n0 such that the vector
(
(Sn1 µ̂)1(X), . . . , (S
n1 µ̂)k(X)
)
is positive
for every n1 ≥ n0. Therefore we can apply Lemma 5.6 to the measure S
n1(µ̂) for
every n1 ≥ n0, obtaining for every g ∈ C0(X) the inequality
lim sup
n
∣∣∣∣∣
∫
g d(Sn+n1(µ̂))j −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |(Sn1 µ̂)i(X)− pi|.
7A vector v = (v1, . . . , vk) is said positive if vi > 0 for all i.
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It follows from the definition of lim sup and the previous inequality that
lim sup
n
∣∣∣∣∣
∫
g d(Sn(µ̂))j −
∫
[j]
(g ◦ π) dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |(Sn1 µ̂)i(X)− pi|
for every n1 ≥ n0. By (5.8) and the Perron-Frobenius theorem we get
lim
n1→∞
max
i
|(Sn1 µ̂)i(X)− pi| = 0.
Therefore
(5.9) lim
n→∞
∫
g d(Sn(µ̂))j =
∫
[j]
(g ◦ π) dP− for every g ∈ C0(X).
To get equation (5.4), write f̂ = 〈f1, . . . , fk〉, apply (5.9) to the maps fi, and use
(5.5) to get
lim
n→∞
∫
f̂ dSn(νˆ) =
(5.5)
k∑
j=1
lim
n→∞
∫
fj d (S
n(νˆ))j =
(5.9)
k∑
j=1
∫
[j]
(fj ◦ π) dP
−.
Now observing that fj ◦ π(ξ) = f̂ ◦̟(ξ) for every ξ ∈ [j], we conclude that
lim
n→∞
∫
f̂ dSn(νˆ) =
k∑
j=1
∫
[j]
f̂ ◦̟dP− =
∫
f̂ d̟∗P
−.
proving (5.4) and ending the proof of the theorem. 
In Proposition 5.8 we state a result that does not involve the mixing condition
of the probability P−. For that we consider the subset Mp¯(X̂) of M1(X̂) defined
by
Mp¯(X̂)
def
= {µ̂ = (µ1, . . . , µk) : µi(X) = pi for every i},
where p¯ = (p1, . . . , pk) is the stationary vector of the irreducible transition matrix P
associated to P+. The set Mp¯(X̂) is invariant by SP+ and contains all stationary
measures of IFS(T1, . . . , Tk;P+). For the first assertion observe that given any
µ̂ ∈Mp¯(X̂) by the definition of SP+ we have
(SP+ µ̂)j =
k∑
i=1
pij Tj∗µi for every j.
Thus
(SP+µ̂)j(X) =
k∑
i=1
pijµi(T
−1
j (X)) =
k∑
i=1
pijµi(X) =
k∑
i=1
pipij = pj
and hence SP+(µ̂) ∈ Mp¯(X̂).
For the second assertion note that a measure µ̂ = (µ1, . . . , µk) ∈ M1(X̂) is
stationary if and only if
µj =
k∑
i=1
pij Tj∗µi for every j.
If µ̂ = (µ1, . . . , µk) is stationary then (µ1(X), . . . , µk(X)) is the stationary proba-
bility vector for the transition matrix P of P+. Thus µi(X) = pi for every i.
A corollary of Lemma 5.6 is the following proposition.
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Proposition 5.8. Consider a recurrent IFS(T1, . . . Tk;P+) defined on a compact
metric space X such that P−(St) = 1. Then
lim
n→∞
Sn(ν̂) = ̟∗P
− for every ν̂ ∈Mp¯(X̂).
In particular, ̟∗P− is the unique stationary measure of S.
Proof. Consider µ̂ = (µ1, . . . , µk) ∈Mp¯(X̂) and note that µi(X) = pi. Lemma 5.6
implies that for every continuous function g it holds
(5.10) lim
n→∞
∫
g d(Sn(µ̂))j =
∫
[j]
(g ◦ π) dP−.
Consider a continuous map f̂ = 〈f1, . . . , fk〉. We apply (5.10) to the maps fi
and use equation (5.5) to get
lim
n→∞
∫
f̂ dSn(νˆ) =
(5.5)
k∑
j=1
lim
n→∞
∫
fj d (S
n(νˆ))j =
(5.10)
k∑
j=1
∫
[j]
(fj ◦ π) dP
−.
Observing that fj ◦ π(ξ) = f̂ ◦̟(ξ) for every ξ ∈ [j], we conclude that
lim
n→∞
∫
f̂ dSn(νˆ) =
k∑
j=1
∫
[j]
f̂ ◦̟dP− =
∫
f̂ d̟∗P
−,
proving the proposition. 
6. Examples
Example 6.1 (A non-regular IFS with St 6= ∅ and #(At) ≥ 2). Consider an IFS
defined on [0, 1] consisting of two injective continuous maps T1 and T2 as in Figure
3.
• The map T1 has exactly two fixed points 0, 1, where 0 is a repeller and 1 is
an attractor.
• The map T2 has (exactly three) fixed points p1 < p2 < p3, where p1 and p3
are attractors and p2 is a repeller, T2([0, 1]) = [α, β] ⊂ (0, 1), and T1(p1) <
β.
Obviously, IFS(T1) and IFS(T2) are not asymptotically stable. To see that
IFS(T1, T2) is not asymptotically stable just note that [0, 1] and [p1, 1] are fixed
points of the Barnsley-Hutchinson operator. For the last assertion we use that
T1(p1) < β. This implies that IFS(T1, T2) is non-regular.
Finally, to see that St 6= ∅ note that since 1 is an attracting fixed point of T1 and
T2([0, 1]) ⊂ (0, 1) we have that T n1 ◦T2([0, 1])∩T2([0, 1]) = ∅ for every n sufficiently
large. Now Theorem 4.10 implies that St 6= ∅. To see that #(At) ≥ 2 just note
that given any x ∈ At then Ti(x) ∈ At and that T1(x) 6= T2(x).
T1
T2
Figure 3. A non-regular IFS with a weakly hyperbolic sequence
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Example 6.2 (At ( At = [0, 1]). In this example we consider the underlying IFS
of the porcupine-like horseshoes in [11]. We translate the construction in [12, page
12] to our context.
Consider an injective IFS(T1, T2) defined on [0, 1] such that T1(x) = λ (1 − x),
λ ∈ (0, 1), and T2 is a continuous function with exactly two fixed points, the
repelling fixed point 0 and the attracting fixed point 1, see Figure 4. We assume
that T2 is a uniform contraction on [T
−1
2 (λ), 1]. Then At = [0, 1] and 1 /∈ At.
To prove the first assertion note that λ ∈ At. For that take an open neighbour-
hood V ⊂ (0, 1) of λ. Note that T−11 (V ) is a neighbourhood of 0. Consider the fixed
point p = λ1+λ ∈ (0, 1) of T1 and note that p ∈ At. Since T
n
2 (p)→ 1 as n→∞ and
T1(1) = 0, there is ℓ such that T1 ◦ T
ℓ
2 (p) ∈ T
−1
1 (V ). Hence T
2
1 ◦ T
ℓ
2 (p) ∈ V . By the
invariance of At we have that At∩V 6= ∅. Since this holds for every neighbourhood
V of λ we get λ ∈ At.
We now prove that At is dense in [0, 1]. Take any open interval J ⊂ (0, 1). We
need to see that J ∩ At 6= ∅. If λ ∈ J we are done. Otherwise λ /∈ J and either
J ⊂ (λ, 1] = I2 or J ⊂ [0, λ) = I1. We now construct a finite sequence ξ0 . . . ξm
such that
λ ∈ T−1ξm ◦ · · · ◦ T
−1
ξ0
(J).
For that let ξ0 = i if J ⊂ Ii and define recursively ξℓ+1 = i if T
−1
ξℓ
◦· · ·◦T−1ξ0 (J) ⊂ Ii.
Note that if T−1ξℓ ◦ · · · ◦ T
−1
ξ0
(J) ∩ Ii 6= ∅ and T
−1
ξℓ
◦ · · · ◦ T−1ξ0 (J) ∩ Ii * Ii some
i = 1, 2, we are done. Since T−12 is a uniform expansion on (λ, 1] and T
−1
1 is a
uniform expansion on [0, λ] the recursion stops after a finitely many steps: there
is m such that λ ∈ T−1ξm ◦ · · · ◦ T
−1
ξ0
(J). Since λ ∈ At ∩ T
−1
ξm
◦ · · · ◦ T−1ξ0 (J), the
invariance of At implies that J ∩ At 6= ∅.
The fact that 1 /∈ At follows observing that 2¯ 6∈ St and that every finite sequence
ξ0 . . . ξn such that ξi = 1 for some i satisfies 1 /∈ Tξ0 ◦ · · · ◦ Tξn([0, 1]).
T2
T1
Figure 4. The underlying IFS of a porcupine-like horseshoe
Example 6.3 (A non-weakly hyperbolic IFS in [0, 1] with At = [0, 1]). We consider
the underlying IFS of the bony attractors in [17].
Consider the IFS(T1, T2) defined on [0, 1] as follows, T1 is the piecewise-linear
map with “vertices” (0, 0), (0.6, 0.2), and (1, 0.8) and T2 is the piecewise-linear map
with “vertices” (0, 0.15), (0.4, 0.8), and (1, 1), see Figure 5. We claim that the
IFS(T1, T2) is not weakly hyperbolic and At = [0, 1].
To prove the first assertion note that T1 ◦ T2 has a repelling fixed point, see
[17]. Therefore the periodic sequence 12 does not belong to St, hence the IFS is
not weakly hyperbolic.
To see the second assertion, note that the compositions T 31 , T
2
1 ◦T2, T
2
2 ◦T1 and
T 52 are uniform contractions and that the union of their images is [0, 1], see [17]. In
other words, the IFS(T 31 , T
2
1 ◦ T2, T
2
2 ◦ T1, T
5
2 ) is hyperbolic and [0, 1] is the unique
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T2
T1
Figure 5. The underlying IFS of a bony attractor
fixed point of its Barnsley-Hutchinson operator. Consider the finite set of words
W = {111, 112, 221, 22222}
and let EW be the subset of Σ
+
k consisting of sequences ξ that are a concatenation
of words of W 8. Let St be the set of weakly hyperbolic sequences corresponding
to the IFS(T1, T2) and π the associated coding map. By construction we have that
EW ⊂ St and π(EW ) = [0, 1]. Since At = π(St) we have that At = [0, 1].
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