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Abstract
In this paper, we discuss the Yang–Mills functional and a certain family of its critical points on quantum
Heisenberg manifolds using noncommutative geometrical methods developed by A. Connes and M. Rieffel.
In our main result, we construct a certain family of connections on a projective module over a quantum
Heisenberg manifold that gives rise to critical points of the Yang–Mills functional. Moreover, we show that
there is a relationship between this particular family of critical points of the Yang–Mills functional and
Laplace’s equation on multiplication-type, skew-symmetric elements of quantum Heisenberg manifolds;
recall that Laplacian is the leading term for the coupled set of equations making up the Yang–Mills equation.
© 2009 Elsevier Inc. All rights reserved.
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Since Alain Connes initiated noncommutative differential geometry in his ground-breaking
paper [4], the theory has flourished in different areas and, has motivated new ideas in various
fields. Connes’ and Marc Rieffel’s Yang–Mills theory for the noncommutative torus [6] is one of
these examples, using the framework of noncommutative geometry to extend Yang–Mills theory
to finitely generated projective modules over noncommutative C∗-algebras. This generalization
seems to be natural, but Connes’ and Rieffel’s Yang–Mills theory for the noncommutative torus
seems to be the only specific example of such an application so far. In this paper, using the same
framework developed in [6], we attempt to develop Yang–Mills theory on quantum Heisenberg
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308 S. Kang / Journal of Functional Analysis 258 (2010) 307–327manifolds, {Dc,μν }∈R, which are a different type of noncommutative C∗-algebra first constructed
by Marc Rieffel [12].
The main difference in our case from that of the theory of the noncommutative torus is the
following. First of all, for fixed μ,ν and c, the projective module over Dc,μν is constructed by
realizing Dc,μν as a generalized fixed point algebra of a certain crossed product C∗-algebra, and
thereby developing a bimodule structure. Also we use a particular Grassmannian connection
to produce a compatible connection on the projective module. The method of finding such a
nontrivial connection is related to the technique of finding Rieffel projections in noncommutative
tori, a method not employed by Connes and Rieffel in [6] and [13]. In our case, the last step
of finding actual solutions of the Yang–Mills equation is related to solving an elliptic partial
differential equation, which is very different from the approach of [6] and [13].
This paper is organized as follows. In Section 1, we begin with the definition of quantum
Heisenberg manifolds, and we give a specific formula for a particular Ec,μν -Dc,μν projective
bimodule Ξ described in [2] and [1]. In Section 2, we show that Ec,μν is isomorphic in a fash-
ion preserving the bimodule structure to Dc,1
4μ ,
ν
2μ
, using the technique of crossed products by
Hilbert C∗-bimodules described in [7,3]. In Section 3, we describe the noncommutative geo-
metrical framework for Yang–Mills theory, and we produce a special function R that gives a
nontrivial Grassmannian connection and curvature. In Sections 4 and 5, we introduce the notion
of “multiplication-type” element, and we describe a certain set of critical points of the Yang–
Mills functional on quantum Heisenberg manifolds. In the last section, we show that the set
of critical points that we found can be described as a set of solutions to Laplace’s equation on
multiplication-type, skew-symmetric elements of quantum Heisenberg manifolds.
1. Projective modules over quantum Heisenberg manifolds
Let G be the Heisenberg group, parametrized by
(x, y, z) =
⎛
⎝1 y z0 1 x
0 0 1
⎞
⎠
so that when we identify G with R3 the product is given by
(x, y, z)
(
x′, y′, z′
)= (x + x′, y + y′, z + z′ + yx′).
For any positive integer c, let Dc denote the subgroup of G consisting of those (x, y, z) such
that x, y, and cz are integers. Then the Heisenberg manifold, Mc, is the quotient G/Dc , on which
G acts on the left.
In [12], Rieffel constructed strict deformation quantizations {Dc,μν }∈R of Mc in the direction
of the Poisson bracket Λμν , determined by two real parameters μ and ν, where μ2 + ν2 = 0.
He recognized that these noncommutative C∗-algebras could be described as generalized fixed-
point algebras of certain crossed product C∗-algebras under proper actions. Then Abadie showed
in [2] that it is possible to construct a (finitely generated) projective bimodule over two general-
ized fixed-point algebras, under appropriate conditions. As an example in [2] and [1], she stated
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gebras, one of which is Dc,μν , the quantum Heisenberg manifold. We give here more details of
the specific construction, which will be used for further discussion in later sections.
First, we introduce the reparametrization of Heisenberg group described in [12]. For a given
positive integer c, we reparametrize the Heisenberg group G as
(x, y, z) =
⎛
⎝1 y z/c0 1 x
0 0 1
⎞
⎠ . (1)
Then the product on R3 becomes
(x, y, z)
(
x′, y′, z′
)= (x + x′, y + y′, z + z′ + cyx′),
and Dc becomes the subgroup with integer entries. Let Ec = {(0,m,n) ∈ Dc} be the normal
subgroup of Dc . Then we can check that for f ∈ C∞(G), the operator corresponding to right
translation of f by (k,m,n) ∈ Dc is given by
f (x, y, z) → f (x + k, y +m,z + n+ cky).
To obtain the Heisenberg manifold, we consider the quotient, Nc, of G by the right action of Ec.
Then this quotient looks like R × T2. If we define an action ρ of Z on Nc by
(ρkf )(x, y, z) = f (x + k, y, z + cky), (2)
for (x, y, z) ∈ R × T2 and a smooth function f on Nc, then the Heisenberg manifold Mc is the
quotient of Nc by ρ. Also the action ρ of Z can be viewed as (k,0,0) ∈ Dc acting on the right
on Nc, which means the following.
f
(
(x, y, z) · (k,0,0))= f (x + k, y, z + cky) = (ρkf )(x, y, z).
Thus we can consider functions on Mc as functions on Nc which are invariant under the action ρ.
Now we describe the action of G on the left on Nc. For g = (r, s, t) ∈ G and (x, y, z) ∈ Nc =
R × T2, define the left action of G on C∞(Nc) by
(g · f )(x, y, z) = f ((r, s, t)−1 · (x, y, z))= f (x − r, y − s, z − t − sc(x − r)), (3)
where f ∈ C∞(Nc) and (r, s, t)−1 is the inverse of (r, s, t) in G. Then a straightforward calcula-
tion shows that this action of G on the left on Nc commutes with the action ρ.
To obtain a strict deformation quantization of the Heisenberg manifold, Rieffel first formed a
deformation quantization on Nc ∼= R×T in [12], denoted by A, by using the Fourier transform,
and showed that the action ρ on this quantization is proper. Then he recognized that A can be
identified with a certain crossed product C∗-algebra under the map J given in [12, p. 547], and
a strict deformation quantization of C∞(Mc), denoted by D, via the above isomorphism, it is
possible to view as the generalized fixed-point algebra of this crossed product C∗-algebra under
the action ρ. See more about proper actions and generalized fixed point algebras in [14]. The
310 S. Kang / Journal of Functional Analysis 258 (2010) 307–327corresponding action ρ and the action of the Heisenberg group on A are given as follows. Take
the Fourier transform in the third variable in Eqs. (2) and (3); then we have, for φ ∈ S(R×T×Z),
(ρkφ)(x, y,p) = e(ckpy)φ(x + k, y,p), (4)
and the formula for the action of the Heisenberg group on the same deformed algebra is given by
L(r,s,t)φ(x, y,p) = e
(
p
(
t + cs(x − r)))φ(x − r, y − s,p), (5)
where S(R × T × Z) is Schwartz space, the set of functions on R × T × Z which go to zero at
infinity faster than any polynomial grows.
Since these two actions commute on S(R × T × Z), a dense subalgebra of A, the same for-
mula L gives the action of the Heisenberg group on the generalized fixed point algebra for ρ, D.
Now we state the specific formula for a particular projective module over the quantum Heisen-
berg manifolds, Dc,μν , shown in [2] and [1] as follows.
Let M = R × T and let λ and σ be the commuting actions of Z on M defined by
λp(x, y) = (x + 2pμ,y + 2pν) and σp(x, y) = (x − p,y),
where  is Planck’s constant, μ,ν ∈ R, and p ∈ Z.
Then construct the crossed product C∗-algebras Cb(R × T) λ Z and Cb(R × T) σ Z with
usual star-product and involution. Here Cb(R × T) is a set of bounded functions on R × T,
and ρ and γ denote the actions of Z on Cb(R × T) λ Z and Cb(R × T) σ Z given by, for
Φ,Ψ ∈ Cc(R × T × Z),
(ρkΦ)(x, y,p) = e
(
ckp(y − pν))Φ(x + k, y,p),
(γkΨ )(x, y,p) = e
(
cpk(y − kν))Ψ (x − 2kμ,y − 2kν),
where k,p ∈ Z, and e(x) = exp(2πix) for any real number x. Then these actions ρ, γ are proper.
The generalized fixed point algebra of Cb(R × T) λ Z by the action ρ, denoted by Dc,μν , is the
closure of ∗-subalgebra D0 in the multiplier algebra of Cb(R × T) λ Z consisting of functions
Φ ∈ Cc(R × T × Z), which have compact support on Z and satisfy ρk(Φ) = Φ for all k ∈ Z.
Remark 1. The above formula of ρ on Cb(R × T) λ Z can be obtained from Eq. (4) under the
map J given in [12, p. 547], and we consider Dc,μν as the corresponding generalized fixed point
algebra, D, under the same map J .
We can obtain the action of the Heisenberg group on Dc,μν from Eq. (5) via the map J , given
by
(L(r,s,t)Φ)(x, y,p) = e
(
p
(
t + cs(x − r − pμ)))Φ(x − r, y − s,p), (6)
for Φ ∈ D0.
Similarly, the generalized fixed point algebra of Cb(R × T) σ Z by the action γ , denoted
by Ec,, is the closure of ∗-subalgebra E0 in the multiplier algebra of Cb(R×T)σ Z consistingμν
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k ∈ Z.
According to the main theorem in [2], these generalized fixed point algebras Dc,μν and Ec,μν
are strongly Morita equivalent. Let Ξ be the left-Ec,μν and right-Dc,μν bimodule constructed as
follows. Ξ is the completion of Cc(R × T) with respect to either one of the norms induced by
one of the Dc,μν and Ec,μν -valued inner products, 〈·,·〉D and 〈·,·〉E respectively, given by
〈f,g〉D(x, y,p) =
∑
k∈Z
e
(
ckp(y − pν))f (x + k, y)g(x − 2pμ+ k, y − 2pν),
〈f,g〉E(x, y,p) =
∑
k∈Z
e
(
cpk(y − kν))f (x − 2kμ,y − 2kν)g(x − 2kμ+ p,y − 2kν),
where f,g ∈ Cc(R × T) and k,p ∈ Z. Also the left and right actions of Ec,μν and Dc,μν on Ξ are
given by
(Ψ · f )(x, y) =
∑
q∈Z
Ψ (x, y, q)f (x + q, y),
(g ·Φ)(x, y) =
∑
q∈Z
g(x + 2qμ,y + 2qν)Φ(x + 2qμ,y + 2qν, q),
for Ψ ∈ E0, Φ ∈ D0 and f,g ∈ Ξ .
2. Morita equivalence of quantum Heisenberg manifolds
It has been shown that the generalized fixed-point algebra of a certain crossed C∗-algebra
constructed by Rieffel in [14] can be generated by the fixed-point algebra and the first spectral
subspace for the action of T on the crossed product C∗-algebra. Also, it is known that the first
spectral subspace has a natural bimodule structure over the fixed-point algebra. Thus, we can
classify generalized fixed-point algebras by examining each fixed-point algebra, its first spectral
subspace, and the bimodule structure. We follow the same technique that Abadie introduced in
the papers [3] and [7] in order to prove that Ec,μν can be identified with a quantum Heisenberg
manifold with parameters ( 14μ,
ν
2μ). Note that Abadie did not indicate that the generalized fixed-
point algebra Ec,μν can be identified with D
c,
1
4μ
ν
2μ
in the papers [3,7].
As we described earlier, the quantum Heisenberg manifold Dc,μν is the generalized fixed-point
algebra of Cb(R × T) λ Z under the action ρ. In particular,
Dc,μν = span
{
Φ ∈ Cc(R × T × Z)
∣∣ e(ckp(y − pν))Φ(x + k, y,p) = Φ(x,y,p) for all k ∈ Z}
= span{φδp ∣∣ e(ckp(y − pν))φ(x + k, y) = φ(x, y) for all k ∈ Z}.
Now choosing k = 1, then we can write Dc,μν by
Dc,μν = span
{
φδp
∣∣ e(cp(y − pν))φ(x + 1, y) = φ(x, y)},
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of T on Dc,μν given by
(ςzΦ)(x, y,p) = zpΦ(x, y,p) = e(pz)Φ(x, y,p) for z ∈ T.
Thus, the nth spectral subspace of Dc,μν is given as follows.
(
Dc,μν
)
n
= {f δn ∣∣ f ∈ Cb(R × T), e(cn(y − nν))f (x + 1, y) = f (x, y)}. (7)
Let (Dc,μν )0 be the fixed point algebra of Dc,μν under the action ς , and let (Dc,μν )1 be the first
spectral subspace of Dc,μν for ς , i.e.
(
Dc,μν
)
0 =
{
φδ0 ∈ Dc,μν
∣∣ φ(x, y) = φ(x + 1, y)},(
Dc,μν
)
1 =
{
gδ1 ∈ Dc,μν
∣∣ g(x, y) = e(c(y − ν))g(x + 1, y)}.
Similarly, Ec,μν , mentioned in the previous section, is the generalized fixed-point algebra of
Cb(R × T) σ Z under γ . Thus, it carries a natural action  of T given by
(zΨ )(x, y,p) = zpΨ (x, y,p) for z ∈ T.
Let (Ec,μν )0 be the fixed point algebra of Ec,μν under the action , and let (Ec,μν )1 be the first
spectral subspace of Ec,μν for , i.e.
(
Ec,μν
)
0 =
{
ψδ0 ∈ Ec,μν
∣∣ψ(x, y) = ψ(x − 2μ,y − 2ν)},(
Ec,μν
)
1 =
{
f δ1 ∈ Ec,μν
∣∣ f (x, y) = e(c(y − ν))f (x − 2μ,y − 2ν)}.
According to Proposition 1.2 in [3] by Abadie, the C∗-algebras Cb(M/α)  Xα,uβ and
Cb(M/β)  X
β,u∗
α are Morita equivalent, where α, β are free and proper commuting actions
of Z on a locally compact Hausdorff space M , u is a unitary in Cb(M), and Xα,uβ and X
β,u∗
α
are C∗-bimodules. Thus, there is a left-Cb(M/α)Xα,uβ and right-Cb(M/β)X
β,u∗
α bimodule,
and we denote it by Ξ ′. By choosing appropriate actions α and β , Abadie showed that Dc,μν is
strongly Morita equivalent to Dc,1
4μ ,
ν
2μ
in [3]. We give the specific formulas that we use later in
this section as follows.
Consider the actions α and β on M = R × T given by α(x, y) = (x + 12μ,y) and β(x, y) =
(x + 1, y + 2ν). Let u(x, y) = e(c(y − ν)), so u∗(x, y) = e(c(y − ν)). Then Cb(M/α) ∼=
C(T2) and Cb(M/β) ∼= C(T2). Note that the unitary u here is different from the unitary given in
Proposition 2.2 in [3]. With the unitary u and the commuting actions α and β as above, we can
write the corresponding C∗-bimodules Xα,uβ and X
β,u∗
α as follows.
X
α,u
β =
{
f ∈ Cb(R × T)
∣∣∣ f(x − 1 , y)= e(c(y − ν))f (x, y)}.2μ
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Cb(R × T/α) and f,g ∈ Xα,uβ ,
(ψ · f )(x, y) = ψ(x, y)f (x, y), (f ·ψ)(x, y) = f (x, y)ψ(x − 1, y − 2ν),
〈f,g〉L(x, y) = f (x, y)g(x, y), 〈f,g〉R(x, y) = f (x + 1, y + 2ν)g(x + 1, y + 2ν).
Here the subscripts R and L stand for the right and left inner products, respectively. Also we can
write Xβ,u
∗
α in the following way.
Xβ,u
∗
α =
{
g ∈ Cb(R × T/β)
∣∣ g(x − 1, y − 2ν) = e(c(y − ν))g(x, y)}.
Then Xβ,u
∗
α is a bimodule over Cb(R × T/β) ∼= C(T2) with the following formulas. For φ ∈
Cb(R × T/β) and f,g ∈ Xβ,u
∗
α ,
(φ · f )(x, y) = φ(x, y)f (x, y), (f · φ)(x, y) = f (x, y)φ
(
x − 1
2μ
,y
)
,
〈f,g〉L(x, y) = f (x, y)g(x, y), 〈f,g〉R(x, y) = f
(
x + 1
2μ
,y
)
g(x, y).
For the Dc,μν -Ec,μν bimodule Ξ given in the previous section, and the Cb(M/α)  X
α,u
β -
Cb(M/β)  X
β,u∗
α bimodule Ξ ′ above, it is not hard to verify that Dc,μν is strongly Morita
equivalent to Dc,1
4μ ,
ν
2μ
by showing that Dc,μν is isomorphic to Cb(R×T/β)Xα,uβ and Dc,1
4μ ,
ν
2μ
is
isomorphic to Cb(R × T/β)  Xβ,u
∗
α in a fashion preserving the bimodule structures as shown
in [3]. Thus we only need the following lemma to show that Ec,μν is isomorphic to Dc,1
4μ ,
ν
2μ
.
Lemma 1. Ec,μν is isomorphic in a fashion preserving the bimodule structure to Cb(R ×
T/β)  X
β,u∗
α .
Proof. In this proof, we absorb the Planck constant  into the parameters μ and ν for simplicity.
Define maps S and H by
S : Xβ,u∗α →
(
Ec,μν
)
1, H : Cb(R × T/β) → C
(
T
2),
S(f )(x, y) = e
(
cy2
2ν
)
f
(
− x
2μ
,−y
)
, H(φ)(x, y) = φ
(
− x
2μ
,−y
)
,
for f ∈ Xβ,u∗α and φ ∈ Cb(R × T/β). The straightforward calculations show that S and H are
bijections and S(f ) ∈ (Ec,μν )1. Also, it is not hard to show that S and H satisfy the following
conditions,
S(φ · f ) = H(φ) · S(f ), S(f · φ) = S(f ) ·H(φ),〈
S(f ), S(g)
〉 = H (〈f,g〉L), 〈S(f ), S(g)〉 = H (〈f,g〉R).L R
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∗
α in a fashion preserving the bimodule
structure. 
Proposition 2. Let Ξ be Ec,μν -Dc,μν bimodule given in the previous section. Then Ec,μν is isomor-
phic in a fashion preserving the bimodule structure to Dc,1
4μ ,
ν
2μ
.
Proof. Since Dc,1
4μ ,
ν
2μ
is isomorphic to Cb(R × T/β)  Xβ,u
∗
α , Lemma 1 shows that Ec,μν is
isomorphic to Dc,1
4μ ,
ν
2μ
. 
3. Grassmannian connections and curvature on quantum Heisenberg manifolds
As mentioned in [5], projective modules are the proper generalizations of vector bundles when
taking the view point of noncommutative geometry. By the Gelfand–Naimark theorem we can
identify a commutative unital C∗-algebra A with C(X) for a compact space X, and the Serre–
Swan theorem says that there is a contravariant equivalence of categories between category of
vector bundles and bundle maps over a compact space X and the category of finitely gener-
ated projective modules and module morphisms over the commutative algebra C(X). So, many
times, a geometric property on X can be understood in terms of a corresponding algebraic prop-
erty on the algebra C(X). J.L. Koszul established an algebraic version of differential geometry,
in particular, algebraic concepts for connections and curvature on a projective module over a
commutative associative algebra in [9]. Before we state Connes’ definitions of connections and
curvature on a projective module over a noncommutative C∗-algebra, we mention the general
algebraic definition of the connection on a module described in [9].
Let k be a commutative ring with unit and let A be a commutative, associative algebra over k
having unit element. Then a derivation X is an element of Homk(A,A) with the condition,
X(ab) = (Xa)b + a(Xb). Denote the set of derivations by D; then D is obviously an A-module
with usual operations and has a natural Lie algebra structure. A connection on A-module (com-
mutative case) is described as a derivation law in [9].
Definition 1. (See [9].) A derivation law ∇ is an element of HomA(D,Homk(M,M)), where
M is a unitary A-module, satisfying
1. ∇X+Y = ∇X + ∇Y , ∇aX = a∇X ,
2. ∇X(au) = (Xa)u+ a∇Xu,
for a ∈ A, u ∈ M and X,Y ∈ D.
As can be seen, ∇X is defined on an A-module M . So ∇X can be viewed as a differentiation
of differentiable sections of a bundle in a certain direction, since the set of differentiable sections
of a vector bundle has an obvious module structure. Thus, this derivation law corresponds to a
connection on a projective module in modern geometry, and Connes’ definition of a connection
can be viewed as a noncommutative extension of Koszul’s derivation law.
Now we state the setting developed by Connes in [4]. Let G be a Lie group with Lie alge-
bra g, and let α be an action of G as automorphisms of a C∗-algebra A. We let A∞ = {a ∈ A |
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algebra g of G, as derivations of A∞.
By Lemma 1 in [4], given a finitely generated projective A-module Ξ , there is a dense A∞-
submodule Ξ∞ ⊂ Ξ , such that Ξ∞ is finitely generated and projective over A∞ and Ξ is
isomorphic to Ξ∞ ⊗A∞ A. Furthermore, Ξ∞ is unique up to isomorphism as an A∞-module.
Note that we say “projective” when we mean “finitely generated projective”. Also, we will denote
Ξ∞ and A∞ by Ξ and A for notational simplicity for the general definitions.
Also, we can always equip Ξ with an A-valued positive definite inner product 〈·,·〉A, called a
Hermitian metric, such that 〈ξ, η〉∗A = 〈η, ξ 〉A, 〈ξ, ηa〉A = 〈ξ, η〉Aa, for ξ, η ∈ Ξ and a ∈ A.
Definition 2. (See [4].) Let Ξ , A and g be as above. A connection ∇ is a linear map from Ξ to
Ξ ⊗ g∗ such that
∇X(ξa) =
(∇X(ξ))a + ξ(δX(a)),
for all X ∈ g, ξ ∈ Ξ and a ∈ A. We say that the connections are compatible with the Hermitian
metric if
δX
(〈ξ, η〉A)= 〈∇Xξ,η〉A + 〈ξ,∇Xη〉A.
We denote the set of compatible connections by CC(Ξ).
According to Connes’ theory, we can always define a compatible connection on a projective
module over A as follows. For a given unital C∗-algebra A and a projection Q ∈ A, QA is
a projective right A-module in an obvious way. As described in [4], we define a connection
on QA, called “Grassmannian connection”, by
∇0X(ξ) = QδX(ξ) ∈ QA for all ξ ∈ QA and X ∈ g.
Obviously, this is a compatible connection with the canonical Hermitian metric on QA, such that
〈ξ, η〉 = ξ∗η for ξ, η ∈ QA.
For given right A-module Ξ , let E = EndA(Ξ). Then the following facts are known in [6]. If
∇ and ∇′ are any two connections, then ∇X −∇′X is an element of E, for each X ∈ g. If ∇ and ∇′
are both compatible with the Hermitian metric, then ∇X − ∇′X is a skew-symmetric element
of E for each X ∈ g. Thus, once we have a compatible connection ∇ , every other compatible
connection ∇′ is of the form ∇ + μ, where μ is a linear map from g into Es , the set of skew-
symmetric elements of E, such that μX∗ = −μX for X ∈ g.
The curvature of a connection ∇ is defined to be the alternating bilinear form Θ∇ on g, given
by
Θ∇(X,Y ) = ∇X∇Y − ∇Y∇X − ∇[X,Y ],
for X,Y ∈ g. It is not hard to check that the values of Θ are in E for a connection ∇ , and the
values of Θ are in Es if a connection ∇ is compatible with the Hermitian metric.
For given A-valued inner product 〈·,·〉A, we can define an E-valued inner product 〈·,·〉E by
〈ξ, η〉Eζ = ξ 〈η, ζ 〉A,
for ξ, η, ζ ∈ Ξ . So there is a natural bimodule structure (left E-right A) on Ξ .
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by
τE
(〈ξ, η〉E)= τ(〈η, ξ 〉A).
To define the Yang–Mills functional on CC(Ξ), we need a bilinear form on the space of
alternating 2-forms with values in E. Let {Z1, . . . ,Zn} be a basis for g. We define a bilinear form
{·,·}E by
{Φ,Ψ }E =
∑
i<j
Φ(Zi ∧Zj )Ψ (Zi ∧Zj ),
for alternating E-valued 2-forms Φ,Ψ . Clearly, its values are in E.
Then the Yang–Mills functional, YM, is defined on CC(Ξ) by
YM(∇) = −τE
({Θ∇ ,Θ∇}E). (8)
Now let Ξ be the left-Ec,μν and right-Dc,μν bimodule described in Section 1. Let G be the
reparametrized Heisenberg Lie group in (1) with the Lie algebra g; then for a positive integer c,
the basis of g is given by {X,Y,Z} with [X,Y ] = cZ, where X = (0,1,0), Y = (1,0,0), Z =
(0,0,1). Using the Heisenberg group action G on Dc,h¯μν given by the formula (6), we calculate
the infinitesimal form, δ, of the action g on Dc,h¯μν in the following way. For Φ ∈ (Dc,h¯μν )∞,
(δ(r,s,t)Φ)(x, y,p) = d
dk
L(exp(k(r ′,s′,t ′)))Φ(x, y,p)
∣∣∣∣
k=0
= 2πip(t + cs(x − h¯pμ))Φ(x,y,p)− r ∂Φ
∂x
(x, y,p)− s ∂Φ
∂y
(x, y,p),
where (r ′, s′, t ′) ∈ G and (r, s, t) ∈ g. Then the associated derivations δX, δY , δZ are given by
(δXΦ)(x, y,p) = 2πicp(x − h¯pμ)Φ(x, y,p)− ∂Φ
∂y
(x, y,p),
(δYΦ)(x, y,p) = −∂Φ
∂x
(x, y,p),
(δZΦ)(x, y,p) = 2πipΦ(x, y,p).
To find a compatible connection on the projective module Ξ∞, we use the canonical Grass-
mannian connection ∇0 on Q(Dc,μν )∞ for a projection Q ∈ (Dc,μν )∞. As we know, QDc,μν and Ξ
are projective modules over the same C∗-algebra Dc,μν on the right. So we can construct a mod-
ule map between QDc,μν and Ξ , which preserves the dense subalgebras Q(Dc,μν )∞ and Ξ∞ as
follows. As shown in Proposition 2.1 in [11], for given Ec,μν -Dc,μν bimodule Ξ , there exists a
function R ∈ Ξ such that 〈R,R〉E = IdE and Q = 〈R,R〉D is a projection of Dc,μν since Ec,μν
and Dc,μν both have identity elements. We will show that we can choose R smooth later in this
section. The module isomorphism φ : Ξ → QDc,μν is given by φ(f ) = 〈R,f 〉D , and the corre-
sponding Grassmannian connection on Ξ∞ is given by
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(〈R,f 〉D), (9)
for X ∈ g, f ∈ Ξ∞, and R ∈ Ξ∞ such that Q = 〈R,R〉D . It is not hard to check that ∇0 in (9)
is compatible with 〈·,·〉D .
Remark 2. Notice that, since 〈R,R〉E = IdE , the trace of the projection Q = 〈R,R〉D is 2μ.
For notational simplicity, we denote Ξ∞, (Dc,μν )∞ and (Ec,μν )∞ by Ξ , Dc,μν and Ec,μν in the
rest of this section.
We now compute the corresponding curvature Θ0∇(X,Y ) of the Grassmannian connection ∇0
for X,Y ∈ g. Since Θ0∇(X,Y ) is Ec,μν -valued, using formula (9) we can calculate Θ0∇(X,Y ) · f
as follows.
Θ0∇(X,Y ) · f =
(∇0X∇0Y − ∇0Y∇0X − ∇0[X,Y ]) · f = ∇0X(∇0Y (f ))− ∇0Y (∇0X(f ))− ∇0[X,Y ](f )
= R · (δX〈R,R〉DδY 〈R,f 〉D − δY 〈R,R〉DδX〈R,f 〉D),
for f ∈ Ξ , since R · 〈R,R〉D = R and δ is a Lie algebra homomorphism, i.e. [δX, δY ] = δ[X,Y ].
At first glance, it seems that the curvature Θ0∇(X,Y ) would depend on the value f at which it
is evaluated. Since the values of the curvature lie in (Ec,μν )s , the set of skew-symmetric elements
of Ec,μν , we have the following property.
Lemma 3. For the element R constructed as above,
R · (δX〈R,R〉DδY 〈R,g〉D − δY 〈R,R〉DδX〈R,g〉D)
= (R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D)) · 〈R,g〉D,
where g ∈ Ξ and X,Y ∈ g.
Proof. Since the values of Θ0∇ are in (Ec,μν )s , Θ0∇(X,Y ) satisfies〈
Θ0∇(X,Y ) · f,g
〉
D
+ 〈f,Θ0∇(X,Y ) · g〉D = 0,
for f,g ∈ Ξ and X,Y ∈ g. Then a straightforward calculation shows that
〈f,R〉DδX〈R,R〉DδY 〈R,g〉D − 〈f,R〉DδY 〈R,R〉DδX〈R,g〉D
= δX〈f,R〉DδY 〈R,R〉D〈R,g〉D − δY 〈f,R〉DδX〈R,R〉D〈R,g〉D.
Now let f = R; then we have
〈R,R〉DδX〈R,R〉DδY 〈R,g〉D − 〈R,R〉DδY 〈R,R〉DδX〈R,g〉D
= δX〈R,R〉DδY 〈R,R〉D〈R,g〉D − δY 〈R,R〉DδX〈R,R〉D〈R,g〉D.
By applying R on both sides, we obtain the desired equation. 
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depend on f ∈ Ξ as follows.
Proposition 4. For given basis elements of the Heisenberg Lie algebra g, {X,Y,Z} with [X,Y ] =
cZ, where c ∈ Z+, we have
Θ0∇(X,Y ) =
〈
R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D),R〉E,
Θ0∇(X,Z) =
〈
R · (δX〈R,R〉DδZ〈R,R〉D − δZ〈R,R〉DδX〈R,R〉D),R〉E,
Θ0∇(Y,Z) =
〈
R · (δY 〈R,R〉DδZ〈R,R〉D − δZ〈R,R〉DδY 〈R,R〉D),R〉E.
Proof. For given basis elements {X,Y,Z} with [X,Y ] = cZ of the Heisenberg Lie algebra g,
the previous lemma implies that
Θ0∇(X,Y ) · f = ∇0X
(∇0Y (f ))− ∇0Y (∇0X(f ))− ∇0[X,Y ](f )
= R · (δX〈R,R〉DδY 〈R,f 〉D − δY 〈R,R〉DδX〈R,f 〉D)
= (R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D)) · 〈R,f 〉D
= 〈R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D),R〉E · f.
Since this equation holds for every f ∈ Ξ , we have
Θ0∇(X,Y ) =
〈
R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D),R〉E.
Similarly, we can establish the second and the third equalities. 
The above proposition suggests that the curvature of the Grassmannian connection on Ξ can
be computed in terms of a smooth function R ∈ Ξ . In what follows, we will give a specific
example of nontrivial smooth function R ∈ Ξ that produces a Grassmannian curvature Θ0∇ that is
nonzero. In fact, R can be given by an explicit formula. Since R is chosen to give a projection Q
of Dc,μν such that Q = 〈R,R〉D and 〈R,R〉E = IdE , using the technique for construction of
Rieffel projections we let
〈R,R〉D(x, y,p) = g(x, y)δ1(p)+ h(x, y)δ0(p)+ g(x + 2μ,y + 2ν)δ−1(p),
where g,h ∈ Ξ , and h is real-valued. We also use the formula for 〈·,·〉D , and obtain
(a-1) h(x, y) =
∑
k
∣∣R(x + k, y)∣∣2,
(a-2) g(x, y) =
∑
k
e
(
ck(y − hν))R(x + k, y)R(x − 2μ+ k, y − 2ν).
Using the fact that 〈R,R〉D is idempotent, we obtain
(b-1) g(x, y)g(x − 2μ,y − 2ν) = 0,
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(b-3) ∣∣g(x, y)∣∣2 + ∣∣g(x + 2μ,y + 2ν)∣∣2 = h(x, y) − h2(x, y).
We also want Q to be in D0, so we require
(c-1) h(x, y) = h(x + k, y), g(x, y) = e(ck(y − ν))g(x + k, y).
Since 〈R,R〉E = IdE , i.e.
∑
k
e
(
cpk(y − kν))R(x − 2kμ,y − 2kν)R(x − 2kμ+ p,y − 2kν) = IdΞ(x, y)δ0(p),
we have the following.
(d-1)
∑
k
∣∣R(x − 2kμ,y − 2kν)∣∣2 = 1 if p = 0,
(d-2)
∑
k
e
(
cpk(y − kν))R(x − 2kμ,y − 2kν)R(x − 2kμ+ p,y − 2kν) = 0 if p = 0.
The technique that we will use to find a specific function R is somewhat related to the way
to find a scaling function, which is continuous and compactly supported, in wavelet theory, in
particular, a Meyer-type wavelet. (See more details in [10].) So we assume that R is a compactly
supported real-valued function of one variable x for simplicity.
As suggested in the paper [10], we define R as follows: let R(x) be 0 on (−2μ,−μ],
smooth on (−μ,− 12μ) and 1 on [− 12μ,0], where |2μ| < 12 , and define R on [0,2μ) by
R(x) =√1 − |R(x − 2μ)|2. Then the function R is smooth.
Then this definition implies that h(x, y) and g(x, y) in (a-1) and (a-2) should have only one
term that is not equal to zero, although which term is nonzero depends on x. So we have, for
x ∈ (− 12 , 12 ),
(A-1) h(x) = R2(x), g(x, y) = R(x)R(x − 2μ).
Also, the condition in (c-1) suggests that we should extend h and g by
(A-2) h(x) = R2(x + k), g(x, y) = e(k(y − ν))R(x + k)R(x + k − 2μ),
for x ∈ (− 12 − k, 12 − k). With these functions, h(x) and g(x, y), we can rewrite Eqs. (b-1)–(b-3)
as follows.
(B-1) R2(x)R(x − 2μ)R(x + 2μ) = 0,
(B-2) R2(x) +R2(x − 2μ) = 1,
(B-3) R2(x − 2μ)+R2(x + 2μ)+R2(x) − 1 = 0.
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(C-1) R(x)R(x − 2lμ) = 0 if |l| 2.
Also, Eqs. (d-1) and (d-2) give the following.
(C-2)
∑
k
∣∣R(x − 2kμ)∣∣2 = 1.
(C-3) R(x)R(x + j) = 0 if j = 0, where j ∈ Z.
With this special function R, we calculate the corresponding Grassmannian curvature as fol-
lows.
Lemma 5. For the function R described above,
Θ0∇(X,Y )(x, y,p) = f1(x)δ0(p),
Θ0∇(X,Z)(x, y,p) = 0,
Θ0∇(Y,Z)(x, y,p) = f2(x)δ0(p),
where f1 and f2 are smooth skew-symmetric periodic functions in the sense that f1(x) = −f1(x)
and f2(x) = −f2(x), and f1(x − 2kμ) = f1(x) and f2(x − 2kμ) = f2(x) for any integer k.
Proof. By the formula in Proposition 4, we have, for X,Y ∈ g,
Θ0∇(X,Y ) =
〈
R · (δX〈R,R〉DδY 〈R,R〉D − δY 〈R,R〉DδX〈R,R〉D),R〉E.
The main reason that Grassmannian curvature is only supported at p = 0 comes from the formula
of 〈·,·〉E and Eq. (C-3). By the related formulas and properties, the Grassmannian curvature with
the special function R is given as follows.
Θ0∇(X,Y )(x, y,p)
= −
∑
k
∑
q
∑
q ′
2πiq ′
(
x − 2kμ+ 2qμ− q ′μ){R2(x − 2kμ)R2(x − 2kμ+ 2qμ)
×R(x − 2kμ+ 2qμ− 2q ′μ)R′(x − 2kμ+ 2qμ− 2q ′μ)
+R(x − 2kμ)R′(x − 2kμ)R2(x − 2kμ+ 2qμ)R(x − 2kμ+ 2qμ− 2q ′μ)
×R′(x − 2kμ+ 2qμ− 2q ′μ)}
+
∑
k
∑
q
∑
q ′
e
(
cq ′k(y − kν))2πi(q − q ′)(x − 2kμ+ (q − q ′)μ)
× {R2(x − 2kμ)R(x − 2kμ+ 2qμ)R′(x − 2kμ+ 2qμ)
×R2(x − 2kμ+ 2qμ− 2q ′μ)+R2(x − 2kμ)R2(x − 2kμ+ 2qμ)
×R(x − 2kμ+ 2qμ− 2q ′μ)R′(x − 2kμ+ 2qμ− 2q ′μ)} = 0.
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not necessarily zero unless |q| 2. So choose k = 0 and q ′ = 0 for simplicity. Then the first triple
term in the above expression for Θ0∇(X,Y ) becomes zero and the curvature Θ0∇(X,Y )(x, y,p)
becomes the following expression.
∑
q
4πiq(x + qμ)R2(x)R3(x + 2qμ)R′(x + 2qμ).
Since R(x)R(x + 2qμ) = 0 for |q| 2, the previous expression becomes the following.
∑
q
4πiq(x + qμ)R2(x)R3(x + 2qμ)R′(x + 2qμ)
= −4πi(x − μ)R2(x)R3(x − 2μ)R′(x − 2μ)
+ 4πi(x + μ)R2(x)R3(x + 2μ)R′(x + 2μ) = 0.
For each k, we will have a similar expression as above that is not necessarily zero. Thus the
Grassmannian curvature Θ0∇(X,Y )(x, y,p) is not trivial.
As seen above, Θ0∇(X,Y )(x, y,p) is only supported at p = 0. Also it is not hard to
see that Θ0∇(X,Y )(x, y,p) is a one-variable, periodic, complex valued function. So we de-
note Θ0∇(X,Y )(x, y,p) by f1(x)δ0(p) such that f1(x − 2lμ) = f1(x) for an integer l. It is
clear that f1(x) is a skew-symmetric function, i.e. f 1(x) = −f1(x). Thus we conclude that
Θ0∇(X,Y )(x, y,p) = f1(x)δ0(p) for a skew-symmetric periodic function f1. Similarly, we can
show that Θ0∇(Y,Z)(x, y,p) = f2(x)δ0(p) for a periodic function f2. Also another similar direct
calculation shows that Θ0∇(X,Z)(x, y,p) = 0. 
4. Multiplication-type elements of Ec,μν
Let Ξ be the left-Ec,μν and right-Dc,μν projective bimodule given in Section 1.
Definition 3. For an element G ∈ C∞(T2), define a multiplication-type element G of Ec,μν by
G(x, y,p) = G(x,y)δ0(p).
Remark 3. G ∈ Ec,μν means γk(G) = G for all k ∈ Z. This implies G(x − 2kμ,y − 2kν) =
G(x,y), for (x, y) ∈ R × T. (Here we are identifying T2 with R2/(2πμZ × 2πνZ).) Thus
G has to be defined on T2 to produce an element G of Ec,μν . Also any multiplication-type ele-
ment G is a smooth element of Ec,μν since the corresponding function G is smooth.
Lemma 6. Let G be a multiplication-type element of Ec,μν . Then G is skew-symmetric, i.e.
G∗ = −G if and only if the corresponding function G ∈ C∞(T2) is also skew-symmetric, i.e.
G(x,y) = −G(x,y).
Proof. The proof is left to the reader. 
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G ∈ C∞(T2), i.e. G(x, y,p) = G(x,y)δ0(p). Then G is skew-symmetric if and only if G acts on
Ξ∞ as a (skew-symmetric) multiplication operator, i.e.
(G · f )(x, y) = −G(x,y)f (x, y) for f ∈ Ξ∞.
Proof. Let G be a multiplication-type element of Ec,μν , i.e. G(x, y,p) = G(x,y)δ0(p), for
G ∈ C∞(T2). If G is skew-symmetric, then the corresponding function G is skew symmet-
ric by the previous lemma. Thus G(x,y) = −G(x,y). So (G · f )(x, y) = ∑q G(x, y, q)
f (x+q, y) =∑q G(x, y)δ0(q)f (x+q, y) = G(x,y)f (x, y) = −G(x,y)f (x, y). Now assume
that a multiplication-type element G of Ec,μν acts on Ξ∞ by (G · f )(x, y) = −G(x,y)f (x, y)
for f ∈ Ξ∞. Then ∑q G(x, y, q)f (x+q, y) = −G(x,y)f (x, y). This implies that ∑q G(x, y)
δ0(q)f (x + q, y) = G(x,y)f (x, y) = −G(x,y)f (x, y). Thus G(x,y) = −G(x,y). Therefore,
G∗ = −G by Lemma 6. 
With this notation and Lemma 5, we can view the Grassmannian curvature Θ0∇ as a
multiplication-type element of Ec,μν with the corresponding skew-symmetric functions f1, 0
and f2. So we write Θ0∇ as follows.
Θ0∇(X,Y ) = f1, Θ0∇(X,Z) = 0, Θ0∇(Y,Z) = f2, (10)
where f1(x, y,p) = f1(x)δ0(p), f2(x, y,p) = f2(x)δ0(p) and f 1(x) = −f1(x), f 2(x) =
−f2(x), f1, f2 ∈ C∞(T).
Proposition 8. Let X, Y , Z be the basis of the Heisenberg Lie algebra g with [X,Y ] = cZ. Let
∇0 be the Grassmannian connection on Ξ∞ given in (9) and let G be a multiplication-type,
skew-symmetric element of Ec,μν as defined above, corresponding to the smooth skew-symmetric
function G ∈ C∞(T2). Then for f ∈ Ξ∞,
([∇0X,G] · f )(x, y) =
(
∂
∂y
G
)
(x, y)f (x, y),
([∇0Y ,G] · f )(x, y) =
(
∂
∂x
G
)
(x, y)f (x, y),
([∇0Z,G] · f )(x, y) = 0.
Proof. Let G(x, y,p) = G(x,y)δ0(p) for a skew-symmetric function G ∈ C∞(T2). Then for
f ∈ Ξ∞,
[∇0X,G](f )(x, y) = (∇0X ◦ G)(f )(x, y) − (G ◦ ∇0X)(f )(x, y)
= ∇0X(G · f )(x, y) − G ·
(∇0X(f ))(x, y)
= R · δX〈R,G · f 〉D(x, y)−G(x,y)
(∇0 (f ))(x, y)X
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∑
q
R(x + 2qμ)δX〈R,G · f 〉D(x + 2qμ,y + 2h¯qν, q)
+G(x,y)(R · δX〈R,f 〉D)(x, y).
The important equation that we use in this proof is given in (C-3), R(x)R(x + j) = 0 if j = 0.
By related formulas and equations, we obtain the following.
[∇0X,G](f )(x, y) =∑
q
R2(x + 2qμ)
(
∂
∂y
G(x, y)
)
f (x, y).
By Eq. (C-2), it follows that ([∇0X,G] · f )(x, y) = ( ∂∂yG)(x, y)f (x, y). Similarly, we can obtain
the second equation and the third equation. We leave the details to the reader. 
The previous two propositions imply the following.
Corollary 9. Let X,Y,Z be the basis of the Heisenberg Lie algebra g with [X,Y ] = cZ. Let ∇0
be the Grassmannian connection given in (9) and let G be a multiplication-type, skew-symmetric
element of Ec,μν . Then
[∇0X,G](x, y,p) = − ∂∂y G(x, y,p), [∇0Y ,G](x, y,p) = − ∂∂x G(x, y,p),[∇0Z,G]= 0.
Proof. It is obvious by Propositions 8 and 7. 
For notational simplicity we write the equations in Corollary 9 as follows.
[∇0X,G]= − ∂∂y G, [∇0Y ,G]= − ∂∂x G, [∇0Z,G]= 0.
Proposition 10. The Grassmannian connection ∇0 given in (9) generates an infinite dimensional
Lie algebra, in the sense that the Lie algebra of operators generated by ∇0X , ∇0Y , ∇0Z is infinite
dimensional.
Proof. Using the formula for the curvature and the notation for the Grassmannian curvature
in (10), we have the following.
[∇0X,∇0Y ]= Θ0∇(X,Y ) + ∇0Z = f1 + ∇0Z,[∇0X,∇0Z]= Θ0∇(X,Z) = 0 and [∇0Y ,∇0Z]= Θ0∇(Y,Z) = f2.
Also, by the previous corollary we have
[∇0X, f1]= 0, [∇0Y , f1]= − ∂∂x f1, [∇0Z, f1]= 0,[∇0X, f2]= 0, [∇0Y , f2]= − ∂ f2, [∇0Z, f2]= 0.∂x
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∂x
f1 = 0 and − ∂∂x f2 = 0, in general. Thus ∇0X,∇0Y ,∇0Z
generate an infinite dimensional Lie algebra. 
5. Critical points of the Yang–Mills functional on quantum Heisenberg manifolds
The Yang–Mills problem is mainly about determining the nature of the set of the critical
points for the Yang–Mills functional YM, and the critical points where YM attains its minimum.
According to differential calculus, ∇ is a critical point of YM if D(YM(∇)) = 0, i.e. the derivative
of YM at ∇ is zero. Also we have
d
dt
∣∣∣∣
t=0
YM(∇ + tμ) = D(YM(∇)) ·μ,
where D is the derivative of YM. So ∇ is a critical point of YM if we have, for all linear maps
μ : g→ Es ,
d
dt
∣∣∣∣
t=0
YM(∇ + tμ) = 0.
Thus, as given in [13], for given Lie algebra g, ∇ is a critical point of YM if for all Zi ∈ g,
∑
j
[∇Zi ,Θ∇(Zi ∧Zj )]−∑
j<k
cijkΘ∇(Zj ∧ Zk) = 0, (11)
where cijk are structure constants of g.
Recall that our Lie algebra g is the Heisenberg Lie algebra with three basis elements {X,Y,Z}
satisfying [X,Y ] = cZ for a positive integer c. This together with (11) gives the following. The
connection ∇ will be a critical point if
[∇Y ,Θ∇(X,Y )]+ [∇Z,Θ∇(X,Z)]= 0, (12)[∇X,Θ∇(Y,X)]+ [∇Z,Θ∇(Y,Z)]= 0, (13)[∇X,Θ∇(Z,X)]+ [∇Y ,Θ∇(Z,Y )]− c ·Θ∇(X,Y ) = 0. (14)
It is now easy to see that the Grassmannian connection ∇0 given in (9) is not a critical point
of YM. But we know that any other compatible connection can be obtained from the Grassman-
nian connection ∇0 by adding a linear map μ from g into (Ec,μν )s , the set of skew-symmetric
element of Ec,μν . It is not hard to find a concrete example of a smooth skew-symmetric element
of Ec,μν , but it is difficult to compute the left-hand sides of (12), (13) and (14) in general. So we
will try the simplest form of such a linear map whose range is skew-symmetric. In particular, we
will use a linear map μ : g→ (Ec,μν )s whose range lies in the set of multiplication-type element
of Ec,μν introduced in the previous section.
For given Grassmannian connection ∇0 with the curvature Θ0∇ as before, let ∇ = ∇0 + μ,
where μ∗X = −μX ∈ (Ec,μν )∞ for X ∈ g. Then the corresponding curvature Θ∇ of ∇ is the
following. For X,Y,Z ∈ g with [X,Y ] = cZ,
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[∇0X,μY ]− [∇0Y ,μX]+ [μX,μY ] −μ[X,Y ], (15)
Θ∇(X,Z) = Θ0∇(X,Z) +
[∇0X,μZ]− [∇0Z,μX]+ [μX,μZ], (16)
Θ∇(Y,Z) = Θ0∇(Y,Z)+
[∇0Y ,μZ]− [∇0Z,μY ]+ [μY ,μZ]. (17)
Now consider the case where μX is a multiplication-type, skew-symmetric element. Let
μX = GX , μY = GY and μZ = GZ for GX ∈ Ec,μν for X ∈ g with the corresponding Gi ∈
C∞(T2) such that Gi(x, y) = −Gi(x, y) for i = 1,2,3. Using the formulas in the proof of
Proposition 10, we can write the curvature Θ∇ in terms of the Grassmannian curvature Θ0∇ and
the multiplication-type elements GX, GY and GZ. Then the proposed conditions for obtaining
critical points, (12), (13) and (14) give the following two equations.
c ·G3(x, y) = − ∂
∂y
G2(x, y)+ ∂
∂x
G1(x, y) + f1(x)+ c1 · i for some real number c1, (18)
∂2
∂y2
G3(x, y)+ ∂
2
∂x2
G3(x, y) = ∂
∂x
f2(x)+ c · c1 · i. (19)
Let w(x) = ∂
∂x
f2(x) + c · c1 · i. Then it is obvious that w(x) = −w(x) since f2 is skew-
symmetric. To solve the elliptic equation (19), take the Fourier transform on both sides in (19).
Then
(−m2 − n2)Ĝ3(n,m) = ŵ(n), so Ĝ3(n,m) = − ŵ(n)
(m2 + n2) ,
for (m,n) = (0,0). Therefore
G3(x, y) =
∑
n,m∈Z, (n,m)=(0,0)
Ĝ3(n,m)e(nx)e(my),
where e(x) = exp(2πiμx) and e(y) = exp(2πiνy). Notice that G3 is periodic and ŵ(n) =
ŵ(−n), so G3 is a skew-symmetric element of C∞(T2), i.e. G3(x, y) = −G3(x, y). With the
solution G3 as above, we can show that Eq. (18) allows to choose nontrivial G1 and G2.
We finally state the main theorem.
Theorem 11. Let g be the Heisenberg Lie algebra with the basis X,Y,Z satisfying [X,Y ] = cZ
for a positive integer c. Let Ξ be the Ec,μν -Dc,μν bimodule given as before. Let ∇0 be the
Grassmannian connection on Ξ∞ produced by a special function R with the Grassmannian
curvature Θ0∇ such that Θ0∇(X,Y ) = f1, Θ0∇(X,Z) = 0 and Θ0∇(Y,Z) = f2, where f1(x, y,p) =
f1(x)δ0(p), f2(x, y,p) = f2(x)δ0(p) for smooth periodic functions f1 and f2. Let G be a lin-
ear map on g whose range lies in a set of the multiplication-type, skew-symmetric elements of
End
D
c,
μν
(Ξ) = Ec,μν . Then ∇ = ∇0 + G is a critical point of the Yang–Mills functional if and
only if the corresponding skew-symmetric periodic functions G1, G2 and G3 satisfy the follow-
ing equations.
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∂x
G1(x, y)− ∂
∂y
G2(x, y) = c ·G3(x, y) − f˜1(x), (20)
∂2
∂y2
G3(x, y)+ ∂
2
∂x2
G3(x, y) = ∂
∂x
f2(x)+ c · a0, (21)
where GX(x, y,p) = G1(x, y)δ0(p), GY(x, y,p) = G2(x, y)δ0(p), GZ(x, y,p) =
G3(x, y)δ0(p), and f˜1(x) = f1(x)− a0 and a0 =
∫
T
f1(x) dx.
Proof. The proof follows from the previous argument. 
Remark 4. We note that these critical points are not minima, but inflection points.
6. Laplace’s equation on quantum Heisenberg manifolds
In [15], J. Rosenberg described the Euler–Lagrangian equation for critical points of the en-
ergy functional on self adjoint elements a of the noncommutative torus as Laplace’s equation
a = 0. Inspired by the works in [15] and [8], we show that those two equations (20) and (21)
in the main theorem of this paper can be expressed in terms of this Laplacian and derivations on
quantum Heisenberg manifolds, by using a result of Morita equivalence for quantum Heisenberg
manifolds. First we give the explicit formula of the Laplacian first defined by N. Weaver in [16]
as follows. For Φ ∈ (Dc,μν )∞,
(Φ)(x, y,p) = (δX)2(Φ)(x, y,p)+ (δY )2(Φ)(x, y,p)
= −4πip2(x − pμ)2Φ(x,y,p)− 2πip(x − pμ)∂Φ
∂y
(x, y,p)
− 2πip(x − pμ)∂Φ
∂y
(x, y,p)+ ∂
2Φ
∂y2
(x, y,p) + ∂
2Φ
∂x2
(x, y,p).
When p = 0, then the above Laplacian becomes the following:
(Φ)(x, y,0) = ∂
2Φ
∂y2
(x, y,0)+ ∂
2Φ
∂x2
(x, y,0),
for Φ ∈ (Dc,μν )∞. Thus, if we restrict the Laplacian on a smooth element H of Dc,μν that is only
supported at p = 0, i.e. H(x, y,p) = H(x,y)δ0(p), H ∈ C∞(T2), then we have
(H)(x, y,p) = ∂
2H
∂y2
(x, y,p) + ∂
2H
∂x2
(x, y,p).
As shown in Section 2, the generalized fixed point C∗-algebra Ec,μν is isomorphic to a quan-
tum Heisenberg manifold with different parameters, in particular Dc,1
4μ
ν
2μ
, so we can treat an
Ec,μν -valued multiplication operator G as a D
c,
1
4μ
ν
2μ
-valued multiplication operator in the main
theorem. Also, the Grassmannian curvature Θ0∇ that is an (Ec,μν )∞-valued 2-form now can be
considered as a (Dc,1 ν )∞-valued 2-form. Thus we obtain the following corollary.4μ 2μ
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action given as before and  = δ2X + δ2Y for X,Y ∈ g. Let ∇0 be the Grassmannian connec-
tion on Ξ∞ produced by the special function R given in (9). Let Θ0∇ be the corresponding
Grassmannian curvature such that Θ0∇(X,Y ) and Θ0∇(Y,Z) are nontrivial multiplication-type
elements of Ec,μν , and Θ0∇(X,Z) = 0. Let G be a linear map on g whose range lies in a set
of the multiplication-type skew-symmetric elements of End
D
c,
μν
(Ξ) = Ec,μν . Then, ∇ = ∇0 + G
is a critical point of Yang–Mills functional if and only if GX, GY and GZ satisfy the following
equations.
δX(GY)− δY (GX) = c · GZ −Θ0∇(X,Y ) + a0,
(GZ) = −δY
(
Θ0∇(Y,Z)
)+ c · a0,
where a0 =
∫
T f1(x) dx, and Θ
0∇(X,Y )(x, y,p) = f1(x)δ0(p) for a smooth periodic func-
tion f1(x).
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