Introduction
This paper deals with the minimum problem concerning an integral of the form (1.1) l
(x)= ~ f(t, x, x ~1) .... , x ~m) .... , x e)) dt t2
where l is an arbitrary positive integer, where x tin) denotes the vector x tin) = (x~ ml ..... x~) of the derivatives of x of order m taken in an arbitrary but fixed order, and where f2 is a bounded open domain in the n-dimensional Euclidean space E" of points t=(tx ...
. , t,).
In certain basic aspects (e.g. in the use of convexity considerations and of the reflexitivity of the Sobolev spaces) the method of the present paper is the same as the one used in a recent paper by F. E. BROWOER [3] x, while in other aspects the treatment is different. This will be clear from the following outline of the existence proof given in the present paper:
The Sobolev space W~=W~(f2) is a reflexive Banach space. Therefore, the closed ball B R c WJ with radius R and center 0 is weakly compact, i.e. compact in the relative topology of BR induced by the weak topology of WJ. Consequently for the proof of the existence of an xoeBR minimizing I(x) in BR it will be sufficient to show that l(x) is weakly lower semi-continuous (see [10] ). To do this, we use the notation (1.2)
f (x ; y) = f (t, x (t) .... , x(t-1), y(t)), (1.3)
I(x; y) = I f(t, x(t); y(t)) dt f~ such that
(1.4) I(x) =I(x; x).
Under assumptions to be specified later the following statements ~) and fl) will be proved:
ct) for fixed xo~B R, Io(y)=I(xo; y) is weakly lower semi-continuous in y, fl) for fixed y~BR, I(x; y) is weakly continuous in x.
As to the proof of ~) a nearly obvious argument (given in detail in [11; theorem 4.1]) shows that it will be sufficient to prove: to each, Yo in B R there exists a bounded linear functional 1o =lo(y) on W~ such that
The main assumption for the proof of (1.5) will be a convexity assumption on f with respect to the highest derivatives which implies a corresponding convexity of I(x; y) with respect to y 2. A linear functional I o satisfying (1.5) is then obtained as follows: if (for x fixed) H denotes the product space of W~ with the real line consisting of couples u=(y, r), then the set II1cII above the graph r=Io(y), i.e. the set of points (y, r) with r>Io(y) is convex and has therefore under rather general conditions a closed supporting hyperplane at the point Uo =(Yo, Io(Yo)) given by an equation of the form (1.6) 
ho(u)=ho(uo)
where h o is a continuous linear functional on H. It is then proved that the restriction of ho to W~ multiplied by a proper constant is an l o of the desired properties (section 3).
The proof of the statement fl) above is given in section 4. It is based on the extended form (4.2) of the Friedrichs-Sobolev inequality (4.1). The latter is proved in Appendix A by applying SOBOLEV'S imbedding theorems. The existence of a minimizing Xo~B R then follows easily by combining the results of sections 3 and 4 (section 5).
The inequality (4.1) is a generalization of the Friedrichs inequality given for the case l= 1 in an inner product space [4; p.489] . (See also [7; section 5] for a more general case.) From the point of view taken in the present paper an essential feature of FRIEDRICH'S inequality and its generalization (4.2) is that they immediately imply the weak continuity of the Lp norm of the derivatives of order < I of elements x~BR. 2 Instead of a convexity assumption, a positivity assumption on the second differential (implying convexity) was used in [11] . The author is indebted to G. Mrrcrv for pointing out in conversations that convexity would be sufficient. Moreover in that paper in which the case l=-1 was treated the assumption just mentioned was made not only with respect to the first derivatives of x but also with respect to x itself. This resulted in a theorem of unnecessarily narrow scope as was pointed by L.M. GF, Avr~ [Math. Reviews 15, 39 (1954) ]. Here tl x II~,p is defined as follows: let II x liE denote the Euclidean norm of the vector x el) defined in the first paragraph of the introduction; then 
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(2.2) [[x tit, p=(~ II x <') IlP d t) x/p.
Then the space of all vector functions y(t)=(y, (t) .... , ys(t)) for which
is uniformly convex.
Proof. Since Lp is uniformly convex, it is easily seen that the proof given by M.M. DAY for his theorem 3 in [5] is valid for the present case. (Cf. also the concluding remarks in [5] .)
We now specify the assumptions on the integrand f of the integral ( 3. Proof of the lower semieontiauity of Io (y)= I (x0; y)
As already pointed out it is sufficient to prove that (1.5) holds for some bounded linear functional l o. To prove the existence of such a functional we note first that the convexity assumption B) on f implies immediately the convexity of Io (y), and that assumption D) implies that Io (y) is locally bounded from above. It now follows from a well known theorem [1; Chapter II, w 5, proposition 2]
that Io(y) is continuous in BR. From this it is easily seen that the set//1 cH defined in the introduction contains interior points (namely all points (Yo, to) with r o >Io(Yo); see also [9] ), and that the graph of I o belongs to the boundary of HI.
From these properties we conclude by a well known theorem [I; chapter II, 
The proof will be given in Appendix A.
Our next goal is the proof of 
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Moreover, the integral at the right member of this inequality may be replaced by (2R)p.
The proof is based on the next three lemmas. If( t,a~ ..... a('-l)'x(m)'x(m+l) a ~ a t, ..., a (m-l), a (m), x (re+l), ..., x 0-1), yg) ] dt.
From the definition of the vector x (m) (see the first paragraph of the introduction) we see that the bracket in (4.8) can be written as a sum of differences in each of which only one component a~ m) changes to x~ m). From assumption A) we conelude therefore that the right member of (4.8) is majorized by a finite number, say a, terms of the form c3m(x-a) ~dt, r Now if ~ is a given positive number, we first choose r/such that the first term of the right member of (4.11) is less than ~/3, then 6 such that the second term is also majorized by e/3. After ~/and 6 are fixed, the third term of the right member of (4.11) is a finite sum of powers of bounded linear functionals. It is therefore clear that there exists a weak neighborhood U(a) such that this term is also not greater then e/3 for x~U(a). This obviously proves theorem 4. 
Proof of the existence of an x0~Ba minimizing the integral (1.1)
As pointed out in the introduction, it is sufficient to prove the weak lower semicontinuity of I(x). Let e be a given positive number. For x, a in BR we see from ( where we again used (A.14) and (A.15). This inequality remains valid if in its right hand member we replace the factor 6 tp of the second integral by 1. But then the right hand member becomes T p II 4 I[ rv~ (x~) which proves that ~ is a bound for 2. We now return to the Sobolev domain 12 considered in theorem 4.2 and suppose that I 6 = f2. Then the following facts are easily veffied: if we map the
