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A new approach is proposed for the stationary Stokes equations. Based on the homotopy
perturbation method, some iterative algorithms are constructed, and four kinds of
perturbation cases are considered respectively. Numerical experiments show that these
algorithms are simple and effective.
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1. Introduction
The governing equations are the incompressible Stokes equations:
−ν1u+∇p = f , div u = 0, u|0 = 0, (1)
where  ∈ R2 is a bounded domain with a Lipschitz continuous boundary 0, u represents the velocity vector of a viscous
incompressible fluid, p represents the pressure, f represents the prescribed body force, and ν > 0 represents the viscosity.
There are numerous works devoted to the development of efficient methods for the Stokes problem [1–6]: the pressure-
matrix method, the Uzawa method, the Arrow–Hurwicz method, the penalty methods, the Augmented-Larangian method,
the methods based on pressure solvers, the stabilization methods, the global preconditioning technique and the local-
parallel algorithms, etc. Among them, the penalty methods can be seen indeed as suitable stabilization procedures for the
Stokes system. However, these schemes are not strongly consistent, since the exact solution satisfies the divergence-free
conditions.Moreover, some iterativemethods are provided for solving the augmented systemwhich is derived fromproblem
(1). For example, the preconditioned iterativemethods, several variants of the SORmethod and thepreconditioned conjugate
gradient methods, the preconditioned MINRES method, the QMRmethod, the preconditioned GMRES method, the SOR-like
methods and the generalized SOR-like methods, the parameterized inexact Uzawa methods and the fast Uzawa algorithms
in [6–9], respectively.
Recently, He [10] proposed the homotopy perturbation method (HPM) for solving nonlinear differential equations. Up
to now, this method has been successfully applied to solve many types of linear or nonlinear partial differential equations.
Motivated by the work of He [10–12], Liao and Tan [13], in order to improve the numerical stability and error estimates, we
use the continuous solutions of a series of penalty Stokes equations to approximate the continuous solutions of the Stokes
problem in theory. In the process of computing, we simply applied the discrete solutions of some algebraic forms of penalty
Stokes equations to correct the discrete solutions of algebraic form of the Stokes problem. This approach can be easily stable
by choosing a small penalty parameter in numerical computing. This paper only focuses on a new approach for solving the
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Stokes equations (1). By introducing an operator Q (p)with small parameter ϵ, we construct new iterativemethods by using
the HPM [10,14]. The computation processes are derived in detail. Four kinds of perturbation cases of the new approach are
studied respectively. Finally, special choices of Q (p) are considered for solving the Stokes problem. Numerical results show
that this method is more simple and effective.
The outline of this paper is as follows. In Section 2, we add the term (1 − ϵ)αQ (p) to Eq. (1) so that we can apply the
HPM to the small parameter ϵ ∈ [0, 1]. We then study other special cases of new iterative methods. In Section 3, we make
special choices for Q (p) = p and give numerical experiments for our algorithms. Numerical results show that our methods
work well for the Stokes problem. Finally, conclusions are made in Section 4.
2. The construction of iterative algorithms
In order to find the solutions of problems (1), we consider four different auxiliary equations.
2.1. Case one
The first auxiliary equation is as follows
− ν1u+∇p = f , div u+ (1− ϵ)αQ (p) = 0, u|0 = 0, (2)
where α ≠ 0 is an accelerating parameter and ϵ ∈ [0, 1] is an imbedding parameter. If we choose Q (p) = p or Q (p) = p/ν,
then we obtain the penalty method [1,2]. If we choose Q (p) = pt , then we obtain the artificial compressibility method [1].
If we choose Q (p) = ∇p with boundary condition ∂p
∂n |0 = 0, then we obtain the pressure stabilization method [2]. If we
chooseQ (p) = −1pwith boundary condition∇p·n|0 = 0, thenwe obtain the elliptic pressure regularizationmethod [2,5].
Hence, it is obvious that when ϵ = 1, the Stokes problem (1) is a degenerated form of problem (2).
Applying the perturbation technique [10,14], we assume that the solution of problem (2) can be expressed as a power
series in ϵup

=

u0
p0

+ ϵ

u1
p1

+ ϵ2

u2
p2

+ · · · + ϵn

un
pn

+ · · · (3)
when ϵ → 1, the solution of Eq. (2) approximates the solution of Eq. (1). For simplicity, we choose Q (p) = p in (2) and
substitute (3) into problem (2), then we have
ϵ0 :
−ν1u0 +∇p0 = f ,
div u0 + αp0 = 0, u0|0 = 0, ϵ
k :
−ν1uk +∇pk = 0,
div uk + αpk = αpk−1, uk|0 = 0, k = 1, 2, . . . . (4)
From (4), we can see (uk, pk) satisfied a series of stationary penalty Stokes equations. In every iteration step, only the
right term of equations is different. When pk−1 is known, uk and pk are implicitly obtained. By the residual correction, we
improve the numerical results of the Stokes problem by the penalization method. Setting the operator L1 =
−ν1 ∇
div αI

,
where I is the identity operator. Assume that the inverse of L1 exists (denoted by L−11 ), then from (4) (u0, p0)T–(uk, pk)T can
be solved respectively
u0
p0

= L−11

f
0

,

uk
pk

= L−11

0
αpk−1

, k = 1, 2, . . . . (5)
So we get the exact solution

u∗
p∗

= L−11

f
αp∗

, and the n-order approximation (un, pn)T = ∑nk=0(uk, pk)T for the exact
solution (u∗, p∗)T , namely

un
pn

= L−11

f
αpn−1

. It is pointed out that ifα is a constant, then thismethod is a simple stationary
iterative method which is popular in engineering applications. Conversely, if α is not a constant, then this method is a non-
stationary iterative method.
2.2. Case two
The second auxiliary equation is as follows
−ν1u+∇ϵp = f , div u+ (1− ϵ)αQ (p) = 0, u|0 = 0. (6)
According to the same technique in Section 2.1, we can obtain
ϵ0 :
−ν1u0 = f ,
div u0 + αp0 = 0, u0|0 = 0, ϵ
k :
−ν1uk = −∇pk−1,
div uk + αpk = αpk−1, uk|0 = 0, k = 1, 2, . . . . (7)
It is noticed that u0 is simply a solution of Poisson equations with the Dirichlet boundary condition. When u0 is known,
p0 is explicitly given by (7) which is equivalent to αp0 = −div u0. When pk−1 is known, uk and pk are explicitly obtained.
2264 X. Feng, Y. He / Computers and Mathematics with Applications 61 (2011) 2262–2266
So, we get the following algorithm which is different from the classical Uzawa algorithm. Now, we define the operator
L2 =
−ν1 0
div αI

. Assume that the inverse of L2 exists (denoted by L−12 ), then from (7) (u0, p0)T–(uk, pk)T can be solved
respectively
u0
p0

= L−12

f
0

,

uk
pk

= L−12
−∇pk
αpk−1

, k = 1, 2, . . . . (8)
So we get the exact solution

u∗
p∗

= L−12

f −∇p∗
αp∗

, and the n-order approximation (un, pn)T =∑nk=0(uk, pk)T for the exact
solution, namely

un
pn

= L−12

f −∇pn
αpn−1

.
2.3. Case three
The third auxiliary equation is as follows
−ν1u+∇p = f , div ϵu+ (1− ϵ)αQ (p) = 0, u|0 = 0. (9)
According to the same technique in Section 2.1, we have
ϵ0 :
−ν1u0 +∇p0 = f ,
αp0 = 0, u0|0 = 0, ϵ
k :
−ν1uk +∇pk = 0,
αpk = αpk−1 − div uk−1, uk|0 = 0, k = 1, 2, . . . . (10)
It is noticed that p0 = 0 and u0 is simply a solution of Poisson equations with the Dirichlet boundary condition. When u0
is known, p1 is explicitly given by (10) which is equivalent to αp1 = −div u0. When pk−1 and uk−1 is known, uk and pk are
explicitly obtained. So, we get the following algorithm which is a special case of the classical Uzawa algorithm.
Let the operator L3 =
−ν1 ∇
0 αI

, and assume that the inverse of L3 exists (denoted by L−13 ), then from (10) (u0, p0)T–
(uk, pk)T can be solved respectively
u0
p0

= L−13

f
0

,

uk
pk

= L−13

0
αpk−1 − div uk−1

, k = 1, 2, . . . . (11)
So we have the exact solution

u∗
p∗

= L−13

f
αp∗ − div u∗

, and the n-order approximation (un, pn)T = ∑nk=0(uk, pk)T for
(u∗, p∗)T , namely

un
pn

= L−13

f
αpn−1 − div un−1

.
2.4. Case four
The fourth auxiliary equation is as follows
−ν1u+∇ϵp = f , div ϵu+ (1− ϵ)αQ (p) = 0, u|0 = 0. (12)
According to the same technique in Section 2.1, we can obtain
ϵ0 :
−ν1u0 = f ,
αp0 = 0, u0|0 = 0, ϵ
k :
−ν1uk = −∇pk−1,
αpk = αpk−1 − div uk−1, uk|0 = 0, k = 1, 2, . . . . (13)
It is noticed that p0 = 0, u0 and u1 are simply a solution of Poisson equations with the Dirichlet boundary condition.
When u0 is known, p1 is explicitly given by (13) which is equivalent to αp1 = −div u0. When pk−1 and uk−1 is known, uk is
implicitly obtained and pk is explicitly obtained. So, we get the following algorithmwhich is different from above algorithms.
Set the operator L4 =
−ν1 0
0 αI

. Assume that the inverse of L4 exists (denoted by L−14 ), then from (13) (u0, p0)T–(uk, pk)T
can be solved respectively
u0
p0

= L−14

f
0

,

uk
pk

= L−14
 −∇pk−1
αpk−1 − div uk−1

, k = 1, 2, . . . . (14)
So, we get the exact solution

u∗
p∗

= L−14

f −∇p∗
αp∗ − div u∗

and the n-order approximation (un, pn)T = ∑nk=0(uk, pk)T for
(u∗, p∗)T , namely

un
pn

= L−14

f −∇pn−1
αpn−1 − div un−1

.
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Fig. 1. Comparison of iteration steps as parameter α decrease, whenm+ n = 243 andm+ n = 1083.
Table 1
The optimal value α0 and the number of iterations in Fig. 1.
(k, h) = (9, 0.1) Case 1 Case 2 Case 3 Case 4
α0 −0.0102 −0.5510 −0.6010 −1.2500
IT 5 49 61 118
(k, h) = (19, 0.05) Case 1 Case 2 Case 3 Case 4
α0 −0.0122 −0.5510 −0.5510 −1.1500
IT 6 89 101 196
3. Numerical experiments
In this section, we make numerical experiments by the iterative algorithms (4), (7), (10) and (13), respectively. Our
example is the augmented linear system for the Stokes equations by using the standard finite element method in [8]. We
consider A = (aij)n×n and B = (bij)n×m(n ≥ m) in the Stokes problems (1) as follows
A =

I

T + T

I 0
0 I

T + T

I

∈ R2k2×2k2 , B =

I

F
F

I

∈ R2k2×k2 ,
where T = tridiag(−1, 2,−1)/h2 ∈ Rk×k and F = tridiag(−1, 1, 0)/h ∈ Rk×k. Here denotes the Kronecker product
symbol, h = 1k+1 is the discretization mesh size and S = tridiag(a, b, c) is a tridiagonal matrix with Si,i = b, Si−1,i = a and
Si,i+1 = c for appropriate i. Set m = 2k2 and n = k2, and Q (p) = p in our numerical experiments. The right-hand side
vector f is taken such that the exact solutions u and p are both vectors with all components being 1. We report the number
of iterations (denoted by IT) by the stopping criterion ‖(u
n−u,pn−p)‖2
‖(u,p)‖2 ≤ 10−6. Let k = 9, h = 0.1, and k = 19, h = 0.05, we
consider the iterative steps of four cases as α changes along different iteration methods, respectively. Numerical results are
shown by Fig. 1.
From Fig. 1, we can see there exists the optimal value α0. If α > α0, the iteration steps increase rapidly as α increases.
If α < α0, the iteration steps increase rapidly as α decreases. In Table 1, we report the approximate results of α0 and IT for
different cases. Moreover, the choice of parameter values α decrease as the dimensionm and n increase. Finally, it is pointed
out that there existsα such that the above algorithms completely diverge as α > α and the above algorithms completely
converge as α ≤α.
4. Conclusions
Based on the homotopy perturbation technique, we have proposed four iterative algorithms for solving the Stokes
equations in this paper. These algorithms have the following advantages over the existing method:
(i) The new algorithm is computationally more efficient and stable since it is residual correction. (ii) The new algorithm
yields very accurate approximate solutions using only few iterates, and the choice of the initial values (u0, p0) is fixed.
(iii) Numerical experiments have been provided to illustrate that the present algorithms are successful in accuracy and
convergence speed. Although we restrict ourselves to the 2D problems, there is no essential difficulty in extending our
methods to the 3D problems.
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