I. INTRODUCTION

S
INGLE-LAYER fully connected feedback neural networks are a special class of nonlinear dynamical systems which are endowed with many asymptotically stable equilibrium points (stable memories) as well as unstable equilibria. The study of such systems has been of great interest to many researchers in recent years (see, e.g., [1] , [4] - [9] , [11] - [15] , [17] , [21] - [23] , [26] - [29] , [31] , and [33] ). These works are concerned with the qualitative analysis of neural networks [1] , [4] , [5] , [7] - [9] , [11] - [15] , [17] , [22] , [23] , [31] , and design methodologies for such networks [6] , [8] , [9] , [11] , [14] , [15] , [17] , [21] - [23] , [26] - [29] , [33] . The study of singlelayer sparsely interconnected feedback neural networks has also been of recent interest [2] , [3] , [17] - [20] , [24] , [32] .
In the present paper, the realization of associative memories via a class of neural networks is considered. The goal of associative memories is to store a set of desired patterns as stable memories such that a stored pattern can be retrieved when the input pattern (or the initial pattern) contains sufficient information about that stored pattern. In practice the desired Manuscript received July 15, 1996 ; revised January 27, 1997 and April 2, 1997. This work was supported by Stevens Institute of Technology.
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memory patterns are usually represented by bipolar vectors (or binary vectors). There are several well-known synthesis methods available in the literature including the outer product method [11] , the projection learning rule [28] , [29] , and the eigenstructure method [15] , [23] (for an overview of these synthesis methods, see [21] ). The outer product method requires that desired patterns be mutually orthogonal in order for all the desired patterns to be stored in the network. The projection learning rule does not require that prototype patterns be mutually orthogonal; but this method cannot guarantee that an equilibrium corresponding to a given desired memory is asymptotically stable. The eigenstructure method appears to be the most effective. It can guarantee to store any set of bipolar patterns as stable memories which need not be mutually orthogonal and which correspond to asymptotically stable equilibria of a neural network. The eigenstructure method has also been generalized for the synthesis of neural networks with predetermined constraints on the interconnecting structure [17] - [20] . In these synthesis methods, a set of linear equations is formulated and solved for the design of neural networks. In the design method advanced in [8] and [9] , a set of linear inequalities is formulated and solved for the optimal meansquare-error (MSE) solution using the Ho-Kashyap method [10] . In the design method developed in [27] , a set of linear inequalities is formulated and solved using optimization techniques. In the design method presented in [32] , a set of linear inequalities is formulated and solved using linear programming.
This paper makes contributions to feedback neural networks for associative memories. In particular, a new synthesis approach will be developed based on the perceptron training algorithm. The synthesis approach of the present paper is developed by formulating and solving a set of linear inequalities. The inequalities are solved by training a set of perceptrons to obtain the connection matrix, and the perceptron training is guaranteed to converge for the design of neural networks with no constraints on the connection matrix. For networks with sparsity and/or symmetry constraints on the connection matrix and with constraints on the diagonal elements of the connection matrix, conditions under which a design solution exists will be established and design algorithms will be provided.
The class of feedback neural networks considered in the present paper is described by equations of the form (1) where is the state vector, denotes the derivative of with respect to time is the output vector, with for is the coefficient (or connection) matrix, is a bias vector, and represents the activation function, where It is assumed that the initial states of (1) satisfy for System (1) is a variant of the analog Hopfield model [12] with activation function
The design (synthesis) problem of neural networks (1) for associative memories will be formulated such that the use of perceptron training is evident. Preliminaries will be first introduced in Section II concerning the perceptron training algorithm and its convergence theorem. The rest of the present paper is organized as follows.
• In Section III, a new synthesis algorithm for associative memories will be developed based on the perceptron training algorithm.
• In Section IV, results concerning the properties of neural networks with constraints on the diagonal elements of the connection matrix and concerning the existence of such a network design will be established.
• In Section V, design algorithms for neural networks with connectivity constraints (sparsity and/or symmetry) will be presented.
• In Section VI, applications of the present synthesis approach to the design of associative memories realized by means of several other feedback neural-network models will be studied.
• In Section VII, specific examples will be considered to demonstrate the applicability of the present results and to compare the present synthesis approach with existing design methods.
• In Section VIII, the present paper will be concluded with several pertinent remarks.
II. PRELIMINARIES
This section introduces necessary preliminaries including the perceptron training algorithm and its convergence theorem.
A number of different types of perceptrons are described in [25] and [30] . The one which will be utilized in the present paper is described by (2) where and
This simple perceptron can perform pattern classification (between two classes denoted by and ). The weight vector can be obtained by the following perceptron training algorithm (cf. [25] and [30] In the sequel, the perceptron training algorithm will be used to develop a new synthesis approach for associative memories realized by neural network (1).
III. A NEW SYNTHESIS ALGORITHM
A vector will be called a (stable) memory vector (or simply, a memory) of system (1) if and if is an asymptotically stable equilibrium point of system (1) . Recall that the equilibrium of system (1) 
then is a pair of stable memory vector and asymptotically stable equilibrium point of (1) .
The proof of this result uses the fact that if , then for all . For and , the first equation of (1) can be written as (4) System (4) has a unique equilibrium at and by assumption. Clearly, this equilibrium is also asymptotically stable, since in system (4) all eigenvalues of are negative (since The following synthesis problem concerns the design of (1) for associative memories.
Synthesis Problem: Given vectors in choose in such a manner that 1)
are stable memory vectors of system (1); 2) the system has no oscillatory and chaotic solutions; 3) the total number of spurious memory vectors (i.e., memory vectors which are not desired) is as small as possible, and the domain (or basin) of attraction of each desired memory vector is as large as possible. Item 1) of the synthesis problem can be guaranteed by choosing the such that every satisfies condition (3) of Lemma 3.1. Item 2) can be achieved by designing a neural network with symmetric connection matrix and will be addressed in Section V. Item 3) can be partly ensured by constraining the diagonal elements of the connection matrix and will be discussed in Section IV.
In this paper, it will be shown that the above synthesis problem can be solved by applying the perceptron training algorithm summarized in Section II.
To solve the synthesis problem, one needs to determine and from (3) (10) where with (to be determined) for From (8) and (9), it is clearly observed that Synthesis Algorithm 3.1 results in . This implies that large in Synthesis Algorithm 3.1 will result in large for (10) . If one chooses as the identity matrix and for (11) with every then (5) is satisfied. Equation (11) has been employed in [17] - [20] .
Remark 3.3: It is clear from Synthesis Algorithm 3.1 that one has the freedom to choose matrix with for system (1). It is without loss of generality that one can usually choose i.e., choose as the identity matrix in Synthesis Algorithm 3.1.
Remark 3.4:
The learning rate in the perceptron training algorithm can be any positive real number [25] , [30] . If or any other positive integer and if one chooses the initial to be the zero vector or any vector with integer and zero components, then, the matrix and the vector obtained from Synthesis Algorithm 3.1 will have only integer components. It is noted that in very large scale integration (VLSI) implementations of neural networks, certain weights (e.g., integers) can be implemented more accurately than others (e.g, numbers with many decimal digits). The learning rate specifies the step size of every update for the weight vector during the perceptron training. A big gives large step size which implies a coarse searching in the solution space of . In most cases, choosing to be is desirable for the perceptron training to converge quickly.
Remark 3.5: From Synthesis Algorithm 3.1 and Theorem 3.1, one can see that there are no restrictions on how many bipolar vectors can be stored as stable memories in system (1) designed by the present approach. This implies that the storage capacity (maximum allowable number for the desired patterns) can be very large. It will be seen in Section IV, however, that there are certain constraints on the desired memory patterns if one wants to design a neural network (1) with some prespecified constraints on the diagonal elements of the connection matrix T (cf. Remark 4.7 of the next section). A more sophisticated definition of associative memory capacity has also been used in the literature [8] , [9] . The capacity used in [8] and [9] is defined as a measure of the ability of an associative memory to store a set of unbiased random binary patterns at a given error correction and recall accuracy level (e.g., 99%). Using this definition of capacity, the present method and the Ho-Kashyap recording [8] , [9] will be compared (cf. Example 7.4).
Remark 3.6: If one wishes that the above synthesis algorithm result in a system of form (1) The key questions in evaluating associative memory designs are
• storage capacity;
• spurious memories;
• basins of attraction of desired memories.
As pointed out in Remark 3.5, the storage capacity (maximum allowable number for the desired patterns) in the present case can be very large. When the number of desired memory patterns becomes too large, the connection matrix obtained from many existing synthesis methods (see, e.g., [6] , [11] , [14] , [15] , [17] - [23] , [28] , and [29] ) will be diagonally dominant or nearly diagonally dominant. A diagonally dominant connection matrix will make almost every bipolar pattern (every corner of the hypercube) become a stable memory vector which results in many spurious memories (stable memories which are not desired) and which results in a useless network. In practice, one has to consider a tradeoff between storage capacity and the number of spurious memories.
Generally speaking, large positive diagonal elements in the connection matrix will result in a large number of spurious memories (cf. Example 7.3). The basins of attraction of desired memories will get smaller as the total number of spurious memories in a network gets larger. One of the goals of the synthesis approach in the present paper is to design neural networks with constraints on the diagonal elements of the connection matrix (e.g., lower and/or upper bounded) so that the number of spurious memories may be reduced and that the basins of attraction of desired memories may be increased.
The following corollary provides some guidelines on what lower bounds can be used for the diagonal elements of the connection matrix when it is desired that neural network (1) has only bipolar stable memory vectors. This result is a generalization of Theorem 5 of [3] and Theorem 1 of [27] (for a different model) to the present case.
Corollary 4.1: Assume that in system (1), for where is the th diagonal element of matrix . Then, all the stable memory vectors of system (1) will be in , i.e., the system will have no stable memories in , where represents the -dimensional hypercube.
Proof: The proof can be done by considering the notation used in [19] and following similar steps as in [27] to argue that at least one of the eigenvalues of every linear subsystem of (1) has nonnegative real part (cf. Theorem 1 of [19] and Theorem 1 of [27] ). It is noted that the similar result obtained in [3] applies to system (1) only when matrix is symmetric and that the proof in [3] is different from the present one.
For define the Hamming distance between and as i.e., the number of bits for which and differ. The next result summarizes some important properties for neural networks (1) with the connection matrix having upper bounds on the diagonal elements.
Theorem 4.1: Suppose that is a stable memory vector of system (1) In view of (12), (13) (1) . A similar result for a different model has been obtained in [27] .
Remark 4.4:
The adaptive Ho-Kashyap recording techniques can lead to optimal designs in terms of the size of basin of attraction [8] , [9] . As can be seen from the previous remarks, the present approach can also optimize the size of basin of attraction by employing constraints on the diagonal elements of the connection matrix. [6] , [11] , [14] , [15] , [17] - [23] , [26] , [28] , [29] , [33] cannot be applied if some or all of the diagonal elements of a connection matrix are constrained (e.g., for some ) except the methods developed in [27] and [32] where optimization techniques and linear programming methods are used. The next result provides a necessary and sufficient condition for the existence of a neural-network design with diagonal elements of the connection matrix to be upper bounded. (14) and for and for . Assume that the desired patterns with the th entry eliminated are linearly separable for some where the two classes are determined according to the th element. One can now apply Synthesis Algorithm 3.1 to train the perceptron without using the th element of the desired patterns (training patterns). Equation (14) in this case implies that when (15) and when (16) for . Choose such that
Let . Then, it is clear from (15)- (17) (19) in the theorem can never be satisfied. That is to say, if one wishes to design a neural network (1) with some prespecified constraints on the diagonal elements of the connection matrix so that less spurious memories and bigger basins of attraction for desired memories may be achieved, it is desirable that the prototype patterns satisfy that , where is defined in (18).
V. NEURAL NETWORKS WITH SPARSITY AND SYMMETRY CONSTRAINTS ON THE INTERCONNECTING STRUCTURE
Two connectivity constraints will be discussed in this section, namely the sparsity and symmetry constraints.
Sparsity constraints on the interconnecting structure of (1), in general, can be expressed as prespecified zero elements in the connection matrix at given locations [19] , [24] . A matrix is said to be an index matrix, if it satisfies or . The restriction of matrix to an index matrix , denoted by , is defined by , where if otherwise.
System (1) is said to be a neural network with a sparse coefficient matrix if for some given index matrix . Note that the index matrix specifies the interconnecting structure of a feedback neural network. It is also noted that by special choice of the index matrix neural network (1) will have the same structure as that of cellular neural neworks [3] , [19] .
The following sparse design problem has been considered in [17] - [20] . (21) where and are defined as in (1) . For the perturbation model described by (21) the following robustness analysis result has been established in [17] and [20] . The notation for will be used in the sequel. (21) provided that (24) is satisfied, where is given in (23) and 's are given in (22) Note that Synthesis Algorithm 3.1 and Sparse Design Algorithm 5.1 guarantee that (25) according to Remark 3.2, where . Also, note that the procedure described in Remark 4.6 for obtaining negative can be utilized repeatedly with large to arrive at a perceptron which allows to choose and to choose large in Synthesis Algorithm 3.1 and Sparse Design Algorithm 5.1.
The above enables one to achieve an upper bound for the parameter inaccuracies encountered in the implementation of a given design to store a desired set of bipolar patterns in system (1). This bound can be controlled by the designer in the design procedure. Specifically, the synthesis algorithms advocated above incorporates two features which are very important in the VLSI implementation of artificial neural networks.
1) It allows the designer to choose a suitable interconnecting structure for the neural network. 2) It takes into account inaccuracies which arise in the realization of the neural network by hardware. For the and determined by Synthesis Algorithm 3.1 with choose Then is a symmetric matrix. From Lemma 5.1, one notes that if where is obtained in (23) and where it is assumed that and , the neural network (1) will also store all the desired patterns as memories, with a symmetric connection matrix . The above observation gives rise to the possibility of designing a neural network (1) with prespecified interconnecting structure and with a symmetric interconnection matrix. (Note that in this case, it is required that .) Such a capability is of great interest since the neural network (1) will be globally stable when is symmetric [3] , [19] . (Global stability means that for every initial state, the network will converge to some asymptotically stable equilibrium point and periodic and chaotic solutions do not exist.) Sparse Design Algorithm 5.1 presented above will usually result in a nonsymmetric matrix . The symmetric design procedure developed in [17] can be used to determine a symmetric connection matrix which also satisfies that for . For the sake of completeness, the symmetric design procedure is summarized below.
Symmetric Design Algorithm 5.2: Given vectors in which are to be stored as stable memory vectors for system (1) and an index matrix with for one can proceed as follows to get a symmetric design.
1) According to Sparse Design Algorithm 5.1, determine and for system (1) where is a small positive number (e.g., ). Compute . 5) Compute for and compute 6) Replacing by and replacing by , go to Step 3). If one ends up with , a solution has been found for the symmetric design problem. If one ends up with and , the symmetric design procedure is not successful in solving a symmetric for the given problem.
VI. APPLICATIONS TO OTHER NEURAL-NETWORK MODELS
The analog Hopfield neural-network model [12] is described by (26) where is called the activation function and is continuously differentiable, strictly monotonically increasing in , and for all . The neural network (1) considered in the previous sections is a variation of neural networks described by (26) .
In addition to (1) and (26), there are many other feedback neural-network models in the literature which have been used for the realization of associative memories. For example, neural networks described by (27) are considered in [11] , [22] , [28] , and [29] , where is the signum function. Also, neural networks described by (28) are investigated in [15] , where represents the continuoustime saturation function (for notation, see [16] ). Moreover, neural networks described by (29) are considered in [23] . In the literature, (27) is called the discrete-time Hopfield model, and (28) and (29) are called neural networks defined on hypercubes.
The synthesis algorithms as well as the analysis results established in the present paper can also be applied to all of the above neural network models. In the following, assume that is a desired memory pattern to be stored in a network. Similar conditions to (3) will be derived for each of the above models so that the applicability of the synthesis approach developed in the previous sections becomes evident. For each of the above models, modifications to the robustness analysis result (cf. Lemma 5.1) and optimal constraints for the diagonal elements of the connection matrix (cf. Remark 4.2) will also be discussed briefly.
Neural Network (26) In this case, the design objective has to be modified to approximately store a set of desired bipolar patterns using (26) due to the nature of functions . Assume that is such a desired memory pattern to be stored in (26) . Denote . For such that , (26) can be written as (30) since when . The unique equilibrium point of (30) , , is asymptotically stable [cf. (4)] and satisfies whenever . Thus, stable memories must satisfy the condition that (31) All the results established in the previous sections can easily be modified according to (31) . In particular, if one chooses , (31) becomes (3). The robustness result in Lemma 5.1 needs to be modified for the present case by replacing (24) by where and 's are given in (22) . Due to the nature of functions , optimal constraints cannot be easily identified in general for the diagonal elements of matrix in system (26) . However, constraints given by for can be considered to be nearly optimal in this case.
Neural Network (27) : One needs (cf. [11] , [22] , [28] , and [29] )
, which is equivalent to (32) where . Similar synthesis algorithms to the ones developed in the present paper using perceptron training can be formulated based on (32) . For example, Synthesis Algorithm 3.1 can be modified for (27) as follows.
Synthesis Algorithm 6.1: Suppose that are given vectors in which are to be stored as memory vectors for system (27) (28) : One needs (cf. [15] ) for which is equivalent to (32) . In this case, (33) applies and the optimal constraints are given by for .
Neural Network (29) : It is required that (cf. [23] ) for which is equivalent to (3) . In this case, condition (24) in Lemma 5.1 must be replaced by where is given by (22) with for and the optimal constraints are given by for . Remark 6.1: Neural network (29) can also be written as (34) which is called the brain-state-in-a-box (BSB) model [7] , [13] , [27] in the literature. The design problem for the BSB model studied in the literature is for the design of matrix and vector . It is noted that the zero diagonal design problem studied in [27] for the BSB model concerns the zero diagonal design of matrix in (34) which corresponds to the design with optimal constraints of the present case (cf. [27] , where in (34) is considered). It should be noted that the zero diagonal design problem considered in [27] for the BSB model is solved using a different approach from the present one.
VII. EXAMPLES
To demonstrate the applicability and versatility of the analysis and synthesis results presented in the preceding sections and to compare with existing results, four specific examples will be considered. All simulations for the present paper are performed on a Sun SPARC Station using MATLAB.
Example 7.1: A neural network with 12 neurons is considered with the objective of storing the 12 patterns shown in Fig. 1 as memories. As indicated in this figure, 12 boxes are used to represent each pattern (in with each box corresponding to a vector component which is allowed to assume values between 1 and one. For purpose of visualization, 1 will represent white, one will represent black, and the intermediate values will correspond to appropriate grey levels. In this example, a neural network (1) with to be the identity matrix and satisfying the optimal constraints, i.e., with every diagonal element of equal to one , will be designed. The objective is to utilize Synthesis Algorithm 3.1 to design a nonsymmetric neural network with all the diagonal elements to be one. In Synthesis Algorithm 3.1, the initial weight is chosen to be the zero vector and the perceptron learning rate is chosen to be . It turns out that the desired patterns does not satisfy the rank condition of Theorem 4.3 when . Still, all the obtained from Synthesis Algorithm 3.1 with Remark 4.6 are less than zero. Therefore, a connection matrix with every diagonal element to be one can be obtained. is obtained as the identity matrix, is obtained as shown in the matrix at the bottom of the page, and is obtained as Using Lemma 3.1, one can determine that neural network (1) with the obtained as above has eight spurious memory points in . From Corollary 4.1, one can see that these eight vectors are the only spurious memory vectors in in this case since for are satisfied. To see whether the neural network in this case has other stable memories in , 5000 simulation runs with randomly chosen initial states in are performed. From these simulation runs, no more spurious memory vectors in are discovered. Simulation results also show that every such that for some is indeed in the domain of attraction of . Using Lemma 5.1, one can determine as in (23) , which implies that the allowable upper bound for parameter perturbations is given by Example 7.2: In this example, the design of neural network with the configuration given in Fig. 2 is considered with the objective to store the first four patterns in Fig. 1 as memories. In both cases, a neural network (1) with to be the identity matrix and satisfying the optimal constraints, i.e., with every diagonal element of equal to one , will be part of the design objectives. Case I-Sparse Design: The index matrix for this interconnecting structure is as follows, where "0" represents no connection and "1" represents a connection Note that neural network with structure in Fig. 2 is also called a cellular neural network [3] .
Sparse Design Algorithm 5.1 is utilized with Remark 4.6. After each perceptron training, choose and whenever . Matrix is obtained as shown at the bottom of the page, and bias vector is obtained as TABLE I In the above, the same as in Example 7.1 is used. Even though the rank condition in Theorem 4.3 is not satisfied for it is still possible to obtain a neural-network design with every diagonal element of equal to one using Sparse Design Algorithm 5.1 with Remark 4.6. Using Lemma 3.1, one can determine that system (1) in this case has total of eight spurious memories in and from Lemma 5.1, one can determine that . Case II-Sparse and Symmetric Design: Starting from and obtained in Case I, one can obtain a neural network with symmetric interconnection matrix for the same network structure using Symmetric Design Algorithm 5.2. is obtained as shown at the bottom of the page, and is the same as in the previous case. The network in this case has eight spurious memories and one can determine that . The performance of this network is illustrated by means of typical simulation runs of (1), shown in Fig. 3 . In this figure, the desired memory pattern is depicted in the last column. The initial states, shown in the first column, is generated by randomly reversing 4 to 5 b of each desired pattern. The iteration of the simulation evolves from left to right. The desired pattern is recovered in less than 11 steps in all cases with a step size in the simulation of (1). Example 7.3: The objective of this example is to study the effects of the diagonal elements of connection matrix on the spurious memories in a neural network, and to compare the present synthesis approach with the eigenstructure method [15] , [23] and the method of [32] . The same example as in Example 7.1 will be used. As seen in Example 7.1, under the optimal constraints ( for ) with the network has total of eight spurious memories in . Table I shows the results of neural network designed using Synthesis Algorithm 3.1 which stores the patterns in Fig. 1 as stable memories. Different constraints for the diagonal elements of matrix given by are considered in the design examples (cf. Remark 4.5 for . The value of is also computed as in (22) for each case considered. From Table I , one can see that the total number of spurious memories in a network which satisfies the optimal constraints are generally smaller than the total number of spurious memories in a network which does not satisfy the optimal constraints. Also, the total number of spurious memories in a network change little with respect to the value of when the optimal constraints are satisfied. However, when the optimal constraints are not satisfied, the total number of spurious memories depends heavily on the value of (especially when ). For the same design problem, results for neural networks designed using the eigenstructure method [15] , [23] and the method of [32] are also shown in the table. Since the eigenstructure method does not have any control over the diagonal elements of the connection matrix , the network designed by the eigenstructure method will usually have more spurious memories than the network designed using the approach developed herein and using the method of [32] , while the later two design methods are comparable to each other in terms of the total number of spurious memories. It is noted that when the number of desired patterns is small (e.g., when
), the eigenstructure method is also comparable to the approach developed herein and the method of [32] . It is also noted that the present synthesis approach is simpler to implement and usually takes less computational time than the method of [32] .
Example 7.4: The objective of this example is to study the capacity of associative memories designed using the present approach and to compare with the study in [8] and [9] . In the present example, capacity is defined as a measure of the ability of an associative memory to store a set of unbiased random bipolar patterns at a given error correction and recall accuracy level (cf. [8] and [9] ). For each test, ten sets of random bipolar patterns are generated with memory size and . The capacity results are based on ensemble averages over ten training sets. The empirical data show that the capacity of system (1) with high recall accuracy (RA 99%) is approximately linear to the pattern dimension (i.e.,
). When the number of stored patterns exceeds system (1) looses its error correction ability (given RA 99%). The results shown in Figs. 4 and 5 are comparable to the Ho-Kashyap recording [9] with certain improvement. For example, it is concluded in [9] that the Ho-Kashyap recording requires , while in the present case, can be very close to one.
VIII. CONCLUSIONS
In this paper, the design problem of associative memories realized by feedback neural networks is considered. A new synthesis approach is developed based on the perceptron training algorithm. It is proved in the present paper that the perceptron training in the synthesis algorithm will always be convergent when there are no constraints on the connection matrix of neural networks (Theorem 3.1). Results concerning the properties of networks with constraints on the diagonal elements of the connection matrix are established (Corollary 4.1 and Theorem 4.1). For networks with constraints on the connection matrix (i.e., sparsity/symmetry constraints and constraints on the diagonal elements), conditions under which a design solution exists are established (Theorems 4.2 and 4.3 and Corollaries 5.1 and 5.2) and design algorithms are provided. The present synthesis approach provides the following features for a neural-network design.
• The network has a predetermined sparse or full interconnecting structure, with or without symmetry constraints on the interconnection weights.
• The design takes into account inaccuracies which arise in the realization of neural networks by hardware.
• The design of neural networks with certain constraints on the diagonal elements in the connection matrix can significantly reduce the total number of spurious memories and makes it very likely that every corner of the hypercube in the immediate neighborhood (with Hamming distance 1) of a stable memory vector is in the domain of attraction of the stable memory vector. Four examples are provided to demonstrate the applicability and versatility of the present results.
