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Introduction
The fact that current modern economies are all in some degree dependent on energy is without dispute. Energy enhances not only the standard of living in a country but more importantly its production capability. It is argued that energy should be considered among the traditional factors of production such as capital and labour but also its importance in the improvement of their productivity should not be underestimated.
The significance of energy use is even more crucial for emerging economies such as the BRICS (Brazil, Russia, India, China and South Africa). The five countries, although in one collective group with similar characteristics and policy approaches, differ in terms of their level of development, distribution of wealth and relative states of human capital. Being contributors of approximately a quarter of the world's GDP, they primarily rely on traditional energy sources (coal, natural gas and oil) although their energy profiles differ due to dissimilar energy policies, resources, needs and investment decisions.
Looking at data from the BP Statistical Review of World Energy 2013 (BP 2013), BRICS
countries do possess a considerable fraction of the world's energy resources especially in coal (Crude Oil 7.75%, Natural Gas 20.10& & Coal 42.61%). BRICS countries consume 22.07% crude oil, 19.27% natural gas and 61.42% coal of the world's available energy resources; not a surprising fact taking into account that two of the highest in population countries in the world belong in the group (China and India) (BP 2013) .
Although the BRICS countries are not the main producers of crude oil in the world, they consume more than one fifth of the world total crude oil consumption. Crude oil is considered a source of energy that finds application in most day-to-day functions from transporting workers to ensuring that production facilities operate at optimum levels. Hence, the importance of crude oil consumption particularly for emerging economies is indisputable.
The question here however would be whether crude oil consumption is an input to production or the higher levels of growth will lead to rising oil consumption. Research on the causal relationship between energy and GDP growth has attracted increasing attention recently with primary focus, however, on a basket of energy commodities namely oil, coal and gas. The body of literature evaluating specifically the crude oil consumption and economic growth relationship is more limited. In the case of Turkey a bi-directional causal relation exists between oil consumption and economic growth according to Aktas and Yilmaz (2008) . In this research, oil was cited as being a critical factor in ensuring the economic wellbeing of Turkey. In the case of Nepal a bi-directional relationship was found between oil consumption and economic growth in the short and long run, Bhusal (2010) . Oil was again cited as being a critical factor of production in sustaining production in manufacturing industry, transportation and electricity generation. Yoo (2006) demonstrates that there exists again a bi-directional causality between oil consumption and GDP growth for Korea.
According to Yoo (2006) Korea is new to industrialisation and as result oil consumption plays an integral role in economic growth.
Investigating causality between energy consumption (oil consumption when applicable) and GDP did provide some insight into the nature of causality, however no consensus was reached. A number of individual-country analyses have been conducted looking at the interesting case of the BRICS countries. Research by Zou and Chau (2005) found that consumption of oil has kept pace with the China's rapidly growing economy even though the country primary source of energy is coal. The research also found that oil consumption has an influential impact on the Chinese economy. Russia has the largest energy reserves amongst the BRICS countries and according to Apergis and Payne (2010) bi-directional casualty between energy consumption and growth exists both in the long and short-run when conducting multivariate panel data analysis for Eurasia. Cheng (1996) established that there is a link between energy consumption and economic growth for Brazil when using a panel Granger causality framework. Paul and Bhattacharya (2004) found that bi-directional causality exists between energy consumption and economic growth for India. Wolde-Rufael (2006) found in a study of 17 African countries including South Africa that a causal relationship between electricity consumption and economic growth does exist.
The purpose of this paper is to determine the existence and direction of a causal relationship between oil consumption and GDP for the panel of BRICS economies. This paper uses the bootstrap panel granger causality approach as specified in Emirmahmutoglu and Kose (2011) to do so over the period 1985 to 2011. This method has two main advantages: it takes into account possible cross-sectional dependency and slope heterogeneity. Considering the latter ensures that the econometric approach acknowledges the geopolitical and socioeconomic differences among the BRICS countries. The issue of dependency among them stems from the current dynamics of an interlinked, interdependent world economy: the impact of a shock in one country might be effectively transmitted to more countries. Both these issues should be tested and are essential in capturing the reality of the BRICS countries.
The paper is structured as follows. The next section presents a brief literature review while section 3 explains in detail the methodological approach and data used. The subsequent section presents the empirical results of the analysis while the last section concludes and provides the results' policy implications.
Methods
In the current interconnected and open world economy, panel causality analysis ought to take into consideration two important issues: slope heterogeneity and cross-section dependency.
Thus, before explaining the causality test, the issues of cross-sectional dependency and
heterogeneity of slope coefficients are tested. In what follows, we outline the essentials of the econometric methods used in this study.
Testing cross-sectional dependency
To test for cross-sectional dependency, the Lagrange multiplier (LM hereafter) test of Breusch and Pagan (1980) has been extensively used in empirical studies. The procedure to compute the LM test.
Under the null hypothesis of cross-sectional independence, the LM statistic has asymptotic chi-square with ( 1) / 2 NN  degrees of freedom. It is important to note that the LM test is valid for N relatively small and T sufficiently large. However, the cross dependence (CD) test is subject to decreasing power in certain situations where the population average pair-wise correlations are zero, although the underlying individual population pair-wise correlations are non-zero (Breusch and Pagan, 1980) . Furthermore, in stationary dynamic panel data models the CD test fails to reject the null hypothesis when the factor loadings have zero mean in the cross-sectional dimension. In order to deal with these problems, propose a bias-adjusted test which is a modified version of the LM test by using the exact mean and variance of the LM statistic.
Under the null hypothesis with first T→∞ and then N→∞, adj LM test is asymptotically distributed as standard normal. The readers are referred to the papers by Breusch and Pagan (1980) and for further details.
Testing slope homogeneity
The second issue investigated here is to test whether or not the slope coefficients are homogenous. The causality from one variable to another variable by imposing the joint restriction for the whole panel is the strong null hypothesis (Granger 2003) . Moreover, the homogeneity assumption for the parameters is not able to capture heterogeneity due to region specific characteristics (Breitung, 2005 NT without any restrictions on the relative expansion rates of N and T when the error terms are normally distributed.
Under the null hypothesis with the condition of ( , ) NT  so long as / NT  and the error terms are normally distributed, the  test has asymptotic standard normal distribution.
The small sample properties of  test can be improved under the normally distributed errors by using a bias-adjusted version
The presence of cross-sectional dependence and heterogeneity over the sample period implies that the panel causality test that imposes the homogeneity restriction and does not account for spillover effects across units may result in misleading inferences; hence providing the rationale of using the bootstrap panel causality approach.
Panel Granger Causality analysis
Emirmahmutoglu and Kose (2011) propose a causality test in heterogeneous mixed panels based on the meta analysis of Fisher (1932) . They extended the Lag Augmented VAR (LA-VAR) approach by Toda and Yamamoto (1995) , which uses the level VAR model with extra dmax lags to test Granger causality between variables in heterogeneous mixed panels.
Consider a level VAR model with 
III. Residuals are centred using Stine's (1987) suggestion, i.e., Using simulation studies, Emirmahmutoglu and Kose (2011) demonstrate that the performance of LA-VAR approach under both the cross-section independency and dependency is satisfactory for the entire values of T and N.
Data
To conduct the analysis, we obtain data on real GDP per capita from World Development 
Results
In order to investigate the integrated properties of the series for all countries, we use the Augmented Dickey Fuller (1979) (ADF) test, as in Emirmahmutoglu and Kose (2011) . The results on the levels, first differences and second differences with their p-values are recorded in Table 2 . The results show that at a 5% level of significance that the null hypothesis of a unit root for both GDP and oil consumption is rejected in the levels and first differences for 4 of the countries except India. For Brazil, India, China and Russia both variables are integrated of order 2 i.e. are I(2) series whereas India is integrated of order 1. It is evident from the results that the null hypothesis of no cross-sectional dependency is strongly rejected in favor of the alternative of cross-sectional dependency at a 1% level of significance, meaning that a shock originating in one country may spill over onto other countries. This should be taken into account when examining the causal links between natural gas consumption and economic growth. 1 The results of the test are available from the authors upon request.
Though  and adj  fail to reject the null hypothesis of slope homogeneity in favor of the alternative hypothesis of no homogeneity, Swamy Shat strongly rejects the null hypothesis of slope homogeneity, this implies that the panel causality analysis by imposing homogeneity restriction on the variable of interest may result in misleading inferences. Therefore country specific characteristics should be taken into account.
Confirming the existence of cross sectional dependency and heterogeneity across the five countries, thereby implies the appropriateness of the bootstrap causality approach. The bootstrap causality results are generated from the VAR model with max ii kd  lags. The bootstrap empirical distribution of the Fisher test statistic is determined by repeating steps 3-5 many times and then specifying the bootstrap critical values by selecting the percentiles of the sampling distribution. Results for the bootstrap causality approach are presented in Table   2 . 2 As suggested by one of the referees, we also employed more powerful unit root tests like the Phillips and Perron (1988) , Kwiatkowski et al., (KPSS, 1992) , Elliot et al., (ERS, 1996) , Ng and Perron (2001) . In general, the results were quite mixed, and did not necessarily refute the findings of the ADF test. We, however, redid the causality tests using dmax i =1 for all cases. We found that again, for the whole panel, the results reported in Table 2 continues to hold, i.e., there is no causality in either direction for the entire panel. The exception is South Africa, which now shows bi-directional causality instead of China, when lag-lengths are chosen based on the SIC. There is also evidence of uni-directional causality from crude oil to GDP at the 10 percent level for South Africa. This is similar to results we already have in Table 2 to certain extent, since causality from oil to GDP was seen with a p-value of 0.104 for South Africa, under both the AIC and SIC. However, given that we are considering effects on growth, we believe that it is better to use longer lags based on the higher values of dmax i and also the AIC to accommodate for delayed dynamics, which in turn implies that more reliability should be placed on the results reported in Table 2 . The details of these results are available upon request from the authors. As part of future research, it would be interesting to use the frequency-domain based causality test of Breitung and Candelon (2006) , which would allow us to decompose causality at various frequencies and hence
Conclusion and Policy Implications
The purpose of this research was to determine the existence and direction of the causal relationship between oil consumption and real GDP per capita for the panel of BRICS economies. This paper uses the bootstrap panel Granger causality approach as specified in Emirmahmutoglu and Kose (2011) to test a causal link between oil consumption and GDP for the BRICS group of countries from 1985 to 2011.
Our findings show that there is no causal relationship between oil consumption and real GDP per capita for the overall panel of BRICS countries. Looking at the countries individually, only for China we confirm evidence for a bidirectional causality.
This lack of a causal relationship might be explained by the traditional and continuous consumption of crude oil in these countries. Increases or decreases in crude oil do not have an impact to the countries' economic growth because there may be other substitutes incorporated in the system. Also, most of the BRICS countries use coal-generated electricity in their production processes and hence, they do not get affected by changes in the crude oil reserves.
Finally, these results are encouraging for future policies that aim to reduce the use of crude oil in favour of cleaner alternatives will not bear negative consequences to the BRICS economies.
The case of China is the only exception in this "rule". The causal linkages between oil consumption and GDP for China is not surprising even though the primary source of energy for China is coal according to Zou and Chau (2005) , who also found that China's oil consumption has kept pace with its growing economy. Hence, the announcement (Oil Patch Asia, 2014) of "China National Petroleum Corporation" (CNPC) Chairman in the beginning of 2014 of their plans to seek joint investment with the private sector to extend the oil identify short-and long run causalities, if any. However, it must be realized that this test is a time-series based approach and hence cannot account for cross-sectional dependence, which as we show is present significantly amongst the BRICS.
infrastructure of the country might lead to further increase oil consumption and improve economic growth.
