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HYPERSURFACE EXCEPTIONAL SINGULARITIES
SHIHOKO ISHII AND YURI PROKHOROV
Abstract. This paper studies hypersurface exceptional singularities in Cn
defined by non-degenerate function. For each canonical hypersurface sin-
gularity, there exists a weighted homogeneous singularity such that the
former is exceptional if and only if the latter is exceptional. So we study
the weighted homogeneous case and prove that the number of weights of
weighted homogeneous exceptional singularities are finite. Then we deter-
mine all exceptional singularities of the Brieskorn type of dimension 3.
1. Introduction
The notion of exceptional singularities was introduced and its 2-dimensional
examples were given by Shokurov in [20, §5]. At the beginning, there was no
non-trivial example of higher dimensional exceptional singularities. But in
[14] the first higher dimensional non-trivial examples of exceptional singu-
larities are found and then in [15] 3-dimensional exceptional quotient singu-
larities are characterized. The advantage of distinguishing exceptional and
non-exceptional singularities is as follows:
(1) for a non-exceptional singularity, the linear system | −mKX | is to have a
“good” member for some small m (actually, we can take m ∈ {1, 2} in the
2-dimensional case and m ∈ {1, 2, 3, 4, 6} in the 3-dimensional case, see
[20, 5.2.3 and Theorem 5.6], [16, Theorem 4.9] and also Proposition 2.3);
(2) exceptional singularities are to be classified.
In this paper, we try to determine hypersurface exceptional singularities de-
fined by non-degenerate function. Since an exceptional singularity is log-
canonical, under our situation it must be either strictly log-canonical or canon-
ical. For the trivial case, that is, the strictly log-canonical case, the singularity
is exceptional if and only if it is purely elliptic of type (0, d−1), where d is the
dimension of the singularity ([6]). (In [6] these terminologies are defined only
for an isolated singularity, but these are naturally extended to the case that
the log-canonical singular locus is isolated). If d = 2, then it is a simple elliptic
singularity and there are 3-types E˜6, E˜7 and E˜8 (see [19]). If d = 3 then it
is a simple K3-singularity (c.f. [9]), and isolated weighted homogeneous ones
are classified into 95-types in [24]. Here we study the other case in which the
singularity is canonical. In the 2-dimensional case, canonical singularities are
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hypersurface and there is a plt blow-up which is given by a weighted blow-
up. Moreover, the class of exceptional canonical 2-dimensional singularities
is bounded: E6, E7, E8. We generalize these facts to the higher dimensional
case. A criterion for a canonical singularity to be an exceptional singularity is
obtained in [16] by means of plt blow-up. In order to make use of it, we have
to construct a plt-blow-up first. In §3, we prove that there exists a weighted
blow-up which gives a plt-blow-up. We also prove that for every canonical sin-
gularity defined by a non-degenerate function there exists such a singularity
defined by a weighted homogeneous polynomial such that the former is excep-
tional if and only if the latter is exceptional. So we can reduce the problem
into the weighted homogeneous case. In §4, we prove the finiteness of the set
of all weights of weighted homogeneous hypersurface exceptional singularities
of fixed dimension. In §5, we determine all exceptional singularities of the
Brieskorn type of dimension 3.
2. Preliminaries
All varieties are defined over C. We use terminologies lc, klt, plt, dlt defined
in [11], [12]. We denote a germ of a singularity x in X by (X, x). Let D be
a normal subvariety of codimension one on a normal variety X . Assume D
is Gorenstein in codimension one. Then by [12, 16.5] there exists a Q-Weil
divisor DiffD/X(0) on D such that:
KD +DiffD/X(0) = KX +D|D.
This divisor DiffD/X(0) is called the different. If there is no possibility of
confusion, this is written as DiffD(0).
Definition 2.1. Let (X, x) be a normal singularity and D =
∑
diDi a bound-
ary on X such that KX + D is log-canonical. The pair (X,D) is said to be
exceptional if there exists at most one exceptional divisor E over X with
discrepancy a(E,D) = −1. A log-canonical singularity (X, x) is said to be
exceptional if every lc pair (X,D) is exceptional.
Definition 2.2. Let (X, x) be a normal singularity and ϕ : Y → X a blow-up
such that the exceptional locus of ϕ contains only one irreducible divisor, say
S, and x ∈ ϕ(S). Then ϕ is called a plt blow-up (resp. lc blow-up) of (X, x),
if (Y, S) is plt (resp. lc) and −(KY + S) is ϕ-ample.
Proposition 2.3 ([16, Theorem 4.9]). Let (X, x) be a klt singularity and let
ϕ : (Y, S)→ X be a plt blow-up of (X, x). Then the following are equivalent:
(i) (X, x) is non-exceptional;
(ii) there is a boundary Ξ ≥ DiffS(0) such that N(KS+Ξ) is nef (in particular
Q-Cartier) and (S,Ξ) is not klt;
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(iii) (in dimension 3 only) there is a regular (i.e. 1, 2, 3, 4 or 6) complement
of KS +DiffS(0) which is not klt.
About the definition of a complement, the reader is asked to refer to 5.13.
Proposition 2.4. Let (X, x) be a log-canonical singularity. If there are two
lc blow-ups which are not isomorphic over X, then (X, x) is not exceptional.
Proof (cf. [15, 2.7]). Assume that (X, x) is exceptional. Let ϕ : (Y, S)→ X be
a lc blow-up. Since −(KY +S) is ϕ-ample, the linear system −n(KY +S) is base
point free over X for n≫ 0. Let H ∈ |−n(KY +S)| be a general member and
let B := 1
n
ϕ(H). By Bertini Theorem, KY +S+
1
n
H is lc. Since KY +S+
1
n
H
is Q-linearly trivial, KX +B is lc and a(S
(i), B) = −1 for any component S(i)
of S. Hence S is irreducible and a(S,B) = −1. If ϕ′ : (Y ′, S ′)→ X is another
lc blow-up, then similarly S ′ is irreducible and we have a boundary B′ such
that KX+B
′ is lc and a(S ′, B′) = −1. We claim that S and S ′ define different
discrete valuations of the function field K(X). Indeed, otherwise χ : Y 99K Y ′
is an isomorphism in codimension one and χ∗(KY +S) = KY ′+S
′. Since both
−(KY + S) and −(KY ′ + S
′) are ample over X , we have Y ≃ Y ′. We may
assume also that B and B′ have no common components.
For 0 ≤ α ≤ 1, define the linear function ς(α) by
a(S, αB + ς(α)B′) = a(S, 0)− αmultS(B)− ς(α)multS(B
′) = −1
and put B(α) := αB + ς(α)B′. Clearly, ς(1) = 0 and B(1) = B (because
a(S,B) = −1). We claim that KX +B(α) is lc for all 0 ≤ α ≤ 1. Assume the
opposite. Then
0 < α0 := inf
α∈[0,1]
{α | KX +B(α) is lc}.
Fix some log resolution of (X,B+B′) factoring through Y and let E1, . . . , Em
be the new exceptional divisors. The value α0 can be computed from a fi-
nite number of linear inequalities a(Ei, B(α)) ≥ −1. Therefore α0 is ratio-
nal and KX + B(α0) is lc. Since KX + B(α0 − ε) is not lc for any ε > 0,
some inequality a(Ei, B(α)) ≥ −1 is an equality (see [11, 3.12]). Hence
a(Ei, B(α0)) = a(S,B(α0)) = −1. This contradicts the exceptionality of
(X, x). Thus KX +B(α) is lc for all 0 ≤ α ≤ 1. In particular, KX + ς(0)B
′ is
lc. Since (X, x) is exceptional, a(S,B′) > −1 and therefore ς(0) > 1. On the
other hand, a(S ′, B′) = −1 and a(S ′, ς(0)B′) < −1, a contradiction.
2.5. We make use of toric geometry, and terminologies in [5] are used here.
Let N be a free abelian group Zn and M its dual HomZ(N,Z). Denote N ⊗Z
R and M ⊗Z R by NR and MR respectively. We have a canonical pairing
〈 〉 : NR ×MR → R. Let σ be the positive quadrant R
n
≥0 of NR = R
n and σ∨
its dual. Then Cn is the toric variety corresponding to the cone σ. For a fan
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∆ in N , the corresponding toric variety is denoted by TN(∆). For a primitive
element p ∈ N of a 1-dimensional cone τ = R≥0p in ∆, the closure orb(R≥0p)
is denoted by Dp, which is a divisor on TN(∆).
Definition 2.6. A monomial xm11 · · ·x
mn
n ∈ C[[x1, x2, . . . , xn]] is denoted by
xm, where m = (m1, · · · , mn) ∈ Z
n = M . For a power series f =
∑
m amx
m ∈
C[[x1, x2, . . . , xn]], we write x
m ∈ f , if am 6= 0. For p ∈ NR and a power series
f , we define
p(f) = min
xm∈f
〈p, m〉.
We denote the leading term
∑
〈p,m〉=p(f) amx
m of f with respect to p by fp.
Definition 2.7. For a power series f =
∑
m amx
m ∈ C[[x1, x2, . . . , xn]], define
the Newton polyhedron Γ+(f) in MR as follows:
Γ+(f) = the convex hull of
⋃
xm∈f
(m+ σ∨).
The set of the interior points of Γ+(f) is denoted by Γ+(f)
0. For each face γ
of Γ+(f), we define the polynomial fγ as follows:
fγ =
∑
m∈γ
amx
m.
A power series f is said to be non-degenerate, if for every face γ the equation
fγ = 0 defines a hypersurface smooth in the complement of the hypersurface
x1 · · ·xn = 0.
Proposition 2.8 ([22, 10.3]). Let (X, 0) ⊂ (Cn, 0) be a singularity defined by
a non-degenerate power series f . Then there exists a subdivision ∆ of σ in N
such that the toric morphism ϕ : TN (∆) → C
n gives an embedded resolution
of (Cn, X) such that the exceptional set is of pure codimension one and the
union of the proper transform of X and the exceptional divisor is of normal
crossings.
Here we state a well-known criterion for a non-degenerate hypersurface sin-
gularity to be canonical.
Proposition 2.9 (see for example, [23] or [13, Theorem 3] or [7, Corollary 1.7]).
Let (X, 0) ⊂ (Cn, 0) be a normal hypersurface singularity defined by a non-
degenerate power series f and Γ+(f) its Newton polyhedron. Then (X, 0) is
canonical (resp. log-canonical or lc) if and only if 1 = (1, 1, . . . , 1) ∈ Γ+(f)
0
(resp. 1 = (1, 1, . . . , 1) ∈ Γ+(f)), which is equivalent to that q(f) < 〈q, 1〉
(resp. q(f) ≤ 〈q, 1〉 ) for all q ∈ Rn≥0.
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3. Plt blow-ups of hypersurface canonical singularities
3.1. Let (X, 0) ⊂ (Cn, 0) be a hypersurface singularity and p = (p1, . . . pn) a
primitive element in N with pi > 0 for all i (such p is called a weight). Let
ϕ : Cn(p)→ Cn be the weighted blow-up with a weight p. Denote the proper
transform of X on Cn(p) by X(p). The weighted blow-up ϕ : Cn(p) → Cn
and its restriction X(p) → X are sometimes called the p-blow-up. The p-
blow-up ϕ : Cn(p) → Cn is obtained by a subdivision of the cone σ. The
corresponding fan consists of the faces of cones σi (i = 1, . . . , n), where σi is
generated by e1, . . . , ei−1,p, ei+1, . . . , en. Here e1, . . . , en are the unit vectors
(1, 0, . . . , 0), . . . , (0, . . . , 0, 1) which generate σ.
Lemma 3.2. Under the notation of 3.1, let (X, 0) be canonical and defined by
a non-degenerate power series f .
(i) If 1 ∈ Γ+(fp), then (C
n(p), X(p) +Dp) is lc and X(p) is normal.
(ii) If moreover 1 ∈ Γ+(fp)
0, then (Cn(p), X(p)+Dp) is dlt and DiffX(p)(0) =
0.
Proof. Let ψ : TN (∆) → C
n(p) be a toric morphism which is a log-resolution
of (Cn(p), X(p) +Dp). Denote
KTN (∆) +X
′ +Dp = ψ
∗(KCn(p) +X(p) +Dp) +
∑
R≥0q∈∆(1),q 6=p
αqDq,
where X ′ is the proper transform of X on TN(∆) and by abuse of notation the
divisors corresponding to p on Cn(p) and on TN(∆) are both denoted by Dp.
Here we may assume that q are all primitive. Then if q ∈ σi, we obtain that
αq = 〈q, 1〉 − q(f)−
qi
pi
(〈p, 1〉 − p(f))− 1.
This is because the discrepancy of KCn(p) +X(p) at Dq is
a(Dq, X(p)) = 〈q, 1〉 − q(f)− 1−
qi
pi
(〈p, 1〉 − p(f)− 1)
by [7, 2.6] and the coefficient of Dq in ψ
∗Dp is qi/pi. Now consider the dis-
crepancy αq. Since 〈q, 1〉 − q(f) > 0 by Proposition 2.9, it follows that
αq ≥ 0, if qi = 0. In case qi > 0, define a := (a1, . . . , an) from the proportion
(q1 : . . . : qn) = (p1 + a1 : . . . : pn + an). Then ai = 0 and aj ≥ 0 for j 6= i.
Since q(f) ≤ q(fp), it follows that
〈q, 1〉 − q(f)
qi
≥
〈q, 1〉 − q(fp)
qi
=
〈p+ a, 1〉 − (p+ a)(fp)
pi
.
Here if one assumes that 1 ∈ Γ+(fp), the right hand side of the inequality
above is
〈p, 1〉 − p(fp)
pi
+
〈a, 1〉 − a(fp)
pi
≥
〈p, 1〉 − p(fp)
pi
=
〈p, 1〉 − p(f)
pi
,
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which yields that αq ≥ −1. If one assumes that 1 ∈ Γ+(fp)
0, then the in-
equality above is strict, since 〈a, 1〉 − a(fp) > 0. So the first assertions of (i)
and (ii) are proved. For the second assertion of (i), consider the discrepancy
a(Dq, X(p)). This value is αq + qi/pi which is greater than −1, if qi 6= 0
and non-negative if qi = 0 by the argument above. Hence (C
n(p), X(p)) is
plt. Then, by the inversion of adjunction ([12, 17.6] or [7, 2.7]), X(p) is nor-
mal and KX(p) +DiffX(p)(0) is klt. For the second assertion of (ii), note that
(Cn(p), X(p) +Dp) is dlt and C
n(p) is smooth outside of Dp. Then C
n(p) is
smooth at a general point of X(p) ∩Dp by the classification of 2-dimensional
log-canonical pairs ([10, 9.6]). Therefore Cn(p) is smooth in codimension two
along X(p), which yields DiffX(p)(0) = 0.
Proposition 3.3. Under the notation of 3.1, let (X, 0) be canonical and de-
fined by a non-degenerate power series f .
(i) If 1 ∈ Γ+(fp) and DiffX(p)(0) = 0, then the singularity (Xp, 0) ⊂ (C
n, 0)
defined by fp is log-canonical and X(p)→ X is an lc blow-up.
(ii) If 1 ∈ Γ+(fp)
0, then the singularity (Xp, 0) ⊂ (C
n, 0) is again canonical
and X(p)→ X is a plt blow-up.
Proof. For the first assertions of (i) and (ii), by Proposition 2.9, it is suf-
ficient to prove that (Xp, 0) is smooth in codimension one under the con-
ditions DiffX(p)(0) = 0 and 1 ∈ Γ+(fp). If Xp has a singular locus in
codimension one, then S = Dp ∩ X(p) has a singular locus in codimension
one. Indeed, the restriction π′ : Xp \ {0} → S of the canonical projection
π : Cn \ {0} → P(p1, . . . , pn) = Dp is an open map. Then we obtain that π
′
is a smooth morphism on the smooth locus of S, as Xp is a Cohen-Macaulay
variety and each fiber of π′ is smooth. Here the singular locus of S is con-
tained in the invariant divisor (x1 · · ·xn = 0) ⊂ Dp, because S is defined
by fp in the weighted projective space Dp = P(p1, . . . , pn) and f is non-
degenerate. Let Σ be a 1-codimensional component of the singular locus of
S and contained in an invariant divisor C = {xi = 0} of Dp. For simplicity,
let i = 1. Let ψ : TN(∆) → C
n(p) be a log-resolution of (Cn(p), X(p) +Dp)
which factors through the blow-up of C and X ′ the proper transform of X(p).
Since DiffX(p)(0) = 0, (X(p), S) is lc by the previous lemma and the ad-
junction. From the classification of 2-dimensional log-canonical pairs ([10,
9.6]) there exists an exceptional divisor Dq mapped onto C such that the
discrepancy a(Dq|X′, S) = −1. If Dq is mapped onto C = {x1 = 0}, it fol-
lows that q = λp + µe1, where λ, µ are positive rational numbers. Since
a(Dq|X′ , S) = αq = 〈q, 1〉 − q(f)− (qi/pi)(〈p, 1〉 − p(f))− 1 = −1 for i 6= 1,
it follows that 〈e1, 1〉 − e1(fp) = 0, which shows that the order of fp is 1,
a contradiction. Now the first assertions of (i) and (ii) are proved. In par-
ticular fp is irreducible, therefore S is irreducible and reduced. Noting that
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−(KX(p)+S) = (p(f)−〈p, 1〉)Dp|X(p) is ϕ-ample, one obtains thatX(p)→ X
is a lc blow-up. If 1 ∈ Γ+(fp)
0, then, by Lemma 3.3, (ii), (X(p), S) is dlt,
therefore it is plt.
Corollary 3.4. Let (X, 0) ⊂ (Cn, 0) be a canonical singularity defined by a
non-degenerate weighted homogeneous polynomial of weight p. Then p-blow-
up X(p)→ X gives a plt blow-up of (X, 0).
Proof. In this case, f = fp, therefore the condition of (ii) of Proposition 3.3
holds.
Theorem 3.5. Let (X, 0) ⊂ (Cn, 0) be an arbitrary hypersurface canonical
singularity defined by a non-degenerate power series f . Then
(i) there exists a weight p such that the weighted blow-up X(p)→ X gives a
plt blow-up of (X, 0) and
(ii) for a weight p obtained in (i), a singularity (Xp, 0) defined by a weighted
homogeneous polynomial fp is again canonical and (Xp, 0) is exceptional
if and only if (X, 0) is exceptional.
Proof. For the statement (i), it is sufficient to show the existence of a compact
face γ of Γ+(f) such that 1 ∈ Γ+(fγ)
0, because for every compact face γ there
exists a weight p such that fγ = fp. Since
Γ+(f) =
⋃
γ:compact face of Γ+(f)
Γ+(fγ),
there exists a compact face γ such that 1 ∈ Γ+(fγ). Assume that 1 is a
boundary point of Γ+(fγ) for every such γ as above. Then 1 belongs to
the non-compact face of Γ+(fγ). So for any such γ there exists iγ such that
Hiγ := {(m1, . . . , mn) ∈ MR | miγ ≥ 1, mj ≥ 0 (j 6= iγ)} contains Γ+(fγ) and
1 is on the boundary of Hiγ . Since 1 is on the boundary of
⋃
1∈Γ+(fγ)
Hiγ ,
it is on the boundary of
⋃
1∈Γ+(fγ)
Γ+(fγ), therefore on the boundary of⋃
γ:compact face of Γ+(f)
Γ+(fγ), a contradiction. For the first statement of (ii),
note that one can take a weight p such that 1 ∈ Γ+(fp)
0 by the argument
above and apply Proposition 3.3. For such p, denote the proper transform of
Xp under the p-blow-up ϕ : C
n(p) → Cn by Xp(p) and Xp(p) ∩ Dp by Sp.
Then in Dp, S and Sp coincide and DiffS/X(p)(0) and DiffSp/Xp(p)(0) coincide,
because the both are equal to DiffS/Dp(0) + DiffDp/Cn(p)(0)|S. Therefore the
conditions for (X, 0) and (Xp, 0) to be non-exceptional are the same (Propo-
sition 2.3).
On determining exceptional hypersurface singularities, now we can reduce
the problem into the weighted homogeneous case.
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4. Weights of weighted homogeneous exceptional singularities
Lemma 4.1. Let (X, 0) ⊂ (Cn, 0) be a hypersurface singularity defined by a
power series f and let p, q be two weights such that neither fp nor fq is a
power of a single coordinate. If there is an isomorphism X(p) ≃ X(q) over
X, then p = q.
Proof. Let ψ : Cn(p)(q)→ Cn(p) be the toric morphism corresponding to the
star-shaped decomposition by adding a 1-dimensional cone R≥0q and X
′ be
the proper transform of X(p) by ψ. First we show that X(p) ∩ ψ(Dq) =
∅. Assume the contrary. If Dp ∩ X(p) 6⊂ ψ(Dq), then Dp|X′ and Dq|X′
are Q-divisors with different supports, a contradiction to X(p) ≃ X(q). If
Dp ∩ X(p) ⊂ ψ(Dq), then both sides coincide, because the left hand side is
of dimension n − 2, while the right hand side is irreducible and of dimension
≤ n − 2. Therefore the support of Dp ∩ X(p) is an invariant divisor on Dp,
which yields that fp is a power of a single coordinate, a contradiction. Now we
obtain X(p)∩ψ(Dq) = ∅. It implies that the coefficient of Dq in ψ
∗(X(p)) is
0. Let p = (p1, . . . , pn) and q = (q1, . . . , qn). If we put q1/p1 := mini(qi/pi),
then q ∈ σ1 and the coefficient of Dq in ψ
∗(X(p)) is q(f) − p(f)(q1/p1) by
[7, 2.6, (2)]. Hence q(f) − p(f)(qi/pi) ≤ 0 for all i. Now we obtain that
q(f)/qi ≤ p(f)/pi for all i. By making the same procedure with exchanging
the role of p and q, we obtain the opposite inequality q(f)/qi ≥ p(f)/pi for
all i, which yields p = q.
For the assertion of the lemma above, the condition of fp and fq is necessary.
In fact we have the following example.
Example 4.2 (by Tomari). Let (X, 0) ⊂ (C3, 0) be a singularity defined by
f = xk1 + x
k+1
2 +x
k+1
3 = 0 for k ≥ 3. Take p = (1, 1, 1), q = (k+1, k, k). Then
fq = f is irreducible and fp = x
k
1 is a power of a single coordinate x1. And
both X(p), X(q) are isomorphic to the canonical model over X .
Proposition 4.3. For an exceptional canonical singularity (X, 0) ⊂ (Cn, 0)
defined by a non-degenerate power series f , a weight which gives a plt blow-up
is unique. Therefore a weight p such that 1 ∈ Γ+(fp)
0 is unique. A fortiori, a
set {m | xm ∈ fp} spans a hyperplane in MR ≃ R
n.
Proof. By Proposition 2.4, plt bow-up for (X, 0) is unique. If a weight p
gives a plt blow-up, then by (ii) of Theorem 3.5, fp is not a power of a single
coordinate. Then apply Lemma 4.1.
To prove the finiteness of the number of weights for exceptional singularities
defined by weighted homogeneous functions, we need the following lemma:
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Lemma 4.4. Let (X, 0) ⊂ (Cn, 0) be a canonical singularity defined by a non-
degenerate power series f . Let g be an irreducible weighted homogeneous poly-
nomial with weight p. Assume that 1 ∈ Γ+(fp) and x
m ∈ g for every m with
xm ∈ fp. Then p-blow-up X(p)→ X is a lc blow-up.
Proof. By (i) in Proposition 3.3, it is sufficient to prove that DiffX(p)(0) = 0.
Assume that DiffX(p)(0) 6= 0. Then a 2-codimensional irreducible component
of the singular locus of Cn(p) is contained inX(p), which implies that {xi = 0}
in Dp is contained in {fp = 0} in Dp for some i. Therefore xi | fp. By
1 ∈ Γ+(fp), it follows that x
2
i ∤ fp. For the simplicity, let i = 1. Here
Cn(p) is singular along {x1 = 0} in Dp, so the weight p is represented by
(p1, ap
′
2, . . . , ap
′
n) for some integer a ≥ 2 with a ∤ p1. Now, by the assumption
on g, it follows that g = x1g
′ + g′′, where x1 ∤ g
′ and x1 does not appear in g
′′,
as g is irreducible. Then p(g) = p(x1g
′) ≡ p1 mod a and p(g) = p(g
′′) ≡ 0
mod a, which is a contradiction.
Theorem 4.5. For a fixed n, the number of weights of non-degenerate
weighted homogeneous polynomials which define exceptional canonical singu-
larities in (Cn, 0) is finite.
Proof. Let F = {f | a non-degenerate weighted homogeneous power se-
ries defining an exceptional canonical singularity in Cn at 0} and W =
{ the weight of f | f ∈ F}. Assume that the set W is infinite and induce
a contradiction. For m = (m1, . . . , mn) ∈ Z
n
≥0, define |m| :=
∑n
i=1mi.
Step 1. For f ∈ F , define αf := min{|m| | x
m ∈ f}. Then {αf}f∈F is
bounded by n from above, since 1 ∈ Γ+(f)
0. Hence there exist a subset F1 ⊂ F
and m(1) ∈ Zn≥0 such that W1 := { the weight of f | f ∈ F1} is a infinite set
and xm
(1)
∈ f , |m(1)| = αf for any f ∈ F1, because {m ∈ Z
n
≥0 | |m| ≤ n} is
finite and W is infinite. Therefore every f ∈ F1 is written as f = a1x
m(1) + g,
(xm
(1)
/∈ g, a1 ∈ C).
Step2. For f = a1x
m(1) + g ∈ F1, define βf := min{|m| | x
m ∈ g}. If
{βf}f∈F1 is bounded, then, by taking infinite sets F2 and W2 smaller, we can
write f = a1x
m(1) +a2x
m(2) + g2 for every f ∈ F2 in the same way as in Step 1.
In particular, if xm
(1)
is a power of a single coordinate, then {βf} is bounded.
Indeed if {βf} is unbounded, then
⋂
f∈F1
Γ+(f) = Γ+(x
m(1)), where 1 belongs
to the left hand side and not to the right hand side, a contradiction.
Step 3. By the successive procedures, one obtains infinite sets Fr, Wr
such that for every f ∈ Fr, f = a1x
m(1) + . . . + arx
m(r) + h and {γf}f∈Fr
is unbounded, where γf := min{|m| | x
m ∈ h}. Indeed, if these procedures
do not terminate, one obtains an infinite series {m(1), m(2), . . . , m(i), . . . } in
Zn≥0 ⊂ MR. Let Li be the linear subvariety spanned by {m
(1), m(2), . . . , m(i)}.
Then Li 6= MR for all i, because x
m(1) , xm
(2)
, . . . , xm
(i)
appear in the weighted
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homogeneous polynomials in Fi. Since . . . ⊂ Li ⊂ Li+1 ⊂ . . . , there exists r
such that Lr = Lr+i for all i > 0. Let p = (p1, . . . , pr) be the weight of an
element f ∈ Fr. Then Lr is contained in a hyperplane Hp := {(m1, . . . , mn) |∑
pimi = p} for some p ∈ N. Hence the infinite set {m
(1), m(2), . . . , m(i), . . . }
is contained in Hp ∩ Z
n
≥0 which is a finite set because of pi > 0, (i=1, . . . ,n),
a contradiction.
Step 4. Now fix an element f ′ ∈ Fr and let p be a weight of f
′. As {γf}f∈Fr
is unbounded, one can take f = a1x
m(1) + . . . + arx
m(r) + h ∈ Fr such that
p(h) > p(f ′) = p(xm
(i)
) for i = 1, . . . , r. Then fp = a1x
m(1) + . . .+arx
m(r). So
if xm ∈ fp, then x
m ∈ f ′. On the other hand, from the unboundedness of γf ,
it follows that 1 ∈
⋂
f ′′∈Fr
Γ+(f
′′) = Γ+(fp). Now by Lemma 4.4, p-blow-up
of X = {f = 0} is an lc blow-up. On the other hand, for the weight q of
f , q-blow-up of X is a plt blow-up by Corollary 3.4. Since neither fp nor fq
is a power of a single coordinate, by Lemma 4.1 X(p) 6≃ X(q), which is a
contradiction to that (X, 0) is exceptional.
Remark 4.6. The theorem is the same as the finiteness of Newton polyhe-
drons of such singularities.
Corollary 4.7. Fix n ∈ N. Let (X, 0) ⊂ (Cn, 0) be a canonical exceptional
singularity defined by a non-degenerate power series f and let ϕ : (Y, S)→ X
be a plt blow-up. Then the pair (S,DiffS(0)) contained in a finite number of
algebraic families.
Note that this fact is known to be true also for any klt singularity of dimen-
sion ≤ 3 (see [21, §4]).
Proof. By Theorems 3.5 and 4.5 we may assume (up to finite numbers of cases)
that ϕ is a weighted blow-up of fixed weight p. Then the exceptional divisor
S is defined in the weighted projective space P(p) by fp = 0. Thus we may
assume that S is contained in some algebraic family. Now let H be a very
ample divisor on S. Write DiffS(0) =
∑
(1− 1/mi)∆i, where mi ∈ N and ∆i’s
are prime divisors. Since −(KS +DiffS(0)) is ample, Const ≥ H
n−3 · (−KS) >∑
(1 − 1/mi)H
n−3 · ∆i ≥
1
2
∑
Hn−3 · ∆i. Thus the degree of components
of DiffS(0) under the embedding S →֒ P
N given by |H| is bounded. Then
Supp(DiffS(0)) belongs to a finite number of families (see, e.g., [2, Ch. 3
§7]) and we may assume that (S, Supp(DiffS(0))) is fixed. Now we need to
show only that mi ≤ Const for all i. Indeed, in the opposite case we can
take an infinite sequence Diff
(1)
S (0) < Diff
(2)
S (0) < · · · . Let Diff
(∞)
S (0) :=
limDiff
(k)
S (0). Then −(KS + Diff
(∞)
S (0)) is nef and
⌊
Diff
(∞)
S (0)
⌋
6= 0. This
contradicts Proposition 2.3.
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5. Exceptional canonical singularities of Brieskorn type
The aim of this section is to prove the following:
Theorem 5.1. Let X ⊂ C4 be a hypersurface canonical singularity given by
the equation
xa11 + x
a2
2 + x
a3
3 + x
a4
4 = 0, a1 ≤ a2 ≤ a3 ≤ a4.(5.I)
Then (X, 0) is exceptional if and only if [a1, a2, a3, a4] is one of the following:
[3, 3, 4, d], 5 ≤ d ≤ 11 [3, 3, 5, d], d = 6, 7
[3, 4, 4, d], d = 4, 5 [2, 3, 7, d], 8 ≤ d ≤ 41
[2, 3, 8, d], 8 ≤ d ≤ 23 [2, 3, 9, d], 9 ≤ d ≤ 17
[2, 3, 10, d], 10 ≤ d ≤ 14 [2, 3, 11, d], d = 11, 12, 13
[2, 4, 5, d], 6 ≤ d ≤ 19 [2, 4, 6, d], 6 ≤ d ≤ 11
[2, 4, 7, d], d = 7, 8, 9 [2, 5, 5, d], 5 ≤ d ≤ 9
[2, 5, 6, d], d = 6, 7.
Moreover, exceptional divisors (S,DiffS(0)) of corresponding plt blow-ups are
described in Tables 1 and 2.
From Proposition 2.9 (see also [18], [11, 8.14]) we have
Corollary 5.2. Let X ⊂ Cn be a hypersurface singularity
xa11 + x
a2
2 + · · ·+ x
an
n = 0.(5.II)
Then it is canonical (resp. log-canonical) if and only if
1/a1 + 1/a2 + · · ·+ 1/an > 1, resp. ≥ 1.
Moreover, KCn +X is lc if and only if 1/a1 + · · ·+ 1/an ≥ 1.
Lemma 5.3. Let X ⊂ Cn be a canonical hypersurface singularity (5.II), let
W ⊂ Cn be the hyperplane {xn = 0} and let F := W ∩ X. If 1/a1 + · · · +
1/an−1 ≥ 1, then KX + F is lc.
Proof. By Corollary 5.2, KW +F is lc. Note that KCn +X is plt (by Inversion
of Adjunction). Applying [12, 17.7] twice we obtain that both KCn +X +W
and KX + F are lc.
5.4. Notation. From now on we assume thatX ⊂ C4 is a hypersurface canon-
ical singularity given by the equation (5.I). The sequence [a1, a2, a3, a4] is called
the type of X . Set w := lcm(a1, . . . , a4) and consider the weighted blow-up
f : Y = X(p)→ X , where pi := w/ai. Since f is weighted homogeneous with
respect to p, f : Y → X is a plt blow-up (see Corollary 3.4). Let S be the
exceptional divisor. Put ∆ := DiffS(0). Note that S is given in the weighted
projective space P(p) by the equation (5.I). Let Γi, i = 1, . . . , 4 be a curve on
S ⊂ P(p) which is cut out by xi = 0. Set Γ := Γ1 + · · ·+ Γ4.
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Lemma 5.5 (see e.g. [11, 8.16]). For any n ∈ N there is a constant δ(n) such
that for any a1, . . . , an ∈ N only one of the following inequalities holds:
n∑
i=1
1
ai
≤ 1− δ(n) or
n∑
i=1
1
ai
≥ 1.
Moreover, δ(1) = 1/2, δ(2) = 1/6, δ(3) = 1/42.
5.5.1. If (X, 0) is exceptional, then by [14, Lemma 1.7], KX + W is not lc
for any Cartier divisor W with W ∋ 0. Thus 5.2 and Lemma 5.3 give us
1/a1 + · · · + 1/a4 > 1 and 1/a1 + 1/a2 + 1/a3 < 1. Since (X, 0) is canonical,
a1 = 2 or 3 (see 2.9). Then 1/a2 + 1/a3 + 1/a4 > 1/2 and a2 ≤ 5. Further,
a2 ≥ 3 and 1/a3+1/a4 > 1/6. Hence, a3 ≤ 11. Finally, by Lemma 5.5 we have
1/a1 + 1/a2 + 1/a3 ≤ 41/42 and a4 ≤ 41. This yields for [a1, a2, a3, a4] cases
as in Theorem 5.1 and additionally the following cases: [2, 3, 7, 7], [3, 3, 4, 4],
[2, 4, 5, 5]. In these cases the singularity is not exceptional. This will be proved
in 5.12.1, 5.18.1 and 5.18.2, respectively.
Remark. As above, Lemma 5.5 gives an effective bound of canonical excep-
tional singularities of the Brieskorn type in any dimension.
Lemma 5.6. Let S ⊂ P = P(p1, . . . , pn) be a hypersurface
xa11 + · · ·+ x
an
n = 0, where a1p1 = · · · = anpn = w.
Let Γi := S ∩ {xi = 0}, i = 1, . . . , n and Γ =
∑
Γi. Then
(i) DiffS/P(0) = 0;
(ii) KS + Γi is plt for all i = 1, . . . , n;
(iii) KS + Γ is lc.
Proof. (i) is obvious. Indeed, codimension two singularities of P are contained
in ∪i 6=j{xi = xj = 0} and S does not contain its components. To prove (ii)
and (iii) we consider the finite map Pn−1 → P given by
(x1, . . . , xn)→ (x
p1
1 , . . . , x
pn
n ).
The ramification divisor is
∑
(pi−1)Hi, where Hi is i-th coordinate hyperplane
on Pn−1. Let S ′ = {xw1 + · · · + x
w
n = 0} ⊂ P
n−1 be the preimage of S. The
restriction ϕ : S ′ → S is also a finite morphism of degree w. Put Li := Hi∩S
′.
By the ramification formula we have
ϕ∗
(
KS +
∑
Γi
)
= KS′ +
∑
Li.
Since S ′+
∑
Li is a normal crossing divisor, KS′+
∑
Li is lc. Then KS+
∑
Γi
is lc by [20, §2] or [12, 20.3]. (ii) can be proved in a similar way.
Corollary 5.6.1. Notation as in 5.4. Let Θ be a boundary on S. Assume
that Supp(Θ) ⊂ Γ and ⌊Θ⌋ = 0. Then KS +Θ is klt.
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Lemma 5.7. Notation as in 5.4. Then ∆ =
∑
(1− 1/mi)Γi, where
mi = gcd(p1, . . . , pˆi, . . . , p4).
Proof. Restricting KC4(p) to S we obtain
DiffS/Y (0) + DiffY/C4(p)(0)|S = DiffS/P(0) + DiffP/C4(p)(0)|S.
By Lemma 3.2 and Lemma 5.6, DiffY/C4(p)(0) = 0 and DiffS/P(0) = 0. Hence,
DiffS/Y (0) = DiffP/C4(p)(0)|S. Taking into account that DiffP/C4(p)(0) =
∑
(1−
1/mi){xi = 0}, we get the assertion.
We say that expression p = (p1, . . . , pn) is normalized if for each i we have
gcd(p1, . . . , pˆi, . . . , pn) = 1.
Lemma 5.8 (see, e.g., [4, 1.3.1]). (i) If q = gcd(p1, . . . , pn), then
P(p1, . . . , pn) ≃ P(p1/q, . . . , pn/q).
(ii) If gcd(p1, . . . , pn) = 1 and q = gcd(p2, . . . , pn), then the map
Cn+1 ←− Cn+1, (xq1, x2, . . . , xn)←− (x1, x2, . . . , xn).
induces the isomorphism
P(p1, p2, . . . , pn) ≃ P(p1, p2/q, . . . , pn/q).
Lemma 5.9. Let P = P(p) be a weighted projective space, where p =
(p1, . . . , pn). Assume that p is normalized. Then
(i) KP ∼ OP (−
∑
pi);
(ii) OP(1)
n−1 = 1/p1 · · · pn.
Proof. (i) follows, for example, from the discussion 2.1 and 2.2 of [4]. (ii)
follows easily from the fact that P is a finite abelian quotient of the projective
space.
5.10. By Lemma 5.8 we may assume that the exceptional divisor S is given by
the equation ya11 + · · ·+ y
a4
4 = 0 in P(p), where p = (p1, . . . , p4) is normalized.
The algorithm of computation of p and (a1, . . . , a4) is as follows.
Starting with [a1, a2, a3, a4] we find w = lcm(a1, . . . , a4), pi = w/ai. Then
gcd(p1, . . . , p4) = 1. For convenience we put a1, . . . , a4, p1, . . . , p4 into a (2×4)-
matrix and perform the following transformations:
1)
(
a1 a2 a3 a4
p′1 p
′
2 p
′
3 p
′
4
)
−→
(
a1/d
′ a2 a3 a4
p′1 p
′
2/d
′ p′3/d
′ p′4/d
′
)
,
where d′ := gcd(p′2, p
′
3, p
′
4), 2) . . . , 4) . . . In four steps we get the matrix(
a1 a2 a3 a4
p1 p2 p3 p4
)
with the normalized second row. Then
S = {ya11 + · · ·+ y
a4
4 = 0} ⊂ P(p).
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By Lemma 5.7, ∆ =
∑
(1− 1/mi)Γi, where mi = gcd(p1, . . . , pˆi, . . . , p4).
Note that if ak = 1 for some k, then the projection
S → P(p1, . . . , pˆk, . . . , p4)(5.III)
is an isomorphism. It is easy to see that this holds if and only if
(⋆) ∃k (ak, ai) = 1 for all i 6= k.
The following lemma can be easily proved by direct local computations.
Lemma 5.11 (cf. [3]). Let S ⊂ P(p) be a hypersurface (5.I), where p =
(p1, p2, p3, p4), p1a1 = · · · = p4a4 = w and p is a weight. Then Sing(S) =
S ∩ Sing(P) ⊂ ∪i 6=jΓi ∩ Γj. If p is normalized, then at points Γi ∩ Γj,
i 6= j the surface S has a singularity of type 1
d
(pi, pj), where d = gcd(pk, pl),
{k, l} ∩ {i, j} = ∅. Moreover, #Γi ∩ Γj = w/ lcm(pk, pl).
5.12. Singularities which satisfy (⋆). First consider singularities which
satisfy the condition (⋆). Then S ≃ P(q), where q = (q1, q2, q3) =
(p1, . . . , pˆk, . . . , p4). Let L1, L2, L3 be the coordinate lines in P(q). For m ∈ N
let Cm be a curve in P given by the equation x
m/q1 + ym/q2 + zm/q3 = 0 (we
assume that qi | m for i = 1, 2, 3). Note that Cm is a smooth curve contained
in the smooth locus of P(q). The projection (5.III) identifies Γ1, . . . , Γˆk, . . . , Γ4
with L1, L2, L3 and Γk with Cw, where w =: a1p1 = · · · = a4p4. By H denote
the positive generator of the Weil divisor class group of S. If q is normal-
ized, then O(H) = O(1) (see [4]). Recall also that H2 = 1/q1q2q3. Taking
into account 5.10 and 5.5.1 we obtain Table 1 and additionally case [2, 3, 7, 7]
below.
5.12.1. Case [2, 3, 7, 7]. Then S = P(7, 1, 1) and ∆ = 1
2
C7 +
2
3
L1. Take ∆
+ =
1
2
C7+
2
3
L1+
5
6
M , whereM := {y+z = 0}. Then KS+∆
+∼Q0. It is easy to see
that KS+∆
+ is not klt at C7∩L1∩M . Here the singularity is non-exceptional.
. Now we prove that all singularities in Table 1 are exceptional. We consider
them case by case according to the type of the surface S. We will assume that
there exists a regular n-complement KS + ∆
+ and derive a contradiction or
prove that KS+∆
+ is klt (see 2.3). Set ∆′ := ∆+−∆. We need the definition
and a few properties of complements.
Definition 5.13 ([20]). Let S be a normal variety and let D = C + B be a
boundary on S, where C := ⌊D⌋ and B := {D}. Then we say that KS +D is
n-complementary, if there is a Q-divisor D+ such that
(i) n(KS +D
+) ∼ 0 (in particular, nD+ is an integral divisor);
(ii) KS +D
+ is lc;
(iii) nD+ ≥ nC + ⌊(n+ 1)B⌋.
In this situation an n-complement of KS + D is KS + D
+. We say that an
n-complement is regular if n ∈ {1, 2, 3, 4, 6}.
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Lemma 5.14 ([21], [17]). LetK+
∑
δ+i ∆i be an n-complement of K+
∑
δi∆i,
where ∆i’s are irreducible components.
(i) If δi = 1− 1/mi, mi ∈ N, then δ
+
i ≥ δi.
(ii) If δi ≥ 6/7 and n ∈ {1, 2, 3, 4, 6}, then δ
+
i = 1.
(iii) If δi = 4/5 and n ∈ {1, 2, 3, 4, 6}, then δ
+
i = 5/6 or 1.
Cases when S ≃ P2. For example, assume that a2 = a3 = a4. Here
gcd(a1, a2) = 1. Algorithm 5.10 is as follows:(
a1 a2 a2 a2
a2 a1 a1 a1
)
−→
(
1 a2 a2 a2
a2 1 1 1
)
.
Thus S ≃ P2 and ∆ = a1−1
a1
Ca2 . There are two possibilities: [3, 4, 4, 4] and
[2, 5, 5, 5]. In case [3, 4, 4, 4], among regular complements of KS +∆ there are
only 3-complement KP2 +
2
3
C4+
1
3
M1, where M1 is a line, 6-complement KP2 +
2
3
C4 +
1
6
M2, where M2 is a conic and 6-complement KP2 +
2
3
C4 +
1
6
M ′1 +
1
6
M ′′1 ,
where M ′1, M
′′
1 are lines. All these complements are klt by Lemma 5.15 below.
Case [2, 5, 5, 5] is similar.
Lemma 5.15 (cf. [16, Lemma 3]). Let (S, o) be a normal analytic surface
germ and let M =
∑
diMi be a Q-divisor on S. Assume that KS + Mi is
plt at o for all i (for instance, this holds if (S, o) is smooth and all Mi’s also
are smooth at o). If
∑
di ≤ 1 and ⌊M⌋ ≤ 0, then KS +M is klt at o.
Proof. Let ϕ : (S ′, o′) → (S, o) be a finite e´tale in codimension one cover such
that S ′ is smooth. SetM ′ := ϕ∗M andM ′i := ϕ
∗Mi. By [12, 20.4], KS′+M
′
i is
plt for all i. Hence, allM ′i ’s are smooth irreducible curves. Again, by [12, 20.4]
it is sufficient to show that KS′+M
′ is klt. By our assumption, M ′ =
∑
d′iM
′
i ,
where
∑
d′i ≤ 1 and ⌊M
′⌋ ≤ 0. Let σ : S → S ′ be the blow-up of o′ and let
M be the crepant pull-back of M ′ (i.e. σ∗(KS′ +M
′) = KS +M). By [11,
3.10], KS′ +M
′ is klt if and only if so is KS +M . Clearly, all the irreducible
components M i of M are smooth. Write M =
∑
diM i so that M 0 is the
exceptional divisor andM i’s are proper transforms ofM
′
i ’s for i 6= 0. It is easy
to see that di = d
′
i for i 6= 0 and d0 =
∑
d′i−1 ≤ 0. So we again have
∑
di ≤ 1.
Thus, it is sufficient to prove our statement on S. We replace S ′ with S and
continue the process. At the end, we get the situation when Supp(M ′) is a
normal crossing divisor. In this situation, the inequalities
∑
d′i ≤ 1 and d
′
i < 1
gives us that KS′ +M
′ is klt (and even canonical).
If (ai, aj) = 1 for all pairs (i, j), i 6= j, then S ≃ P
2 and ∆ =
∑3
i=1(1 −
1/ai)Li + (1− 1/a4)C1. For [a1, a2, a3, a4] there are the following possibilities:
[2, 3, 11, 13] and [2, 3, 7, r], r ∈ {11, 13, 17, 19, 23, 25, 29, 31, 37, 41}.
All these singularities are exceptional. Indeed, if KS+∆
+ is a regular comple-
ment of KS+∆, then ∆
+ ≥ ∆ (see 5.14). Therefore ∆+ ≥ 1
2
L1+
2
3
L3+L3+C1.
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But deg∆+ = 3, a contradiction. Similarly, one can treat the other cases with
S ≃ P2 (see Table 1).
Remark. For any canonical singularity (X, 0), define
compl(X) := min{m | there is a non-klt m-complement of KX}.
Let f : (Y, S)→ X be a plt blow-up. Then
compl(X) ≤ min{m | KS +DiffS(0) is m-complementary}
(see [16, Corollary 1]). Moreover, if (X, 0) is exceptional, then equality holds.
It follows from [21] that compl(X) is bounded in the three-dimensional case.
If X is of the Brieskorn type [2, 3, 11, 13], then compl(X) = 66 (see [17]).
This is the maximal known value of compl(X) for three-dimensional canon-
ical singularities. Note that in the two-dimensional case compl(X) ≤ 6 and
the equality achieves for singularities of type E8 (= Brieskorn type [2, 3, 5]).
By 2.3, compl(X) ∈ {1, 2, 3, 4, 6} for any three-dimensional non-exceptional
singularity.
Conjecture. Let (X, o) be a canonical singularity. Then compl(X) ≤ 66.
It is known also that the inequality compl(X) ≤ 66 holds for any isolated
log-canonical three-dimensional singularity [8].
. Now we consider cases when S 6= P2. In many cases, S is a cone over a
rational normal curve.
Cases when S ≃ P(1, 1, 2) (quadratic cone). In cases: [2, 3, 7, 2r], r ∈
{4, 5, 8, 10, 11, 13, 16, 17, 19, 20}, [2, 3, 8, r], r ∈ {11, 13, 17, 19, 23}, [2, 4, 5, r],
r ∈ {7, 9, 11, 13, 17, 19}, [2, 4, 7, 9], [2, 3, 10, r], r ∈ {11, 13}, [2, 5, 6, 7] and
[2, 4, 7, 8], ∆ has a component ∆1 ≡ 2H with the coefficient ≥ 6/7. By
Lemma 5.14, for any regular complement ∆+ we have ∆+ ≥ ∆1. This yields
a contradiction with ∆+ ≡ −KS ≡ 2H .
Similarly, in cases [2, 4, 5, 4r], r = 2, 3, 4 and [2, 3, 8, 20], ∆ has a component
∆1 with the coefficient 4/5. Again ∆
+ ≥ 5
6
∆1. In case [2, 4, 5, 16] this gives
us a contradiction. In cases [2, 4, 5, 12] and [2, 3, 8, 20], we obtain Supp(∆+) =
Supp(∆). By Corollary 5.6.1, KS + ∆
+ is klt. Finally, in case [2, 4, 5, 8] we
have only one possibility with Supp(∆+) 6= Supp(∆): ∆+ = 5
6
C4+
1
2
L3 +
1
6
M ,
where M ≡ H , M 6= L3. Since C4 ∩ L3 ∩M = ∅, we may apply Lemma 5.15.
Here KS +M is plt by Lemma 5.16 below.
Lemma 5.16. Let (S, o) be a germ of a surface singularity of type 1
n
(1, 1) and
let M be a germ of a smooth curve passing through o. Then KS +M is plt at
o.
16
Proof. Let σ : S˜ → S be the minimal resolution, let E be the (irreducible)
exceptional divisor and let M˜ be the proper transform of M . Write σ∗(KS +
M) = KS˜+M˜+αE. Then σ is a log-resolution and it is sufficient to show that
α < 1. By Adjunction, 0 = (KS˜+E)·E+M˜ ·E+(α−1)E
2 = −2+1−(α−1)n.
Thus α = 1− 1/n.
Cases when S ≃ P(1, 1, 3) (rational cubic cone). Almost all cases can be
treated as above because ∆ has a component with the coefficient 4/5 or ≥ 6/7.
The only non-trivial case is [2, 3, 9, 9]. Then ∆′ ≡ 1
2
H , where H is as in 5.12.
Therefore C9 is not a component of ∆
′. If Supp(∆′) 6⊂
∑
Li, then we have
only one possibility ∆′ = 1
6
M , where M ≡ 3H , or ∆′ =
∑
αiMi, where Mi’s
are generators of the cone and
∑
αi = 1/2. In both cases KS +∆
+ is klt by
Lemma 5.15.
Case [2, 3, 8, 8r], r = 1, 2. From ∆r=1 ≤ ∆r=2 we may assume that r = 1, i.e.,
∆ = 2
3
C8. Then ∆
′ ≡ 2
3
H . If the coefficient of C8 in ∆
+ is bigger than that in
∆, then there is only one possibility ∆+ = 3
4
C8. Clearly, this complement is
klt. Thus we may assume that ∆+ = 2
3
C8 +∆
′, where C8 is not a component
of ∆′. Note that S is isomorphic to a projective cone in P5 over a rational
normal curve of degree 4. If all components of ∆′ are generators, then we can
write ∆′ =
∑
αiMi, where
∑
αi = 2/3. By Lemma 5.15 and Lemma 5.16,
KS+
2
3
C8+∆
′ is klt at the vertex in this case. Assume that KS+
2
3
C8+∆
′ is not
klt at some point P (outside of the vertex). Then P ∈ C8 and there is exactly
one component, say M1 of ∆
′ passing through P . By assumption, C8 and M1
at P cannot intersect each other transversally. Since C8 ·M1 = 8H
2 = 2, C8
and M1 have simple tangency at P . Using α1 ≤ 2/3, we can easily check that
KS +
2
3
C8 + α1M1 is klt at P . Finally, assume that ∆
′ =
∑
αiMi and M1 is
not a generator of the cone. Then α1 ≥ 1/6 and M1 ∼ kH , where k ≥ 4. This
yields k = 4 and ∆′ = 1
6
M1. Since M1 is irreducible, it does not contain the
vertex of the cone. By Lemma 5.15, KS +
2
3
C8 +
1
6
M1 is klt.
Cases [2, 3, 7, 35] and [3, 4, 4, 5]. The only regular complements are ∆+ =
1
2
C7 +
2
3
L1 +
5
6
L3 and ∆
+ = 2
3
L1 +
5
6
C4, respectively. They are klt (see Corol-
lary 5.6.1).
Case [2, 3, 10, 10]. Then ∆′ ≡ 1
3
H . If the coefficient α of C10 in ∆
+ is bigger
than that in ∆, then 7/10 ≥ α > 2/3 and 12α ∈ Z. This is impossible. As in
the case [2, 3, 8, 8] there is only one possibility: ∆+ = 2
3
C10 +
∑
αiMi, where∑
αi = 1/3. By Lemma 5.15 this complement is klt.
Case [2, 3, 11, 11]. Then ∆′ ≡ 1
6
H . The only possibility for regular complement
with Supp(∆+) 6= Supp(∆) is ∆+ = 1
2
C11+
2
3
L1 +
1
6
M , where M := {z = cx}.
17
By Lemma 5.16, KS +M is plt. We have to check only that KS +∆
+ is klt
near M . This follows by Lemma 5.15 because M ∩ C11 ∩ L1 = ∅.
Cases when S ≃ P(3, 2, 1) (Gorenstein del Pezzo surface of degree 6). All cases
are exceptional because we have a component C6 of ∆ with the coefficient
≥ 6/7.
Case [2, 3, 7, 21]. Then ∆′ ≡ 1
2
H . Since KS +
2
3
C21 is ample, the coefficient
of C21 in ∆
+ is 1/2. If Supp(∆+) 6⊂ Γ , then ∆+ = 1
2
C21 +
1
6
M , where M :=
{x2 = cx
3
3}, c 6= 0. The curve M contains the point (1, 0, 0) of type
1
7
(1, 2).
Taking into account that (KS +M) ·M = −8/7 and by Lemma 5.17 below,
KS +M is plt. Finally, by Lemma 5.15, KS +∆
+ is klt.
Lemma 5.17. Let S be a projective surface with only log terminal singularities
and let M be an irreducible curve on S. Assume that M contains singular
points P1, . . . , Pr of S of types
1
m1
(1, q1), . . . ,
1
mr
(1, qr), where gcd(mi, qi) = 1,
∀i. If
(KS +M) ·M ≤ −2 +
∑
(1− 1/mi),(5.IV)
then KS +M is plt near M .
Proof. Let Φ ⊂M be the set of points where KS+M is not plt. Let ν : Ŝ → S
be a birational morphism which is a log resolution over Φ and an isomorphism
outside of Φ. Write
ν∗(KS +M) = KŜ + M̂ +
∑
aiEi,
where M̂ is the proper transform of M and
∑
aiEi is the exceptional divisor.
Then M̂ is smooth and by Adjunction(
KŜ + M̂ +
∑
aiEi
)∣∣∣
M̂
= KM̂ +DiffM̂
(∑
aiEi
)
.
We can write
DiffM̂
(∑
aiEi
)
=
∑
P ′∈ν−1(Φ)∩M̂
a′P ′ +
∑
P ′ /∈ν−1(Φ)∩M̂
b′P ′,
If P /∈ Φ, then by construction, ν is an isomorphism over P and by [12, 16.6],
(S,M) ≃an (C
2, {x = 0})/Zm(1, q), gcd(m, q) = 1 and b
′ = 1− 1/m.
If P ∈ Φ then by Connectedness Lemma [20, 5.7], M̂+
∑
ai≥1
Ei is connected
near ν−1(P ). Thus the coefficient a′ of DiffM̂ (
∑
aiEi) at P
′ ∈ ν−1(P ) is
≥ 1. Now we have DiffM̂ (
∑
aiEi) ≥
∑r
i=1(1 − 1/mi)P
′
i , where ν(P
′
i ) = Pi.
Combining this with (5.IV) and degKM̂ ≥ −2, we obtain ν
−1(Pi) = {P
′
i} and
DiffM̂ (
∑
aiEi) =
∑r
i=1(1− 1/mi)P
′
i . In particular,⌊
DiffM̂
(∑
aiEi
)⌋
= 0
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and Φ = ∅.
Cases [2, 3, 7, 14r], r = 1, 2. Since ∆r=1 ≤ ∆r=2, it is sufficient to consider only
case r = 1. We have ∆′ ≡ 2
3
H . If C14 and Li’s are the only components of ∆
+,
then KS +∆
+ is klt by 5.6.1. Assume that there is a component M 6= Li, C14.
Then M ∈ |rH|, for some r. It is clear that −(KS +
1
2
L3 +
2
3
C14 +
1
6
M) is nef.
This gives us 10− 2
3
· 14 − 1
6
r ≥ 0 and r ≤ 4. Since M 6= L3, r > 1. Further,
M contains the point {y = z = 0} of type 1
7
(2, 1). By Lemma 5.17, KS +M
is plt. Then KS +∆
+ is klt by Lemma 5.15.
5.18. Singularities which do not satisfy (⋆). Now we consider singularities
which do not satisfy the condition of (⋆). We will see that all of them are not
analytically Q-factorial (see 5.18.3). Recall that we assumed that S ⊂ P(p)
with normalized p. By H denote the class of Weil divisors such that OS(H) =
OS(1). By Lemma 5.9,
H2 = w/p1 · · · p4, KS ∼
(
w −
∑
pi
)
H,
where w = a1p1 = · · · = a4p4. Taking into account 5.10 and 5.5.1 we obtain
Table 2 and additionally cases [3, 3, 4, 4] and [2, 4, 5, 5] below.
5.18.1. Case [3, 3, 4, 4]. Then S = {y31 + y
3
2 + y
4
3 + y
4
4 = 0} ⊂ P(4, 4, 3, 3) and
∆ = 0. We claim that the singularity is not exceptional. Indeed, consider the
curve M := S ∩ {y3 = ωy4}, where ω
4 = −1. We have KS +
2
3
M ∼Q 0. It
is sufficient to show that KS +
2
3
M is not klt (see Proposition 2.3). Indeed,
M = {y3 − ωy4 = y
3
1 + y
3
2 = 0} has three components passing through one
point (0, 0, ω, 1). This point is singular of type 1
3
(1, 1). By blowing-up it we
obtain an exceptional divisor E with discrepancy
a
(
E,
2
3
M
)
= a(E, 0)−
2
3
(
m1 +m2 +m3
)
= −
1
3
−
2
3
(
m1 +m2 +m3
)
,
where m1, m2, m3 are multiplicities of components of M . Clearly,
m1, m2, m3 ≥ 1/3. Therefore a(E,M) ≤ −1 and KS + DiffS(
2
3
M) is not
klt.
5.18.2. Case [2, 4, 5, 5]. Then S = {y21 + y
2
2 + y
5
3 + y
5
4 = 0} ⊂ P(5, 5, 2, 2)
and ∆ = 1
2
Γ2. As in case [3, 3, 4, 4] we can take ∆
+ = 1
2
Γ2 +
3
4
M , where
M := {y4+ y3 = 0}∩S. Then KS+∆
+ is not klt at (0, 0, 1,−1). This implies
that the singularity is not exceptional.
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. Now we prove case by case that all singularities in Table 2 are exceptional.
Assuming that there exists a regular non-klt n-complement KS +∆
+, we de-
rive a contradiction or prove that KS + ∆
+ is klt (see Proposition 2.3). Set
∆′ := ∆+ − ∆. By Corollary 5.6.1 we may assume either Supp(∆+) 6⊂ Γ or
Supp(∆+) ⊂ Γ and ⌊∆+⌋ 6= 0. By [16, Proposition 2] (or [17, 4.9]) and (i)
of 5.6, for any n-complement KS +∆
+ there exists an n-complement KP +D
such that D|S = ∆
+. So we can write
∆+ =
∑ ki
n
Γi +
∑ sj
n
Mj ,(5.V)
where ki, sj ∈ N∪{0},Mj ’s are effective (not necessarily irreducible) curves and
Mj ∼ mjH . We may assume that Mj 6= Γi, ∀i, j. By 5.6.1 one of the following
holds
∑ sj
n
Mj 6= 0 or
⌊∑
ki
n
Γi
⌋
6= 0. By the construction,
∑ sj
n
Mj ≤ ∆
′.
Cases [2, 3, 8, 18], [2, 4, 6, 9] and [2, 3, 9, 12]. Then ∆′ ≡ 1
12
H , 1
6
H and 1
6
H ,
respectively. Here Supp(∆+) ⊂ Γ . It is easy to check that ⌊∆+⌋ = 0. This
implies that KS +∆
+ is klt by Corollary 5.6.1.
Case [2, 4, 6, 10]. By 5.14, ∆+ ≥ 1
2
Γ2 +
2
3
Γ3 +
5
6
Γ4. Since ∆
+ ≡ 2H , 2 ≥
1
2
+ 2
3
+ 5
6
= 2. This yields the equality ∆+ = 1
2
Γ2+
2
3
Γ3+
5
6
Γ4. This complement
is klt by 5.6.1. Similarly, we can argue in cases [3, 3, 4, 10], [2, 3, 9, 10] and
[2, 3, 10, 12].
Cases [2, 3, 8, 3r], r ∈ {3, 5, 7}, [2, 3, 9, 2r], r ∈ {7, 8}. By ∆r=3 ≤ ∆r=5 ≤
∆r=7 it is sufficient to consider only case [2, 3, 8, 9]. Then ∆
′ ≡ 5
12
H . Let Mj
be as in (5.V). Then 1
n
Mj ≤ ∆
′. Hence, mj/n ≤ 5/12. This yields n = 6 and
mj = 2. But then ∆
+ ≥ 5
6
Γ3 +
2
3
Γ4 +
1
6
M , so 4 ≥ 5
6
· 3 + 2
3
· 2 + 1
6
· 2 = 25/6, a
contradiction.
Case [3, 3, 5, 5]. Then ∆+ ≡ H . Thus n∆+ is given by some polynomial p ∈
H0(S,OS(n)), where n ∈ {1, 2, 3, 4, 6}. On the other hand, H
0(S,OS(n)) 6= 0
for n = 3 or 6. We obtain two cases: ∆+ = 1
3
M , where M is given by
c3y3+c4y4 = 0, or∆
+ = 1
6
M+ 1
6
M ′, whereM andM ′ are given by c3y3+c4y4 =
0 and c′3y3 + c
′
4y4 = 0, respectively. Consider for example, the first case. If
c53 + c
5
4 6= 0, then M is irreducible. If c
5
3 + c
5
4 = 0, then M has exactly
three irreducible components. By Lemma 5.15 it is sufficient to show that
KS + M
(i) is plt for any irreducible component M (i) of M . Note that M
contains three singular points Γ3 ∩Γ4 of type
1
5
(1, 1). If M is irreducible, then
(KS+M) ·M = 6H
2 = 2/5 and Lemma 5.17 give us that KS+M is plt. If M
is not irreducible, then all the irreducible components M (i) ⊂ M are smooth.
By Lemma 5.16, KS +M
(i) is plt.
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Case [3, 3, 4, 8]. Then ∆′ ≡ 1
2
H . Obviously, ⌊∆+⌋ = 0. Hence, Supp(∆+) 6⊂ Γ .
We have only one possibility: ∆+ = 1
2
Γ4 +
1
6
M , where M := S ∩ {y3 =
cy4}. This curve is irreducible if 1 + c
4 6= 0 and has exactly three irreducible
components if 1+c4 = 0. By Lemma 5.15 it is sufficient to show that KS+Γ is
plt for any irreducible component of M . Note that M contains three singular
points Γ3 ∩ Γ4 of type
1
4
(1, 1) and (KS + M) · M = 3H
2 = 1/4. If M is
irreducible, then by Lemma 5.17, KS +M is plt. If M is not irreducible, then
all the irreducible components M (i) ⊂ M are smooth by Lemma 5.16. Thus
KS +M
(i) is plt.
Case [2, 4, 7, 7]. Then ∆′ ≡ 1
2
H . It is easy to see that the coefficient of Γ2 in
∆+ cannot be greater than 1/2. We have ∆+ = 1
2
Γ2+
1
4
M , where M is cut out
on S by y3 = cy4 = 0. If 1 + c
7 6= 0, then M is irreducible. If 1 + c7 = 0, then
M has exactly two irreducible components. By Lemma 5.15 it is sufficient to
show that KS +M
(i) is plt for any irreducible component of M . Note that M
contains two singular points Γ3 ∩ Γ4 of type
1
7
(1, 1). It is easy to compute also
(KS +M) ·M = −4H
2 = −2/7. If M is irreducible, then by Lemma 5.17,
KS +M is plt. If M is not irreducible, then all the irreducible components
M (i) ⊂M are smooth by Lemma 5.16. Hence, KS +M
(i) is plt.
Case [3, 3, 4, 6]. Then ∆′ ≡ 1
2
H . First we claim that KS +∆
+ is klt outside of
Γ3. Assume the opposite. Then KS+∆
′ is not klt and KS+∆
′+Γ4 is not plt.
Write ∆′ = αΓ4 +∆
′′, where α ≥ 0 and Γ4 is not a component of Supp(∆
′′).
By Connectedness Lemma [20, 5.7], KS +∆
′′ + Γ4 is not plt near Γ4. Further,
DiffΓ4(0) =
1
2
P1 +
1
2
P2 +
1
2
P3, where {P1, P2, P3} = Γ3 ∩ Γ4 = Sing(S). On
the other hand, ∆′′ · Γ4 ≤ ∆
′ · Γ4 = 1/4. This yields ⌊DiffΓ4(∆
′′)⌋ = 0. By
Inversion of Adjunction, KS + Γ4 +∆
′′ is plt near Γ4, a contradiction.
Now we claim that KS+∆
+ is klt outside of Sing(S). As above, DiffΓ3(0) =
1
2
P1 +
1
2
P2 +
1
2
P3 and ∆
′ · Γ3 = 3/4. If KS + ∆
+ is not klt at some point
P /∈ Sing(S), then KS + Γ3 + ∆
′ is not plt at P . Thus DiffΓ3(∆
′) ≥ 1
2
P1 +
1
2
P2 +
1
2
P3 + P , a contradiction.
Further, fix a point P1 ∈ Sing(S) (of type A1), say P1 = (1,−1, 0, 0) and let
M be as in (5.V). We may assume that P1 ∈ M and KS + ∆
+ is not klt at
P1. Since ∆
′ ≡ 1
2
H , there are three cases:
(i) ∆+ = 1
2
Γ3 +
1
4
M , where M := {y1 + y2 = cy
2
4} ∩ S;
(ii) ∆+ = 1
2
Γ3 +
1
6
Γ4 +
1
6
M , where M := {y1 + y2 = cy
2
4} ∩ S;
(iii) ∆+ = 1
2
Γ3 +
1
6
M , where M := {y3 = y4(c1y1 + c2y2 + c4y
2
4)} ∩ S.
By Lemma 5.15 and Lemma 5.16 it is sufficient to show that M is either
smooth at P1 orM has two smooth analytic components at P1. Indeed, in cases
(i) and (ii),M is given by y23+3cy
2
4y
2
1−3c
2y44y1+(c
3+1)y64 = 0 in Py1,y3,y4(2, 3, 1).
The local equation of M near (1, 0, 0) is x2 + 3cy2 − 3c2y4 + (1 + c3)y6 = 0 in
21
C2/Z2(1, 1). Thus, in cases (i) and (ii), M has exactly two components which
are smooth curves. Similarly, in case (iii), M is smooth at P1.
Case [2, 4, 6, 8]. Then ∆′ ≡ 1
6
H . It is easy to compute that ⌊∆+⌋ = 0. Let
M1 be as in (5.V). We have
1
6
m1 ≤ 1/6. Hence, ∆
′ = 1
6
M1, where M1 :=
{y4 = cy2} ∩ S, c 6= 0. If 1 + c
4 6= 0, then M1 ≃ P
1. If 1 + c4 = 0, then
M1 has exactly two components ≃ P
1. Further, DiffΓ4(0) =
1
2
P1 +
1
2
P2, where
{P1, P2} = Γ2 ∩ Γ4. On the other hand, ∆
′ · Γ4 = 1/6 yields ⌊DiffΓ4(∆
′)⌋ = 0.
By Inversion of Adjunction, KS + Γ4 + ∆
′ is plt near Γ4. Thus KS + ∆
+ is
klt near Γ4. Outside of Γ4 the surface S is smooth and M1 has at most two
irreducible components (and they both are smooth). By Lemma 5.15, KS+∆
+
is klt.
Case [2, 4, 6, 6]. Then ∆′ ≡ 1
2
H . Clearly, the coefficient of Γ2 in ∆
+ is 1/2.
Thus Γ2 is not a component of Supp(∆
′). First we claim that KS +∆
+ is klt
near Γ2. Since ∆
′ ·Γ2 = 1 and because Γ2 is contained in the smooth locus of S,
we have that ⌊DiffΓ2(∆
′)⌋ is reduced. By Inversion of Adjunction, KS+Γ2+∆
′
is lc near Γ2. Then KS +
1
2
Γ2 +∆
′ is klt near Γ2. This proves our claim.
Since KS + ∆
+ is klt near Γ2, ⌊∆
+⌋ = 0. Now we have to show only
that KS + ∆
+ is klt outside of Γ2. Assume the opposite. Then KS + ∆
′ is
not klt. Write ∆′ = αΓ3 + ∆
′′, where α ≥ 0 and Γ3 is not a component of
Supp(∆′). Then −(KS + Γ3 + ∆
′′) is ample. By Connectedness Lemma [20,
5.7], KS+Γ3+∆
′′ is not plt near Γ3 and klt outside of Γ3. Note that Γ3 contains
exactly two singular points {P1, P2} = Γ3 ∩ Γ4 and they are of type
1
3
(1, 1).
Thus DiffΓ3(0) =
2
3
P1 +
2
3
P2. On the other hand, ∆
′′ · Γ3 ≤ ∆
′ · Γ3 = 1/3.
From this we have that ⌈DiffΓ3(∆
′′)⌉ is reduced, i.e., KΓ3 + DiffΓ3(∆
′′) is lc.
Again by Inversion of Adjunction (see [12, 17.7]), KS + Γ3 +∆
′′ is lc near Γ3.
Therefore, KS + αΓ3 +∆
′′ is klt near Γ3, a contradiction.
Case [2, 4, 5, 10]. Then ∆′ ≡ 1
2
H . There are only two cases: ∆+ = 1
2
Γ2 +
1
4
M
or ∆+ = 1
2
Γ2 +
1
6
Γ4 +
1
6
M , where M is cut out on S by y3 = αy
2
4. It is easy
to see that M is isomorphic to a (reduced) conic. So M has at most two
irreducible components and they are smooth. By Lemma 5.15, KX +∆
+ is klt
outside of Sing(S) = Γ3 ∩ Γ4. Near Sing(S) we have ∆
+ = ∆′. It is sufficient
to show that KS + Γ4 + ∆
′ is plt near Γ4. Indeed, DiffΓ4(0) =
4
5
P1 +
4
5
P2
and ∆′ · Γ4 = 1/10 < 1/5. This yields ⌊DiffΓ4(∆
′)⌋ = 0. By Inversion of
Adjunction, KS + Γ4 +∆
′ is plt near Γ4.
Cases [2, 5, 5, 6], [2, 4, 5, 15], [2, 5, 5, 8]. It is sufficient to consider only case
[2, 5, 5, 6] (when ∆ is smaller). Then ∆′ ≡ 2
3
H . Let γ be the coefficient of
Γ4 in ∆
+. Assume that γ > 2/3. Since Γ4 ∼ 5H , we have γ − 2/3 ≤ 5/6.
Taking into account that γ = k/n, k ∈ N, we obtain γ = 3/4 and n = 4.
This means that 4(∆+ − 3
4
Γ4), is an integral effective divisor on S. On the
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other hand, 4∆′ ≡ H , a contradiction. Therefore we may assume that γ = 2/3
and n = 3 or 6. By our assumption Γ4 is not a component of ∆
′. First,
we claim that KS + Γ4 + ∆
′ is plt near Γ4. By Lemma 5.11, S has on Γ4
five points P1, . . . , P5 of type A1. Thus, DiffΓ4(0) =
1
2
∑
Pi. On the other
hand, ∆′ · Γ4 =
10
3
H2 = 1/3. Therefore, ⌊DiffΓ4(∆
′)⌋ = 0. By Inversion of
Adjunction, KS + Γ4 + ∆
′ is plt near Γ4. Assume that KS + ∆
+ is not klt
outside of ∆4. Then KS + ∆
′ is not klt. Since −(KS + Γ2 + ∆
′) is ample,
by Connectedness Lemma [20, 5.7], KS + Γ2 + ∆
′ is not plt near Γ2. Hence,
KΓ2 + DiffΓ2(∆
′) is not klt (i.e. ⌊DiffΓ2(∆
′)⌋ 6= 0). On the other hand, as
above, DiffΓ2(0) =
4
5
Q1 +
4
5
Q2 and ∆
′ · Γ2 = 2/15 < 1/5. So ⌊DiffΓ2(∆
′)⌋ 6= 0,
a contradiction.
Case [2, 3, 8, 12]. Then ∆′ ≡ 1
2
H . If Supp(∆+) ⊂ Γ , then ⌊∆+⌋ = 0 and
KS +∆
+ is klt by 5.6.1. If Supp(∆+) 6⊂ Γ , then the only possibility is ∆+ =
1
2
Γ3 +
1
6
M , where M = {y3 = cy
3
4} ∩ S, c 6= 0. It is easy to see that M ≃
{x2+y3+(1+c4)z6 = 0} ⊂ P(3, 2, 1). This curve is irreducible and pa(M) = 1.
If 1 + c4 6= 0, then M is smooth. If 1 + c4 = 0, then M has a simple cusp
at P = {(0, 0, c, 1)}. By Lemma 5.11, S is smooth at P . Further, S has only
singularities of type A1 and
1
3
(1, 1) (see 5.11). Lemma 5.16 and Lemma 5.15
give us that KS +∆
+ is klt outside of P . But at P we have ∆+ = 1
6
M , where
M has a simple cusp at P . At this point KS +
1
6
M is also klt (see, e.g., [11,
8.14]).
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Table 1. Case: Pic(S) = Z
No. a1 a2 a3 a4 S DiffS(0)
1 2 3 7 r P2 1
2
L1+
2
3
L2+
6
7
L3+
r−1
r
C1
r ∈ {11, 13, 17, 19, 23, 25, 29, 31, 37, 41}
2 2 3 11 13 P2 1
2
L1 +
2
3
L2 +
10
11
L3 +
12
13
C1
3 2 4 5 2r P2 1
2
L2 +
4
5
C2 +
r−1
r
L3
r ∈ {3, 7, 9}
4 2 4 6 r P2 1
2
L2 +
2
3
L3 +
r−1
r
C2
r ∈ {7, 11}
5 2 3 8 2r P2 2
3
C2 +
3
4
L2 +
r−1
r
L3
r ∈ {5, 7, 11}
6 2 3 10 14 P2 2
3
C2 +
4
5
L2 +
6
7
L3
7 2 3 9 15 P2 1
2
C3 +
2
3
L2 +
4
5
L3
8 3 3 4 9 P2 3
4
C3 +
2
3
L3
9 3 3 5 6 P2 4
5
C3 +
1
2
L3
10 3 4 4 4 P2 2
3
C4
11 2 5 5 5 P2 1
2
C5
12 2 3 7 2r P(1, 2, 1) 2
3
C2 +
6
7
L2 +
r−1
r
L3
r ∈ {4, 5, 8, 10, 11, 13, 16, 17, 19, 20}
13 2 3 8 r P(1, 1, 2) 2
3
C2 +
3
4
L2 +
r−1
r
L3
r ∈ {11, 13, 17, 19, 23}
14 2 3 8 20 P(2, 1, 1) 2
3
C4 +
1
2
L2 +
4
5
L3
15 2 4 5 r P(1, 1, 2) 1
2
L2 +
4
5
L3 +
r−1
r
C2
r ∈ {7, 9, 11, 13, 17, 19}
16 2 4 5 4r P(2, 1, 1) 4
5
C4 +
r−1
r
L3
r ∈ {2, 3, 4}
17 2 4 7 8 P(2, 1, 1) 6
7
C4 +
1
2
L3
18 2 4 7 9 P(1, 1, 2) 1
2
L2 +
6
7
L3 +
8
9
C2
19 2 3 10 r P(1, 1, 2) 2
3
C2 +
4
5
L2 +
r−1
r
L3
r ∈ {11, 13}
20 2 5 6 7 P(1, 1, 2) 4
5
C2 +
2
3
L2 +
6
7
L3
21 2 3 7 3r P(3, 1, 1) 1
2
L1 +
6
7
C3 +
r−1
r
L3
r ∈ {3, 5, 9, 11, 13}
22 2 3 9 9 P(3, 1, 1) 1
2
C9
23 2 3 9 r P(3, 1, 1) 1
2
L1 +
2
3
L3 +
r−1
r
C3
r ∈ {11, 13, 17}
24 3 3 4 r P(1, 1, 3) 3
4
L3 +
r−1
r
C3
r ∈ {5, 7, 11}
25 3 3 5 7 P(1, 1, 3) 4
5
L3 +
6
7
C3
26 2 5 6 6 P(3, 1, 1) 4
5
C6
24
No. a1 a2 a3 a4 S DiffS(0)
27 2 3 8 8r P(4, 1, 1) 2
3
C8 +
r−1
r
L3
r ∈ {1, 2}
28 3 4 4 5 P(4, 1, 1) 2
3
L1 +
4
5
C4
29 2 5 5 r P(5, 1, 1) 1
2
L1 +
r−1
r
C5
r ∈ {7, 9}
30 2 3 10 10 P(5, 1, 1) 2
3
C10
31 2 3 7 35 P(7, 1, 1) 1
2
C7 +
2
3
L1 +
4
5
L3
32 2 3 11 11 P(11, 1, 1) 1
2
C11 +
2
3
L1
33 2 3 7 6r P(3, 2, 1) 6
7
C6 +
r−1
r
L3
r ∈ {2, 3, 4, 5, 6}
34 2 3 11 12 P(3, 2, 1) 10
11
C6 +
1
2
L3
35 2 3 7 14r P(7, 2, 1) 2
3
C14 +
r−1
r
L3
r ∈ {1, 2}
36 2 3 7 21 P(7, 3, 1) 1
2
C21
Table 2. Case: ρ(S) > 1
No. a1 a2 a3 a4 P(p) ⊃ S DiffS(0)
37 2 5 5 2r P(5, 2, 2, 5) y21 + y
5
2 + y
5
3 + y
2
4
r−1
r
Γ4
r ∈ {3, 4}
38 2 4 5 15 P(5, 5, 2, 2) y21 + y
2
2 + y
5
3 + y
5
4
1
2
Γ2 +
2
3
Γ4
39 2 3 8 3r P(3, 2, 3, 2) y21 + y
3
2 + y
2
3 + y
3
4
3
4
Γ3 +
r−1
r
Γ4
r ∈ {3, 5, 7}
40 2 3 9 2r P(3, 2, 2, 3) y21 + y
3
2 + y
3
3 + y
2
4
2
3
Γ3 +
r−1
r
Γ4
r ∈ {5, 7, 8}
41 3 3 4 10 P(2, 2, 3, 3) y31 + y
3
2 + y
2
3 + y
2
4
1
2
Γ3 +
4
5
Γ4
42 2 4 5 10 P(5, 5, 2, 1) y21 + y
2
2 + y
5
3 + y
10
4
1
2
Γ2
43 2 3 8 18 P(3, 2, 3, 1) y21 + y
3
2 + y
2
3 + y
6
4
3
4
Γ3 +
2
3
Γ4
44 2 3 10 12 P(3, 2, 3, 1) y21 + y
3
2 + y
2
3 + y
6
4
4
5
Γ3 +
1
2
Γ4
45 2 4 6 9 P(3, 3, 1, 2) y21 + y
2
2 + y
6
3 + y
3
4
1
2
Γ2 +
2
3
Γ4
46 2 4 6 10 P3 y21 + y
2
2 + y
2
3 + y
2
4
1
2
Γ2 +
2
3
Γ3 +
4
5
Γ4
47 2 3 8 12 P(6, 4, 3, 1) y21 + y
3
2 + y
4
3 + y
12
4
1
2
Γ3
48 3 3 4 6 P(2, 2, 3, 1) y31 + y
3
2 + y
2
3 + y
6
4
1
2
Γ3
49 2 3 9 12 P(3, 2, 2, 1) y21 + y
3
2 + y
3
3 + y
6
4
2
3
Γ3 +
1
2
Γ4
50 2 4 7 7 P(7, 7, 2, 2) y21 + y
2
2 + y
7
3 + y
7
4
1
2
Γ2
51 3 3 4 8 P(4, 4, 3, 3) y31 + y
3
2 + y
4
3 + y
4
4
1
2
Γ4
52 3 3 5 5 P(5, 5, 3, 3) y31 + y
3
2 + y
5
3 + y
5
4 0
53 2 4 6 8 P(2, 1, 2, 1) y21 + y
4
2 + y
2
3 + y
4
4
2
3
Γ3 +
1
2
Γ4
54 2 4 6 6 P(3, 3, 1, 1) y21 + y
2
2 + y
6
3 + y
6
4
1
2
Γ2
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5.18.3. One can check that all surfaces S in Table 2 have the Picard number
ρ(S) > 1. Hence, all these singularities are not analytically Q-factorial:
Proposition. Let (X,P ) be an analytic germ of a klt singularity and let
f : (Y, S)→ X be a plt blow-up such that f(S) = P . Then
(i) Pic(Y ) = H2(Y,Z) = H2(S,Z) = Pic(S);
(ii) if (X,P ) is analytically Q-factorial, then Pic(S) = Z.
Proof. We have an exact sequence
0 −→ Z −→ OY
exp
−→ O∗Y −→ 0.
By Kawamata-Viehweg vanishing Rif ∗OY = 0, i > 0. Hence, Pic(Y ) =
H2(Y,Z). Similarly, H2(S,Z) = Pic(S). Since Y is an analytic germ near S,
H2(Y,Z) = H2(S,Z). If (X,P ) is analytically Q-factorial, then ρ(Y/X) = 1
and rkPic(S) = 1.
Remark. (i) In case [2, 4, 6, 10], S ≃ P1×P1. In cases [3, 3, 4, 6] and [2, 3, 9, 12],
the projection S → P(2, 2, 1) = P2 is a double cover ramified along {(x3+ y3+
z3)z = 0} ⊂ P2. Hence, S is a Gorenstein del Pezzo surface of degree 2
having exactly three singular points which are of type A1. In case [2, 4, 6, 8],
P(2, 1, 2, 1) is isomorphic to a cone over a conic in P4. Here S is isomorphic
to an intersection of two quadrics in P4. In cases [2, 3, 8, 18], [2, 3, 10, 12] and
[2, 4, 6, 9], the surface S has exactly two singular points of type A2. It is a
Gorenstein del Pezzo surface of degree 3, a cubic in P3.
(ii) In cases [2,3,7,r], r ∈ {11, 13, 17, 19, 23, 25, 29, 31, 37, 41} and [2,3,11,13],
the pairs (S,∆) have Shokurov’s invariant δ(S,∆) = 2 (see [21, §5], and also
[17]). The singularity [2, 4, 7, 8] and all singularities with S ≃ P(1, 2, 3) give us
a log-del Pezzo surface (S,∆) of the so-called “elliptic type” (see [1, Table 1,
No. 1]).
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