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INTRODUCTION 
1. 	Practical Importdnce: 
In the last two decades there has been an increasing 
amount of research carried out in order to develop 
more rational means of design, operation and control 
of chemical reactors. 	These efforts have an obvious 
economic justification, since the chemical reactor is 
the heart of most chemical plants. 	This fact, 
together with the complexity of the various physico-
chemical processes involved makes, the study of the 
chemical reactor a very challenging area for research. 
Heterogeneous catalytic reactors of the fixed bed or 
fluidised bed type are used in a wide variety of 
industrial applications ranging through cracking, 
hydrogenation, oxidation, synthesis reactions and 
many others. 
A proper understanding of the complicated steady state 
and transient behaviour of these reactors is essential 
for effective design, operation and control. 
Parametric sensitivity of such reactors to small vari-
ations in operating conditions (which are inevitable 
in practice) makes control within safe limits very 
difficult. 
For certain values of the parameters there may be 
multiple steady states. 	In such cases steady state 
information alone is not sufficient for design, since 
1 
the final steady state attained by the reactor depends 
on the dynamic behaviour and initial state of the 
system. 
Mathematical models of increasing sophistication have 
been constructed to predict the behaviour of these 
reactors. 	With the vast increase in size and speed 
of modern computers, it is now possible to solve 
very complicated steady state models and compare the 
results with those of simpler ones. 	However, in 
order to study dynamic behaviour in any detail only 
relatively simple models can be considered at present. 
There are no general guidelines for dictating the 
choice of model for a particular purpose. 	Ideally, 
the model should be as simple as possible, yet still 
retain adequate prediction of the essential features 
of behaviour. 	In the case of design this will gener- 
ally involve the use of steady state models. For 
control studies, on the other hand, a reliable transient 
model is needed. 
In practice the validity of the model must be estab-
lished by comparison with experimental results obtained 
from pilot plant studies. 	This comparison will 
suggest improvements to be made in the model. 
Sensitivity analysis on the model will identify the 
important parameters and indicate the degree of preci- 
sion with which they must be measured in the laboratory. 
Such information provides important feedback in the 
planning of laboratory experiments. 
2 
2. 	The Role of Academic Research: 
The academic researcher, not faced with a prompt design 
problem, can afford to look at these systems more 
fundamentally to uncover the basic laws that govern 
their behaviour, 	simplifying assumptions introduced 
into the models should be treated with care since they 
give misleading results when used outside their region 
of validity, which is usually unknown. 	The approach 
that has been adopted, in general, is to decompose the 
reactor into its elements and to study each element 
separately. 	Such a decomposition of the fixed bed 
reactor is shown in Fig. 1. 	From a steady state point 
of view the most interesting and practically important 
problems concern selectivity of complex reactions and 
the phenomenon of multiplicity of steady states. 	In 
the case of transient behaviour, stability and response 
to feed disturbances are of special interest. 
3. 	The Objectives of the Research: 
This thesis represents, hopefully, one of the steps 
toward a better and more rational understanding of the 
factors affecting the steady state and transient behav-
iour of catalytic reactors. 	Special emphasis is 
placed on the heterogeneous nature of the system which 
leads to a clearer and more rational appreciation of the 
important role played by the adsorption-desorptiOfl 
process. 	Inevitably, in dealing with mathematical 
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The work reported here is divided into three main 
parts: 
1. Part 'A' 	: Single Particle Studies 
2. Part 'B' 	: Fixed Bed Reactors 
3. Part 'C' 	: Fluidised Bed Reactors 
Part 'A' : Single Particle Studies 
Chapter (A-i) : "Non-porous" Catalyst Particle: 
In this Chapter a comprehensive study of the behaviour 
of a "non-porous" catalyst particle with an exothermic 
reaction taking place on the outer surface is presented. 
The effect of finite solid thermal conductivity on both 
steady state and transient behaviour of the particle is 
discussed. 	The effect of heat release due to adsorption 
of reactants on catalytic sites is briefly considered. 
Chapter (A-II) : Porous Catalyst Particle - Lumped Para- 
meter Model 
A lumped parameter model is developed based upon the 
active-site theory (27.A). 	This model neglects intra- 
particle concentration and temperature gradients. 	A 
comparison of this model with a previous pseudo-homogeneous 
model by Liu and Amundson ( 39.A) shows up some important 
dynamic differences. 	The much larger mass capacity of 
the active-site model, due to the large adsorptive capac-
ity of the internal surface, tends to destabilize the 
steady state. 	On the other hand, the heat release due 
to adsorption on active sites exerts a strong stabilizing 
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influence. 	The interplay between these two effects 
can produce complex behaviour. 	The lumped model 
is next generalised to include the effect of a finite 
rate of reactant adsorption. 	The most noticeable 
finding of this investigation is the discovery of a 
new region of multiplicity of the steady state when 
the adsorption rate increases strongly with temper-
ature (activated adsorption). 
Chapter (A-Ill) : Porous Particle - Distributed Para- 
meter Model 
The active-site model developed in the previous Chapter 
is generalised to include intraparticle concentration 
and temperature gradients. 	The transient behaviour of 
the particle is investigated over various regions of the 
parameters, with special emphasis on the effect of heat 
release due to adsorption. 
Two numerical techniques for solving the complicated 
differential equations describing the system are 
compared. 
Part 'B' : Fixed Bed Reactors 
In this study the cell model is used to model the fixed 
bed reactor. 
Chapter (B-I) : Simple Cell Model 
This model considers the only coupling between succes -
sive cells to be due to the fluid flow itself. 	Condi- 
tions for the stability of the single particle, as well 
as the whole bed to arbitrarily small disturbances are 
derived and discussed physically. 	Some simple 
a priori conditions, for the stability of the bed to 
arbitrarily small disturbances in terms of system 
parameters are derived. 	The effect of different 
parameters on reactor start-up is studied numerically. 
The heat release due to reactant adsorption on active 
site is shown to have a most dramatic effect on the 
'ignition' of the reaction. 
Chapter (B.II) 	Coupled Cell Model (Radiation) 
This model takes into account the coupling between 
cells due to radiation. 	The effect of radiation on 
start up with special emphasis on the "travelling 
reaction zone", is studied. 	Numerical simulation 
shows that the particle mass capacity and the heat 
release due to reactant adsorption have very important 
effects on the transient behaviour of the system dur- 
ing start-up. 	These parameters have not been considered 
previously. 
The effect of feed disturbances on the system is 
investigated next. 	For step increases or decreases 
in the feed temperature and/or concentration the 
reaction zone "creeps" either backwards or forwards 
depending upon the signs of the disturbances. 	It is 
found that adsorption heat release stabi.lises the 
position of the reactionzofle, while the large pellet 
mass capacity of the active-site model tends to cause 
the reaction zone to "blow out" of the reactor. 
The analytical formula derived by Rhee et al (15.B), 
VA 
for the velocity of the travelling reaction zone, is 
then discussed in detail and its limitations are 
exposed. 
Part 'C' 	Fluidised Bed Reactor 
This part is divided into two distinctive chapters. 
Chapter C-I Effect of Fluidised Bed Reactor Oper- 
ation on the Steady State Selectivity 
of a Competing Chemical Reation. 
In this Chapter we consider the selectivity of compet-
ing reactions in a fluidised bed reactor in which the 
gas is assumed to be in idealised plug flow in both 
the dense phase and the bubble phase. 	Heat effects 
are ignored. 
A gas fluidised bed under these conditions may be 
considered to be a system in which delayed addition 
of reactants to the dense phase (active phase) occurs 
through the agency of the rising gas bubbles and the 
effect of this on the selectivity of competing react-
ions of the first and second order is investigated. 
The results show clearly that in most cases selectivity 
to the first order product P 1 is enhanced by low inter-
phase gas exchange rates. Furthermore there is an 
[;i 
optimum value of this exchange rate for every set of 
kinetic parameters. 	Two-phase model calculations 
based on realistic bubble size distribution show that 
the selectivity to P 1 is increased by the presence 
immediately above the distributor of relatively large 
bubbles. 
Chapter C-II 	Multiplicity of the Steady State in 
Fluidised Bed Reactors. 
In this Chapter we consider the case of perfect dense 
phase gas mixing. 	Both concentration and thermal 
multiplicities are studied. 	Transient studies are 
carried out and important simplifications permitted 
in the dynamic model by assuming pseudo steady state 
of the bubble phase. 	Sensitivity of reactor behav- 
iour to interphase mass and heat exchange parameters 
is discussed and it is found that the exchange para-
meters can have a crucial effect, on the multiplicity 
region, at high gas flow rates. 	Computations show 
that the catalyst mass capacity and the adsorption 
heat release, based upon an active-site model, may 
also strongly influence the transient behaviour of the 
fluidised bed reactor.. 
PART 	"A" 
Single Catalyst Particle 
CHAPTER 	A - I 
"NON-POROUS" PARTICLE 
• Introduction 
Most modelling studies of the "non-porous"-catalyst 
particle have been concerned with limiting cases of 
thermal conductivity, i.e. infinite and zero conduct-
ivities 	(l.A, 2.A). 
Petersen et al (3.A) studied the effect of external 
gradients in the fluid boundary layer on the steady 
state. 	It was found that, unless the concentration 
and temperature gradients were extreme, a lumped 
model employing film mass and heat transfer coeffic-
ients, agreed well with a more complicated model, 
accounting for distributed mass and heat transfer in 
the boundary layer, in predicting the overall rate of 
reaction. 
The same authors (4.A) studied the stability of this 
problem assuming the solid to be of infinite thermal 
conductivity. 	Cardoso and Luss (5.A) investigated 
the stability aspects of a chemical reaction occurring 
on a catalytic wire. 	Conditions for the existence 
of multiple steady states and for asymptotic stability 
have been derived. 	The multiplicity of the steady 
state has been demonstrated experimentally for the 
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oxidation of butane and carbon monoxide on a plat-
inum wire. 	Luss and Ervin (6.A) showed the import- 
ance of "end effects" on the dynamics of the catalytic 
wire. 	In another recent paper Ervin and Luss (7.A) 
have investigated the surface temperature fluctuations 
of catalytic wires (flickering) caused by the coupling 
between chemical reaction and fluctuating turbulent 
transport coefficients. 
The finite thermal conductivity of the catalyst part-
icle can have important effects on the steady state 
and dynamics of the system. 
Pismen and Kharkats (8.A) have demonstrated the possi-
bility of asymmetrical steady states (i.e. steady 
states which do not have the symmetry of the particle) 
in a "non-porous" catalyst slab of finite thermal 
conductivity placed in a uniform environment. 
Recently, Luss et al (9.A) studied in more detail the 
phenomenon of asymmetrical steady states and presented 
a graphical method for the determination of all the 
solutions for the cases of uniform and non-uniform 
environment. 
"Practical Applications": 
For highly exothermic and fast reactions the catalyst 
is often deposited on the outer surface of the support 
which is usually of very low porosity (e.g. V 205 on 
SiC for o-xylene oxidation) (lO.A). 
In other applications (e.g. ammonia oxidation 
11 
converters) the catalyst in the form of a woven wire 
screen (or gauze) is often supported on a non-
catalytic pad to prevent pre-mature ignition (ll.A) 
Range of Parameters 
In the following table (Table A.l) values of the 
activation energy and heat of reac;tion for some 
typical reactions are given. For mass and heat 
transfer parameters an excellent review is given by 
Satterfield (12.A). 
Table A.l 
Heats of reactions and activation energies 
Reaction Catalyst Activation Heat of 
Energy, E, Reaction 
kcal./mole (-AH), 
kcal. /mole 
H2 oxidation Platinum 12.0 68.13 
(21.A) catalyst 
Co oxidation Palladium 28.5 67.6 
(15.A) wires 





Benzene oxi- V205-A1 203 20.0 789.08 
dation 	(27.A) 
Ethylene Adkins 10.6 32.7 
hydrogenation catalyst 
(68.A) 
Benzene hydro- Ni-Kieselguhr 12.29 152 
genation 	( 14.A) catalyst 
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Reaction 	 Catalyst 	Activation Heat of 
Energy E, 	Reaction 
kcal./mole (_LH) r 
kcal. /mole 
Butadiene Chrome- 	 20.33 	30.26 
hydrogenation Alumina 
(15.A) Catalyst 
Ethylene Metallic 	 13.00 	332.6 
oxidation silver 
(15.A)  
In the present study we consider a model similar to 
the one used by Cardoso and Luss (5.A) with the 
exception that the assumption of solid isothermality 
is relaxed. 	A finite-difference solution for the 
transient equations, with symmetrical boundary conditions 
is presented using the Crank-Nicholson method together 
with the Von Rosenberg's (16.A) modification for the 
non-linear boundary conditions. 	Another, more effic- 
ient, method of solution is considered. 	This method 
is based on the orthogonal collocation method first used 
by Villadsen and Stewart (17.A, 18.A). 	The effect of 
different parameters on the dynamics and stability of 
the system are demonstrated. 	Several assumptions for 
model reductions are investigated. 	The asymmetrical 
behaviour is then briefly discussed. 
13 
I. 	The Symmetrical Case 
	
I.i 	Transient Model:- 
C,ls 
G  P_ 
A spherical "non-porous" particle of radius R is 
considered, on the external surface of which a first 
order irreversible chemical reaction is occurring. 
The solid particle has a finite thermal conductivity 
and is immersed in an infinite medium. 
The following assumptions are made: 
The temperature and concentration of the gas 
around the particle are uniform. 
(a) The mass transfer rate towards the catalytic 
surface is equal to kg (CbC*) per unit 
surface area where kg is independent of sur-
face temperature and coverage and C* is the 
concentration of reactant just above the 
surface. 
(b) Heat transfer rate between the catalytic 
surface and the bulk of the fluid is equal to 
h.(T- T b  ) per unit area. 
14 
The reaction rate can be expressed as some 
function of surface temperature and 
concentration 
Equilibrium adsorption-desorption is assumed 
between the surface and the gas just above it. 
A linear isotherm is assumed and the equilibrium 
constant for adsorption-desorption is iridepend-
erit of temperature. 
The heat capacity of the film is negligible 
compared with the heat capacity of the solid. 
Heat of adsorption is negligible. 
Transient solutions have the symmetry of the 
particle. 
On the particle surface the accumulation of reactant 
is given by 
k (C C - C ) - k C 	 (s.') 
d 	 a v 	
5 	 s 
K  
where C is the concentration of vacant sites per unit 
area of surface and C* is the reactant concentration in 
the gas phase at the catalyst surface; k is the surface 
reaction rate constant represented by an Arrhenius expres-
sion 
k = A exp (- E/RGT) 
with A being a pre-exponential factor and E the activation 
energy. 
The rate of accumulation of reactant above the surface 
15 
is obtained from a lumped parameter form of the 
diffusion equation (Appendix A.I) as 
6dc*- — = k (C - C*) - k (C C* - C 
2 dt 	g 	b 	 a v 	s 	(A.2) 
K  
where 6 is the film thickness and kg a mass transfer 
coefficient. 
For equilibrium adsorption-desorption and a linear 
isotherm C* = CJKA m1 Eqns. (A.1) and (A.2) can be 
combined into a single equation 
	
(1+ 6/2KC ) dC 	 C Am 	 = k(C - _ S 	)-kC at g b 	 s 
Am 
(A.3) 
The rate of heat conduction in the particle is given by 
S Cp5 	= k (.---- + 2 T ) 5 	2 	r @r (A.4) 
which is subject to the boundary conditions 
Dr = 0 ; r0 
	
(A. 5) 
=h(Tb - T) + (-H)k C;  r = R (A.6) s 3r
Equations (A.3 - A.6) can be written in the normalised 
form 
• 	s = (1 - X5 ) - 	exp(-y/Y5 ).X5 	(A.7) 
mdt 
at 	
0C= ( Y + 2 DY) 0< w <1 	(A.8) 
(A) 	3w 
= 0 at 	= 0 	 (A.9) 
3w 
DY = Nu , u 1 {l - y + 	exp (-y/Y5 ) Xs 	w=l 3w 	 S (A.10) 
16 
subject to initial conditions 
Y(w, 0) = Y0 (w), 	X S 	 S (0) = x 0 
 at t =0 
where 
cc m = kg / (a + 6/2) 
= A/ (1 + 6/2a) 
= A.a/kg 
= E/R. T  1 	= r/R 
X = CS/Cb.a , Y.= T/Tb 
=. kg(_H)TCb 	cc = k 5/p 5C 5R2 
h T b 	- 
Nu=, a = K C 
S 
I.ii Solution of the Equations 
I.ii.a Finite Difference Method 
Equation (A.7) was solved step-wise by an Adams-Moulton 
predictor-corrector method. 	In the corrector scheme 
is allowed to lag 1 time step behind X5 . At each time 
step Equation (A.8) is solved with boundary conditions 
(A.9) and (A.10). 
A Crank-Nicholson scheme was used to discretize the 
linear equation (A.8). 	The set of finite-difference 
equations was solved by the Thomas algorithm (19.A). 
Details of the procedure for handling the non-linear 
boundary condition (A.lO) are given in the text by 
Von-Rosenberg (16.A). 	The detailed finite-difference 
solution is given in (Appendix A.II). 
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This method worked successfully but was very sensitive 
to step sizes in both time and radial distance as well 
as the accuracy limit in solving the non-linear equation 
at the surface. 	Considerable computing time was used 
in iterating at the surface as well as evaluating the 
whole internal temperature profile at each time step. 
The number of finite-difference points taken in the 
radial direction is dependent on the shape of the inter- 
nal temperature profile. 	For low thermal conductivities 
and at early stages of the response a very small step 
size (lO s ) is necessary. 	For cases of higher thermal 
conductivity a larger step size (102) can be taken. 
Also, as the solution approaches the steady state it is 
possible to increase the step size. 	The time step- 
sizes was in most cases restricted by the stiffness of 
equation (A.7). 	Typical surface temperature responses 
are shown in Figs. A-1, A-2. 	Fig. A-lb shows the 
change of internal temperature profile with time. 	An 
extensive study of the dynamics of the system using 
this finite difference method is impracticable. There-
fore a more efficient orthogonal collocation method 
was developed to deal with the conduction equation 
inside the particle together with its non-linear boundary 
condition. 
I.ii.b Orthogonal Collocation Method 
This method is based on the choice of a suitable trial 
W. 
series to represent the solution. 	The coefficients 
of the trial series are determined by making the 
equation residual vanish at a set of points, called 
collocation points, in the solution domain. 	The 
orthogonal collocation method (17.A, 18.A) provides 
a systematic basis for choosing the collocation points. 
These points are the roots of an orthogonal polynomial 
of order N. 	By choosing a suitable weighting function 
it is possible to weight the solution accuracy in cer - 
tain desired regions. 	Due to the symmetry of the 
problem in hand we use the following trial function 
which satisfies the boundary condition at the centre 
identically: 
Y(,t) = Y(l,t) + (1-w 2 ) 
N 
2 
E 	a. 1  (t) P. - 1 
i=l 
(A. 11) 
where the polynomials are defined by the relationship: 
1 
w(w 2 ).P(w2 ).P (w 2 ).w 2 .dw = C 	. 
(i) 
0 
=0 ......., i-1 
The usual technique is that the trial function (A.11) 
is substituted into the differential equation which is 
then satisfied at discrete radial collocation points w. 
This gives a set of ordinary differential equations 
governing the a1 (t). 	Villadsen arid Stewart (17.A) 
- 	19 
























Fig. (A.la) - Surface temperature/time response curves. 
Comparison between finite difference and 
collocation methods. A case of moderate 
thermal conductivity. 	Initia'l conditions 
are y0 (w)=1, X 0=O 
Collocation Method ( Legendre Polynomials) 
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Fig. (A.lb) Internal temperature profiles. 	Comparison 
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Fig. (A.2) Surface temperature/time :response  curves. Comparison 
between finite-difference and collocation methods. 
• 	A case of low thermal conductivity. Initial 
conditions are y0 (w)=l, X50=0. 
Collocation Method (Legendre Polynomials) 
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pointed out that the equations can be solved in terms 
of the solution at the collocation points instead of 
the coefficients a.(t). This is more convenient and 
is used here. 
The Laplacian and the derivative are defined in terms 
of the solution at the collocation points as follows: 
r 	 I 
+ 	.. .i 	= 	E 	B.. Y (w.) 	(A.12) 
\w2 	U) 	 j1 
W=W. 1 




- 	= E 	A. .J  Y (w ) 	
(A.13) 
\ \ 1 L w=w 1 	j=l 
i = 1 1 	N 
where the coefficients A ; B, j are computed using the 
method described by Villadsen and Stewart (17.A). 
Substituting equation (A.12) into equation (A.8), the 
conduction equation is replaced by the set of ordinary 
differential equations 
dY. 	= N+1 
- = 0C E 	B.. Y. 
dt 	 j=1 (A.14) 
and from (A.10) and (A.13) the boundary condition at 
the surface is given by 
N+1 






Owing to the relatively inaccurate formula (A.13) 
and the steep profiles in the early stages of the. 
response this procedure requires a large number of 
collocation points to accurately approximate the temp-
erature gradient at the surface. . Therefore, an 
alternative procedure based on the more accurate form- . 
ulae for integrals has been used and accurate results 
have been obtained using 2-5 collocation points. 
Details of the method are given in Appendix (A.III) 
The improved collocation method is compared with the 
finite difference method in Figs. (A-i) and (A-2). 
The method gives very accurate results for the surface 
temperature with relatively few collocation points in 
only a fraction (< 10%) of the computing time. The 
collocation points have been chosen to emphasise the 
accuracy of the solution in the region near to the 
surface. 	As shown in Fig. (A.lb),..the 	.. 
collocation solution deviates from the exact solution 
away from the surface. Although this does not present 
a problem for the non-porous case, it may cause signif -
icant difficulties in the case of a porous particle. 
In this case a greater number of collocation points 
may be needed OR alternatively, a different type of 
orthogonal function is called for. 
liii 	Simplified Models 
I.iii.a Pseudo-Steady State Concentration Model (PSSCM) 
When the concentration response of the system is much 
faster than the temperature response it is reasonable 
to assume that the concentration passes through a 
24 
sequence of pseudo steady states determined by the 
instantaneous value of temperature. 	This assumption 
effectively decouples the mass and heat balance 
equations, making their solution easier. 	It may 
therefore be very specifiC in its range of applic-
ation. 
For the PSSCM model, the concentration is defined by 
the pseudo steady state relation 
= exp (''/Y 5 ) 
+ exp (Y/YS) 	 (A. 16) 
obtained from equation (A.7) by neglecting the 
1 	dX 
accumulation term  
dt. 
The heat balance is described by equation (A.8), as 
before, with the modified boundary condition 
ay  = Nu (1 - Y 
S 
+ 	} at w =1 1  - 
+ exp(y/Y5) 	 (A. 17) 
I.iii.b Infinite Thermal Conductivity Model (ITCM) 
In this model the particle is assumed to be isothermal 
and the system is described by equation (A.7) together 
with the overall heat balance: 
dY 	 - 	 - - 
= 3 Nu1(l - Y + c 




I.iv Steady State Equations 
The steady state equations are the same for all three 
models, and the system is described by the two algebraic 
equations: 
(1 - X5) = 	exp(- y/Y S ).X S 	 (A.l9) 
and 
(Y -1) = x exp(- y/Y ).X 
s 	 s 	s 	 (A.20) 
Equations (A.19) and (A.20) are similar to those of 
the adiabatic CSTR, but with different physical meaning of 
the parameters. 	These two equations can be decoupled 
into the single equation: 
(y5-1) = cc (l + 	- Y).exp(-y/Y) 	 (A.2l) 
Equation (A.21) has been analysed extensively for unique-
ness and multiplicity by Aris (20.A). 	The following 
necessary conditions for the existence of multiple steady 
states were found: 
- 4) > 4 
*> M > cx 
where cc* = exp (y)/(Ly - 1) 
tx**=exp(2+ 	Y )/Cl+4.. } 
l+ 
I 
Regions of multiplicity were generated numerically and the 
results are shown in Fig. (A.3) with y, 	as variables and 

















Fig. (A.3) Regions of multiplicity of the steady states. 
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I.v 	Stability Analysis 
In this section local stability of the steady state 
is studied relative to arbitrarily small symmetric 
perturbations. 
I.v.a Pseudo Steady State Concentration Model (PSSCM) 
The solution of the linearised equations of this 
model has the following form: 
00 	 CCt 
A sin (Xw)e 
	
Wn=l 	n 	n (A.22) 
where r is a small perturbation about the steady state, 
=
- ''' 
and X is the nth  root of the equation 
A cot A = 1 - NU  l'  (1 
- -. ~ - g ss ) (A. 23 ) n 	n 
where g 	. {exp(-y'/Y5 )/(J. + 	exp(-y/Y ss )} dY 	 ss S 
A sufficient condition for this system to be stable is 
that all the roots of (A.23) must be real. 	Simple 
analysis of equation (A.23) shows that for An  to be 
real the following condition must be satisfied: 
Nu1 (l - 	 .g 5 ) - 1 > -1 






Since the slope condition is completely determined from 
the steady state, the thermal conductivity of the cata-
lyst will have no effect on the local stability of this 
model, subject to symmetric perturbations. 
1;] 
I.v.bL Infinite Thermal Conductivity Model (ITCM) 
This model has been studied by Cardoso and Luss (5.A) 
earlier, and they have shown that the slope condition 
is not sufficient for stability. 	Therefore some 
steady states which satisfy the slope condition could 
be unstable. 	We derive similar conditions and link 
them with the stability of both the (PSSCM) and the 
complete model. 	We also derive a condition under 
which the stability criterion of the (PSSCM) is valid. 
The characteristic equation for the eigenvalues of 
the linearised system is: 
A..X + B = 0 	 (A.25) 
where 
A = — (a 11 + a23 ) , B = a11a23 - a 12 a22 
= \ 
	
a 11 = —cck 
( — 	+ m' a 
	- 12 k 
s 
( f\ \sJ 
s ss 	 s 
a22 = 3 Nii1 cc. 1-- 
— — 	
x ) 	





' s.  
ss 
f = x .exp(-y/Y 
S 	S 	 S 
Sufficient conditions for local stability are that the 
roots of equation (A.25) have negative real parts. This 
will always be the case if 
B>0 
A>0 




( 3fs) 	+ 	) } < 1 	 (A.26) 
S 	 S 






+ 3 Nul.( 	) <3 NU+ 
(A.27) 
By a simple algebraic manipulation it can be shown 
that condition (A.26) reduces to the slope condition. 
It is clear that condition (A.26) does not imply 
condition (A.27), and therefore steady states which 
satisfy the slope condition could be unstable. It is 
important to investigate the range of parameters for 
which the stability criterion of the (PSSCM) is valid, 
i.e. sufficiency of the slope conditon. 
I.v.Of. Sufficient Condition for the Stability of a 
Steady State that Satisfies the Slope Condition 
A sufficient condition for instability is that one of 
the eigenvalues of equation (A.25) has a positive real 
part. 	For a steady state that satisfies the slope 
condition (B > 0) this can only be the case if A< 0. 






From (A.26) and (A.28) we obtain a necessary condition 
for the instability of a steady state that satisfies the 
slope condition 	, 
If 	- 
3 Nu < :. I -J {3 Nu 1- m 	 (A.29) 1 
5 
ss 
Condition. (A.29) should be checked numerically for the 
specific steady state under consideration. 	However, we 
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can see from (A.29) that the condition could never 
be satisfied if ccin 
S greater than 3-Nu . Therefore 
for a system where 
cc > 3-Nu 
m 
(A. 30) 
a steady state that satisfies the slope condition 
could never be unstable. 	From this we conclude that 
(PSSCM) stability criterion is valid when condition 
(A.30) is satisfied. 
Condition (A.30) can be written in terms of the para- 
meters of the system as 
kg 	3 (KA C + 
R 	
P S 	R Ps 
(A.31) 
In practice, kg and h are related through the j-f actor 
correlation - i.e. 
	
1 	Pr 2/3 	i 
h 	Pf C (Sc 	- P f C 	 (A.32) 
for gases and vapours. 	For a specific gas-solid 
system and given opeiating conditions, equations (A.31) 
and (A.32) can be combined to give the condition 
3Pf C  
= 	 (K C + Am 2 
p 5 C 	 (A.33)Ps 
I.v.d Some General Conclusions about the System 
Stability 
We will first summarise the stability results obtained, 
from the simplified models: 
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For (PSSCM) the slope condition is sufficient for 
stability. 	Therefore thermal conductivity has 
no effect on local stability, relative to 
symmetric perturbations. 
Taking concentration transients into account 
(but using an infinite thermal conductivity model) 
the slope condition is necessary for stability. 
If condition (A.30) is satisfied, the slope 
condition is also sufficient for stability. There-
fore under these conditions it is speculated that 
thermal conductivity will have no effect on local 
stability. 
When condition (A..30) is violated, the steady states 
that satisfy the slope condition could be stable 
or unstable depending upon (A.29) and the thermal 
conductivity of the system. 
Linking these conclusions with the stability of the 
complete model of finite thermal conductivity and finite 
concentration response, we can see that the (ITCM) is a 
very useful limiting case. 	It is speculated that 
decreasing the thermal conductivity tends to cause 
instability. 	Therefore, a steady state which is unstable 
under the infinite thermal conductivity assumption is 
always unstable for any finite value of thermal conduct- 
ivity. 	On the other hand if (ITCM) predicts stability 
there could be two cases to consider: 
32 
1 	> 3Nu 1
. 	The slope condition is sufficient 
m  
for stability. 	Therefore, thermal conductivity 
has no effect on local stability. 
2. 	cc < 3Nu1 . 	Decreasing the thermal conductivity 
leads to instability at a certain critical value. 
The stability should be checked from detailed 
stability analysis of the complete model. 
Although the stability analysis presented here is by 
no means rigorous it is very useful for quick predic-
tion of possible stability and instability regions, 
as shown in the results presented in this chapter. 
I.vi Numerical Results and Discussion 
Owing to-the infinite number of possible initial states 
and the number of parameters involved, it is impossible 
to present an exhaustive set of results. In all 
- subsequent computations we shall consider only those 
cases in which the particle is initially at a uniform 
temperature - i.e. 
Y 
0 	 5 
(w) = Y (0) 	0 < w < 1 
- 	 - 
where 	signifies the initial surface temperature. 
I.vi.a Effect of Thermal Conductivity 
Start-up in multiple steady state region: 
Figs. (A.4 - A.6) show plots of surface temperature 
versus surface concentration X for different values 
of the pellet thermal conductivity in the region of 
parameters where multiple steady states exist. 	These 
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Fig. (A.4) Effect of thermal conductivity on start-up. 
-- 	 A case of high thermal conductivity. 
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Fig. (A.5) Effect of thermal conductivity on start-up. 
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Fig. (A.6) Effect of thermal conductivity on start-up. 
A case of very low thermal conductivity. 
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since the actual phase plane of the problem at hand 
is of infinite dimensions due to the distributed 
nature of the heat conduction equation. 	These plots 
are in fact a compact way of presenting results and 
show the effect of the uniform initial conditions on 
the final steady state attained by the system. 
For the start-up of the system at hand, the project-
ion of the initial conditions will usually be on the 
left hand ordinate of the Y 5-X diagram. 	In order 
- to drive the system to the high steady state B the 
particle must be preheated to a sufficiently high 
temperature before supplying the reactants, namely 
Y5 (0)=l.48 for the particle with high thermal con-
ductivity (Fig. A.4), and Y 5 (0)=l.65 for the low 
conductivity case (Fig. A.5). 
Some observations of the effect of thermal conduct-
ivity on transient response 
The effect of thermal conductivity on the response of 
the system for a specific set of parameters varies 
with the initial conditions. 	In case (3) of Fig. (A. 7), 
the system with low thermal conductivity is quenched 
to the low steady state, while the one with high thermal 
conductivity (case 4) is ignited to the high steady 
state. 	In case 1, the system with low conductivity 
shows temperature overshoot. 	This overshoot is 
removed by increasing the conductivity, as in case 2. 
The initial temperature " run-away " is accentuated in 
Fig. (A.8) for the initial conditions having X 5 (0)=l.O. 
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Obviously, these represent undesirable start-up 
conditions. 
From the local stability point of view the systems 
in Figs. (A.4), (A.5) and (A.6) satisfy condition 
(A.30). Therefore we assert that the slope 
condition is sufficient for local stability and 
thermal conductivity should have no effect on local 
stability. 	Figs. (A.4 - A.6) bear out this 
assertion for changes in thermal conductivity over a 
very wide range. 	Investigation of a large number of 
cases has shown that this criterion is always valid. 
On the other hand, Fig. (A.9a) shows a case where there 
is a unique steady state and condition (A.30) is 
violated. 	For such a case stability depends on 
thermal conductivity, as speculated earlier. Figs. 
(A.9a, A.9b) show that decreasing the thermal conduct-
ivity de-stabilises the system, leading to a limit 
cycle. 	Also shown in Fig. A.9b is the limiting case 
of infinite thermal conductivity which is stable with 
moderate overshooting. 
I.vi.b : Effect of Heat Capacity of the Particle 
The effect of heat capacity on local stability is 
apparent from its effect on condition (A.30). It has 
been shown that a system violating condition (A.30) 
can be unstable although it satisfies the slope 
condition. 	Condition (A.31) shows that this tends 
to be the case for small particles of low heat capacity. 
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Stabilisation of certain desirable unstable steady 
states (satisfying the slope condition) can be 
effected by increasing the heat capacity or the 
particle diameter. 
Fig. (A.lO) shows a case of a unique steady state 
violating condition (A.30) which is unstable. The 
same sustained oscillation was obtained from 
different initial conditions, satisfying the defin-
ition of a stable limit cycle. 	By increasing the 
heat capacity such that condition (A.30) is 
satisfied the steady state becomes stable, as shown 
in Fig. (A.lO). 
Fig. (A.11) shows the YS-X diagram for a case having 
the same parameters as those in Fig. (A.5) except for 
the heat capacity which is reduced ten-fold. 	The 
reduced heat capacity causes the upper steady state (B) 
to be unattainable from all possible uniform initial 
conditions, which suggests very strongly that this 
steady state is unstable. 
I.vi.c 	Effect of the Pseudo Steady State Concentration 
Assumption 
Changes in the thermal conductivity and heat capacity 
of the particle have no effect on the locaistability 
of this model. 
The failure of this simplified model to properly describe 
the local stability characteristics and the regions of 




















0 Nu 1 50: < 0004 X(o) 00: Y (o) 7 (low COndUCtivity) 
® Nu ,0-5: 	04; Xs (o) 00; Y (o) 17 (high conductivity) 
® ,\Ju 50; ë'< 0004; X' S (0) 00;Ys (o) 1'5(low conductivity) 










6-0 	80 	100 
meters: 


























































,L) 1 - 0 oW_-S (jQ 
- 
-I 	U) 
-Th/ ,-.á lv Q- '-"K (J) 
m5 .. 
0 	1-1 	6•0 	7-0 	80 	90 	10 	11-0 
2.7 -  
	
Nu 1 05, 	0.4. Ys(o) 	11, X(0) = 10 (high conductivity) 
2ó 
0004,Ys (0) 14, Xs(0) = 10 (low conductivity) 
25 
® N01 = 05, 	
04,Ys(0) = 18, Xs(0) = 10 (high conductivity) 
24 
J Nu1 = 50, < 0004, Ys(0) 18, Xs(0) = 10 (low conductivity) 
This simplified model also fails to predict the 
correct response in cases where temperature 
"runaway" occurs. 	This is due to the decoupling of 
concentration and temperature responses. 	It is this 
coupling which is the main cause of "runaways". Fig. 
(A.12) brings out this point more clearly. 	The most 
accurate predictions of the simplified model are 
obtained for initial conditions corresponding to zero 
surface coverage, X 5 (o) = 0. 
I.vi.d" Effect of the Heat of Adsorption 
Most of the adsorption responsible for heterogeneous 
gas-solid catalysis is of the chemisorption type, which 
is always accompanied by an appreciable heat of adsorp-
tion. 	The effect of heat of adsorption on the dynamic 
behaviour of' catalyst particles is studied in detail 
in the next chapter. 	However, it is worthwhile to 
check the effect of heat of adsorption on the "non-
porous" particle for some of the cases presented 
earlier. 
When taking the heat of adsorption into account the 
model remains exactly the same, except for the heat 
balance equation at the surface which becomes: 
kT 
s- = h(TT ) + (-iH) r + (H.) r b 	s 	 r s 	A A  
dC = h (T - T ) + (-H) r + (Ml)A (r + 	S) b 	s 	 r s 
5 
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Fig. (A.9a,b) Surface temperature/time response curves. Effect of thermal conductivity on 



























() /J= 5 x10 	CK= 4 x 10 
® Infinite thermal conductivity 
model (N0—O E< -> DO) 
ci) 
>- 
0 10 	- 20 	30 	40 	50 	60 	70 
t ( time) mins 
Fi3.\.3L) 
























4J 91 	2o 
-. 
0>1 






(11 0 c 
o 0 











C<rn 0 005 
0 N50,C)< 0004 


























IJ - A (ow steady state) 
02 	04 - 	06 	 08 	 10 
X (dimensionless surface concentration) 
Fig(iit 
Fig. (A..l1) Effect of heat capacity on the stability of high 
temperature steady state. 	A case of multiple 
steady states. 
45 	- 
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5 
t(time) minutes  
= h (T b S 	 T s 
-T ) + (-AH) r + (-AM) dC A s 
dt 
In normalised form 
-- 
= Nu {l - y + 	exp (-y/Y).X 1 	S 	 S 	S 






- kg 	= (_AH)A kg  C  
m a 	A 	
hTb 
= (-AH) kg C 	
(_AH)T = (-AH) + 
h Tb 
This case can be solved using the collocation method, 
as described earlier. 
Fig.. (A.13) shows the quite dramatic effect of 
a unique unstable steady state. 	The steady state is 
stabilized when adsorption heat release is included in 
the model. 	Moreover, the response is highly damped 
even for relatively small values of the adsorption 
exothermicity A• 
Fig. (A.14) shows the case of multiple steady states 
with the upper state B unattainable form the set of 
uniform initial conditions with
A=O. - This steady 
state is readily attainable for 
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II. 	I The Asymmetrical Case 
The asymmetrical behaviour of catalyst particles has 
attracted considerable attention in the last few 
years (8.A, 9.A). 
We discuss here very briefly some of the main interest-
ing features of this problem. 
For simplicity we deal with the simplest geometry, 
i.e. slab geometry. 	Other geometries are considerably 
more difficult to analyse. 
An asymmetrical steady state in a catalyst slab is 
shown in Fig. (A.15). The symmetry condition 
= 0 at w = 1 is relaxed. 
Fig. (A.15) Asymmetrical steady state in a"non-porous" 
catalyst slab. 
WR 
The transient, behaviour of the system (assuming 
pseudo steady state for the concentration response) 
is given by 
o<w<2.O 	(A.35) 
at 	3 W 2 




+Nu1 1-Y + 	/(+xp(y/Y) 	,w2.O = = 
 
Steady states such as the one shown in Fig. (A.15) 
for which > 0 have a mirror image for which < 0. 
Any conclusion with respect to one steady state 
applies exactly to its mirror image. 	Equations 
(A.35)-(A.37) are written for steady states with 
cc > 0. 	For the mirror images the signs of the right 
hand sides in (A.36), (A..37) have to be reversed. 
II.i 	Steady State Analysis 
The steady state equations are obtained by setting 
the time derivative in (A.35) equal to zero. 
After some integration the steady state must satisfy 










Equations (A.36), (A.37) and (A.38) can be used to 
obtain the following non-linear relations between 
y ,y 
sI 	so ,  
~1-y 
 
Yi=Y 5o_ 2NUl 	 so 	/ (cc+exp (y/Y sO  ) 
(A.39) 
similarly, 
Y 0 Y 1 2NU 1 1Y51 + 	/(+exp(y/Y51) 	
(A 40) 
If we plot Y 50 versus I sI' as suggested by Pismen and 
Kharkats (8.A), we obtain two S- shaped curves as 
shown in Fig. (A.16). 	Steady state solutions corres- 
pond to the intersections of the two curves. 	Steady 
states 1, 2, 3 are symmetric (since they lie on the 
line OA and, therefore, Y 051• 	
The remaining six 
steady states 4, 5, 6, 7, 8 and 9 are asymmetrical. 
Figs. (A..16) and (A.17) show the effect of increasing 
the solid thermal conductivity (i.e. decreasing Nu1 ). 
Thermal conductivity obviously does not affect the 
symmetric steady states, but causes the disappearance 
of the asymmetrical ones. 
Fig. (A.18) shows the asymmetrical steady state 
profiles (mirror images are not shown) for different 
values of solid thermal conductivity. For Nu 1 500.0, 
there are a total of nine steady states, three .sym-
metrical states and six asymmetrical states. 	For 
Nu1 1.5, there are seven steady states in all of which 
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steady states of which only two are asymmetrical 
while for Nu 1=0.9, the asymmetrical steady states 
disappear leaving three symmetrical steady states. 
II.ii Local Stability Analysis 
It is interesting to examine the stability of the steady 
state to small perturbations to see if any of the 
asymmetrical states can be stable. 	After lineariz- 
ing equations (A.36) and (A.37) about the steady 
state and introducing the disturbance variable, 
n = Y-Y ss 
the system is described in the small by 
a-a2n 	 0<w<2.0 
at 
= -Nu t 	g5 l) 	w = 0.0 
= + Nu1 r ( 	 w = 2.0ss 
where, 
(af\ 	 af - 	S SI  , g55 = 5V 




f 5=p (-y/Y) / ( l+c exp (-y/Y)) 
(A.44) 
and subscript ss signifies steady state. 
The solution of the linear partial differential 
equation (A.41) with linearized boundary conditions 
is given by, 
Tj = E(A cos X w + B sin X w)ex(-.X 2 .t) 
(A.45) 
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where the X's are the eigefl values of the linear  
system, 
and the roots of the equatiofli 
h.X 	 (A.46) 
tan 2X 
X 2 -h 
1 
where, 
h = Nu 2 (l_c 	g ) (l-° 	g 
1 	1 	
ss 	 ss 
and, 




The stability of the system is dictated by the 
	
character of the eigenValUes. 	It is clear from 
(A.45) that the system is asymptotically stable 
(i.e. r - 0 as t -'- °) if all the roots of (A.46) 
are real. 
Analyses of (A.46) shows that sufficient conditions 
for the roots to be real are 
h > 0, h > 0 
2 	 1 
These two conditions may be written in terms of the 
parameters as 
(g55+g55) < 2.0 	
(A.47) 
and, 
g -1) ( 	-1) > 0 	
(A.48) 
ss 	 ss 
respectively. 
Conditions (A.47) and (A.48) are satisfied if 
0C 	g 	<1 ss 
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and 
These conditions can be interpreted as the steady 
state slope conditions at both Laces of the slab. 
It should be noted that these conditions are 
sufficient for stability when neglecting the tran-
sient accumulation of reactants on the surface. 
They are, therefore, only necessary conditions for 
stability in the general problem. 
Table (A.2) shows the stability character of the 
asymmetrical steady states for the cases shown in 
Fig. (A.18) 
Table A.2 
Stability of asymmetrical steady states 
cc = 2x105 , y = 18 , 	= 1.0 
Nu so F- Stability 
500.0 
1.0037 1.4515 0.2239 0.0577808 2.1157338 Unstable 
1.0042 1.95062 0.47321 0.0582383 0.21796538 Stable 
1.4517 1.9510 0.24965 2.1155012 0.21752756 Unstable 
10.0 
1.027 1.4717 0.2223 0.0826302 2.0773418 Unstable 
1.04933 1.895 0.423 0.11442742 0.29387097 Stable 
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1.4297 1.91978 0.245 2.1223444 0.25698449 Unstable 
2.0 
1.13513 1.57459 0.2198 0.3445466 1.5678754 Unstable 
1.17644 1.70887 0.26621 0.5392559 0.82023679 Stable 
1.345114 1.78228 0.218 1.7928329 0.54790309 Unstable 
1.5 
1.221954 1.65074 0.2144 0.8277179 1.1105311 Unstable 
1.30907 1.70843 0.19968 1.5228468 0.82218515 Unstable 
1.0 1.36078 1.55251 0.09586 1.8920554 1.7025722 Unstable 
0.95 1.38449 1.52403 0.06977 2.0124635 1.8636775 Unstable 
Some of the asymmetrical steady states are stable, notably 
two for the cases corresponding to the existence of - six 
asymmetrical states. 	For the cases in which there are two 
and four asymmetrical states, all the asymmetrical states 
are unstable. 
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CHAPTER A.II 
Porous Catalyst Particle 
Lumped Parameter Models 
A comprehensive literature review on this subject is 
given by Ray (22.A) 
Introduction 
It is expedient to begin a study of the dynamic behav-
iour of porous impregnated catalyst particles by consid-
ering the relatively tractable lumped parameter models. 
Such models neglect intraparticle concentration and 
temperature gradients, the entire, resistance to heat and 
mass transfer being lumped into a thin "film" at the 
surface of the particle. 
Mathematically, the system is represented by ordinary 
differential equations in the state variables which are 
pellet temperature and concentration of reactants ( and 
products in certain cases) , with time as the independent 
variable. 	This is in contrast to the more realistic, 
but less tractable, distributed models, which account for 
intraparticle temperature and concentration gradients. 
Many authors have tried to reduce the' complicated distrib-
uted parameter model to a simple "equivalent" lumped para-
meter form by a variety of techniques (23.A, 24.A, 25.A, 
26.A) 
A.II.1 The importance of surface process on dynamic 
behaviour 	 ' 
Most modelling studies of the transients of gas-solid 
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catalytic reactions have failed to consider the 
dynamics of the adsorption-reaction-desorption steps, 
as postulated by the active site theory (27.A). 	The 
work of Kabel et al (28.A - 31.A) shows very clearly 
the importance of the adsorption-desorption step on 
the dynamic response of a tubular heterogeneous cata-
lytic reactor in which the vapour phase dehydration of 
alcohol is carried out. 
A.II.2 	Adsorption and catalysis (32.A) 
One of the oldest theories relating to catalysis by 
solid surfaces was proposed by Faraday in 1825. 	This 
theory states that adsorption of reactants must first 
occur and that the reaction proceeds in the adsorbed 
fluid film. 	There is much evidence against this simple 
view. For instance, the more effective adsorbents are 
not always the more effective catalysts, and catalytic 
action is highly specific. That is, certain reactions 
are influenced only by certain catalysts. 
The modern view, therefore, regards adsorption as a 
necessary but not sufficient condition for ensuring reac-
tion under the influence of a solid surface. 
Adsorption is due to attraction between the molecules of 
the surface, called adsorbent, and those of the fluid, 
called the adsorbate. 	In some cases the attraction is 
mild of the same nature as that between like molecules, 
and is called physical adsorption. In other cases the 
force of attraction is more nearly akin to the forces 
.i• 
involved in the formation of chemical bonds, so that 
process is called chemical adsorption or chemisorption. 
A.II.3 	Rates of adsorption 
The adsorption process is generally very fast on the 
surface of many clean metal films. 	However in a 
great many cases of adsorption by a bulk adsorbent the 
rate of adsorption is quite slow with equilibrium being 
reached in a few hours. 
An excellent review of rates of adsorption is given by 
Hayward and Trapnell (32.A) as well as Low (33.A). 
Tables A..3 and A.4 give some example of fast and slow 
chemisorption, respectively. 
Table A.3 Fast chemisorption (equilibrium established 
in a few seconds) 
Gas 
• 
Adsorbent Velocity of 
adsorption 
N 0 N.0 Instantaneous reversible 
2 adsorption 
N 0 coo Instantaneous reversible 
2 adsorption 
C H Cu 0 	• Rapid adsorption 
2'. 2 
SO Cu 0 Rapid adsorption 
2 2 
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Table A.4 	Slow chemisorption (equilibrium established 
in a few hours) 
Gas Adsorbent Velocity of adsorption 
H ZnO, Cr 0 , Al 0 	, Slow even at high 
2 2 	3 	2 temperatures 
V  
23 
0 ZnO Slow, E. 	= 15 Kcal/mole ad 2 
C H Cr 0 Slow even at high 
2 	L 2 	3 temperatures 
CH ZnO Cr 0 Very slow at room 
2 	6 2 	3 temperature 
The kinetics of adsorption can be classified roughly 
into two categories, 
I. 	Activated adsorption 
The characteristics of this type of adsorption are: 
Exponential increase in the rate with increasing 
temperature. 
Continuous fall in rate with increasing coverage. 
For activated adsorption, the sticking probability S 1 
defined as the fraction of collisions between adsorbate 
molecules and surface resulting in chemisorption, may be 
defined as, 
S = a f(0) exp(_Ead/R.T) 	 (A.47) 
In this equation a is the condensation coefficient. 	It 
is the probability that a molecule is adsorbed, provided 
it has the necessary activation energy Edand collides 
with a vacant surface site. 	f(0) is a function of 
surface coverage 0 and represents the probability that 
a collision will take place at an avaliable s-ite. 
The rate of adsorption is given by, 
ra= 	 f(0) exp(_Ea/RT) 	 (A.48) 
v'2i m KT 
where m is the mass of the molecule, K is the Boltzmann 
constant, T the temperature and p the partial pressure 
of adsorbate in the gas above the surface. 
Table A.5 gives some typical values of the activation 
energies for activated adsorption. 
Table A.5 Activation energies for activated adsorption 
(33.A) 
Gas Adsorbent Activation energy 
E ad 
 Kcal/mole 
CH Carbon 53 
H Graphite 22.0 - 33.8 
2 
H ; Diamond 13.7 	- 	22.4 
2 
0 Cu  7.0 
2 
2 
0 ZnO 15.0 
2 
II. 	Non-activated adsorption 
This type of adsorption is characterized by, 
Weak or zero dependence of adsorption rate on 
temperature 
Initial rate independent of coverage. 
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The adsorption of many gases on clean transition metal 
films is found to be very fast (see Table A.l) and to 
remain so even at temperatures as low as 78 0 K (32.A) 
The activation energy required for this type of adsorp-
tion must, clearly, be extremely small. 
A.II.4 Heats of adsorption 
Adsorption is an exothermic process. 	In physical adsorp- 
tion of gases the heat effect is of the same order of 
magnitude as the heat of condensation, that is, a few 
hundred calories per gram mole. 	In chemisorption the 
heat effects are more nearly like those accompanying 
chemical reaction, say 10 - 100 Kcal/gm mole. 	Table A. 
gives some typical values for "heats of chemisorption" 











Heat of adsorption 
(H)A, Kcal/gm 
mole 72.0 31.9 8.4 16.9 9.4 
A.II,5 	Example 
In the following,parameters for the rate and heat of 
adsorption of nitrogen on iron are given (34.A) 
The heat of adsorption (_AH)A = 10 - 50 Kcal/mole 
The activation energy for adsorption Ead = 10 - 22 Kcal/mole 
Rates of adsorption expressions: 
1. For 0 = 0.07 to 0.22 (0 is the coverage) 
r = 21.9 x p x exp(132.4 0/R) x exp((-5250-.-7750 0)/RT) a 	
-1 mm 
64 
2. 	For O=O.25to0.,7 
r  = 2.51 x 10 6 x p x (1 - O) 2 x 0 3 x exp(-23/RT) min -
where p is the partial pressure of adsorbate in Cm Hg. 
A.II.6 	Rates of desorption 
1E it is assumed that desorption may take place from 
occupied sites, providing the adsorbed molecules poses  
the necessary activation energy for desorption, then the 
rate of desorption becomes 
rd = kdo x f' (0) x exp(_Ed/RT) 	 (A.49) 
where, kdo  and  Ed are the velocity constant and activation 
energy of desorption respectively, and f'(6) is the frac-
tion of sites available for desorption at coverage 0. 
The activation energy of desorption Ed is related to the 
heat (_AH)A and activation energy of adsorption Ead  by 
the equation 
Ed = Eä + (H)A 	 (A.50) 
Since adsorption is always exothermic, Ed is appreciable 
even when Ead  O• 	That is desorption is always activated. 
A.II.7 	Equilibrium adsorption-desorption 
Adsorption equilibrium can be expressed by isotherms 
relating the concentration of adsorbate on the surface to 
that in the gas above the surface. 
The condition for equilibrium is that the rates of adsorp-
tion and desorption are equal. 	Isotherms may be obtained 
by equating these rates. 	Three theoretical isotherms, 
those of Langrnuir (35.A), Freundlich (36.A) and Temkin 
(37.A, 38.A) are important. 	Each is characterized by 
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certain assumptions, in particular, as to the manner in 
which the differential heat of adsorption varies with 
adsorbed concentration of adsorbate, and each is applic-
able to certain experimental systems. 	We will discuss 
here only the Langmuir isotherm. 
The Langmuir •isotherm (35.A) 
In the simplest case the velocities of adsorption and 
desorption are given by equations (A.48) and (A.49). 
At equilibrium ra=rd equating (A.48) and (A.49) and not-
ing that, 
E 	E 	+ (-H) d = ad A 
the adsorption isotherm becomes, 
do p = V27r m KT 	
expU_AH)A/RTJ  
A Langmuir isotherm is obtained if it is assumed that the 
expression . expU- H)A/Ris independent of 0. If we 
then place, 
= .-.2 V27 m KT exp 
where a is dependent on temperature alone, this isotherm 
becomes, 
- 1 
- a f(0)  
For a molecule adsorbed on a single site, 
f(0) 	= 	1 - 0 
and the isotherm becomes, 
= a(l - 
or, 
o = 	a 
	
(A. 53) 
1 + a  
Three important conditions are implied in the derivation 
of Langmuir isotherm. 	These are the following, 
adsorption is localized and takes place only through 
collision of gas molecules with vacant sites 
each site can accommodate one and only one adsorbed 
molecule 
the energy of an adsorbed molecule is the same at 
any site on the surface, and is independent of the 
presence or absence of nearby adsorbed molecules. 
In this chapter a lumped dynamic model of a porous cata-
lyst pellet is developed on the basis of the active-site 
theory and assuming equilibrium adsorption-desorption 
according to a linear Langmuir isotherm. 	This model is 
compared with a previous pseudo-homogeneous model due to 
Liu and Amundson (39.A). 
Next, the assumption of equilibrium adsorption-desorption 
is relaxed and the effect of both, activated as well as 
non-activated adsorption is studied. 	The rate of adsorp- 
tion is treated in very simple terms under the Langmuir 
postulates as discussed earlier. 
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I. 	Effect of Adsorption Heat Release (Equilibrium 
Adsorption - Desorption). 
1.1 The Model 
Consider a simple reaction system 
A + X~ A.X adsorption 
-- B.X., surface reaction 
B.X. .~. B +,X desorption 
A 	-- B overall reaction 
where X denotes an active site. 
The rate of accumulation of adsorbed reactant (A.X.) 
on the internal surface can be equated to the difference 
between the rate of adsorption (rA) and the rate of. 
surface reaction (r5 ) 
dC 
= r  - rS 	 (A.56) 
We shall express the rates r   and r S as moles/(sec) 
(gm catalyst). 	The adsorbed concentration C is, there- 
fore, expressed in moles/gm catalyst. 	According to the 
active site theory (27.A), 
rA=k (C* - a 	V K 
A 
(A.57) 
= kC 5 	 (A.58) 
where C* is the concentration of reactant in the intra-
particle gas above the surface (mole/cc) and C is the 
concentration of vacant sites (mole/gm) . If for sim-
plicity we assume the adsorption is weak for both reactant 
and product, Equation (A.57) can be written as 
rA = k 	(c*C 	-. ) 	 (A.59) 
A 
where C 
m  is the total concentration of sites (corres-
ponding to a complete monomolecular layer on the 
catalyst). 
The rate of accumulation of reactant in the intraparticle 
void space per unit volume of pellet can be equated to 
the difference between the rate of mass transfer from the 
bulk phase to the particle (rM) and the rate of adsorption 
(P S rA). 	For a spherical pellet of radius R and voidage c 
where 
- r -p r m 	S A (A.60) 
r = 1 k (C - C*) 	 (A.61) Ill 	R g b 
In Equation (A.61) C  refers to the concentration of 
reactant in the bulk phase. 
A transient heat balance on the particle is: 
dT 
P5C5 	= r  +r pr5 + ( H)A PSrA 
(A. 62) 
where r  is the rate of heat transfer per unit vol of 
particle between the bulk phase (temp. T b ) and the particle 
(temp. T) defined by 
3 
r  = 	h(Tb - T) (A. 63) 
The second and third terms on the right hand side of 
Equation (A.62) account for the rates of heat generation 
due to surface reaction and reactant adsorption, respect-
ively. 	We justify the inclusion of a heat generation 
term due to adsorption on the basis that the heat of 
adsorption for chemisorption may be comparable to the 
heat of reaction. For simplicity we have neglected 
the effect of product adsorption. 
It is also necessary to state the initial conditions, 
Cs (0 ) = 	Cs0 
) 
C* (0) = 	Co 	
) 
T(0) ) = 	T0 
The lumped system formulation described by Equations 
(A.56 - A.63) comprises three state variables Cs C* 
and T. 	A comprehensive representation of the results 
of integrating Equations (A.56), (A.60) and (A.62) in 
the three-dimensional state space would be prohibitively 
expensive in computer time. 	Consequently, we shall 
limit this part of the study to the special case of 
adsorption equilibrium. 
Adsorption-desorption equilibrium 
Eliminating r  between Equations (A.56), (A.60) and 
(A.62) we obtain the pair of equations 
dC* 	dCg 
E 	
+ 	= rM - PS r5 	 (A.64) 
	
dT 	 dCs 
PSCPSa = rH + (- H) J] p 5r5 + (_ AH) 	s a 
(A. 65) 
where (- LH)T represents the overall heat of reaction 
given by 
(-H) 	+ (- H) (- AH)T = 	r A 	 (A.66) 
70 
Equation (A.64) represents an overall mass balance 
taken over the internal surface and the void space. 
If we assume equilibrium between the internal surface 
and the intraparticle gas according to a linear iso-
therm relationship, then 
CS 	Am = K C C 	 (A.67) 
We shall assume further that the equilibrium constant 
K is temperature insensitive, although in practice K 
is generally a decreasing function of temperature. 	Of 
primary importance, however, is the temperature dependence 
of the intrinsic reaction rate constant k, which can be 
represented by an Arrhenius expression 
k = A exp (E/RGT) 	 (A.68) 
with A being a pre-exponential factor and E the intrinsic 
activation energy. 
The linear isotherm relationship (A.67) allows us to write 
the overall mass balance (A.64) in terms of the single 
concentration variable C*. 	Thus, substituting (A.67) 
into (A.64) we obtain 
- 	dC* 	3 
( + PSKACm ) = 	k. (Cb - C*) - p skc* 	(A.69) 
where k' is a pseudo-homogeneous rate constant given by 
kv = k KOrn = B exp (- Ea/RGT) 	 (A.70) 
with Ea the apparent activation energy. 
It is convenient to cast Equations (A.69) and (A.65) 
into a dimensionless form by introducing the normalized 
variables 
= C * /Cb, y = T/Tb 
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and the dimensionless time 
• 	3ht 
= 
Equations (A.69) and (A.65) may now be written as 
dx* 
(L + L 
S 	V 	
= 1 - 	- c 	p(-y/y) x 	(A.71) 
= dX 	(A.72) 
TT_
- y + 	exp(-y/y) X*+A L5 
dy 
where Ls  and L are Lewis numbers based upon the separate 
contributions of the internal surface and the void 
volume to the effective mass capacity of the particle: 
- 
Ls = 	 p KC (Internal surface) 
g 	 S m 
1 (Void volume) 
g P S  
The remaining groups 	 and y are defined by 
•p B R 	S = 
3 k g 
= 	
T g b (overall exothermicity factor) 
hTb 
A g b (exothermicity factor for adsorp-
= 	hTb 	tion) 
	
= a/RGTb 	(dimensionless activation energy) 
1.2 	Steady states 
The steady state equations for the particle are obtained 
from Equations (A.71) and (A...72) by setting the time 
derivatives equal to zero 
1 - 	= 	exp (-y/y5) X 	 (A.73) 
1 = 	exp 	 X* 	
(A.74) 
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where subscript s signifies steady state. 
Equations (A.73) and (A.74) can be combined into a 
single equation which can be written as, 
- 	1 
	
Q = - 1) = exp 	
(1 + 	- 	= 
(A.75) 
where Qand Q+ represent the heat rejection and heat 
generation functions for a singleparticle. 	It is well 
known that the particle may have either one steady state 
or three steady states, depending UOfl the parameters 
and . 	Equation (A.75) has been analysed extensively 
for uniqueness and multiplicity of solutions by Aris (20.A). 
The results are summarized below. 
Unique solution if  y < 4(1+), irrespective of 





* 	dys 	' 	 dys 
'Si 	 S2 
Sl 	S2 = 	
+ 2) ± V"T' 	{y - _4 (1 + 
2( + y) 







1.3 Comparison of the model with previous work 
Liu and Amundson (39.A) investigated the stability of 
the steady states of a porous catalyst particle subject 
to small perturbations by employing a pseudo-homogeneous 
model. 	Their model can be derived from Equation (A.71) 
and (A.72) by equating the adsorptive capacity term 
Ls = 0: 
L 	= 1 - 	- cx exp ( -y/y) X V at 
l_y+cxexp(_y/y)X* 
They derived the familiar slope condition 
dQ s> 
dy 	dys 
at the point of intersection of the Q, Q curves as 
being necessary and sufficient for local stability of 
the steady state. 	From this result they were able to 
draw the following conclusions. 
Uniqueness of the steady state ensures stability. 
In the multiple steady state region the low and 
high temperature steady states are locally stable 
while the intermediate state is unstable. 
Comparison of the pseudo-homogeneous model of Liu and 
Amundson with that based upon the active-site theory 
(Equations(A.71) and (A.72)) shows up two important dyn-
amic differences: 
1) 	a larger Lewis number in the active site model due 
to the adsorptive capacity of the internal surface 
ii) 	stronger coupling between the heat and mass balance 
equations by virtue of a heat generation term due 
74 
to adsorption. 
Both differences may have important effects on the trans-
ient response and stability of the steady state. 
Before considering stability in more detail it is useful 
to obtain an impression of the magnitudes of the Lewis 
numbers Ls, L in real systems. 
1.4 	Magnitude of the Lewis numbers 
From j-factor correlations 
2/ 
(SC 
	 f ) 	P fCf 
	
PfC 	Pr g 
for gases and vapors. 	Using this result we can write 
PfCf 	
- 	L 	
= P fC f 
LS = 	 PKCmi pscPs 
For the adsorption of ethanol on ion-exchange resin 
catalyst at 100 0 C, Kabel and Johanson (28.A) report 
Cm = 4 x iO 3  moles/gm 
K = 2.75 x 10 5 cm 3 /mole 
Taking (pfCf/pSCps) 	for gas-solid systems, Ls  is 
of order one, while L   is of order io. 	This result 
shows that accumulation of reactant within the pores will 
normally be insignificant compared with that on the 
internal surface. 
1.5 	Local stability analysis 
Introducing perturbation variables 
Ti = 	- 
lj) = y - y5 
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where X and y are steady state values of X* and y, 
the linearized forms of Equations (A..71) and (A.72) for 
arbitrarily small perturbations can be written 
dn/a 	= A fl + B if 
= C r ± D 4 
where 
-(1 + cxF) 
A=----- 	S 
(Ls + L\) ) 
- 
B ys = ___ 
(Ls + L) 
[ "AL 	 ( 	Ls  \1] 
	
C  	F' 	 A
L +L 	 X* L 
D = - 	
- 	YS 	
- L5+L)F =Sexp y/y3) x
JI 
The conditions necessary and sufficient that these two 
equations have asymptotic solutions tending toward zero 
are: 
AD - BC> 0 
A + D < 0 
The first condition can be reduced to 
> 	F 	- 	 (A.76) 





YS 	 YS 
as derived by Liu and Amundson. 	The second condition 
can be written as 
l 
ILS  + L + 	 I GALS ) 
	
F 
'' -)> F 




For the pseudo-homogeneous model of Liu and Amundson 
L5 = 0, bearing in mind that L V << 1, (A.77) simplifies 
to 
F' 	-F' cc 	V ys. (A. 78) 
The first condition (A.76) implies the second condition 
(A.78). 	The slope condition is therefore sufficient 
for local stability. 





> F' 	( - 	- Ls 	
(A.79) 
czL 
Since L S may be greater than one in real systems, the 
first condition (A.76) does not imply the second condi-
tion (A.79). 	A steady-state that satisfies the slope 
condition may, therefore, be unstable. 	A similar result 
was obtained by Cardoso and Luss (5.A) for reactions 
occurring on a catalytic wire. 
Qualitative effects of the dynamic parameters Ls  and 
on stability 
It is interesting at this stage to investigate the quali-
tative effects of the dynamic parameters Ls  and 	on 
stability. 
Effect of. the Lewis number (Ls) 
First let us rewrite condition (A.79) as 
if 	1 FT x* 
+ •s / 	+
> F' 	( 	 (A.80) 
It is clear that by increasing the Lewis number we 
77 
decrease the left hand side of the stability condition 
(A.80), thereby tending to destabilize the steady state. 
In the limit as L3 -- , condition (A.80) reduces to 
cc 	YS 	A 
>F' ( - 	 (A.81) 
Now if the heat of adsorption is negligible 	= 





We can see that a steady state satisfying the slope condi-
tion (A.76) may violate (A.82), in which case the steady 
state becomes unstable. 	If, on the other hand, the steady 
state satisfies (A.82) it is stable, irrespective of the 
magnitude of the Lewis number. 	 - 
Effect of the heat of adsorption parameter 
By increasing A we decrease the right hand side of (A.80), 
thereby tending to stabilize the steady-state. 	In the 
limiting case 	= , condition (A.80) is satisfied, irres- 
pective of the Lewis number. 	The slope condition (A.76) 
is then sufficient for local stability. 
1.6 	Discussion and results 
Figures (A.19 - A.22) summarize the results of transient 
computations carried out on the non-linear model by integrating 
Equations (A.71) and (A.72), from several different start- 
ing points. 
Figure (A.19) shows the phase plane of a pellet with three 
steady states, corresponding to the parameters = 2 x 
,l] 
= 18, 	= 1 and a Lewis number L5 = 6. 	The upper 
steady state A is unstable if 	= 0. 	All trajectories 
eventually terminate at the stable low steady state B. 
Increasing A stabilizes the upper steady state. 	For 
aA = 0.5, the upper steady state is surrounded by a 
significant region of asymptotic stability. 
Figure (A.20) shows the phase plane of a pellet with the 
same steady state parameters , 	and y, but having a 
reduced Lewis number L 5 = 1.2. 	The upper steady state 
is now stable with 	= 0. 	Trajectories in the phase 
plane are strongly dependent on 	This behaviour is 
particularly important for initial conditions on the right 
hand side of the phase plane, which lead to large transient 
temperature hot spots. 	From such points the derivative 
dX*/dT is initially negative. 	This negative term is intro- 
duced into the heat balance equation by the additional 
coupling, thereby slowing down "the initial" temperature 
response. 	Transient hot spot temperatures, which arise 
when the additional coupling is not present A=°' are 
greatly damped as 	increases. 	Starting from initial 
conditions on the left hand side of the phase plane dX*/dT 
is initially positive. 	The temperature response is now 
initially accelerated through the additional coupling. This 
has the effect of bending the trajectories upwards towards 
the upper steady state A, thus enlarging the range of initial 
temperatures on the left hand axis from which the upper 
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Fig. (A.22)Ef?Ct Of heat.of adsorption on the stability of a unique steady state. 
Figure (A.21) shows the phase plane for the limiting 
case LS = 0. 	This case corresponds to the pseudo- 
homogeneous model of Liu and Amundson (39.A) 	It is 
apparent that this model fails to properly describe the 
local stability characteristics and greatly distorts the 
phase plane. 
Fig. (A.22) shows a case of unique unstable steady state 
(limit cycle) for 	= 0. 	For 	> 0 the limit cycle 
disappears and the steady state becomes stable. 
1.7 	Conclusions 
A lumped dynamic model of a porous catalyst particle is 
derived based upon the active-site theory. This model 
is compared qualitatively with a previous lumped model 
due to Liu and Amundson and found to differ in two respects: 
the effective mass capacity is much greater 
there is an additional heat generation term due to 
the adsorption-desorption step. 
Both differences are shown to have important conflicting 
effects on the dynamic behaviour and stability of the 
steady state. 
The relatively large mass capacity of the active-site 
model tends to destabilize the steady state. 
If the Lewis number (Ls) of the gas-solid system exceeds 
unity (Ls > 1), it is shown that a steady state satisfying 
the familiar slope condition (dQ/dy)y > (dQ/dy)y may 
be unstable. 	This critical bound of the Lewis number ap- 
pears to be within the practical range. 
EM 
The presence of an additional heat generation term 
due to the adsorption-desorption step exerts a strong 
stabilizing influence on the steady state. 
Although the active-site model is idealized in practice, 
it nevertheless provides a useful basis on which to 
develop systematic dynamic modelling studies. 
II 	Effect of Non-Equilibrium Adsorption-Desorption 
Introduction 
In the previous part a lumped dynamic model of a porous 
catalyst particle, in which an exothermic reaction 
A -- B is occurring, was developed from the active-site 
theory assuming an ideal surface and equilibrium adsorp-
tion of reactant. 	This model was shown to predict pro- 
foundly different dynamic behaviour compared to that of 
a"pseudo-homogeneous" model. 	In the more general 
model considered here, allowance is made for finite 
rates of reactant adsorption and desorption. 
Because of the large number of parameters involved in the 
general model, it is not possible to investigate all 
aspects of steady state and dynamic behaviour. 	Instead, 
relatively few cases are considered which reveal some 
interesting effects of adsorption resistance on the 
multiplicity and stability of the steady state. 
11.1 	The Model 
Consider the simple reaction system 
A + X <_ A.X 	adsorption 
A.X 	- B-X 	surface reaction 
B + X desorption 
A - B 	overall reaction 
where X denotes an active site. 	For low surface cover- 
age and transport resistances confined to an external 
surface film, mass and heat balance equations for the 
particle have been derived in the preceding part. 	The 
rate of accumulation of adsorbed reactant on the intern- 
al surface is given by, 
dC S = k(C*_CS)_kC 	
(A.83) 
where the adsorbed concentration C is expressed in moles/ 
gm catalyst. The rate of accumulation of reactant in the 
intraparticle void space per unit volume of pellet is given 
by, 
dC* 	.3 	 - 	CS C 	 = 	kg (Cb - C*) - PS ka (C *  Cm - 	) (A.84)KA 
where C* and C  refer to reactant concentr 
in the intraparticle fluid and bulk phase, 
A transient heat balance on unit volume of 
gives 
P S Cps dt 	h(Tb - T) + ( AH)TpSkC s + 
where T and T  refer to the temperature of 






the particle and 
WIN 
The rate constant for adsorption (k a ) , surface reaction 
(k) and the equilibrium constant for adsorption 
KA are 
temperature dependent according to ArrheniUS expressions 
k = A exp(Ea/RGT) 
k = A exp(_E/RGT ) 
KA 
 = K exp a/RGT ) 
where C -H) a > 0 
Initial conditions are; 
Cs( 0) = Cso 
) 







11.2 	Steady states 
The steady state equations for the particle are obtained 
from Equation (A.83) - (A.85) by setting the time deriv-
atives equal to zero. After some manipulation we obtain 
relations, 




P 	 F(T ) 
p 	
(A.88) 
h(T -T ) = (-AH) p k C 	 P C IF (T ) 	
(A.89) 
R 	P 	 T S 	m b  
where F(T) = 	+ 	
+ R PS k 
3k 
A a 	 g 
and subscript P signifies steady state.EquatiOfl (A.89) can 
be solved iteratively to obtain the pellet temperature T. 
Csp and C follow directly from (A.87) and (A.88). It is 
convenient to transform Equation (A.89) into dimension-
less form by introducing the normalised temperature, 
Y = T 	 (A.90) 
Equation (A.89) may now be written as 
+ 
cc 	P1) = 	+ 	+ 	 = 
(A.9l) 
where Q and Q+ represent the heat rejection and heat 
generation functions for a single particle. 
The dimensionless parameters are defined by 
P A, K* 	 RPSAa Cm 
CC 	
S 	Am cc 
a 3 	k 
g 
(._H)T. kg Cb 
= 	h T 	
(overall exothermicity factor) 
g 	= exp ( -y /y) , g 	= exp 
y = E/RG T 	(activation energy parameter for surface 
reaction) 
= Ea/RG T 	(activation energy parameter for 
adsorption) 
AR a  /R Tb (exponent in the temperature dependent G 	equilibrium adsorption coefficient) 
and y is the apparent activation energy given by 
YA = + YE 
The steady state temperature depends upon five parameters 
' a' B, Ya 
 and y A 
	A complete study of the general 
case is hardly possible. 	Instead, a few cases showing 
interesting behaviour are considered. 
11.3 	Special cases of the general model 
11.3. 1 Equilibrium adsorption-desorption 
If the resistance to adsorption is negligible with respect 
to other steps in the overall process, the concentration 
of A on the catalyst surface is in equilibrium with the 
concentration of A in the intraparticle fluid.. For neg-
ligible adsorption resistance, 
a 
and Equation (A.91) simplifies to, 
y. 	1 - 	exp 	 (A. 92) - 
- 1 + exp 
It is well known that there may be either a single solution 
or three solutions of Equation (A.92), corresponding to 
three steady states of the particle, for particular values 
of , 	and y A 
 Equation (A.92) has been studied in detail 
for uniqueness and multiplicity of the solution by Aris 
(20.A). 	A summary of the results is presented in the 
previous part. 	Fig. (A.23) shows regions of multiplicity 
in 	space for various values of . 	It is important 
to note that this simplified model predicts significant 
regions of multiplicity within the practical range of para-
meters. 
11.3.2 Activated adsorption 
In the case of activated adsorption, the rate of adsorption 
increases strongly with temperature, i.e. y >> 0. Fig. 
(A.24) shows a multiplicity diagram for a case of moderate 
activation 1a = 8. 	It is important to note the dramatic 
effect of activated adsorption on the multiplicity region 
LZIM 
Fig. (A.23) Multiplicity regions. Equilibrium adsorption-
desorption. 
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for relatively large adsorption resistance 	a small). 
Multiple steady states can now occur for a surface reaction 
having zero apparent activation energy 	= 0), though 
admittedly over a narrow range of exothermicity, . If 
the resistance to adsorption is sufficiently high, the 
multiplicity region tends to lie outside the practical 
range of parameters. 
Such characteristic horizontal bands as shown in Fig. (A.24), 
might be termed adsorption multiplicity, since they arise 
primarily from the interactions of external film heat and 
mass transfer resistances with the adsorption resistance. 
For smaller adsorption resistance, the horizontal bands 
disappear, giving way to the more familiar multiplicity 
regions, arising from the interactions of physical trans-
port and surface reaction resistances. 
11.3.3. Non-activated adsorption 
For non-activated adsorption, the rate of adsorption is 
insensitive to temperature 	0). 	Fig. (A.25) shows a 
multiplicity diagram for a case in which the rate of adsorp-
tion is a weakly decreasing function of temperature 
The effect is entirely different from that of activated 
adsorption, as might be expected. 	Adsorption multiplicity 
is not found for non-activated adsorption. 
Finite rates of non-activated adsorption serve to decrease 
existing regions of multiplicity predicted from the simpler 
equilibrium adsorption-desorption model. 
11.4 	Unsteady state 
It is convenient to introduce the normalised Concentration 
variables, 
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and the dimensionless time 
• 	3ht 
T - R P s Cp 
in addition to the normalised temperature y (Equation (A.90)). 
Equations (A.83 - A.85) may now be written as, 
dXs 
L5 TE = a exp 	 - E exp (-y /Y) + 
0C 
a 
 exp 	 XS 	
(A. 93) 
di' L \) 	
1 - 	a exp 	 x" + 	exp ( -y /y) X a 	R 
(A. 94) 
dx 
= 	l -  y+exp (-y/y) X ± 	L5 dT 	 S a 
(A.95) 
where a' 1a' 	
'y, 3 are previously defined steady state 
parameters, and y = a - 
Three additional dynamic parameters are introduced into 
the analysis: 	L5 and L  are Lewis numbers representing 
ratios of mass capacitance to heat capacitance of the part-
icle. 	L5 is based on the adsorptive capacitance of the 
internal surface and L V 
 on the void volume. 
h 	1 	 - 
L5 =c 's K Cm 	(internal surface) 




The remaining parameter a is an exothermicity factor for 
adsorption 
• (-AH) 
a g k Cb 
= 	h.Tb 
9.2 
11.5 Reduction in order 
It is pointed out in the preceding part that for 
L3 
practical system - 	10 3 , while L 	1 in some cases. 
In general, therefore, the fast-responding process of 
accumulation of reactant in the pore space is in pseudo-
steady state. 	The system can be approximated by the 
two differential equations (A.93) and (A.95) with Equa-
tion (A.94) replaced by, 
o = - 
	+ a exp 
	a"'] 
Xk + a exp 	 x 
(A.96) 
Combining Equations (A.93) and (A.96), the system can 
finally be reduced to the pair of equations 
dX 
Ls 	a = 	- exp (Y/y) XS )/(l + (exp 	a/y))/ ,xaj  
- 	exp (-y/y) X 	 (A.97) 
dy dx 
= 1 - y + 	exp (-y/y) X + 	L -- dT 	 S a SdT 
(A.98) 
11.6 	Local stability analysis 
The stability of the steady state to arbitrarily small 
perturbations can be examined by linearizing equations 
(A.97) and (A.98) about the steady state and examining the 
sign of the real part of the resulting eigenvalues. Details 
of the analysis are presented in Appendix A.IV. 	Only the 
main results are given here. 	Two stability conditions 
must be satisfied for the steady state to be asymptotically 
stable. 	The first is the familiar steady state slope 
condition 
(dQ/dy) > (dQ/dy) 	 (A.99) 
at the point of intersection of the Q and Q+ curves, given 
9-3 
by Equation (A.91). 	This condition is satisfied by 
all unique steady states and by the low and high temper-
ature steady states in the multiple steady state region. 
The intermediate steady state is always unstable. 
A second condition which must also be satisfied can be 
written in the form 
ALs<B 	 (A.100) 
where A and B are constants which are computed from the 
steady state. 	It can be shown that B is always positive, 
but A may be positive or negative, depending on the partic-
ular steady state. 
If A < 0, condition (A.lOO) is redundant and the slope 
condition (A.99) is sufficient for stability. 	On the 
other hand, if A > 0 the Lewis number Ls  must also be less 
than some critical value L Scr , given by 
L < L 	B 
S 	Scr 	A 	 (A.101) 
The critical Lewis number can be readily computed from the 
steady state. 
No general conclusions can be drawn regarding the effect of 
system parameters, on the stability of the steady state. 
11.7 	Discussion of results 
11.7. 1 Non_activated adsorption 
a) Unique Steady State 
Table (A.7) shows the effect of decreasing the rate of 
non-activated adsorption a 
	
- 2) on the critical Lewis 
number for stability of a unique steady state. 	Three 
values of the exothermicity factor for adsorption () are 
9:4 
considered:- 	= o f 0.1, 0.3. 	The value of 13. = 0 
assumes no heat of adsorption - the entire heat generation 
being due to surface reaction. 	The third entry 13 = 0.3 
assumes the heat of adsorption is equal to the heat of 
reaction. 	This is much more realistic for chemisorption. 
For small values of 13a'  the steady state can be unstable 
above a critical Lewis number. 	However, it should be 
noted that the critical values are probably outside the 
practical range. 	It is interesting to note that the 
critical Lewis number passes through a minimum. 	The 
steady state is least stable, therefore, at intermediate 
rates of adsorption. 
Fig. (A.26) shows the effect of rate of adsorption on the 
stability character of the steady state in the unique 
region. 	For very high and very low rates of adsorption 
the steady states corresponding to both cases are stable. 
However, for an intermediate value of the rate of adsorp-
tion parameter (cxa = 0.2) the resulting unique steady 
state is unstable giving rise to a limit cycle. 	For 
realistic values of 13a'  the steady state is stable, irres- 
pective of the Lewis number. 	This would seem to suggest 
that limit cycle behaviour is extremely unlikely. 
b) 	Multiple steady states 
Table (A.8) shows the effect of decreasing the rate of 
non-activated adsorption on the critical Lewis numbers for 
the low and high conversion steady states in the multiple 
solution region. 	The low conversion state is locally 
stable for all Ls,  irrespective of 13. 	The local stabil- 
9 5 






Fig. (A.26) Effect of the 
rate of adsorption on the 
stability of unique steady 
state. 
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• Fig. (A.27) Effect-of' 'heat of adsorption on the stabi1i' 
of the high steady state 
97 , 
ity of the high conversion state is diminished continu-
ously as the rate of adsorption decreases to the critical 
value °a = 0.25) producing quenching to a unique low 
conversion state. 	For small values of 	, the critical 
a 
Lewis number near the quenching point can be quite small 
and within the practical range. 	However, the high conver- 
sion state is greatly stabilised for realistic values of 
a 	Fig. 
(A.27) shows a phase plane plot for the data 
in Table (A.6) With :a = 0.3 and Ls = 4. 	The upper steady 
state B is unstable if 
a o 	All trajectories eventually 
terminate at the low conversion state A. 	Extreme trans- 
ient hot-spot temperatures occur for initial conditions 
on the right-hand side of the phase plane. 	For 3a=  0.6, 
the upper steady state is stable. 	No transient "hot- 
spots" are predicted. 
11.7.2 : Activated adsortion 
It is of interest to examine the stability of the steady 
states in the adsorption multiplicity region of Fig. (A.24) 
for activated adsorption. 	Table (A.8) presents a case 
lying in this region. 	The low conversion state is locally 
stable for all L,  irrespective of a  as before. 	The 
high conversion state is also essentially locally stable, 
since the critical Lewis numbers are way above the pract-
ical range. 
Critical Lewis Number, L Scr 
cc 
a 	 a =0.1 	aa  =0.3 
00 	 24.9 	 37.4 	stable for 
all  
O 25 13.7 27.7 
0.2 13.5 30.3 
0.18 13.5 32.5 
0.1 17.0 301 
Table A.I. Critical Lewis numbers for non-activated 
adsorption. 	Unique steady state 
= 1,35 x 10 2 = 0.6, y =101 YE = 
Critical Lewis numbers, L Scr 
• • Low :conversion state 	 Hiah conversion state 
a 	a 
=0 	a =0.6 	 a a =0 
	 a a  =0.6 
Go 	 stable for 	stable for 54.3 	 145 all Ls 	all Ls 
25 70 
1 13.8 40.8 
0.5 5.6 19 
0.4 3.8 14.5 
0.3 1.9 13.4 
Table A.8 Critical 
Multiple 
Lewis numbers for 
steady states. 
non-activated adsorption. 
= 3.66.x 103= 1.3,y = 
16 'E 	4'a = -2 
• 99' 
Critical Lewis numbers, L Scr 
Low conversion state 	High conversion state 
Oc 
a 	 a ° 	a °6 	a ° 
100 	 stable for stable for 
all Ls 	all Ls• 	4525 	9436 
Table A.9 Critical Lewis numbers for activated adsorption 
Multiple steady states. 
	
= 2 x 10 5 , 	= 1.6, y,= 8, 1E = 0, 1a = 8. 
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CHAPTER 	A. III 
Porous Catalyst Particle 
Distributed Parameter Model (Symmetrical) 
Introduction 
The lumped parameter model considered in Chapter (A.II) 
provides a useful first step, towards an understanding 
of the general behaviour of the porous catalyst pellet. 
However, it, is limited in its validity since the. true 
nature of the problem is distributed and internal concen-
tration and temperature gradients have very important 
effects on steady state as well as transient behaviour. 
For example, the lumped parameter model predicts multiple 
steady states for cases for which the distributed system 
has a unique solution (40.A) 
Both steady state and transient analysis of the distrib-
uted parameter model are much more difficult than for the 
lumped parameter model. 	The steady state equations of the 
lumped parameter model are algebraic, those of the distrib-
uted model are ordinary differential equations of the two-
point boundary value type. 
The transient state of the lumped model is described in 
terms of initial value ordinary differential equations 
which can be integrated by standard techniques. 	The corres- 
ponding description of the distributed model is in terms of 
partial differential equations which are a great deal more 
difficult to solve. 	For the sake of clarity we develop 
101 
the distributed model equations before we proceed to 
review the literature. 
A.III.,l 	The transient model 
Consider a spherical particle immersed in an infinite 
gas medium of uniform temperature and concentration. 
We shall assume that intraparticle mass and heat diffusion 
can, adequately, be described by Fick's and Fourier's 
laws respectively. 	We also assume that diffusion occurs 
only in the radial direction and that diffusion is iso- 
tropic, i.e. all points with the same radial distance 
from the centre are having the same temperature and concen-
tration. 
We shall study a first order irreversible reaction catalyzed 
by the solid surface following the steps, 
A + X 	A.X 	reactant adsorption 
	
A.X 	+ B.X 
4- 





where X denotes an active site. 
A mass balance on the internal surface within a differ- 
ential spherical element of radius r and thickness dr 
gives, 
H 	 acs =r - rS 	 (A.102) at 	a 
where C is the adsorbed surface concentration of A in 
gm moles/gm catalyst, r   is the rate of adsorption of 
reactant A in gm moles/gm catalyst sec. and r S is the 
102 
rate of surface reaction in gm moles/gm catalyst sec. 
According to the active-site theory, 





r = k CS 	
(A.104) 
where C* is the local concentration of reactant A in 
the intraparticle gas above the surface (gin moles/cc) 
and C is the concentration of vacant sites (gin moles/gm. 
	
catalyst). 	If, for simplicity, we assume the adsorption 
is weak for both reactant and product, Equation (A.103) 
can be written as, 
C 
r = k (C* C
S
) 	 (A.105) 
a 	a 	rn 	KA 
where C 
M 
is the total concentration of active sites (corres-
ponding to a complete monomolecular layer on the catalyst). 
For a spherical pellet of radius R and voidage E, the rate 
of accumulation of reactant in the intraparticle void space 
per unit volume of pellet can be written as, 
(2c* 	2 	C* 
c 	= D 	r Z 	+ •: - PS r 
(A. 106) 
where D is the "effective" diffusion coefficient of A 
within the porous structure. 
From (A.102) and (A.106) we obtain, 
• 'C 	• Cs 	( 2 C* 
S at 
2 
. •5• ) 
- p 5 r 
(A. 107) 
If 'we assume equilibrium adsorption-desorption to be estab- 
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lished between the intraparticle gas and the adsorbed 
gas according to a linear isotherm, then 
C = KC C 	 (A.108) 
S 	Am 
As before we shall take an averaged value of K over 
	
the range of temperature. 	This allows us to different- 
iate (A.108) into the simple form, 
a cs 	- 
= K  Cm 3 t 	 (A.109) 
From Equations (A.107), (A.108) and (A.109) we obtain 
the mass balance equation in terms of the single concen-
tration variable C*. 
- 	 2 C 	2 	 - 
+ PS KA C) = D 	rZ + 	' PS k KA Cm C 
(A. 110) 
A transient heat balance on the particle gives, 
aT 	 ' 2 T 	2 
S C5 	= Xe ( 	+ 	
) + (•tH) P5 r5 
+ (-LH)A PS r 	(A.111) 
where A is the "effective" conductivity of the catalyst 
pellet. 
The second and third terms on the right handside. of Equa-
tion (A.11l) account for the rates of heat generation due 
to surface reaction and reactant adsorption respectively. 
Eliminating ra between Equations (A.111) and (A.102), 
using the relation (A.108) and (A.109), Equation (A.11l) 
becomes, 
aT 	 2 T 	2 	T 	 - 
S Cps 	= Xe ( 	
+ 	+ (_AH)T s k KA Cm C* 
- 	aC' 	 . 
+ (_AH)A P 5 K  Cm at (A.112) 
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where 
(_AH)T represents the overall heat 'of reaction given 
by 
(_AH)T = (-AH) + ( M1)A, and 
where k is the intrinsic reaction rate constant given 
by 
k = A exp (_E/RG  T) 
It is convenient to write Equations (A.11O) and (A.112) 
in the dimensionless form, 
(L + Ls) ••• 
	
= 	( 	 + . 1i;* ) _ 	exp (y(1-)) X 
(A.113) 
and, 
= (+ 	} )+ 	exp (y(l-)) X 









L e - D 's  Cp 
- ( S. K  Cm) A L5 	DPcp 
R 2  A KACm P S e 1 
I = RGTf 	 105 
D(_AH.)T Crf 
TXT f 
D (AH)A Cf 
AT f 
where C r f  and Trf  are arbitrary reference concentration 
and temperature respectively. 
Equations (A.113) and (A.114) are subject to the follow- 
ing boundary conditions, 
at W = 0.0 	 = 	= 0 	 (A.115) 
which is the symmetrical centre boundary condition 





Initial conditions are, 
X* (W,0) = X1 (W) ) 
) 
and 	 ) 	(A.117) 
) 
y(w,0) 	= y1 (w) 
The transient behaviour of the system is described by 
the set of Equations (A.113.- A.117). 	This model differs 
from the ones reported in the literature (pseudo-homogeneous 
model) by the inclusion of a transient heat of adsorption 
term in (A.114). 	This difference does not affect the 
steady state, but may have important effects on the trans-
ient behaviour. The pseudo-homogeneous can be derived 
from this more general model by setting L 	0. 
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A.III.2 	Steady state 
The steady state equations are obtained by setting the 
transient terms in Equations (A.113) and (A.114) equal 
to zero. The resulting equations are similar to those 
reported in the literature. 	A comprehensive study of 
the steady state behaviour is given by Cresswell (41.A). 
For the special case of Nu - , sh ± , the steady state 
equations can be decoupled using the adiabatic relation, 
Y(W) = YB + T (XB - X*(w)) 
	 (A.118) 
A.III.3 	Literature review 
We now proceed to discuss, briefly, some of the earlier 
studies of both steady state and transient behaviour of 
the porous catalyst particle using the pseudo-homgeneous 
model (Ls = 0). 	A comprehensive review is given by 
Ray (22.A) . 
A.III.3.1 Uniqueness and multi2licity 	the steady state 
Gavalas (42.A), using modern topological techniques, was 
the first to obtain sufficient conditions under which a 
unique steady state exists for a chemical reaction in a 
porous catalyst particle. 
Luss and Amundson (43.A), who confined their attention to 
cases with zero heat and mass transfer resistances between 
the particle and its environment (Nu 	, sh -- cx) , were 
able to obtain similar, but rather less conservative, 
conditions for uniqueness using spectral theorem of the 
Sturm-Liouville theory (44.A). 	Subsequently, Luss (45.A) 
sharpened the conditions which guarantee uniqueness for 
107 
particles of all sizes. 
Cresswell (46.A) derived necessary and sufficient 
conditions for multiplicity when only internal temper-
ature gradients are neglected. 
Jackson (47.A) has recently derived sufficient conditions 
for uniqueness for catalysts of infinite slab geometry 
with non-zero heat and mass transfer resistances at the 
surface.. 
The construction of maximal and minimal solutions for 
the steady state solutions and effectiveness factors has 
received some attention recently. 	Using the maximum 
principle for elliptic differential equations, Cohen (48.A) 
obtained maximal and minimal solutions for the problem of 
chemical reaction occurring in an adiabatic tubular reactor, 
in the sense that any solution of the equation describing 
the temperature profile is never larger than the maximal 
solution and never smaller than the minimal solution. 
Varma and Amundson (49.A) used a similar procedure to 
obtain maximal and minimal solutions for chemical reaction 
occurring in a catalyst particle of arbitrary shape with 
zero external resistances (Nu -- , sh -- co). 	They showed 
that these maximal and minimal solutions actually give 
rise to maximal and minimal effectiveness factors for- 
the exothermic reaction case. 	If there exists a unique 
solution, the maximal and minimal effectiveness factors 
coincide. 
Villadsen and Stewart (50.A) introduced the orthogonal 
collocation technique as an effective method of solving 
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the system equations (both steady state and transient 
equations) . 	The same authors developed a graphical 
method, based on their collocation approach, for the 
calculation of multiple steady states and effectiveness 
factors (51.A) 
Paterson and Cresswell (52.A) used the collocation method 
together with the concept of "effective reaction zone" to 
develop a simple, yet reliable, method for the computation 
of effectiveness factors. 
A.III.3.2 ' Stability 
In contrast. to the lumped parameter models there is no 
general approach to the stability problem of distributed 
parameter systems. 
Hlavacek et al (53.A) us3d a finite-difference approach 
to analyse the transient behaviour and stability of the 
catalyst particle with zero external resistances to mass 
and heat transfer (sh - co, Nu 
Luss and Lee (54.A) studied the same problem using the 
"Galerkin" method to compute the eigenvalues of the linear-
ized equations holding for arbitrarily small perturbations 
about the steady state. 
Wei (55.A) studied the stability problem by means of a 
Liapunov functional. 	This stability study was confined to 
adiabatic perturbations (perturbations that satisfy the 
adiabatic relation (A.118)), thereby allowing the decoupling 
of the governing differential equations. 
Luss and Lee (56.A) used the maximum principle for para- 
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bolic partial differential equations to determine finite 
stability regions of the steady states. Although these 
results are the best reported so far, the method is sev-
erely limited to a single partial differential equation 
arising from the rather restrictive assumptions of unit 
Lewis number and adiabatic perturbations. 
The more general case of arbitrary Lewis number was 
treated by Kuo and Amundson (57.A), who posed the stability 
problem as a non—self adjoint spectral problem, but the 
sufficient conditions for stability involved the computat-
ion of eigenvalues by variational techniques. 
Padrnanbhan et al (58.A) questioned the validity of most 
of the earlier work wherein the analysis was restricted to 
adiabatic perturbations. 	They showed that this restrict- 
ion yields only "conditional" stability. 	They further 
showed that this restriction is totally unnecessary and 
that the use of a carefully chosen "Liapunov" functional 
establishes previous results without the assumption of 
adiabatic perturbations. 
Varma and Amundson (59.A) using the "comparison function" 
approach, as developed by Kastenberg (60.A), obtained suff-
icient conditions that guarantee global asymptotic stability 
of the steady state. 	They also obtained analytical bounds 
on the growth rate of a perturbation from the steady state. 
The method was shown to handle the case of vanishing init-
ial enthalpy (adiabatic perturbations) as well as that of 
non-vanishing residual enthalpy. 
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Denn (61.A), using a variational approach to Liapunov 
stability, obtained an estimate of the largest perturb-
ation for which a steady state can be shown to remain 
stable. 	He was also able, using "Fourier method", to 
obtain an estimate of the smallest perturbation which will 
cause instability. 	For a model problem, he showed that 
the region of uncertainty between these estimates is 
small. 
McGowin and Perlmutter (62.A) combined the Liapunov 
method with the collocation method to -generate regions 
of asymptotic stability for the steady states of distrib-
uted parameter systems. 
A.III3,3 Numerical methods of solution 
Hansen (63.A) used the "orthogonal collocation" method 
to solve both the steady state and transient equations of 
six different models of the porous particle of increasing 
complexity. 	He found that only 8 collocation points 
were necessary to obtain accurate results. This leads to 
a considerable saving in computing time compared with the 
conventional finite difference methods such as Crank-
Nicolson. 
Ferguson and Finlayson (64.A) used the collocation method 
to study a similar problem. 	They proved that the method 
converges to the exact solution and they demonstrated 
clearly its superiority compared with the more conventional 
finite-difference methods. 
A.III.3.4 	Experimental work 
In contrast to the vast number of theoretical studies, 
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experimental work is scarce. 
Hughes and Koh (65.A) studied the steady state and 
transient behaviour of a single pellet catalyzing the 
hydrogenation of ethylene. 
Kehoe and Butt (66.A, 67.A) studied the hydrogenation 
of benzene, with more emphasis on the modelling aspects. 
No multiple steady state; were encountered in either of 
these studies. 	Furusawa and Kunhi (68.A) studied exper- 
imentally multiple steady states for the catalytic hydro-
genation of ethylene on a single pellet of Adkins cata- 
lyst. 	The authors also discussed the effect of initial 
conditions on the steady state activity. 
AIII.4 Solution of the transient model equations 
A.III..4.1 Finite-difference method 
We shall first solve the transient equations using the 
finite-difference method (Crank-Nicolson). 	The details 
of the finite-difference solution are given in Appendix 
(A.V) 
Figs (A.28a, b) show the temperature and concentration 
profiles at different times for both cases of 0 = 0 
and 	> 0. 	For 	= 0, the temperature rises slowly to 
approach the steady state profile. 	About 100 - 200 fin- 
ite difference points were needed in this case to obtain 
accurate results. 	For 	> 0 a sudden increase in temper- 
ature near the surface takes place at early times. About 
500 - 1000 finite-difference points were needed, to get 
accurate results in this case. 	These results show an 
example of the important effect of 	on the transient 
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114 
behaviour of the system. 	However, to investigate the 
system in some detail we shall develop a more efficient 
numerical method of solution. 
A.III.4,2 	Orthogonal collocation method 
Motivated by earlier success in the use of the orthogonal 
collocation method (non-porous particle) as well as the 
published results of Hansen (63.A) and Ferguson and 
Finlayson (64.A), we turn to the use of the orthogonal 
collocation method. 	The principles of the orthogonal 
collocation method have been discussed in Chapter A.I, 
and in more detail in Finlayson's text (18.A). 
Equations (A.113) and (A.114) can be written as, 
(L + Ls) 	aT 	
- f(y,X*) 	 (11-119) 
and 
a x* 
= V2y + T E(y,X*) + A Ls  5E 	 (A.l20) aT 
where 
f(y, X*) = 02 exp (y (1 - )) X 
using the collocation method to approximate the Laplacian 
operator we obtain the following set of ordinary differ-
ential equations at the collocation points, 
	
dX 	N+l 
(L + L ) 	= E B 	X - f(y,X) 	 (A.121) 
i=l V 	S dT ij i 
and 
dy. 	N+l 	 dx 
(IT = i1 B. + T 	
+ A L5  IiP (A.122) 
, j = 1, 2, ...., N 
1]5 







- 	EAiN+l yi 
= sh(XB - XN+1) 
= Nu 	
- 
(A. 12 3) 
(A. 12 4) 
where the B.. and A.. are computed by the method described 
J_J 	• 1J 
by Villadsen and Stewart (50.A) for N 	10. 	For N> 10. 
it becomes increasingly more difficult to determine 
13 
and A.. by the matrix inversion procedure of (50.A). 13 
Consequently, an alternative method is used, as described 
recently by Michelson and Villadsen (69.A). 	Equations 
(A.121) and (A.122) form a set of 2N equations in 2N+2 
dependent variables. 	Therefore, we eliminate 	and 
N+l from (A.121) and (A.122) using. (A.123) and (A.124) to 
give, 
dX' 






BN+li(XB - 	i1 A. 
+ 1 sh 
- f(y, 9) 
(A. 12 5) 
and 
1 	N. 
N 	. BN+1j(yB - E AjN+l 
E B.. y. + - 	 1- dt 	i1 1J 1 	 AN+1,N+1 + 1) 
dX 
+ T f(y.,X) + L5 A dT 
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(A. 12 6) 
= 1, 2, ...., N 
which is a set of 2N equations with 2N dependent 
variables. 
The surface temperature and concentration are given by, 
(XB ._ 	il Aj N+l 
x+l 
= 	N+1N+l + 1) 	 (A.127) 
B.Nuil Aj N+1 y) 
N+l =, 	N+1N+l + 1) 	 (A.128) Nu 
The initial conditions are, 
9(0) = X 0 
= yj o 	 ,j =1, 2., ...,N 
In order to check the convergence of the collocation. 
method, the number of collocation points N is increased 
successively until the solution stops changing within 
some specified accuracy. 	A further check on the validity 
of the solution is mady be comparing the results with 
those obtained from an alternative method, in this case 
Crank Nicolson's method. 
In all cases tested, convergence was obtained and good 
agreement was found between both methods. 	Some sample 
results are shown in Figs. (A.29a, b) and Figs. (A.30a, b). 
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internal collocation points proved sufficient to 
produce a converged solution in agreement with the alter-
native Crank-Nicolson method using 500 radial increments. 
Figs. (A30a, b) show a similar case but with lower Lewis 
number. Only five interior collocation points were 
required in this case. 	As the profiles approach the 
steady state the number of collocation points can be 
further reduced. 	In the neighbourhood of the steady state 
as few as 173 collocation points are sufficient in most 
cases, except for really steep internal gradients in the 
region of external mass transfer control. 
The collocation method in all cases required only 10-20% 
of the computing time, for the same accuracy, of the Crank-
Nicolson method. 
A.III.5 Effectiveness Factor - Thiele modulus diagram 
It is usual to account for the effects of transport resist-
ances on the steady state rate of reaction by examining 
the effectiveness factor àf the catalyst. 	The effective- 
ness factor, defined as the ratio of the observed steady 
state rate of reaction to the rate at bulk conditions of 




dw )SS W=1 (A. 129) 
where subscript SS denotes steady state value. 	If the 
effectiveness factor (n) is plotted as a function of 
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Fig. (A.31) Effectiveness factor. Thiele modulus diagram. 
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ing curve is made up of four regions in general as 
shown in Fig. (A.31). 
Region 1 corresponds to kinetic control and =l. 
The reactant concentration is uniform throughout the 
pellet and the pellet is at the same temperature as the 
gas. 	For an increased reaction rate, the effectiveness 
factor falls below unity as a result of "pore" diffusion 
resistance (Region 2). 	The heat generated is removed 
rapidly enough to keep the pellet at a similar temperature 
to the gas. 	For even higher rates of reaction (Region 3) 
the particle becomes progressively hotter than the surround-
ing gas, although reasonably uniform in temperature. 
'Pore' diffusion becomes more pronounced and most of the 
reaction occurs in a thin shell close to the catalyst sur-
face. 	In this range of conditions multiple steady states 
can occur. 
Finally, for extreme rates of reaction, the particle becomes 
so hot that the reactants are consumed as they reach the 
external surface. 	In this region (Region 4) the supply 
of reactants becomes the limiting step and mass transfer 
through the external film controls the rate of reaction. 
The generalized effectiveness factor diagram of Fig. (A.31) 
represents a convenient basis with which to explore dyna-
mic behaviour. 	Several case studies are presented for 
particles with steady states in Regions 1, 2, 4. 	No cases 
are presented in Region 3 (multiple steady state region). 
Particular emphasis is placed on the effects of dynamic 
parameters Ls and 
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I. 
A.III.6 	The effect of adsorption heat release on 
transient behaviour in different regions of 
controlling mechanism. 
The results shown in section (A.III.4.2) establish 
clearly the validity and efficiency of the collocation 
method. 	We therefore, proceed in this section to 
investigate the effect of adsorption heat release in 
more detail using the collocation method. 
A.III.6.1 Start-up 
For start-up few numerical examples are shown, for differ -
ent values of Thiele modulus ,. 
a) Region 1, 2 
Fig. (A.32) is for the case of "kinetic rate controlling" 
(Region 1). 	The effect of adsorption heat release is to 
cause a sudden increase in temperature near the surface at 
early times. 	This is due to rapid concentration increase 
on the surface at early times. 	The temperature peak near 
the surface travels towards the centre of the particle by 
conduction. 	The concentration wave travels towards the 
centre by diffusion causing adsorption heat release at 
early times and reaction heat release at later times. This 
sequence of events explains the fast temperature increase 
inside the particle when the heat of adsorption is taken 
into consideration, compared with the case of 
Fig. (A.28) , presented earlier corresponds to a case of 
"pore diffusion controlling" (Region 2). 	The effect of 
adsorption heat release is similar to that in Fig. (A.32). 
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but for lower Lewis number. 	The effect of adsorption 
heat release decreases as Lewis number decreases. 
Fig. •(A.34) shows a case in (Region 2) but with a high 
temperature initial condition. 	The temperature of the 
system in this case falls down with time towards the 
steady state. 	The effect of adsorption heat release is 
to slow down the fall in temperature as well as to elim-
inate the slight oscillation around the steady state 
experienced when 	= 0. 
Fig. (A.35) represents a case of high temperature and 
high 'concentration initial conditions (the particle is 
initially saturated with reactants). 	For this case, when 
= 0-the temperature rises rapidly to a high temperature 
and then starts to fall towards the steady state. 	The 
effect of adsorption heat release is to slowdown this 
early temperature rise. 	This is due to:the fact that the 
rapid temperature increase in this case is accompanied by 
a decrease in concentration. 	Therefore --- is negative 
and the heat release due to adsorption is negative. 
b) 	Region 4 
Fig. (A.36) shows a case of "mass transfer rate controlling". 
At early times, the concentration build-up causes a 
temperature increase due to adsorption heat release for 
> 0. 	The temperature profile for 	> 0 lies above 
that for 	= 0. 	At T = 0.5 the situation is reversed. 
This is due to the fact that the high temperature at early 
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of reactants. 	Therefore the rate of reaction decreases 
at later times. 
It is important to notice that the transient profiles 
retain very nearly the same shape throughout the response, 
unlike those in Region 1,2. 
From the preceding results it is clear that the effect of 
on the transient behaviour in regions 1 and 2, is 
different from that in region 4. 	This difference is due 
to the high rate of reaction in region 4. This high rate 
of reaction has two major effects; 
high rate of heat production due to reaction which 
makes adsorption heat release the secondary process 
for heat production, 
high rate of consuiption of reactants which decreases 
reactants accumulation and therefore decreases the 
transient adsorption heat release. 
A.III.6.2 Response to disturbances in the bulk phase 
.(XB , 
a) Regions 1 and 2; 
Due to the similarity in behaviour, with respect to 
between regions 1 and 2 we present only one example in 
region 2. 
Fig. (A.37) shows the system response to a positive square 
wave disturbance in the bulk temperature of 0.1 units for 
a period = 1.0. The temperature of the particle tends 
to rise more slowly initially if 	>. 0. 	This is be- 
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Fig. (A.37) Effect of 	on response to bulk-phase 
temperature disturbance. Low 
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ing in this period (i.e. X*/T < 0). 	The additional 
coupling in Equation (A.120) for 	> 0 decreases 
ay/DT. 	During this period the particle temperature 
profile tends to move to a new steady state corresponding 
to X  = 10, y B = 1.1. 	When the disturbance is removed 
the temperature profile returns to the original steady 
state. The particle cools down more slowly if t3A>O 
This can be explained by similar reasoning as before. 
Slight oscillation about the steady state occurs if 
This is not observed for 	= 0.05. 
b) 	Region 4 
Fig. (A.38) shows the system response for a square wave 
increase in the bulk temperature. 	The results are insens- 
itive 
 
to the effect of A'  since 	± 0 over much of 
the pellet diameter. 
A.III.7 	Simplified stability analysis 
A.III.7.1 Local stability analysis 
The stability analysis of distributed parameter models 
is not an easy task. 	Most stability conditions reported 
to date are either very conservative or very complicated. 
As a result of this those rigorous conditions are of very 
little help in exploring the effect' of different physico- 
chemical parameters on stability. 	Therefore we choose in 
this section to use an approximate method, namely the 
collocation method, and use a first order approximation 
i.e. single interior collocation point. 
By using this first order approximation Equations (A.113) 
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and (A.114) are reduced to, 
• dX* __ _ 	10.5 (L +L) 	1 = (1 + 3.5/sh) (1 - X) 
- 2 exp(y(1_L))X* 




d (1 + 3.5/Nu) (1 - y) 




• 	 (A.131) 
where X* and y are dimensionless concentration and temper- 
1 	 1 
ature at the interior collocation point respectively. 
The surface temperature and concentration are given by, 
5 y 
	
.sh •+. 3...5 X 	 Nu + 3. 	1 
X = 3.5 + sh ' 	'S = 	3.5 + Nu 	 (A.132) 
By introducing the following relations, 
LA L, Ls=ALs, 
= 10.5 T/ (1 + 3.5/Nu) , 




A = (1 + 3.5/sh)/(l + 3.5/Nu) 
Equation (A.130) and (A.131) reduce to 
dX* 
(L + L) 	x* - - 2 exp ( -y/y ) x* 
(133) 
V 	S dT 	 1 
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and 
dy 	 dX* 
dT' - y + 	q 2 exp(-y/y) X* + I3 L 1 
(A.134) 
which are the same equations as those of the lumped para-
meter model but with different physical meaning of para-
meters. 
The conditions necessary and sufficient that these two 
equations have asymptotic solutions tending toward zero 
for arbitrarily small perturbations can be obtained in a 
manner similar to that in chapter (A.II) and can be 
written, as, 
> OT 	- 
	
1 s 	 (A.135) 
where 
F = exp (y1Y,) 






ss 	 ss 
Condition (A.135) contains no dynamic parameters and can 
be termed the static condition. 
2 (1 + 	>( 	- 	) F 	- 	 (A. 136) 
where we have noted that L >> L. S 	V 
Equation (A.136) is termed the dynamic condition since 
it includes the dynamic parameters L, j. 




second condition (A.136) if L > 1, as shown previously. 
It is useful to obtain an impression of the magnitude 
of the various parameters in various systems. 
A.III.7.,2 Magnitude of the parameters in real systems 
The ranges that some of the steady state dimensionless 
groups would cover in actual cases has been discussed in 
the literature (70,A). 	These are summarized below, 
Table A. Range of steady state parameters 
Nu 	 sh 
10-40 	0-0.1 	0.1-10 	50-500 
Of interest are' - the additional groups' A' LV, L3. 
A reasonable upper bound on that embraces the whole 
spectrum of behaviour i9 
4lO 
It should be apparent from Table A that 	must also lie 
in the range, 
OO A°' 
Lewis numbers reported in the literature refer specifically 
to values of Lv. 	Ray (22.A) reports L  values in the range, 
0.0003 	LV 	0.1 
No collective data on the range of L S has been assembled. 
However, it was indicated in chapter (A.II) section (I)that 
IT >> 1 
v 
If we take an upper limit of 100 for this ratio, which is 
quite reasonable, then this puts L S in the range, 
139 
0.03 < L S < 10 
Now L, as defined in the stability condition (A.136) 
is related to Ls  by 
Nu 	sh + 3.5 
L = 	Nu . 3•5 ) Ls 
Since the ratio Nu << 1, in practice, we should, there-
fore, note that 	L. 	However, if the absolute 
values of Nu and sh are much greater than 3.5 then the 
ratio 
In such cases, L may be greater than unity and, as we 
have shown previously, limit cycle behaviour is possible. 
If, however, Nil << 3.5 as typified, for example, by 
hydrogenation reactions (71.A), then 	S << 1' and limit 
L5 
cycle behaviour is extremely unlikely. 
A.III.8 	Conclusions 
The studies reported in this chapter are of an exploratory 
nature and can be considered as numerical observations. 
However, it seems reasonable to list a• few intuitive 
conclusions; 
The effect of adsorption heat release is more import-
ant in the "kinetic rate controlling region" and "pore 
diffusion controlling region" than in the "mass transfer 
controlling region". 	 - 
For start-up the effect of adsorption heat release is 
generally to accelerate the approach to steady state. 
- 	140 
3) 	For bulk conditions disturbances the effect of 
adsorption heat release is to slow down the approach 
to the new steady state, i.e. stabilizes the position 
of the original steady state with respect to bulk 
phase disturbances. 
Adsorption heat release eliminates oscillatory app- 
roach to the steady state. 
Increasing Ldestabilizes the system, while increas-, 
ing A  stabilizes the system. 
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N OMEN CL AT U RE 
A 	Pre-exponential factor in surface reaction rate 
constant. 
Aa 	Pre-exponential factor in adsorption rate constant. 
B 	Pre-exponential factor defined 	in Equation (A.70). 
C 	
Bulk phase concentration gm mole/cc. 
C 	Surface concentration (adsorbed A) gm, mole/gm 
catalyst. 
C PS 	Solid heat capacity k cal/gm.
°k 
C f Fluid heat capacity k cal/gm. °k 
C 	Total concentration of active sites on surface 
gm mole/gm catalyst. 
C 	Concentration of available active sites. 
gm mole/gm catalyst. 
C*,C 	Concentration of reactants in pore space. 
gm mole/cc. 
D 	Effective diffusion coefficient Cm 2 /min. 
E 	Activation energy for surface reaction k cal/gm mole. 
EalEd Activation energy for adsorption k cal/gm mole. 
(-AH) , (_EH) r  (AH)R Heat of surface reaction k cal/gm mole. 
(_LIH)a?(_AH)A Heat of adsorption k cal/gm mole. 
h 	Effective film heat transfer coefficient 
k cal/Cm 2  min 0k 
k 	Surface reaction rate constant min- 
I 
k 	Pseudo-homogeneous rate constant Cm 3 /gm catalyst mm. 
K 	
Adsorption equilibrium constant Cm 3 /gm mole. 
Pre-exponential factor in adsorption equilibrium 
constant. 
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k 	Rate constant for adsorption. Cm 3 /gm mole mm. 
kg 	Effective film mass transfer coefficient Cm/mm. 
k s 	Solid thermal conductivity. k cal/Cm 2 min °k. 
Q Heat rejection function. 
Heat generation function. 
Ni 	h.R/k 
r 	Radial co-ordinate 	Cm 
Rg RG Gas constant 
Tb 	Bulk phase temperature k. 
T5 	Surface temperalure °k. 
T 	Solid temperature °k. 
t 	Time 	mm. 
Ls 	Lewis number based on adsorptive capacity of 
the internal s"rface. 
L 	Lewis number based on void volume of particle. 
Sc 	Schmidt number 
sh 	Sherwood number = R.kg/D 
Nu 	Nusselt number R.h/Xe 
Pr 	Prandtle number 
X Dimensionless surface concentration 
X Dimensionless concentration 
XB Dimensionless bulk concentration 	Cb/Crf 
Dimensionless surface temperature 
YB Dimensionless bulk temperature 	Tb/Trf 
Y,y Dimensionless solid temperature 
Greek symbols: 
c 	Particle voidage 
A.a/k g 
143. 
R  cc 	
3 	kg 	 - 
R 2  A K A' m C PS  e 
Thiele modulus = 	 D  
• k/p S C 	 RPS 
cc 
m 	kg/(a + 6/2) 
A/(l + 5/2a) 
Dimensionless heat of reaction 
Dimensionless overall heat of reaction 
Dimensionless heat of adsorption 
Dimensionless activation energy for surface 
reaction = E/RG T  
Ya 	Dimensionless, 
activation energy for adsorption 
= Ea/RG T  
YE 	
Exponent in the temperature dependent equilibrium 
adsorption coefficient = (H) a /RG T  
Xe 	Effective solid thermal conductivity k cal/Cm min °k 
72 	 Laplacian operator for spherical geometry 
2 
2 + 
T 	 Dimensionless time. 
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APPENDIX A.I 
Derivation of Equation (A.2): 
Consider a film of thickness cS surrounding a non-porous 
spherical catalyst particle of radius R, on the surface 
of which a single irreversible reaction is occurring. 
The accumulation of reactant in a thin spherical layer 
of the film is 'described by the diffusion equation 
'3C 	P C = D 	+ 	 R < r < R + ,ó r Dr at 
where D is the reactant diffusion coefficient. 
The boundary condition at the outer surface of the 
film is given by 
C=Cb 	
r = R + 6 	 (A.I.2) 
A mass balance taken over unit area of the particle 
surface plus the adjacent fluid layer at r = R+ gives 
D(.) = k ( 	C - C /K ) 	r = R 	(A.I.3) a V S A 
Now the rate of change of the mean reactant concentration 
(C) in the film can be obtained by integrating equation 
(A.I.l) between the limits r = R and r = R + S. 	Noting 
that 
R+5 
r 2 Cdr 
R'' 	 (6<<R) 
R 2 Ô 
we obtain 
dc 	D 
- I (R+)2 	R+ 	 A.I.4 
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If we use the concentration difference (Cb_C*) divided 
by the film thickness 6 as an approximation of the 
gradient (DC/Dr) at r = R + 6, where C* is the reactant 
concentration in the gas phase at the catalyst surface, 
then (A.I.4) can be simplified to 
= 	2 (Cb_C * ) -v 	TA 
 c* - 	 (A.I.5) 
1 	1 	2 where we have observed that tT >> 
- 
Noting that C 	 , equation (A.I.5) becomes 
2 
= kg (Cb C * ) - ka ( vC *_ 	) 	 (A.I.6) 






j-1 	j 	j+l 	
A) 
APPENDIX 	A. II 
The Finite-Difference Solution for the "Non-Porous" 
Catalyst Particle 
F 
In the following we use the Crank-Nicholson method (16.A) 
For this all the finite differences are written about 
the point wJ., fl2 t 	which is half way between the known 
and the unknown time levels. 	In the above diagram this 
point is shown as a cross. 	Values of the dependent 
variable Y, are computed only at the points designated 
by circles. 	The second-order correct analogue of the 
time derivative at the point w J 
	n+2
., t 	is, 




The finite-difference analogues for the other derivatives 
are 












2  L (Aw)2 
Y . -2Y .+Y n,J+l 	n,j n,j - 1 
	
()2 	 (A.II.3) 
Inserting the finite-difference analogues into equation 
(A.8) gives, 




= (-½ - 2 (j-l) Y 1 + (-1 + 	-) Y+ 	
j+l 
At 






Centre Boundary Condition (w = 0 1 j 
We use the following procedure which allows us to use 
central formulae at the boundary. 
Taking the limit of the differential equation as w - 0, 






(sr) 	- 	 3cz (. ) 
UL uü)  woW=O 
using Crank-Nicholson we obtain, 
3 ½ I 
22o 	y2o] 	
(A.II.5) 
1 .15 4 - 
Where the point 0, is a hypothetical point. 	This can 
be eliminated by central difference approximation of 
the boundary condition (A.9) which gives, 
YO 	2 
= y 	and YO  = Y 
2 	
(A.II.6) 
From (A,II.5) and (AII.6) we obtain, 
1 	 -12 	1 	2 	1 
3 CC  
L (Aw) 2 
This last equation can be rearranged in the form, 
3 	 - — 	 1 	3 	,, 	 , 3c 	
, 
'1E +.(A)Z) 	
+(-3 _ 	Y_ (- - (A) 2) (Aw)z1 	2 
7) 
Surface boundary condition (w=l, j=R) 
The finite-difference approximation of the diffna1 
equation at the surface is, 
RR 	IYR+l 2YRR_l YR+l_ 2YR+YR_l 
At 	 (Lw) 	 + 	(A)' 
2 	:R+1R_l 	R+ 1 R- l1 
(R- 1) txw 	2 Ew 	+ 	2 tw 
The surface boundary condition (A.lO) gives, 
R+l = 	
+ 2 Nu Au 
I 
 1- :~ R 
+0C 	exp( -y/R) RI 
(A.II.9) 
and, 
R+1 = R-1 2 Nu AW[1_YR+c 	exp(-y/YR) xR] 
(A. II. 10) 
We now use relations (A.II.9) and (A.II.10) to eliminate 
the hypothetical point R+1 from (A.II.8). This gives, 
15  
fR, YR_1 , XR) 
	
(A. 11. 11) 
The set of equations for j=1 to j=R-1 form a 
tridiagonal system, 
A Y(n+1) = D(n) 
	
(A. II. 12) 
where, 
A = 
B(1) 	C(1) 	0 
A(2) 	B(2) 	C(2) 	0 
A(j) 	B(j) 	c  




Y(n+1) = 	V 	and 	D(n) = D(2) 
- 	 2 
• 	 . 	 • 
• 	 . 
D(R-1) 
and 
A(j) = -½ + 26-1) 
15.6- 
''A 	2 B(j)=1+ 	/ 
At 
C(j)  
D(j) = ( ½ - 	
1 	Y j 
	
+ (-1 + (Aw) 2 	• + 
	
2(j-l) 	-1 At 
1 (½ + 2(3-1) 	j+l 
for j = 2 1 ...., R-1 
while, 	 - 
A(1)=0.0 1 B(1)=1 + 3 	
3 cc  
(AW)Z , C(1) = (Aw )Z At 
 
and, D(1) = Y 	+ (A)L ) + ( 
3
AW)z) Y 
1 At 2 
These equations can be inverted by a modified Thomas 
algorithm. 	It should be noted that the coefficient of 
(i.e.: C(R-l)) is non-zero and 	itself is given by 
the non-linear relation (A.II.11) which shows that 
YR is also a function of the unknown 
To deal with this problem we used the method recommended 
by Von Rosenberg (lO.A). 
This procedure can be summarised, by the following steps: 
Assume a value of the' unknown 
Invert (A.II.12) by the Thomas algorithm. 
Using the estimated Y 	 calculate an improved YR 
by solving the non-linear equation (A.II.11). 
Repeat steps 1-3 using new YR 
 until satisfactory 
convergence occurs. 
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APPENDIX 	A. III 
Derivation for the Integral Collocation Formulation 
By integrating the conduction equation (A.8) between 
the limits 0 and 1, we obtain 
1 	 1 
a 
	
W2 dw) = 	 (A.III.1) at 	
0 	 0 
Define: 
Y w 2 dw 	 (A.III.2) 
From (A.10), (A.III..l) and (A.III.2) we find, 
d 7Z 
= 	=Nu (1-Y + 	exp(-y/Y ) X) dt 	3 	 1 	s s 	
5 
- (A.III.3) 




Y w 2 dw = Y =E W. Y. 	 (A. 111.4) 
J 1=11 1. 
0 
where the W form a set of weighting factors. From 




S = 	Nu (1-Y +- 	exp(_y/Y5)X) 
(A.III.5) 
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From (A.14) and (A.III.5) 
cc E 	 ( 	B 	Y) + WN+l 	= 	
Nu (1 - 
exp(-y/Y5 ) X5 ) 
which reduces to 
dY = Nu 	
- 	+exp(-y>Y) X5)- 71 
N+l 
N 	N+1 
{ Z W 	Z B.. Y. 	(Pi 0 XII.6) 
•i=l 1 j=1 13 J 
The system of equations (A.7), (A.14) and (A.III.6) are 
solved for the dynamics of the complete system. 
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APPENDIX 	A. IV 
Local Stability Analysis 
First write Equations (A.97) and (A.98) in the form 
dX5 	1 -f (y)Xs 





(A. IV. 2) 
dT 
= 	- y + cc f(y) X + 
where f(y) = exp 
= exp 
f(y) = exp ( -y/y) 
Introducing perturbation variables 
TI - XXp 
= y - YP 
where X p and y are steady state values of X and y, the 
linearized form of Equations (A.IV.l) and (A.IV.2) for 
arbitrarily small perturbations can be written 
dTj  = C 	+ C 
= C + C 
(A. IV. 3) 
(A. IV. 4) 
where 
C 	 (ft 	- c f 1 
I = 	S 	,Xsp 	
SIX SP 
C 2 = 	( f' 	- cc f1 
C 	Cca f t 	+ 	(ft 	- cc f 
3 SIX SP a4rx 	 5,XSp 
C 	= ccf 	+(f'-ccf' 	)-1 
'4 sty a 	4,Yp 	51y 
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and, .f or example, 
sp,yP 
The conditions necessary and sufficient that Equations 
(A.IV.l) and (A.IV.2) have asymptotic solutions tending 
towards zero are; 
C C - C C 	•> 0 	 (A. IV. 5) 
1 ' 	23 






= £ + cxf (1 +• 
1 	 3 
a 
ft 	= 	 1 
SP 	(1+—) 
a 	PC f3'-2Y 
- (f i 	+ ) 
OC 
a 
k irY  
fI 	 fl 
(1+ 	 +cxf (l+.L)J 
a 	 aj 
condition (A.IV.5) can be reduced to 
i3(f' f - £ f') - 	f2 fl cx 	3 	2 
1 	 3 	1 	3 	1 	a 
cx .f 2 
	
f+ccf 	(1+ 2 ) 1 
1 	 3 11  a 
which is simply the slope condition 
dQ/dy 	> dQ/dy 	 (A.IV.7) 
l6L 
at the point of intersection of the steady state Q, 
curves, given by Equation (A.91). 
The second condition (A..IV.6) can be written in the 
form 
A Ls < B 	 (A.IV.8) 
where A = crf3 f' 	+ 	(f' 	- 	f i 	) -1 
5iY 	 a 5iYp 
Bf' 5,x SP. 	4IxSP 
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APPENDIX 	A.V 
The finite-difference solution of the distributed parameter 
model for porous catalyst particles. 
i+l 
i+½ 
time ( -r) 
P-(w) 
 
Using the Crank-Nicolson formulae.-t the derivatives can 
be approximated by, 
I. 	t 	 -x*. 	I 	 y.. 	- y.. i i j,i+l 	1 i .a = 	j,i+l 	j,i 
(T 	I Ar 3T A -c 
j,i+½ 
½T+1,1 	
3L114 + 9+,j+ - Xt 
yw) 	L 	2 A 2 A 	J 
a Y __ Jj.+l,i . - yj-,i 	+ Y j+1,i+l - yj-1,i+l1 
ywj 	 2 A 	 2 A 	J 
	









- j 2y . 	+ y 
( 2\ 	
- 	±i L_ 	-1,i 
/ 	 (Lw) 
 
+ yj
+l,i+l - 2yj,i+l + yj_1, i+l] 
(i\w) 
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Inserting these finite-difference analogues into the 
differential Equation (A.113) we get, 
X_1 •A(j) + 9.B(j) + 9+1(i) = D(j) 
j= 2,....., R-1 
AW (A.V.l) 
where, 
A(j) = - ½ + 2(j-1) 
B(j) = Ls 	+ i 
C 	2(j-1) 
1f 	 - 	'7* 	-. IA- 	2 iJj - 
1) + X*  S 	T j+l  
+ 	(½ 	
1) 	
2 (w) 2 f(X,y.) 
where, 
I 
J 	3,1 	 j 	j,i+l 
Notice that we evaluate f at the time level i and not 
i+l. 	This is to make the equations linear and then we 
arrange an iteration scheme at each time step as shown 
later. 
Similarly by inserting the finite-difference analogues 
into Equation (A.114) we get, 
+ 	 + 	+1 C 1 (i) = D i  (j) 
j= 2, ...... R-1 
R = ( 	+1) 
where, 
A 1  (i) = - ½ + 	
1 
	
2(j-l) 	 - 
B 1  (j) = (Aw) 2 + 
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D 	= 	(Au)) - 1) + y 	( ½ + 	
1 
2(j-l) 1(J) 	j 	At 
(½ - 2(j-1) 
+ c 	T f(x 1 ) ( Aw) 2 
()2 L S 	-X) 
T 
y. 3 	J , y. 	, 	
= yj ,i+1 
Boundary condition 
1. 	Surface boundary condition (w=l, j=R);- 
Writing the mass balance equation at the surface in a 
finite-difference form gives, 








(2z - 2(R-1) (AW)Z) = 
	
R AT - (Aw) 	
+ X+ 	 + 
1 	 ( 1 	 1 
2(R-1) (Aw) 	+ R-1 2(AW )Z 	2(R-1) (Au))Z -, 
2 f(X,y) 
(A.V.3) 
Now we try to eliminate the fictitious point (R+1) by 
using the boundary condition 
= sh (1 - X 	) 	 (A.V.4) 
w1' 
which in a finite difference form (at time i) gives, 
X* 	_x* 
R+l R-1 	= sh (1_X*) 	 •(A.V.5) 
2 A 	 R 
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which gives, 
+X* 	-2MishX 	 (A.V.6) X*1 = (2 Aw sh) 	R-1 
Similarly, 
= (2 Aw sh) + 2 Ac4 sh 	 (A.v.7) 
Combining Equations (A.V.3), (A.V.6) and (A.V.7) gives;-
A(R) XR1 + B(R) X  = D(R) 	 (A.V.8) 
where, 
A(R) = -1 
B(R) =L (Aw)2 + 1 + sh Aw + sh Aw R-1 
L 	(Aw) 2 _________ D(R) = 	+ 	S - 1 - sh 	
sh Aw 
- R-1 	+ 
4 Aw sh (½ + 2(R-1) - (Aw)2 2 f(XR,yR) 
Similarly for the heat balance equations we get, 
A 1 (R) YR-1 + B 1 (R) YR = D 1 (R) 	
(A.V.9) 
where, 
A,. (R) = - 1 
____ 	 Nu Aw B 1 (R) = (Aw)2 + 1 + Nu Aw + R - 1AT 
(Aw) 2 	 Nu Au) D i (R)= 'R-1 + 	( 	
- 1 - Nu Aw - R-1 	+ 
4 Aw Nu (½ + 2(R-1) + (Aw)2 BT 	f(XR, 
A Ls CAW) 2 
+ 	At 	(RXR) 
Boundary conditions at the centre;- 
The mass balance equation can be written at the centre 
(w=O, j =1) as, 
2x* 
L 	 - 	w - 3.0 	
- 2 f(x*Y) 5 J 
MI., 
which can be written in a finite-difference form as 
follows, 
- x* [R 2 
* - 2X* + 	x* - 2X + X 
L— 	1 _ 	





c 2 f(X*, y 
	 (A.V.l0) 
1 
To eliminate the values of the dependent variables at 
the fictitious point (j=0) we use the symmetry boundary 
condition.which gives, 
X* = x* 
0 	2 	 2 
(A.V.l1) 
inserting relation (A.V.11) into Equation (A.V.10) we 
obtain, 
B(l) 	* + c(1) 5* = D(i) , 	 (A.V.12) 
1 	 2 
where, 
B(1) =(
Aw)2 + 3.0, C(1) =- 3.0, 
S AT 
LA 	2. 
D(l) = X 	' (L 	' -3) + 3 X - (Aw)2 42 f(X*,y 
S AT 2 	 1 
Similarly for the heat balance we obtain, 
B (1) y + C (1) y- 	D' (1) 	 (A.V.13) 
1 	1 	1 	2 	1 
where, 
B (1) = (Au)2 + 3.0 
1 	 AT 
C (1) = - 3.0 
1 
D (1) = y 	AT 	
- 3.0) '+ 3 y2 + (Aw)2 T 	
f(X*, 1y 
) 
.1 1 	 1 
A L5 (Aw 	(X* '.- 9) Y) + 	
AT 	 1 
Therefore the whole set of finite difference equations can 
be arranged into the following tridiagonal form. 
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Mass balance equations;- 
A(j.) x
- 
 + B(j) 9 +  C(j)  9 	
= D(j ) 	 (A.V.I) 
:il 
where, 
A(j) = - ½ + 
= 2, ....., 	R-1 
2(j-1) 
B(j) = Ls 	
(&)2 
+ 1 j 	= 2, •.... 	R-1 
C(j) = -½ -25-l) 
= 2 1 ....., 	R-1 
D(j) = X 	(Ls 	(
) 	- 1) 	+ 3+1 (½ 	+ X_1(½2(_1)) 
- 	2 	(W) 2 	f(9, 	y1) , 	j = 	2, 	...., 	R-1 
A(R) 
B(R) = Ls 	
(Aw)2 + 1 + sh Aw 
At 
+ R-1 
C(R) = 0.0 
D(R) 
(Aw)2 
=X* 	+ X 	Ls - 1 - sh 
u) 
Aw 
- Sh 	+ 
4 tu 	sh 	(½ + 2(R-1) (w)2 
2 	
f(X,yR) 
A(1) = 0.0 
B(1) = (Aw)2 + 3.0 
AT 
C(1) = -3.0 
D(1) = X' (L 
(Aw) 2 - 3.0) + 3 	- (Aw 	2 f(X*,y) 
1 	S 	A-[ 
Heat balance equations; 
A 	Yj-j+ B(j) y+ C(j) j+1 = D 1 (j) 	(A.V.2) 
where, 
A (j) = - ½ + 2(1) 	
j = 2, ...., R-1 
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B 	
= + 1 	 j = 2, ...., R-1 
AT 
C (i)= - ½ - 2 (j-1) 	
i = 2 .... R-1 




f(x 	j 	 A 






A (R) = - 1.0 
(A 2 
1 
B (R) = 	+ 1.0 + Nu Aw + NuAw 
AT — 
C (R) = 0.0 
1 
D(R)= 'R-1 + 'R 
(Aw)2 - 1.0 - Nu Aw - NuAw 
AT 	 R-1 
+ 4.0 Aw Nu (½ + 2(R-1) ) + (
Aw)2 T 	f(XR,yR) 
GALS ()2 
	- 





C (1) .= - 3.0 
1 
D (1) = '1-At 	
- 30) + 	+ (Aw)2 T 2 f(x*,y) 
L S (Aw) 2 	- 
+ 	 (X' 
A 	AT 	 1 	 1 
The tridiagonal systems are inverted using the "Thomas 
algorithm". 	For the first iteration at the time step 
i+1 	f is evaluated at time step i. 	Then from the res- 
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ulting inversion we calculate a modified f as, 
= f (XW, y ) ) 	where 2 
-(1) 
(1) 	'j + y.j and 	y - 2 
and repeat using the iteration relation, 
f(m+l) = f 	
(m-f-l) 	m+1) 
J 
- m+l 	Xm.+ *m+l 
where, X*  2 
m+l 	-'j 	+-g and 	y 	= 2 
we continue till, 




 where is a very small number (± 102) 
-m+l 
Then proceed to the next time step using 	y 	as 
9 , y for the new time level. 
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PART tt B" 
FIXED BED REACTOR 
INTRODUCTION 
The preceding chapters considered the behaviour of a 
single catalyst particle carrying out an exothermic-
reaction. 	In this part, stability and dynamic 
behaviour of the adiabatic fixed bed reactor are invest-
igated with the following objectives in mind:- 
to identify the important parameters affecting 
local stability of the reactor to arbitrarily 
small disturbances about the steady state. 
to characterize reactor stability in a practically 
useful way when the feed state is subject to 
disturbance. 
to study the phenomenon of'reeping" profiles 
more closely. 
This work forms the first step towards analysis of the 
general non-isothermal non-adiabatic reactor, involving 
both longitudinal and radial concentration and temperature 
gradients. 	In the adiabatic reactor radial gradients are 
assumed absent and analysis becomes that much more tenable. 
Study of the adiabatic fixed bed reactor is much more 
complicated than that of the single catalyst particle as a 
result of partiále/fluid and particle/particle interactiojis, 
which arise from additional heat and mass transfer resist-
ances. 	General mathematical models have been proposed in the 
literature to describe the adiabatic fixed bed reactor. 
A brief review is presented first to set the work in perspect-
ive. 
l7l 
These models can be broadly classified as, 
Continuum models 
Cell models 
Both of these classes have a similar internal subdivision 
in terms of heterogenéity,i.e.: 
Pseudo-homogeneous models 
Heterogeneous models' 
The pseudo-homogeneous models are subdivided with 
respect to the problem dimensions and the different 
mixing mechanisms considered. 
The heterogeneous models are subdivided with respect to 
the problem dimensions, different mixing mechanisms and 
the type of solid particle model used (lumped or 
distributed parameter models). 
Pseudo-homogeneous models assume no concentration or 
temperature differences between the flowing fluid and the 
stationary solid phase. 
Heterogeneous models are obviously more realistic than 
pseudo-homogeneous models, but, are more difficult to 
solve and contain more parameters. 
The above discussion applies equally well to both 
continuum and cell models. 
We shall briefly discuss first, the continuum models, 
and then review the cell models. 
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A. 	CONTINUUM MODELS (See Fig. (I)) 
I. 	Pseudo-homoqeneOUS models 
I.1' The .basic one dimensional model (plug flow model): 
The basic or ideal model which is used in the majority 
of publications on reactors assumes that concentration 
and temperature gradients occur only in the axial 
direction. 	The only transport mechanism operating in 
this direction is the overall flow itself, which is 
supposed to be ideal. 
1.2 One dimensiOnal mocel with axial mixing: 
In this model mixing in the axial direction due to 
turbulence and the presence of packing is accounted for 
by superimposing an "effective" diffusion mechanism 
upon the overall transport by plug flow. 	The resulting 
mass and heat fluxes are described by equations analogous 
to Fick's law for mass transfer and Fourier's law for 
heat transfer. 	The proportionality constants are 
"effective" diffusivities and conductivities.. This 
approach has been discussed in detail by Levenspiel and 
Bischoff (1.B) 
This model has received considerable attention recently, 
the reason being that the introduction of axial mixing 
terms into the basic equations lead to an entirely new 
feature, namely the possibility of non-uniqueness of the 
steady state profile through the reactor (2.B). 
Hlavacek and Hoffman (3.B) investigated extensively the 
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multiplicity regions of this model for the adiabatic 
case and a first order irreversible reaction. 
Vortymeyer and Jahnel (4.B) ,(5.B) recently used such a 
model to investigate the moving reaction zone phenomenon 
in fixed bed reactors. 	It is worth mentioning that 
they used a more refined formulation of radiation heat 
transfer than has been used in most earlier work. 
II 	Heterogeneous models: 
When the conditions in the fluid differ from those on 
the catalyst surface or interior, the models are called 
heterogeneous. 	They are of one-dimensional or two-- 
dimensional type. 
tI.l ' One dimensional model accounting for interfacial 
'gradient's. 
Mass and heat balance equations have to be written for 
both phases separately. 	Available correlations for mass 
and heat transfer between the bulk of the fluid and the 
solid surface have been reviewed (6.B). 	The distinction 
between conditions in the fluid and on the solid leads to 
an essential difference with respect to the basic one--
dimensional model, namely the problem of stability, which 
is associated with multiple steady states. 	This aspect 
was studied first independently by Wicke (7.B) and by 
Liu and Amundson (8.B). 	They showed, that for a given 
temperature and reactant concentration in the fluid phase, 
the catalyst particle may exhibit three steady states for 
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a simple irreversible exothermic reaction over a 
given range of particle size and fluid flow rate. 
In order for multiple steady states to occur it is 
necessary that the activation energy and heat of 
reaction be relatively high. 
In terms of fixed bed reactor operation this finding 
means that the concentration and temperature profiles 
are not determined solely by he :feed condition (and 
the surrounding temperature) but also by the initial 
conditions from which the reactor was started up 
Liu and Amundson (8.B) showed from transient computat-
ions that typical temperature profiles through the reactor 
display a discontinuous jump from a relatively low temper- 
ature, close to the feed temperature, to a high temperature, 
corresponding to the adiabatic temperature rise. This 
behaviour, commonly referred to as ignition, is a result 
of adjacent layers of catalyst particles existing in low 
and high temperature stead' states. 
Eigenberger (9.B) showed that the reactor became ignited at 
the inlet as a result of heat conduction through the solid 
phase becoming important at the ignition point. This 
result is not obtained however from the cell model, which 
provides a more realistic approach to the ignition problem, 
involving, as it does, very steep gradients through the 
reactor. 
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11.2 One dimensional model accounting_for interfacial 
and intraparticle gradients. 
The following model is one dimensional with respect to 
the fluid field. 	When the resistances to mass and heat 
transfer within the catalyst particle are important, 
the rate of reaction is not uniform throughout the 
particle. 	The particle is then described by parabolic 
partial differential equations which have to be integ-
rated together with the fluid field equations. 
For steady state conditions use is often made of the 
concept of effectiveness factor. 	The catalyst effect- 
iveness is a factor which multiplies the reaction rate, 
evaluated at the bulk fluid conditions, to give the 
overall rate which is actually obtained within the 
catalyst. 
Hansen (10.B), (ll.B) has recently used the collocation 
method coupled with the method of characteristics to 
study the transient behaviour of a fixed-bed reactor 
using such a model. 
B. 	CELL MODELS (See Fig. (II)) 
The same classification listed earlier applies to the 
cell model. 
In the cell model the mixing is described by a series 
of perfectly mixed cells, rather than in terms of Fick's 
and Fourier's laws. 	The relation between the number of 
cells and the Peclet numbers of the continuum model 
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Pseudo-homogeneous 
Simple Cell Model 
System of O.D.E. 











Coupled system of O.D.E. must 
be solved simultaneously 
Fig. (II) 	Classification of cell models. 
*With respect to catalyst particle models the same 
subdivision as that in the continuum model applies. 
is well known. 
The principal idea of the cell m?del is to regard fluid 
mixing as occurring in a discrete sequence of stages, 
each stage being a little CSTR. 	Particle diameter then 
becomes the natural measure of length and the "void" 
volume associated with a particle becomes the volume 
element for the balances. 
We shall discuss briefly the various cell models that 
have been used in the literature. 	These cell models 
can be either of one-phase (pseudo-homogeneous) or 
two-phase (heterogeneous) in character. 
Our discussion will be with reference to the hetero-
geneous models. 	The pseudo-homogeneous case follows 
directly by neglecting the heat and mass transfer 
resistances between the two phases. 
One dimensional cell models. 
1. 	Simple cell model (uncoupled): 
In this simplest model, it is assumed that each layer of 
particles is immersed in a cell of fluid and each cell 
is connected to adjacent cells by the fluid flow. In 
each cell the fluid is assumed perfectly mixed; the 
volume of the cell being equal to the cross-sectional 
area of the tube x particle diameter. 	This is certainly 
not a very realistic model, nevertheless it is a useful 
first step in the investigation of this complicated system. 
The steady state of this model can be solved by a simple 
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marching technique (13.B). 
Comparison of this model with plug flow continuum 
models has shown in a limited number of cases a remark- 
able similarity in the concentration and temperature pro-
files. 	In fact, it has been shown that the general feat- 
ures of the solution are very similar to experimental 
results obtained by Wicke (14.B). 
Geometrically coud cell model: 
In the geometrically coupled cell model, it is considered 
that a fluid cell has contact with the front half of 
one particle and the back half of the particle in front 
Of it. 	This model has been studied by Vanderveen et al 
(13.B), and recently has been modified by Rhee et al (15.B) 
to account for thermal conductivity in the solid phase. 
Radiation cell model: 
In reactors which operate at very high temperature 
radiation of heat from one particle to another may be import-
ant. With exothermic reactions, the reaction tends to take 
place in a very narrow zone with a very large temperature 
increase over a very short length. 	Transport of heat by 
radiation must then be considered and this is most easily 
done by a cell model. 	Because of this coupling a 
straightforward marching technique for computation is not 
possible. 
Calculations have shown that the temperature and concent-
ration profiles with this model may be considerably 
different from those of the simple cell model, the result 
being that the reaction zone is moved towards the inlet 
and the time required to come to steady state is 
substantially increased. 	A radiation cell model has 
been Used by Vanderveen et al (13.B), as well as Berty 
et al(16.B). 
The same sub-divisions exist regarding the particle 
models as in the continuum case - i.e. lumped, semi-
distributed and distributed models. 
Chapter B.I. Simple cell model 
We shall start by analysing the simple cell model: 
because of its simplicity. 
The simple cell model assumes the reactor behaves as an 
array of continuous stirred tank reactors, arranged in 
series. 	Geometrically, each stage is a cylinder the 
diameter of which is equal to the tube diameter and of 
length equal to a particle diameter. 
The stages are coupled only by the fluid flow. 	This 
simplification allows the computations to be performed 
sequentially for each cel along the length of the reactor. 
More realistic though less tractable models allow for greater 
cellular coupling through particle/particle conduction and 
radiation heat transfer. 
The following assumptions are made:- 
(i) The bed porosity, the heat capacity and density of 
the fluid and of the catalyst particles, and the 
interphase : heat and mass transfer coefficients all 
are constant i.e. independent of time and spatial 
l. 1 
position. 
Heat and mass transfer between-the packing and the 
fluid stream occur by convective transport across a 
stagnant fluid 'film' at the external surface of 
the catalyst pellets. 
Intraparticle mass and temperature gradients are 
negligible. 
The reactor is adiabatic. 
1.1 	Mass and Heat balances 
Let us take mass and heat balances on cell no. j. for a 
single irreversible reaction: A-B 
Y3. 	 Y3 
	 EL1 1 (B 
2 	 3. 
	
1.1.1 Mass and Heat balances on 	particle 
A mass balance on unit void volume of a spherical particle 
of radius R neglecting intraparticle gradients gives, 
dC*. 
Edt 	g k (CAj_Cj 	s )Pra 	 (B. 1) 
where 
r = k C*C -k C a 	aAj v dsj 
is the net rate of adsorption of reactant A, expressed as 
moles/ (time) (gm. catalyst) 
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A mass balance on the internal solid surface gives, 
where 
dC. - 	= r -r 




is the intrinsic rate of surface reaction, expressed 
asmoles/(time) (gm. catalyst). 	C 	refers to theAj 
concentration of reactant in the intraparticle fluid 
above the surface (mole/cO), CAj  is the concentration of 
reactant in the bulk fluid phase (moles/cc). 
the adsorbed concentration (moles/gm. catalyst) and 
is the concentration of vacant sites. 
If , for simplicity, we restrict our attention to the 
case of low surface coverage and equilibrium adsorption - 
desorption (c.f Chapter (A.II)), then equations (B.l) and 
(.2) can be combined into the single equation 
* 
dC * 	 - 	* 
(C 	- C .) - Aj s (c + P K 	
Aj = 	 p k K C C k 
Aj A m Aj s A mdt 	R g 
(B.3) 
where Cm  is total concentration of sites, KAis  the equil-
ibrium adsorption coefficient. 	Note that by taking K  
outside the differential in equation (B.3) we have 
implicitly assumed an average value over the temperature 
range in question. 
The mass capacity of the void volume is always much 
smaller than that of the internal surface (c.f. Chapter A.II) 
p K e << s A Cm 
l3 
Reactant accumulation in the void space can, therefore, 
be neglected. 
The rate constant k appearing in equation (B.3) is 
represented by an Arrhenius expression 
k = k0 exp( -.E/RGT) 
with k0 being a pre-exponential factor and E the intrin-
sic activation energy. 
Casting equation (B.3) into a normalised form gives, 
* 
dx. 	 - 	 * 
a 	= xi - x i* - . eXP('Y'/Y) X 	(B.4) 
3 =t 
where,, 
• R 	K  Cm 
a= -3k 
g 





• C . 
X =...!I.;L• 





T f  and Crf are constant reference temperature and 
concentration. 
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Taking a heat balance over the particle, assuming no 
temperature difference between the solid internal 
surface and the void volume and neglecting the fluid 




P C 	 = 	h (T -T ) + p (-AH) r s psdt 	R j sj 	s 	r s 
+ PS 
r  (B.5a) 





K CC, sj A m Aj 
in normalised form equation (B.5a) becomes, 	 * 
dy. . 	 dx. 
a dt = yj - 	 T x i exP(_Y/Y) +A a 
(B, 5) 
and where, 
a = 3 h 
• .(AH)T kg  Crf 
hT f 
(-H) = (-AH) + (-LH) T 	r 	A 
(_AH)A kg  Crf 




1.1.2 Mass and heat balances on the fluid phase 
For the bulk fluid phase we get the following mass and heat 
I normalisedt balance equations, 
1&5 
	
dx. 	 * 
a dt 
= M (X. 1 - X.) - (X. - X.) 	(B.6) 
dy. 
2 dt 	
= H (y. 1 .- Y) - 	- y) 	(B.7) 
where, 	. 	
- 	F/VC 
a= 	, M = - 1 	•v g 	Vkg 
..C.pfCf+.dtÔPw Cw /\Tc 
2 
F. .P.f. C1f/V 
H = 
v  
where P f ,  , p refer to the densities of the fluid and the 
wall, C f , C( are the specific heats of the fluid and the 
wall, V is the volume of cell, d   is the inside diameter 
of the reactor,. Ô is wall thickness and v is the external 
catalyst surface area per unit volume of bed. 
1.1.3 Summary of model equations 
The dynamics of each ce11 are represented by four 
ordinary differential equations which represent the 
accumulations of reactant mass and heat in the packing, in 
These the void space between packing, and in the wall. 
equations are of the form; 
* 
dx. 
a -€.- = X. - 	- 	ex(-i/ 5 ) X 
.dy.. 	 - 	 * 
ad = y 	y5 dX*T exP(
-Y/Y) X 
+ ' a dt 




a 	= M(X. 1 - X.) - (X. - X.)dt 
	 (B.6) 
dy. 
a 	=H(yj _ l - 	- 	- 
	 (B.7) 
subject to the inlet conditions, 
YF 7F(t) 
XF = XF(t) 
TF.(.t) 




and the initial conditions, 
yj =yjo 
X . = x. 
J 	Jo 
ysj = Ysjo 
* 	* 
x. =x j j O 
t = 0, j = 1, 2, ..., N  
1.2 	Steady state determination: 
The steady state equations are obtained by setting the 
transient terms in equations (B.4 1 B.5, B.6, B.7) equal 
to zero. 
This yields the following set of algebraic equations 
for the steady state of the system, 
* 	- 	 * 
X. - X. = 	exp(-y/y ) X. sj 	j 	 (B. 10) 
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* 
yj - 'sj = - 
	T exp(y /Y ) X. 
	
(B. 11) 
X. - X. = M (X_ 1 
 - xi ) 
	 (B.12) 
- 	= H (y.1 - 	
(B.13) 
(i = 1, 2, ..... N) 
By summing the first J equations an overall energy 
balance is obtained, 
H 	- 	= OT M (XF - X) 	
(B.14) 
We define ymax  to be the temperature for which 
Xj = 0 to obtain, 
Hmax 	YF)TMX? 
	 (B. 15) 
Then equations (B.14) and (B.15) can be combined to 
give, 
H 'max - Y) BT.M X 	 (B.16) 
Equations (B. 10) and (B.11) can be used to eliminate 








. exp (-y/Y .  sj ) 
= 1 + a exp( -y/) 
Equation (B.17) enables the possible values of y to besj 
determined for a given value of y. from the intersection 





























all straight lines Q1 pass through a common point 
S at 	max and Q1= M 
Vanderveen et al (13.B) have suggested the following 
procedure to determine graphically the change of temper-
ature with cell number j. 
1.2.1 'Graphical marching technique (13.B) 
Equation (B.13) can be rearranged to read 
TH 	'r - 'J-1 = "sj - 	 (B.18) 
By writing equation (B.i6) for J and J-1 we obtain 
YmaxYj 	- x 	- 	M 
max - 'j-i - x 	 - M 	 (B.19) 
Thus by multiplying equation (B.17) by M(M + 	and 
use of equations (B.18) and (B.19) one obtains, 
* 	M 	 M 	* 
	
= i& (y_yj_) = ____ = Qii 	(B.20) 
. QI 
Thus, all the Q lines must pass through a common point 
S for which y = 	and Q = 	
. A simultaneous 
sJ 
use of Q and Q curves with Q and Q11 curves enablesII 
one to determine the temperature profile by the following 
graphical marching technique (Fig. B.0) 
For a given y_1 determine by use of 	and I 	II 
curves the value - of y5, say b. 
Determine from the Q 	the value of ó. for 
Ysj =b say c. 
Draw a straight Q1 line through the point S and 
to determine the value of y• 
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(iv) 	Repeat for the next cell and so on. 
When multiple intersections occur between the Q and Q II 
curves this procedure can be used to determine all 
possible steady states. 
However, transient computations are necessary to determine 
which of these steady states will be obtained from a 
given initial condition. 	Stability considerations can 
be used to reduce the number of feasible steady states. 
1.3 	Stabilitanalysis: 
In this section we employ the linearization principle to 
examine the asymptotic stability of the steady state of the 
reactor to arbitrarily small perturbations. 	This exercise 
is useful as a first step in uncovering the important 
parameters affecting reactor stability. 	We should bear 
in mind that this analysis leaves unanswered two of the 
important remaining problems; 
is the steady state asymptotically stable to large 
perturbations (i.e. globally asymptotically stable); 
if the asymptotic stability is local and not global 
what is the region of asymptotic stability (R.A.S.) 
of the steady state? 
These questions are difficult to answer. 	Invariably, 
we must resort to numerical methods. 
Most of the work to date in reactor stability has dealt 
with stability of the free system (stability in the sense of 
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Liapunov). 	The second class of stability problems - 
input-output stability of forced systems - is of more 
practical importance. 	We shall focus our attention on 
this problem later. 
The strategy followed here to obtain an insight into 
the asymptotic stability character of this model is as 
follows: - 
We derive stability conditions for the single 
particle when only the particle temperature and 
concentration are disturbed. 	In other words, 
we assume the bulk conditions to remain at their 
steady state values when the particle is infinit-
esimally disturbed. 
We investigate how these conditions vary as the 
particle conditions vary along the length of the 
reactor. 	Notice that we based the system 
variables and parameters on constant reference 
temperature and concentration. This means that 
only the particle temperature and concentration 
vary along the reactor, the parameters remaining 
constant. 
We then derive stability conditions for the whole 
bed, accounting for transient changes in temperature 
and concentration of both the solid and fluid phases. 
Finally, we try to discover what additional stability 
conditions to those of the single particle must be 
satisfied to ensure stability of the reactor. 
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1.3.1 Asymptotic stability of the single particle 
The particle equations are linearized about the steady 
state and classical stability analysis is performed. 
The bulk conditions are assumed to remain constant. 
This analysis gives the following pair of necessary and 
sufficient conditions for asymptotic stability of part- 
icles in the j'th cell to arbitrarily small perturbations, 
Static condition: 
cc g 	>;g • 
lj 2j 
Dynamic condition 






g2 = ___ j) 
ss 
and f= exP(-Y/Y) X.sj 
Subscript ss designates steady state value. 
We shall refer to condition(B.21)as the static condition, 
since this contains only steady state data. Condition 
(B.22) on the other hand contains dynamic parameters 
a ,a and 	and is referred to as the dynamic condition 
3 	4 	 A 
The stabilizing effect of AiS  obvious from (B.22) 
Steady states that violate condition (B.21) are always 
unstable and we shall concentrate our attention on the 
stability of those steady states that satisfy the static 
condition. 
The pseudo-homogeneous model of Liu and Amundson(8.B) 
assume's, a 	Or condition (B.22) is satisfied automat- 
3 
ically. 	The static condition, therefore, is sufficient 
for stability. 	For the more physically realistic active- 
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site model 	can be greater than 1 (c.f. Chapter A.II). 
In this case  (B.21) does not imply condition (B.22). The 
static condition is necessary but not sufficient for 
stability. 	It is the critical value of the capacitance 
ratio 
a3  above which the system becomes unstable that 
a 
concern us here. 	In fact, it is easy to show that if, 
a 
- < 1 	 (B.23) a 
4 
then the static condition is sufficient for asymptotic 
stability. However for > 1, the steady state can 
still be stable because the criteria (B.23) is conservative. 
The exact value of the critical ratio 	can be obtained 
a 4 
from (B.22) which can be rearranged in the following form, 
.1+. cc g1 	 (B.24) 
a 	 - 	
g2 - 1) 
This condition can be checked for each cell from the 
knowledge of the system parameters and steady state solution. 
However it will be useful to obtain some sufficient stability 
condition in termsof the system parameters only, which 
inevitably will be conservative compared with the exact 
condition (B.22). 
5.3.2 Stability conditions in terms of system parameters 
only 
We concentrate our attention on steady states that satisfy 
the static condition (B.21). 
A necessary condition for the instability of a steady state 
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that satisfies the static condition is that, 
cc g 1 . ( 	— 1) — 	A g2 > 1 	 (B.25) 
Obviously this condition can never be satisfied if 
< 1 (since g1, g 2  are always positive). 
To simplify this condition we note that since g 2 >O, 
condition (B.25) can only be satisfied if, 
cc glj(
. 3 
 — 1)> 1 	 (B.26) a. 
Condition (B.26) is a necessary condition for instability. 
A sufficient condition for stability, that is somewhat 
conservative, follows immediately from (B.26) by reversing 
the inequality sign 
Oc g 	(L — 1) < 1 
For the simple reaction under consideration the above 
stability condition reduces to; 
exp(y/y 5 .) 
- 
k 	 Oc 
(B.27) 
changes with j, however we can obtain a conservative 
sufficient condition by demanding that, 
exp(y/y .) 




which gives the following sufficient stability condition 
in terms of the parameters, 




'max = F + 
	H X. 
Condition (B.29) is an improvement over the previous 
condition (B.23). 
Consider for example the following set of parameters, 
y=30, o=2xl05, T 05 ' 
 M4, H=3 , XF =1.0 YF=i° 
Condition (B.24) gives 
a 
	< 331 as a sufficient condition for particle 
If 
stability, which is always fulfilled for any realizable 
capacity ratio. 
Note that the effect of transient changes in the temper-
ature and composition of the flowing gas stream on reactor 
stability have been ignored in this analysis. 	This more 
complex problem is now considered. 
1.3.3 	Stability of the complete bed: 
This section extends the previous analysis by considering 
stability with respect to perturbations in both the particle 
and interstitial fluid states. 	Details of the analysis are 
given in Appendix (B.I). 	Only the main results are 
presented here. 
We shall concentrate on relating the stability conditions 
to those single particle stability conditions with special 
reference to those steady states that satisfy both of the 
single particle stability conditions. 
1. 	FIrst stability condition 
From Appendix (B.I) the first stability condition is, 
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•l+ H 	1' + M 	g2 	- 	- 1 	1 + 	g1 . 
+ a 	+ 	a - a a 
2 4 	 3 
(B.30) 
If the particle satisfies the two stability conditions 
derived previously (equations B.21 and B.22) ° from the 
single pellet analysis, then (B.30) is satisfied automatic-
ally, since 
+ H + •1 •+ M •> 
a 	. 	a. 
2 1 
(B,31) 
2. 	Second stability condition 
The second condition can be arranged to read, 
1 + 	 g21 T +aa 
	[(1 + :- i : 
a 	 a (1H) 
(1 + 	 g2 	- 	
l 





.1 	> a a 
2 	' 
(B. 32) 
If the particle satisfies stability conditions (B.21) and 




(1 + M) (1 +H) > + __i. a a. 
3 
(B. 33) 
Therefore if condition (B,33) is violated the bed can be 
unstable although the particle is stable. 	It is instruct- 
ive to examine the physical significance of the parameters 
in (B.33), 
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a1 	cell mass capacity (bulk phase) 	negligible, 
a particle heat capacity 
If 
- cell heat capacity (mostly the wall) 
a - - 	particle mass capacity 
if the wall heat capacity is negligible then 	-* 0 
and condition (B.33) will always be satisfied. On the 
other hand if the wall heat capacity is appreciable, 
condition (B.33) is not necessarily satisfied. 	In fact, 
wall heat capacity has to be. very high indeed to violate 
(B.33) and one would expect condition (B.33) to be always 
satisfied for all physically realistic cases. 	An 
important point to notice here is that based on the pseudo-
homogeneous model of Liu and Amundson a is very small, 
therefore even a small wall heat capacity may cause the 
violation of (B.33). 
3. 	Third stability condition 
The third condition can be written as 
M.H.(l + 7- ij 	T g 2 ) + 	H g1 - 
	M g2 	T>° 
(B..34) 
This condition can be termed the "static stability condition 
of the bed", since it does not contain any dynamic para-
meters. 	The first term is always positive when the 'static' 
stability condition of the single particle (B.21) is 
satisfied. 	In this case (B.34) is satisfied if, 
H g1 > M g2 	T 	 (B.35) 
18 





SiJ ss 	ss T (B. 36) 
notice that the left hand side attains its minimum 
value when y =  y and that the right hand side is sjss 	F 
maximum when 	= x jss 	F 
Therefore the sufficient condition for (B.36) to be 
satisfied (when.the particle static condition is 
satisfied) is that, 
YF 2 > M ii 	T XF (B. 37) 
1.3.4 Summary of stability analyses 
Single particle 
TWO conditions are necessary and sufficient for local 
stability of the steady state 
1 + g1 > 	T g2 	(static condition) 
-  1 + glj 	a 17 OT 	aA)g2 - i] (dynamic condition) 
I, 
Adiabatic fixed bed reactor 
Four stability conditions must be satisfied for each cell. 
Three of these conditions are satisfied if the single 
particle conditions a) and b) are satisfied and 
(1 + M) (1+ H) > -s- + .L 
glj >H 	T g2 
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The fourth condition is exceedingly complex and must 
be checked numerically. 
1.4 	Numerical results and discussion: 
Study of the dynamic behaviour and start up of the reactor 
requires the numerical integration of a large number of 
differential equations. 	The number of parameters 
involved and the large computation times make it impossible 
to carry out a comprehensive study.. Consequently, special 
emphasis will be placed on the effects of the particle 
mass capacity and the heat release due to adsorption. 
These effects have not been considered previously, 
The case studied is a bed of 50 cells in length; the 
physico-chemical parameters are such that all the particles 
are in the multiplicity region. 	This means the possi- 
bility of a great number of steady states for the bed as a 
whole. 	Ignition may take place at..any cell depending on 
the initial conditions and the transient behaviour of the 
system. 	 - 
Figs. (B.la,b) show the temperature and concentration 
profiles at different times during start up for a step 
change in reactant feed composition. 
Initial conditions are given on the graphs. 	The bed is only 
ignited in the last two cells. This partially ignited 
steady state will be blown out of the reactor (quenched) 
for a slight decrease in feed temperature or concentration. 
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There are, of course, other possible steady states for 
this system for which ignition takes place nearer the 
bed entrance. 	These steady states can be obtained by 
preheating the reactor before supplying the reactant 
feed. 	The computations in Figs, (B.la,b) were 
carried out assuming no heat release on reactant adsorp-
tion. Figs. (B.2a,b) show the effect of the heat of 
adsorption on start up for the same conditions as in 
Figs. (B. ja,b), except that 	 In this case the 
ignition takes place near the bed entrance (the 9th cell) 
and the steady state reaches its maximum adiabatic temper-
ature rise at the exit. 	The differences in behaviour 
for the two cases are quite dramatic. 	The differences 	in 
behaviour are due to the fact that the concentration wave 
(which is not accompanied by any direct heat effects when 
in this case is accompanied by heat release due to 
adsorption. Concentration builds up rapidly near the 
entrance under the imposition of a step increase in feed 
composition. 	Equation (B.5) shows that this build up in 
concentration will have the effect of causing the pellet 
temperature to rise quite rapidly (when 	0).. The 
reaction rate and the reaction heat release increase 
quite dramatically leading eventually to ignition. This 
kind of behaviour due to the additional coupling between 
concentration and temperature in equation (B.5) is not 
observed with previous models (13.B), which neglect the 
heat release due to adsorption. 
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Fig. (B. 2b.) Start-up. Simple cell model 
with A




It is important to note that the major effect of 
adsorption heat release is to raise the temperature 
of the bed to a sufficient level that the reaction 
ignites. 	Once the reaction has been ignited, the heat 
of adsorption plays a much smaller role. Fig. (B.3a) 
makes this point clear. 	A high temperature initial 
condition (yO) = 2.0) has been chosen. Such a high 
temperature causes an instantaneous ignition of the reaction. 
For this case the adsorption has no effect on the temper-
ature profiles. 
If, on the other hand, we start from a high temperature 
initial condition, but with Xç0) > O these undesirable 
start up conditions cause transient temperature runaway. 
Heat of adsorption, analogous- to the single particle case, 
damps down these transient temperature runaways. Fig. 
(B.3b) shows such a situation. 
Fig. (B.4a) shows the effect of a one-fold increase in the 
wall heat capacity on the ,transient behaviour. Fig. (B.4b) 
shows the different steady states obtained by varying the 
wall heat capacity. 
We now turn to the more physically meaningful coupled cell 
model. We choose to study a model in which the cells are 
coupled by radiation, since at such high temperatures 
(ignition) radiation is obviously the predominant mechan-
ism for heat transfer. 
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Chapter B.II. The Radiation Model 
There are several assumptions made in the radiation 
	
model. 	These assumptions are as follows: 
A catalyst pellet in the j th cell is assumed to 
radiate only to pellets in the adjacent (j-l) and 
(j+l) cells. 
The gas is non absorbing. 
The view factor is independent of position. 
The emissivity is independent of temperature. 
The system is described by the following set of differ-
ential equations, 
dX 
a 	= xi ._. 	- 	exp(-y/y.) X 	 (B.4) 
dy. 	 - 
a dt = 	- .y. + 	T exP(1/Y5) 9 + a 
dXt.  
+ R[Sj+lY 	+ 'sj 1 - 2y 	i dt  	- 	sjJ 
(8.38) 
a 	= M (X. 1 - X.) - (X. - X) 	 (B.6) 
a. dt 	
= H (y. 1 - y.) -. 	- 	 (B.7) 
where, 




F 	= view factor 
= Stefan-Boltzmann constant 
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• Boundary condition's: 
The first layer of particles receivesradiation only 
from the second layer. 	Radiation losses from this 
first layer are taken to be, 
RL1 = R.[Yi ( F 	Sl ) ] 
This gives, 	 * 
dy 1 - 	 * 	dx 
a dt S = y1 - y51 	T exp(-y/y 1 ) X1  + a A'dt 
+ R[2 - 2y 51 + F 2 
(B. 39a) 
The last layer of pellets receives radiation from the 
N_lt' layer. 	If we ignore'radiation losses from the 
last layer equation (B.38) becomes, 
.dy SN 	 ' 	- 	 * 
a dt = 	- 'sN + : T exp(Y/YSN) XN
dXN 
+ a A 	
+ R [ y4 N1 - Y SN] 




/ t = 0, j = 1, 2 1 ...., N 
Ysj 	sj0 
* 	* 	) 
xi = x o •) 
(B. 39b) 
(B. 40) 
Because-the i' cell is now coupled to the downstream 
j+1 th cell through radiation, the solution cannot be 
obtained by a marching technique. 	The complete set of 
equations for the bed must be solved simultaneously at 
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each time step. 
Numerical integration of the transient equations is the 
only available way at the present time of obtaining an 
insight into the transient behaviour of this system. 
We shall investigate the effect of different physical 
parameters (radiation, bed mass capacity, heat capacity 
and heat of adsorption) on the transient behaviour of the 
system. After that we develop some analytical expressions 
for the creeping profile caused by feed disturbances. 
11.1 NumeriCal results and discussion: 
We shall consider a set of parameters that have been 
used previously by Vanderveen et al (13.B) and later by 
Berty et al (16.B). 	This set of. parameters is chosen 
for easy comparison with published results. 	In till the 
cases we assume a = a- = 0. 
1 	2 
Vanderveen et al have shown that, during start up the 
particle temperature profile, after achieving a constant 
shape, slowly migrates (creeps) up stream. 	Berty et al 
have checked this and found no migration zone. 	They 
tried various values of the radiation parameter R and 
found that the migration zone is only obtained for a 
radiation parameter forty times greater than the one 
reported by Vanderveen et al. 	The results shown in Figs. 
(B.5) and (B.6) confirm those of Berty et al. Fig. (B.5) 
shows the temperature profiles during start-up for the 
radiation parameter reported by Vanderveen et al. The 
main feature of the results is the absence of a migration 
zone with the steady state reached in 20 minutes. 
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Fig. (B.5) Radiation cell model. Start-up with 
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Fig. (B.6) Radiation cell model. Start-up with 
high radiation parameter. 
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Fig. (B.6) shows the same case, except that the radi-
ation parameter is increased forty times. 	The results 
now show a creeping temperature profile and the steady 
state is reached in two hours. 
These results, together with those in the literature, 
neglect the effects of bed mass capacity as well as 
adsorption heat release. 	In what follows we shall invest- 
igate the effects of these. parameters on start up as well 
as transient response to feed disturbances. 
11.2 	Start-up 
11.2.1 Effect of mass capacity: 
When the mass capacities of the interstitial gas and the 
pellet are neglected (a= a = 0) the concentration wave 
propagates in an infinite speed, while the heat wave propa-
gates in a finite speed depending on the heat capacity of 
the bed. 	It has been shown in Chapter (A.II) that the 
particle mass capacity may be comparable to or even greater 
than the heat capacity. 	In practice, therefore, concen- 
tration disturbances travel with a finite speed. 	For 
the sake of clarity we shall assume for the moment neglig-
ible adsorption heat release. 	The finite mass and heat 
capacities of the bed give rise to some important inter-
actions overlooked by previous work. 
Figs. (B.6, 7, and 8) show the effect of increasing the 
pellet mass capacity parameter a on the transient temper-
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Fig. (B.7) Start-up. Radiation cell model 
with low pelletmass capacity,AO. 
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Fig. (B.8) Start-up. Radiation cell model with 
high pellet mass capacity, A=° 
is to delay the time for ignition (c.f. compare curves 
for t=6 mins). 	However, once ignition does occur the 
temperature rise involved may become extreme.Fig. (B.8) 
shows the extremely interesting result of very peaked 
temperature profiles with transient "hot-spots" far 
exceeding the adiabatic temperature rise. This import-
ant behavioui is not predicted by previous models which 
have neglected the mass capacity altogether. 	Quite 
obviously, this type of behaviour, if occurring in 
practice, would present considerable problems during 
start-up. 
II.2.2 	Effect of adsorption heat release 
The effect of adsorption heat release, as discussed 
earlier for the simple cell model, is to preheat :he early 
cells of the bed at early times and therefore cause 
ignition to take place nearer to the entrance of the bed. 
This is shown very clearly by comparison between Fig. (B.7) 
and Fig. (B.9). 	Fig. (B..7) neglects adsorption heat 
release. 	Ignition occurs at t=6.0 mins towards the tail- 
end of the reactor. 	The reaction zone migrates towards 
the bed entrance with the steady state being reached after 
two hours. 	In Fig. (B.9). where adsorption heat release 
is taken into account, the ignition occurs at t=2.0 mins. 
close to the bed entrance (loth cell). The reaction zone 
migrates toward the entrance with the steady state reached 
in 50.0 minutes. 
It is interesting to examine the effect of adsorption 
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Fig. (B.10) Start-up. Radiation cell model with 
High pellet, mass capacity. 
heat release on the example with high mass capacity and 
transient temperature "runaway" (Fig. (B.8)). Fig. (B.lO) 
shows transient temperature profiles for this case. No 
temperature "runaway" now occurs. 	Ignition takes place 
very close to the entrance. 
The above examples show very clearly the significance of 
mass capacity and heat of adsorption. 
11.2.3 Summary 
The above series of examples demonstrate the complex 
character of the dynamic behaviour of the adiabatic fixed 
bed reactor. 	Transient behaviour is strongly influenced 
by the radiation coupling between cells. 	The effect of 
radiation is to cause the ignited zone to "creep" towards 
the reactor inlet and the time required to reach steady 
state is considerably increased. 	These findings are in 
agreement with other workers. 
The effect of the particle mass capacity has not been 
considered previously, however. 	It was found that, 
within the practical range, increasing the pellet mass 
capacitytended to cause the appearance of severe transient 
"hot-spots", exceeding the adiabatic temperature rise. 
The inclusion of adsorption heat release in the model 
also had a strong influence on dynamic behavthur. This 
caused the early cells to be preheated and promoted ignition 
nearer to the bed entrance. 	Quite complicated behaviour 
may result when the effects of pellet mass capacity and 
adsorption heat release are studied together, stressing 
the need for accurate determination of these parameters. 
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11.3 Transient effects of feed disturbances 
(creeping reaction zone): 
When the reactor is at steady state any change in the 
feed conditions will cause the reactor to shift to 
another steady state corresponding to the new feed 
conditions. 	If the disturbance is removed and feed 
conditions are returned to their original state the 
reactor may or may not return to its original steady 
state. 	If the original steady state is globally 
stable (unique), then the reactor will return to its 
original steady state when the feed disturbances are re-
moved. On the other hand if the steady state is not 
unique the disturbances may take the system into the 
sphere of influence (region of stability) of another 
steady state and therefore when the disturbance is re-
moved the reactor shifts to this later steady state rather 
than its original one. 
Several authors (4.B, 13.13, 14.B, 15.B) have found, both 
theoretically and experimentally, that feed disturbances 
cause the reaction zone to creep forward or backwards 
towards the reactor inlet, depending on the position of the 
ignition point and the signs of the disturbances. A 
decrease in feed temperature or concentration causes a 
"forward creep." 	Previous workers have reported creep 
with constant velocity. 	Our results show that, in general, 
the creep is not of constant velocity but that it slows 
2 21 
down as the new steady state is approached. 	Obviously, 
the velocity of creep at the new steady state must be 
zero. 
From a practical control viewpoint we shall try to 
establish relations that predict the direction and rate 
of movement of "creep" in terms of the system parameters, 
the magnitude and duration of feed disturbances and the 
observable stateof the effluent. 
We shall first investigate the effect of differcnt para-
meters on the "creep velocity" with special emphasis on the 
effect of particle mass capacity and adsorption heat release. 
Secondly, we shall derive an expression of the "creep velo-
city" on the same lines as that of Rhee et al (1.B). We 
shall then discuss practical applications and suggest a 
safe algorithm for the control of such reactors. 
11.3.1 Effect :f adsorption heat release: 
Figs. (B.11), (B.12), (b.13) show the creeping profiles 
for a step decrease in feed temperature, .a step decrease in 
feed concentration and simultaneous step decreases in feed 
temperature and concentration, respectively. 	For these 
disturbances the reaction zone creeps forward towards the 
exit of the reactor.. 	The duration of the disturbance 
is 20 minutes and on removing the disturbances the system 
returns to its original steady state in all three cases. 
If the disturbance is sustained longer or/and the bed is 
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"Forward creep" is the result of quenching. of particles 
in the reaction zone. 	Quenching is accompanied by a 
build up of reactant concentration in the quenched 
particles. 	When adsorption heat release is considered, 
the concentration build up is accompanied by a build up 
of heat. 	This will have the effect of slowing down the 
decrease in temperature and consequently the rate of 
forward creep of the profile. 	By a similar argument, 
adsorption heat release also slows down the rate of 
"backward creep". 	In general, the effect of adsorption 
heat release is to stabilize the position of the reaction 
zone when the system is subjected to feed disturbances. 
This effect is seen most clearly in Figs. (B.11), (B.12) 
and (B.13). 
4 
As shown in Appendix (B.II), the velocity of the "creep" 
can be given in analytical form as, 
M 
N(t) 
H 	 T 	ty] 
= a ..a 	 a+a 
a T a 2 [y] 	a 	y) 
(B. 41) 
where,, 
N(t) 	cells travelled per minute 
[x) exit concentration - feed concentration 
yJ 	exit fluid temperature feed temperature 
It is clear from (B.41) that a positive value of 
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always negative. 	We notice also that the effect 
A on N(t) increases as the mass capacity (a) 
increases. 	We shall have more to say about the practical 
use of (B.41) later. 	A last point to observe from 
these results is that the reaction zone travels much 
faster for feed temperature disturbances than for feed 
concentration disturbances. 
11.3.2: Effect of pellet mass and heat capacity 
The effect of increasing the pellet heat capacity is 
intuitively to decrease the speed of the travelling zone 
and this is shown in Fig. (B.14). 
The effect of particle mass capacity is complicated by 
the accompanying effect of adsorption heat release. We 
shall first discuss the effect of mass capacity in isol-
ation to the effect of adsorption heat release. As 
shown in Fig. (B.15) an increase in the pellet mass cap- 
acity causes the temperature profile to f1atn and increases 
the 'creep' velocity. 	Fo'r the case in Fig. (B.15) the 
reaction is "blown out". 
This can be explained on physical, grounds. 	The "forward 
creep", as explained earlier, is accompanied by quenching 
of some particles. 	Quenching is also accompanied by an 
increase in reactant concentration in the particles. The 
necessary reactants for this concentration build up must 
come from the fluid. 	The higher the mass capacity of the 
particle, the greater the reactant take up from the fluid 
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stream. 	Consequently, the lower the concentration of 
reactants reaching the reaction zone during the transient 
period. 	Therefore, the reaction zone moves forward 
faster, as well as flattening out, due to lack of sufficient 
reactants to sustain the high rate of reaction in the 
reaction zone. 
When adsorption heat release is considered the concent-
ration build up in the quenching particles is accompanied 
by heat liberation. The heat release due to adsorption 
increases as the mass capacity increases. Therefore, in 
this case, increasing mass capacity has two opposing effects, 
one slowing down the travelling reaction zone and the other 
speeding it up and tending to cause quenching. 	In Fig. 
(B.16) the latter has a light1y stronger effect than the 
former and therefore causes a slight increase in the 
velocity of the creeping profile. 
11.4 	Stability of the reaction zone to feed disturbances 
When the feed conditions are disturbed the reaction zone 
may move backwards or forwards depending on the nature of 
the disturbance. 	If the feed disturbance is a step 
decrease in concentration and/or temperature the reaction 
zone will move towards the exit of the reactor. The reac-
tion may be quenched depending on the nature of the new 
steady state and the duration of the disturbance. 	The new 
steady state corresponding to the new feed conditions, can 
be obtained by solving the steady state equations. All 
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(stability here is used in the ignition - extinction 
sense) is to calculate the velocity at which the 
reaction zone moves towards the exit of the bed. 
To this aim we shall make use of formula. (B.41)derived 
in Appendix (B.II). 	Some physically reasonable assump- 
tions are made and then an upper bound on the velocity 
of the. reaction zone is obtained which does not require 
numerical simulation. 	However, this upper bound is 
only valid under certain restrictions. 	Violation of 
these restrictions leads to an interesting stability 
analysis. 
11.4.1 	 bound on the creep velocity 
The formula for the velocity of the reaction zone is 
given by (B.41). 
the limiting case 
inadequacy of the 
transients assume 
we introduce into 
capacities of the 
In w!'it follows we shall first consider 
of "perfect creep". 	Subsequently, the 
formula will be brought out when natural 
importance. 	The first simplification..---  
(B.41) is to neglect the heat and mass 
interstitial fluid in the cell i.e.; 
a = a = 0. 	Then equation (B.41) reduces to 
1 	2 
 
1. .+ 	MCXI 
N(t) = 	 T H [y] 	 (B.42) 
a 	1 + 11 ( - ) a 1 	T A[y] 
From this relation we can see that an increase in the 
pellet mass capacity parameter a will always increase the 
[x 
velocity of the reaction zone (since 	 ] T> A and - is 
negative) . 	On the other hand, an increase in adsorption 
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exothérmicity (BA) decreases the velocity of the reac- 
tion zone. 
When the reactor is ignited and the system is at steady 
state, the temperature rise across the bed is almost 
equal to the adiabatic limit and the exit reactant concen-
tration is almost zero. 	Under these conditions we have, 
y] BT 	XFI x] 
If the feed temperature and/or concentration. are changed, 
the reaction zone either moves forwards or backwards. 
This motion continues untill the system achieves its new 
steady state. 	If the new steady state is also "ignited" 
then the exit concentration will again be almost zero and 
the exit temperature is equal to the new feed tem:u?erature 
plus the adiabatic temperature rise corresponding to the 
new feed conditions. 	During the transient period N(t) 
can be computed from (B.42), but this will require the 
numerical solution of the model equations to obtain 
, 	. 	However, in 'fact, one can obtain an upper 
bound on the velocity of the creeping profile from simple 
physical arguments without the need for numerical simulation. 
Suppose the system is at steady state denoted by a in Figs. 
(B.17a,b) and that the feed conditions are YFV XF1. 
Then the exit conditionS(if the steady state is ignited) 
will be 
Consider a simultaneous decrease in feed temperature and 
concentration, and suppose that the steady state correspond- 
ing to the new feed conditions is also ignited and denoted by 'b'. 
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At very early times, before the disturbance reaches the 
exit, we obtain the following approximate expression 
(see curve c on Fig. (B.l7a,b). 
YFi + 
 H O  + 	Xfl) - 'F2 
and, 
1I+ 	-X 
From this we can obtain the velocity of the reaction 
zone at very early times as,. 
M 	 (_XF2) 
l+TH - 
+ 	H 	 ._. . 	FlF2 + 
	X
- ' F1 
a (-X ) ( 	-) F2 	TA
a 
Fl 'F2 + T H XF1 
(B.. 43) 
It is easy to show that (B.43) gives the highest velocity 
during the transient. period, providing that the following 





To show this consider the situation at some time t=tl 
where tl> 0. 	The time ti is defined such that the disturb- 
ance reaches the exit at some time t<tl. Since the bed is 
ignited the exit concentration remains almost zero. There-
fore, 
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Fig. (B.17) Schematic diairam for the derivation of the upper bound on the velocity of creep. 
and, 
(,] 	 = 	+ T H XF1) - 	ti ti Fl 
where 6 	 is the temperature decrease at the bed exitti 
at time t=tl (see curve d in Fig. (B.17a). Substituting 
these relations in (B.42) gives, 
N(tl)=( H- ) 
T 	 M 
(YF1T 'F2 + T H XFl 	l 
a 	(-X F2 	- + 
a 
' 	' F1 F2 + 	X-6 ti 
(B. 45) 
Obviously N(t1):<N(0) if (B.44) is satisfied. 





F1 	F2 i 	H XF1 - 
and observe that (t) increases as we approach the new 
steady state, then we can conclude that N(O+)  is the 
highest velocity during the transient period. N(O+) 
therefore, gives an upper bound on the velocity of the 
reaction zone. 	Now if condition (B.44) is violated we 
may obtain negative value of N(t), which indicates a 
wrong directional movement of the reaction zone. 	This is 
discussed in detail in the following section. 
11.5 	Stability analysis 
The analysis in this section is based on formula (B.42) 
2.36 
and, therefore, is subject to the same restrictions 
implied in its derivation. 
11.5.1 The initial direction of creep 
Condition (B.44) is not always satisfied. This point will 
be discussed here in detail. 	First we shall show how 
condition (B.44) was obtained. 
Write (B.45) in terms of B(t) at any time t as follows: 
- 	B(t) 	- 1 T 	 A(t) 
(t) C N(t) = 	1 - 	 B(t) 	
(B.46) 
	





T' . H [] 
Let us examine the initial sign of N(t). 	If the disturb- 
ance is a decrease in feed conditions we shall have, 
B(O+)< 	H 	
(B.47) 
Therefore A(O+)  (A at tOT') in (B.46) is positive. 
If, 
a4 	•BT 	H 	 (B.48) 
+ 
then C(O ; )in (B.46) is positive, and therefore N(O ) is 
positive. The creep is in a forward direction towards 
the new steady state. 
However, if, 
a _! 	(1 a 4 
then C(0)ca 




t-i be either negative 
either backwards or 
profile is initiall 
(B.49) 
or positive. An initial 
forwards. 	When C(O+)is 
V creeping in the opposite 
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direction away from the new steady state 
This will be the case if 
	
i - 	T 13A 
B(0) > 1 
11.5.2 	Velocity of "creep" 
Let us now turn to the velocity of creep. 
ing (B.46) with respect to B(t) we obtain, 
dN(t) 	H 	21 







A=13 - 	, A=— (13 -13) 
1 	T 2 	a 	T 	A 
4 
For a step decrease in feed conditions B(t) has its lowest 
value at the initial instant t = 0+, and then increases as 
the system approaches the new steady state. From equation 
(B.51) we recognize two situations. 	The first is when 
the following condition is satisfied, 
(i) 	A >A 
1 	2 	 1 	
B.52 
This condition makesdB( 
dN(t)  ) < 0. 
Therefore as B(t) increases N(t) decreases. 	Thus N(0+) 
is the highest "creep velocity" during the transient period 
and the creep velocity decreases as the new steady state is 
approached. Condition (B.52) can be written as, 
(1 -13A' 13T < 	
, which is condition (B.44). 
This condition is also sufficient to guarantee 'forward 
creep' towards the new steady state. 
23 
The second situation arises when the following condition 
is satisfied, 
(ii) 	A > A 	. 	 (B.53) 
2 	1 
In this case we have, 
dN(t) > 
dB (t) 
Now N(t) increases as B(t) increases. 	Thus initial 
creep velocity N(O+)  does not correspond to the maximum 
'creep velocity' during the transient period. 
Condition (B..53) can be written as, 
(1 - A'T >yjwhich is condition (B.49)which 
is a necessary condition for "wrong-directional" creep.. 
11.5.3 	Instability of the reaction zone (blow out) 
Instability of the reaction zone is defined in th3 follow-
ing sense: 
The reaction zone is unstable if at any time during the 
transient period the. velocity of the creep becomes infinite. 
This condition will lead to an instantaneous "blow out" 
of the reaction zone. 
Write equation (B.46) as, 
H 	..1..-.A 	
B(t) 
N(t) = 	1 - 	B(t) 	. 	 (B.54) 
Refering to section (11.5.2) we see that the first 





Satisfaction of (B.53) ensures that the creep velocity is 
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not bounded below the"initial creep velocity" at t=O. 
Consider the case in which the disturbances represent 
step decreases in feed temperature and concentration. 
This 'direction' of disturbance has the effect of moving 
" the reaction zone towards (or even beyond) the reactor 
exit, this leading to a potential instability problem. 
The initial direction of •creep is in a forward direction 
towards the reactor exit if 
1 - A B(0) > o 	 (B.55) 
Now as the reaction zone creeps towards the exit with 
increasing time, B(t) decreases, tending to its stationary 
value B(t) = 	, corresponding to the new steady state. 
Clearly then (because of condition (B.53)) there will exist 
some critical time t = tcr at which 1 - A 2 
 B(t) = 0 
and N(t) = 
For t < tcr the reaction zone will be continuously acceler-
ating until t tcr, the velocity suddenly becomes infinite 
and "blow out" occurs instantaneously. It is apparent that 
the duration of the disturbance now becomes a key factor in 
the stability' problem. 
11.5.4 	Summary of conclusions 
The major conclusions for the case in which disturbances 
represent step decreases in feed temperature and concent-
ration are, 
Forward 'directional' 'creep: 
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If the condition, 
(1- A'T < 	 S 	(B.44) 
is satisfied, the reaction zone moves forward with 
decreasing velocity which becomes zero at the new steady 
state. 	If the new steady state is ignited the reactor 
remains ignited. 
2 	Wrong directional creep 
If the condition, 
t 	B(0) > 1 	 (B.50) 
is satisfied, the reaction zone moves initially in the 
wrong direction:- i.e. in a direction away from the new 
steady state. 
3. 5  Instability of the reaction zone (blow out) 




- 	B(0) < 1 	
(B.55) 
are satisfied, the reaction zone moves forward with increas-
ing velocity until at some critical time t=tcr, the creep 
velocity becomes suddenly infinite and instantaneous "blow 
out" of the reaction zone occurs. 
For step increases in feed temperature and concentration 
similar arguments to those in section (11.5) can be used 
and the following conclusions apply (notice that in this 
24-1 
case B(t) has its highest value at t = 0 ) 
If the conditions (B.44) and (B.55) are satisfied, 
the reaction zone moves backwards with a stable 
approach to the new steady state. 
If condition (B.49) is satisfied, the reaction zone 
moves forward towards the reactor exit (wrong-direct-
ional creep). 
If condition (B.44) and (B.50) are satisfied wrong-
directional creep can occur initially. 
11.5.5 The effect of natural transients 
We are led to question whether or not these startling results 
are physically realizable or merely the products of an over-
simplified mathematical analysis, the oversimplifications 
being the result of neglecting the, natural transients. 
However, it is indeed worth mentioning here that wrong-
directional response analogous to this wrong-directional 
creep has been found experimentally by Hoiberg et al (17.B). 
The condition 
3 	,,, 	M 
a 	' 	1'A"T 1 H 	 (B.49) 
4 
seems to be the key factor which leads to the more interest-
ing and confusing phenomena reported. 
Let us first examine condition (B.49) closely. 	For gas 
solid system 	1 and 	> 0. 	Therefore the ratio 
has to be over unity for condition (13.49) to be 
satisfied. 	In other words the mass capacity parameter 
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of the pellet has to be higher than the heat capacity 
parameter. 	Extensive numerical investigation has 
shown that in all cases when 	the reaction zone a 4 	H 
changes shape during the creep. This change of shape 
makes (B.41) invalid since under these conditions, the 
natural transients cannot be neglected (see Appendix 13.11). 
ifl fact even a slight change in the shape of the reaction 
zone during creep makes (13.41) invalid and 
prediction of the sign of the reaction zon 
Figs. (B.18a, and B.18b) show such a case. 
N(t) from (B.41) using e'actvalues of [xJ 
numerical simulation give negative N(t) at 
Inspection of Figs. (B.18a and B.18b) show 
zone moves forward, i.e. N(t) is positive. 
previously presented results for high mass 
gives a wrong 
velocity. 
Computations of 
and [y] from the 
all times. 
that the reaction 
Also the 
capacity in Fig. 
(B.15) correspond to such a situation. 
11.5.6 Evaluation of "correct directional creep" 
From the preceding results and discussion it is clear that 
condition (B.44) must be satisfied for the analytical 
formula (B.41) to be of real use. 
Let us consider the case in Fig. (B.11). 	For this case, 
condition (B.44) is satisfied and we should expect a 
stable approach to the new steady state. 
Using formula (B.43) to compute the reaction zone velocity 
at t = 0+ (upper bound) we get, 
N(0) = 1.65 cells/minute 
Therefore the number of cells travelled in 20 minutes will 
be, 
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Nt20 = 33 cells 
The numerical results in Fig. (B.11) show that the 
number of cells travelled in 20 minutes is 30 cells. 	For 
the same case but with a = 0.3 we obtain, 
N(0+) = 1.3 cells/minute 
Therefore, the number of cells travelled in 20 minutes will 
be; 
Nt20 = 26 cells 
The numerical results give 
Nt20 = 24 cells 
For simultaneous feed temperature and concentration 
disturbances, let us consider the case in Fig. (B.13) 
and calculate N(0+) from formula (B.43) which gives, 
N(O +) = 2.52 cells/m'nute 
Therefore, 
Nt20 = 50.4 cells 
The numerical solution gives Nt20 = 48 cells. 
11.5.7 Practical limits on allowable disturbances 
In this section we shall try to answer, in a practical 
sense, the following question, 
"What are the limits if any, on the duration of step decrease 
in feed temperature and/or concentration which lead to 
"blow out" of the reaction zone?" 
a) An "ignited" new steady state: 
Part of this question can be answered from purely steady 
state considerations taken together with the analysis of 
velocity of creep. 
If the new steady state corresponding to the new feed 
conditions, is also "ignited" and if condition (B.44) is 
satisfied, then the duration of the disturbance is 
unimportant. The reaction zone will not be blown out 
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of the reactor. 
b) 	A "quenched" new steady state: 
If the new steady state corresponds to "quenching" of 
the ignition zone, then the duration of disturbance 
is critical. 
We can determine a safe limit on the allowable duration 
of disturbance by using the maximum creep velocity form-





L 	= 	reactor length 
F 	= 	distance of initial ignition zone from reactor 
entrance 
N(0) 	initial velocity of creep (number of cells 
travelled per minute.) 
= 	thickness of cell. 
11.5.8 Effect of pellet mass caacity on the unforced 
system stability: 
Figs. (B.19,20) show the effect of pellet mass capacity on the 
stability of the steady state to small disturbances in the 
state variables for constant feed conditions. 	For a 
3 
=0.48 
(Fig. B.19) the steady state is unstable, while for a= 0.12, 
0.29 the steady state is stable. For the case of a 
3 
= 0.29 
(Fig.B.20) the approach to the steady state, after a slight 
disturbance, is oscillatory. 
Checking the critical value of a for each particle of the 
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Fig. (B. 19) Effect of pellet mass capacity on the stability 








Fig. (B.20) Effect of pellet mass capacity on the stability 
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bed, from our previous single particle analysis and the 
steady state temperature and concentration, it was found 
that all the particles after the reaction zone (fully 
ignited) are stable to all values of a. 	However the 
particle in the reaction zone (particle no. 1) has a 





Fluid mass capacity coefficient, min.  
a 	Fluid (+ wall) heat capacity coefficient, mm. 
2 
a 	Particle mass capacity coefficient, mm. 
3 
a 	Particle heat capacity coefficient, mm. 
I. 
A ,A 	Defined by Equation (B.51) 
1 	2 
Concentration of A in the bulk phase of cell 
Aj 
no j, gm mole/cc 
C 	Concentration of A in the intraparticle void 
in particle no j, gm mole/cc 
Concentration of adsorbed A, gm mole/gm catalyst 
CF 	Concentration of A in feed, gm mole/cc 
C f 	Fluid heat capacity K Cal gm 0K 
Concentration - of vacant active sites, gm mole/ 
gm catalyst 
Cm 	Overall concentration of active sites, 
gm mole/gm catalyst 
CPS 	
Solid heat capacity, K Cal/gm 0K 
C 	Wall heat capacity,. K Cal/gm 0K 
E 	Activation energy of surface reaction, 
K Cal/gm mole. 
F 	Volumetric flow rate, 	Cm 3 /min 












H 	Dimensionless height of heat transfer unit 
(H)r Heat of reaction, 	K Cal/gm mole 
(tH)A Heat of adsorption, K Cal/gm mole 
(AH)T Overall heat of reaction = (-iH) + ( AH)A 
k 	Fluid mass transfer coefficient 
k 	Adsorption rate constant Cm 3 /gm mole.min 
k 	Desorption rate constant 	mm' 
k 	Reaction rate constant 	min 1 
Equilibrium adsorption constant, Cm 3 /mole 
Pre-exponential factor for reaction 
M 	Dimensionless height of mass transfer unit 
N(t) 	Number of cells travelled per minute 
(velocity of creep at time t) 
R 	Particle radius, Cm 
r 	Rate of adsorption, gm mole/Cm 3 sec 
r5 	Rate of reaction, 	gm mole/Cm 3 sec 
T 	Feed temperature, 
0K 
T 	Bulk phase temperature of cell no j, 0K 
TSj 	Solid temperature of particle no j, 0K 
t 	Time, mm. 
v 	External particle surface area per unit bed 
_1 
volume, Cm 
X 	= CF/Cf 
X. 	=C /C j Aj rf 
Xt 	=C*/C 
j Ai rf 
[x] 	= Exit concentration - feed concentration 
S 
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[y] 	= Exit fluid temperature - feed temperature 
y 	=T/T F F rf 
Sj rf 
M 
'max 	= 'F + T  XF 
Greek symbols: 
Dimensionless pre -exponential factor 
Dimensionless heat of adsorption 
Dimensionless overall heat of reaction 
Y 	Dimensionless activation energy 
Pf 	Fluid density gm/Cm 3 
PS 	Solid density gm/Cm 3 
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APPENDIX 	B.I 
StabilIty conditions for the simple cell model 
The system is described by the following set of non-








a dt 	= 	
- 'sj + ' T exP(_Y/Y 5 ) x + 
dX 
a — 
 - dt 	 (B.5) 
Cell: 
• dx. 
a 	= M (X. 1 - X.) - (X. - X.) 	 (B.6) 
dy. 	 - 
a 	= H (y_1 - y) - 	- y) 	 (B.7) 
Define,. 
** 
= X. - X j 	, 	= y 	- y 	, 	
= X.-. 
lj 	j 	ss 2j 	sj sjss 3j 	j jss 
f. 
= y - y 55 , f = exP( -Y/Y) X , g1= 
ac. 	
J 
g2 = , f 	= 	+ g1 . n j + g2. 2j 
sj 
where f is the linearized form of f.-obtained by 
Taylor series expanison for arbitrarily small perturbations 
about the steady state equations (B.4), (B.5) and (B.) 
and (B,7.) can be linearized into the form, 
• dii1. 
a 	= A1 . n 1 . + A 2 . n 	+ A3 . fl 3 •+ A 	11 4 
(B. 1. 1) 
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a .dr. = B1. 111j + B 2 . n 2 + B3 . n 3 + B4 n 4 
(B.I.2) 
d 
a 	3 j = c.n.+c.n.+c.n.+c.n. 
1 dt 	ij lj 	2j 2j 	3j 3j 	4j 4j 
+ M 13j-1 	
(B.I.3) 
a a 	= D1 111j + D
2 . 	+ ID3 . T13 + D4 fl 4 j 
+ 	 (B.I.4) 
where, 
A1 .=-(1+g1 ) 
A =-g 23 	2j 
= 1, A 4 . = 0 	, 
• 	=rc 	 - 
lj 1j ''T 	'A'. 	'A 	' 
B2 = c g2 	 - 1 
B3. = A' B4 
= 1, C1 . = 1,C 2 . = 0, C 3 . = -(1 + M), 
C 4 = 0, D.. = O f D2 . 	1, D3 . = of 
D 1 . = -(1 + M) 
and 
11 	=O, n 	=0 
30 	 '+0 
This set of linearized equations can be put in' the matrix 
form, 
dX 
'C 	= B X 	 (B.I.5) dt 
where, 
xT 	
=1 , Ti 	, Ti 
21 	3 , 
	v 1 	in 	in 	,n 	,......iTl 
1 '+1 	1 2 	22 	32 	42 	 iN 



















ro 0 0 ol 
0 0 ol 
=10 0 M ol 
L0 0 0 HJ 
A lj 
	
A. 	A. 2j 3j 
A 4j 

















Necessary and sufficient conditions for the asymptotic 
stability, of system (13.1.5) is that all eigenvalues of 
det 	(C_ I B 	- X I) = 0, have-negative real parts. 	Owing 
to the special form of the matrix B, the characteristic' equation 
can be written in the form 
det 	(C 1 B 	- X I) 	= W det(a A. 	- 	 X 	I) 	= 0 	(B.I.6) 
-- 
- 	 j=l J - 
After some lengthy algebraic manipulations the determin- 
ant in 	(B.I.6) reduces to 
det 	(CB 	A !) = jl 	+ + 






-' 	 - + L 
+a0 g1 	~ 1 ±M 
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(1+M) 	(1+cg1 .) (1+H) 
Q j 	= 2 a 	a 
1 3 
+ a 	a 
3 2 
-. 	(1 	• 	g1) (c 	92j 
1) 	+ 	(1-fM) 	(i±H) 
' (.1 .+ M)9 
2 i 	OT 
 -. 
g2 	T 
- 1) 	(1 + H) 
cc 
'92j 	9
1T  A ) 	-. 
- a  -. a  
(I + M) 	(1 + H) 	r 1_+9 13 g - - 1 







1 ) ( 	g2 - 1) E ±M + 1±H 
- 	.1 	rU + M) 	1 + 	gi g2 
a 	a L a - 	 a a a 	j 
+ 1 
a] 






• 	•1 . I r  1 
Qj4- 	a 	a a 	a + M) 	(1 + H) 1 + g1 — 
• 
- 	(1+H) 	(1 _cx9 2 ) (1+M) 
(1 + cx g 1 ) 	+ 1 
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For all the roots of (B.I.5) to have negative real 
parts the following conditions must be satisfied 
1 	Q.. > 0 
which is written in terms of parameter as, - 
0 -)-1 + H + 	2j 	T 	A 	 lj + 1 + M > 0 
a 	 a a 	 a 
2 4 	 3 
(B.I.7) 
Q 2 >0 
which is written in teims of parameters (after some 
manipulation) as, 
T  
a 	 a 1 	L 	2 
- 	a 	- 	 1 1 cc gl 	 2j 0 r 	 -1)) 	1 +M + 
a. (1 +_H)1 -. 	l 	> 0 	 (B.I.8) a 	I 2 a 2  a. J 	' 
Qj4 > 0 
when expanded this condition gives, 
M.H.(l + 	g1 - 	T g2 ) + (H 	g1 - M 	g2 	> 0 
(B.I.9) 
Q 1 Q 2 Q 3 > Qil Q 4 + Q. 3 
( B • 1. 10) 
We wj,1l.: not expand this condition because of its extreme complex-
ity.-. .... 
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APPENDIX 	B. II 
The velocity of the creeping reaction zone 
Rhee et al (15.B) have derived an analytical expression 
for the velocity of the creeping reaction zone for the 
geometrically coupled cell model. 	Their derivation is 
not generally valid, and includes an implicit assumption. 
which is not appreciated in their paper. 	We derive, a 
similar expression for the radiation model, showing the' 
assumptions implied and discussing their limitations. 




where i is the cell number- with respect to the moving 
co-ordinate, v is the velocity of the moving co-ordinates 
(velocity of creep), n is the cell length and j denotes 
the cell number with respect to the stationary co-ordinate. 
The variables in one co-ordinate are related to the 
variables in the other co-ordinate system by, 
dy. 	 dy 
dt 	 ' 
sJ =-L 	 Si 
- 	si - 'si-J) + 	 S 	(B.II.l) 
dy. 	 dy1 
- 	+ di 	 (B.II.2) 
dy. 	dy 
Rhee et al (15.B) neglect the terms di in 
(B.II.l), (B.II.2) in order to develop the analytical 
expression for v. 
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dy. 
The terms 	 represent the natural transients dT 	dT 
of the system with respect to the moving co-ordinates. 
In other words the transients can be divided into: 
Perfect creep (shock wave) 
Natural transients 
The part of the perfect creep will obviously be zero in 
a system of co-ordinates moving with the same velocity. 
However the natural transients in general will not. This 
effect of the natural t':ansients will tend to change the 
shape of the reaction zone. 	Therefore neglecting the 
natural transien1s in (B.II.l), (B.II.2) is reasonably 
valid only when there is no appreciable change in reaction 
zone shape during the tr?nsient period (perfect creep). 
The results shown in the text show that the distortion in 
the shape of the reaction zone is negligible when the 
mass capacity of the bed is lower than its heat capacity. 
However when the mass capacity is higher than the heat 
capacity, the shape distortion of the reaction zone, during 
the transient period,is appreciable and therefore the 
natural transients terms in (B.II.l), (B.II.2) cannot be 
neglected, There is no single velocity in this case, i.e. 
the reaction zone is dispersed. 	Obviously, the natural 
transients cannot be neglected when starting from a non-
steady state initial profile. 
Perfect creep 
For the cases of low mass capacity, for which no apprec- 
iable distortion in the shape of the reaction zone takes 
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place, we can neglect the natural transient terms and 
obtain, 
dy. 






- 71 	'i - 
 
Inserting (B.II.3) and (B.II.4) into the heat balance 
equations of the system we obtain, 
(H - 
	
(yj_1- y.) -(y - y) =0 	(B.II.5) 
and, 
a 	 a \) 
(H 
- 2 	(y1_1-y1) - 	fl. 	 = - 	
r. + 





where r 1 	exp(_y/y1) 4 
Summing (B.II.6) over i from i = 9, to i = r gives, 
V 	 a v 
(H - 2 








Suppose the upstream cell Z and the downstream cell r are 
sufficiently far from the reaction zone so that the pro-
files in their neighbourhood are flat, we can make the 
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approximations, 
=Yt ' sZ-1Ysk ' 	= 	' sr+l = sr 
Therefore equation (B.II.7) becomes, 
a v 	 a 
(H 	..a.v )  sr
- _____ 	- 'r - 	
+ 
r * 	* 
(X - xr = 	T E r 
	(B.II.8) 
i=51, 
If we apply (B.II.5) at cell Q we find, 
y=ys' 
and the same for r we obtain, 
Yr = 'sr 
Substituting these relations in (B.II.8) gives, 
a 	V 	 r 
[Y] [H - 2 	 + = - T •r 	
(B.II.9) 
Where the bracket[ ] denotes the jump of the quantity 
enclosed across the reaction zone. 	Notice that under 
these conditions [] = 	, [xJ = 10. 
Similarly for the mass balance equations, 
[X] 	1 
a +a -.1 	r 
i= 
= r 	 (B.II.lO) 
2, 
Combining (B.II.9) and (B.II.lO)and rearranging we get, 
M(X 
TH(yJ 
a aF 	 a+.a 	a 




A ?J a 2 	VJ 4 	(B.II.11) 
which can be written as, M 
a 	1 + T HF 	 —.— 	- 
N(t) 	
a — 	a. + a 
	
2 	
'+ 	1-(1+T 	a 	] 	a 	AJ 
(B.4l) 
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where N is the number of cells travelled per minute. 
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P A R T ."C" 
Fluidised Bed Reactor 
CHAPTER 	C.I 
Effect:o f Fluidised Bed 02eration on the Steady State 
'Selectivity of Competing Reactions. 
Introduction 
Most reactions of importance in the chemical process 
industry are complex in the sense that they involve 
consecutive and/or parallel stages, and frequently the 
desired product of such a reaction is either an inter-
mediate compound or one which is produced in competition 
with others. 	The ability of a catalyst selectively to 
promote one reaction at the expense of other less 
desirable ones is a key factor in its choice for a 
particular process and the role of various physical 
properties in determining this selectivity is well 
known. 	Wheeler (l.C) demonstrated some years ago the 
influence of pore size distribution on the selectivity of 
solid catalysts for gaseous reactions, while a more recent 
development has been concerned with investigating the way 
in which the mode of reactor operation affects selectivity 
and how in practice this may be optimized. A common 
method of optimizing the performance of a chemical reactor 
is by the control of its temperature profile through the 
addition of "cold" reactants at selected locations in the 
reactor. 	Such systems, have been treated theoretically by 
Aris (2.C) and by van de Vusse and Voetter (3.C). In a 
recent study by Jackson (4.C) it has been shown that the 
Optimum reactant distribution policy in this type of 
cross flow reactor can be determined exactly from the 
application of the Pontryagin maximum principle, and a 
more general criterion for the improvement of reactor 
performance by varying the mixing pattern has been derived 
by the same author (5.C). 	Very recently a study of the 
control of competing chemical reactions has been published 
(6.C) in which the authors considered both temperature 
and rate of addition as control variables and it was 
found that the nature of the optimal policy depends on 
the ratio between the activation energies of the competing 
reactions and on the ratio of their order with respect to 
the distributed reactants. 
Now the fluidised bed reactor by virtue of its two phase 
character offers a very good practicable means of distrib-
uting the feed of reactants along the length of the reactor. 
In the case of a solid catalyst gas reaction carried out 
in a fluidised bed, the dense phase is the more active 
while in the bubble phase relatively little reaction occurs; 
thus the concentration of reactants will almost always be 
higher in the bubble phase and reactants will transfer 
from the bubble to the dense phase during the rise time of 
the bubbles. Thus the dense phase is analogous to a cross-
flow reactor in which an improvement in performance may be 
achieved by the delayed addition of reactants. 	Indeed a 
recent study of isomerisation of n-butenes over a fluidised 
silica-alumina catalyst (7.C) has shown that the selectiv- 
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ity to trans-butene-2 is greater than in a fixed bed 
reactor under the same conditions. 
In this chapter a full investigation of the effects of 
a fluidised bed operation on the selectivity of a 
solid catalysed gas reaction is presented. 	The dense 
phase gas is assumed to be in plug flow (narrow long 
beds with low solid mass capacity), and heat effects 
are assumed negligible. 	Particular reference is made 
to the Type II selectivity characterised by Wheeler (l.C) 
Here the reaction R -- P was taken to be of the first order 
1 
and R -'- P of.the second order, K and K being the corres- 
2 	 1 	 2 
ponding rate coefficients. 	This is a kinetic scheme 
which is expected to be particularly sensitive to fluidised 
bed operation in cases where the competing reactions are of 
different order because the dense phase, being in a state 
of so-called "maximum mixedness" (8.C, 9.C) , will cause 
the second order rate to be suppressed. 	Numerical integ- 
ration of the differential equations governing the system 
(Appendix (C.I))was required and an Adams-Moulton technique 
was used. 	The subroutine was provided with the facility 
to change the step size automatically, an accuracy limit 
of lO being applied. 	The calculations for the fluidised 
bed were carried out on the basis of the Partridge-Rowe 
model (lO..C). 	These are listed in Appendix (C.II). 
Plug flow reactor calculations carried out for compar-
ative purposes were based on a gas downflow system with' 
the same physical characteristics as those of the 
fluidised bed. 
Results 'and Discussion 
(a) ' For fixed two-phase parameters 
Calculations were carried out on the, fluidised bed 
initially, with values of the bubble velocity group, , 
and the interphase gas exchange rate, Q E'  maintained cons-




.3 . 9 CDGShC 
	
= 	(V) 71 
Furthermore the kinetic rate coefficient ratio, K, where; 
K 
K 	= r 
K2EC0 
was maintained constant with a value of 2.0 although the 
actual values of K and K were varied. 
1 	 2 
The effect on the product yields 'Y and T of different 
1 	2 
values of the interphase gas exchange rate, 0E'  was 
calculated (Figs. C.l and C.2) and hence the resultant 
selectivity, defined as the ratio of the yields of P 1 and 
P 2 was found (Fig. C.3). 	The effect of Q on this select- 
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lent was also calculated (Fig. C.4). 
Figure (C.2) shows 'V p1  as a function of bed height 
for K 1 = 1.0 and for different values of the interphase 
exchange rate, Q 	 P 1 E' It is seen that 'P 	for the two- 
phase model with Q 	0.0 is less than that for the 
plug flow case due to the bubble phase being less active 
and there being no transfer between the phases. With 
Q = 2.0, 'V 	is less than that for plug flow to a E 	 P 
height of 130 cm, after which height the situation is 
reversed. 	'P p2  as a function of bed height is plotted 
in Fig. C.2 and it is clear that with the three values 
of Q used conversions to P 2 lower than those for the 
plug flow reactor are predicted. 	It is noteworthy that 
at a height of 180 cm, with Q = 2.0, 'P.r, is calculated 
to be lower than with Q = 0.0. 	This is due to the effect 
of distributing the feed long the side of the dense phase 
which slows down the reaction R P 2 . 	Indeed for 
2.0 the concentration of P 2 is constant above a 
height of 80 cm since at this point all the reactant has 
been consumed. 	Now the selectivity of the reactor is 
measured by the ratio 	 and this is plotted as a
Pi 
function of bed height in Fig. (C.3). 	A:striking feat- 
ure of these results is that the selectivity ratio 
passes through a maximum as Q is varied from 0 to 20. 
Higher 0E  values cause the results to approach those of 
plug flow since under these conditions most of the transfer 
takes place close to the distributor. 	Figure (C.4) 
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represents the selectivity ratios as functions of 
for different values of the kinetic parameters. The 
optimum QE's  are apparent in each case; it is also 
clear that the fluidised bed gives improved selectivity 
as the kinetic rate coefficient K 1 increases relative 
to K 2 . 
It is interesting to compare the computed percentage 
improvement in selectivity of the fluidised bed over the 
plug flow system at the optimum values of the interphase 
exchange coefficient. 	Thus for K 1 = 1.0 and Q E = 1.0 
the improvement is 22.2 per cent; for K 1 = 6.0 and 
QE = 3.0 it increases to 28.3 per cent. 
A further interesting result shown in Fig. (C.4) is that 
the fluidised bed with any Q E  value greater than zero is 
almost always better than the equivalent plug flow reactor 
for this type of competing chemical reaction. 
(b) For varying two-phase parameters 
In reality of course the two phase model parameters and 
QE  are not constant in a freely bubbling bed but vary with 
bed height. This variation is due to bubble coalescence 
and to the pressure drop through the bed, two factors which 
cause to increase in value from the bottom to the bed 
surface and which correspondingly cause Q to decrease. In 
the present calculations (again for competing first and 
second order reactions) the and Q values used in a prev -
ious study (C.7) were employed; these are denoted by 
profile I in Fig. (C.5). 	The results corresponding to 
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addition modified and 
II in Fig. (C.5), were mv 
Figure (C.6) shows how the 
exit vary with the kinetic 
variations with bed height 
in Figs. (C.7) and (C.8). 
values, denoted by profile 
stigated. 
calculated ratios at the bed 
rate constants, while the 
at fixed K 1 values are plotted 
It'- .is clear that the improve- 
ment in performance as compared with the plug flow case is 
not as great as might have been expected from the results 
given in (a). 	The reason for this is quite obviously 
due to the very high rate of interphase gas transfer immed-
iately above the distributor which in turn is a result of 
the very small average bubble size in this region. 	Thus 
the desirable effect on the selectivity caused by the 
delayed addition of reactants is reduced and the bed 
behaves in a manner closer to the plug flow case. The 
selectivity is however improved by using profile II in the 
computations as can be seen in Figs. (C.7) and (C.8).  
This result is in accord with the above reasoning and leads 
to an important conclusion. 	This is that for the system 
studied i.e. one of competing first and second order react-
ions, the relative yield of the first order product is 
diminished by the presence early on in the bed of small 
bubbles. 	Thus despite the improved contact between gas and 
solid which small bubbles promote, the selectivity to a 
first order product is reduced in their presence. 	The 
selectivity could be improved by the use of a distributor 
which produces a low bubbling frequency and relatively 
large bubbles. 	There will however be a limit on the bubble 
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Size beyond which reactant by-passing becomes unaccept-
able, and more work is needed in this area to determine 
the optimum values of the two phase parameters and to 
show how they may best be engineered in a particular case. 
Conclusion 
The study in this chapter shows clearly the influence of 
fluidised bed operation on the selectivity of competing 
first and second order reactions. 	It is quite clear 
from the results that the selectivity to the first order 
product may be enhanced by operating the bed in such a 
way that an optimum bubble size immediately above the 
distributor is achieved. 	The presence in this region 
of very small bubbles, whilst increasing the gas solid 
contact, decreases the slectivity. 	Careful design of 
distributors is therefore necessary in order to optimise 
reactor performance by promoting one reaction at the 
expense of another. 
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CHAPTER 	C. II 
Multiplicity of the Steady State in Fluidised Bed Reactors 
Introduction 
The phenomenon of multiplicity of the steady state in 
chemical reactors was first investigated for autothermic 
reactions by Van Heerden (11.C). 	In an autothermic 
reactor the temperature level at which the reaction pro-
ceeds is maintained by the heat of reaction alone, and 
Van Heerden showed that this process may be characterised 
by a diagram consisting of two intersecting curves which 
give the productiOn and consumption of heat as functions 
of temperature. 	A number of theoretical studies dealing 
with control and start-up problems as well as with the 
general nature of these systems followed this early work, 
the majority of these studies (12.0 - 18.C) being 
concerned with the mathematically more tractable contin- 
uous stirred tank reactor (CST). 	The earliest experi- 
mental study of the multiple steady state in the CST 
reactor was reported in the Japanese literature (19.C) 
and was concerned with the liquid phase hydroysi.s of 
propylene oxide; later Vetjasa and Schmitz (20.C) studied 
the phenomenon with a liquid phase CST reactor using the 
thiosuiphate-peroxide reaction. 	Luss and Amundson (21.C) 
investigated steady state multiplicity in the case of a 
two-phase reactor and showed that under certain conditions 
the heat transfer rate between the two phases may be the 
controlling factor in design. 	An earlier study by 
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Westerterp (22.C) treated the stability problem of a 
gas-solid fluidised bed in which the bed was considered 
to act as a CST, and the importance of stability consid-
erations for the oxidation of naphthalene was demons-
trated. 
All the studies so far mentioned were concerned with 
"thermal multiplicity" which results from the non-linear 
dependence of the reaction rate coefficients on temper-
ature. 	Another type of multiplicity, "concentration 
multiplicity" has been reported by Matsuura (23.C), and 
occurs as a result of a non-linear dependence of reac-
tion rate on reactant concentration. - The effect has 
also been predicted to occur in reactors in which a bio-
chemical substrate-inhibited enzyme reaction is f- aking 
place (24.C). 
In such a situation steady state information is insuffic-
ient for design purposes. 	The particular steady state 
attained by the reactor depends on the initial conditions 
at start up. 	To maintain stable operation at the desired 
steady state it is essential to determine safe limits on 
"permissible" disturbances, since the reactor may become 
unstable if the disturbances are sufficiently large. 
Previous studies (25.C, 26.C) of the dynamic behaviour of 
the fluidised bed reactor have failed to recognise the two- 
phase nature of the system. 	The gas entering the bed 
splits into two parts, one percolating between the individ-
ual particles (the dense phase flow), the other rising 





Between the flows there is an exchange of mass and heat 
(27.C, 28.C). 	The efficient solid mixing in the dense 
phase renders the bed near-isothermal, making the fluid-
ised bed reactor attractive for reactions involving close 
temperature control. 	Models employed in the literature 
have considered the dense phase gas to be either perfectly 
mixed or in plug flow. 	Imperfect mixing is usually 
accounted fOr by an axial dispersion term superimposed 
on the plug flow model (29.C, 30.C). 	Recent evidence 
(31.C) shows perfect mixing is approached when the gas is 
highly adsorbed on the solid. 	The gas within the individ- 
ual bubbles is always assumed to be perfectly mixed, and 
the bubble phase is assumed to be in plug flow (30.C). 
The extent of reaction in - the bubble phase can be ignored 
for small particle size (32.C) ( 15011). 
In this study the stability and dynamic behaviour of the 
fluidised bed reactor are investigated using a two-phase 
model, a schematic diagrani of which is given in Fig. C.9. 
The parameters of the two-phase model are computed from 
the relations of Partridge and Rowe, (Appendix C.II) 
I. 	Stability in an Isothermal System 
Consider the reaction A+B--C in which B is present in large 
excess. 	Suppose the reaction occurs between adsorbed mole- 
cules of A and B occupying adjacent catalytic sites. 	For 
simplicity, assume B is weakly adsorbed relative to A, but 
that the rates of adsorption of A and B are much greater 
than the rate of surface reaction. 	The overall rate of 
reaction is then given in terms of the concentration of 
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reactant A in the dense phase gas (CDA) by 
r = k'CDA/(l + K  CDA) 	moles/sec. gm solid 
and the equilibrium concentration of A adsorbed on the 
solid is given by 
CSA = KA C CDA/(l + KA CDA) moles/gm solid 
where K is the adsorption equilibrium constant, and CmlS 
the total concentration of active sites (corresponding to 
mono-molecular layer coverage). 
Dense phase 
A mass balance taken over the solid and the gas in the 
dense phase leads to the equation 
H 
dc 	 C 
	
cfi(CDA) dtDA GI(CA - CDA) + E Ac 	(CBA - CDA)dx 
- 	- c)A1 H k CDA/(l + KA CDA) 
(C. 1) 
where 4 is a concentration-dependent capacity term; CDA 
and CB  refer to the concentration of reactant in the 
dense phase and bubble phase, respectively. 	All symbols 
are defined in the Nomenclature. 
Bubble' phase 
A mass balance on the bubble phase gives 
AC  C BA  /t + G c C  BA /ax = - Q E 
A  c (C BA_ CDA) 	(C.2) 
Implicit in these equations are the following assumptions 
Negligible mass transfer resistance between solid 
particles and dense phase gas. 
The flow rates G and G c and the exchange rate 
are constants based on a mean bubble size. 
ME 
Initial and boundary conditions on the bed are given by 
CBA = CBA(x) , CDA = CDA; 	t = 0 	 (C.3) 
CBA=CA=C x=O; t>O 	 (C.4) 
Steady state behaviour 
For steady inputs, the steady state of the reactor can 
be determined by setting the time, derivatives in Equations 
(C.1) and (C.2) equal to zero. 	'After integration, the 
bubble phase concentration profile is given by 
XBA(x) = 4A.+ (XA -. XDA) e- ax 	 (C.5) 
and. the dense phase concentration can be obtained by solv- 
ing the non-linear algebraic equation 
(BM /kI) (XA - XDA) = XA/( 1 + XDA) 	 (C.6) 
where XBA = K  CBA , XDA = KA CDA, a QE A/Gc 
BM=I + Gc(l - e]/A1 H, k 1 = PS  (1 - c)k, and super-. 
script S signifies steady 'state. 	The reactant supply 
function G = (BM /kI) (XA - XDA) and the reaction rate func-
tion F = XA/(l + XDA) are plotted in Fig. (C.lO), which 
shows the existence of a region of multiple steady states. 
Large values of BM/kI  lead to a single low conversion state 
while small values of BM/kI  produce a single high conversion 
state. 	Intermediate values of BM/kI  give three steady 
states, A, B and C 	The intermediate state B is unstable 
while A and C are stable to small perturbations. 
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If the reactor is operating in the multiple steady state 
region it is necessary to consider dynamic behaviour 
since the particular stable steady state attained depends 
on the initial conditions at start-up. 
Fig. C.11 shows the transient response of the dense 
phase for two values of the mass exchange parameter Q E• 
For a low interphase exchange rate 	= 0.1 sec 1 ) , 
the system has a unique high conversion state. 	At 
l 
higher exchange rates 	= 5 sec
-  ), the reactor has 
two stable operating states and for the particular initial 
conditions shown the low conversion state is obtained. 
The parameters of the two phase model are computed from 
observables by the relations given in Appendix C.II. 
Reduction in order (pseudo-steady state bubble phase) 
Owing to the relatively high adsorptive capacity of the 
solid in the dense phase, the bubble phase dynamics are 
effectively in pseudo steady state in comparison with 
the dense phase dynamics. 	This simplification permits 
a rather elementary model to be used instead of the com-
plex model derived originally. 
The bubble phase concentration profile at any time is 
given by 
XBA(x , t) XDA(t) 	+ {XA - XDA(t)} 	
eC (C.7) 
This relation is used to evaluate the integral in Equation 
( C. l).. 	After some manipulation, Equation ( c.l) reduces 
to 
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c(XDA) dXDA/dt = BM(XA_ XDA) - kIXDA/(l + XDA) 
(C. 8) 
Equation (C.8) is analogous to that of a CSTR with 
modified residence time (l/BM)  accounting for the two-
phase nature of the system. 	The accuracy of this simpli- 
fled model has been checked against the results of the 
detailed model shown in Fig. (C.11). 	Although the solid 
capacity for this example is rather low, the results are 
indistinguishable on a graphical plot. 	The simplified 
model can be readily used to explore the effects of 
various parameters of the two phase model on dynamic 
behaviour. 
II 	Stability in a Non-Isothermal System 
The example considered here is that of an exothermic 
simple reaction A -- B, in which equilibrium adsorption of 
A is assumed according to a linear isotherm. 
Dense phase 
Mass and heat balances taken-over the dense phase give the 
pair of equations 	 H 
	
M dXDA/dt = (G I 
 /A
I  H) (1 	+ (QEAc/AI 	(XBA_XDA)dx 
- k X 	 (C.9) 
d y/dt = (G1/A1H)(l 	+ (QH AC/AIH) 	(-Y) dx 
+k X + 	dx /dt 1DA AM DA 
whereXDA ,  XBA refer to reduced concentrations 	/C DA'  
CBA  IC' Al and y, B are reduced temperatures TD/T , TB/T. 
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and 	are effective mass and heat capacity terms, 
respectively; 	and 	are overall exothermicity.:and 
adsorption exothermicity factors. 	The last term in 
Equation (C.lO) accounts for heat generated due to 
chemisorption. 	The rate constant k1 is a function of 
temperature according to the Arrhenius expression 
k1 = Ms A exp( -y/yD) 1 Y = E/RG T 
Bubble phase 
Mass and heat balances on the bubble phase give 
ax BA  /Dt + G/A c 3XBA/ax 	- QE(XBA - XDA) 	(C.11) 
+ GC/Ac 	B' 	= - 	- 	 (C.12) 
initial and boundary conditions on the phases are given 
by 
X 	= X(x) 	X=XDA 	t = 0 	(C..l3) 
0 	 - 	 0 yByB(x) 	 DD 
i_ l 
XBA_XDA - 
	x=0,t>0 	 (c.14) 
YB YD 	=1 
Steady state behaviour 
Steady state equations are obtained by setting the tran-
sient terms in Equations (C.9 - C.12) equal to zero. 
After some manipulation the problem can be reduced to the 
solution of a non-linear algebraic equation for the dense 
phase temperature, 
	
Q = (BM/MSA) (y - 1) = exp (-Y/YD) 	+ BM/BH - 	Q+ 
D] 
(C.15) 
Where Q and 
Q+  represent the heat removal and heat 
generation functions for the dense phase and 
BM ={G1 + G(1 - e 
_aH)}  /A1H 
B  =fG1 + G(l - 
e -6H  
where a = E A/GC, 	=H 
A/G. BM  has dimensions T_ 1 
and can be regarded as a reciprocal residence time modified 
to account for the two-phase nature of the system. 	The 
dense phase concentration Xg and the bubble phase concen-
tration and temperature profiles XA,  y are obtained in 
terms of y from 
= 1 
- (B/ BM) (y - 1) 	 (c.16) DA 	 H 






	e- 6x 	 (C.18) 
The graphical solution of -Equation (C.15) is shown in 
Fig. (C.12a) for a highly exothermic system. 	Three solut- 
ions may arise over a range of values BM/MSA,  as in case 
(2). 	If the mass exchange rate Q is assumed equal to 
the heat exchange rate 	then B = B  and the heat gener- 
ation function 
Q+  becomes dependent only on the eneigetics 
(y) and the exothermicity of the reaction () which are 
fixed for a given system. 	For low mass exchange rates 
a ~ 0 and BM - G1 /AI  H. 	
The heat removal line tends to the 
lower asymptote given by curve (3) in Figs. (C.12a) and 
(C.12b). 	For high mass exchange rates a 	and 
BM 	(G1 + G)/A1H. 	The heat removal line tends to the 
upper asymptote given by curve (1) in Figs. (C.12a) and 
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(C.12b). 	Fig. (C.12a) shows the possibility of 
igniting or extinguishing the reaction depending on the 
mass exchange rate. 	Fig. (C.12b) shows multiple steady 
states, irrespective of the exchange rate. 
Dynamic behaviour 
Reduction in order (pseudo-steady state bubble phase) 
Because of the relatively high heat capacity and adsorp-
tive capacity of the solid in the dense phase, the bubble 
phase can be assumed in pseudo steady state in relation 
to the dense phase dynamics. 	In the simplified model, 
Equations (C.9) and (C.10) reduce to 
M dXDA/dt = BM(l - XDA) ­ MS R  exp( -y/yD) XDA (C.19) 
H dy/dt = BH(l 	'D 	MA exp(-y/yD)XDA 
AM 	DA 't 	
(C.20) 
It is interesting to compare the ratio of mass and heat 
capacities of the dense phase:- 
= PS K m (PfCf/P SCS ) 
-3 Taking PfCf/PSCS  10 for gas-solid systems, and 
K C < 10 (see ref. (33.C)), 	 1. Generally, 
therefore, both unsteady state heat and mass balance 
equations must be considered for the dense phase. 
The instantaneous concentration and temperature. profiles 
in the bubble phase follow directly from the pseudo-steady 
state relations 
XBA(x , t) = XDA(t) ± {l - XDA(t)} e -ax 
	 (C.2l) 
-5x 
yB(x,t) = D(t) + {i - yD(t)' e 	 (C.22) 
WE 
The effects of various two-phase parameters on the 
stability of the steady state and dynamic behaviour of 
the reactor can be easily studied and represented by 
means of the simplified model. 
Local stability 
Asymptotic stability of the steady state to arbitrarily 
small perturbations can be investigated by classical 
linearization analysis of Equations (C.19) and (C.20). 
Two conditions arise which are necessary and sufficient 
for asymptotic stability. 	The first condition can be 
interpreted as the slope condition 
(dQ/dy) > (dQ/dy) 	 (C.23) 
at the point of intersection of the heat removal (Q) 
and heat generation curves 
(•Q+),  given by. Equation (C.15). 
Thus, steady states A and C in Fig. (C.12a) satisfy (C.23). 
Steady state B does not satisfy (C.23) and is, therefore, 
unstable. 	A second condition which must also be satis- 
fied by the steady state can be written as 
B  + 	( BM + M5A XD > 0 - A)MSA 
(C. 24) 
S 	S S 	S where f = exp(-y/y) XDA, XD = ( f/XDA) XDAI D etc., 
Condition (C.24) contains the dynamic parameters 
and 	as the ratio 






 may be less than unity in practical systems, 
the slope condition is not, in general, sufficient for 
stability. 	Qualitative inspection of condition (C.24) 
shows that the steady state will be most stable to 
disturbances if 	>>1 and 	: i.e. for a system 
with relatively large heat to mass capacitance and high 
heat of adsorption. 	On the other hand, the steady 
state may become unstable if 	< 1 and 	O. 
Representation of dac behaviour 
The transient behaviour of the simplified model can be 
conveniently represented on a phase plane of XDA  vs. 
Fig. (C.13) shows a case in which the reactor has two 
stable steady states A and B. 	Because of the relatively 
low flow rate involved, an order of magnitude decrease 
in the exchange param.etetd Q E  and Q has very little 
effect on the steady state, a situation corresponding to 
Fig. (C.12b). 	In order to operate the reactor at the 
high conversion state A, the initial state of the dense 
phase must lie above the separatrix DCE. 	Because of the 
pseudo-steady state behaviour of the bubble phase, the 
initial state of the bubble phase is unimportant. 	With 
the bed initially free of reactant a start-up policy involv-
ing internal heating of the bed to a temperature above 
YO = 1.7 will ensure the upper steady state is reached. 
The dotted curves in Fig. (C.13) show the effect on the 
phase plane of decreasing the exchange rates by an order 
of magnitude. 	Apart from the expected sensitivity of 
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trajectories originating from points close to the 
separatrix, the overall effect is small. 	This example 
provides one, extreme in which both steady state and 
dynamic behaviour are largely insensitive to the 
magnitudes of the exchange parameters. 	Precise 
determination of these parameters,. in this case, is 
unnecessary. 	At higher rates of flow the steady state 
picture is similar to that ir. Fig. (C.12a). 	Small 
changes in the exchange rates, well within the limits 
of experimental accuracy, may produce large changes in 
the steady state. Normally, one would try to avoid 
such parametric sensitivity, since stable operation then 
becomes very difficult. 
Fig. (C.14) presents an interesting case in which  
< 1. 	Small values of this ratio coupled with the 
assumption of negligible heat of adsorption 	= 0) tend 
to destabilise the upper steady state A. 	It now becomes 
quite difficult to start-up the reactor and maintain the 
upper steady state A since this point lies close to the 
separatrix DCE. 	If the reactor were 'to be started up 
from an initial state of high reactant concentration and 
high.temperature, such as point F, large transient tempera-
tures would be involved. 	If the heat of adsorption is 
appreciable, as is the case for chemisorption, the stability 
character of the steady state is greatly improved. For 
initial conditions on the left hand ordinate dXDA/dt  is 
initially positive. 	This positive term is introduced 
into the heat balance (Equation C.20) when
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effect is to bend the trajectories upwards towards the 
steady state A, thus enlarging the range of initial 
temperatures from which the upper steady state A can be 
realized. 	Conversely, if start-up is effected from a 
point on the right hand ordinate, dXD/dt is initially 
negative. 	This has the effect of damping transient 
"hot spot" temperatures, as is shown for the case 
= 0.5 in Fig. (C.14) 
Conclusions 
The behaviour of a mathematical model of a fluidised bed 
reactor has been investigated. 	While this model is a 
gross oversimplification of an actual reactor it does 
attempt to introduce some of the important underlying 
features of the fluidised bed albeit in a simple way. 
Recognition is made of the two-phase nature of the bed and 
of the exchange of mass and heat between the phases. 	The 
effect of exchange parameters on the multiplicity of the 
steady state is shown. 	Relative mass and heat capacitances 
of the phases are such that the dynamics of the bubble phase 
have little influence on overall dynamic behaviour. This 
result permits a rather complex model to be approximated by 
a much simpler- model. 	The simple model can be integrated 
by standard methods and allows rapid exp Loration of the 
effects of various system parameters and methods of start-





Pre-exponential factor for reaction rate constant 
A 
	
Cross sectional area of bed, Cm 2 
AC 
	Area of part of bed cross-section inside gas 
cloud at any instant, Cm  
A1 	Area of part of bed cross-section outside gas 
cloud at any instant 
a 	= Q 
CR 
	Concentration of reactant R in the bubble-cloud 
_3 
phase, gm mole cm 
CP1 	
Concentration of product P1 in the bubble-cloud 
phase, gm mole Cm- 3 
Cp2 	Concentration of product P2 in the bubble-cloud - 
phase, gm mole 
_CM -3 
.- 	 Concentration of reactant. R in the dense phase 
gas, gm mole Cm- 3 
I- • 
	
Concentration of product P1 in the dense phase 




Concentration of product P2 in the dense phase 
-3 
gas, gm mole Cm 
(CR) PF Concentration of reactant R in plug flow, 
-3 
gm mole Cm 
(C r1
) PF Concentration of product P1 in plug flow, 
-3 
gm mole Cm 
(C P2) PF Concentration of product P2 in plug flow, 
-3 
gm mole Cm 
MEN 
C o 
C o P1 
C o P2 
Initial concentration of reactant R in the 
-3 
gas, gin mole Cm 
Initial concentration of product P1 in the gas, 
gin mole Cm 3 
Initial concentration of product P2 in the gas, 
gin mole Cm 
= C+C o +C o P1 	P2 
Cm 	Monomolecular layer coverage of catalyst, 
gm moles/gm catalyst 
CDA Concentration of . A in dense phase gas, 
-3 
gin mole Cm 
CDB Concentration of B in dense phase gas, 
gm mole Cm 
CBA . Concentration of A in bubble phase gas, 
gin mole Cm 
CA Concentration of A in feed, gm mole Cm 
CDB Concentration of 'B in feed, gm mole Cm 
CSA Concentration of adsorbed A, gm mole/gm catalyst 
Cs Specific heat of solid. Cal/gm. ° C 
C  Specific heat of gas Cal/gm. 00  
DG Gaseous diffusion coefficient Cm 2 sec 
E Activation energy 	Cal/gm mole 
G  Cloud gas flow-rate through any horizontal section 
3 
in the bed, Cm 	sec 
h,H 	Bed height, Cm 
G1 	Dense phase gas flow rate (i.e., outside cloud) 




k 	First order reaction rate coefficient, sec 1 
Pseudo-homogeneous reaction rate coefficient 





Second order reaction rate coefficient, 
mole -1  Cm 3 sec 
k cn Modified cloud phase reaction rate coefficient 
for  nth order reaction 
k1 	Modified dense phase reaction rate coefficient 
th for n 	order reaction 	. 
k 
k 	= 	2 r k 	° 
KA 	Adsorption equilibrium constant Cm 3 mole 
Ms Mass of solid in dense phase per unit volume 
gm. Cm 
QE 	Flow rate of cloud-gas transfer per unit volume _1 
of cloud space, sec 	 . 
QH 	Heat exchange rate between cloud and dense phase, _1 
sec 
r 	Rate of reaction 
shc Sherwood number for cloud gas exchanges 
U = 	(GC + G1 )/A 	, Cm sec 1 
U  Bubble rising velocity, Cm sec 
Defined as GC/AC,  Cm sec. 
U1 Defined as G1/A1 , Cm sec- 
I1 
U f Minimum fluidisation velocity, Cm sec 




X  =TC-T ' 	M 	C° 	' 
= 
M 
Where M is R, P1 or P2 and a prime refers to the dense 
phase 
XB. = KA CBA 
XDA = K  CDA 
= TD/TB 1 
= TB/TBi 
Greek symbols: 
PS 	solid density 	gin Cm 3 
Pf gas density 	gin Cm 
= UB Cm .f/Um. f 
C 	 voidage of dense phase 
C 	 voidage of dense phase at minimum fluidisation m. condition 
= G X1, 1 .+ G 	X 
G 
I 
 + G C 
GXp2 +G1 X; 2 






C GXP2 +GX I 	2 
4(C 
DA Concentration dependent mass capacity term in equation PS  (1-0 K  Cm C.i = A 1 H C. I 
(l+KA CDA) 
Effective mass capacity of unit volume of 
dense phase = 	 - 
Ps K 	C 
Effective heat capacity of unit volume of 
dense phase = 
CS/pf C  
(AH)T CA 
Overall exothermicity factor = 
P f Cf TB 
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exothermicity factor for adsorption 
= (AH)A CA 
P f C f T 
(AH)R 	Heat of surface reaction 	Cal/gm mole 
(H)A 	Heat of adsorption 	 Cal/gm mole 
(tH)T 	Overall heat of reaction 
• 	(AH)T = (H)R + .(AH)A 	2 
Y 	• 	Dimensionless activation energy = 
	E 
R G T  B 
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Mass Balance Differential Equations for the Reaction 
in both Fluidised Bed and Plug Flow Reactor 
I, 	Fluidised bed reactor 
1.0--120006- 
	
1. 	Component R 
bubble phase 
+QE(XR - x) + KXR + KC2xR2C= 0Ci 
dense phase 
dx' 	Q A 
U_t ph 
+ 	(x 4 xR) + KIXR + K 1 XC 0 O 
2. 	Component P 
(a) bubble phase 
• 	 dx 
P1 
dh 	+QE(xP - x) - KCXR = 0 
• 	(b) dense phase 
dx' 	Q A 
U1 dh + A C (x 	- x) - K 1 X = 0 
t. 
3... 	Component P 
2 
(a) bubble phase 
dx 
U 	+ QE (XP 2 	KcxC9 = 0 
3.4 
(b) dense phase 
dx' 	Q A 
U1 dhP2 + EC (x- x) - K 1 x 2 EC 0 = 0 
	
• .4. 	Boundary conditions: 





• 	 P1 
=0.0 P 2 
x'=O.,O 
II 	Plug flow reactor 
Component R 
dx 
U,  -4 + K EX + K CX 2 C 0 = 0 2dh 	1 R 	2 R 
Component P 
dx 
P1 	 - - 
U2 un i R 




U 	2 - K c2EcO = 0 







APPENDIX 	C. II 
Calculation of the two-phase parameters: 
Physical parameters of the system: Chapter C.l 
Bed diameter, D = 60 cm 
Superficial gas velocity, U = 10.6 cm/sec 
2 
Minimum fluidisation velocity, Urn f = 1.76 cm/sec 
Voidage at U f l C f = 0.435 • 
= iY (cc = UBC/Uf) 
Actual bed height at U, H 	= 225 cm 
The parameters of the two-phase model are computed from the 
above using the following relations 
A =.rr D 2 /4 
G=A(U -U B 	2 	m.f 
GI= AU2 - GB(l +  
GC= GB(l +  
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Multiplicity of the steady state in fluidised bed reactors - I. 
Steady state considerations 
S. EL NASHA1Et and J. G. YATES 
Department of Chemical Engineering, University College London, London, England 
(Received 16 May 1972) 
Abstract- Multiple steady states are known to be possible in many types of chemical reactor due to 
the non-linear dependence of reaction rate on either temperature or reactant concentration. It is 
reasoned in this study that multiple steady states can also exist in a gas-solid fluidised bed reactor. 
The calculations are based on the two-phase theory of fluidisation and on the important assumption 
that the interstitial phase gas is completely mixed. Both thermal and concentration multiplicities are 
shown to be possible. 
INTRODUCTION 
THE PHENOMENON of multiplicity of the 
steady state in chemical reactors was first 
investigated for autothermic reactions by 
Van Heerden[1]. In an autothermic reactor 
the temperature level at which the reaction 
proceeds is maintained by the heat of reaction 
alone, and Van Heerden showed that this 
process may be characterised by a diagram 
consisting of two intersecting curves which 
give the production and consumption of heat as 
functions of temperature. A number of theo-
retical studies dealing with control and start-up 
problems as well as with the general nature of 
these systems followed this early work, the 
majority of these studies [2-8] being concerned 
with the mathematically more tractable contin-
uous stirred tank reactor (CST). The earliest 
experimental study of the multiple steady state 
in the CST reactor was reported in the Japanese 
literature [9] and was concerned with the 
liquid phase hydrogenation of propylene 
oxide; later Vetjasa and Schmitz[10] studied 
the phenomenon with a liquid phase CST 
reactor using the thiosuiphate-peroxide reaction. 
Luss and Amundson[l1] investigated steady 
state multiplicity in the case of a two-phase 
reactor and showed that under certain conditions 
the heat transter rate between the two phases 
may be the controlling factor in design. An 
earlier study by Westerterp[12] treated the 
stability problem of a gas-solid fluidised bed in 
which the bed was considered to act as a CST, 
and the importance of stability considerations for 
the oxidation of naphthalene was demonstrated. 
All the studies so far mentioned were con-
cerned with "thermal multiplicity" which results 
from the non-linear dependence of the reaction 
rate coefficients on temperature. Another type 
of multiplicity, "concentration multiplicity" 
has been reported by Matsuura[13], and occurs 
as a result of a non-linear dependence of reac-
tion rate on reactant concentration. The effect 
has also been predicted to occur in reactors in 
which a biochemical substrate-inhibited enzyme 
reaction is taking place [14]. 
It is the purpose of the present work to show 
that multiple steady states should exist in a 
gas-solid fluidised bed reactor when the gas in 
the dense phase of the bed is assumed to be per-
fectly mixed. In a later publication it will be 
shown that steady state multiplicity also exists 
for the physically more meaningful case of 
imperfect dense phase gas mixing. It is assumed 
that the bed behaves according to the two-phase 
model, suitably modified, proposed by Partridge 
and Rowe[15], and furthermore it is assumed 
that gas clouds are sufficiently small for any 
t Present address: Department of Chemical Engineering, University of Edinburgh, Edinburgh 9, Scotland. 
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reaction occuring in the bubble phase to be 	 —in (C - CA) = 	± C 1 . ignored. Concentration and thermal multiplicity 
will be examined in turn. 
Boundary condition: 
at X= 0,  CA = CA 
1. CONCENTRATION MULTIPLICITY 
A kinetic scheme proposed [16] for the Thus: 
heterogeneously catalysed hydrogenation of 	 C - C°A QEX 
ethylene to ethane has been adopted: 	 In - CA = -ü; 
—dCA 	kCA  r4= 
dt (1+KCA)2 	
(1) 
where rA = rate of reaction of ethylene 
CA = concentration of ethylene 
k = rate coefficient 
K = equilibrium constant. 
The equation applies to the situation in 
which a large excess of hydrogen is employed, 
and under these conditions the reaction may 
be said to be of the form: A - B, where A 
represents ethylene and B ethane. A material 
balance on A in the bubble phase gives:  
= 
- 
i.e. (CA — C' ) = (C°— C A ) exp ( — QEx/UC) (3) 
A material balance on  in the dense phase gives: 
1: QE. A C (CA — CA) dx+GIC 
=GIC+rAAIH 	 (4) 
where the integral term represents the interphase 
exchange of A, 
G1C = total flow of A into the dense phase 
G1C = total flow of A out of the dense phase 
rAAIH = total conversion of A to product 
(N.B.,4 1 = area of dense phase). 
The integral term in (4) may be evaluated by 
UC d. ±QE (CA —C) =0 	(2) substitution from (3): dx 
H 
where U = GC/A C 	 10 (CA - CA) dx = J (C - C) exp (_3') dx 
G = cloud gas flow rate (i.e. volumetric 
Thus: flow rate in bubble phase) 
= area of bed cross-section within H 
gas clouds 	 10 (CA—C)dx 
QE = interphase gas exchange coefficient 	 - 	(C - C) [exp (_
i'\ - 
UCI ] CA = reactant concentration in bubble - Q 
phase 
Cieactant concentration in dense and substituting in (4) gives: 
phase. 
Since the dense phase is assumed to be 
perfectly mixed (and this is a crucial assumption), 
C is constant. 





Dividing through be A 1 gives: 
1— QEH\1 
U1C-+U  - (C —C ) Ii — exp 	fl 
= UJC±rA H. (5) 
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Equation (5) may be simplified by putting: 
and 




= U1+B UA 
A1 	 (Sb) 
Then, substituting for rA from (1), (5) becomes: 
HkICA çbC — 	= (1+ KC ) 2 	(6) 
where k1 = ke. 
Equation (6) may readily be rearranged to 
KC 
Hk1 A 	(l+KC)2 
or: 
x l 
Hk, - (l+x')2 	(7) 
where X0 = KCAO  
X' = KC. 
The term on the left hand side of Eq. (7) rep-
resents the rate of removal of reactant and that 
on the right hand side represents the rate of 
formation of the product. Using the conventional 
terminology: 
F(X') =-- (X0 —X') H/c1 
xl G(X') =_____ 
(1 +X') 2 
If each term is plotted as a function of the di-
mensionless reactant concentration X', two cur-
ves result as shown in Fig. 1. The numerical 
values of the kinetic and two-phase model 
parameters in these evaluations were based 
on the previously published results of Suss-
man and Potter [16] and of Partridge and 
Rowe[ 15]. Figure 1 depicts the familiar situation 
of the existence of three steady states, two of 
which, A and C, are stable and one of which, 
Reactant concentration, 	X 
Fig. I. Rates of product formation and reactant removal as 
functions of reactant concentration. 
B, is unstable. The slope of the line representing 
reactant removal is 4/Hk1 and a change in any 
of these parameters which causes the slope to 
increase will lead towards the quenching of 
the reaction to the lower steady state. Catalyst 
decay, for instance, will reduce the effective 
rate coefficient k1  and cause the slope to increase; 
equally a reduction in bed height H, say due to 
the elutriation of fines, will also lead to quench-
ing. Alternatively, if the reactor is operating 
at the lower steady state any changes in 4), H 
or k1  which cause the slope of the removal line 
to decrease will eventually cause "ignition" 
of the reactor to the higher steady state. 
2. THERMAL MULTIPLICITY 
The reaction considered here is the general 
first order exothermic case: A —* B. The rate 
coefficient is given by: k = koe -EIRT, and the 
enthalpy change is — AH. A heat balance on 
517 
S. EL NASHAIE and J. G. YATES 
the bubble phase, assuming no reaction to be 
occurring in this phase gives: 
(T'— T) = 0 
dx 
where C = specific heat at constant pressure 
of the gas 
k = cloud phase reaction rate coefficient 
p = gas density 
h = effective heat transfer coefficient. 
Since the dense phase gas is assumed to be 
perfectly mixed, T' is constant and hence: 
f dT 	f hCp' —T j UCp 
.ln (T 1 T)! r= +C 
Boundary conditions: 
at x = 0, T = TF 
.CI = —In (T'—T F) 
Hence: 
(T' - T) = (T' - TO exp (- hx/ Ut). (9) 
f ' ( T'—T)dx=o. 	 (11) 
,\ 
(T—T') I u1cp_ IU,CpA A 1 ) 
/ (—hH 
exp 	) - i)] = k1HCAH. (12) 
In order to obtain an explicit relationship 
for T', it is necessary to eliminate C form (12). 
Following the algebra used in the derivation 
of the mass balance equations in the concen-
tration multiplicity case it is possible to derive 




where the symbols have their previous meanings. 
Substituting this value for C in (12): 
/ 	 \ 
(TF -T') I u1cp_ U C pA A 1 ) 
(exp 
hH\ \-' 4C
--j--)— 1)] = k1H(AH) 4±k1H  (13) 
Substituting for (T— T) from (9) and re-
(8) arranging: 
 
A heat balance on the dense phase is derived which for simplicity may be written in the form: 
on the following basis: 
4k,H =O(T') 	(14) G JT' 	 4±k1H 
J AhCp(T'T) 	k 1A 1HCH). where: 
GJTF 	 _  (hH\ = [u1 - U4c(exp - \UJ - i)] 
Hence: 
pGjC (T—T')+k 1A1CH( — AH) 




AhCp (T'—T) dx=0. (10) 	The terms represented by P(T') and G(T') 
in Eq. (14) are plotted as functions of temper- 
ature in Fig. 2. It is clear that based on the 
p U,C,, ( T - T') + k1ç H (- H) - hCp 	
assumption of a perfectly mixed dense phase a 
fluidised bed reactor may be shown to exhibit 
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in a bubbling bed indicates measureable tem-
perature differences near the distributor[ 17]. 
In the presence of an exothermic chemical 
reaction these differences might be expected 
to be more pronounced and to be propogated 
to greater heights in the bed. More experimental 







lU 	 1-2 	 1 -4 	1-6 
Relative interstitial phase temperature, T/T 
Fig. 2. Rates of heat generation and heat removal as functions 
of temperature. 
steady state multiplicity in an analogous manner 
to the more familiar fixed bed and CST reactors. 
Furthermore, since the slope of the heat removal 
line is t it is again apparent that factors which 
cause the slope to change will have a profound 
effect on the operation of the reactor. A decrease 
in the feed gas temperature, TF, could lead to 
quenching where the lower steady state, A, 
at which the temperature of the dense gas 
is close to that of the feed gas, is the only one 
possible. If the fluidised bed is initially at the 
low steady state, increasing the feed temperature 
will cause the reactor to be ignited to the high 
state, C. 
The assumption has been made in this deriva-
tion that there exists a temperature difference 
between bubble gas and dense phase gas in a 
freely bubbling bed. The evidence for this is 
currently inconclusive, although a recent paper 
reporting measurements with fine thermocouples 
NOTATION 
A cross sectional area of bed, cm 2 
A area of part of bed cross section within 
gas clouds at any instant, cm 2 
A 1  area of part of bed cross section outside 
gas clouds at any instant, cm 2 
B defined by Eq. (5a) 
CA concentration of component A in the 
cloud gas phase, mole cm -3 
C°A initial concentration of component A in 
the gas, mole cm -3 
C specific heat at constant pressure, kJ 
mole -1K -1 
E activation energy, kJ mole -1 
G cloud gas flow rate through any horizontal 
section in the bed, cm 3 sec 
G 1  interstitial gas flow rate through any 
horizontal section in the bed, cm 3 sec -1 
h effective heat transfer coefficient, W 
cm 2K' 
H height of bed, cm 
AH enthalpy of reaction, kJ 
k reaction rate coefficient, sec -1 
k cloud phase reaction rate coefficient, sec -1 
k1 interstitial phase reaction rate coefficient, 
sec -1 
K equilibrium constant 
QE flow rate of cloud gas transfer per unit 
volume of cloud space, sec' 
T cloud phase temperature, K 
T' interstitial phase temperature, K 
TF fluid inlet temperature, K 
t-1B bubble rising velocity, cm sec' 
U defined as GC/AC 
U1 defined as GJ/A J  
U,,,1 minimum fluidisation velocity, cm sec 
x vertical distance from base of bed, cm 
0 defined by Eq. (5b) 
4' defined by Eq. (14a) 
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A model for competing reactions in gas fluidised beds 
S. EL NASHALEt and J. G. YATES 
Department of Chemical Engineering, University College London, London, England 
(Received 20 October 1971; in revised form 14 December 197 1) 
Abstract— Previous studies have demonstrated the influence of the delayed addition of reactants on 
the selectivity of competing reactions. A gas fluidised bed may be considered to be a system in which 
delayed addition to the dense phase occurs through the agency of the rising gas bubbles and the effect 
of this on the selectivity of competing reactions of the first and second order is investigated in this 
paper: 
R --E P'  
The results show clearly that in most cases selectivity to the first order product, P 1 , is enhanced by 
low interphase gas exchange rates. Furthermore there is an optimum value of this exchange rate for 
every set of kinetic parameters. Two phase model calculations based on realistic bubble size distribu-
tions show that the selectivity to P is increased by the presence immediately above the distributor 
of relatively large bubbles. 
INTRODUCTION 
MOST reactions of importance in the chemical 
process industry are complex in the sense that 
they involve consecutive and/or parallel stages, 
and frequently the desired product of such a 
reaction is either an intermediate compound or 
one which is produced in competition with 
others. The ability of a catalyst selectively to 
promote one reaction at the expense of other 
less desirable ones is a key factor in its choice 
for a particular process and the role of various 
physical properties in determining this selectivity 
is well known. Wheeler[l] demonstrated some 
years ago the influence of pore size distribution 
on the selectivity of solid catalysts for gaseous 
reactions, while a more recent development has 
been concerned with investigating the way in 
which the mode of reactor operation affects 
selectivity and how in practice this may be 
optimized. A common method of optimising the 
performance of a chemical reactor is by the 
control of its temperature profile through the 
addition of "cold" reactants at selected locations 
in the reactor. Such systems have been treated 
theoretically by Aris [2] and by van de Vusse 
and Voetter[3]. In a recent study by Jackson [4] 
it has been shown that the optimum reactant 
distribution policy in this type of cross flow 
reactor can be determined exactly from the 
application of the Pontryagin maximum principle, 
and a more general criterion for the improvement 
of reactor performance by varying the mixing 
pattern has been derived by the same author [5]. 
Very recently a study of the control of competing 
chemical reactions has been published [61 in 
which the authors considered both temperature 
and rate of addition as control variables and it 
was found that the nature of the optimal policy 
depends on the ratio between the activation 
energies of the competing reactions and on the 
ratio of their order with respect to the distributed 
reactants. 
Now the fluidised bed reactor by virtue of its 
two phase character offers a very good practic-
able means of distributing the feed of reactants 
along the length of the reactor. In the case of a 
solid catalysed gas reaction carried out in a 
fluidised bed, the dense phase is the more active 
tAt present on leave from Department of Chemical Engineering, Cairo University, Giza, Cairo, U.A.R. 
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which in the bubble phase relatively little reac-
tion occurs; thus the concentration of reactants 
will almost always be higher in the bubble phase 
and reactants will transfer from the bubble to 
the dense phase during the rise time of the 
bubbles. Thus the dense phase is analogous to a 
cross-flow reactor in which an improvement in 
performance may be achieved by the delayed 
addition of reactants. Indeed a recent study of 
the isomerisation of n-butenes over a fluidised 
silica-alumina catalyst[7] has shown that the 
selectivity to trans-butene-2 is greater than in 
a fixed bed reactor under the same conditions. 
In this paper a fuller investigation of the 
effects of fluidised bed operation on the selectivity 
of a solid catalysed gas reaction is presented. 
Particular reference is made to the Type II 





Here the reaction R - P1 was taken to be of the 
first order and R -* P2 of the second order, k 1 
and k 2 being the corresponding rate coefficients. 
This is a kinetic scheme which is expected to be 
particularly sensitive to fluidised bed operation 
in cases where the competing reactions are of 
different order because the dense phase, being 
in a state of so-called "maximum mixedness" 
[8, 9],  will cause the second order rate to be 
suppressed. Numerical integration of the dif-
ferential equations governing the system 
(Appendix) was required for the case of the 
second order reaction and an Adams-Moulton 
technique was used. The subroutine-was-provided 
witht1ëfiility to change the step size auto-
matically, an accuracy limit of 108  being applied. 
The calculations for the fluidised bed were 
/ carried out on the basis of the Partridge-Rowe 
model [10]; plug flow reactor calculations carried 
out for comparative purposes were based on a 
gas downflow system with the same physical 
characteristics as those of the fluidised bed. 
RESULTS AND DISCUSSION 
(a) For fixed two-phase parameters 
Calculations were carried out on the fluidised 
bed initially with values of the bubble velocity 
group, a, and the interphase gas exchange rate, 
QE, maintained constant throughout the bed. 
The two parameters are defined thus: 
a = UEm .i. 
Urn i 
- 39€DSh 
QE-  (V)213 
Furthermore the kinetic rate coefficient ratio 
k r , where: 
1 
'-r 	k2c° 
was maintained constant with a value of 20 
although the actual values of k 1 and k 2 were 
varied. 
The effect on the product yields tpp, and fip 2 Of 
different values of the interphase gas exchange 
rate, Q5, was calculated (Figs. 1 and 2) and 
hence the resultant selectivity, defined as the 
ratio of the yields of P 1 and P2 was found (Fig. 3). 
The effect of QE  on this selectivity for different 
values of the first order rate coefficient was also 
calculated (Fig. 4). 
Figure 2 shows tAp, as a function of bed height 
for k 1 = 10 and for different values of the inter-
phase exchange rate, QE.  It is seen that i/ip, for 
the two-phase model with Q = .0-0 is less than 
that for the plug flow case due to the bubble 
phase being less active and there being no 
transfer between the phases. With 
height 
of 130 cm, after which height the situation 
is reversed. tJip2 as a function of bed height 
is plotted in Fig. 2 and it is clear that with the 
three values of QE  used conversions to P 2 lower 
than those for the plug flow reactor are pre-
dicted. It is noteworthy that at a height of 180 cm, 
with QE = 20, pp,  is calculated to be lower than 
with QE = 00. This is due to the effect of dis- 
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Fig. 3. Effect of the magnitude of QE  on the selectivity to P1 . 
Fig. 1. Effect of the magnitude of QE  on the yield of the first 
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Fig. 2. Effect of the magnitude of QE  on the yield of the 	
S 
second order reaction product. 	 Fig. 4. Effect of the magnitude of k on the selectivity to P 1 . 
1759 
S. EL NASHAIE and J. G. YATES 
tributing the feed along the side of the dense 
phase which slows down the reaction R - P2 . 
Indeed for QE  20 the concentration of P2 is 
constant above a height of 80 cm since at this 
point all the reactant has been consumed. Now 
the selectivity of the reactor is measured by the 
ratio 1ip 1 /tp2 and this is plotted as a function of 
bed height in Fig. 3. A striking feature of these 
results is that the selectivity ratio passes through 
a maximum as QE  is varied from 0 to 20. Higher 
QE values cause the results to approach those of 
plug flow since under these conditions most of 
the transfer takes place close to the distributor. 
Figure 4 represents the selectivity ratios as 
functions of QE  for different values of the kinetic 
parameters. The optimum QE's are apparent in 
each case; it is also clear that the fluidised bed 
gives improved selectivity as the kinetic rate 
coefficient, k 1 , increases relative to k 2 . 
It is interesting to compare the computed per-
centage improvement in selectivity of the 
fluidised bed over the plug flow system at the 
optimum values of the interphase exchange 
coefficient. Thus for k 1 = l0 and QE = FO the 
improvement is 222 per cent; for k 1 = 60 and 
QE = 3-0 it increases to 283 percent. 
A further interesting result shown in Fig. 4 
is that the fluidised bed with any QE  value greater 
than zero is almost always better than the equi-
valent plug flow reactor for this type of competing 
chemical reaction. 
(b) For varying two-phase parameters 
In reality of course the two phase model 
parameters a and QE  are not constant in a freely 
-bubblillg—bed—but—vrywithbd heightTThi 
variation is due to bubble coalescence and to the 
pressure drop through the bed, two factors which 
cause a to increase in value from the bottom to 
the bed surface and which correspondingly 
cause QE  to decrease. In the present calculations 
(again for competing first and second order 
reactions) the a and QE  values used in a previous 
study [71 were employed; these are denoted 
by profile I in Fig. 5. The results corresponding 
to this profile are also denoted I in Figs. 6-8. In  
addition modified a and QE  values, denoted by 












Bed height, cm 
Fig. 5. Profiles of a and QE  through the fluidised bed. 
Figure 6 shows how the calculated selectivity 
ratios at the bed exit vary with the kinetic rate 
constants, while the variations with bed height 
at fixed k 1 values are plotted in Figs. 7 and 8. It 
is clear that the improvement in performance as 
comparedWitll the plug flow —case inot as great 
as might have been expected from the results 
given in (a). The reason for this is quite obviously 
due to the very high rate of interphase gas 
transfer immediately above the distributor which 
in turn is a result of the very small average 
bubble size in this region. Thus the desirable 
effect on the selectivity caused by the delayed 
addition of reactants is reduced and the bed 
behaves in a manner closer to the plug flow case. 
The selectivity is however improved by using 
4-C 
_Profile I (based on 
measured bubble sizes) 
Profile II (a modified 
profile I) 
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Fig. 6. Calculated selectivities from two different profiles 


















Bed height, cm 
Fig. 8. Calculated selectivities for k, = 60 sec'. 
clusion. This is that for the system studied i.e. 
one of competing first and second order reac-
tions, the relative yield of the first order product 
is diminished by the presence early on in the bed 
of small bubbles. Thus despite the improved 
contact between gas and solid which small 
bubbles promote, the selectivity to a first order 
product is reduced in their presence. The selec-
tivity could be improved by the use of a dis-
tributor which produces a low bubbling frequency 
and relatively large bubbles. There will however 
be a limit on the bubble size beyond which 
reactant by-passing becomes unacceptable, and 
more work is needed in this area to determine 
the optimum values of the two phase parameters 
and to show how they may best be engineered in 
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Fig. 7. Calculated selectivities for k. = 10 sec'. 
profile II in the computations as can be seen in 
Figs. 7 and 8. This result is in accord with the 
above reasoning and leads to an important con- 
1' 
A theoretical study based on an established 
two phase model shows the influence of fluidised 
bed operation on the selectivity of competing 
first and second order reactions. It is quite clear 
from the results that the selectivity to the first 
order product may be enhanced by operating the 
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bed in such a way that an optimum bubble size G 1 Interstitial gas flow rate (i.e. outside 
immediately above the distributor is achieved, cloud) through any horizontal section 
The presence in this region of very small bubbles, in the bed, cm 3s' 
whilst increasing the gas solid contact, decreases k 1 First order reaction rate coefficient, 
the selectivity. 	Careful design of distributors s 
is 	therefore 	necessary 	in 	order to optimise k 2 Second order reaction rate coefficient, 
reactor performance by promoting one reaction mole - ' 1 s_ I 
at the expense of another. k Modified 	cloud 	phase 	reaction 	rate 
coefficient for nth order reaction 
Acknowledgement—The authors wish to thank Prof. P. N. k 1 , i Modified interstitial phase reaction rate 
Rowe for his interest and encouragement during the course 
coefficient for nth order reaction of this work, 
k,  r k2C° 
A 	Cross sectional area of bed, cm 2 QE Flow rate of cloud-gas transfer, per 
A c 	Area of part of bed cross-section inside unit volume of cloud space, s 
gas clouds at any instant, cm 2 r Rate of formation of reactant R, gm 
A 1 	Area of part of bed cross-section out- mole cm 3s 
side gas clouds at any instant, cm 2 rp 1 Rate of formation of product P,, gm 
CR 	Concentration of reactant R in the mole cm 3s' 
cloud-gas phase, gm mole CM-3 rp, Rate of formation of product P21  gm 
C 1 	Concentration of product P, in the mole CM-3S-1 
cloud-gas phase, gm mole CM-3 Sh Sherwood 	number 	for 	cloud 	gas 
C 2 	Concentration of product P2 in the exchange 
cloud-gas phase, gm mole CM-3 UB  Bubble velocity, cm s 
CL 	Concentration of reactant R in the inter- Uc Defined as GIA, cm s' 
stitial gas phase, g mole CM-3 U1 Defined as G 1 /A 1 , cm s' 
C,, 	Concentration of product P 1 in the inter- U,1 ,f Minimum fluidisation 	superficial gas 
stitial gas phase, g mole CM-3 velocity, cm s 1 
C 2 	Concentration of product P 2 in the inter- V Cloud volume, cm3 
stitial gas phase, g mole cm 3 C 1 	C, 	- (CM)PF ,— 
(Cfi )pp 	Concentration of reactant R in plug X,11= - 	= 
flow, g mole cm Where M is R, P, or P2 and a prime refers to the 
(CP,)PF 	Concentration of product P, in plug interstitial phase. 
flow, g mole CM-3 
(Cp 2)pF 	Concentration of product P2 in plug Greek symbols 
flow-g-mole-cm 
CR° 	Initial concentration of reactant R in UJE,p 
the gas, g mole CM -3 U,nf  
C 	Initial concentration of product p,  in € Voidage of dense phase 
the gas, g mole CM -3 E f Voidage of dense phase at minimum 
C, 	Initial concentration of product p2  in fluidisation condition 




DG 	Gaseous diffusion coefficient, cm2s' , 
'f"2 
Gx 2 + G 1x' 2 
G Cloud 	gas 	flow-rate 	through 	any 
horizontal section in the bed, cm 3s' Gx 1 + G,x'p, 
h 	Bed height, cm 'f"112 GX,,2±G,x'p. 
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APPENDIX: MASS BALANCE 
DIFFERENTIAL EQUATIONS FOR THE 
REACTION IN BOTH FLUIDISED BED 
AND PLUG FLOW REACTOR 
Fluidised bed reactor 
Component R 
(a) bubble phase 
Uc+QE(xR —x', 1 )+kx5 + kC XR 2 C ° = 0 dh 
2. Component P 1 
bubble phase 
Ucf+QE(xP._x'iJ—kCXft = 0 
dense phase 
UJ-2+2-_c(X,,, — xj) — k1 x',1 = 0 
3. Component P 2 
(a) bubble phase 
QE (x,. - 	- k 1XR 2 C ° = 0 dh  
(b) dense phase 
—x,) - k,1 x 2 C° = 0 dh 	A, 
4. Boundary conditions: 
ath=O XR=lO 
X 'R = 10 
xp, = 00 
= 00 
xP = 00 
= 00 
II. Plug flow reactor 
Component R 





U,f 2 _k2€RC0= 0 
Boundary conditions 
ath=0 XE — IO 
= 00 
xp = 00. 
(b) dense phase 
U 	 0 'dh 	A 1 
Résumé—Au cours d'études antérieures, nous avons démontré l'influence qu'a une addition retardée 
de corps réagissant sur la sélectivité des reactions s'opposant. On peut considérer qu'un lit fluidisé par 
du gaz est un système dans lequel une addition retardée ala phase dense se produit grace a l'élèvement 
de bulles de gaz; l'effet resultant sur la sélectivité des reactions s'opposant de premier et de second 
ordre est étudié ici: 
Les résultats montrent clairement que dans la plupart des cas, Ia sélectivité du produit de premier 
odre P1  est augmentée par des taux faibles de I'échange de gaz entre les deux phases. De plus, il y a une 
valeur optimum de Ce taux d'échange pour chaque ensemble de paramètres cinétiques. Les calculs 
d'un modèle a deux phases base sur des distributions probables de la taille des bulles montrent que la 
sélectivité de P1 est augmentée par la presence de bulles assez grandes juste au dessus du distributeur. 
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Zusammenfassung— Fruhere Untersuchungen haben den Einfluss der verzdgerten Zugabe von Re-
agenten auf die Selektivität konkumerender Reaktionen aufgezeigt. Ein mittels Gas aufgewirbeltes 
Bett kann als ein System angesehen werden, in weichem verzägerte Zugabe zu der dichten Phase 
durch die aufsteigenden Gasbiasen hervorgerufen wird, und die Wirkung dieser Situation auf die 
Selektivität konkurrierender Reaktionen erster und zweiter Ordnung wird in diesem Artikel untersucht: 
Die Ergebnisse deuten kiar darauf hin, dass in den meisten Fallen Selektivität im Sinne des Produktes 
erster Ordnung P1 durch niedrige Gasaustauschgeschwindigkeiten zwischen den Phasen erhdht wird. 
Im übrigen besteht ein Optimaiwert dieser Austauschgeschwindigkeit fur jeden Satz kinetischer 
Parameter. Zwei Phasenmodeilberechungen auf Grundlage realistischer Blasengrössenverteilungen 
zeigen, dass die Selektivitat im Sinne von P1 durch die Gegenwart verhältnismässig grosser Blasen 
unmittelbar oberhaib des Verteilers erhöht wird. 
1764 
On the Dynamic Modelling of Porous 
Catalyst Particles 
S. S. E. H. ELNASHAJE and D. L. CRESS WELL 
Department of Chemical Engineering, University of Edinburgh, Edinburgh, Scotland 
A lumped dynamic model of a porous catalyst pellet is 
developed on the basis of the active site theory. This model 
is compared with a previous pseudo-homogeneous model due to 
Liu and Amundson and found to differ in two important 
respects: 
the effective mass capacity is much greater 
there is an additional heat generation term due to the ad-
sorption-desorption step. 
Both differences are shown to have important conflicting effects 
on the stability and dynamic behavior of the pellet. 
I n recent years increasing attention has been given to the study of the dynamic behavior of porous ca- 
talyst pellets as a first step towards the study of the 
dynamics of the packed bed and fluidised bed reactors. 
A comprehensive review of the literature is given 
by Ray"'. Much of the work in this area has been 
based upon a pseudo-homogeneous model in which the 
dynamics of the adsorption-reaction-desorption pro-
cess, as postulated by the active-site theory"', are ne-
glected. The experimental work of Kabel et al in-
dicates that adsorption-surface reaction time constants 
may be appreciable, even exceeding the thermal time 
constant in some cases. 
In the first of two papers we shall consider some of 
the implications and limitations of the pseudo-homo-
geneous model for a simple system in which mass and 
heat transfer resistances are limited to the external 
film and the only intraparticle effect is due to the 
adsorption-reaction-desorption sequence. In a second 
paper we shall generalise the model to include, in ad-
dition, intraparticle mass and heat transfer re-
sistances. 
The model 
Consider a simple reaction system 
On a mis an point un inodèle dynamique, de forme irrégu-
here, d'une pastille poreuse de catalyseur, en se basant sur la 
théorie de l'emplacement actif. On a compare le dit modéle 
avec un autre pseudo-hornogène qu'avait déjà mis an point 
Liu et Amundson. 
On a trouvé que le nouveau modéle différait de l'autre en 
deux points importants, a savoir: 
sa capacité effective de masse était bien plus grande. 
il sy est fait une production additionnelle de chaleur, par 
suite de la phase adsorption-désorption. 
On a constaté que les deux differences précitées produisaient 
des effets importants et contradictoires sur la stabilité et le 
comportement dynamique de la pastille de catalyseur. 
= k (C*E, - 
	)
(2) 
rs = kG8  ......................................... (3) 
where G is the concentration of reactant in the intra-
particle gas above the surface (mole/cc) and G is the 
concentration of vacant sites (mole/gm). If for sim-
plicity we assume the adsorption is weak for both 
reactant and product, Equation (2) can be written as 
TA =  k 	
- ---) .......................... ( 4) 
where 	is the total concentration of sites (corre- 
sponding to a complete monomolecular layer on the 
catalyst). 
The rate of accumulation of reactant in the intra-
particle void space per unit volume of pellet can be 
equated to the difference between the rate of mass 
transfer from the bulk phase to the particle (rM) 
and the rate of adsorption (psrA). For a spherical 
pellet of radius R and voidage € 
dC* 
A + X 	A. Xadsorption 
	
— 7-- =r,, — psrA ............................(5) 
A. X. 	B. X. surface reaction 	 where 
	
B.X 	B + X desorption 
A —* B overall reaction 
where X denotes an active site. 
The rate of accumulation of adsorbed reactant 
(A.X) on the internal surface can be equated to the 
difference between the rate of adsorption (rA) and 
the rate of surface reaction (rs) 
dC8 
dt 7A — T ...................................(1) 
We shall express the rates r8 and rs as moles! (sec) 
(gm catalyst). The adsorbed concentration C5 is, 
therefore, expressed in moles/gm catalyst. According 
to the active site theory"', 
.__k g (Cb_C*) ...........................(6) 
In Equation (6) Gb refers to the concentration of 
reactant in the bulk phase. 
A transient heat balance on the particle is: 
dT 
PsCs jt-- = TH + (—/ H). psrs + (—H)8 psrA. . . (7) 
where r,, is the rate of heat transfer per unit vol of 
particle between the bulk. phase (temp. Tb) and the 
particle (temp. T) defined by 
Tff = 	---- h(Tb — T)...................... ..(8) 
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The second and third terms on the right hand side of 
Equation (7) account for the rates of heat genera-
tion due to surface reaction and reactant adsorption, 
respectively. We justify the inclusion of a heat gene-
ration term due to adsorption on the basis that the 
heat of adsorption for chemisorption may be com-
parable to the heat of reaction. For simplicity we 
have neglected the effect of product adsorption. 
It is also necessary to state the initial conditions: 
Cs(0) = Cso 	) 
C*(0) = Co 	 ................................ (9) 
T(0)=To 
The lumped system formulation described by Equa-
tions (1-8) comprises three state variables Cs, C and 
T. A comprehensive representation of the results of 
integrating Equations (1), (5) and (7) in the three-
dimensional state space would be prohibitively expen-
sive in computer time. Consequently, we shall limit 
this study to the special case of adsorption equilibrium. 
Adsorption-desorption equilibrium 
Eliminating r4 between Equations (1), (5) and 
(7) we obtain the pair of equations 
dC* 	dCs 
€ 	+ Ps 	= r.1 - Ps rs.................. (10)  dt di 
dT dCs 
Pscs 	= rH + (—/H)T psrs + (—H) 4  Ps 	.. .(11)dt 
where (- AH)T represents the overall heat of reaction 
given by 
= (H), + (—LH)A .................. (12) 
Equation (10) represents an overall mass balance 
taken over the internal surface and the void space. 
If we assume equilibrium between the internal sur-
face and the intraparticle gase according to a linear 
isotherm relationship, then 
Cs =K,,.C* 	.......................... (13) 
We shall assume further that the equilibrium con-
stant K is temperature independent, although in prac-
tice K is generally a weakly decreasing function of 
temperature. Of primary importance, however, is the 
temperature dependence of the intrinsic reaction rate 
constant k, which can be represented by an Arrhenius 
expression 
k = A exp (—E/R 0 T) ............................. (14) 
with A being a pre-exponential factor and E the in-
trinsic activation energy. 
The linear isotherm relationship (13) allows us to 
write the overall mass balance (10) in terms of the 
single concentration variable C*. Thus, substituting 
(13) into (10) we obtain 
dC* 	3 
( + psKCm) .__ = 	k g (C6 - C*) - Ps kC*(15) 
where k' is a pseudo-homogeneous rate constant given 
by 
= kKC,, = Bexp (—Ea/R 0T) ................... (16) 
with E the apparent activation energy.. 
It is convenient to cast Equations (15) and (11) 
into a dimensionless form by introducing the normal-
ized variables 
= C/C6, y = TI?'6  
and the dimensionless time 	 - 
3h1 
T= Rpscs 
Equations (15) and (11) may now be written as 
= 1 	ae 1 .X* 	....... (17) 




where Ls and L are Lewis numbers based upon the 
separate contributions of the internal surface and the 
void volume to the effective mass capacity of the 
particle: 
Ls = 	._L_ . psKC (Internal surface) 
	
k g 	P,Cs 
h 	1 = - . (Void volume) 
k g PsCs 
The remaining groups a, /3, /3A and y  are defined by 
R psB -
.) 	Kg 
= (—LH)r k g C6 (overall exothermicity factor) 
hT6 
OA = (_H) k g C6 (exothermicity factor for adsorption) 
h T6 
y = E,/RGTb (dimensionless activation energy) 
Steady states 
The steady state equations for the particle are ob-
tained from Equations (17) and (18) by setting the 
time derivatives equal to zero 
1 - = ae 
	S
. ............................. (19) 
ys - 1 = a$ e71/5 . X ...........................(20) 
where subscript S signifies steady state. 
Equations (19) and (20) can be combined into a 
single equation which can be written as 
Q- = -- (ys - 1) = e 
7/vS  (1 + —ys) = Q .........(21) 
where Q and Q represent the heat rejection and heat 
generation functions for a single particle. It is well 
known that the particle may have either one steady 
state or three steady states, depending upon the para-
meters y, p and a. Equation (21) has been analysed 
extensively for uniqueness and multiplicity of solu-
tions by Ari& 6 . The results are summarized below. 
Unique solution if y/3 < 4(1+/3), irrespective 
of a. 
Multiple solutions if 'y/3 > 4(1±13) and 
* <.–- <* 
where 
( dQ\ 
= 	i)Ysi 	= 	JYss 
 ( dQ" 
Y($ + 2) ± 	 - 4(1 + ) l 
y g , Y52 = 	 2($ + '1) 
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(iii) Unique solution if y/3 > 4(1+/3) and 
	
Taking (pfCf/psCs) — 10 -3 for gas-solid systems, L5 is 
of order one, while L is of order 10g. This result 
either > shows that accumulation of reactant within the pores 
will normally be insignificant compared with that on 
the internal surface. 
<cb* 
Comparison of the model with previous work 
Liu and Amundson(" investigated the stability of 
the steady states of a porous catalyst particle subject 
to small perturbations by employing a pseudo-homo-
geneous model. Their model can be derived from Equa-
tions (17) and (18) by equating the adsorptive capac-
ity term L5 = 0: 







They derived the familiar slope condition 
dQ 	dQ 
dys > dys 
at the point of intersection of the Q, Q curves as be-
ing necessary and sufficient for local stability of the 
steady state. From this result they were able to draw 
the following conclusions 
Uniqueness of the steady state ensures stability. 
In the multiple steady state region the low and 
high temperature steady states are locally stable 
while the intermediate state is unstable. 
Comparison of the pseudo-homogeneous model of 
Liu and Amundson with that based upon the active-
site theory (Equations (17) and (18)) shows up two 
important dynamic differences: 
a larger Lewis number in the active site model due 
to the adsorptive capacity of the internal surface 
stronger coupling between the heat and mass bal-
ance equations by virtue of a heat generation term 
due to adsorption. 
Both differences may have important effects on the 
transient response and stability of the stady state. 
Before considering stability in more detail it is useful 
to obtain an impression of the magnitudes of the 
Lewis numbers L 5, L in real systems. 
Magnitude of the Lewis numbers 
From f-factor correlations 
h 	 Sc 
 
= plc, 	 - plc, 
for gases and vapors. Using this result we can write 
L5 =( -- / •p,K,L,= RLL . 
PsCs 	 PsCs 
For the adsorption of ethanol on ion-exchange resin 
catalyst at 100°C, Kabel and Johanson"' report 
Cm = 4 x 10-3 moles/gm 
K = 2.75 x 105  cm3/mole. 
Local stability analysis 
Introducing perturbation variables 
77 = X" - X 
%&=y —ys 
where X*, and Y s are steady state values of X and y, the 
linearized forms of Equations (17) and (18) for arbitrarily 
small perturbations can be written 
d'7 /d = A 77 + B /' 
= C 77 + D l' 
where 	 / 
—(1 + aF) 	 - aP 
B
U S  
	
A = (Ls + L0 ) 	 = (Ls + L,) 
E 8ALS 	F*(/3 - /3ALS - 	Ls+L a 	Ls+L )] 
D = - [i —aF 5 (s - L5+L,)] ,F = evs.X 
The conditions necessary and sufficient that these 
two equations have asymptotic solutions tending tow-
ard zero are: 
AD - BC> 0 
A + D < 0 
The first condition can be reduced to 
>/3 F 5 - F*...............................(22) 
which is simply the slope condition 
(dQ-\ 
) 	




as derived by Liu and Amundson. The second condition 
can be written as 
See Equation (23) below. 
For the pseudo-homogeneous model of Liu and Amund-
son L5 = 0, bearing in mind that L << 1, (23) sim-
plifies to 
> L, . /3 F,5 - 	........................... (24) 
The first condition (22) implies the second condi-
tion (24). The slope condition is therefore sufficient 
for local stability. 
In the active-site model Ls >> L. and (23) can be 
simplified to 
1 	1 
+ 	>F,5 (/3— OA) — T ..........
(25) 
a ( Ls )  
Since L 5 may be greater than one in real systems, the 
first condition (22) does not imply the second condi- 
tion (25). A steady-state that satisfies the slope con- 
1 (L5 + L,  + 1 \ 	, / 	/3ALS \ 
a 	L5 + L 	) > F,,s 	y3 - Ls + L. ) - (L8 + L,) .............................................. (23) 
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Figure 1 — Phase plane of a pellet with 
three steady states. Case of high Lewis 
number. Effect of PA. 
Parameters 
L5 =6 
a = 2 x 10'  
p =1 
-f = 18  
B 
0 	 01 	02 0-3 04 05 0-6 0-7 	0 	 17 	
It 
X* (dimensionless concentration) 
Figure 2 — Phase plane of a pellet with 
three steady states. Case of a reduced 
Lewis number. Effect of PA. 
Parameters 
L0 = 1.2 
a = 2 x 10 
p =1 
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Figure 3 — Phase plane of a pellet with 
three steady states. Limiting case of 
L5 = 0. 
Parameters 
L5 = 0 
a = 2 x 10 
p =1 
















dition may, therefore, be unstable. A similar result 
was obtained by Cardoso and Luss 19 for reactions oc-
curring on a catalytic wire. 
Qualitative effects of the dynamic parameters L 5 and 
/3A on stability 
It is interesting at this stage to investigate the qua-
litative effects of the dynamic parameters Ls and /3t 
on stability. 
Effect of the Lewis number (L 3) 
First let us rewrite condition (25) as 
if 	i\ 	F* 
Ls + 	+ 	> F (/3 - /3A) .........(
26) 
It is clear that by increasing the Lewis number we 
decrease the left hand side of the stability condition 
(26), thereby tending to destabilize the 'steady state. 
In the limit as L — , condition (26) reduces to 
. .......................................(27) 
Now, if the heat of adsorption is negligible (/3t = 0), 
(27) reduces further to 
/3 F 	.....................................(28) 
We can see that a steady state satisfying the slope 
condition (22) may violate (28), in which case the 
steady state becomes unstable. If, on the other hand, 
the steady state satisfies (28) it is stable, irrespective 
of the magnitude of the Lewis number. 
Effect of the heat of adsorption parameter (/3A) 
By increasing j3A we decrease the right hand side 
of (26), thereby tending to stabilize the steady-state. 
In the limiting case J6, = /3, condition (26) is satis-
fied, irrespective of the Lewis number. The slope 
condition (22) is then sufficient for local stability. 
This represents an unlikely practical case, however, 
Discussion and results 
Figures 1-3 summarize the results of transient com-
putations carried out on the non-linear model by 
Equations (17) and (18), from several different start-
ing points. 
Figure 1 shows the phase plane of a pellet with 
three steady states, corresponding to the parameters 
a = 2 x 10, y = 18, /3 = 1 and a Lewis number L5 
= 6. The upper steady state A is unstable if JIA = 0. 
All trajectories eventually terminate at ( the stable low 
steady state B. Increasing 8A stabilizes the upper 
steady state. For /3A = 0.5, the upper steady state is 
surrounded by a significant region of asymptotic sta-
bility. 
Figure 2 shows the phase plane of a pellet with the 
same steady state parameters a, 13 and y, but having 
a reduced Lewis number L5 = 1.2. The upper steady 
state is now stable with ,BA = 0. Trajectories in the 
phase plane are strongly dependent oil /3A. This be-
havior is particularly important for initial conditions 
on the right hand sideof the phase plane, which lead 
to large transient temperature hot spots. From such 
points the derivative dX*/ct T is initially negative. This 
negative term is introduced into the heat balance equa-
tion by the additional, coupling, thereby slowing down 
"the initial" temperature response. Transient hot spot 
temperatures, which arise when the additional coup-
ling is not present (flA = 0), are greatly damped as 
/34 increases. Starting from initial conditions on the 
left hand side of the phase plane dX*/d T is initially 
positive. The temperature response is now initially 
accelerated through the additional coupling. This has 
the effect of bending the trajectories upwards towards 
the upper steady state A, thus enlarging the range of 
initial temperatures on the left hand axis from which 
the upper steady state A can be realized. 
Figure 3 shows the phase plane for the limiting case 
Ls = 0. This case corresponds to the pseudo-homoge-
neous model of Liu and Amundson". It is apparent 
that this model fails to properly describe the local 
stability characteristics and greatly distorts the phase 
plane. 
Conclusions 
A lumped dynamic model of a porous catalyst par-
ticle is derived based upon the active-site theory. This 
model is compared qualitatively with a previous 
lumped model due to Liu and Amundson and found to 
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differ in 4wo respects: 
the effective mass capacity is much greater 
there is an additional heat generation term due to 
the adsorption-desorption step. 
Both differences are shown to have important conflict-
ing effects on the dynamic behavior and stability of 
the steady state. 
The relatively large mass capacity of the active-site 
model tends to destabilize the steady state. 
If the Lewis number (L 3) of the gas-solid system exceeds 
unity (L8 > 1), it is shown that a steady state satisfying 
the familiar slope condition (dQ7dy)y. > (dQ/dy)y, may 
be unstable. This critical bound of the Lewis number ap-
pears to be within the practical range. 
The presence of an additional heat generation term 
due to the adsorption-desorption step exerts a strong 
stabilizing influence on the steady state. 
Although the active-site model is idealized in prac-
tice, it nevertheless provides a useful basis on which 
to develop systematic dynamic modelling studies. 
Nomenclature 
A = pre-exponential factor 
B = pre-exponential factor 
c1 = gas specific heat 
C. = specific heat of particle 
Gb = bulk reactant concentration 
C,,, = total concentration of active sites 
C8 = concentration of adsorbed reactant 
C, = concentration of vacant sites 
C 1' = concentration of reactant in the pore space 
E = activation energy for surface reaction 
Ea = apparent activation energy 
h = film heat transfer coefficient 
(— = heat of surface reaction 
(— tH), = heat of adsorption 
k = surface reaction rate constant 
k, = adsorption rate constant 
= film mass transfer coefficient 
= pseudo-homogeneous rate constant 
K = adsorption equilibrium constant 
Q = heat rejection function 
= heat generation function 
R = particle radius 
RG = gas constant 
= time 
T = particle temperature 
T9 = bulk temperature 
Greek symbols 
a = pre-exponential group 
= overall thermicity factor 
13A = thermicity factor for adsorption 
7 = activation energy parameter 
= particle voidage 
Pf = gas density 
Ps = particle density 
T = dimensionless time 
Dimensionless groups 
L 2 = Lewis number based on adsorptive capacity of 
internal surface 
L,, = Lewis number based on void volume of particle 
Pr = Prandtl number 
Sc = Schmidt number 
X 1' = normalised concentration 
Y = normalised temperature 
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Some Observations on Uniqueness and' 
Multiplicity of Steady States In Non.-Adiabatic 
Chemically Reacting Systems 
A4RVIND VARMA and NEAL R. AMUNDSON 
Department of Chemical Engineering and Materials Science, University of Minnesota, 
Minneapolis, Minnesota 55455, U.S.A. 
An investigation of uniqueness and multiplicity of the steady 
states in two non-adiabatic chemically reacting systems, the 
stirred tank and the tubular reactors, is presented. Exact unique-
ness and multiplicity criteria are presented, and some conclu-
sions derived therefrom, for the stirred tank reactor. For the 
tubular reactor, some numerical results are reported and mul-
tiplicities of the type 1-3-1, 1-3-1-3-1 and 1-3-5-3-1 noted. 
Criteria obtained earlier and those obtained from a lumping 
approximation of the distributed system are evaluated. In addi-
tion, two asymptotic solutions are obtained for the non-adiaba-
tic tubular reactor. 
Introduction 
I n a recent communication to this journal 111 , hereafter referred to as I, some analytical results on qualitative 
behavior of solution profiles, a priori bounds, uniqueness 
of steady state solutions and their stability were reported 
M 
for the case of a single chemical reaction, E cr,A, = 0, 
j=1 
occurring in a non-adiabatic tubular reactor. In this 
paper, we supplement these analytical results by pre-
senting some numerical work. We also present and discuss 
exact criteria for uniqueness and multiplicity of steady 
state solutions in the related problem of a chemical re-
action occurring in a non-adiabatic stirred tank reactor. 
In addition, we present and discuss criteria obtained by a 
lumping approximation and present solutions for two 
asymptotic problems concerning the non-adiabatic tu-
bular reactor. 
The system equations 
We recall that in the steady state, the equations de-
scribing the mass and heat balance in a non-adiabatic 
tubular reactor can be reduced to the following di-
mensionless system of coupled Equations (1) 
4--Pe,,. Sar(z,y) 	=O;0<s<1 ........... (1)ds 
d'ydy 
- Pev--- +I3ar(z,y) —y(y—y,) = 0 ;0 <S < 1...(2) ds 
along with boundary conditions 
dz 	
Pe,,,(z-1) ; s = 0 ; 	= Peh(y — l) .............(3a)ds 
On présente une étude de l'unicité et de la multiplicité des 
regimes stables dans deux systèmes non-adiabotiques de réac-
tions chimiques, It savoir les réacteurs tubulaires et a cuve 
agitée. On indique les critères d'unicité et de multiplicité 
exactes ainsi que certaines conclusions qui en découlent, dans 
le cas du réacteur It cuve agitée. En ce qui a trait an réacteur 
tubulaire, on rapporte qnelques résultats numériques et des 
multiplicités telles que 1-3-1, 1-3-1-3-1 et 1-3-5-3-1 qu'on a 
observécs. On évalue lea critères déjà obtenus et ceux qui pro-
viennent d'une approximation globale du système réparti. On 
obtient, en outre, deux solutions asymptotiques pour le réacteur 
tubulaire et non-adiabatique. 
Ts— 	 ds 
=0.....................(3b) 
where z represents the dimensionless concentration of 
the key reactant species, Ak, in whose terms the con-
centrations of all the other species are algebraically 
related as: 
[C,,,—C2(s)]/a,=[Ck, — Ck(s)l/ak ; 0 < s < l,j= 1—M. . . . (4) 
if the dispersion coefficients for all the species are 
taken to be equal, as is s usually a sumed"'. 
It is shown in I that if Fern = Pek = Pe, another 
simplification in the steady state equations can be 
obtained, because a functional relation exists between 
the key concentration variable, z, and the dimensionless 
temperature, y: 
y(s) + /3z(s) = 1 + 3 - yf'K(s,)(y() - y,,ld ......(5) 
where 
K(s,) = 	
12G1(s,E) = {(l/Pe)eP_ ; s < 
(6) 
1/Pe ;s> E  
and G 1 (s,) is the strictly positive Green's function 
for the operator 
Li[v] = (-s- - - i-) [v] ..................... (7a) 
along with boundary conditions: 
(- - 
	 + -_)[vl = 0 ;s = 0. 
B[v] = 0 ; 	 (7b) 
(-a- + 	) [v] = 0; S = 1 
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