Abstract
Introduction
Quantum mechanical computing and communication has been studied extensively during the last decade. Communication has to be a physical process, so an investigation of the properties of physically allowed communication is desirable, and the fundamental theory of physics available to us is quantum mechanics.
The theory of communication complexity deals with the question how efficient communication problems can be solved and has various applications to lower bound proofs for other resources (an introduction to (classical) communication complexity can be found in [18] ).
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In a quantum protocol (as defined in [25] ) two players Alice and Bob each receive an input, and have to compute some function defined on the pair of inputs cooperatively. To this end they exchange messages consisting of qubits, until the result can be produced by some measurement.
Unfortunately so far only few "applicable" lower bound methods for quantum communication complexity are known: the logarithm of the rank of the communication matrix is known as a lower bound for exact (i.e., errorless) quantum communication [4, 5] , the (in applications often weak) discrepancy method can be used to give lower bounds for protocols with error [17] . Another method for protocols with bounded error requires lower bounds on the minimum rank of matrices approximating the communication matrix, and has not been applied successfully so far [5] .
Let Á È Ò denote the inner product modulo 2 function, i.e., for binary strings Ü Ý of length Ò and the Hamming distance ×Ø. We then show, using methods of de Wolf [24] , that the quantum nondeterministic communication complexity of À Å Ò is Ç´ÐÓ Òµ. So we get an exponential gap between the quantum nondeterministic and bounded error complexities. Since it is also known that the equality function É Ò has (classical) bounded error protocols with Ç´ÐÓ Òµ communication [18] , while its quantum nondeterministic communication complexity is ¢´Òµ [24] , we get the following separation, see section 2.1 for the notations.
Corollary 1 There are total Boolean functions
À Å Ò É Ò on ¾Ò inputs each, such that AE É ´À Å Ò µ Ç´ÐÓ Òµ and É ´À Å Ò µ á Ò ÐÓ Òµ, É ´ É Ò µ Ç´ÐÓ Òµ and AE É ´ É Ò µ á Òµ.
We then turn to several other techniques for proving lower bounds, which are also based on the Fourier transform. We concentrate on functions ´Ü Ýµ ´Ü ¥ Ýµ, for ¥ ¾ ¨ . We prove that for ¥ , if we choose any Fourier coefficient Þ of , then Þ ´½ ÐÓ Þ µ yields a lower bound on the bounded error quantum communication complexity of . Averaging over all coefficients leads to a bound given by the average sensitivity of divided by the entropy of the squared Fourier coefficients. We then show another bound for ¥ ¨in terms of the entropy of the Fourier coefficients and obtain a result solely in terms of the average sensitivity by combining both results. While the average sensitivity of a Boolean function is the expected sensitivity of an input to the function (see section 2.3), the 0-sensitivity of a function is the maximum 0-sensitivity over all inputs (see [5] ). Note that the 0-sensitivity of OR is Ò, so if we could replace the average sensitivity in the above bound by the 0-sensitivity, we would get a very nice lower bound for the disjointness problem. Actually proving a conjecture in [5] would yield a similar lower bound in terms of 0-block-sensitivity.
Corollary 2
We then generalize the bound methods, and show that in the entropy bound and in the bound defined by Raz Ç´½µ.
È ´ Ç Í AE Ì Ø Ò µ ¢ Òµ for all Ø Ò ¾.
These are the first lower bounds for functions which allow a polynomial quantum speedup. The quality of the lower bounds degrades with Ø´Òµ, so we do not have good lower bounds for ÁËÂ Ò .
Previously the only known general method for proving lower bound method for the bounded error quantum communication complexity has been the discrepancy method. We show that for any application of the discrepancy bound to À Å Ò Å Â Ò , and Ç Í AE Ì Ø Ò , the result is only Ç´ÐÓ Òµ. To do so we characterize the discrepancy bound within a constant multiplicative factor and an additive logfactor as the classical weakly unbounded error communication complexity È (see sections 2.1/2.3 for definitions).
Corollary 4 For all
For our examples the new lower bound methods are exponentially better than the discrepancy bound. We conclude also that the discrepancy bound subsumes other methods for proving lower bounds on the weakly unbounded error communication complexity [9] . Furthermore we investigate quantum protocols with weakly unbounded error and show that quantum and classical weakly unbounded error communication complexity are asymptotically equivalent.
Preliminaries
Note that we consider functions with range ¼ ½ as well as with with range ½ ½ . If a result is stated for functions with range ¼ ½ then it also holds for ½ ½ . Some results are stated only for functions with range ½ ½ . The communication complexity does not depend on that choice, so this means that certain parameters in the lower bounds are dependent on the range.
The communication model
Now we provide definitions of the computational models considered in the paper. We begin with the model of classical communication complexity. The above notion of weakly unbounded error protocols coincides with majority nondeterministic protocols, which accept an input, whenever there are more nondeterministic computations leading to acceptance than to rejection. For a proof see theorem 10 in [12] . So weakly unbounded error protocols correspond to certain majority covers as follows: Note that there is another type of protocols, truly unbounded error protocols, in which the cost is not dependent on the error, defined by Paturi and Simon [21] . Recently a linear lower bound for the unbounded error communication complexity of Á È Ò has been obtained in [10] . It is not hard to see that the same bound holds for quantum communication as well. It is interesting to note that the lower bound method of [10] is actually equivalent to the discrepancy lower bound restricted to the uniform distribution. Now we turn to quantum communication protocols. For general information on quantum computation see [20] . For a formal definition of quantum protocols see [25] .
Definition 2 In a quantum protocol the players exchange qubits in order to compute some Boolean function. The (bounded error) quantum complexity of a function is de-
In a weakly unbounded error quantum protocol the output has to be correct with probability exceeding ½ ¾. The cost É ´ µ of an optimal protocol is defined as above. 
In a quantum nondeterministic protocol for a Boolean function all inputs in

Fourier analysis
We consider functions The following facts are well-known. For technical reasons we will sometimes work with functions , whose range is ½ ½ . Note that we can set ¾ ½ for a function with range ¼ ½ . Since the Fourier transform is linear, the effect on the Fourier coefficients is that they get multiplied by 2 except for the coefficient for the constant basis function, which is also decreased by 1.
Fact 2 (Parseval) For all :
¾ ¾ È Ý ¾ Ý .
Discrepancy, sensitivity, and entropy
We now define the discrepancy bound. 
The application to communication complexity is as follows (see [17] and also [16] ):
A quantum protocol which computes a function correctly with probability ½ ¾ · over a distribution on the inputs (and over its measurements) needs at least ª´ÐÓ ´¯ × ´ µµµ communication.
We will prove a lower bound on quantum communication complexity in terms of average sensitivity. The average sensitivity of a function measures how many of the Ò possible bit flips in a random input change the function value. We define this formally for functions with range ½ ½ . The connection to Fourier analysis is made by the following fact first observed in [13] .
Definition 4 Let
¼ ½ Ò ½ ½ be a function. For ¾ ¼ ½ Ò let × ´ µ È Ò ½ ½ ¾ ´ µ ´ ¨ µ
Fact 5 For all
So the average sensitivity can be expressed in terms of the expected "height" of Fourier coefficients under the distribution induced by the squared coefficients.
One more notion we will use in lower bounds is entropy. 
Decomposing quantum protocols
In this section we show how to decompose a quantum protocol into a set of weighted rectangles, whose sum approximates the communication matrix. For more details and the proof see [16] . 
Lemma 2 For all functions
For the proof one first approximates the communication matrix by a set of ¾ Ç´ µ rank one matrices with bounded entries resulting from a given protocol with error 1/3, uses discretization to obtain a set of rectangles, and only then directly improves the approximation quality of the cover (instead of first boosting the protocol's success probability).
At first glance the covers obtained in this section seem to be very similar to majority covers: we have a set of rectangles with either negative or positive weights of absolute value «, and if the weighted sum of rectangles adjacent to some input exceeds a threshold, then it is a 1-input. But we have one more property, namely that summing the weights of the adjacent rectangles approximates the function value. Actually the lower bounds in the next sections and the characterization of majority covers (and weakly unbounded error protocols and the discrepancy bound) in section 8 show that there is an exponential difference between the sizes of the two types of covers.
A Fourier bound
In this section we describe a lower bound method first developed by Raz [22] for classical bounded error communication complexity. We prove that the same method is applicable in the quantum case, using the decomposition result The basic idea of the lower bound is that the communication must be large, when the sum of the absolute values of a small set of Fourier coefficients is large. First we give a lower bound on the sum of absolute values of the Fourier coefficients in for , in terms of the respective sum for , using the fact that approximates . Obviously We make use of the following consequence of fact 3. Let us note one lemma that is implicit in the above proof, and which will be used later. In this section we use the lower bound method to prove that quantum nondeterministic protocols may be exponentially more efficient than bounded error quantum protocols. Raz has shown the following [22] : Applying the lower bound method we get Then let Å È ´Å · AE µ Ò ¾ ¡ . This is a matrix which is 0 exactly at those inputs with È ´Ü ¨Ý µ Ò ¾. Furthermore Å is composed of ¾Ò · ½ weighted rectangles and thus the nondeterministic rank of À Å Ò is Ç´Òµ. ¾
Theorem 1 Let be a total Boolean function
¼ ½ Ò ¢ ¼ ½ Ò ¼ ½ . Let Î . Denote ¼ (Fact 6 Let Ú ¾ Ô È Ñ ½ Ú ¾ , and Ú ½ È Ñ ½ Ú . Then Ú Û ¾ Ú Û ½ Ô Ñ ´ Ú ½ Û ½ µ Ô Ñ Then Ý Ý Ý Ý × ¡ ´ Ý Ý Ý Ý µ ¾ µ ½ Ô ¼ ¡ ¾
More Fourier bounds
In this section we develop more methods for proving lower bounds on quantum communication complexity in terms of properties of their Fourier coefficients. Combining them yields a bound in terms of average sensitivity.
Consider functions of the type ´Ü Ýµ ´Ü Ýµ. The Fourier coefficients of measure how good the parity function on a certain set of variables is approximated by . But if is correlated with a parity on a large set of variables, then should be correlated with an inner product function. This gives the intuition for the first bound of this section. Then every Ü Ý is one resp. zero with probability ½ ¾. So under this distribution on the inputs to we get the uniform distribution on the inputs to .
Theorem 4 For all functions
Using ´Ü Ýµ ´Ü Ýµ we will get an approximation of Á È Ñ under Ñ with error ½ ¾ Þ from the outcome of a protocol for . We then use a hardness result for Á È Ñ given by the following lemma, for a proof see the full version of this paper [16] . 
Lemma 4 Let
¾
The above bound decreases with the entropy of the squared Fourier coefficients. This seems unnecessary, since the Fourier method of Raz suggests that functions with highly disordered Fourier coefficients should be hard. This leads us to the next bound.
Lemma 7 For all functions
PROOF: Consider any quantum protocol for with communication . As described in section 3, lemma 2, we can find a set of ¾ Ç´ ÐÓ Òµ weighted rectangles so that their Now we would like to get rid of the entropies in our lower bounds at all, since the entropy of the squared Fourier coefficients is in general hard to estimate. Therefore we would like to combine the bounds of lemmas 5 and 7. The first holds for functions ´Ü Ýµ, the other for functions ´Ü¨Ýµ. Also note that the quantity ½ ·¡ ¡ ¡ · is known as the Ky Fan -norm of a matrix [2] . This is a unitary invariant matrix norm, and there is a remarkable fact saying that if matrix has smaller Ky Fan -norm than for all , then the same holds for any unitary invariant norm. This leads to the interesting statement that the Raz-type bound in theorem 5 for a function is smaller than the respective bound for for all , iff for all unitary invariant matrix norms versely, considering the bounds in theorem 5: if the entropy bound for is smaller than the entropy bound for , then there is a , so that the Raz type bound for applied to is bigger than the corresponding bound for .
To conclude this section we give an example of a lower bound provable using the method of theorem 4, see [16] .
Note also that the average sensitivity of the function with Å Â Ò´Ü Ýµ ´Ü Ýµ is ¢´ÔÒµ.
Application: Limits of quantum speedup
Consider the functions Ç Í AE Ì Ø Ò´Ü Ýµ. These functions do admit some speedup by quantum protocols, this follows from a black box algorithm given in [3] , and the results of [4] connecting the black box and the communication model. 
¾
Computing the bounds for some interesting values yields corollary 3.
Discrepancy and weakly unbounded error
The only general method for proving lower bounds on the quantum bounded error communication complexity has been the discrepancy method prior to this work. We now characterize the parameter × ´ µ in terms of the communication complexity of . Due to fact 4 we get for all¯ ¼ É ½ ¾ ¯´ µ ª´ÐÓ ´¯ × ´ µµµ µ É ½ ¾ ¯´ µ ÐÓ ´¯µ ª´ÐÓ ´½ × ´ µµµ Thus È ´ µ É ´ µ ª´ÐÓ ´½ × ´ µµµ We know that for all distributions there is a rectangle with discrepancy at least ½ ¾ . Then the weight of ones is « · ½ ¾ ·½ and the weight of zeroes is « ½ ¾ ·½ or vice versa on that rectangle (for some « ¾ ¼ ½ ¾ ).
We take that rectangle and partition the rest of the communication matrix into 2 more rectangles. Assign to each rectangle the label 0 or 1 depending on the majority of function values in that rectangle according to . The error of the rectangles is at most 1/2. If a protocol outputs the label of the adjacent rectangle for every input, the error according to is only ½ ¾ ½ ¾ ·½ . This holds for all . Furthermore the partitions lead to deterministic protocols with Ç´½µ communication and the same error: Alice sends the names of the rectangles that are consistent with her input. Bob then picks the label of the only rectangle consistent with both inputs.
We now invoke the following lemma due to Yao (as in [18] ).
Fact 10 The following statements are equivalent for all :
For each distribution there is a deterministic protocol for with error¯and communication .
There is a randomized protocol in which both players can access a public source of random bits, so that is computed with error probability¯(over the random coins), and the communication is .
So we get an Ç´½µ communication randomized protocol with error probability ½ ¾ ½ ¾ Ç´ µ using public randomness. We employ the following result from [19] to get a protocol with private randomness.
Fact 11
Let be computable by a probabilistic protocol with error¯, that uses public randomness and bits of communication. Then È ´½·AEµ¯´ µ Ç´ · ÐÓ ´Ò AE µµ.
We may now choose AE ½ ¾ Ç´ µ small enough to get a weakly unbounded error protocol for with cost Ç´ · ÐÓ Òµ. ¾
In [16] we also consider the quantum version of weakly unbounded error protocols. 
Open Problems
A slightly different model of quantum communication complexity has been defined in [6] . In this type of protocols the qubits of an arbitrary input-independent state are distributed in the beginning to the players (usually some finite number of EPR pairs). This allows the players to perform superdense coding to classical messages [1] , which saves a factor of 2 in the communication complexity of many functions. Also the players can use EPR pairs to simulate classical public randomness. It is open, whether prior entanglement ever helps to decrease the communication complexity in a 2-player model by more than those savings.
No general method of proving lower bounds on the bounded error quantum communication complexity with entanglement ( É £ ) is known so far. The only known superlogarithmic lower bound is É £ ½ ¾ ¯´Á È Ò µ ª´¯Òµ proved in [7] . Using a simple reduction from PARITY to MAJORITY (computing the number of ones exactly with Ç´ÐÓ Òµ calls to an MAJORITY oracle) one can prove a lower bound of the order ª´Ò ´ÐÓ Ò ÐÓ ÐÓ Òµµ for É £´Å Â Ò µ from the ª´Òµ bound on the constant error complexity of Á È Ò .
We do not know currently how to prove a good lower bound on À Å Ò or Ç Í AE Ì Ø Ò in the presence of entanglement. Finally we do not know how to prove a good lower bound on ÁËÂ Ò in any general model of bounded error quantum communication complexity.
