AQstraet-Optimizing the thermal production of [2,3,4] or as a subproblem of the short term hydrothermal electricity in the short term in an integrated coordination problem, which includes the commitment of power when a unit thermal units [5,6]. The decoupled method followed by has been decided these papers consists in solving the hydro and thermal thermal generation in order to obtain the minimum subproblems separately, coordinating these decoupled thermal generation costs Over time period optimizations through a) the interchange of the marginal under studyFundamental constraints to be prices of the hourly load demand (from the thermal satisfied are the coveriW Of kollrlY load subproblem to the hydro subproblem) and b) the hydro and satisfaction of spinning reserve requirements generation in each tirne period (from the hydro subp. and transmission capacity limits. A nonlinear to the thermal subp.). In order to solve the hydro network flow linear side constrailits subproblems through efficient linear network flow codes, with no decomposition into and thermal hydrogeneration , which appears in the objective function 
I. INTRODUCTION hydrogeneration that corresponds to the optimal solution
Short-term hydrothermal coordination is one of the most of the 1 s t hydro s1lbPrOblem-The models Proposed in important problems to be solved in the management, of [2,3,4,6,71 take into account the load demands but neglect a power utility when hydroelectric plants are a part. of the spinning reserve, which is included in [SI the power system. The solution sought, indicates how AttemPtds to solve the hydro and thermal Problems to distribute the hytlroelectric generation (cost-free) in together are limited. In 191 a coupled 11-10del with an ac each reservoir of the reservoir system and how to allocate OPF solution and a very simplified modeling Of the hydro generation to thermal units committed to operating over systaem has been reported. a short period of time (e.g. two days) so that the fuel in previous works has expenditure during the periotl is minimized. In short-to assume hydrogeneration values (to define constraints term hydrothermal coortlinat,ion tile loatl at limits) for the thermal minimization and marginal prices each hourly interval must be met, and a spinning reserve of t h e m d ~roduction for hydro optimization. Since requirement to account for failures or loat1 precliction both Wrogenerations and marginal prices of thermal errors must be satisfied. These load ancl spinning raerve generation have unknown values at the optimizer, many constraints tie up hydro and thermal generat,ion. AS 11811a1, solutions to the llndecoupled problems will be needed until the short term period (of 24 t,o 168 ~lollrs) is s l l~c~i v i t l e~~ convergence, which is a clear disadvantage with respect to into smaller time int,ervals (of 1 to 4 hours) for which data are determined and variables are optimized. most widely used tool for solving t,his problem. The lit,erat,llre on short-term hydrothermal optimization ant1 coortliiiat,ion through network flows is rich [1,10]. The short-term hydrothermal schetlllling problem 11% been researched intensively during recent. years, either as the main 1)roblem Nonlinear Network Optimization, Side Constraints
The decoupled procedure In a recent work by the authors 111 the network model optimizai tion was extended to include thermal units in an undecou-€'led way, imposing sing1e load and 'pinning constraints on both hydro and thermal generators and directly minimizing thermal production costs without decoupling the problem into hydro and thermal subproblems. When constraints are added to limit generation to pre-specified margins at each interval, or to satisfy a given spinning reserve requirement, pure network flow algorithms are no longer applicable. However if these constraints are linearized, efficient specialised algorithms for optimizing network flows with linear side constraints can be employed The undecoupled solution to the short term hydrothermal coordination, taking into account a dc transmission network model, is nothing but a multi-interval dc optimum hydrothermal power flow, where the coupling effects of hydrogeneration over successive intervals are rigorously taken into account and optimized. The classical optimiim power flow for a given interval finds values for thermal ancl for hydrogeneration but requires an "estimated value" of hydrogeneration determined beforehand, and it is not easy to choose values of hydrogeneration over successive intervals so that hydrovariables such as volumes antl discharges in reservoir systems are all within limits antl match natural inflows. With the undecoupletl hydrothermal network model proposed this problem can be readily solved.
SHORT-TERM HYDROGENERATION OPTIMIZATION
THROUGH NETWORK FLOWS Fig. 1 represents the well known "replicatsed" network [ l ] through which the temporary evolution of t,lie reservoir system is modeled. In Fig. 1 variables (t and st stand respectively for the discharge antl spillage of reservoir k at time interval i , variable up-' is the voliime of reservoir k at, the beginning of the ith interval antl variable vf represents the volume of the same reservoir at, the end of the interval, after releasing the discharge (1: antl the spill st. The balance equation of the kth reservoir at, the it" interval where a! is the natural inflow over t3he interval in the kth reservoir.
Network flow algorithms can model any configuration of cascaded hydro stations along branched rivers antl water transport delays between successive stations. To simplify notation and figures, delays have been omitted in the formulation presented antl the t2rrms and st-l in the balance equat,ion (1) represent. summations of the discharge and spill flows of all upperstream neighboring plants.
The initial and final volumes at, each reservoir at, each interval and the discharges and spillages at, each reservoir over the different intervals will be referred to as the "hydro variables" for they are the flows on the arcs of the replicated hydro network of Fig. 1 
(2) where p is the mechanical to electrical energy conversion constant and p k ( i is the efficiency of the hth reservoir, h k ( i is its equivalent head and d k ( ' its discharge over the ith interval. Water head is related to the network variables through a function that gives reservoir head h for stored volume U . In the work reported this has been done with a third degree polynomial:
where S ( k , S l k , Sqk and S& are the basic, linear, quadratic and cubic shape coefficients of the kth reservoir. The equivalent head of the kth reservoir at the ith interval can be put in terms of the initial and final volume at the ith interval 2)k(i-1 ancl 2)k(i :
The efficiency p k ( i changes with water head and discharge (due to tail-race elevation and other mechanical reasons). It has been modelled as a quadratic function:
where p k 0 , P k h , P k d , P k h d , P k h h and P k d d are efficiency coefficients that must be estimated beforehand. So hf is thus modeled as a high order polynomial function of the hydro variables U!-', uf and 4. The hydrogeneration function described is more elaborate than is normal in hydrothermal scheduling [2, 3, 61 but it leads to a better linearization which produces generation values closer to the real ones, and it does not involve significant extra computation time.
Assuming that there are Nr reservoirs, the total hydrogeneration over the ith interval would be:
NV

B. Hydrogeneration Linearization
Load and spinning reserve constraints will have to be imposed in the optimization process on the total hydrogeneration of each interval. Although these const.raints are linear on Hr they are nonlinear on the hydro variables. In order to ease the optimization effort, these nonlinear constraints are approximated by a linear function of the network variables so that the load and spinning reserve constraints are The precision of the linearization described can be judged from the results presented in Sect%ions VI11 and IX, where the linearized hydrogeneration resultas shown satisfy that the sum of thermal generation plus all linearized hydro for a given int#erval is always within a f l . 5 % margin about the interval's load, which is quite acceptable given the normal errors in short-term hourly laad prediction. This precision will not normally be attained witeh the first linearization about a feasible point, but just, a few linearizations will usually suffice (see Table I1 . The error incurred in the linearization is measured a ter an optimum has been obtained. Should the error be above a predetermined tolerance (e.g. 2.0% of interval's load), a relinearization about the optimum volumes antl discharges would be carried out and the problem is t,hen solved again.
C. Spinning reserve of hydrogeneration
The expression of the linearized incremental spinning reserve of hydro units (the amount, by whicli the current, generation can be increased) in the ith interval would be 
VARIABLES ASSOCIATED TO THE GENERATION
OF A THERMAL UNIT Let Pi be the power output of the jth thermal unit and let F, and Ej be its upper and lower operating limits.
The incremental spinning reserve (ISR) r I j of unit "j" is the amount of power by which the current eneration Pj possible ISR TI, of the jth unit is the product of the incremental power rate (MW/min) and the minutes of the specified time lapse. Similarly, the decremental spinning reserve DSR) r D j of the jth unit is the amount of power by whic h one can decrease the current power output Pj within a pre-determined time lapse. Its maximum value will be represented by F D j . The E R rIj and the DSR rDj of the jth unit can be expressed as:
can be increased within a given time lapse. 3% e maximum r I j = min{r;rj, Fj -P,} ' D j = min{FDj , Pj -E j } (9) (10) which is represented by the thick line of Fig. 2a) 
A. Network Model of a Single Thermal Unit Generation and its Spinning Reserve The generation of a thermal unit, its ISR and DSR, the associated power gaps, and its operating limits lend t,hemselves well to being modeled through network flows. Fig. 2c ) and also Fig. 3 show the directed graph having the variables described as flows on its arcs [Ill .
Node A has a power injection of Fj -Lj, which is collected at the sink node S. From the balance equations at nodes B and C, equations 11) and (12 are satisfied. Arcs power gap g r j and ISR rrj respectively, and an upper limit of F I j on arc cy must be imposed to prevent the reserve from getting over its limit. From Fig. 2a ) and 2b) it is clear that rIj and its gap g I . must be such that, for a given value of P j , rrj takes the highest -value compatible with r I j < F I j and with r~j + = Pi -Pj . To assure that flows on arcs LY and p satisfy tiis, it, wolud be enough to place a small positive wei hing cost on the flow of arc p while arc a has zero cost. t h e flow Pjfrom node A to node C is associated to the eneration cost.
A network rnoiel to represent (9-12) is preferable to extra linear constraints because the efficiency of network codes is higher than that of general purpose linear constraint codes.
In fact the arc going from node A to node B in Fig. 2c ) is useless and can be eliminated as in Fig. 3 (since the flow on arc LY plus that on arc p will amount to Fj -P d .
The same happens to be so for the arc going from no e A to node C, which can also be suppressed. However a (generally nonlinear) cost function of its flow Pj -Ej will have to be optimized, but it suffices t o optimize the same function of the sum of flows on arcs 7 and 5 . The simplified thermal network of Fig. 3 can thus be employed. Only for explanatory purposes the notation Pj -E j , equivalent to r D j + y~j , will be maintained. Although there is no guarantee that, the flows on arcs 7 and 6 are such that flow on arc 6 is as low as possible, it is clear that flow T D~ on y will always come to be as high as required to satisfy the minimum DSR constraints imposed. In any case once the optimization is over, the flows on arcs 7 and 6 can be redist,ribntetl so that, T D~ is as big as possible with no chaiige in the objective funct,ion value.
B. Network Representation of the Ensemble of Thermal
Units (Without Transmission Network) The model just described for one generator can be extended to all committed thermal units at a given interval "2'. A single network will represent the generation, ISR, DSR and power gaps of all committed units. The networks. of each single unit can share the sink node S as in Fig.   4 , so the output flow in S is &=l(Pj -E j ) (It can be -assumed that for an uncommitted unit at the ith interval The network described would correspond to the thermal generation and spinning reserve for a single interval "i", and will be referred to as therm.net "i". One such network, connected to a single sink node S, must be considered for each interval .The network balance constraints to be satisfied are:
where the equations correspond to the balance of flow at each node of therm.net "i" . In what follows it will be shown that it is possible to combine the equivalent network of each thermal unit and a dc model of the transmission network, which take power from 11 dro and thermal generating stations to the load nodes io] , into a generation plus' transmission network that ensures the satisfaction of load and transmission capacity limits, and where Kirchhoff's current law is satisfieti. Kirchhoff's voltage law will also be imposed via linear side constraints on the flows of this network 10 . in Fig. 5. ) . It, can be noticed that if Ej is injected in Node S of 
L -------------------------------------------l
&-E p f l = G y j = l , ..., Ng node U, the outcome of this node will be just Pj, which is the generation of the jth thermal unit. The generations of thermal units thus obtained can be fed into a t*ransmission network as in Fig. 5b) , where There would be no need of a load-covering constraint because, with the extended network, specific load nodes would receive their share of the t,otal load and specific generation nodes would feed the optimized amount of generated power of its unit. The network of Fig. 5b ) will be referred to as therm-tram.net '5''.
V. HYDRO-THERMAL-TRANSMISSION EXTENDED NETWORK (HTTEN)
All the variables taking part in the short-term hydrothermal scheduling are flows on arcs of a single network such as that in Fig. 6 , called the Hydro-TJiermnlZlansmissiori Extended Network (HTTEN). A unique sink node S collects all the balance water C z , There is no problem in having a common sink node for the replicated hydro network and for the t,hermal network of each interval because each network is balanced in its own flow. Moreover, all nodes belonging to the hydro network tied to the sink send flow to it+ and this is so too for the thermal network without transmission. For a thermal network with transmission the only nodes receiving flow from the sink are nodes Gj (j=l,. . . , N g ) , which receive the pseudohydrogenerations GT (j=l,. . . , N g , k l , . . . , N i ) , buts each of these flows is determined through a side c.onstmint, (15).
k,lcloopj (Ni
It should be stressed that the fact of using a common sink mode is just a means to reduce the number of balance equality constraints, but it does nor entail that the hydro optimization problem and the thermal optimization problem are coupled. What couples the two problems is the fact that their variables are optimized at the same time with respect to a unique objective function and, moat important, subject to common spinning reserve and load constraints where hydro and thermal variables take part.
VI. GENERATION COST OF THERMAL UNITS AND LOSSES IN THE TRANSMISSION NETWORK
The production cost of the jth thermal unit over the ith interval, expressed as a second order polynomial with a linear and a quadratic cost coefficient cij and Cqj would be clj Pji + C~~( P , ! ' )~, When the equivalent network model of Section IV is considered, the transmission network model is a dc approach and losses are not included in the generation injected. Power losses can be evaluated and added to the objective function to be minimized. p f l being the p.u. value of power flow on the arc from node k to node 1 at, the ith interval, r k l being the p.u. resistence of the transmission line corresponding to the arc, the losses on that line are rk1(pF,J2, and d i being a price given to the losses over the ith interval, the term to be added to the objective function would be: and should the transmission network be included the balance at S would be:
Upper and lower limits, which are zero for most, of the They are taken into variables, exist for all the flows. account by the specialised network codes.
C. Load and Spinning Reserve Couplirig Constraints.
Side constraints [12] (i.e.: constmints on the flows on the arcs different from the flow balance equations at each node) can be imposed and can be dealt, with efficiently in specific network flow optimization methotls [12, 13] . Such side constraints could be a load c.onstraint, so tliat, (at each interval) a given load L is met, by the thermal units plus hydro units outfpiita, antl minimum ISR anti DSR requirements RI and RD to be satisfied.
If no transmission network is consitleretl, it, is necessary to add up the minimum power output, fi of t(herma1 unit, j over the ith interval to the slim of flows rgj+!ggj = Pj"+Fj to get Pji. Thus the constraints to ensure that load L(' is met at the ith interval can be cast, as N r k = l j = 1 (27) Should a transmission network be considered through the equivalent thermal plus tmnsmission network presented Section IV, there is no need for a specific load constraint as 27 because the transmission network balance equations U 17 ensure the satisfaction of load at, each interval. Instead, the hydrogeneration side constmints (15) and Kirchhoff's voltage law side constraints (18) must, be imposed.
The satisfaction of t,he incremental antl decremental spinning reserve requirements at, eacli int(erva.1:
These load and ISR and DSR constraints constitute the coupling between the hydro and the thermal network of each interval. The replicated hydro network involves a coupling between the hydro and the thermal variables of all intervals.
VIII. COMPUTATIONAL RESULTS AND CASE EXAMPLE
The network model put forward has been implemented to solve hydrothermal scheduling problems. The code used, NOXCB 141 , is a specialised nonlinear network flow program with I inear side constraints. The code has been developed in Fortran 77 and has been used to solve the set of case examples described in Table I Case examples of type A (problems A24, A48, and A168) correspond to reservoir system 1 of Tables I11 to V. Case examples of type B (problems B48 and B168) correspond to a composite reservoir system made of reservoir systems 1 antl 2 of Tables I11 to V. Cases A and B have the thermal power system of Table VI. Problems A24 to B168 have been solved without transmission network while problems B48x antl B 168x consider the 5-bus 6-line transmission network described in Fig.8 and Table VII . Case examples of type C correspond to a bigger power system whose data are not included in this paper, but which can be made available upon request. Figs. 7, 9 and 10 illustrate the results of case example B48x. There are 3 cascaded reservoirs in each reservoir system ( N r = 2 x 3 = 6), which will be referred to as "upper" , "mitltlle" and "lower" reservoir, 4 thermal units (Nu=4), a 5-bus ( N 6 = 5) 6-line Nrn = 6) transmission network with two load busses (N = 2 , two basic loops arid 48 onehour intervals (Ni=48). l b T ermal units T h l and Th2 are connected to the same bus and so are Th3 and Th4. The hydrogeneration of the composite reservoir system is injected to another bus. The resulting HTTEN has 2256 arcs (variables), 697 nodes (network balance eqiiat.ions) and 48 x (3 + 2) = 240 side constraints. Thermal unit, T h l is uncommitetl from intervals 2 through 7, from intervals 25 through 41 antl at intervals 47 and 48. Thermal m i t s Th2, Th3 and T114 are operating throughout the entire period. The ISR constraint considered is a 7 minute one antl its requirement is RI =450 MW for all intervals. A 5 minute DSR constraint has been considered for eac.h interval. The DSR requirements considered were 15% of interval forecasted load, (thus R$ = .15 x (Ly + Lg)). Initial antl final volumes of reservoirs are the same antl correspond to 3/4 of the maxexcept for the lower reservoir of reservoir system 2, w1iic.h imum volume ( v p = 3/4vk, vy 2 3 / 4~h , = 1 ,. . . ,5), is held fixed to maximum volume (I>: = vk, t/ i).
The first point employed to compute the hydro linearization coefficients and the maximum hydrogenerations (to be used in the ISR constraints) corresponds to constant maximum volumes with discharges that. maximize hitlrogeneration. The optimum obtained after three linearizations has a mismatch of linearized to exact hytlrogeneration below 1.3% of interval load, that is :
The load constraints (see Fig. 7 ) are thus matched with a maximum error of 1.3% of forecast, load (at, interval 4) and the ISR and DSR constraints are satisfied (see Fig. 9 and 10).The total time reqniretl was 49.5s of CPU time. It must, be stressed that. tlie high value of the IHf -H&I 5 0.013(Ly + L f ) i = 1,. . . , N i 1649 thermal unit T h l bein uncommited. The ISR constraint from intervals 24 through 41, and at intervals 2) 8, 20 and 21. The transmission capacity limit of line Ins 18 active at intervals 12, 13, 17 and 22.
is active at intervals 7, f 1,12 and 48 while the DSR is active 
I x . RESULTS OBTAINED USING A GENERAL PURPOSE NONLINEAR CODE
The eneral purpose nonlinear optimization code MI-NOS 5.9 fi15,16] has been used to solve the same test problem. A c ange introduced in the formulation when using the MINOS code has been not to linearize hydrogeneration so that the genuine hydrogeneration H f = ppk(ihk(idk(i taking into account (3) and (5) Table I1 can be used to evaluate the suitability (with respect to CPU time and solution precision) of using an approximated linear formulation, which leads to faster execution times and realistic values of the cost function, but which gives solutions that admit a violation of load and reserve constraints up to the maximum generation error fixed by the user. A. Noncovexity of the Constrairits.
The formulation proposed for the problem, with linearized hydrogeneration, is that of minimizing (21) or (22) subject to only linear constraints. However, when a nonlinear hydrogeneration function is considered, as has been done with MINOS, some of the constraints are nonlinear and some of them are not convex. (It, can be noticed in (28) that the ISR requirement, has -Hf in it, whereas the DSR requirement has +Hf so that, one or the other is nonconvex). In spite of this the compiitational experience shows that the effects of nonconvexity are not, important, as the results obtained with the specialised network code NOXCB, with a convexified problem, very much resemble those obtained with the general code MINOS with the real nonconvex problem. X. CONCLUSIONS An undecouplecl formulation of the optimal short-term hydro-thermal scheduling featuring a new thermal unit. network model has been presented arid tlemonstmted. The results obtained indicate that, the solution to this problem is possible and that, the computation resources required are moderate. The undecoupletl formulation is more advantageous than the decoupled one because a single optimization leads to the optimum and there is no need to repeat optimizations with updated e$imations of the Lagrange multipliers or of hytlrogenerations, which could not converge on the optimum of the problem.
The linearization of hydrogeneration with respect to initial and final volume and discharge at each interval produces results of sufficient, accuracy and permih the use of specialised network flow codes, with linear side constraints, which are much more efficient than general purpose nonlinear optimizat>ion codes antl prove to be an excellent tool for hydrothermal scheduling.
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