Introduction
The rapid reduction of sea ice extent and thickness in the Arctic Ocean has led to increased interest in wave propagation in ice-covered seas. Knowledge of how an ice cover affects ocean wave propagation is needed to guide navigation, engineering, and other activities in the more accessible Arctic Ocean. Reviews of theoretical development of wave propagation through ice covers may be found in Squire (2007) and Zhao et al. (2015) . measurements in the marginal ice zone (MIZ) of the Greenland Sea and the Bering Sea. The same phenomenon was found in the MIZ of the Labrador Sea with SAR-derived wave attenuation against wave numbers (Liu et al., 1991) . The most recent observation of rollover was reported in Doble et al. (2015) with buoy data collected in the advancing pancake ice region of the Weddell Sea.
So far, rollover has only been observed in field measurements. In the few laboratory experiments reported, this phenomenon was absent (Newyear & Martin, 1999; Wang & Shen, 2010a , 2010b Zhao et al., 2015) . Furthermore, most theoretical models do not predict the rollover of wave attenuation, except for the eddy viscosity model (Liu & Mollo-Christensen, 1988 ). In that model, the group velocity reaches a minimum at some frequency-though the temporal rate of wave damping due to eddy viscosity is monotonic in frequency, the spatial attenuation demonstrates rollover.
One plausible explanation of the observed rollover is the nonlinear transfer of energy from large to small periods (Wadhams et al., 1988) . Wadhams (1986) offered an earlier explanation which may work in some cases. In his simple one-dimensional model of wave scattering, the decay rate is critically dependent on floe diameter. The curve of reflection coefficient against floe diameter has a rollover at high frequencies. So if all the floes in an icefield are of similar size the decay of waves in the icefield as a whole follows the general shape of the decay curve for the dominant diameter, giving a rollover. However, if the floes have a range of diameters, the rollover begins at varying periods, and a weighted sum of the decay due to individual floes loses some or all of the rollover.
Another explanation is local wind-wave generation (Li et al., 2015; Meylan et al., 2014; Wadhams et al., 1988) . Using numerical simulation under constant wind and regular arrays of circular ice floes, Perrie and Hu (1996) demonstrated rollover by applying the wave scattering theory of Masson and Leblond (1989) . Their study showed that, even though scattering alone predicted a monotonic increase of attenuation with wave frequency, when combined with wind-wave and nonlinear transfer, rollover could be observed in this idealized case. Similar detailed studies of the rollover phenomenon under field conditions have not been conducted to date.
To conduct such a study, in situ wave data from buoys that can survive the harsh environment over longtime periods is required. As a supplement to real buoys, wave models may also be used to provide ''virtual buoy'' data points-though the accuracy of these wave models needs to be substantiated first.
Operational wave models have begun to implement waves-in-ice theories in order to improve their capabilities in ice-covered waters. In the past, WAVEWATCH III V R (WW3) used to treat ice-covered regions as islands (Tolman, 2003) . It is now augmented to provide several options (switches) for wave attenuation in ice. These switches include constant wave attenuation (IC1), an eddy viscosity model (IC2), a viscoelastic model (IC3), empirical frequency-dependent damping (IC4), and two scattering models (IS1, IS2). Explanation of these options and relevant references are provided in Tolman et al. (2016) . Using IC3 based on a viscoelastic ice model (Wang & Shen, 2010a , 2010b , a hindcast was compared satisfactorily with the in situ measurements in the Antarctic MIZ (Li et al., 2015) and in the Beaufort Sea MIZ . The former compared significant wave heights H s with in situ data reported in Kohout et al. (2014) . The latter compared the whole model spectrum with buoy data. Reasonable comparisons were obtained in both cases. Applying the scattering model of Kohout and Meylan (2008) , the enhanced Wave Model (WAM) from the European Centre for Medium Range Weather Forecasting (ECMWF) also reproduced the wave characteristics measured by buoys in the Weddell Sea (Doble & Bidlot, 2013; Doble & Wadhams, 2006) . The recent rapid improvements of operational wave models thus provide a possibility to quantitatively study the wave-ice interaction using numerical simulations.
In this paper, we study two contemporary field experiments to better understand the rollover phenomenon. The field experiments-set out in section 2-are those reported in (A) Kohout and Williams (2013) ; Kohout et al. (2014 Kohout et al. ( , 2015 ; and (B) Doble and Wadhams (2006) . We then perform hindcasts of the two wave events with WW3 in section 3. A slightly different parameterization of ice viscosity from that used in Li et al. (2015) is tested to improve the comparison between the modeled results and observed data. In section 4, we discuss mechanisms of rollover and show its dependence on distance and wind strength. We summarize the findings in the conclusion section.
Rollover in Field Measurements
Two field experiments are considered here. Case A took place in the Antarctic MIZ in 2012 , examining wave damping between the ice edge and deep inside the ice cover. Case B took place in Assuming an exponential decay of wave energy with distance through the ice cover, the apparent attenuation coefficient of wave energy is defined as,
where PSD i T ð Þ and PSD j T ð Þ are the measured power spectral density (PSD) at two locations. D i;j is the propagation distance of waves between sensors. Following Kohout et al. (2014) , the distance between sensors D i;j for case A is taken as simply the latitude difference. For case B, D i;j is the distance between buoys along the dominant wave vector. The wave direction was determined from WAM, since the buoys measured only the vertical wave spectra, not its directional distribution.
The apparent attenuation coefficient a with wave period over the duration of the buoy record for the two cases is shown in Figure 2 . Both cases exhibit clear rollover. We denote the period corresponding to the maximum a as T r , the rollover period. It is seen that T r for case A is greater than for case B. Different ice properties are reported in Kohout et al. (2014) and Doble et al. (2003) . Case B was characterized by young pancake ice with 0.5$1.5 m in diameter and 0.05$0.3 m thick, while case A was dominantly broken firstyear ice floes with 2$20 m in diameter and 0.5$1 m thick. It is interesting that the younger and thinner pancake ice has 1 order of magnitude higher a than the much larger first-year floes, as already noted in Doble et al. (2015) .
A possible explanation for the lower attenuation in case A is wind-wave generation and nonlinear transfer offsetting the ice damping. This offset is more significant during storms and over a longer distance. As noted earlier, the distance between buoys for case A was nearly an order of magnitude higher than for case B. The differences of various sources between storm and calm cases, defined by a threshold of H s 53 m, were discussed in Li et al. (2015) . Significant wave height H s for the more seaward buoy in case A exceeded 2 m more than 40% of the time and was greater than 4 m more than 25% of the time . In contrast, H s in case B never exceeded 4 m and only exceeded 2 m for 20% of the total duration (Doble & Wadhams, 2006) . The different rollover periods between the two cases will be discussed later.
It should be noted that the a values shown in Figure 2a here and Figure 4 in Meylan et al. (2014) are different, even though both studies use the same data set. In this study, a clear rollover of a is seen at T r 5 8 s, but in Meylan et al. (2014) 
Hindcast of the Wavefield
In order to examine the details of wave attenuation between buoys, a wave hindcast is carried out using WW3 (v5.16). We note that, with the same input and model settings, the simulation result is independent of the model version.
Initialization and parameter settings for the present hindcast are identical to that in Li et al. (2015) . Details of the forcing data are given in Table 1 . The spatial resolution is much finer than the buoy separation in case A, but too coarse for case B. As will be seen later, this results in a significantly better hindcast for case A than for case B.
For the wave attenuation and dispersion in ice, IC3 is chosen, for which parameterizations of ice elasticity G and viscosity m are required. In Li et al. (2015) , G520,000 Pa and m50.2 m 2 /s were used. These constants were chosen because they produced least variance between the measured and simulated H s out of many different parameter sets tested. Due to the large distance between buoys in case A, significantly different ice conditions may be present. Indeed, the average ice floe diameter increased from 2 to 3 m at the ice edge to 10-20 m approximately 200 km from the ice edge . Considering such a change of ice conditions, a variable viscosity depending on ice thickness is therefore tested here to determine whether it compares better with measured data. The same idea was examined in Doble et al. (2015) . Here we try a quadratic fitting m50:88 h 2 20:015 h with an average m for h 1 m about 0.2 m 2 /s, the same as (Saha et al., 2010) ASI-SSMI (Kaleschke & Kern, 2006) the constant used in Li et al. (2015) . The elastic parameter G is kept at 20; 000 Pa. For case B, because of the shorter distance between the buoys, constant G55; 000 Pa and m 5 0.5 m 2 =s are applied, based on the fact that in case B the ice was weaker and with higher measured a. We emphasize that the parameter setting here is not the result of a formal optimization procedure, but only by choosing the closest match to measurements from the cases tested.
The simplified governing equation for the wave energy propagation is
where N5N t; x; y; k; h ð Þis the wave action density as a function of time t, space x and y, wave number k, and direction h. The linear input term S ln relates to model initialization. S in ; S nl ; S ds ; and S ice represent wind input (Tolman & Chalikov, 1996) , nonlinear interaction (Hasselmann & Hasselmann, 1985) , dissipation (Tolman & Chalikov, 1996) , and sea ice effects (Wang & Shen, 2010a , 2010b , respectively. During the calculation, S in and S ds are scaled by (1 2 C) and S ice is scaled by C, the ice concentration.
Figures 3a and 3b show the improvement in modeled H s with the updated viscosity parameterization for case A. Modeled results with a constant viscosity are in black and with quadratic viscosity parameterization are in red. Comparing these two modeled H s for sensor K3 close to the ice edge (black and red solid lines), we find no obvious change. For short propagation distance from the ice edge, the effect of a variable viscosity is negligible. But for sensor K7 far inside the ice cover (black and red-dashed lines), the new modeled H s values are closer to the measurements. For calm cases with H s < 1 m, mean errors between modeled and measured H s are reduced by 30% from the constant viscosity results. This result suggests the necessity of relating the viscoelastic parameterization to ice properties. Comparison of measured and modeled H s for case B is shown in Figure 3c 
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wave height from nearby (in space and time) buoys was also observed in a recent study ; Figure 2 ). Finer scales of wind and ice variability are strongly reflected in closely spaced buoy data. To discuss the hindcast further, we will focus on case A with the quadratic formulation for m. Model results generally follow the spectral shape of the buoy measurements well and storm cases fit better than calm cases. For calm cases (e) and (g), the bulk of the modeled PSD overestimates the measured wave energy, implying a stronger damping capability of sea ice than modeled. However, at longer periods, the modeled wave energy density is significantly less than measured, while the opposite is true at shorter periods. For longer periods, as discussed in Tolman et al. (2016) parameterization of source terms are sensitive to swell, which dominates in calm conditions. Hence under calm conditions, the discrepancy between modeled and measured wave energy for long waves is accentuated. For shorter periods, there are several probable reasons for the lack of agreement between modeled and measured energy. First, short waves are easily affected by uncertainties in local wind and ice properties from the model input. Second, in the current model, wind input S in and white-capping dissipation, S ds , are both scaled by (1 2 C); hence both the input via wind and the dissipation via white-capping are absent in the presence of ice. These assumptions have not been rigorously proven based on physical principles or validated from direct measurements. In fact, both overestimating (Doble & Bidlot, 2013) and underestimating energy at short waves have been demonstrated in model studies. Despite these discrepancies at the low and high period ends of the spectra, the general agreement of modeled, and measured data is encouraging.
Using the modeled PSD over the entire deployment period, the calculated apparent attenuation coefficient a between sensor K3 and K7 is shown in Figure 5 . The measured median attenuation from Figure 2a and the theoretical damping due to ice alone are superimposed. Sensors K3 and K7 are chosen because they represent the maximum propagation distance and longest time series. Comparing model results (boxplot) with the measured data (grey-dashed curve), significant differences between measured and modeled a appear between 9 and 17 s: the measured a is much greater than the modeled value. As shown in Figure 4 , 9-17 s waves hold much of the total wave energy, especially in storm cases. There are two probable reasons for this discrepancy, one concerns the ice edge and the other far inside the ice cover. Near the ice edge, missing extreme wind in the reanalysis data may lead to underestimation of peak energy as apparent in Figure 3 , results are shown for the buoy measured (grey line) and calculated using IC3 for S ice (red dash line).
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Figures 3a and 3b. Far inside the ice cover, as a result of the overestimated wave energy shown in Figures 3a, 3b , and 4e-4h, the modeled ice damping is reduced even if the PSD near the ice edge agreed with the measurement. Notwithstanding these issues, the model reproduces the occurrence of rollover quite well. We thus proceed using WW3 results to further investigate the rollover behavior in the next section.
Discussion
Adopting the viscoelastic model, wave attenuation S ice due to ice alone may be obtained by solving the velocity potential / $ e i kr 1iki ð Þ x2irt (Wang & Shen, 2010a , 2010b . The relation between the energy attenuation coefficient a and the imaginary wave number k i is Rogers et al., 2016) :
shown as the grey curve in Figure 5 . It represents how S ice damps waves energy without the influence of other source terms. It is clear that S ice alone does not produce rollover. Taking a 6 s wave as an example, the theoretical attenuation due to the ice effect is greater than 10 24 m 21 . Based on this exponential decay rate, a 6 s wave with an amplitude of 3 m would have a wave height of only 0.14 mm after propagating 100 km through ice (less than the distance between buoys in case A). The measured energy of short waves far inside the ice cover thus comes mainly from the other sources: S in 1 S nl 2S ds . Among these three terms, it was found that S ds was much smaller than the other two terms (Li et al., 2015) . Along the path of wave propagation, S in and S nl effectively offset the pure damping due to S ice . This is the mechanism that results in the rollover phenomenon, as suggested in Wadhams et al. (1988) and Bennetts and Squire (2012) , as well as proven in an idealized model by Perrie and Hu (1996) . As discussed earlier, over long distances, ice properties may vary significantly. A variable viscosity such as the quadratic m and h relationship used in Figure 3 may be needed to better model the wave energy evolution. Numerical tests show that variations of ice parameters (C, h, and m) only change the a curve (grey solid line) quantitatively, not its monotonically declining shape. Hence, for simplicity, averaged ice parameters were used to obtain a corresponding to S ice alone in Figure 5 . We further tested the sensitivity of rollover observed in the apparent attenuation to details of S ice by using a constant m50:2 m 2 =s. Again the resulting boxplot only changed slightly (not shown here). The insensitivity of behavior of a with respect to details of S ice indicates that parameterization of S ice is not the key reason leading to rollover phenomenon, but S in , and S nl are the main contributors.
In addition to reducing the apparent wave attenuation, the two source terms S in and S nl also produce an interesting pattern of rollover. As Figure 1a shows, tracks of four sensors are all roughly parallel to the ice edge. Using the measured PSDs during those days, it is possible to examine how rollover changes with different propagation distance through the ice cover. Grey solid line in Figure 2a shows calculated a using three pairs of adjacent sensors from north to south and grey dash line in Figure  2a shows a calculated from only two pairs of sensors with short interbuoy distances. Comparing these two curves with the boxplot in Þ . Correspondingly, the rollover period in these three plots changes from % 8 s, % 7 s, to % 6 s, respectively. It clearly shows the positive correlation between the propagation distance through ice covers and the rollover period.
In order to check if this relation is a general phenomenon, a numerical test is done for both case A and B using WW3. Starting from the wave buoy at the ice edge (sensor K3 for case A and sensor D7 for case B), a number of ''numerical sensors'' are deployed southward every 0.18. Using the modeled PSD at each of these This numerical experiment demonstrates that rollover period increases as D i;j increases for all cases. By comparing Figures 6a-6c and other tests with different G and m, we also find that this behavior is independent of G and m parameterization as long as ice damping is strong. For short waves, as D i;j increases, its apparent attenuation coefficient a deviates from the exponential decay theory. Apparent attenuation can even be negative, such as seen at 12:00 on 2 October 2012 for 4 s waves. In this case, the ice concentration at these locations was low, allowing more effective wind-wave generation inside the ice edge. Wave buoys far inside the ice cover thus measured even higher energy than those near the ice edge.
As we have seen, the two sensors in case B have a much shorter interbuoy distance than case A, suggesting that short waves may not be ''fully damped'' by the ice when they reach the inside sensor. Taking the 6 s wave as an example once again; in case A, according to the previous discussion, it should be fully damped at the inside sensor location if we only consider the ice damping effect. Thus the majority of the measured energy at the inside sensor location comes from the accumulated S in and S nl effects. The measured a is therefore, smaller than from S ice alone. While in case B, contributions from these two source terms are less, due to the short distance between buoys, thus the apparent attenuation a is closer to that which would be expected by S ice alone. This conclusion also implies that the rollover phenomenon will be more prominent in observations over longer wave propagation paths. A by-product of this phenomenon is that the larger the separation distance between the buoys, the smaller the measured apparent attenuation a of short waves as observed in Figure 6 .
To further demonstrate the S in effects, we test the strength of wind field on the apparent attenuation. We scale the CFSv2 wind data by a factor R and keep the rest of the simulation parameters the same as before. Figure 7 shows the resulting a between K3 and K7, averaged over the duration of the field experiment. As expected, when wind is stronger, the rollover period is larger and the apparent attenuation is lower. The increasing of T r slows down as wind keeps growing, due to the evolving relative importance of S in as wave periods grow. The behavior shown in Figure 7 remains qualitatively the same even when we limit R to the ice covered region only.
Conclusions
Inspired by the persistent rollover of wave attenuation from field observations, WW3 is adopted to create virtual buoys to study details of the wave propagation under ice covers. The model results are first validated by comparing with two field experiments in the Antarctic MIZ. Two ice attenuation models based on a viscoelastic theory are compared: one assumes constant viscosity and one assumes thickness dependent viscosity. When buoys are far apart, the latter model improves comparisons between modeled and measured significant wave height. For buoys that are close together, the local variabilities of the wind and ice conditions-not captured in the model simulations-result in differences between modeled and measured wave energy. The model results show clearly that, although the attenuation due to ice monotonically decreases with increasing wave period, the apparent attenuation coefficient peaks at some period. This rollover phenomenon appears to be insensitive to the damping model, including the two tested in this study and the one using the scattering mechanism (Perrie & Hu, 1996) . We find that as long as the input from wind and nonlinear transfer overcomes the ice damping, a rollover will occur. Furthermore, the availability of buoy data for long durations and over large areas showed a positive correlation between wave propagation distances and rollover periods. That is, the period corresponding to peak attenuation increases with buoy separation. Virtual buoys generated with a WW3 simulation show this behavior clearly. Furthermore, it is also shown that the apparent attenuation of short waves decreases with increasing buoy separation, even with constant ice cover properties. The apparent attenuation for short waves is also sensitive to the strength of the wind field. It decreases with increasing wind with a shift of the rollover to larger periods. This study indicates the importance of wind input and nonlinear interaction in interpreting measured apparent wave attenuation, particularly for short waves.
Results shown in this study are based on the specific choice of the source term parameterization available in WW3. For S ice , both the viscoelastic model used in this study and the scattering model used in Perrie and Hu (1996) yield the same qualitative phenomenon. The impact of various S in , S ds ; and S nl parameterizations on the results shown remains to be carefully examined.
