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ABSTRACT
Observations and magnetohydrodynamic simulations of solar and stellar atmospheres reveal an intermittent behavior or steep gradients
in physical parameters, such as magnetic field, temperature, and bulk velocities. The numerical solution of the stationary radiative
transfer equation is particularly challenging in such situations, because standard numerical methods may perform very inefficiently
in the absence of local smoothness. However, a rigorous investigation of the numerical treatment of the radiative transfer equation
in discontinuous media is still lacking. The aim of this work is to expose the limitations of standard convergence analyses for this
problem and to identify the relevant issues. Moreover, specific numerical tests are performed. These show that discontinuities in the
atmospheric physical parameters effectively induce first-order discontinuities in the radiative transfer equation, reducing the accuracy
of the solution and thwarting high-order convergence. In addition, a survey of the existing numerical schemes for discontinuous
ordinary differential systems and interpolation techniques for discontinuous discrete data is given, evaluating their applicability to the
radiative transfer problem.
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1. Introduction
The presence of sharp variations in the physical parameters of
solar and stellar atmospheres is anything but irrelevant in the for-
mation of spectroscopic and spectropolarimetric signals. For in-
stance, it is well known that the propagation of shock waves can
generate a large variety of important features in observed spec-
tra (Mihalas 1981). Moreover, the presence of transition layers or
boundaries associated with a jump in magnetic field, in temper-
ature, and in bulk velocities significantly modifies spectral line
profiles.
In many astrophysical applications, one must routinely solve
the radiative transfer equation. Very common examples are: iter-
ative solutions of nonlinear radiative transfer problems in non-
local thermodynamic equilibrium (non-LTE) conditions, inver-
sions of spectral line profiles, and massive three-dimensional
(3D) radiative magnetohydrodynamic simulations (R-MHD) of
stellar atmospheres.
The radiative transfer equation seldom has solutions that can
be expressed in an analytical form, and therefore it is common
to seek approximate solutions in terms of numerical schemes.
However, standard numerical methods rely on smoothness as-
sumptions regarding the functions to be integrated and these
methods may become inaccurate or inefficient in the presence
of discontinuities. In particular, the crossing of a discontinuity
might introduce important local errors in the numerical solution,
which negatively affect the accuracy of the global problem.
The relevance of discontinuities has already been recognized
in the radiative transfer community. For example, standard non-
LTE radiative transfer codes barely converge when applied to
data from 3D R-MHD simulations that contain discontinuities
and steep gradients (Steiner et al. 2016). Some efforts have al-
ready been exercised to handle such discontinuities: Tscharnuter
(1977) proposed a numerical method for computing the radia-
tive transfer across a shock front with spherical symmetry. After-
wards, Mihalas (1981) designed a numerical scheme for solving
the equation of transfer in discontinuous media. Auer & Paletou
(1994) remarked the necessity to avoid negative overshootswhen
interpolating physical quantities. For this reason, Auer (2003)
suggested the use of Hermite interpolants and Bézier curves in
the formal solution and, subsequently, Ibgui et al. (2013) made
use of monotonic cubic Hermite polynomials.
Some attention to discontinuities has also been paid in the
context of the radiative transfer of polarized light. For exam-
ple, Steiner (2000) and Müller et al. (2002) studied the role
played by discontinuities in fluid velocities and in the mag-
netic field in the formation of asymmetric Stokes profiles.
The SIRJUMP inversion code by Louis et al. (2009) is able
to infer possible discontinuities in the physical atmospheric
quantities along the line of sight (del Toro Iniesta & Ruiz Cobo
2016). More recently, de la Cruz Rodríguez & Piskunov (2013)
and Šteˇpán & Trujillo Bueno (2013) applied Bézier interpolants
to control abrupt changes in the absorption and emission quanti-
ties, whereas Steiner et al. (2016) proposed a numerical scheme
based on monotonic reconstruction that allows for discontinu-
ities at the boundary of each numerical cell of the atmospheric
model.
However, a rigorous mathematical and numerical investiga-
tion of the problems arising in the integration of the discontin-
uous radiative transfer equation is still lacking and deeper un-
derstanding of this topic is certainly required. This work clearly
states the issues introduced by discontinuities in the context of
the radiative transfer equation. The paper is organized as follows:
Sections 2 and 3 introduce differential systems with a discontin-
uous right-hand side and interpolations of discontinuous func-
tions, respectively, explaining the limitations of standard conver-
gence analyses for these kinds of problems. Section 4 explores
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the role of discontinuities in the radiative transfer equation. Sec-
tion 5 exposes specific numerical tests that highlight the ineffi-
cient performances of standard methods when dealing with dis-
continuities in the radiative transfer equation. Sections 6 and 7
briefly summarize the existing numerical methods for the treat-
ment of discontinuous ordinary differential equations (ODEs)
and the interpolation techniques for discontinuous discrete data.
Particular attention is paid to their suitability to the radiative
transfer equation in discontinuous media. Finally, Section 8 pro-
vides remarks and conclusions, with a view on future work.
2. Ordinary differential equations with a
discontinuous right-hand side
Discontinuous differential systems frequently appear in vari-
ous fields, such as chemical kinetics (e.g., Landry et al. 2009),
biological systems (e.g., Gouzé & Sari 2002), and various en-
gineering disciplines (e.g., Malmborg & Bernhardsson 1997;
Acary & Brogliato 2008). Moreover, most of the studies on dis-
continuous ODEs rely on numerical methods and a broad litera-
ture attests to the importance of this topic: from the pioneering
works by Chartres & Stepleman (1972) and Mannshardt (1978)
to the surveys by Calvo et al. (2008) and Dieci & Lopez (2012).
2.1. Impact of a discontinuity on the numerical solution
The numerical integration of discontinuous differential systems
is challenging, because standard numerical schemes may per-
form very inefficiently in the absence of local smoothness. It is
known that the crossing of a discontinuity introduces significant
local errors, which negatively affect global errors and might even
yield a convergence order breakdown.
Consider a numerical method of order p applied to the scalar
initial value problem (IVP)
y′(t) = f (t, y) , y(0) = y0 . (1)
Standard convergence analysis would conclude that the numer-
ical scheme yields a global error that scales as O(hp), where h
denotes the step size. Such an analysis relies on the assumption
that the right-hand side f of the IVP (1) (and consequently y)
is sufficiently smooth. More precisely, the function f must have
p + 1 continuous derivatives. However, a different local trunca-
tion error analysis is mandatory if discontinuities occur in f or
its derivatives. By definition, a discontinuity in Equation (1) is
of order q ≥ 1 if f contains a finite jump in at least one of its
partial derivatives of order q − 1 and it has continuous deriva-
tives through order q − 2 (Gear & Osterby 1984). This produces
a qth-order discontinuity in y at the discontinuity location.
Numerical analysis shows that if q ≥ p + 1 the numerical
method will remain of order p and one may not even notice
the discontinuity. By contrast, if q ≤ p, the discontinuity in-
troduces the dominant term O(hq) in the local error, which can
reduce the global error order. For instance, Mannshardt (1978)
observed that a Runge-Kutta method remains convergent after
having crossed a first-order discontinuity, but only with order 1.
In many practical problems, the right-hand side f of the
IVP (1) is known at a discrete set of points only. In such cases,
the numerical grid must be considered fixed a priori and there is
not a well defined concept of discontinuity in f . It is difficult to
tell whether the underlying model that gave rise to the discrete
data is continuous, or rather contains jumps. In a discrete world,
all changes are jumps by definition and data are purely discon-
tinuous even if the underlying model is not. Therefore, there is
no concrete difference between a discontinuity and a steep gra-
dient for a single set of discrete data that is not able to resolve
the local feature as shown in Figure 1. The difference is only ob-
served if one considers a sequence of discrete grids with a finer
and finer sampling. Computing the maximum of the differences
between adjacent data points along the sequence of increasingly
refined grids, one recognizes two possible cases: either the un-
derlying function is continuous and the value approaches zero,
or it contains a discontinuity and the value approaches the size
of the jump.
Practical radiative transfer problems often involve rapidly
varying functions which actually do not contain any mathemati-
cal discontinuities. Section 5.1 numerically explores such issues
by considering both a discontinuous atmospheric model and one
containing a steep gradient.
2.2. Example: trapezoidal method order reduction
This section gives a concrete example of order reduction for the
(implicit) trapezoidal method, but the following local error anal-
ysis can be adapted to other numerical methods. For instance,
Mannshardt (1978) presented the case of a general one-step
method, whereas Gear & Osterby (1984) analyzed predictor-
corrector methods.
For simplicity, consider the IVP
y′(t) = f (t) =
{
f1(t) if t < ξ ,
f2(t) if t ≥ ξ ,
y(0) = y0 , (2)
where f : R→ R and the discretization of the time interval [0, T ]
given by {tk} with k = 0, . . . , N. Let ξ ∈ [tk, tk+1] and assume
both f1 and f2 at least three-times continuously differentiable.
For f1(ξ) , f2(ξ), the IVP (2) shows a first-order discontinuity.
The trapezoidal method applied to the IVP (2) in the interval
[tk, tk+1] reads
yk+1 = yk +
tk+1 − tk
2
[
f1(tk) + f2(tk+1)
]
, (3)
where yk and yk+1 are the numerical approximations of the exact
values y(tk) and y(tk+1), respectively. The local truncation error
is defined by
Lk+1 = y(tk+1) − yk+1 , assuming yk = y(tk) ,
while the global error, defined as
EN = |yN − y(tN)| ,
represents the accumulation of local errors over all the steps. The
Taylor expansion of the local exact solution gives
y(tk+1) = y(ξ) + (tk+1 − ξ) f2(ξ) +
(tk+1 − ξ)2
2
f ′2 (ξ) + O((tk+1 − ξ)
3) ,
y(ξ) = yk + (ξ − tk) f1(tk) +
(ξ − tk)2
2
f ′1(tk) + O((ξ − tk)
3) .
Making use of the additional Taylor expansions
f1(tk) = f1(ξ) + (tk − ξ) f ′1 (ξ) + O((ξ − tk)
2) ,
f ′1(tk) = f
′
1(ξ) + O(tk − ξ) ,
f2(tk+1) = f2(ξ) + (tk+1 − ξ) f ′2 (ξ) + O((tk+1 − ξ)
2) ,
one recovers by direct calculations the expression
Lk+1 = (ξ −
tk + tk+1
2
)
[
f1(ξ) − f2(ξ)
]
+ (ξ − tk)(tk+1 − ξ)
[
f ′1(ξ) − f
′
2(ξ)
]
+ O(h3) ,
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Fig. 1. The hyperbolic tangent (top panel, continuous blue) and the
modified Heaviside (bottom panel, continuous blue) functions are sam-
pled in the interval x ∈ [−1, 1] with 10 (red circles) and 40 (green dots)
grid points. No difference between the coarser (red) samplings is visi-
ble, while this is not true for the finer (green) samplings.
where h = tk+1 − tk. This leads to the formula
|Lk+1| ≈ hK1 + h
2K2 + O(h3) , (4)
where
K1 = | f1(ξ) − f2(ξ)| ,
K2 = | f
′
1(ξ) − f
′
2(ξ)| ,
are the first and second-order jumps, respectively, at the discon-
tinuity point ξ. The first and second terms in Equation (4) con-
tribute to the global error with O(h) and O(h2) terms, respec-
tively. These contributions arise from the jump and cannot be im-
proved by using some higher-ordermethod. After having crossed
a first-order discontinuity, that is, f1(ξ) , f2(ξ), the trapezoidal
method is therefore only first-order convergent. Here, one as-
sumes a finite number of jumps, otherwise the O(h) contribu-
tions will accumulate, thwarting convergence. Discontinuities of
second order or greater (which imply f1(ξ) = f2(ξ)) do not affect
the order of convergence of the trapezoidal method.
3. Interpolations of discontinuous functions
Consider a function y(x) and a discrete set of points x0 < x1 <
. . . < xn and assume that y(x0), . . . , y(xn) are given. The interpo-
lation problem is to find a function p(x) that satisfies interpola-
tion requirements
p(xi) = y(xi) for i = 0, . . . , n . (5)
The simplest way is to connect the given points with straight
lines. However, when seeking for higher accuracy, it is usual
to look for a function p(x) that is a polynomial or a piecewise-
smooth polynomial of higher degree. Alternatively, the function
p(x) can be a trigonometric function, a rational polynomial func-
tion, and so on.
3.1. Polynomial interpolation
In the problem of polynomial interpolation, one seeks a polyno-
mial p(x) that satisfies the interpolation condition (5). Limiting
the degree of p(x) to be ≤ n, one obtains precisely one single in-
terpolant pn(x) that satisfies the interpolation conditions. A very
common strategy is to construct this interpolant in terms of La-
grange polynomials, namely
pn(x) =
n∑
i=0
y(xi)ℓi(x) , (6)
where the Lagrange basis polynomials, ℓi(x), given by
ℓi(x) =
∏
0≤m≤n
m,i
x − xm
xi − xm
,
satisfy the relation ℓi(x j) = δi j, with δi j being the Kronecker
delta
δi j =
{
1 if i = j ,
0 if i , j .
The interpolant pn(x) and the interpolated function y(x) in Equa-
tion (6) satisfy the condition (5), that is, they agree with each
other at the interpolation points. In general, there is no reason
to expect them to be close to each other elsewhere. Neverthe-
less, one can estimate the difference between them, the so-called
interpolation error.
Let Πn denote the space of polynomials of degree ≤ n, and
letCn+1[a, b] denote the space of functions that have n+1 contin-
uous derivatives on the interval [a, b]. Suppose y(x) ∈ Cn+1[a, b]
and let pn(x) ∈ Πn be the unique polynomial that interpolates
y(x) at the n+ 1 distinct points x0 < x1 < · · · < xn ∈ [a, b]. Then,
for all x ∈ [a, b] there is a ξ ∈ (a, b), such that
y(x) − pn(x) =
1
(n + 1)!
y(n+1)(ξ)
n∏
j=0
(x − x j) . (7)
Defining h = max j x j+1 − x j, one obtains
|y − pn|∞ ≔ sup
a≤x≤b
|y(x) − pn(x)| ≤
hn+1
4n
|y(n+1)|∞ . (8)
This means that, by assuming y(x) smooth enough, the error de-
creases to zero as O(hn+1) and the interpolation has an order of
accuracy n + 1. However, the smoothness assumption of y(x) is
not always fulfilled and polynomial interpolations may become
inaccurate in the presence of discontinuities.
Moreover, the error of the interpolation does not necessar-
ily decrease by increasing the order of the polynomial. In fact,
even though hn+1 may go to zero for n → ∞, the term |y(n+1)| can
grow rapidly, preventing convergence in Equation (8). Equidis-
tant interpolation of the Runge’s function (the so-called Runge
phenomenon) is a striking example of this.
3.2. Impact of discontinuities
Error estimates (7) and (8) assume some smoothness of y(x) and
the order of accuracy of interpolations decreases for less regu-
lar functions. Suppose that y(x) ∈ Cs[a, b] with s < n. Then,
Equation (7) must be replaced by
y(x) − pn(x) =
y(s)(ξ) − p(s)n (ξ)
n!
(x − x˜1)(x − x˜2) . . . (x − x˜s) , (9)
where {x˜ j}sj=1 is any subset of {x j}
n
j=0. By the same arguments
that led up to Equation (8), one obtains
|y − pn|∞ = O(hs) ,
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that is, the order of accuracy of the polynomial interpolation is
reduced to s.
Moreover, it is known that standard second-order or higher
interpolations are oscillatory near discontinuities and such oscil-
lations might lead to numerical inaccuracy and even to numer-
ical instability in nonlinear problems (e.g., Richards 1991; Shu
1998). This implies, first, an over/undershoot in pn(x) (n > 1)
whenever the function y(x) has a jump discontinuity and, sec-
ond, the failure of higher-order approximations to remove the
overshoot. This behavior (similar to the Gibbs phenomenon in
Fourier series) is known as Gibbs phenomenon. For example,
Zhang & Martin (1997) showed that cubic spline interpolations
on uniform meshes always oscillate near a jump discontinuity.
For these reasons, it makes little sense (and could even be nox-
ious) to use standard high-order interpolation (n > s) when the
smoothness of y(x) is not guaranteed.
3.3. Interpolatory quadratures
Consider a function y(x) and assume that a discrete set of points
x0 < x1 < . . . < xn and the data values y(x0), . . . , y(xn) are
given. A systematic approximation of the integration of y(x) in
an interval [a˜, b˜] is commonly called quadrature and its formula
is usually given in the form
∫ b˜
a˜
y(x)dx ≈
n∑
i=0
y(xi)ωi , (10)
where ωi are the quadrature weights. A usual way to derive a
quadrature formula is through the so-called interpolatory quadra-
ture: one makes an assumption for the polynomial form of the
integrand in the integration interval and analytically solves the
integral. For instance, the Lagrange interpolation given by Equa-
tion (6) yields
∫ b˜
a˜
y(x)dx ≈
n∑
i=0
y(xi)
∫ b˜
a˜
ℓi(x)dx ,
where the integrals of the Lagrange basis polynomials provide
the quadrature weights. The quadrature error, i.e., the difference
between the left-hand and the right-hand sides of Equation (10),
decreases to zero as O(hn+2). Moreover, the quadrature is exact
for all polynomials of degree ≤ n, that is, for all y(x) ∈ Πn.
However, Section 3.2 shows that a polynomial of degree n
guarantees O(hn+1) accuracy only if y(x) ∈ Cn+1 in the inte-
gration interval. Consequently, interpolatory quadratures suffer
from the same order-reduction issue of interpolations when fac-
ing discontinuities. Moreover, the presence of overshoots in the
interpolated integrand reduces the accuracy of the quadrature
and could even yield negative results in the quadrature of pos-
itive integrands. For this reason, the use of standard high-order
interpolatory quadratures is not encouraged when the smooth-
ness of y(x) is not guaranteed.
4. Discontinuities in radiative transfer
Standard radiative transfer calculations usually assume smooth
variations in the radiation field and in the atmospheric physical
parameters. The incidence of discontinuities is often neglected,
without considering whether this assumption is justified or not.
This section inquires into the role of discontinuities in the radia-
tive transfer equation, focusing on the possible numerical issues.
4.1. Discontinuities in solar and stellar atmospheres
The plasma of solar and stellar atmospheres can be highly dy-
namic, with its properties fluctuating sharply over small scales.
For instance, jumps in the magnetic field frequently appear: a
typical example is the magnetopause at the boundary of a flux
tube, where the magnetic field of the tube is separated from
the surrounding field-free plasma by a thin transition layer. An-
other example is given by magnetic canopies, that is, horizon-
tally extending magnetic fields overlying field-free regions of
internetwork cells and separated from it by a thin transition
layer (Steiner 2000). Abrupt variations in temperature can also
be present: for example, the jump in temperature of three or-
ders of magnitude that takes place in the solar transition re-
gion. Clouds of cool material embedded in the chromosphere
or corona are usually associated with jumps in bulk velocities as
well. For instance, a magnetic flux tube interacting with convec-
tive motions shows a downwardly directed flow along its bound-
ary (Steiner et al. 1998). The presence of shock fronts could also
imply discontinuities in the velocity field. All these sudden vari-
ations of the physical quantities describing the atmosphere might
reflect into sudden variations in absorption and emissivity.
Radiative transfer calculations make use of discrete atmo-
spheric models and one can distinguish between two cases:
on the one hand, there are semi-empirical atmospheric models
(e.g., Vernazza et al. 1981; Fontenla et al. 1990, 1993), which
are still frequently used to synthesize spectral lines. In these
models, the physical parameters across the atmosphere usually
vary smoothly. On the other hand, state-of-the-art 3D R-MHD
simulations of stellar atmospheres show contact discontinuities,
steep gradients in state variables, and shock fronts. In fact, if the
MHD equations are solved by the method of characteristics then
shocks are represented by mathematical discontinuities (Mihalas
1981), while in the case of a nonideal fluid, sharp structures
might be smeared over a few zones in the mesh. Nonetheless,
one still deals with a quasi discontinuity when the jump in phys-
ical states occurs on a spatial scale much smaller than that of the
numerical discretization (Steiner et al. 2016).
Discrete models provide the physical parameters describing
the atmosphere at a discrete set of spatial points only. Section 2.1
explains that, in this case, there is no well defined concept of
discontinuity. However, one is still interested in determining the
possible impact of such features on the numerical solution.
4.2. Radiative transfer equation
The monochromatic (time-dependent) transfer of unpolarized
light is described by the following scalar partial differential
equation (Mihalas 1978)[
1
c
∂
∂t
+
∂
∂s
]
Iν(s, t) = −χν(s, t)Iν(s, t) + ǫν(s, t) , (11)
where Iν is the specific intensity of radiation propagating in the
ray path direction at time t. Moreover, χν and ǫν are the ab-
sorption and the emission coefficients, respectively, ν is the fre-
quency, and c is the speed of light. The spatial coordinate s
denotes the position along the ray under consideration. Equa-
tion (11) is a hyperbolic partial differential equation and, specif-
ically, an advection equation with source and sink terms. It is
known that computing the numerical solution of advection equa-
tions can be particularly challenging. However, in the vast ma-
jority of radiative transfer problems in astrophysics, the pho-
ton free-flight time is much smaller than the fluid dynamics
timescales and the radiation field fully stabilizes before any
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change occurs in the medium. Therefore, one usually assumes
the steady-state version of Equation (11), consisting in the linear
first-order inhomogeneous ODE given by (Mihalas 1978)
d
ds
Iν(s) = −χν(s)Iν(s) + ǫν(s) ≔ Fν(s, Iν(s)) . (12)
Assuming that Fν is Riemann integrable in the interval [s0, s],
one formally integrates Equation (12) and obtains
Iν(s) = Iν(s0) +
∫ s
s0
Fν(x, Iν(x))dx . (13)
Here, the problem of calculating the emergent radiation consists
in the evaluation of the integral in the right-hand side of Equa-
tion (13), which in turn depends on the specific intensity Iν.
When dealing with radiative transfer in astrophysical plas-
mas, it is common to refer to the concept of optical depth. Re-
placing the coordinate s by the optical depth τν defined by
dτν = −χν(s)ds , (14)
one recasts Equation (12) into
d
dτν
Iν(τν) = Iν(τν) − S ν(τν) , (15)
where S ν = ǫν/χν is the source function, that is, the ratio between
the emission and absorption coefficients. Moreover, the formal
integration of Equation (15) in the interval
[
τν,0, τν
]
gives
Iν(τν) = e−(τν,0−τν)Iν(τν,0) +
∫ τν,0
τν
e−(x−τν)S ν(x)dx , (16)
where τν,0 ≥ τν. Here, the problem of calculating the emergent
radiation reduces to an integral evaluation.
4.3. Numerical approximations
Auer (2003) defined the (numerical) formal solution of Equa-
tion (12) as the evaluation of the radiation field, given knowledge
of the opacity χk and the emissivity ǫk coefficients at each grid
point sk, and of the boundary conditions.
The first step in the numerical approach to an ODE involves
the discretization of the integration domain. Therefore, one dis-
cretizes the ray path under considerationwith a spatial depth grid
{sk} (or an optical depth grid {τk}) with k = 0, . . . , N. The index
k increases along the propagation direction. The numerical ap-
proximation of a certain quantity at node sk (or τk) is indicated
by substituting the explicit dependence on s (or τ) with the sub-
script k, for instance,
Ik ≈ I(sk) .
For notational simplicity, the frequency dependence is omitted.
Inserting numerical quantities in Equation (13), one obtains1
Ik+1 = Ik +
∫ sk+1
sk
F(s, I(s))ds .
Different approximations of the integral on the right-hand side
yield different numerical schemes. Well-known examples are the
backward Euler method, the implicit trapezoidalmethod, and the
third-order Runge-Kutta method (see Table 1). Note that some
1 The very same procedure can apply starting from Equation (15) in-
stead of Equation (12). Janett & Paganini (2018) analyze the differences
between the two cases.
numerical schemes (e.g., Runge-Kutta 3) use intermediate grid
points for the integration. In this case, one must recover the rel-
evant quantities at off-grid points, which are typically provided
through interpolation. This procedure may alter absorption and
emission coefficients and introduce numerical errors.
However, the most common formal solutions ground on
Equation (16). Inserting numerical quantities, one gets
Ik+1 = e
−∆τk Ik +
∫ τk
τk+1
e−(x−τk+1)S (x)dx , (17)
where, from Equation (14), one has
∆τk = τk − τk+1 =
∫ sk+1
sk
χ(s)ds . (18)
This recursive relation is the starting point for the so-called expo-
nential integrators (Hochbruck & Ostermann 2010), which are a
family of numerical schemes that exhibit strong stability proper-
ties2. The numerical problem is reduced to the quadrature of the
integrals in Equations (17) and (18), for which different tech-
niques are available. The knowledge of S and χ at the neighbor-
ing grid points suggests the use of interpolatory quadratures (see
Section 3.3). The standard choice is to use Lagrange polynomials
and the simplest strategy is either constant or linear approxima-
tions inside the integration interval. However, Auer & Paletou
(1994) noted that in order to recover the diffusion approxi-
mation, it is necessary to use parabolic or higher-order inter-
polations of S . Olson & Kunasz (1987) and Kunasz & Olson
(1988) made use of parabolic interpolations and, alternatively,
Mihalas, Auer, & Mihalas (1978) proposed cubic Hermite inter-
polations of S .
Section 2 explains that the accuracy of numerical schemes
for ODEs rely on different assumptions on the degree of smooth-
ness of the functional F. Moreover, Section 3.2 argued that
polynomial interpolations are inaccurate around discontinuities,
whereas Section 3.3 showed that the accuracy of interpolatory
quadratures relies on a sufficient smoothness of the integrand.
4.4. Polarized radiative transfer equation
Most classical radiative transfer problems do not consider polar-
ization. However, the transfer of polarized light is of particular
interest in many applications. The radiative transfer of partially
polarized light is described by the system of first-order coupled
inhomogeneous ODEs given by
d
ds
Iν(s) = −Kν(s)Iν(s) + ǫν(s) , (19)
where s is the spatial coordinate measured along the ray under
consideration, Iν = (I, Q,U,V)T is the Stokes vector,
Kν =

ηI ηQ ηU ηV
ηQ ηI ρV −ρU
ηU −ρV ηI ρQ
ηV ρU −ρQ ηI

is the 4 × 4 propagation matrix, and ǫν = (ǫI , ǫQ, ǫU , ǫV )T is the
emission vector (Landi Degl’Innocenti & Landolfi 2004). For
notational simplicity the frequency dependence of all the vec-
torial and matricial entries is omitted.
The peculiarity of Equation (19) originates simply from its
matricial character (Landi Degl’Innocenti & Landolfi 2004). In
2 Positiveness of ∆τk guarantees L-stability (Janett & Paganini 2018).
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fact, the assumption of vanishing off-diagonal coefficients in the
propagation matrix decouples Equation (19) into four indepen-
dent scalar problems formally identical to Equation (12), reduc-
ing the vectorial problem to the scalar one. The diagonal element
of the propagation matrix corresponds to the total absorption co-
efficient in the unpolarized case, that is, ηI ≡ χν.
The generalization of the definition of the scalar formal
solution to the polarized case consists in substituting radia-
tion intensity, opacity, and emissivity by Stokes vector, prop-
agation matrix, and emission vector, respectively. The polar-
ized problem is considerably more complex than the scalar
one. For instance, the problem cannot be reduced to simple
quadratures (see Landi Degl’Innocenti & Landolfi 2004). More-
over the radiative transfer equation for polarized light exhibits
stiff behavior, and numerical schemes face instability issues
(Janett & Paganini 2018). An extensive analysis of the numer-
ical solution of the polarized radiative transfer equation is given
by Janett et al. (2017a,b), who characterized several exponential
integrators (DELO methods) and high-order formal solvers.
Just like in the scalar case, the vectorial formal solution suf-
fers from numerical issues in the presence of discontinuities. For
the sake of simplicity, the full convergence analysis is not re-
peated, but the numerical tests presented in Section 5 compre-
hend the polarized problem.
4.5. Two- and three-dimensional problems
In 1D problems, any ray under consideration is discretized by the
grid points. However, in 2D or 3D problems, the ray path (long
characteristics) or the downwind and upwind ray segments (short
characteristics) do not generally coincide with the grid points at
which the physical quantities are given. At each integration step,
one must then recover the neighboring absorption and emission
(or source function) coefficients and the upwind intensity Ik at
off-grid points3. This is typically performed through interpola-
tions, whose role is to “fill in the gaps” between the known dis-
crete values (Auer 2003; Steffen 2017).
In 2D problems, the usual strategy is to discretize the ray
by taking its intersections with the segments connecting the
grid points, dealing then with 1D interpolations to recover the
off-grid points quantities (Auer 2003). The linear interpola-
tions from the values of the nearest grid points is the simplest
and fastest method, but it leads to a large numerical dispersion
(Fabiani Bendicho 2003; Ibgui et al. 2013). As the accuracy of
the formal solution depends on the accuracy of the interpolated
off-grid points quantities, it is often necessary to use high-order
interpolations.
In 3D problems, an efficient approach is to discretize the ray
by taking its intersections with the individual planes defined by
the grid points, dealing then with 2D interpolations. The simplest
approach is to use bilinear interpolations, because a cell wall has
four corner points. Once again, linear interpolations are not suit-
able to reach high accuracy. Extending to higher-order, one can
use bi-quadratic or bi-cubic interpolations (Dullemond 2013).
Section 3.2 explains that if the behavior of the quantities
to be interpolated is discontinuous or particularly intermittent,
high-order interpolations oscillate and may introduce artifacts.
Both Kunasz & Auer (1988) and Auer (2003) highlighted that
high-order Lagrange polynomials may introduce spurious ex-
3 Multistep methods make also use of additional upwind intensities
(Ik−1, Ik−2, . . . ). However, it is very uncommon to apply this class of
numerical schemes to radiative transfer problems.
Table 1. Numerical schemes
Formal solver Order Stability
Backward-Euler 1 L-stable
Trapezoidal 2 A-stable
DELO-linear 2 L-stablea
Pragmatic 2 2 L-stablea
Pragmatic 3 3 L-stablea
Runge-Kutta 3 3 -
cubic DELO-Bézier 4 L-stablea
cubic Hermitian 4 A-stable
Notes. (a) L-stability is guaranteed for the scalar problem (or diagonal
Kν in Equation (19))
trema that could lead to nonphysical negative values of the
source function or of the intensity.
5. Numerical tests
Numerical analysis alone is merely theory. Indeed, numerical ev-
idence is mandatory to assess the mathematical predictions given
in the previous sections. Numerical evidence for oscillatory in-
terpolations is easily accessible in the literature and therefore is
not exposed here. In order to determine whether and how discon-
tinuities (or high-gradients) affect the numerical integration of
Equation (19), different scenarios are investigated. Since Equa-
tion (19) is always integrated along a ray (Auer 2003), the 1D
geometry is adopted. At first, different analytical models for the
scalar radiative transfer are analyzed and, secondly, the vecto-
rial polarized case is considered. One should avoid drawing pre-
mature conclusions on the mere basis of small details of error
curves. However, the numerical tests presented in this section al-
low for some general considerations. Table 1 gives an overview
of the numerical schemes used.
5.1. Scalar case
This section presents the integration of Equation (12) in four dif-
ferent scenarios, where the absorption and emission coefficients
show, respectively:
(i) a smooth behavior;
(ii) a discontinuity in absorption;
(iii) a discontinuity in emissivity;
(iv) a high gradient in absorption.
Spectral line profiles are synthesized using a modified version of
the Octave code used by Janett et al. (2017a,b), while the spec-
tral line parameters are identical to those described in Appendix
C of Janett et al. (2017a).
Case (i): Smooth atmosphere
In order to verify the predicted order of accuracy of the different
numerical schemes, the case of a smooth atmospheric model is
first analyzed. Consider Equation (12) where
χν(s) = c1e−k1 s , (20)
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Fig. 2. Top row: log-log representation of the global error in the emergent intensity profile as a function of the number of grid-points. Bottom
row: Local error as a function of the spatial coordinate s ∈ [0, 100] for a sampling of 50 equispaced grid points for a single wavelength near
the line core. The four columns correspond to four different atmospheric models, where the absorption coefficient χν and emissivity ǫν are given,
respectively, by Equations (20) and (21) (first column), by Equations (22) and (23) (second column), by Equations (24) and (25) (third column),
and by Equations (26) and (27) (fourth column). The parameters are: c1 = 0.01, c2 = 0.05, c3 = 0.15, k1 = 1/25, k2 = 1/15, k3 = 5, j1 = 2, j2 = 20,
sd1 = 39.985, and sd2 = 39.955. This choice of sd1 and sd2 warrants a monotonic approach of the grid points to the location of the discontinuity (or
sharp gradient) as the grid sampling is refined. The global and the local error are computed as exposed in Equations (A.1) (considering the Stokes
I component only) and (A.2), respectively, with a reference atmospheric model with 104 grid points.
ǫν(s) = c2e−k2 s . (21)
Figure 2(a) shows that the various numerical methods effectively
achieve their predicted order of convergence. In this case, the
smoothness assumptions are fulfilled and, consequently, the use
of high-order methods either allows to reach higher accuracy or
makes the use of coarser spatial grids feasible. Moreover, Fig-
ure 2(b) shows that local errors are bigger where absorption and
emission gradients are higher.
Case (ii): Discontinuity in absorption
The effect of discontinuities in the right-hand side of Equa-
tion (12) is first analyzed by considering
χν(s) =

c1
(
j1 + e
−k1s
)
if s < sd1 ,
c1e
−k1s if s ≥ sd1 ,
(22)
ǫν(s) = c2e−k2 s . (23)
A first-order jump of magnitude j1 occurs in the absorption co-
efficient when the independent variable s reaches the value sd1.
Figure 2(c) clearly shows the order breakdown due to the
first-order discontinuities. Moreover, Figure 2(d) shows that the
global error is dominated by the local errors due to the disconti-
nuity.
Case (iii): Discontinuity in emissivity
The effect of discontinuities in the right-hand side of Equa-
tion (12) is analyzed by considering
χν(s) = c1e−k1 s , (24)
ǫν(s)

c2
(
j2 + e
−k2 s
)
if s < sd1 ,
c2e
−k2 s if s ≥ sd1 .
(25)
A first-order jump of magnitude j2 occurs in the emission coef-
ficient when the independent variable s reaches the value sd1.
Just like in case (ii), Figure 2(e) clearly shows the predicted
order breakdown due to the first-order discontinuities. Moreover,
Figure 2(f) shows that the global error is dominated by the local
errors due to discontinuity.
Case (iv): High gradient in absorption
Atmospheric models can involve rapidly varying physical pa-
rameters without an actual mathematical discontinuity. The ef-
fect of sharp variations in the right-hand side of Equation (12) is
analyzed with the model
χν(s) = c1
(
j1 ·
1
2
(1 − tanh(k3(s − sd2)) + e−k1 s
)
, (26)
ǫν(s) = c2e−k2s . (27)
A sharp gradient occurs in the absorption coefficient when the
independent variable s reaches the value sd2. For k3 → ∞ the
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Fig. 3. Temperature (top), upward directed line of sight velocity (mid-
dle), and three components of the magnetic field (bottom), all as a func-
tion of the geometrical height in the atmosphere. The dashed lines rep-
resent the FALC smooth atmospheric model, while solid lines show dis-
continuities in temperature, velocity, and magnetic field profiles.
function 12 (1 + tanh(k3(s − sd2))) tends to a step function with
the discontinuity at s = sd2. This case represents the continuous
version of case (ii).
For coarse samplings, Figure 2(g) clearly shows the order
breakdown due to the high gradient. The global error is domi-
nated by the local errors due to the high gradient and such errors
present only first-order convergence until the sampling starts to
resolve the sharp gradient. In fact, Section 7 explains that there is
no difference between a discontinuity and a sharp gradient for a
set of discrete data which is not able to resolve the local feature.
Figure 2(g) shows that, once the sampling resolves the high gra-
dients, the numerical methods start to converge according their
predicted order of accuracy.
5.2. Polarized case
This section presents some numerical evidence for the integra-
tion of Equation (19) in the case of discontinuities in the atmo-
spheric physical parameters. From these numerical tests, one can
still draw conclusions about the scalar problem considering the
Stokes I component only.
Stokes profiles of the photospheric Sr i line at 4607.3 Å
are synthesized using a modified version of the RH code of
Uitenbroek (2001) that allows to switch between different for-
mal solvers and to sequentially perform Stokes-profile syntheses
with a set of discrete atmospheric models (see Janett et al. 2018).
In these calculations, spectral lines are synthesized under the as-
sumption of LTE conditions and the polarization is produced by
the Zeeman effect alone.
Figure 3 shows the considered atmospheric models. These
are modified versions of the model C of Fontenla et al. (1993),
the so-called FALC model4. These models present, respectively:
(i) a smooth profile;
(ii) a discontinuity in the temperature;
(iii) a discontinuity in the line of sight velocity;
(iv) a discontinuity in the magnetic field.
These atmospheric models are homogeneously re-sampled in
log τc (τc is the continuum optical depth at the wavelength λ =
5000 Å) with different grid-point densities in the optical depth
interval −8.6 ≤ log τc ≤ 1.4, which encompasses 10 decades.
The Sr i line at 4607.3 Å is sampled with around 500 points eq-
uispaced in frequency in a spectral interval of a few angstroms
around the core.
Figure 4 gives the log-log representation of the global error
in the emergent Stokes profiles as a function of the number of
points-per-decade of continuum optical depth, i.e., the number
of grid points that sample a variation of one order of magnitude
in the optical depth at the wavelength λ = 5000 Å. These error
curves allow for different general considerations.
In the pre-asymptotic regime (below 2 points-per-decade),
the comparison between the rows of Figure 4 does not reveal
essential differences in the error curves. In this regime, the ac-
curacy of numerical schemes strongly depends on the specific
sampling.
Asymptotic convergence rates become relevant above 3
points-per-decade. The first row of Figure 4 shows that the differ-
ent numerical methods effectively achieve the predicted (second,
third, and fourth) order of accuracy. In this case, the smoothness
assumptions are fulfilled, allowing the asymptotic order of ac-
curacy of the numerical solution and high-order schemes out-
perform low-order methods.
By contrast, the second, third, and fourth rows of Figure 4
clearly exhibit the order breakdown due to the discontinuity. In
fact, all the numerical methods drop to first-order convergence,
making the application of high-order schemes pointless. This at-
tests to the fact that discontinuities in the atmospheric physical
parameters effectively induce first-order discontinuities in Equa-
tion (19) and affect the convergence (and the accuracy) of nu-
merical solutions. In the fourth row, the error curve of Stokes I
seems to be only mildly affected by the discontinuity. This is be-
cause the magnetic field has a meager impact on Stokes I with
respect to Q, U, and V .
Dropped-to-first-ordermethods require among 30-40 points-
per-decade to achieve an accuracy of Ei ≤ 10−2, for i = 1, 2, 3, 4
(see Equation A.1), whereas they require prohibitive numerical
grids to produce Ei ≤ 10−3 accurate spectra. This demonstrates
the need for high-order well-behaved formal solvers able to face
discontinuities in the radiative transfer equation.
6. Numerical methods for discontinuous ODEs
The need for efficient and accurate numerical methods for treat-
ing discontinuous differential systems has been widely recog-
nized. Most of the literature on the topic is focused on adaptive
stepsize numerical methods, that is, numerical schemes that dy-
namically choose the length of steps along the integration. In
this way, the algorithm maintains the desired accuracy of the ap-
proximation by decreasing the step size when large derivatives
4 An additional magnetic field is provided because FAL models do not
include a specific magnetic field.
Article number, page 8 of 13
Gioele Janett: Discontinuities in numerical radiative transfer
10-6
10-5
10-4
10-3
10-2
10-1
100
101
Stokes I
E N
Stokes Q Stokes U Stokes V
10-6
10-5
10-4
10-3
10-2
10-1
100
101
Stokes I
E N
Stokes Q Stokes U Stokes V
10-6
10-5
10-4
10-3
10-2
10-1
100
101
Stokes I
E N
Stokes Q Stokes U Stokes V
10-6
10-5
10-4
10-3
10-2
10-1
100
101
1 10 100
Stokes I
E N
points-per-decade
1 10 100
Stokes Q
points-per-decade
1 10 100
Stokes U
points-per-decade
1 10 100
Stokes V
points-per-decade
DELO-linear
trapezoidal
pragmatic 2
pragmatic 3
cubic DELO-Bezier
cubic Hermitian
Fig. 4. The log-log representation of the global error for the Stokes vector components I, Q,U and V as a function of the number of points-
per-decade of continuum optical depth for different formal solvers (color coded). The Sr i line at 4607.3 Å is considered for the smooth FALC
atmospheric model (first row), and for three additional atmospheric models that contain discontinuities in temperature (second row), in line of
sight velocity (third row), and in magnetic field (fourth row). The atmospheric models are described in Figure 3. The global error is computed as
exposed in Equation (A.1).
(or singularities) appear and improves efficiency by increasing
the step size whenever the smoothness of the system allows it.
In real-life radiative transfer problems, the sampling of the at-
mospheric model is given. This implies that the step size is fixed
a priori and thus the adaptive step-size technique cannot be ap-
plied. In principle, onemight circumvent this problem by provid-
ing the absorption and emission quantities at intermediate grid-
points through interpolations. However, Section 3 points out that
interpolations suffer from local oscillations around discontinu-
ities.
When facing a discontinuous ODE, Gear & Osterby (1984)
distinguish among four main stages in a numerical procedure:
1. detecting the discontinuity,
2. locating the discontinuity,
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3. crossing the discontinuity,
4. restarting after the discontinuity.
Moreover, Dieci & Lopez (2012) classified the different numer-
ical schemes in three main categories: time stepping methods,
event driven methods, and regularization of the differential sys-
tem. This section briefly reviews the numerical schemes for the
treatment of discontinuous ODEs, investigating their applicabil-
ity to Equations (12) and (19) in discontinuous media.
6.1. Time stepping methods
Time stepping methods usually rely on local error estimators
to detect and locate discontinuities: a large value of the lo-
cal error estimate indicates the presence of a discontinuity
and different strategies to estimate local errors are available
(Shampine & Watts 1971; Butcher & Johnston 1993). Alterna-
tively, Calvo et al. (2003) exposed the possibility to detect dis-
continuities by using the so-called pairs of embedded forms
or by monitoring the size of an estimate of the local defect.
Some discontinuities might avoid detection. These would proba-
bly have negligible effects on the local truncation error and they
can consequently be ignored. In contrast, for some smooth but
rapidly varying problems, one may detect discontinuities that
mathematically do not exist. In this case, it is often reasonable
to assume that a discontinuity is present and to act accordingly
(Gear & Osterby 1984).
In radiative transfer problems, one can determine at each step
whether or not the numerical solution is crossing a discontinuity.
This detection should be computationally inexpensive and must
fit well into the code, that is, it should be based on quantities
that the code computes at each step. Alternatively, one may lo-
cate discontinuities using the discrete values of absorption and
emission coefficients and by detecting the discontinuities in the
discrete data before the integration or during the integration. This
approach involves data analysis along the entire ray path and has
the advantage that the treatment of the discontinuity is performed
in a separate preliminary step. A more in-depth study is required
to support this strategy, but some suitable techniques are already
available (Gelb & Tadmor 1999, 2002; Mallat & Hwang 2006;
Oeffner et al. 2013).
In real-life radiative transfer problems, the location of a dis-
continuity is, in some sense, harder to decipher than commonly
assumed. In discrete data, it is usually impossible to exactly lo-
cate the discontinuity, because there is a lack of knowledge and
the jump can occur anywhere inside the interval.
After having located a discontinuity, time stepping methods
adapt time steps to ensure that the local error is kept below a
specified tolerance ǫ. This automatically enforces accuracy in
spite of the decreased smoothness of the problem. Accordingly,
Dieci & Lopez (2012) defined the passing stepsize ∆t˜ as
∆t˜ =
ǫ
K1
,
where K1 is the first-order jump in f defined in Section 2.2. How-
ever, radiative transfer problems usually assume a priori fixed
step sizes and the adaptive techniques are not suitable.
After having crossed a discontinuity in [tk−1, tk], the numeri-
cal methods start up the usual integration. However, one must be
careful about the previously obtained information, because back
values of y and f (i.e., yk−1, fk−1, yk−2, fk−2, . . .) may not corre-
spond to those of smooth functions. In case of a discontinuity
of order q, they differ by terms of the order O(hq) and O(hq−1),
respectively. The use of back values in the numerical integration
give rise to terms in the local truncation error of orderO(hq), and
clearly, it is always safe to use a numerical method that does not
use them (e.g., the trapezoidal method and DELO-linear).
6.2. Event-driven methods
In many problems, discontinuities do not occur completely unex-
pectedly. The so-called event-driven methods assume that there
is an event function, i.e., a function that changes sign at the loca-
tion of the discontinuity (Dieci & Lopez 2012). Mao & Petzold
(2002) pointed out that most discontinuity-detection algorithms
are based on the root-finding of event functions. In fact, when
the numerical solution reaches a root of the event function the
discontinuity is detected and located. Once the location of the
discontinuity is precisely known, then the numerical method in-
cludes it as an extra grid point and the algorithm accordingly ad-
justs the stepping and restarts at that point. In doing so, the local
smoothness assumptions are fulfilled, maintaining the asymp-
totic correctness of the numerical solution and avoiding the order
breakdown (Mannshardt 1978).
Unfortunately, no event function is known in the radiative
transfer problems and event-driven methods are consequently
not suitable in this context.
6.3. Regularization of the differential system
An alternative strategy is to regularize (or smoothen) the differ-
ential system, removing the mathematical discontinuities. Un-
doubtedly, this leads to simplifications in the theory on ODE5.
A more technical and thorough investigation of this topic can be
found in Llibre & Teixeira (1997) and Llibre et al. (2007). How-
ever, due to the large derivatives that replace the structural dis-
continuities, the regularized system becomes quite stiff and small
time steps are then required.Moreover, regularization can lead to
changes in the dynamics of the original nonsmooth system. For
these reasons, the regularization of the differential system strat-
egy is not particularly adequate for radiative transfer problems.
7. Interpolations for discontinuous discrete data
Different approximations can be used to recover the various in-
termittent quantities involved in radiative transfer problems at
off-grid points. The goal is to obtain high-order accuracy in
smooth regions, avoiding spurious effects around sharp gradi-
ents and discontinuities. The standard strategy is to use a locally
monotonic6 interpolation for each direction (x, y, z and the short-
characteristic direction in Cartesian grids).
This section shortly reviews different interpolation (or re-
construction) techniques for scattered quantities, providing some
illustrative applications to the radiative transfer problem con-
ducted in the past. In particular: cubic Hermite splines, Bézier
curves, piecewise rational polynomials, slope limiters, and high-
order (weighted) essentially non-oscillatory approximations.
7.1. Cubic Hermite splines
Given a set of points {xi}, the Hermite interpolation H does not
only match a set of function values {yi}, but also its derivatives
5 The Picard-Lindelöf Theorem ensures the existence and uniqueness
of a solution to the IVP.
6 In practice, one requires interpolants of monotonic data to themselves
be monotonic.
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(see Janett et al. 2017b, Section 4). For notational simplicity one
defines the normalized variable t ∈ [0, 1] as
t =
x − xi
∆xi
, for x ∈ [xi, xi+1] .
The cubic Hermite interpolation, approximating the function y(t)
inside the interval t ∈ [0, 1], reads
y(t) ≈ yi · (1 − 3t2 + 2t3) + y′i · ∆xi(t − 2t
2 + t3)
+ yi+1 · (3t2 − 2t3) + y′i+1 · ∆xi(−t
2 + t3) . (28)
It is known that the cubic Hermite interpolant is fourth-order
accurate if the derivatives are at least third-order, and third-
order accurate if the derivatives are second-order, and so on
(Dougherty et al. 1989). Therefore, assuming derivatives that are
at least third-order accurate, the error scales as O(h4), indicating
that the cubic Hermitian interpolation is fourth-order accurate.
Monotonicity can be ensured by a suitable choice of the deriva-
tives. The main weakness of this approach is that it necessarily
degenerates to a linear interpolation near smooth extrema (Shu
1998).
Fritsch & Carlson (1980) proposed a two-pass algorithm to
recover such derivatives. Later on, Fritsch & Butland (1984) and
Steffen (1990) added alternative formulas to recover second-
order accurate first derivatives 7. Auer (2003) suggested the use
of monotonic Hermite interpolants in radiative transfer problems
and Ibgui et al. (2013) used monotonic cubic Hermite polynomi-
als (version of Fritsch & Butland 1984) in the IRIS code.
7.2. Bézier curves
These well-known interpolations make use of the so-called con-
trol points (or weights) to suppress spurious extrema. A Bézier
curve of degree q applied to a set of function values {yi} at posi-
tions {xi} inside the interval t ∈ [0, 1] can be defined as
Bq(t) =
q∑
n=0
CnBn,q(t) ,
where Cn are the control points, and the Bernstein polynomials
Bn,q(t) are given by
Bn,q(t) =
(
q
n
)
· tn (1 − t)q−n .
The first and the last control points define the start and end points
of the Bézier curve in the interval, that is,
C0 = yi , and Cq = yi+1 .
All the remaining points, conventionally referred to as weights,
are usually used to shape the curve. Moreover, a Bézier curve
always lies in the convex hull of the control points, that is, in the
smallest set that contains the line segment joining every pair of
control points (see Janett et al. 2017b, Section 5). One can avoid
the creation of new extrema by adjusting the weights. However,
the high-order accuracy of Bézier interpolations is achieved by
forcing the Bézier interpolants to be identical to the correspond-
ing degree Hermite interpolants but, in this case, monotonicity is
not guaranteed.
Auer (2003) suggested the use of Bézier curves in radia-
tive transfer problems, because of their suitability for prevent-
ing spurious behavior near rapid variations in the absorption
7 The formula by Fritsch & Butland (1984) is second-order accurate
on uniform grids only and it drops to first-order on nonuniform grids.
and emission coefficients. Moreover, Šteˇpán & Trujillo Bueno
(2013) used Bézier interpolations in the PORTA code, whereas
de la Cruz Rodríguez & Piskunov (2013) made use of them to
construct the quadratic and cubic DELO-Bézier formal solvers.
7.3. Piecewise rational polynomials
As an alternative to the standard use of polynomials for the
interpolation of monotonic data, Gregory & Delbourgo (1982)
and Delbourgo & Gregory (1983) opted for the application of
piecewise rational quadratic functions. Delbourgo & Gregory
(1985) constructed a monotone, piecewise rational cubic inter-
polation, that includes the rational quadratic function as a special
case.
A piecewise rational cubic function R(t), approximating the
function y(t) with t ∈ [0, 1], reads
R(t) =
P(t)
Q(t)
, (29)
where
P(t) = yi+1 · t3 + (riyi+1 − ∆xiy′i+1) · t
2(1 − t)
+ (riyi + ∆xiy′i) · t(1 − t)
2 + yi · (1 − t)3 , (30)
and
Q(t) = 1 + (ri − 3)t(1 − t) . (31)
The condition ri > −1 ensures a strictly positive denominator
in the rational cubic, while ri = 3 reduces the rational cubic to
the standard cubic Hermite polynomial given in Equation (28).
Here, the parameter ri is chosen to ensure that the interpolant
preserves monotonicity. In particular, if
ri = 1 + ∆xi
y′
i
+ y′
i+1
yi+1 − yi
,
then the rational cubic defined by Equation (29) reduces to the
rational quadratic form
R(t) =
yi+1t
2 + ∆xit(1 − t)(yi+1y′i + yiy
′
i+1)/(yi+1 − yi) + yi(1 − t)
2
t2 + ∆xi(y′i + y
′
i+1)t(1 − t)/(yi+1 − yi) + (1 − t)
2
, (32)
which yields a monotonic interpolant.
In most applications, the derivatives y′
i
and y′
i+1 are not
known in advance and hence must be numerically determined.
Delbourgo & Gregory (1985) proposed different approximations
for the derivative parameters and showed that an error O(h4) can
be expected when O(h3) derivative information is given at the
data points. Finally, the rational quadratic given by Equation (32)
can be used to construct a C2 rational spline which interpolates
strictly monotonic data (Delbourgo & Gregory 1985).
7.4. Slope limiters
An alternative method to avoid spurious oscillations near discon-
tinuities is to reduce the order of accuracy of the interpolation,
for example using a linear rather than a quadratic interpolant near
the discontinuity, or by reducing the slope of reconstructions
applying limiters. In fact, large gradients and discontinuities
produce local extrema in high-order reconstructions, inducing
a lack of monotonicity (overshoots), demonstrating the neces-
sity to limit the spatial derivatives inside each cell to physically
meaningful values. This is already guaranteed for the Godunov
(constant) scheme, but some limitations are required for the Van
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Leer (linear) and the parabolic reconstructions. In computational
fluid dynamics, this problem is solved by the so-called slope lim-
iters. There exists a variety of slope limiters and broad literature
attests to the importance of this topic (e.g., Colella & Woodward
1984; Sweby 1984; Berger et al. 2005; Colella & Sekora 2008;
Velechovsky et al. 2013). One disadvantage of this approach
is that it necessarily degenerates to a linear interpolation near
smooth extrema (Shu 1998).
Steiner et al. (2016) introduced the use of limiters for the in-
terpolations and reconstructions of the coefficients involved in
the polarized radiative transfer equation, purposely taking dis-
continuities into account.
7.5. Essentially non-oscillatory and weighted essentially
non-oscillatory approximations
Provided the smoothness of the function inside the interval, it is
known that the wider the stencil, i.e., the set of grid points con-
sidered, the higher the order of accuracy of the interpolation. The
most common interpolations (see Sections 7.1–7.3) are based on
fixed stencils. However, fixed stencil interpolations of second or
higher order are oscillatory in the presence of a discontinuity.
Essentially non-oscillatory (ENO) methods are based on
a nonlinear adaptive procedure that automatically chooses the
stencil that leads to the locally smoothest interpolant, avoiding
crossing discontinuities. A broad range of literature on the topic
is available (Liu et al. 1994; Shu 1998, 2009). The classical ENO
scheme chooses, among several candidates, the smoothest sten-
cil to work with and discards the rest. This stencil is then used to
construct a polynomial interpolation. Otherwise, weighted ENO
(WENO) schemes use weighted linear combinations of smaller-
stencil polynomials to obtain higher-order accuracy. WENO ap-
proximations guarantee a non-oscillatory result since the contri-
bution from any stencil containing the discontinuity has an es-
sentially zero weight.
Both ENO and WENO schemes are especially suitable for
problems containing both discontinuities and smooth structures.
Moreover, they do not necessarily degenerate to a linear interpo-
lation near smooth extrema.
As an explicit example, an illustrative third-order accurate
ENO interpolation is presented in the following.
To obtain a third-order-accurate interpolation of the function
y(x), one needs a three-point stencil. Thus in cell [xi, xi+1], one
starts with the two-point stencil S 2 = {xi, xi+1}. Subsequently,
one has two choices to expand the stencil: by adding either the
left neighbor xi−1 or the right neighbor xi+2. The selection criteria
is to compare the local smoothness of the function to be inter-
polated, measured in terms of divided differences (Shu 1998).
For instance, one takes the decision by comparing the abso-
lute values of the two relevant divided differences y[xi−1, xi, xi+1]
and y[xi, xi+1, xi+2]. A smaller one implies that the function is
smoother in that stencil. Therefore, if
|y[xi−1, xi, xi+1]| < |y[xi, xi+1, xi+2]| ,
the three-point stencil is taken as
S 3 = {xi−1, xi, xi+1} ,
otherwise,
S 3 = {xi, xi+1, xi+2} .
Once the interpolation stencil is determined, one proceeds with a
standard (Lagrange) polynomial interpolation. Clearly, one can
continue this procedure to add more grid points to the stencil,
constructing higher-order ENO approximations.
A more thorough investigation on the possible applications
of ENO and WENO techniques in radiative transfer problems is
in progress.
8. Conclusions
This paper identifies and exposes the relevant problems appear-
ing in the numerical treatment of the radiative transfer equation
in discontinuous media. The main aim is not to provide the ulti-
mate numerical method able to face discontinuous problems, but
to better understand the specific situations where discontinuity
issues appear.
The first part pays particular attention to assumptions and
limitations of the standard convergence analysis of numerical
schemes for ODEs and interpolations. In fact, standard numer-
ical methods (and interpolations) rely on smoothness assump-
tions on the functions to be integrated (interpolated) and may
perform very inefficiently in the presence of discontinuities,
which may drastically increase local errors, reducing the accu-
racy of the solution and thwarting high-order convergence.
The numerical tests (performed for both the scalar and the
polarized case) corroborate analytical predictions: discontinu-
ities in absorption and emission coefficients effectively affect the
convergence and, consequently, the accuracy of numerical so-
lutions, inducing the order breakdown where all the numerical
methods drop to first-order convergence. Moreover, local errors
are higher around high-gradients and unresolved high-gradients
behave like discontinuities. It is also shown that discontinuities
in the atmospheric physical parameters effectively induce first-
order discontinuities in the radiative transfer equation, making
the application of high-order schemes pointless. Unfortunately,
first-order convergence is not sufficiently accurate in many situ-
ations. In the presence of a discontinuity, the order breakdown in
the formal solution is inevitable and the only practical solution is
to increase resolution in the atmospheric model. Discontinuities
do not cause numerical instability (in the sense of magnification
of errors) in the formal solution, but they just decrease accuracy.
The final part summarizes the existing numerical methods
for the treatment of discontinuous ODEs and the interpolation
techniques for discontinuous discrete data. Standard numerical
schemes for discontinuous ODE are shown to be unsuitable
for common RTE problems. By contrast, many suitable inter-
polation techniques are already available. In particular, Essen-
tially Non-Oscillatory (ENO) andWeighted ENO (WENO) tech-
niques are high-order robust approximations that resolve discon-
tinuities in an accurate and non-oscillatory fashion. An investi-
gation into their possible applications to radiative transfer prob-
lems is in progress.
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Appendix A: Error calculation
Denoting with Iref(ν) and Inum(ν) the reference and the numeri-
cally computed emergent Stokes vectors, respectively, at the fre-
quency ν, the global error for each Stokes vector component is
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computed as
Ei =
max
ν
|Irefi (ν) − I
num
i (ν)|
max
ν
Iref
i
(ν) −min
ν
Iref
i
(ν)
, for i = 1, 2, 3, 4 , (A.1)
where i = 1, 2, 3, 4 indicates the Stokes parameters (I, Q,U,V).
The error is given by the maximal discrepancy between the ref-
erence and the simulated Stokes parameter over the spectral in-
terval considered, normalized by the maximal amplitude in the
reference profile. The reference emergent Stokes profile is calcu-
lated with the cubic Hermitian method (and cross-checked with
the cubic DELO-Bézier method) using a hyperfine grid sampling
with 103 points-per-decade of continuum optical depth.
Denoting with Iref
k
(ν) and Inum
k
(ν) the reference and the nu-
merically computed specific intensities at the frequency ν and at
the grid location sk, the local error is computed as
Lk(ν) = |Irefk (ν) − I
num
k (ν)| , providing I
num
k−1 (ν) = I
ref
k−1(ν) . (A.2)
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