Efficient video content analysis is an unsolved problem, especially for real-life surveillance videos due to their low resolution and illustration variations. A novel framework to efficiently and robustly convert a surveillance video clip into one abstraction image containing the integrated contour of interested objects is proposed. It has the following novelties: 1) an improved w-SIFT algorithm for Y-axis frames offset calculation, 2) a trapezoid-based compensation algorithm for X-axis perspective distortion correction, and 3) an incremental video content integration approach. Experimental results show that our method is robust for real-life low resolution videos and efficient for real-time analysis.
Introduction
Video has been widely used in many fields like digital entertainment, e-business, military and security monitoring in recent years. How to effectively extract video contents is becoming one of the hotspots in real-life applications. Existing content analysis algorithms include key frame extraction [1] [2] , video summarization [3] [4] [5] , object recognition [6] or scene interpretation [7] [8] . However, automatic extraction of video contents is still one of the unsolved problems due to the following three reasons: 1) video content analysis is easily affected by illumination, perspective distortions or even shot quality; 2) video content is relatively complicate since even one frame may contain a number of objects, making precise contents analysis very difficult; and 3) real-time video content analysis is difficult due to the low efficiency of existing algorithms. Therefore, how to effectively and efficiently extract important contents from a large amount of binary video data streams has become one of the bottlenecks in video-based applications.
In this paper, we present a novel approach for robust surveillance video content abstraction. Our method consists of the following three steps: 1) extract moving regions from sampled frames of a surveillance video; 2) calculate frame offsets by an improved SIFT-based algorithm within the extracted contours; and 3) eliminate the perspective distortions by gradient compensations. Finally one single abstraction image containing the complete contours of the moving objects can be obtained after merging and fusion operations, well revealing the interested contents of the surveillance video.
Our method has the following advantages. First, our method provides an integrated abstract image in a more direct approach than other algorithms like key-frame extraction. Second, our method is robust for real-life low resolution videos (e.g., with illumination variations or perspective distortions). Moreover, our method is efficient and can provide nearly real-time video content extraction results according to our experimental results.
The rest of the paper is organized as follows. Section 2 introduces the background of our research and related work, and then Section 3 gives our approach. Experimental results and discussions are presented in Section 4. Finally, Section 5 concludes the paper with discussions of future work.
Related Research
Typical video content analysis processes are shown in Fig. 1 . Though the detailed algorithms in each process may be distinct from each other, they share a similar idea of selecting the lowest number of frames to describe video contents. However, it is difficult to accurately define such frames and different methods may obtain varied results.
Fig. 1. Typical video content analysis processes
Our research focuses on directly converting a clip of surveillance video into one abstraction image containing the integrated interested contents. Take a real-life buried vehicle chassis surveillance video as an example, our target is to extract an abstraction image containing the complete chassis contour. Existing stitching algorithms for panoramic images generation are somewhat similar to our target. For example, Szeliski [9] uses Levenberg-Marquardt iteration for nonlinear minimization to align related images, while Brown and Lowe [10] merge images by calculating SIFT feature points. However, these algorithms have the following hypotheses: 1) there should be enough matched feature points between two related images to use the least square method, and 2) the matched feature points should be relatively accurate and there can't be three collinear feature points to solve the following equation:
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