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In this paper, we will present a generalized convolution quadrature for solving linear parabolic and hyper-
bolic evolution equations. The original convolution quadrature method by Lubich works very nicely for
equidistant time steps while the generalization of the method and its analysis to nonuniform time stepping
is by no means obvious. We will introduce the generalized convolution quadrature allowing for variable
time steps and develop a theory for its error analysis. This method opens the door for further development
towards adaptive time stepping for evolution equations. As the main application of our new theory, we
will consider the wave equation in exterior domains which is formulated as a retarded boundary integral
equation.
Keywords: variable step size; convolution quadrature; convolution equations; retarded potentials; bound-
ary integral equations; wave equation.
1. Introduction
In this paper, we will present a numerical method for the discretization of linear convolution equations
of the form
k ∗ φ = g, (1.1)
where ∗ denotes convolution with respect to time, g is a given function and k is some fixed kernel func-
tion, in such a way that the left-hand side in (1.1) is understood as a mapping of the function φ into some
function space. In many applications such as partial differential equations of hyperbolic or parabolic
type, the kernel function k is defined as the inverse Laplace transform of the transfer function K in the
Laplace domain and analyticity of K is assumed in a region containing the half plane Re z σ0 > 0.
For this type of problem, the convolution quadrature method was developed originally by Lubich; see
Lubich (1988a,b), Lubich & Ostermann (1993) and Lubich (2004) for parabolic problems and Lubich
(1994) for hyperbolic ones. The idea is to express the convolution kernel k as the inverse Laplace trans-
form ofK and reduce the problem to the solution of scalar ordinary differential equations (ODEs) of the
form y′ = zy + g, for z the variable in the Laplace domain. The temporal discretization is then based on
the approximation of the solution of these ODEs by some time-stepping method and the transformation
of the resulting equation back to the original time domain. This results in a discrete convolution in time
which has very nice properties: (a) it allows for Fast Fourier-type algorithms for solving the discrete
convolution equation and (b) the theory of ODEs can be employed nicely for deriving error estimates in
the Laplace domain, and then these estimates can be transformed back to the original time domain via
Parseval’s theorem.
On the other hand, there is also a drawback in the convolution quadrature method. Since it heavily
employs the continuous and discrete Fourier–Laplace transforms for the formulation of the method and
c© The authors 2013. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved.
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GENERALIZED CONVOLUTION QUADRATURE 1157
its analysis, the generalization to variable time stepping is by no means obvious. However, if the right-
hand side is not uniformly smooth and/or contains nonuniformly distributed variations in time and/or
consists of localized pulses, the use of adaptive time stepping becomes very important in order to keep
the number of time steps reasonably small. Furthermore, the introduction of adaptivity is the first step
in the development of strategies to control the step size in terms of the behaviour of the solution to the
integral equation.
In this paper, we will present a generalized convolution quadrature which allows for variable time
stepping and develop a new theory for its error analysis. We limit ourselves to the implicit Euler method
for the time discretization. Note that the use of low-order methods is justified for problems where the
solution, possibly, contains nonuniformly distributed irregularities. We emphasize that our derivation of
the method can be extended to higher-order Runge–Kutta methods, but the representation of the discrete
solution becomes more complicated and the extension of the analysis is by no means straightforward. It
is our opinion that fully understanding the first-order method will open the way to further developments,
both from the analytical and the algorithmic point of view.
Our idea is based on introducing adaptivity in the time integration of the scalar ODEs y′ =
zy + g. This idea has already been used in the oblivious algorithm which was developed in
Lopez-Fernandez et al. (2008). However, this algorithm is restricted to sectorial convolution ker-
nels, for which the analyticity domain of K extends to a sector entering the left half plane (see
Lopez-Fernandez et al., 2008 for details) and, thus, is not applicable to wave equations. Furthermore, no
error analysis is available. Our main application is the solution of retarded potential integral equations
(RPIE) which arise if the wave equation in an unbounded exterior domain is formulated as a space-time
integral equation on the boundary of the scatterer. The most popular numerical approaches for its dis-
cretization in the literature are (a) the direct space-time Galerkin discretization of the RPIE and (b) the
convolution quadrature. For the first class of methods, only very recently a temporal discretization with
variable time steps has been proposed (Sauter & Veit, 2012), while for the convolution quadrature, to
the best of our knowledge, such a generalization does not exist in the literature.
The paper is organized as follows. In Section 2, we introduce abstract one-sided convolution equa-
tions and formulate appropriate assumptions on the growth behaviour of the transfer operator in some
complex half plane. Section 3 is concerned with the temporal discretization of the convolution equation
via the time integration of a parameter-dependent ODE in the Laplace domain. The error analysis for the
discretization of this abstract equation is developed in Section 4. We apply this theory to the space-time
discretization of RPIE for solving the wave equation in Section 5 and give some concluding remarks
in Section 6. Some technical estimates for the stability function for the implicit Euler method are post-
poned to the Appendix.
The efficient implementation of the method presented in this paper is challenging. In
Lopez-Fernandez & Sauter (2012b) a fully discrete algorithmic version of our method is presented,
which allows the integral operators in the arising time-stepping scheme to be computed in a fast and
stable way. In this paper, the results of numerical experiments are also reported which illustrate the
advantage of variable time stepping for some important classes of applications.
2. One-sided convolution equations
We consider the class of convolution operators as described in Lubich (1994, Section 2.1) and recall its
definition. Let B and D denote some normed vector spaces and let L(B, D) be the space of continuous,
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1158 M. LOPEZ-FERNANDEZ AND S. SAUTER
linear mappings. As a norm in L(B, D), we take the usual operator norm
‖F‖ := sup
u∈B\{0}
‖Fu‖D
‖u‖B .
For a given right-hand side g :R0 → D, we consider the problem of finding φ :R0 → B such that for
all t 0, ∫ t
0
k(t − τ)φ(τ) dτ = g(t), (2.1)
is considered as an equation in D. The kernel operator k is the inverse Laplace transform of some
transfer operator K, which is defined as follows. Let K : Iσ0 →L(B, D) be an analytic operator-valued
function in a half plane
Iσ0 := {z ∈C : Re z σ0}, for some σ0 > 0, (2.2)
which is bounded by
‖K(z)‖Cop|z|θ ∀ z ∈ Iσ0 , (2.3)
for some Cop > 0 and θ ∈R. For ρ ∈Z, we define
Kρ(z) := z−ρK(z). (2.4)
We choose ρ > max{−1, θ + 1}, so that the Laplace inversion formula
kρ(t) := 12π i
∫
γ
eztKρ(z) dz (2.5)
for a contour γ = σ + iR, σ  σ0 defines a continuous and exponentially bounded operator kρ(t), which
by Cauchy’s integral theorem vanishes for t < 0. As in Lubich (1994), we denote the convolution k ∗ φ
by
(K(∂t)φ)(t) :=
(
d
dt
)ρ ∫ t
−∞
kρ(t − τ)φ(τ) dτ =
∫ ∞
0
kρ(τ )φ(ρ)(t − τ) dτ , (2.6)
for sufficiently smooth functions φ which satisfy φ(x) = 0 for x 0.
Our goal is to solve the convolution equation
K(∂t)φ = g, (2.7)
where we always assume that the given right-hand side can be extended by zero to t 0 to a sufficiently
smooth function. Additional smoothness assumptions at t = 0 will be formulated later.
The composition rule for one-sided convolutions (cf. Lubich, 1994, (2.3), (2.22)) leads to
φ =K−1(∂t)g
so that
φ(t) =
∫ t
0
(
1
2π i
∫
γ
ezτ (K−1)ρ(z) dz
)
g(ρ)(t − τ) dτ , (2.8)
for appropriately chosen ρ. This representation of the solution clearly shows that the growth behaviour
of ‖K−1(z)‖ determines the smoothness requirements on the right-hand side g. We will assume that, for
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GENERALIZED CONVOLUTION QUADRATURE 1159
some Cop > 0 and μ ∈R, a similar estimate1 to (2.3) holds for K−1, namely,
‖K−1(z)‖Cop|z|μ ∀ z ∈ Iσ0 . (2.9)
In this way, ρ will be chosen according to
ρ > max{−1, μ + 1, θ + 1}. (2.10)
3. Temporal discretization
Our main application will be the time discretization of retarded potentials associated to wave equations.
In this context, (2.9) will typically hold for some μ > 0. As we have seen in the previous section, solving
the convolution equation (2.7) is equivalent to the evaluation of the convolution with the inverse transfer
function applied to the right-hand side (cf. (2.8)), which can be written in compact form as
φ = (K−1)ρ(∂t)g(ρ).
In an abstract setting, we are concerned with the approximation of the mapping
f 
→ C(∂t)f (3.1)
at prescribed time points for a given transfer operator C which satisfies a bound like (2.9) for some
μ < −1. To discretize (3.1), we express the mapping in (3.1) as the inverse Laplace transform of the
transfer operator
(C(∂t)f )(t) = 12π i
∫ t
0
(∫
γ
ez(t−τ)C(z) dz
)
f (τ ) dτ .
By interchanging the order of integration, we can write
(C(∂t)f )(t) = 12π i
∫
γ
C(z)u(z, t) dz, (3.2)
where
u(z, t) :=
∫ t
0
ez(t−τ)f (τ ) dτ .
Note that the function u in (3.2) is the solution of the initial value problem
ut(z, t) = z u(z, t) + f (t), u(z, 0) = 0. (3.3)
We will consider the implicit Euler method with variable mesh width for the discretization of (3.3).
For a time mesh t0 = 0 < t1 < t2 < · · · < tN = T with variable step sizes Δj = tj − tj−1, j = 1, . . . , N , the
1 For simplicity, we use the same notation for the multiplicative constants in (2.3) and (2.9).
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1160 M. LOPEZ-FERNANDEZ AND S. SAUTER
implicit Euler method for (3.3) is given by
un(z) = 11 − Δnzun−1(z) +
Δn
1 − Δnz fn, u0(z) = 0. (3.4)
This recursion can be resolved and we obtain
u(z, tn) ≈ un(z) =
n∑
j=1
Δjfj
n∏
k=j
1
1 − Δkz . (3.5)
By considering (3.2) at time point tn and replacing u(z, tn) by the approximation un(z), we obtain the
approximation to the convolution (C(∂t)f )(tn),
(C(∂t)f )(tn) ≈ 12π i
∫
γ
C(z)un(z) dz. (3.6)
By solving the recursion (3.4) and using Cauchy’s integral formula for the divided differences of an
analytic function (see for instance de Boor, 2005, Formula (51)), we conclude from the combination of
(3.5) and (3.6) that the approximation in (3.6) can be written in the form
(C(∂t)f )(tn) ≈
n∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
C
)
fj, (3.7)
where ωn,j(z) =
∏n
=j+1(z − Δ−1 ) and [1/Δj, 1/Δj+1, . . . , 1/Δn]C denote Newton’s divided difference
with respect to the nodes Δ−1k , j k  n.
For C = (K−1)ρ and f = g(ρ), formula (3.7) defines an approximation φn ≈ φ(tn) to the solution of
the convolution equation (2.7). In order to define a recursive method based on K rather than K−1,
we need the following lemma.
Lemma 3.1 (Inversion formula) Let (xi)i∈N ⊂R denote a sequence of points and let f :R→ E denote
some function in a set E of linear mappings. We assume that f (xi) is invertible for all i ∈N1.
Let ω˜n,j(x) :=
∏n
=j+1(x − x). A mapping of the form
qn :=
n∑
j=1
ω˜n,j(0)([xj, xj+1, . . . , xn]f )uj, n ∈N1 (3.8)
can be inverted and it holds that
un =
n∑
j=1
ω˜n,j(0)([xj, xj+1, . . . , xn]f −1)qj, n ∈N1. (3.9)
Proof. We denote the left-hand side in (3.9) by u˜n and prove that u˜n = un if we replace qj by the
definition (3.8). By inserting (3.8) into the right-hand side of (3.9), we obtain
u˜n =
n∑
j=1
ω˜n,j(0)[xj, xj+1, . . . , xn]f −1
j∑
k=1
ω˜j,k(0)([xk , xk+1, . . . , xj]f )uk .
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GENERALIZED CONVOLUTION QUADRATURE 1161
Observe that ω˜n,j(0)ω˜j,k(0) = ω˜n,k(0), so that after interchanging the ordering of the summations,
u˜n =
n∑
k=1
ω˜n,k(0)
⎛
⎝ n∑
j=k
([xj, xj+1, . . . , xn]f −1)([xk , xk+1, . . . , xj]f )
⎞
⎠ uk . (3.10)
The Leibniz rule for divided differences (de Boor, 2005, Corollary 28) leads to
n∑
j=k
([xj, xj+1, . . . , xn]f −1)([xk , xk+1, . . . , xj]f ) = [xk , xk+1, . . . , xn](f −1f )
= [xk , xk+1, . . . , xn]I = δk,nI.
Here, I is the identity mapping considered as a constant function in x. Hence, only the summand with
k = n in (3.10) is different from zero and the assertion follows. 
Definition 3.2 (Generalized convolution quadrature) For a set of given time points (ti)Ni=1 the gener-
alized convolution quadrature (GCQ) approximation of
K(∂t)φ = g
is given by
K−ρ
(
1
Δn
)
φn = g(ρ)n −
n−1∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
K−ρ
)
φj, (3.11)
where K−ρ(z) := zρK(z); cf. (2.4).
Remark 3.3 The representation of the GCQ in the form (3.11) is well suited for theoretical investiga-
tions but not for practical implementation due to numerical instabilities. In Lopez-Fernandez & Sauter
(2012b), an efficient, fully discrete algorithm of the GCQ is presented which is based on the represen-
tation of the high-order divided differences in (3.11) as contour integrals and their approximation by a
novel contour quadrature method which has been developed in Lopez-Fernandez & Sauter (2012a). For
the details and the results of numerical experiments, we refer to Lopez-Fernandez & Sauter (2012b).
4. Error analysis
For some fixed N  1, we consider the discrete approximations φn defined by (3.11), for 1 nN .
We set
Δ := max{Δj : 1 jN}.
From (3.11), we are interested in the solution of the equation
n∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
K−ρ
)
φj = g(ρ)n , 1 nN . (4.1)
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1162 M. LOPEZ-FERNANDEZ AND S. SAUTER
4.1 Discrete stability
Lemma 4.1 (Summation by parts) Let φn be the solution of (4.1). Assume that g ∈ Cρ([0, T]) and it is
extended by 0 to t 0. Then φn has the representation
φn =
n∑
j=1
(Δj + Δj−1)Q(ρ+2,n)j [tj−2, tj−1, tj]g(ρ), (4.2)
where t−1 < 0 can be chosen arbitrarily,2 Δ0 := t0 − t−1, and
Q(k,n)j :=
1
2π i
∫
γ
K−1(z)
zk
∏n
=j(1 − Δz)
dz ∀ 1 j n. (4.3)
Proof. As a consequence of Lemma 3.1, we obtain from (4.1),
φn =
n∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
(K−1)ρ
)
g(ρ)j
= (K−1)ρ
(
1
Δn
)
g(ρ)n +
n−1∑
j=1
ΔjQ(ρ,n)j g(ρ)j . (4.4)
Twice applying the relation
ΔjQ(k,n)j = −(Q(k+1,n)j+1 − Q(k+1,n)j ),
which can be verified straightforwardly, we obtain from (4.4) and following the notation3 in (2.4),
φn = (K−1)ρ
(
1
Δn
)
g(ρ)n − Q(ρ+1,n)n g(ρ)n−1 − Q(ρ+2,n)n [tn−2, tn−1]g(ρ)
+
n−1∑
j=1
(Δj + Δj−1)Q(ρ+2,n)j [tj−2, tj−1, tj]g(ρ). (4.5)
Using the relation Q(k,n)n = (K−1)k−1(1/Δn), we obtain
φn =
n∑
j=1
(Δj + Δj−1)Q(ρ+2,n)j [tj−2, tj−1, tj]g(ρ).

We next estimate the operators in the representation formula (4.2) for φ.
Assumption 4.2 For all σ0 > 0 and z ∈ Iσ0 , the transfer operatorK(z) : B → D is invertible and for some
μ ∈R satisfies the bound
‖K−1(z)‖Cop|z|μ ∀ z ∈ Iσ0 ,
where Cop depends on σ0.
2 For simplicity, we fix t−1 := −t1.
3 Note that (K−1)m(z) is understood as z−mK−1(z) and not as (Km(z))−1.
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GENERALIZED CONVOLUTION QUADRATURE 1163
Lemma 4.3 Let Assumption 4.2 be satisfied and let Δ be sufficiently small that 1 − Δσ0  α0 for some
α0 > 0. Let ρ be chosen according to (2.10). Then, there exists a constant C, depending only on σ0, α0
and on the transfer operator K−1 through the constants Cop and μ in Assumption 4.2, such that for all
g ∈ D it holds that
‖Q(ρ+2,n)j g‖B C eδ0(tn−tj−1)‖g‖D with δ0 :=
σ0
1 − Δσ0 . (4.6)
Proof. From Assumption 4.2, we conclude that
‖Q(ρ+2,n)j g‖B 
1
2π
1∏n
=j |1 − Δσ0|
∣∣∣∣
∫
γ
‖K−1ρ+2(z)g‖B dz
∣∣∣∣
 1
2π
Cop∏n
=j|1 − Δσ0|
∣∣∣∣
∫
γ
|z|μ−ρ−2 dz
∣∣∣∣ ‖g‖D. (4.7)
Note that for ρ > μ − 1, the integral in (4.7) is bounded by a constant Cσ0 . The product can be estimated
by means of Lemma A1 in the Appendix and the assertion follows. 
The combination of the representation formula in Lemma 4.1 and the estimates in Lemma 4.3
directly leads to the following stability estimate of the discrete convolution.
Theorem 4.4 Let Assumption 4.2 be satisfied and let Δ be sufficiently small that 1 − Δσ0  α0 for
some α0 > 0. Let ρ be chosen according to (2.10) and assume that g(ρ)−1 = g(ρ)0 = 0. Let φn, for 1 nN ,
denote the solution of (4.1). Then, there exists a constant C, depending only on σ0 and α0, such that
‖φn‖B C
n∑
j=1
(Δj + Δj−1) eδ0(tn−tj−1) ‖[tj−2, tj−1, tj]g(ρ)‖D,
with δ0 as in (4.6).
4.2 Convergence
By assuming that g is (ρ + 2)-times differentiable and has (ρ + 1) vanishing derivatives at the origin
the exact solution can be written as follows:
φ(tn) = 12π i
∫
γ
(K−1)ρ+2(ζ ) dζ
∫ tn
0
eζ(tn−τ)g(ρ+2)(τ ) dτ ;
cf. (2.8). By interchanging the order of integration above, we obtain
φ(tn) =
∫ tn
0
Q(ρ+2,n)(τ )g(ρ+2)(τ ) dτ (4.8)
with
Q(k,n)(τ ) := 1
2π i
∫
γ
(K−1)k(ζ ) eζ(tn−τ) dζ , for k ∈N. (4.9)
Theorem 4.5 Let Assumption 4.2 be satisfied and let Δ be sufficiently small that 1 − Δσ0  α0
for some α0 > 0. Let N  1 be the total number of time steps and let ρ be chosen according to (2.10).
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1164 M. LOPEZ-FERNANDEZ AND S. SAUTER
We assume that the right-hand side in (4.1) satisfies g ∈ Cρ+3([0, T]) and g()(0) = 0 for all 0 
ρ + 2. We denote by φn, for 1 nN , the solution of (4.1). Then the following error estimate holds:
‖φ(tn) − φn‖B CΔcρ−μ(Δ)
⎛
⎝ n∑
j=1
Δj + Δj−1
2
e−δ0tj−1 max
τ∈[tj−2,tj]
∈{2,3}
‖g(ρ+)(τ )‖D
⎞
⎠
with
cν(Δ) =
⎧⎨
⎩1 + log
1
Δ
if ν = 1,
1 if ν > 1.
(4.10)
Proof. The combination of (4.8) with (4.2) leads to the error representation
φ(tn) − φn = I1 + I2 + I3, (4.11)
where we set
I1 :=
∫ tn
0
Q(ρ+2,n)(τ )g(ρ+2)(τ ) dτ −
n∑
j=1
Δj + Δj−1
2
Q(ρ+2,n)(tj−1)g(ρ+2)(tj−1), (4.12)
I2 :=
n∑
j=1
Δj + Δj−1
2
(Q(ρ+2,n)(tj−1) − Q(ρ+2,n)j )g(ρ+2)(tj−1), (4.13)
I3 :=
n∑
j=1
Δj + Δj−1
2
Q(ρ+2,n)j (g(ρ+2)(tj−1) − 2[tj−2, tj−1, tj]g(ρ)).
In the following, we will estimate these terms separately.
Estimate of I2. For I2, we start with
Q(ρ+2,n)(tj−1) − Q(ρ+2,n)j =
1
2π i
∫
γ
(K−1)ρ+2(ζ )d(j,n)(ζ ) dζ , (4.14)
where
d(j,n)(ζ ) := eζ(tn−tj−1) − 1∏n
=j(1 − Δζ)
. (4.15)
We split the contour γ = σ0 + iR into
γ near := {ζ ∈ γ : |ζΔ| < Cˆ} and γ far := γ \γ near (4.16)
for some Cˆ =O(1). From Lemma A1, we conclude
|d(j,n)(ζ )| 2 eδ0(tn−tj−1),
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GENERALIZED CONVOLUTION QUADRATURE 1165
with δ0 as in (4.6). Hence, for the far-field part of the integral in (4.14), we obtain the estimation∥∥∥∥ 12π i
∫
γ far
(K−1)ρ+2(ζ )d(j,n)(ζ ) dζ
∥∥∥∥
B←D
CT e−δ0tj−1
∫ ∞
c/Δ
1
(
√
σ 20 + θ2)ρ+2−μ
dθ
CT e−δ0tj−1
∫ ∞
c/Δ
1
θρ+2−μ
dθ CT e−δ0tj−1Δρ−(μ−1),
where c depends only on Cˆ. Since ρ  1 + μ, we conclude that Δρ−(μ−1) Δ2.
For the near-field part of the integral in (4.14), we conclude from Lemma A2 that
|dn,j(ζ )|C3Δ|ζ |2 e−δ0tj−1
and hence ∥∥∥∥ 12π i
∫
γ near
(K−1)ρ+2(ζ )d(j,n)(ζ ) dζ
∥∥∥∥
B←D
CΔ e−δ0tj−1
∫ c/Δ
0
|ζ |μ−ρ dζ .
An easy calculation shows that ∫ c/Δ
0
|ζ |μ−ρ dζ Ccρ−μ(Δ)
with cρ−μ(Δ) as in (4.10). Thus,∥∥∥∥ 12π i
∫
γ near
(K−1)ρ+2(ζ )d(j,n)(ζ ) dζ
∥∥∥∥
B←D
CΔcρ−μ(Δ) e−δ0tj−1 .
In summary, we have proved
‖I2‖B CΔcρ−μ(Δ)
n∑
j=1
Δj + Δj−1
2
e−δ0tj−1‖g(ρ+2)(tj−1)‖D.
Estimate of I1. Note that the difference I1 is the error of the composite trapezoidal rule applied to the
integral on the right-hand side in (4.12). We use only the fact that the trapezoidal rule is exact for
constant functions to obtain the error estimate
‖I1‖B C
n∑
j=1
Δ2j max
τ∈[tj−1,tj]
‖(Q(ρ+2,n)g(ρ+2))′(τ )‖B.
We obtain (
d
dτ
)
Q(ρ+2,n)(τ ) = 1
2π i
∫
γ
(−ζ )(K−1)ρ+2(ζ ) eζ(tn−τ) dζ .
This leads to the norm estimate for  = 0, 1,
max
τ∈[tj−1,tj]
∥∥∥∥∥
(
d
dτ
)
Q(ρ+2,n)(τ )
∥∥∥∥∥
B←D
C eσ0(tn−tj−1)
∫
γ
|ζ |+μ−(ρ+2) dζ  C˜ eσ0(tn−tj−1),
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1166 M. LOPEZ-FERNANDEZ AND S. SAUTER
since  + μ − (ρ + 2)−2. The Leibniz rule leads to
‖I1‖B CΔ
n∑
j=1
Δj e−σ0tj−1 max
τ∈[tj−1,tj]
∈{2,3}
‖g(ρ+)(τ )‖D.
Estimate of I3. A well-known property of divided differences is that there exists some τ ∈ [tj−2, tj] such
that
2[tj−2, tj−1, tj]g(ρ) = g(ρ+2)(τ ),
so that
‖g(ρ+2)(tj−1) − g(ρ+2)(τ )‖D  (Δj + Δj−1) max
τ∈[tj−2,tj]
‖g(ρ+3)(τ )‖D.
By means of Lemma 4.3 we finally obtain
‖I3‖B CΔ
n∑
j=1
Δj + Δj−1
2
e−δ0tj−1 max
τ∈[tj−2,tj]
‖g(ρ+3)(τ )‖D.

5. Application to the wave equation
Let Ω− ⊂R3 be a bounded Lipschitz domain with boundary Γ . The unbounded complement is denoted
by Ω+ :=R3\Ω−. Let Ω ∈ {Ω−, Ω+}. Our goal is to numerically solve the homogeneous wave
equation
∂2t u = Δu in Ω × (0, T), (5.1a)
with initial conditions
u(·, 0) = ∂tu(·, 0) = 0 in Ω (5.1b)
and boundary conditions
u = g on Γ × (0, T), (5.1c)
on a time interval (0, T) for some T > 0 and given sufficiently smooth and compatible boundary data.
For its solution, we employ an ansatz as a retarded single layer potential:
∀ x ∈ Ω , ∀ t ∈ (0, T), u(x, t) =
∫ t
0
∫
Γ
δ(t − ‖x − y‖)
4π‖x − y‖ φ(y, τ) dΓy dτ . (5.2)
The ansatz (5.2) satisfies the homogeneous equation (5.1a) and the initial conditions (5.1b). The
extension x → Γ is continuous and hence, the unknown density φ in (5.2) is determined via the bound-
ary conditions (5.1c), u(x, t) = g(x, t). This results in the boundary integral equation for φ,
∀t ∈ (0, T),
∫ t
0
k(t − τ)φ(τ) dτ = g(t) in H1/2(Γ ), (5.3)
where k(t) : H−1/2(Γ ) → H1/2(Γ ) is the kernel operator
k(t)φ =
∫
Γ
δ(t − ‖ · −y‖)
4π‖ · −y‖ φ(y) dΓy,
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GENERALIZED CONVOLUTION QUADRATURE 1167
and δ(·) denotes the Dirac delta distribution. The Sobolev space Hs(Γ ), s 0, is defined in the usual
way (see, e.g., Hackbusch, 1992 or McLean, 2000). The range of s for which Hs(Γ ) is defined may be
limited, depending on the global smoothness of the surface Γ . Throughout, we let [−k, k] denote the
range of Sobolev indices for which Hs(Γ ) is defined, with the negative-order spaces defined by duality
in the usual way. The norm is denoted by ‖ · ‖Hs(Γ ).
Existence and uniqueness results for the solution of the continuous problem are proven in Bamberger
& Ha-Duong (1986), and Lubich (1994). The GCQ for (5.3) with the implicit Euler method then is given
by
K−ρ
(
1
Δn
)
φn = g(ρ)n −
n−1∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
K−ρ
)
φj in H1/2(Γ ), (5.4)
where the error analysis will justify the choice ρ = 3.
Note that (5.4) is only semidiscrete since it is formulated in the infinite-dimensional space H1/2(Γ ).
The fully discrete space-time discretization will be introduced in Section 5.2.
5.1 Analysis of the semidiscrete method
The Laplace transformed integral operator is given by
Kρ(ζ )φ :=
∫
Γ
e−ζ‖·−y‖
4πζρ‖ · −y‖φ(y) dΓy.
It is well known (see Bamberger & Ha-Duong, 1986, Proposition 3 and Lubich, 1994, Proposition 2.3)
that K0(ζ ) : H−1/2(Γ ) → H1/2(Γ ) is an isomorphism for all ζ with Re ζ > 0 and also for ζ = 0. More
precisely, the following continuity estimates hold.
Proposition 5.1 Let ζ ∈C with Re ζ = σ0 > 0. Then
‖K0(ζ )‖H1/2(Γ )←H−1/2(Γ ) C 1 + σ
2
0
σ 30
|ζ |
and
‖K−10 (ζ )‖H−1/2(Γ )←H+1/2(Γ ) C
1 + σ0
σ0
|ζ |2.
Proof. The first estimate follows from Bamberger & Ha-Duong (1986, Proposition 3) and Lubich
(1994, Proposition 2.3). Note that the second estimate is a consequence of the coercivity estimate
(Bamberger & Ha-Duong, 1986, Proposition 3)
Re(ζK0(ζ )ψ , ψ)Γ  cmin(1, σ)|ζ | ‖ψ‖
2
H−1/2(Γ ) ∀ψ ∈ H−1/2(Γ ), ∀ ζ ∈C with Re ζ = σ > 0, (5.5)
where (·, ·)Γ denotes the continuous extension of the L2(Γ ) scalar product to the antilinear dual pairing
〈·, ·〉H1/2(Γ )×H−1/2(Γ ). 
Proposition 5.1 implies that Assumption 4.2 holds with μ = 2, so that Theorem 4·3 can be applied
in the following form.
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1168 M. LOPEZ-FERNANDEZ AND S. SAUTER
Theorem 5.2 We consider the GCQ (5.4) for the wave equation. Let Δ be sufficiently small
that 1 − Δσ0  α0 for some α0 > 0. Let N  1 be the number of time steps and ρ = 3.
Let the boundary data in (5.1) satisfy g ∈ Cρ+3([0, T]) and g()(0) = 0 for all 0  ρ + 2.
Let φn, for 1 nN , denote the solution of (4.1). Then the following error estimate holds:
‖φ(tn) − φn‖H−1/2(Γ ) CΔ
(
1 + log 1
Δ
)⎛⎝ n∑
j=1
Δj + Δj−1
2
e−δ0tj−1 max
τ∈[tj−2,tj]
∈{2,3}
‖g(ρ+)(τ )‖H1/2(Γ )
⎞
⎠
.
In the following, we will prove a shift theorem for the case that both the boundary Γ of Ω− is
analytic and the data g(t) is analytic. The frequency variable is always assumed to be in a half plane
(cf. (2.2))
Iσ0 = {z ∈C : Re z σ0} for some σ0 > 0.
Tubular neighbourhoods N of Γ are open sets which satisfy
N ⊃ {x ∈Rd | dist(x, Γ ) < ε},
for some ε > 0.
Definition 5.3 For an open set N ⊂R3 and constants C, γ > 0, we set
A(C, γ ,N ) := {f ∈ L2(N ) | ‖∇nf ‖L2(N ) Cγ n max{n + 1, |ζ |}n ∀n ∈N0}.
Here, |∇nu(x)|2 :=∑α∈N30:|α|=n(n!/α!)|Dαu(x)|2.
For s ∈ {+, −}, we will need the standard trace operator γ s0 : H1(N ∩ Ωs) → H1/2(Γ ) and the one-
sided normal derivative γ s1 : H1(N ∩ Ωs) → H−1/2(Γ ), where the normal vector is oriented in both
cases Ω+, Ω− into the unbounded domain Ω+.
Theorem 5.4 Assume that the boundary Γ is analytic and star shaped. Let g = γ −0 G for some G ∈
A(CG, γG,NG ∩ Ω−). For ζ ∈C with Re ζ = σ0 > 0, let ϕ =K−10 (ζ )g. Then, ϕ ∈ Hq−1/2(Γ ) for any
q 0 and
‖ϕ‖Hq−1/2(Γ ) CqCg
{
|ζ |2, q = 0,
|ζ |q+3/2, q 1/2,
where
Cg =
{
‖g‖H1/2(Γ ), q = 0,
CG + ‖g‖H1/2(Γ ), q 1/2.
(5.6)
Proof. Let ζ ∈C with Re ζ = σ0 > 0. For g as in the assumption of the theorem, let ϕ =K−1(ζ )g. We
define the potential
u(x) := (Sϕ)(x) =
∫
Γ
e−ζ‖x−y‖
4π‖x − y‖ϕ(y) dΓy ∀ x ∈R
3
.
Note that u satisfies
−Δu + ζ 2u = 0 in Ω− ∪ Ω+,
u = g on Γ . (5.7)
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GENERALIZED CONVOLUTION QUADRATURE 1169
From Sauter & Schwab (2010, Lemma 3.1.9, Theorem 3.1.16), we conclude that u ∈ H1(Rd). The well-
known jump relation is
[γ0u]Γ = 0 and [γ1u]Γ = −ϕ.
From Melenk (2012, Theorem B.2), we conclude that the solution of (5.7) satisfies u ∈A(C1, γ ,N ∩
Ωs), where C1 C(CG + |ζ |−1‖u‖1,|ζ |,Ωs), where, for κ > 0, the indexed norm ‖ · ‖1,κ ,Ω is given by
‖f ‖1,κ ,Ω :=
√
‖∇f ‖2L2(Ω) + κ2‖f ‖2L2(Ω).
From Melenk & Sauter (2011, Remark 4.19), we conclude that
‖u‖1,|ζ |,Ωs C|ζ |(|g|H1/2(Γ ) + |ζ |1/2‖g‖L2(Γ )),
so that
‖∇nu‖L2(N ) C(CG + |g|H1/2(Γ ) + |ζ |1/2‖g‖L2(Γ ))γ n max{n + 1, |ζ |}n. (5.8)
By Green’s formula we have
‖γ s1 u‖H−1/2(Γ ) = sup
ψ∈H1/2(Γ )\{0}
|(γ s1 u, ψ)Γ |
‖ψ‖H1/2(Γ )
 sup
ψ∈H1/2(Γ )\{0}
‖u‖1,|ζ |,Ωs‖Zψ‖1,|ζ |,Ωs
‖ψ‖H1/2(Γ )
,
where (·, ·)Γ denotes the extension of the L2(Γ ) scalar product to the antilinear dual pairing on
H−1/2(Γ ) × H1/2(Γ ). From Bamberger & Ha-Duong (1986, Lemma 1), we conclude that there exists
an extension operator Z : H1/2(Γ ) → H1(Ωs) such that
‖Zψ‖1,|ζ |,Ωs C|ζ |1/2‖ψ‖H1/2(Γ ).
Thus,
‖ϕ‖H−1/2(Γ ) 
∑
s∈{+,−}
‖γ s1 u‖H−1/2(Γ ) C|ζ |1/2‖u‖1,|ζ |,Ω+∪Ω−
C|ζ |3/2(|g|H1/2(Γ ) + |ζ |1/2‖g‖L2(Γ ))C|ζ |2‖g‖H1/2(Γ ).
For q 1/2, from standard trace inequalities and (5.8) we obtain
‖ϕ‖Hq−1/2(Γ ) 
∑
s∈{+,−}
‖γ s1 u‖Hq−1/2(Γ )
C‖u‖Hq+1(Ω+∪Ω−) Cq(CG + ‖g‖H1/2(Γ ))|ζ |q+3/2.

5.2 GCQ and spatial Galerkin discretization for RPIE
We assume that SpG is a finite-dimensional boundary element space subordinate to a shape-regular sur-
face mesh G ={τi : 1 i M˜ } of ∂Ω , consisting of affine or possibly curved triangles (for the details
we refer to Sauter & Schwab, 2010, Chapter 4).
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1170 M. LOPEZ-FERNANDEZ AND S. SAUTER
The basis functions bi of the corresponding boundary element space
SpG = span{bi : 1 iM } ⊂ H−1/2(∂Ω) (5.9)
are the usual Lagrange nodal basis functions, i.e., lifted piecewise polynomials of degree p with local
support. For brevity, we write S for SpG if G and p are clear from the context. The maximal mesh width
is denoted by
hG := max{hτ : τ ∈ G} with hτ := diam τ .
The Galerkin discretization of the semidiscrete equation (5.4) is given by seeking functions φn,S ,
1 nN , such that for all ψ ∈ S
(
K−ρ
(
1
Δn
)
φn,S , ψ
)
Γ
= (g(ρ)n , ψ)Γ −
n−1∑
j=1
ωn,j(0)
(([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
K−ρ
)
φj,S , ψ
)
Γ
,
(5.10)
where, again, ρ = 3.
Let PS : H−1/2(Γ ) → S be defined for all ψ ∈ H−1/2(Γ ) by the relation
(PSψ , ϕ)L2(Γ ) = (ψ , ϕ)Γ ∀ϕ ∈ S.
The discrete Galerkin operator is given by
K−ρ,S(ζ ) := PSK−ρ(ζ )PS with PS denoting the adjoint of PS .
Then, (5.10) can be written in operator form as
n∑
j=1
ωn,j(0)
([
1
Δj
,
1
Δj+1
, . . . ,
1
Δn
]
K−ρ,S
)
φj,S = PSg(ρ)n .
For the following, we need a generalization of Definition 5.3 to time-dependent functions.
Definition 5.5 For an open set N ⊂R3 and constants C, γ , σ0 > 0 we set
A(C, γ ,N , m, σ0, T) :=
{
f ∈ Cm([0, T], L2(N )) :
∫ ∞
0
e−σ0τ‖∇nf (τ )‖L2(N ) dτ Cγ n max{n + 1, |ζ |}n ∀ n ∈N0
}
.
The subset ofA(C, γ ,N , m, σ0, T) with vanishing initial derivatives up to some order k m is given by
A0(C, γ ,N , k, m, σ0, T) := {f ∈A(C, γ ,N , m, σ0, T) | ∀ 0  k : f ()(0) = 0}.
Theorem 5.6 Assume that the boundary Γ is analytic and star shaped. Let g(t) = γ0G(t) for some
G ∈A0(C, γ ,N , p + 7, p + 8, σ0, T) and we choose ρ = 3 in (3.11), (5.10). Let SpG denote the boundary
element space with mesh G and local polynomial degree p. Let N  1 be the total number of time steps
and Δ be sufficiently small that 1 − Δσ0  α0 for some α0 > 0. Let φn,S , for 1 nN , denote the
 at U
niversitaet Zuerich on D
ecem
ber 19, 2013
http://im
ajna.oxfordjournals.org/
D
ow
nloaded from
 
GENERALIZED CONVOLUTION QUADRATURE 1171
solution of (5.10). Then the following error estimate holds:
‖φ(tn) − φn,S‖H−1/2(Γ ) CpCghp+3/2G + CΔ
(
1 + log 1
Δ
)
×
⎛
⎝ n∑
j=1
Δj + Δj−1
2
e−δ0tj−1 max
τ∈[tj−2,tj]
∈{2,3}
‖g(ρ+)(τ )‖H1/2(Γ )
⎞
⎠ ,
with Cg given by (5.6).
Proof. Lemma 4.1 can be applied and we obtain
φn,S =
n∑
j=1
(Δj + Δj−1)Q(ρ+2,n)j,S [tj−2, tj−1, tj]PSg(ρ)j ,
where
Q(k,n)j,S :=
1
2π i
∫
γ
(K−1S )k(z)∏n
=j(1 − Δz)
dz ∀ 1 j n + 1.
To estimate φn,S − φ(tn), we write
φ(tn) − φn,S = I0 + I1 + I2 + I3,
where
I0 :=
∫ ∞
0
(Q(ρ+2,n)(τ )g(ρ+2)(τ ) − Q(ρ+2,n)S (τ )PSg(ρ+2)(τ )) dτ
with
Q(k,n)S (τ ) :=
1
2π i
∫
γ
(K−1S )k(ζ ) eζ(tn−τ) dζ .
I1, I2, I3 are defined as in (4.12), where Q(ρ+2,n)(τ ) has to be replaced by Q(ρ+2,n)S (τ ) and Q(ρ+2,n)j by
Q(ρ+2,n)j,S .
Estimate of I0: We apply partial integration (p + 5)-times and use g()(0) = 0 for all  ρ + p + 6 to
obtain
I0 =
∫ ∞
0
(Q(ρ+p+7,n)(τ )g(ρ+p+7)(τ ) − Q(ρ+p+7,n)S (τ )PSg(ρ+p+7)(τ )) dτ .
Let ψ := (K−1)ρ+p+7(z)g(ρ+p+7) and ψS := (K−1S )ρ+p+7(z)PSg(ρ+p+7). The H−1/2(Γ )-orthogonal
projection onto S is denoted by ΠS : H−1/2(Γ ) → S. Then
ψ − ψS = (ψ − ΠSψ) + (ΠSψ − ψS).
By applying (KS)−ρ(z) to the second term and using Galerkin’s orthogonality, we obtain
(KS)−ρ(z)(ΠSψ − ψS) = PSK−ρ(z)(ΠSψ − ψ).
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1172 M. LOPEZ-FERNANDEZ AND S. SAUTER
Since the coercivity estimate (5.5) holds for all ϕ ∈ S, we conclude that4 (KS)−ρ(z)PS exists and satisfies
the same bound as the continuous operator
‖(K−1S )ρ(z)PS‖H−1/2(Γ )←H+1/2(Γ ) C
1 + σ0
σ0
|z|2−ρ .
Using this estimate and Proposition 5.1 we obtain
‖ΠSψ − ψS‖H−1/2(Γ ) C|z|2−ρ‖K−ρ(z)((ΠSψ − ψ))‖H1/2(Γ )  C˜|z|3‖ΠSψ − ψ‖H−1/2(Γ ).
In total, we have proved that
‖ψ − ψS‖H−1/2(Γ )  C˜(1 + |z|3)‖ΠSψ − ψ‖H−1/2(Γ ).
Hence,
‖I0‖H−1/2(Γ )  C˜T 12π
∫ ∞
0
e−σ0τ
∣∣∣∣
∫
γ
(1 + |ζ |3)‖(ΠS − I)(K−1)ρ+p+7(ζ )g(ρ+p+7)(τ )‖H−1/2(Γ ) dζ
∣∣∣∣ dτ .
Standard approximation properties of the space SpG lead to
‖(ΠS − I)(K−1)ρ+p+7(ζ )g(ρ+p+7)(τ )‖H−1/2(Γ ) Chp+3/2G ‖(K−1)ρ+p+7(ζ )g(ρ+p+7)(τ )‖Hp+1(Γ ).
We apply Theorem 5.4 to obtain∫ ∞
0
e−σ0τ (1 + |ζ |3)‖(K−1)ρ+p+7(ζ )g(ρ+p+7)(τ )‖Hp+1(Γ ) CpCg|ζ |−2.
The integral over ζ is bounded so that we obtain the required bound for I0.
The estimates of I1, I2, I3 are just a repetition of the arguments in the proof of Theorem 4.5 since
also the Galerkin operator satisfies ‖K−1S (ζ )PS‖C|ζ |2. 
6. Conclusion
In this paper, we have developed a GCQ method with variable time stepping for solving one-sided con-
volution equations. As in the original convolution quadrature, the continuous equation is transformed
to the Laplace domain and the transformed solution can be characterized as the solution of an ODE. In
contrast to the original method, we introduce variable time stepping for the solution of the ODE. The
discrete equation is transformed back to the time domain resulting in the GCQ method. The operators
involved in this equation can be computed as Newton’s divided differences applied to the transfer opera-
tor. Although the convolution structure is not inherited at the discrete level, we expect that for problems
with nonuniformly distributed irregularities in the right-hand side, the savings in the number of time
steps by adaptive time stepping can be very significant. Future work will be devoted to the development
of a fast GCQ.
We have developed a new theory for the analysis of the GCQ which is different from the theory
of the original convolution quadrature. The reason is that the discrete equation is no longer a proper
discrete convolution and, hence, cannot be transformed to the Fourier–Laplace domain by the discrete
4 Note that (K−1)m,S(ζ ) = ζ−mK−10,S(ζ ) = (K−m,S(ζ ))−1.
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GENERALIZED CONVOLUTION QUADRATURE 1173
Fourier transform. Instead, we have developed direct estimates for Newton’s divided differences of the
transfer operator which allows us to stay on the ‘time-domain side’. As an important application of this
theory, we consider the formulation of the wave equation in unbounded domains as RPIE and prove that
the GCQ converges at an optimal rate (up to a logarithmic term).
In Lopez-Fernandez & Sauter (2012b) and Lopez-Fernandez & Sauter (2012a), we developed a fast
and stable algorithmic version of the GCQ and reported the results of numerical experiments which
illustrate the advantage of variable time stepping for some important classes of applications.
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Appendix A. Estimate of d(j,n)
In this appendix, we will derive some estimates for the function d(j,n) as in (4.15).
Lemma A1 Let γ = σ0 + iR for some σ0 > 0. For the maximal mesh width Δ, we assume 1 − σ0Δ > 0.
For all ζ ∈ γ , it holds that
1∏n
=j |1 − Δζ |
 eδ0(tn−tj−1) with δ0 := σ01 − σ0Δ .
Proof. The assertion follows from
1∏n
=j |1 − Δζ |
 1∏n
=j |1 − σ0Δ|
= exp
⎧⎨
⎩
n∑
=j
log
(
1 + Δσ0
1 − Δσ0
)⎫⎬
⎭ eδ0(tn−tj−1).

Next, we will derive an estimate for dn,j for all ζ ∈ γ near; cf. (4.16).
Lemma A2 Let γ = σ0 + iR for some σ0 > 0 and let γ near be as in (4.16). For the maximal mesh width
Δ, we assume 1 − σ0Δ > 0. Then, for all ζ ∈ γ near it holds that
|dn,j(ζ )|C3 min{1, Δ|ζ |2} e−δ0tj−1 ,
where C3 depends on the final time T and the parameter σ0.
Proof. Let
c := 11 − ζΔ
and observe |c| (1 − σ0Δ)−1 > 0. Furthermore, let
ε := eΔζ − 11 − ζΔ and ε := (ε)
n
=j.
Then, it is easy to see that there is a constant C2 depending only on C such that
|ε|C2|ζΔ|2 ∀ ζ ∈ Iσ0,Δ.
We write
dn,j(ζ ) =
n∏
=j
(c + ε) −
n∏
=j
c.
Taylor expansion of the function gn,j(ε) :=
∏n
=j(c + ε) about ε = 0 yields
gn,j(ε) = gn,j(0) + 〈∇gn,j(θε), ε〉 (A.1)
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for some θ ∈ [0, 1]. For the derivatives of gn,j, we obtain
∂gn,j
∂εk
(θε) =
n∏
=j
 |= k
(c + θε).
From ∣∣∣∣
n∏
=j
 |= k
(c + θε)
∣∣∣∣=
∣∣∣∣
n∏
=j
 |= k
(
1 − θ
1 − ζΔ + θ e
Δζ
) ∣∣∣∣
and ∣∣∣∣ 11 − Δζ
∣∣∣∣ 11 − Δσ0  eδ0Δ with δ0 :=
σ0
1 − Δσ0 ,
we obtain ∣∣∣∣
n∏
=j
 |= k
(c + θε)
∣∣∣∣
∣∣∣∣
n∏
=j
 |= k
((1 − θ) eδ0Δ + θ eΔδ0)
∣∣∣∣
n∏
=j
 |= k
eΔδ0  eδ0(tn−tj−1).
From (A.1), we derive
|〈∇gn,j(θε), ε〉|C2
n∑
=j
eδ0(tn−tj−1)|ζΔ|2
C2Δ|ζ |2|tn − tj−1| eδ0(tn−tj−1)
 (C2Teδ0T )Δ|ζ |2 e−δ0tj−1 ,
and the estimate
|dn,j(ζ )|C3Δ|ζ |2 e−δ0tj−1
follows. The other estimate directly follows from Lemma A1:
|dn,j(ζ )|| eζ(tn−τj−1)|+ 1∏n
=j |1 − Δζ |
CT e−δ0tj−1 .
The combination of these two estimates leads to the assertion. 
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