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It is shown that any context-free grammar with bounded ambiguity is the product 
of some nonambiguous grammar by some ultralinear grammar, and, consequently, 
that any context-free language with bounded ambiguity is the result of the sub- 
stitution of nonambiguous context-free languages in some ultralinear language. 
1. INTRODUCTION 
De nombreux travaux ont 6t6 faits sur l'ambiguit6 des langages alg6briques (appel6s 
encore context-free). Dans la plupart des cas, il s'agissait de prouver l'existence 
de langages ambigus ([3, 9-12]) ou de trouver des classes de transformations qui 
pr6servent le caract+re ambigu d'un langage [6]. L'origine de l'ambiguit6 et la 
structure des langages ambigus n'ont 6t6 6tudi6s que dans le cas des langages born6s [5]. 
Le but du pr6sent article est d'6tablir que toute grammaire alg6brique d'ambigu~t6 
born6e peut ~tre d6compos6e en un produit d'une grammaire non ambigu6 par une 
grammaire ultralin6aire, et que par suite tout langage d'ambiguit6 born6e r6sulte 
de la substitution de langages non ambigus dans un langage ultralin6aire. 
2. DI~FINITIONS ET RI~SULTATS PRI~LIMINAIRES 
On note X* le mono~de libre engendr6 par l'ensemble X. Une grammaire alg6brique 
G est un quadruplet G = (V, T, P, ~) o~ Vest un ensemble fini appel6 vocabulaire, 
Tun  sous-ensemble d V appel6 vocabulaire terminal, P, ensemble des productions, 
est un sous-ensemble fini de (V -  T) X V* et ~ est un 616ment de V -  T appel6 
symbole initial. Les 616ments de 3---- V -  T sont appel6s non-terminaux. Par 
extension et pour la g6n6ralit6 de l'6nonc6, si ~ = P = ;~, on parlera de grammaire 
vide; dans ce cas le symbole initial n'est pas d6fini. On dit que w' d6rive imm6diatement 
de w (dans la grammaire G) et on note w ~o w' s'il existe u, v dans V* et (~r m) 
dans P tels que w = ur et w' = umv. La fermeture transitive de la relation =~o 
est la relation "d6rive de" et se note *~a. 
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On note L(G) = {w e T*: a *~a w} le langage engendr6 par G, et pour tout 
dans Z, L(G, ~) = {w e T*: ~: *~c w} et G e = (V, T, P, ~:). Si E ---- {~:l, ~:~. "'" ~n}, le 
n-uplet (L(G, ~1),..., L(G, ~:~)) est appel6 solution de la grammaire G. 
La d6finition des arbres de d6rivations et les notations les eoncernant sont iei 
eelles de Ginsburg [4]. L'ambiguit6 d'un 616ment w de L(G) est le hombre d'arbres 
de d6rivations diff6rents de a ~a w. Une grammaire st dite d'ambiguit6 born6e 
si l'ambiguit6 des 616ments qu'elle engendre st born6e; elle est dite non ambigue 
si eette borne est 1. Un langage st dit d'ambiguit6 born6e (resp. non ambigu) s'il 
peut &re engendr6 par une grammaire d'ambiguit~ born6e (resp. non ambigu6). 
Une grammaire G sera dite enfin totalement on ambigu~ si, pour tout non-terminal $,
Ge est non ambigue. 
Une grammaire G est dite r6duite si et seulement si pour tout non-terminal 
dans ~, il existe u, v, w dans T* tels que a *~a u$v *~a uwv. On montre [2, Lemme 5.1] 
qu'~ toute grammaire alg6brique G on peut associer une grammaire r6duite G', 
engendrant le m6me langage, et telle qu'il y ait bijection entre les ddrivations 
terminales de G et de G'. Le fait de ne eonsid6rer iei que des grammaires r6duites 
ne eonstitue done pas une v6ritable restriction. 
Rappelons la d6finition des langages ultralin~aires [1]. 
DI~FINITION 1. Une grammaire G est dite uhralin6aire si et seulement si il existe 
un entier k tel que pour route d6rivation ~ *~a w off ~ est un non-terminal, w poss~de 
au plus k occurrences de non-terminaux. Un langage est dit ultralin6aire s'il peut 
fitre engendr6 par une grammaire ultralin6aire. 
La notion de produit de gramma#es a 6t6 introduite par [7, 8, 13] (parfois sous 
l'appellation de eoneat6nation u de somme de grammaires). 
D~FINITION 2. Soient deux grammaires G' ~ (V', T', P', a') et G" ~ (V", T", P", a), 
teUes que 
(V"--  T" )nV '= 
on appelle produit de G' par G"' et on note G ~ G' o G" la grammaire 
G=(V,T ,P ,a )  off V= V 'wV" ,P=P 'uP"etT= T 'w(T" - - (V ' - -  T')). 
On note imm6diatement que si G' est une grammaire vide, alors G = G". 
On rappelle que [8, 13]: 
PROPOSITION 1. La solution de G = G' o G" est donnde par: 
L(G, ~) ---- O(L(G", ~)) si ~ e S" 
L(G, ~) : r (G', ~)) ---- L(G', ~) si ~ e 3' 
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ot~ q~ est la substitution d3finie par 
q~(x) = x si x e T 
9 (~) = L(G', ~) si ~ e T" c~ 3'. 
3. TI-I~OP,~ME. Toute grammaire alg~brique rdduite G d'ambigu~t~ bornde peut ~tre 
ddcomposde n un produit de deux grammaires algdbriques G = G'o G" ot~ G' est 
totalement non ambigu~ et G" ultralindaire d' ambigu~td bornde. 
Preuve. Soit G = (V, T, P, ~) une grammaire r6duite d'ambiguit6 born6e, S'  
l'ensemble des non-terminaux ~ de G tels que G e soit non ambiguE et 3" = 3 -- S'. 
On pose 
(1) G' - - - - (V ' ,T ,P ' ,a ' )  o?a V '= Tw3 ' ,  P'  est l'ensemble des productions 
dont le membre gauche est dans 3', et ~' un 616ment quelconque de 3'  (Si 3 '  est 
vide, G' est une grammaire vide); 
et de m6me 
(2) G" = (V, T", P", a) o~a T" = V-  3" et P" est l'ensemble des productions 
dont le membre gauche st dans 3". 
G' et G" sont bien des grammaires alg6briques; c'est 6vident pour G"; pour G', 
il suffit de v6rifier que P'  C 3 '  • V'*, c'est-~-dire que si (~:, w) est dans P, ~ dans 3', 
alors w appartient ~t V'*, ce qui r6sulte de la d6finition de 3'. P'  et P" 6rant indus 
dans P, tout arbre de d6rivation de ~: *~c' w ou s e *~c" w est un arbre de d6rivation 
de G e . I1 r6suhe alors de la d4finition de 3 '  et de 3" que G' est totalement non 
ambigu~ et G" d'arnbiguit6 born6e. On v6rifie de m6me que G" est r6duite. Les 
d6finitions de G' et G" montrent enfin clairement que G = G' o G". 
I1 reste donc A montrer que G" est ultralin6aire. Supposons qu'il n'en soit pas 
ainsi, alors pour tout entier k, il existe une d6rivation ~ ~G" w telle que w contienne 
au moins k occurenees de non-terminaux. 
G" ~tant r4duite, on peut supposer clue cette d4rivation a pour membre gauche or, 
soit donc ~ ~o-  Ul~lU~ 2"" u~u~+~, avec ~:i dans 3" pour tout i dans [1, k]. 
G ~tant r6duite, de ehaque u~ d&ive un 616ment u /de  T*. De plus par d6finition 
de 3", de chaque ~:~ d6rive dans Gun 616ment v~ de T* ambigu, e'est-~t-dire d'ambiguit6 
au moins 6gale A 2. II s'ensuit alors [4, Th6or~me 1.5.1] que u~'vxua'v z "" v~u'~+x est 
au moins d'ambiguR6 2~ dans G. k pouvant 6tre choisi aussi grand que l'on veut, 
cela contredit l'ambiguit6 born6e de G. 
COROLLAIRE. Tout langage algdbrique d'ambigu~td born& s'obtient par substitution 
de langages non ambigus dam un langage ultralindaire d'ambigu~td bornde. 
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Preuve. D'apr~s le th6orbme pr6c6dent, les composantes de la solution de G' 
sont des langages alg6briques non ambigus. Le corollaire r6sulte alors de la Proposi- 
tion 1. 
Remarque 1. La r6ciproque du th6or~me st fausse. I1 existe en effet des langages 
d'ambiguit6 non born6e obtenus par substitution de langages non ambigus dans un 
langage ultralin6aire d'ambiguit6 born6e, par exemple le carr6 du langage sym&rique 
[3] S 2 = {fg: f, g ~ X*, f ~-f ,  g ----~} off fes t  l'image miroir de f. 
Remarque 2. Pour une grammaire donn6e d'ambiguit6 born6e, il existe en g6n6ral 
plusieurs d6compositions satisfaisant les conditions du th6or+me. 
On peut toutefois 6noncer la proposition suivante, dont la preuve ne pose pas de 
difficult6 et est en grande partie contenue dans celle du th6or6me: 
PROPOSITION 2. Soient G une grammaire alg[brique r[duite, G' et G" les grammaires 
ddfinies en (1) et (2). Pour toute d~composition de G, G = GI' o G~ , G 1' est totalement 
non ambigu~ siet seulement si elle est contenue dam G' ( au sens des ensembles de productions) 
ou bien, ce qui est ~quivalent, si G~ contient G". 
Ainsi, si G est d'ambiguit6 born~e, consid6rant ousles couples G(,  G~ tels que 
G = Gi' o G~. off Gt' est totalement non ambigufi et G~ ultralin~aire, 67' est la plus 
grande des Gi' et G" la plus petite des G~'. La d6composition G -~ G' o G" peut 
donc &re consid6r6e comme canonique. 
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