This article presents research work done in the domain of nonverbal emotional interaction for the EmotiRob project. It is a component of the MAPH project, the objective of which is to give comfort to vulnerable children and/or those undergoing long-term hospitalisation through the help of an emotional robot companion. It is important to note that we are not trying to reproduce human emotion and behavior, but trying to make a robot emotionally expressive. This paper will present the different hypotheses we have used from understanding to emotional reaction. We begin the article with a presentation of the MAPH and EmotiRob project. Then, we quickly describe the speech undestanding system, the iGrace computational model of emotions and integration of dynamics behavior. We conclude with a description of the architecture of Emi, as well as improvements to be made to its next generation.
Introduction
Currently, research in robotics focuses on cooperative systems for performing complex tasks with humans. Another new challenge is establishing systems which provide enrichment behaviour through their interaction with humans. Research in psychology has demonstrated that facial expressions play an essential role in coordinating human conversation [1] and is a key modality of human communication. As social robots are very limited in their mechanical and intellectual capacities, they are mostly used for human amusement and leisure purposes. Robotherapy, a field in robotics, tries to apply the prinicples of social robotics to improve the psychological and physiological state of people who are ill, marginalized, or suffering from physical or mental disabilities. Within this context, the robots seem able to play a role of guidance and enlightenment, which requires providing them with as many communication capacities as possible.
We, therefore, began experiments [2] using the Paro robots to see whether or not reaction/interaction with robots is dependent on culutral contexts. These experiments showed us the two main directions which would forward our work. The first one deals with mechanical problems. The robot should be very light, easy to pick up and handle, at least easier than Paro. It should also have a great deal of autonomy. The second direction is toward changing man-machine interaction: the psychological comfort that the robot can provide is related to the quality of the emotional tie that the child has with it.
MAPH and EmotiRob Project
The objective of the MAPH project is to design an antonomous stuffed robot, which could bring some comfort to vulnerable children (eg. children enduring long hospital stay). However, it is essential to avoid designing a robot that is too complex and too voluminous. Figure 1 shows our synopsis, giving the different modules which will forward good development of the MAPH and EmotiRob project:
-In our entry understanding module is the information of processing prosody, video, as well as voice recognition. These factors will enable us to gather the utterances of the child, as well as his emotional state. -Once the entries are processed, this information will be forwarded to the emotional interaction module via a semantics emotional structure.
