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Abstract 
Renewable energy resources such as solar and wind are being connected to power systems 
worldwide in large numbers. As a result of the intermittent nature of these sources, in 
addition to the steadily increasing overall load demand, the electricity systems currently are 
faced with many challenges in security and operational reliability. With modern advanced 
grid-integration techniques, these energy resources are enabled to become reactive power 
sources, which offer themselves as cheap means for control. They are therefore being 
included with the other reactive power sources such as shunt reactor, tap- changer, etc., as 
crucial measures in new controllers to avoid serious problems occurring in the power system. 
Within this context, the primary objective of this thesis is the utilization of mathematical 
advances, recent developments in optimization algorithms, statistical simulation and analysis 
methods, to evaluate the performance of existing control approaches as well as to propose 
new controller schemes for optimal control of voltage and reactive power sources in power 
system. 
Besides the challenges named above, the control task in power systems has to contend 
with inaccurate model and not up-to-date system topology information. A new measurement 
based approach recently developed is currently attracting the attention of researchers. This 
concept is introduced in this thesis and is modified for use in optimal control of voltage and 
reactive power sources in power system. 
The final focus of the thesis is a mechanism to obtain a mutual compromise amongst the 
many actors in power system to achieve a certain globally optimum goal (e.g., voltage 
control, etc.). For this purpose a multi-agents based techniques are found to be suitable, and 
are presented in this thesis. In fact, voltage control problems typically involve different grids 
and operators to effectively deal with the coordination of the control actions among the 
neighboring power systems. Operators’ unwillingness to reveal local system data is, however, 
a big barrier which can only be solved through a harmonious cooperation mechanism 
amongst themselves. 
 
 
 
 
   
 
 
Kurzfassung 
Erneuerbare Energiequellen wie die Sonnen- und Windenergie werden weltweit in großen 
Stückzahlen an Energieversorgungsnetzen angeschlossen. Als Ergebnis der intermittierenden 
Natur dieser Quellen - neben dem stetig steigenden Bedarf an Energie – stehen die 
Stromnetze derzeit vielen Herausforderungen  bezüglich Sicherheit und 
Versorgungszuverlässigkeit gegenüber. Mit modernen Anschlusstechniken können diese 
neuen Energiequellen als Blindleistungsquellen und somit als wirtschaftlich günstige Mittel 
für die Regelung des Netzes herangezogen werden. Sie können im Zusammenspiel mit den 
anderen Blindleistungsquellen bzw. Spannungsregelern, wie z. B. Querdrossel, 
Stufenschalter, usw., in Maßnahmen eingebunden werden, die mit Hilfe neuer Regler 
ernsthafte Probleme in Stromnetzen zu vermeiden bezwecken. In diesem Zusammenhang ist 
das primäre Ziel dieser Arbeit unter Verwendung von mathematischen Fortschritten, den 
neusten Entwicklungen in Optimierungsalgorithmen sowie statistische Simulation- und 
Analysemethoden, die Leistung der bestehenden Kontrollansätzen zu bewerten und neue 
Regelstrukturen zur optimalen Spannungs- und Blindleistungsregelung in Stromnetzen zu 
entwerfen. 
Neben den oben genannten Herausforderungen muss die Netzregelungsaufgabe mit 
ungenauen Modellen und oft nicht aktualisierte System-Topologie Daten konfrontiert. Ein 
vor kurzem entwickelter neuer messungsbasierter Ansatz wird von Forschern derzeit zur 
Überwindung dieses Problems als nützlich angesehen. Dieses Konzept ist in der vorliegenden 
Arbeit vorgestellt und ist für den Einsatz in eine optimale Spannungs- und 
Blindleistungsregelung in Energienetzen eingeführt. 
Der letzte Schwerpunkt der Arbeit befasst sich mit einem Mechanismus, um einen 
gegenseitigen Kompromiss zwischen den vielen Akteuren in dezentralen Energiesystemen zu 
erreichen, damit ein bestimmtes global optimales Ziel (z. B. Spannungsprofil, o.ä.) erreicht 
werden kann. Hierzu eignen sich die multiagentenbasierten Techniken und werden in dieser 
Arbeit angewendet. In der Tat erfordert das Spannungsregelungsproblem in Netzen mit 
mehreren Betreibern eine effektive Koordination zwischen den Kontrollmaßnahmen 
benachbarter Netzbetreiber. Mangelnde Bereitschaft lokaler Systemdaten zu benachbarten 
Systembetreibern offen zu legen ist jedoch ein großes Hindernis, das nur durch eine 
kooperative Zusammenarbeit gelöst werden kann. 
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Chapter 1 
Introduction 
1.1 Motivation 
From developing to developed countries, integration of renewable energy sources (RES) 
has been attracting bounteous concerns of researchers and authorities on technical, economic 
and environmental aspects.  This trend is proper solution for lack of fuel fossil energy sources 
and building eco-friendly power system targeted by many countries. Accommodation of RES 
penetration has given rise to many challenges. A typical one among them is to handle the 
intermittent nature of RES leading to violation of operation constraints due to the fact that 
power systems in most countries were designed based on ‘fit and forget’ approach in which 
all technical concerns were solved only at the planning stage. As a result besides money-
consuming choice of system reinforcement, the term of ‘smart grid’ was introduced in order 
to underscore necessity of solutions at operation stage that are demonstrated in this thesis 
being cost-effective and efficient to deal with challenges raised by integration of RES 
through five following topics. 
Topic 1: With the increasing integration of wind power plants (WPPs), grid utilities 
require extended reactive power supply capability, not only during voltage dips, but also in 
steady state operation. This can be seen from grid codes of several countries where the steady 
state reactive power requirements are defined alternatively in terms of the power factor, the 
amount of reactive power supplied or the voltage at the point of common coupling (PCC). 
Typically, the available reactive power sources within the WPP are wind generators, 
conventional compensation elements, or some version of FACTS devices. Hence, finding 
coordinated reactive power control strategies to address the optimal reactive power dispatch 
(ORPD) problem are increasingly crucial to researchers.  
Topic 2: Renewable energy sources are of great relevance for achieving predominantly 
environment-friendly electric power supply. Thus, thousands of wind generators (WGs) are 
going operational every year worldwide and this trend seems to be accelerating. Remarkably, 
most of these generators, especially in Europe, are integrated into existing distribution 
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systems, which has led to renewed emphasis on the study of several planning and operational 
implications. The issue of voltage and reactive power control in distribution systems with 
large-scale integration of wind power has been widely investigated by using a deterministic 
framework, which is based on a single (e.g. worst case) scenario or a reduced set of 
representative scenarios. This framework has been considered for design and testing of both 
individual and coordinated control schemes. Several research efforts have recently been 
conducted from stochastic analysis point of view. Their results underscore the potential need 
of further research for new solutions to meet the operational security challenges related to 
increasing uncertainties brought about by widespread integration of distributed generation 
and higher demand side response, both with different control functionalities. 
Topic 3: Intermittent renewable energy resources (RES) like solar and wind will be 
connected largely to European distribution networks due to the recent new targets for RES 
penetration in the European Union (globally 20% of energy consumption covered by RES by 
2020). This entails several challenges to system reliability and security, especially in short 
term operation time frame, where a high degree of variability of power supply from RES may 
occur. Therefore, developing new control architectures to be used in future new configuration 
of distribution networks is crucial to achieve optimal, flexible, and efficient operation with 
minimum risk of security threats. To this aim, several approaches have adopted optimal 
power flow based strategies in the proposed control architectures with centralized controllers. 
Alternatively, other adaptive control approaches based on integration of sensitivities theory 
into centralized controllers has drawn much attention in recent years: These approaches are 
suitable for online application of controllers. On the other hand, to deal with global 
challenges in whole power systems, there have been many debates in recent years on a shift 
in preference from passive control schemes to ‘active network management’ (smart grid) 
which not only adjusts networks for LF, but also minimizes the effect on adjacent networks. 
Another permanently existing challenge for developing new control architectures is to 
provide optimal control actions based on few available measurements of several buses. A 
controller being able to solve these challenges is expected. 
Topic 4: Voltage control and ORPD play an important role in guaranteeing not only secure 
power flow but also to optimize operational states of the system that achieve the largest 
possible benefit from an economical perspective. This issue has become more important in 
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recent years due to the increased number of market participants, the continuous growth of 
power demands as well as the large-scale integration of renewable resources.  There are large 
numbers of publications dealing with the solution of the ORPD problem by using model-
based approach through power flow calculations. Basically, the model-based approach refers 
to the state estimation, that system states are estimated through both available measurements 
and the system model. These approaches are often faced with a drawback such as strong 
dependence of the performance of the algorithm on accuracy of the system model. In the 
2011 San Diego blackout, for example, the fact that the system model was not up-to-date 
resulted in inaccurate state estimation, and operators were not aware that certain lines were 
overloaded or close to being overloaded. Therefore, it is necessary to develop a new method 
to overcome inaccuracy of the system model. 
Topic 5: Voltage stability assessment is one of the major concerns in power system 
planning and secure operation as power grids span over several regions and sometimes even 
countries. A direct link between the voltage and the reactive power makes it possible to 
control the voltage to desired values by the control of reactive power. The operator of the 
power system is responsible to control the transmission system voltage which means enough 
reactive power available to handle voltage violation conditions. To achieve certain global 
control objectives (e.g. N-1 secure operation, reactive power planning, minimization of losses 
etc.) it is necessary to coordinate control actions among the regional operators. Cooperation 
of regional operators in solving ORPD problems on large systems is beneficial despite of 
many challenges. One major challenge is the fact that each regional operator is typically not 
enthusiastic to expose the local system data. 
1.2 Objectives 
The overall objective of this thesis is to study and propose an effective counter-measure for 
the ORPD and voltage problems. The specific objectives of the research described hereafter 
are summarized as followings.  
 Proposal for a novel control scheme based on a heuristic optimization algorithm, that 
is able to adapt with existing centralized controllers of wind farms. 
 A probabilistic evaluation of the effectiveness of different approaches that could be 
used in WGs for voltage and reactive power control during normal (i.e. steady state or 
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quasi-steady state) conditions in distribution networks by taking into account possible 
uncertainties. 
 Proposal for a new architecture of centralized controller for the active network 
management which is able to optimally drive the online network operation with only 
few available measurements at several selected buses subjected to operation security 
constraints (i.e., voltage violation).  
 Establishment of the mathematical formulation in context of addressing ORPD 
problems by using a measurement-based approach, and the theoretical and numerical 
demonstration of the approach’s performance for overcoming challenges of inaccurate 
model and unknown topology changes in power systems. 
 Proposal for a control scheme that cooperates among the regional operators in solving 
ORPD and voltage problems while avoiding exposing local system data pertaining to 
regional infrastructure. 
1.3 Organization of Thesis  
Chapter 2 introduces a heuristic optimization-based controller for online optimal control of 
reactive power sources in wind power plants, which can be implemented as an extension to 
the existing WPP control structures. Grid code of WPP integration in several countries is 
discussed in details. Performance of the controllers is discussed and demonstrated.  
Chapter 3 presents probabilistic procedure to evaluate the effects of voltage and reactive 
control methods for local and coordinated control schemes applied to wind generators in 
distribution networks. Uncertainties related to variation of load demand, wind speed and 
outage of WGs are effectively characterized. An approach employing a Monte Carlo based 
framework is introduced to ascertain the benefits and drawbacks of each scheme with respect 
to the resulting statistical attributes of voltage profiles, tap activity of on-load tap changers 
(OLTC) and total active power losses.  
Chapter 4 proposes a new scheme of centralized controller, which belongs to the class of 
using sensitivities approach, in distribution networks to meet requirements and objectives of 
both the TSO and DNO. Principles of model predictive control and its adaption into the 
control scheme are presented. Simulation results reveal that the proposed controller is able to 
accommodate largely increasing integration of distributed generators into distribution 
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networks with limited number of measurements on hand, and it can significantly relieve 
computational burden.  
Chapter 5 introduces an application of a measurement based approach on solving the 
optimal reactive power dispatch problem. Aspects concerned of using the approach to 
estimate sensitivities are reviewed and discussed in terms of voltage and reactive sources 
control. Simulation results and concluding remarks are presented to demonstrate feasibility 
and promising potential of the approach for future studies. 
Chapter 6 presents multi-agent control scheme to coordinate the control actions among the 
various grids while preserving sensitive local system data that regional operators are often not 
willing to disclose. Furthermore, impacts of control parameters on performance of introduced 
control scheme are thoroughly analyzed in order to depict its own facing challenges in the 
context of practical implementation.  
Finally, the thesis is concluded in Chapter 7. 
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Chapter 2 
Online optimal control of reactive sources in wind power plants 
 
Online measurements of all buses are available in several kinds of micro-grids or 
wind power plants, and this enables centralized controllers. In wind power plants 
there are various reactive power sources that possess either continuous behavior, 
such as wind generators, or discrete one, such as shunt reactors, tap changers of 
transformers; therefore, operation coordination among them in an optimal 
manner to achieve a certain target, such as losses minimization, is big challenge 
since it falls into the category of mixed-integer nonlinear optimization problems. 
Moreover, for connection to power systems, wind power plants are demanded to 
provide reactive power amount according to voltage at connection point that has 
been stated in grid code at several countries. To deal with above mentioned 
challenges, this chapter proposes a heuristic optimization based and centralized 
controller that is to incorporate reactive power optimization into a global WPP’s 
control loop so that it can be used online to determine the optimal distribution of 
reactive power, which is needed to meet grid code requirements, among the 
available Var sources. The optimization problem is handled using an optimization 
algorithm belonging to the class of heuristic optimization algorithms that has 
been successfully demonstrated to be effective on solving the mixed-integer 
nonlinear optimization problems. 
2.1 Introduction 
Wind power has firmly positioned itself as one of the most important renewable energy 
source over the past two decades. As of this writing, the share of wind power in relation to 
the overall installed capacity has increased significantly due to the policy incentives adopted 
by several countries to support renewable energy development, and this trend is in all 
likelihood set to continue. In some countries, the share of wind in relation to the overall 
installed capacity is already approaching the 50% mark [1]. 
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With the increasing integration of wind power plants (WPPs), grid utilities require 
extended reactive power supply capability, not only during voltage dips, but also in steady 
state operation. According to the grid codes [2], the steady state reactive power requirements 
are defined alternatively in terms of the power factor, the amount of reactive power supplied 
or the voltage at the point of common coupling (PCC). Typically, the available reactive 
power sources within the WPP are wind generators, conventional compensation elements or 
some version of FACTS devices. Besides, the control systems, which modern wind 
generators employ, are characterized by fast response time and thus open up additional 
unconventional options to provide extra reactive power support [3]. Hence, coordinated 
reactive power control strategies have been suggested based on the operational chart of 
variable speed wind generators [1], [4]. The optimal utilization of reactive sources in WPPs 
has also been addressed in recent literature, in which the optimal reactive power dispatch 
problem (ORPDP) was formulated as minimum power loss or minimum voltage deviation as 
targets [5]-[6]. In [3] and [7], a predictive control approach, where the ORPDP also accounts 
for minimization of the cost of operation associated with the number of on-load tap changes 
(OLTC), is suggested. 
Mathematically the ORPDP falls into the category of mixed-integer nonlinear 
optimization problems. Classical gradient-based optimization algorithms may fail to solve 
such problems due to the difficulties in handling non-convex and discontinuous problems as 
well as discrete variables. Moreover, the accuracy of the solution is quite sensitive to the 
initial points [5].  In recent years, an ever-increasing research effort has been dedicated to the 
solution of the ORPDP based on the application of a variety of heuristic optimization 
algorithms such as genetic algorithm [6], particle swarm optimization [3], differential 
evolution [8], evolutionary programming [9], ant colony optimization [10], and bacterial 
foraging optimization [11]. These techniques have indeed demonstrated effectiveness in 
overcoming the disadvantages of classical algorithms. Particularly, particle swarm 
optimization and differential evolution have received great attention from researchers due to 
their searching power. Nevertheless, some pitfalls for the use of these techniques should be 
considered in order to avoid premature convergence and local stagnation since their searching 
capability is highly dependent on appropriate parameter settings as evidenced in several 
applications [10]-[13]. 
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The main objective of this chapter is to introduce a new scheme of the heuristic 
optimization based controller for online optimal control of reactive power sources in WPPs, 
which can be implemented as an extension to the existing WPP control structures. 
Centralization of the controller is showed at the point of that all measurements are collected, 
processed, and then control actions are given by a controller only. Online measurements at all 
buses are requisite, since optimal power flow calculation is adopted in such controller. 
Common controllers include a PI (proportional integral) control unit for offsetting the 
difference between grid code reactive power requirement and the reactive power currently 
supplied at the point of common coupling (PCC). The output of the PI block constitutes the 
reactive power that needs to be supplied on top of the current setting which should be 
distributed between the available Var sources in an optimal manner. Based on measurements 
and tracking the current settings of each wind turbine, transformer and compensation 
elements, the optimization, for any given operating point, will result in optimal distribution of 
reactive power between each of the sources currently in service leading to minimum losses 
while at the same time satisfying mandatory reactive power supply.  
The remainder of this chapter is organized as follows. Section 2.2 gives an overview of the 
proposed control strategy, discussing the main implementation issues. In Section 2.3, a test 
case is developed and evaluated. Finally, conclusions and outlook for future work are 
presented in Section 2.4.  
2.2 Proposed control strategy  
The implementation aspects of the proposed strategy for online reactive power control in 
WPPs are summarized in Fig. 2.1. Considering the availability of a data acquisition system to 
provide measurements related to actual status of all wind generators (WGs), transformers, 
and compensation devices within the WPP, the adopted control approach continuously fulfills 
the grid code requirement at PCC (e.g. Qref) by means of a slow response controller which 
allows the optimum management of the available WPP’s Var sources during normal (i.e. 
steady-state or quasi steady-state) conditions. Although such kind of control is coupled to 
local fast control scheme at every Var source, it has a slow response to small operational 
changes (i.e. time frame of 10 s to a few minutes) and does not provide any fast reaction 
during large disturbances in order to avoid undesirable interactions.  
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Fig. 2.1  Implementation procedure for slow reactive power control at WPPs 
It is emphasized that the proposed controller is exclusively conceived (from WPP 
operation point of view) for continuous fulfillment (in an optimal manner) of grid code 
requirement at PCC and not for system-wide reactive power control purposes. So analysis 
with large scale system modeling beyond the PCC is not needed to illustrate the 
implementation and the test results provided in this chapter. 
2.2.1 Wind power plant benchmark layout 
The implementation of the proposed control strategy is illustrated henceforward by 
considering the WPP layout shown in Fig. 2.2. It should however be pointed out that due to 
its versatility and simplicity, this control strategy can be straightforwardly adapted to other 
configurations. The layout resembles the commonly used topology for offshore WPP, which 
is normally connected to the main grid using long cables with step-up transformers at both 
ends. Due to large charging currents of cables, line reactors are connected at one or both ends 
of the cables. In the example presented in this chapter a switched reactor is connected to the 
grid side bus bar. Although not considered in this chapter, FACTS devices are sometimes 
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included to provide fast and continuous Var control. Also for very long cables it is common 
to connect permanently connected shunt reactors directly to both ends of the cable which are 
switched always together with the cable.   
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Fig. 2.2  WPP control schema including online optimization 
2.2.2 Implementation of the controller 
At the WPP level, a certain degree of coordination is necessary between different devices 
within the WPP facility to provide proper control reactions with respect to the PCC. Thus, the 
task of the WPP controller is to control the reference inputs (i.e. set points) of the individual 
wind generators and possible additional active or passive reactive power compensation 
equipment, so that control requirements at the PCC are met. The transmission system 
operators (TSOs) commonly define such requirements in their grid codes for the respective 
voltage levels. Grid codes may depend, to some extent, on the specific conditions of the TSO 
and therefore, they can differ from company to company even within the same country [16]. 
A typical requirement during normal operating conditions, which was build based on data in 
[17], is illustrated in Fig. 2.3.  
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Fig. 2.3 Example for grid code requirement at PCC: Minimum requirements for reactive 
power compensation of a generation plant with unrestricted active power output 
The WPP must be able to operate at any point within the area in the diagram. Besides, the 
requirements can alternatively be formulated in terms of power factor or reactive power 
reference at the PCC, with the latter being used in this chapter. Thus, the subsequent analysis 
considers that the WPP should always attempt to supply the required reactive power at the 
PCC (Qref). 
From Fig. 2.2, note that the proposed WPP controller includes a PI control block, which is 
used to continuously adapt the generated reactive power to the reference at the PCC. It is 
worth to recall that the controller is characterized by a slow reaction (e.g. within a time frame 
of around 10 seconds to few minutes) to adapt the overall WPP response to changing steady-
state requirements (cf. Subsection II.B). Therefore, for design purposes, the proportional gain 
of the PI block can be considered relatively small and the integral time constant can be set 
within 10 - 20 s. The output signal of the PI unit constitutes the additional reactive power 
needed to meet the requirement at the PCC, which is distributed to the individual WPP Var 
sources based on an optimization module that assigns the optimal set point to each source 
with the ultimate goal of operating the WPP with minimum losses while fulfilling the reactive 
power requirements at the PCC 
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2.2.3 WPP Var control considerations 
The proposed controller, as depicted in Fig. 2.2, is intended for reactive power control by 
considering load flow and topology changes. The control task is to be performed only during 
normal (i.e. steady-state or quasi steady-state) conditions. Thus, it requires a slow response to 
adapt the overall WPP response (i.e. by optimally adjusting the long-term reactive power 
reference inputs for all available controllable Var sources) to changing steady-state 
requirements. A time frame of 10 seconds to few minutes is commonly sufficient [15]. 
Hence, the controller does not provide fast response during grid faults in order to avoid 
triggering of oscillations and unnecessary control actions. Such a fast control, which is 
beyond the scope of this chapter, can only be implemented at the level of individual wind 
generators and should react to fast voltage changes within 20-30 ms without altering the 
longer-term settings of the slow controller. It is also worth mentioning that, in case of a 
voltage drop, there should be a predominance of fast control on individual generator whereas 
slow control at overall plant level should be prioritized under steady state conditions. 
2.2.4 Optimization module 
The optimization module is used for efficient operation of the WPP as per grid reactive 
power requirements. It optimizes power flow in such a way that the total losses of the wind 
energy system are minimized. The resulting set points are provided to the Var sources. Some 
sources, which can play a role in minimizing system losses, if operated optimally, can be 
varied continuously (e.g. wind generator reactive power output) while others allow variation 
only stepwise (e.g. transformer tap position). Thus the task which has to be solved represents 
a mixed-integer optimization problem. The set points of wind generators are normally 
controlled by the WPP controller by allocating the required reactive power (output of the 
WPP controller) equally to each generator. In contrast, the optimization suggested in this 
chapter can modify the reference settings by deviating from the uniform Var distribution 
when necessary. The resulting Var references are sent via communication link to the wind 
turbines. 
In current WPP operating practice, the transformers tap positions are controlled by 
separate and independent voltage controllers. However, according to the approach here the 
control of tap positions is part of the optimization. Assuming that the actual operational status 
of each wind generator (i.e. on/off status, current output power) as well as the current tap 
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settings of transformer and compensation elements are available, the optimization problem 
can mathematically be formulated as follows: 
Minimize 
 2 2OF p q   (2.1) 
Subject to 
   g d, , 0  p v θ n p p  (2.2) 
   g d, , 0  q v θ n q q  (2.3) 
 min max v v v  (2.4) 
 limi i  (2.5) 
 lims s  (2.6) 
 min max
WT WT WT q q q  (2.7) 
 min max tap tap tap  (2.8) 
 
shX
0 1    (2.9) 
The bus voltage magnitude vector and its corresponding limits are denoted by v, vmin and 
vmax, whereas i and s  are the current and apparent power flow vectors in the branches with 
limits defined by i
lim
 and s
lim
, respectively. pg and qg are the nodal active and reactive power 
generation vectors whereas pd and qd are the nodal active and reactive power demand vectors. 
p(.) and q(.) stand for nodal active and reactive power injection vectors 
Recalling Fig. 2.2, the objective function, as defined in (5.22), entails indirectly the 
minimization of total losses of the wind energy system while satisfying the reactive power 
requirement at PCC, since the terms p and q in the equation equal the difference between the 
injection from the WPP and the fictitious consumption associated to the load L1, which 
represents a dummy load whose real part corresponds with the nominal WPP active power 
and the imaginary component with Qref, respectively. Constraints (2.2) and (2.3) account for 
nodal balance, whereas the constraint set (2.7) – (2.9) is composed of bounds on the decision 
variables, which include: 
- The vectors of Var limits ( minWTq  and 
max
WTq ) for the wind generators, which can be 
obtained from the active/reactive power capability curves supplied by the 
manufacturers. 
- The vectors of transformer discrete tap change limits (tapmin and tapmax). 
- On/off switching status 
shX
 of the reactor Xsh. 
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Again, it is worth emphasizing that the significance of the minimum attainable value of the 
objective function, as defined in (5.22), is twofold:  
i) Operation of the WPP with minimum losses 
ii) Meeting the required reactive power at the PCC  
Simultaneously the internal voltage profiles (e.g. at wind generator terminals) will be kept 
within acceptable ranges.  
The reactive power contribution of each wind generator is determined by 
 total
i i
n
Q
Q d

    (2.10) 
where n is the number of wind turbines, di is the distribution factor assigned to the i-th 
wind generator and totalQ is the output of the WPP controller. The control strategy, as 
suggested in this chapter, can be also interpreted as an implicit optimal adjustment of the 
distribution factors (i.e. allocation) to changing operating conditions. Nevertheless, the 
optimization module can also operate in an alternative mode which optimally coordinates the 
settings of transformer and compensation elements only while allowing uniform reactive 
power distribution among wind generators. This may be favorable if the different utilization 
of wind turbines for Var generation will not result in significant reduction of losses.  
During continuous operating regime of the WPP, the aforesaid measurements are supplied 
to the optimization module, which delivers the optimal decisions, obtained from the solution 
to the optimization problem as described above, as control signals to the various Var sources 
at each time step for the given operating point. This kind of optimization can be repeated in 
certain time intervals, e.g. every 5-15 minutes. The determination of the solution to the 
optimization problem is handled through the optimization module embedded with a heuristic 
optimization algorithm that will be described below. 
2.2.5 A heuristic optimization algorithm 
MVMO is a population-based stochastic optimization algorithm that has been recently 
developed and shown to have a remarkably better performance, compared to other basic and 
enhanced evolutionary algorithms, especially in terms of convergence behavior [18]. The 
basic theoretical background of MVMO has been published in [14]. 
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2.3 Test results 
The proposed online optimal control strategy is tested on a WPP whose layout is as shown 
in Fig. 2.2. It consists of 18 generators each rated at 5 MW and is connected to the 220-kV-
power grid through two 100 MVA transformers and one 110 kV submarine cable 
(0.062 j0.11  / km)   of about 30 km length. Both transformers are equipped with OLTC. 
The PCC is considered at the 220-kV-side of the transformer T1 (220±19%/110 kV with 33 
taps). The transformer T2 is rated at 110±13.0%/31.5 kV with 13 taps. The distances from 
each generator to the main collector of the WPP are uneven. The voltage at the wind turbine 
terminals is to be maintained between 0.92 and 0.97 kV (i.e. 920 – 970 V) where the nominal 
value is 0.95 kV (i.e. 950 V). For all other nodes ±5% range around the nominal voltage is 
prescribed. The excessive charging current of the submarine cable is compensated by 
connecting a shunt reactor on one side of the cable. The reactor is rated at 500 Ω and is 
adjusted with on/off control. 
The exemplary wind profile shown in Fig. 2.4 is used for the simulation. To highlight the 
relevance of the online reactive power control problem, the grid code requirements 
corresponding to the actual operating condition are defined as stepwise changes of the 
reactive power reference at PCC as shown in Fig. 2.5. 
Three cases are considered for comparison purposes: 
Case 1: Optimal adjustment of all Var sources to meet the actual reactive power 
requirement at PCC including both OLTC settings, shunt reactor on/off commands and 
individual reactive power of each wind turbine (i.e. different distribution factors for each 
wind turbines). The controller calculates the optimal settings every 15 minutes. 
Case 2: Optimal adjustment of the shunt reactor, both OLTC and a uniform wind turbine 
reactive power to be generated by all wind generators.  
Case 3: The optimization is not implemented. The PCC controller output distributed 
equally to all operating wind turbines.  The OLTCs are controlling the bus bar voltage at 110 
kV and 33 kV level respectively. This case represents the common operating mode of wind 
farms currently implemented. The reactor is switched at the predefined time taken from Case 
1 and 2. 
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Fig. 2.6 to Fig. 2.9 describe the dispatch curves of the WPP Var sources under the above-
mentioned different cases. The advantages of using the proposed controller are demonstrated 
in Fig. 2.10 to Fig. 2.13.   
 
Fig. 2.4 Wind power variation 
 
Fig. 2.5 Reactive power requirement at the PCC 
 
Fig. 2.6 Reactive power output of wind generator 1 
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Fig. 2.7 Reactive power of the reactor 
 
Fig. 2.8 OLTC tap positions – T1 
From Fig. 2.6, it can be seen that the generator reactive power output curves 
corresponding to Cases 1 and 2 are very close at each time interval. This is reasonable since 
the adopted WPP layout did not involve large asymmetrical distances between generators, 
which was reflected in comparable distribution factors in both cases. The wind farm is almost 
capable to meet the Var requirements except in the extreme situations shown at both ends of 
the curves in Fig. 2.12. By contrast, in Case 3 the optimization tool is not used. The required 
reactive power from the PI controller is distributed equally to the wind turbines and the 
OLTCs are controlling the respective bus bar voltages. Due to the PI characteristic of the 
WPP controller the Var requirements are met in similar manner as in Case 1 and 2 (Fig. 2.12) 
as long as the wind turbines maximum reactive power capability is not reached.  However, 
the voltage level controlled by the OLTCs is not optimal in Case 3. As can be seen from Fig. 
2.13 the terminal voltage of the wind turbines exceeds the prescribed range of 0.92-0.97 kV 
considerably. Lower voltages will result in higher losses, which is the case in the second half 
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of the day in the simulated scenario. This will also lead to smaller total power being supplied 
at the PCC as shown in Fig. 2.11. It seems from Fig. 2.10 that for positive reactive power 
demand (left hand side) the losses are smaller in Case 3. However, this is due to the high 
voltage value, which is higher than the allowed 0.97 kV. Small temporary violations of the 
voltage limits can also happen in Cases 1 and 2 owing to the fact that the optimization is 
carried out every 15 minutes and in the meantime the wind power fed-in may change. 
 
Fig. 2.9 OLTC tap positions – T2 
 
 
Fig. 2.10 Total active power losses of wind farm 
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Fig. 2.11 Active power at PCC 
 
 
Fig. 2.12 Difference between demanded and supplied reactive power at PCC 
 
Fig. 2.13 Terminal voltage of wind generator 1 
From Fig. 2.7, note that the reactor is switched on at the same point in time for all cases 
due to the actual compensation need from this point. The step variation of its reactive power 
is attributable to OLTC changes.  Fig. 2.8 and Fig. 2.9 show the total number of tap 
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movements in the daily operation of the WPP for T1 and T2, respectively.  Remarkably, more 
movements would be necessary in cases 1 and 2 to meet grid code requirements 
corresponding to the actual measurements from the WPP. 
2.4 Summary 
In this chapter, a novel control strategy has been suggested and successfully applied for 
online optimal control of wind power plant reactive sources. It can be implemented as an 
extension to the existing WPP control structures. Based on measurements from the plant 
indicating the actual settings of its Var sources and the actual active power generated by the 
wind turbines the optimal utilization of Var sources and OLTC positions are determined.  The 
results of optimal wind turbine Var settings are incorporated into the existing WPP controller 
by distribution factors. The suggested approach guarantees not only optimal WPP operation 
but is also robust. As backup option uniform distribution factors can be used that corresponds 
with the current status of implementations without the extension by the optimizer.  
Depending on the WPP design uniform distribution of Var generation to the wind turbines 
may be sufficient. Results demonstrate that the incorporation of the controller at overall plant 
level entails optimal operation with smaller energy losses than the direct local control of Var 
sources as well as continuous fulfillment of operational requirements. However, the 
simulation results have shown that the required number of transformer tap changes will also 
increase when the suggested optimal controller approach is used.  
Future research work is being directed towards inclusion of predictive control issues 
where actions are taken on the basis of a wind speed forecast in order to avoid unnecessary 
short term OLTC tap changes.  
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Chapter 3 
Probabilistic evaluation of voltage and reactive power control 
methods of wind generators 
The coordinated control scheme in the heuristic optimization based controller, 
introduced in chapter 2 contains the distinct advantages, and it could be an option 
of distribution network operators (DNOs) besides the other options such as local 
control schemes. As a contribution to DNOs, this chapter aims at presenting a 
comprehensive approach to evaluate the effects of local and coordinated control 
schemes applied to wind generators (WGs) in distribution networks in terms of 
voltage and reactive power control methods. This is very necessary because the 
increasing trend of wind power integration in distribution networks may leads to 
violation of operation constraints, such as voltage violation, due to power flow 
changing. A full study on the effects of voltage and reactive power control 
methods would help DNOs not only to answer whether operation constraints are 
satisfied, but also to be able to quantify operation benefits of each possible 
control scheme. The study in this chapter is performed based on a probabilistic 
framework instead of deterministic due to the fact that due to the deterministic 
framework often based on a single (e.g. worst case) scenario or a reduced set of 
representative scenarios, it is not able to provide an adequate consideration of all 
possible uncertainties.  
3.1  Introduction 
Renewable energy sources are of great relevance to achieving predominantly environment-
friendly electric power supply. Thus, thousands of wind generators (WGs) are going 
operational every year worldwide and this trend seems to be accelerating [19]. Remarkably, 
most of these generators, especially in Europe, are integrated into existing distribution 
systems, which has led to renewed emphasis on the study of several planning and operational 
implications. 
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The issue of voltage and reactive power control in distribution systems with large scale 
integration of wind power has been widely investigated by using a deterministic framework, 
which bases on a single (e.g. worst case) scenario or a reduced set of representative scenarios. 
This framework has been considered for design and testing of both individual and 
coordinated control schemes. While design of individual control systems has been quite 
common in practice, the development of coordinated schemes is receiving more attention due 
to the availability of more sophisticated technologies for data acquisition and communication 
as well as more powerful computational resources. So far, based on classical or heuristic 
optimization, some centralized control strategies have been devised for optimal coordination 
of available voltage control devices [20]-[23]. Also, multiagent system-based dispatch 
strategies of distributed generators have been proposed to provide enhanced joint voltage 
support [24], [25]. 
Several research efforts have recently been conducted from stochastic analysis point of 
view. Probabilistic [26]-[31] and fuzzy load flow based approaches [32] have surveyed 
variations in voltage profiles considering uncertainties associated to load, wind speed 
forecasts, and component failure rates, to name a few. In [31], enhanced system overall 
voltage performance under wide range of (variable) operating conditions is pursued through 
operational decisions aiming at minimizing either marginal active power loss or marginal 
total active power demand while satisfying constraints on boundary bus voltage magnitudes. 
Moreover, an approach for combined local and remote voltage and reactive power control, 
with minimum power loss as a target, was proposed in [32] by considering short-term load 
and wind power forecasts. Results of the aforesaid contributions underscore the potential 
need of further research for new solutions to meet the operational security challenges related 
to increasing uncertainties brought about by widespread integration of distributed generation 
and higher demand side response, both with different control functionalities.  
In view of this, the work presented in this chapter concerns a probabilistic evaluation of the 
effectiveness of different approaches that could be used in WGs for voltage and reactive 
power control during normal (i.e. steady-state or quasi steady-state) conditions in distribution 
networks. Although such kind of control is coupled to fast control scheme at individual WG, 
it has a slow response to small operational changes (i.e. time frame of 10 s to few minutes) 
and does not provide any fast reaction during large disturbances in order to avoid undesirable 
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adverse implications. The goal is thus to enhance the system controllability by introducing a 
corrective action that adjusts the long-term reactive power set-point at WGs such that 
improved voltage profile is achieved. Considering a test distribution network and 
uncertainties associated to load and wind generation variability, four different control 
philosophies are analyzed and compared by using a Monte Carlo (MC)-based framework. 
Three of these strategies constitute uncoordinated local control whereas the last one employs 
a coordinated centralized control scheme, performed as an optimization task. Performance 
comparisons, in terms of voltage profile variability and collateral implications on operational 
losses and costs, are provided. 
The chapter is organized as follows: Section 3.2 reviews some issues on reactive power 
hierarchical control scheme for WGs and the studied control strategies. The methodological 
evaluation procedure is given in Section 3.3, discussing all relevant implementation aspects. 
Section 3.4 illustrates and discusses the results obtained in a 20 kV radial distribution 
network. Finally, conclusions and outline for future research are summarized in Section 3.5. 
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Fig. 3.1 Hierarchical Var control scheme of wind generators 
3.2 Reactive power control considerations 
The existence of a hierarchical control framework for voltage and reactive power control 
at WGs, such as the one illustrated in Fig. 3.1, is assumed for the research purposes of this 
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work. Broadly speaking, it comprises two control functionalities with different control targets 
and responses, which should not mutually interfere.  
The slow control functionality is expected to react only during normal (i.e. steady-state or 
quasi steady-state) conditions, because its working principle is characterized by a slow 
response (e.g. 10 seconds to few minutes) to adapt the WG response to changing steady-state 
requirements. Hence, it does not provide any fast reaction during grid faults in order to avoid 
triggering of oscillations and unnecessary control actions. By contrast, the fast control 
functionality should react quickly to fast voltage changes within 20-30 ms without altering 
the longer-term settings of the slow controller. The work presented in this chapter focuses on 
slow control functionality, which could be implemented in different ways as shown in the 
upper part of Fig. 3.1. An investigation on interactions between both functionalities and 
potential implications is beyond the scope of the chapter and will be presented in a future 
publication. 
As mentioned previously, the slow control functionality has the task of adjusting the 
reference inputs (i.e. set-points –qref in Fig. 3.1) for all available Var controllers at WGs in 
order to meet steady-state voltage/reactive power operational requirements. This task can be 
performed by considering either standalone (i.e. local) or collectively managed (i.e. 
coordinated) control philosophy. Thus, the purpose of this research work is to ascertain the 
effectiveness of different steady-state Var control methods for WG. The first three methods 
described in the following represent local control strategy whereas the last method can be 
characterized as a coordinated one. 
3.2.1 Local slow control approaches 
In this case, the reference inputs of the controllers are derived from local quantities like the 
generated active power or WG terminal voltage. Grid codes may depend, to some extent, on 
specific conditions of the distribution network operators (DNOs) and therefore, they can 
differ from company to company even within the same country. Thus, any of the following 
methods could be selected to provide particular supplementary voltage and reactive power 
control capability for WGs. 
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3.2.1.1. Constant power factor (PF) control method 
According to some settled technical guidelines, distribution-connected WGs are often 
required to operate at a fixed PF, an issue that may imply limited reactive power support [33]. 
A typical requirement is usually unity PF [34], but, in some European countries like Denmark 
and Germany, it could be a value between 0.95 inductive and 0.95 capacitive [35]. The terms 
inductive or capacitive PF refers to absorption or injection of reactive power by the WG, 
respectively. Thus, the analysis that will be provided in Section IV for this control method 
considers three different fixed PF requirements: a) 0.95 (capacitive), b) Unity, and c) 0.95 
(inductive). The scheme for this control method is shown in Fig. 3.2. Note that the reactive 
power reference input 
ref_WGQ  is a function of the angle ref  corresponding to the underlying 
PF requirement and the steady-state WG active power output. The reactive power is usually 
controlled by a PI controller and therefore, the actual supplied reactive power will always 
correspond with the reference value provided that no limitations are reached.  
ref
tan
WG 
control 
system 
ref_WGQW GP
 
Fig. 3.2 Constant power factor control 
3.2.1.2. Voltage droop control method 
A reactive power versus voltage (QV) characteristic has been also implemented as an 
advanced form of WG voltage and reactive power control, as it is required, for instance, in 
the UK grid code [36] as well as in [37]. Comparing to constant PF control, the scheme 
shown in Fig. 3.3 defines ref_WGQ  as a function of the steady-state WG terminal voltage WGV  
and a pre-specified voltage tolerance characteristic (e.g. around the rated voltage), which has 
been set in this chapter within ±5% considering a WG reactive power rating of ±0.33 p.u. 
Again, like in constant power factor control, it is assumed that the reference reactive power is 
really injected by the WG. 
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Fig. 3.3 Voltage droop control 
3.2.1.3. Direct voltage control method 
This kind of control is intended to continuously fulfill a target voltage set-point by injecting 
the required field currents [38]-[39] as long as technical limitations are not exceeded. The 
corresponding voltage controller shows PI characteristic (see Fig. 3.4). Usually, the voltage 
reference input 
ref_WG
V is normally set at 1.0 p.u. Despite the fact that the control deviation in 
steady state is normally zero, there are several operational concerns, especially, regarding 
adverse interactions with other voltage controllers in the network resulting in unacceptable 
voltage excursions and higher losses. However, these issues were not considered in this 
study.  
Consider that the only difference between voltage droop control and direct voltage control 
is the corresponding controller which is in the first case a proportional one and shows PI 
characteristic when direct voltage control is implemented.   
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Fig. 3.4 Direct voltage control approach 
3.2.1.4. Coordinated control method 
The framework for coordinated reactive power control is graphically described in Fig. 3.5, 
which could be conceived as a central control unit. It receives commands from the DNO and 
measurements describing the actual load flow profile and status of the controllable Var 
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sources in order to perform an optimization task. The solution of the optimization, for any 
given operating point, results in optimal distribution of reactive power between each of the 
sources currently in service leading to minimum losses while satisfying steady-state 
operational requirements. Such an optimization task, which constitutes a nonlinear mixed-
integer problem with discontinuous multimodal and non-convex landscape, is handled in this 
chapter through enhanced version of mean-variance mapping optimization algorithm 
(MVMO), presented in [40], with the theoretical background originally published in [41]. 
●
●
● 
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WGs
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Load profile, On/
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Fig. 3.5 Overview of steady-state coordinated reactive power control 
Mathematically, the optimal steady-state coordination of controllable Var sources is 
formulated as follows:  
Minimize 
 
loss
1
lN
k
k
OF P P

   (3.1) 
    Subject to 
- Voltage at all buses:      
 min max
i i iV V V   (3.2) 
- Reactive power of WGs:  
 min max
WG WG WGi i iQ Q Q   (3.3) 
- OLTC positions:  
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 min max
OLTC OLTCtap tap tap   (3.4) 
where Ploss is the total active power losses, Pk is the active power loss in branch k and Nl is 
the total number of branches: 
  2 2( , ) 2 cosk i j ij i j i j ijP G V V VV      (3.5) 
Gij is the conductance and ij is the difference in the voltage angle between i-th bus and j-th 
bus, respectively. The subscripts min and max denote minimum and maximum limits, 
respectively. It is assumed that no requirements with respect to reactive power exchange with 
the grid is defined, otherwise the required value must be considered as additional constraint 
in the optimization.  
It is worth clarifying that the above simple formulation does not aim at simultaneous 
minimization of the on-load tap changer (OLTC) operations. This issue will be analyzed in a 
future work which deals with predictive control issues where actions are taken on the basis of 
time correlated forecasts of demand and wind power in order to avoid unnecessary short-term 
OLTC tap changes. Moreover, in comparison with other methods, the coordinated control 
method is a method strongly based on the availability of the communication system. A 
drawback of this method is the dependence of the control performance on additional issues, 
such as, time delay of data transmission, reliability of communication devices, etc. which are, 
however, not investigated in this chapter.  
3.3 Methodological procedure 
The goal of the survey presented in this chapter is to gather insight on how each of the four 
methods for WG’s slow Var control described in the previous section impacts the steady-state 
performance of a distribution network. To this aim, the MC-based procedure depicted in Fig. 
3.6 is proposed for evaluation of system performance under a wide range of operating 
conditions. Preliminarily, the component models (e.g. WG, lines, OLTC, loads) required for 
steady-state analysis of the studied distribution network and the probabilistic models of 
system input variables (e.g. probability distribution functions –PDFs- associated to nodal 
demand and WGs variations) are defined. Then, the procedure starts by drawing random 
samples of continuous (i.e. nodal demands and wind speed) and discrete (i.e. WG outage 
occurrence) input variables according to their respective PDF models. Each trial input vector 
defines an operating state for which the long-term reference inputs (i.e. steady-state set-
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points) should be determined for every controllable Var source based either on local or on 
optimal coordinated targets. Relevant data concerning variation of voltage profiles, operation 
of OLTC and active power losses are stored at every MC trial until a predefined criterion for 
statistical convergence is met. Finally, comparisons between control methods can be carried 
out based on the resulting statistical attributes. 
System model
PDFs of input data
Random generation 
of input variables
Load flow calculation 
(Determination of set points 
for WG slow Var control)
Classify and store data 
for statistical analysis
Statistical 
convergence?
Statistical analysis of results 
Yes
No
 
Fig. 3.6 Overview of the proposed approach 
3.3.1 Random generation of input variables 
Two types of input uncertainties are considered: i) Load demand variation, and ii) WG 
output. Values for these input variables are generated at every MC trial via simple random 
sampling scheme from their respective PDF models, which are discussed in the following 
subsections. 
3.3.2 PDF of nodal demand 
In the short-term operational planning horizon (e.g. 3 to 5 years), the probabilistic 
modeling of the variations of distribution system’s nodal load demands bases on several 
aspects related to daily consumption patterns and seasonal effects. Recent studies have 
focused on this issue by using multivariate normal PDF (MVN-PDF) model and the so-called 
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load profile indexes (LPIs), derived from load demand surveys across distribution feeders for 
different classes of consumers (e.g. residential, commercial, and industrial) [42]-[43].  
The probabilistic evaluation performed in this work constitutes a non-chronological Monte 
Carlo type simulation process, for which it is enough to represent correlated nodal demand 
variations by means of MVN-PDF model [44]. Based on collection of historical information 
of nodal demand, the MVN-PDF can be approximated through a Gaussian mixture model 
(GMM), which constitutes a parametric PDF represented as a weighted sum of Gaussian 
probabilistic densities [44], [45]: 
 
   
1
| | ,i
i
M
gp

 λ μi ix x   (3.6) 
where x denotes D-dimensional continuous-valued data vector (i.e. measurements). λ is 
chosen from the set of parameters   1: , ,
M
i i i i
     , M is the number of mixture 
components, i ωi denotes mixture weight, and g(x|μi, Σi) ( | , )i ig x    stands for component 
Gaussian densities. Each component density is a D-variate Gaussian function of the form 
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with mean vector 
i  and covariance matrix iΣ . The mixture weights satisfy the constraint 
that the sum of all the weights must equal one. This condition is necessary because a PDF 
must be nonnegative and the integral of a PDF over the sample space of the random quantity 
it represents must add up to unity.  
The procedure introduced in [44] is used in this chapter to perform identification of the 
GMM parameters as well as mixture reduction and merging 
3.3.3 PDF of variations of WG production 
The variable output behavior of WGs can be modeled  statistically by considering two type 
of uncertainties, one related to the on/off of service status and another one related to wind 
speed variability. 
In this work, the operational status of every WG is assumed as an independent event and 
described by means of two-state discrete PDF, where the probability of outage (PF) and the 
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probability of operation (PO) are defined in terms of the expected time in operation state 
(ETO) and the expected time in idle state (ETF). 
 TOTF
F O
TF TO TF TO
,   
EE
P P
E E E E
 
 
 (3.8) 
The GMM model is also used in this work to model stochastic wind speed variations, because 
the advantage of GMM is that different types of empirical PDFs, which  do not fit any known 
single PDF (e.g. normal, Weibull), can be (fairly) represented as a convex combination of 
several normal distributions. 
3.3.4 Determination of set points for slow Var control 
A power flow calculation is carried out for each set of sampled WG (status and output 
power) and load (active and reactive power) variations, in order to determine the 
corresponding system operating state. As mentioned in Section 2.1 for local slow control 
methods, the reference input of each controller being studied is derived from local quantities 
like the generated active power (Constant PF control) or WG terminal voltage (Voltage droop 
control and Direct voltage control). Those quantities are outcomes of power flow calculation. 
For the coordinated control method, the reference inputs are directly determined by solving 
the optimization problem defined by (3.1) – (3.4). For studied control method and for every 
sampled operating state, the information gathered from power flow analysis allows 
structuring a statistical database to be used in subsequent system’s steady-state performance 
comparisons in terms of voltage profile variation, OLTC tap changes and active power losses. 
The information is stored until a statistical convergence criterion is met. 
3.3.5 Statistical convergence 
A stopping rule is usually used as the statistical convergence criterion in MC based 
procedures. The purpose of a stopping rule is to provide a compromise between the accuracy 
needed and the computational effort which is sufficient to achieve some specified confidence 
level of the estimated statistics. A procedure which performs such an assessment is termed 
Sequential Estimation [46]. This rule is applied in the proposed approach based on sequential 
calculation of the relative error r: 
    
 
1
loss N
r
loss N
1 / 2 ' / NP
E P
     
   (3.9) 
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where -1 is the inverse function of the normal distribution with mean zero and standard 
deviation one, 1-/2 is the specified coverage probability (0<<1), N is the actual sample 
size, and E(Ploss)N and ’(Ploss)N are the mean and the variance of the system total active 
power losses Ploss computed in N sampled operating states, respectively. This rule is applied 
in the proposed MC-based procedure, and it basically consists of computing the relative error 
in every MC simulation and comparing it with a target relative error (i.e. 0.01). The MC 
procedure stops when r is less than the target relative error. 
3.3.6 Analysis of results 
The effects of the steady-state control methods described in the previous section are 
evaluated and compared by considering MC-based evaluation of the system without 
operation of the WGs as the baseline case, and the incorporation of the WGs with any of 
these methods embedded into their control schemes.  
Performance comparisons are based on the resulting statistical attributes (e.g. empirical 
PDF of output variables and blox plots) of system output variables, namely, voltage profile, 
operation range of OLTC and active power losses.  
3.4 Test results and discussion 
3.4.1 Test network and experimental conditions 
The MC-based approach is tested on a 20 kV radial distribution network with four identical 
feeders, whose single-line diagram is illustrated in Fig. 3.7. This network has been chosen 
because its arrangement resembles a typical case in Germany, and the purpose is to evaluate 
the implications of adding WGs (with any of the previously introduced methods for slow 
reactive power control) as distributed generators. Such kind of analysis is of interest for 
distribution system planning and operation. The modeling is done by using parameters taken 
from a real German distribution network. Distribution cable with parameters R = 0.206 
Ω/km, X = 0.177 Ω/km, and C = 235.4 nF/km is used. The distance between two adjacent 
buses is 1 km, whereas the maximum load demand at every load bus is 1 MW. The 
distribution network is fed from the 110 kV sub-transmission grid through a 31.5 MVA step-
down transformer equipped with OLTC at the primary side. 
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Fig. 3.7 Distribution test system 
Two possible additions of WG capacity, as shown in Table 3-1, are evaluated. In the first 
case, it is considered that 8 MW of wind capacity is installed at buses 5 and 9 of each feeder. 
The installed capacity doubles for the second case.   
Table 3-1 WG capacity 
 Scenario A Scenario B 
WG1 4 x 2 MW 8 x 2 MW 
WG2 4 x 2 MW 8 x 2 MW 
 
The OLTC operation principle is illustrated in Fig. 3.8. Basically, if the difference 
between the voltage set-point Vset (i.e. 1.01 p.u. corresponding to 20.2 kV) and measured 
voltage Vmes is outside the predefined dead band, the tap-changer will be activated after a 
given time delay. However, the time delay is omitted in this study, since steady-state 
operating condition is considered. The OLTC installed on the primary side of the transformer 
is able to supply ±16% voltage regulation of nominal voltage at secondary side with 27 steps. 
The dead band is ±75% of voltage deviation arising from one tap-change (i.e. 20.2 ±0.1846 
kV). A hysteresis as it is implemented in real OLTC control is not considered in this study.  
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Fig. 3.8 OLTC operation principle 
Details of system components, the control methods, MVMO settings, and the PDFs used 
to demonstrate the proposed methodology are given in the Appendix. Numerical experiments 
were performed on a Dell 3350 Laptop with an Intel® Core™ i7-2640 central processing unit 
(CPU), 2.8 GHz processing speed, and 8GB RAM. The modeling, load flow and optimization 
are using the simulation package PSD [47]. The target relative error for MC is set at 0.01. 
The number of iterations and the computing time measures associated to MC run performed 
for each investigated case are given in Table 3-2.  Remarkably, different number of iterations 
is needed for each case to achieve the target relative error, because the system behavior is 
affected differently by the choice of the control method. Coordinated control entails the 
highest computational burden due to repetitive execution of optimization task. Besides, for 
this method, it was found out that, as shown in the exemplary case of Fig. 3.9, the 
minimization of total losses converges on average after 100 iterations in all sampled 
scenarios. The computation effort associated to a MC run can be significantly reduced 
through distributed computing. 
 
Fig. 3.9 Convergence behavior of active power losses. Dashed and solid line style denote 
scenario A and B, respectively 
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Table 3-2 Number of iterations and CPU time involved in MC simulation 
Control methods 
Number of iterations Average CPU time (sec) 
Scenario A Scenario B Scenario A Scenario B 
No WGs 29349 29349 3521,9 3521,9 
Capacitive PF control 46202 44295 5544,2 5315,4 
Unity PF control 21087 39551 2530,4 4746,1 
Inductive PF control 35096 38448 4211,5 4613,8 
Voltage droop control 41678 19363 2500,7 1161,8 
Direct voltage control 36756 38932 4410,7 4671,8 
Coordinated control 42767 41482 9408,7 9126,1 
3.4.2 Effects on the voltage profile 
A MC run results in a large data size due to the number of output variables to be analyzed 
and the wide range of simulated operating conditions. Thus, the variability of output variables 
is summarized in different ways in this chapter for ease of understanding. Firstly, the effects 
of each control method on voltage profile are analyzed by using the box plots depicted in Fig. 
3.10 for an intermediate bus (without WG) and the end bus (with WG) of a single feeder. The 
box plot is a simple graphical representation of groups of numerical data, which allows 
empirical comparisons between statistical parameters without making any assumption of 
data’s distribution function. Each box shown in the figure provides an intuitive indication of 
the degree of data concentration between the lower and upper quartiles quartiles (i.e. 25th and 
75th percentiles of the data, represented by the lower and upper edges of the box, the size of 
the box called the Interquartile Range -IQR). The central mark of each box denotes the 
median, whereas the lines extending vertically from the box (whiskers) indicate the 
variability (i.e. degree of dispersion and skewness in the data) outside the upper and lower 
quartiles within a length of 1.5*IQR. Any values not included between the whiskers (outliers) 
constitute observations that deviate markedly from the rest of the data and indicate the 
possibility of having a heavy-tailed distribution. 
The whiskers and the outliers observed for voltage variations at bus 3 (intermediate bus) 
and bus 9 (end bus) indicate clearly that the PDF of bus voltages would not follow a single 
Gaussian distribution, so the GMM model could be also used for output variables. Moreover, 
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the outliers indicate the occurrence of special operating conditions characterized by high/low 
load demand and low/high contribution from WGs, for which the control action pushes the 
bus voltage closer to either upper or lower allowed limit. Comparing with the baseline case, it 
can be also seen that the presence of WGs with any of the slow voltage control methods will 
result, in general terms (cf. edges and central mark of the boxes), in an attempt to keep the 
bus voltages close to the nominal value. Besides, the following peculiarities associated to the 
statistical information contained in the boxes are highlighted: 
- A few differences are noticeable when the constant power factor control 
method is used with any predefined PF. Despite the closeness of the median to the rated 
bus voltage, operation of the WGs with constant capacitive PF may involve slightly 
wider fluctuations as compared to unity or inductive PF modes. The reason is that WGs 
in this mode inject not only active power but also reactive power into the distribution 
network. 
- In term of local control methods, the best performance is achieved when direct 
voltage method is chosen, since it supplies the least variability of the voltage magnitude 
across the feeders. This is reasonable, since any deviation in steady-state is 
proportionally addressed. The second best performance is obtained when voltage droop 
control method is used.  
- Higher penetration of wind power generation results in better voltage 
regulation of direct voltage control as well as of the coordinated control due to larger 
ability in terms of reactive power adjustment by WGs. In contrast, in spite of increased 
penetration, the use of other local control methods does not directly entail a reduced 
voltage fluctuation. 
- Although small variability is introduced by coordinated control method, it 
pushes the voltage close to the upper limit (considering ±5% allowed voltage range) as a 
result of the overall coordinated management, which is minimization of losses. 
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i) Bus#3 
 
ii) Bus#9 
 
Fig. 3.10 Box plot of the voltage at bus#3 and bus#9, respectively: (a) No WGs, (b) 
Capacitive PF control, (c) Unit PF control, (d) Inductive PF control, (e) Voltage droop 
control, (f) Direct voltage control, (g) Coordinated control. Number ‘1’ and ‘2’ stands for 
Scenario A and B, respectively 
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3.4.3 Variability at OLTC 
A summary of probabilities associated to tap activity in the OLTC is given in Table 3-3. 
The table cells containing highest and second highest probabilities are highlighted with dark 
and light gray, respectively. Depending on the sampled operating condition, the OLTC reacts 
under voltage increase or decrease (denoted by the negative or positive sign of the tap 
position) at the secondary side. The following remarks are excerpted: 
- Note in the table that, for the baseline case as well as for all methods, the OLTC is 
mostly adjusted to offset voltage drops occurring in the distribution system (i.e. high 
probabilities for taps with negative sign). These situations arise when the sampled load 
demand is high while the sampled wind speed is low or a WG is out of service.  
- It can be seen that there is a relative high probability of setting the tap at neutral position, 
especially if direct voltage control is used. Furthermore, the almost negligible probability 
for tap positions 1 and 2 indicate that the OLTC may be hardly ever adjusted to these 
positions to reduce voltage rises.  
- With increasing penetration of wind power (i.e. higher possibility for reactive power 
support from WGs), the probabilities of changing the tap to offset voltage drops decrease 
whereas the probability of setting the tap at neutral position increases.  
- The high probabilities associated to the tap positions -1 to -3 indicate that OLTC 
operation would be frequently required even though local voltage control is available. 
Besides, the OLTC is mostly set at position -4 when the coordinated control method is 
used. This issue corresponds with the fact that this method focuses exclusively on 
minimization ol losses and is in agreement with the remark made in the previous 
subsection. The joint minimization of losses and OLTC tap changes is therefore 
recommended. 
- If constant PF control method is chosen, it would be preferable to adopt capacitive 
(leading) PF mode, since it decreases the probability of changing the tap position as 
compared to unit and inductive PF modes. 
- Direct voltage control entails less frequent tap changes and thus constitutes the most 
attractive option among local control methods. Again, voltage droop control is the 
second best alternative for local control. Nevertheless, the slope of the VQ could be 
modified in this method for performance improvement. 
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Table 3-3 Probability of tap positions 
Control method Scenario 
Tap position 
-6 -5 -4 -3 -2 -1 0 1 2 
No WGs ---  4x10
-5 
0.038 0.152 0.534 0.272 0.004 
 
 
Capacitive PF 
control 
A  
 
0.016 0.089 0.392 0.399 0.104 4x10
-5
  
B   0.012 0.070 0.310 0.340 0.220 0.036 0.007 
Unit PF control 
A  
 
0.023 0.122 0.511 0.333 0.010 
 
 
B   0.019 0.115 0.510 0.350 0.010 4x10
-5
  
Inductive PF 
control 
A  0.001 0.055 0.256 0.501 0.185 0.003 
 
 
B 3x10
-4
 0.019 0.147 0.278 0.408 0.145 0.002   
Voltage droop 
control 
A  
 
0.003 0.098 0.504 0.387 0.008 
 
 
B   0.6x10
-4
 0.088 0.548 0.356 0.008   
Direct voltage 
control 
A  
 
2.6x10
-4
 0.068 0.211 0.460 0.260 
 
 
B  0.0342 0.138 0.064 0.083 0.186 0.540   
Coordinated 
control 
A 0.009 0.117 0.816 0.058 
    
 
B  0.027 0.740 0.160 0.072     
   Voltage increase 
3.4.4 System losses 
Fig. 3.11 shows the mean and variance (lines extending vertically from the means) of 
active power losses associated to the use of each control method and for both cases of wind 
power penetration. Note that, for any control method, the increased penetration is reflected in 
higher mean and variance of system losses. The use of constant PF control method with 
inductive PF mode would increase significantly the system losses as compared to the other 
two variants of this method and the other control methods as well. Despite the advantages 
indicated in previous subsections, direct voltage control method seems less attractive, in 
terms of effect on system losses, as compared to voltage droop control, especially if the 
penetration increases. Indeed, since the functionality of voltage control in voltage droop 
control method is explicitly relieved, which indicates less required amount of reactive power 
injection/absorption, reactive power transfer in whole network decreases, and hence the 
losses decrease accordingly. As expected, coordinated control method entails the best 
performance in terms of system losses. 
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Fig. 3.11 Total active power losses: (a) No WGs, (b) Capacitive PF control, (c) Unit PF 
control, (d) Inductive PF control, (e) Voltage droop control, (f) Direct voltage control, (g) 
Coordinated control 
3.5 Conclusions 
This chapter provides a comparative analysis of different control methods that could be 
used in WGs connected to distribution systems for voltage and reactive power control during 
steady-state operating conditions. Based on models describing variation of load demand, 
wind speed and availability status of WGs, a MC-based procedure was proposed and 
employed to evaluate the implications of using any of the studied method from a probabilistic 
point of view.  
Numerical tests performed on a radial distribution network, built to resemble the 
arrangement of a typical case in Germany, have evidenced that direct voltage and voltage 
droop control methods entail an enhanced system performance among all studied methods for 
local control. The direct voltage control is slightly superior to voltage droop control to 
achieve a desirable good voltage profile while involving less probability of changing the 
OLTC tap position from the neutral position, but it results in higher system losses, especially 
for high wind power penetration. Nevertheless, if the Volt/Var characteristic of voltage droop 
control is properly modified, its efficiency could be improved. The information gathered from 
the probabilistic study will be used to address this issue in a future publication. The 
coordinated control method entails minimum system losses in all sampled operating 
conditions, but at the expense of pushing the bus voltages closer to the upper limit and a high 
(a) (b) (c) (d) (e) (f) (g)
0
500
1000
1500
2000
2500
A
ct
iv
e
 p
o
w
e
r 
lo
s
s
e
s
 (
M
W
h
)
 
 
Scenario A
Scenario B
Chapter 3 Probabilistic evaluation of voltage and reactive power control methods of wind 
generators  43 
 
 
probability of requiring a change of OLTC tap position. This issue can be tackled by pursuing 
the simultaneous minimization of system losses and OLTC tap changes. 
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Chapter 4 
Voltage and reactive power control based on adaptive step 
optimization 
In existing distribution networks only few measurement devices are equipped at 
several selected buses; therefore, the heuristic optimization based control scheme 
in chapter 2 is not applicable due to lack of necessary information leading to 
impossibility of optimal power flow calculation. A counter-measure to this is 
utilization of sensitivities, that can be estimated through available limited 
information in addition to pseudo-measurements created by historic data, to 
calculate optimal control actions. One of drawbacks of the sensitivities based 
controllers is inaccuracy of estimated sensitivities resulted from restriction of 
available information and hence excessive control actions could happens as a 
response. To this point, this chapter presents a sensitivities based controller for 
online centralized control scheme in distribution networks, which combines a 
proportional integral (PI) for control unit in incorporation with a corrective 
control unit (CCU) which is inspired from Model Predictive Control (MPC), in 
order to overcome inaccuracy of sensitivities. The proposed controller is designed 
to accommodate increasing penetration of distributed generation in active 
distribution networks, to satisfy reactive power requirement of the transmission 
system operators (TSOs) while maintaining voltages in distribution networks and 
simultaneously minimize the total active power losses, hence also meet operation 
requirements of distribution network operators (DNOs).  Moreover, 
computational burden of the proposed controller is almost assigned to the CCU 
which is only activated in several conditions, thus leading to computational 
benefits. 
4.1 Introduction 
Intermittent renewable energy resources (RES) like solar and wind will be connected 
largely to European distribution networks due to the recent new targets for RES penetration 
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in the European Union (globally 20% of energy consumption covered by RES by 2020) [49]. 
This entails several challenges to system reliability and security, especially in short term 
operation time frame, where a high degree of variability of power supply from RES may 
occur [50]. Therefore, developing new control architectures for use in future new 
configuration of distribution networks is crucial to achieve optimal, flexible, and efficient 
operation with minimum risk of occurrence of security threats. 
To this aim, several approaches have adopted optimal power flow based strategies in the 
proposed control architectures with centralized controllers. For instance, the approaches 
presented in [51]-[56] base on different optimization formulations in order to achieve 
different operational targets. Moreover, it could be easily seen that minimization of active 
power losses often appears in objective function of these approaches. While in [51], [52] and 
[53], losses minimization serves as essential optimization target, other approaches combine it 
with additional target, such as the annual active generation curtailment cost [54], voltage 
variation [55], or  reducing the amount of reactive power imported from TSOs [56]. 
Disadvantage of power flow calculation based approaches is high demand of available 
information that is not the case in existing distribution networks. 
Alternatively, other adaptive control approaches base on integration of sensitivities theory 
into centralized controllers has drawn much attention in recent years: These approaches are 
suitable for online application of controllers. In [57], an approach based on voltage-sensitivity 
factors to minimize the annual active generation curtailment cost is proposed. Besides, some 
approaches are also introduced to maintain voltage within its limit in [58], [59] and [60], to 
mitigate voltage rise and line overloads in [61]. However, there is no discussions on methods 
against the case of excessive control actions are caused by imprecisely estimated sensitivities. 
On the other hand, to deal with global challenges in whole power systems, there have been 
many debates in recent years on a shift in preference from passive control schemes to ‘active 
network management’ (smart grid) [62] which not only adjust networks for LF, but also 
minimize the effect on adjacent networks. For instance, the grid codes [63] and the European 
Network of Transmission System Operators for Electricity [64] define a set of common 
requirements at the interface between transmission and distribution networks (or wind farms 
in particularly, discussed in chapter 2). Authors in [52], [65], [66] and [67] propose different 
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measures to reduce impact of DGs on the transmission system through regulating reactive 
power exchange at the point of common coupling (PCC). 
This chapter proposes a new architecture of centralized controller for the active network 
management which is able to optimally drive the online network operation with available 
measurements of several selected buses subjected to operation security constraints (i.e., 
voltage violation). The proposed controller is designed to satisfy reactive power requirement 
of the transmission system operators (TSOs) while maintaining voltages in distribution 
networks within an allowable range and simultaneously minimize the total active power 
losses. Architecture of the controller is formed by incorporation of two following controllers: 
● The PI controller with slow response undertakes a task of fulfilling requirements of TSO 
(i.e. reactive power import/export from distribution networks at the point of common 
coupling (PCC)) by equally distributing reactive power demand into available Var sources. 
The controller’s limitation is specified based on the compliance simulations for reactive 
power ranges of transmission connected distribution networks, presented in [64]. 
● and a controller, based on the principles of Model Predictive Control (MPC) in addition 
to sensitivities theory to enable its real-time implementation, is adopted to satisfy 
requirements of DNO such as voltage profile and losses minimization.   The controller 
serving as a corrective control unit (CCU), hence only trigged when necessary, is needed to 
correct control actions in optimal manner based on measurements at selected busses and 
offline trained model knowledge 
Peculiarity of the proposed controller is achievement of synthesized capabilities as 
follows: 
- Capability of continuous fulfillment of the TSO requirement without computation 
burden. 
- Capability of overcoming model inaccuracies or delays of the control actions to correct 
voltage profile. 
- Capability of achieving optimization objectives, such as losses minimization, of entire 
network with limited number of available measurements. 
- Capability of driving the network operation close to optimal operating point as fast as 
possible without violation on operation conditions, even model inaccuracies or delays of the 
control actions subjected 
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- Capability of alleviating computation burden. 
The chapter is organized as follows: Section 4.2 explains the overall operation principle of 
the proposed controller and Section 4.3 contains description in detailed of the CCU. Test 
network and algorithm implementation given in Section 4.4. Then simulation results and 
discussion is presented in Section 4.5 with conclusions given in Section 4.6. 
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Fig. 4.1 The proposed controller scheme 
4.2 Proposed control strategy 
The proposed controller’s scheme is sketched in Fig. 4.1 with two main control units such 
as the PI control unit and the CCU inspired by MPC. While the PI control unit carries out 
fulfilling reactive power demand (Q𝑃𝐶𝐶
𝑟𝑒𝑓
) requested by TSOs (e.g. to meet certain grid code 
requirements), the CCU operates to correct the control variables for purpose of the losses 
minimization and voltage correction. The controller presented in this chapter focuses on slow 
control functionality, which is characterized by a slow response (e.g. 10 seconds to few 
minutes) to adapt the DG response to changing steady-state requirements. In this study, there 
are three kinds of control variables: 
 , ,
T
g tap gV   u q p
 (4.1) 
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with 
T
 denotes array transposition, 𝒒𝑔, 𝑉𝑡𝑎𝑝, 𝒑𝑔 are reactive power injection of DGs, 
voltage set-point of the transformer, and active power injection of DGs, respectively . 
The control algorithm can be summarized as follows: 
 Firstly, the proposed controller collects necessary measurements such as 
(𝑄𝑃𝐶𝐶
𝑚𝑒𝑎𝑠, 𝒗𝑚𝑒𝑎𝑠, 𝒑𝑔
𝑚𝑒𝑎𝑠, 𝒒𝑔
𝑚𝑒𝑎𝑠 ) where 𝑄𝑃𝐶𝐶 and 𝒗 are reactive power exchange at PCC and 
voltages at selected buses, and subscript 
meas
 stands for measurements 
  Then, the controller, performs its calculation to output control actions such as 
reactive power set-points of DGs (𝒒𝑔 = 𝒒𝑔
𝑃𝐼 + ∆𝒒𝑔) where 𝒒𝑔
𝑃𝐼 is reactive power injection of 
DGs requested by PI control unit, and change of voltage set-point of the OLTC transformer 
(∆𝑉𝑡𝑎𝑝), curtailment of active power injection of DGs (∆𝒑𝑔) when needed. These control 
actions will be transmitted into corresponding components in the network to perform local 
control. 
 Except 𝒒𝑔  which was calculated in the controller, at local level other set-points as 
(𝑉𝑡𝑎𝑝, 𝒑𝑔 ) are computed as presented in Fig. 4.2 in which 𝑉𝑡𝑎𝑝
𝑟𝑒𝑓
 is based on initial setting of 
the tap changer and  𝒑𝑔
𝑟𝑒𝑓
is calculated based on actual operating conditions such as wind 
speed, solar intensity, etc. Note that subscript 
ref
 stands for reference value. 
ref
gp
gp
(based on actual 
operating conditions)
gq gp
ref
tapV
tapV
(based on initial 
setting)
tapV
DGs
The 
controller
The 
transformer
 
Fig. 4.2 Calculation of set-points at local level 
4.3 The corrective control unit 
The CCU is infrequently triggered under predefined conditions that will be discussed later, 
to correct voltage profile and minimize the total losses, as shown in Fig. 4.3. As soon as 
triggered, the CCU starts collecting available online measurements. Some of them are 
predefined as input of an artificial neural network (ANN) which is offline trained to output 
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sensitivities. Process of determining control actions is performed afterwards in inclusion of 
online measurements and sensitivities provided by the ANN. Next, to avoid inaccurate 
measurements caused transient phenomenon after control actions implementation, the new 
measurements for next calculation iteration will be performed after a time delay T𝑑𝑒𝑙𝑎𝑦. N𝑠𝑡𝑒𝑝 
is a predefined value to  limit the number of calculation iterations of the CCU per a 
triggering.  
Collecting online measurements
Artificial neural network
(ANN)
Determine control actions by 
an optimization algorithm
Sensitivities
Selected measurements
The CCU triggered
Execute control actions
1step step 
N stepstep 
End
Tdelay
 
Fig. 4.3 Flowchart of the CCU operation principle 
4.3.1 Conditions of triggering the CCU 
To relieve the computation burden, the CCU is triggered, when necessary, in following 
conditions:  
 Voltage violation 
 Considerable change of operation condition: It is reasonable that when the networks 
significantly change their operation condition, optimal operation setting-points of the 
networks need to be adjusted as a response. Level of the change could be specified based all 
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available measurements, this is however out of scope of this study. 
Characterize inputs from 
the database
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Create database for 
the ANN training
Store parameters of the ANN
Run sensitivities 
calculation and store all 
sensitivites
Execute ANN training process
 
Fig. 4.4 Flowchart of building the ANN 
4.3.2 Artificial neural network 
As indicated earlier, the ANN is used to approximate sensitivities with several online 
measurements as its input. The procedure of creating the ANN involves several steps, as 
shown in Fig. 4.4, in which the ANN training process is offline performed. Firstly, a database 
is created by using historic or predicted or approximated load profiles. Characterizing input 
of the ANN as well as calculating sensitivities (considered as the output) from the created 
database is performed afterwards. Next, architecture of the ANN is characterized in 
connection with above set of input and output. Then process of training is carried out to 
specify parameters of the ANN which all are stored afterwards. 
1) Sensitivities Calculation at an Operating Point: 
Sensitivities calculation is generally categorized into two methods, analytical and 
numerical. The analytical one uses steady-state power equations in a LF calculation, for 
example, inverse of the Jacobian matrix providing the sensitivity of bus voltages with respect 
to power variations. In addition, Van Cutsem et al. [68] fully reported formulations to 
compute sensitivities between different variables in networks. The numerical is that 
sensitivities may be approximated by several LF calculations, each obtained by a small 
perturbation to one control variable. In this study, we use the latter to calculate sensitivities. 
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4.3.3 Determination of the control actions 
The CCU based on MPC mechanism calculates the change of control variables ∆𝒖(𝑘) at 
time instant 𝑘, shown in (4.2), not only to maintain the monitored voltages within permissible 
limits, but also to possibly minimize the losses. 
 ( ) ( ) , ( ), ( )
T
T T
g tap gk k V k k      u q p  (4.2) 
with ( ) ( ) ( 1)k k k   u u u  
4.3.3.1. Formulation of the overall objective function 
The overall objective function of the CCU is a function of multi-objectives corresponding to 
following control variables: 
 Reactive Power of DGs: 
Different objective functions can be used by the system operators, besides the traditional 
transmission losses minimization, the others such as minimization of reactive power cost 
[69], [70], or minimization of deviations from contracted transactions [71], or minimization 
of the cost of adjusting reactive power control devices [59], [72]. In this study, losses 
minimization is selected, and the objective function (OF) at time instant k is therefore as 
follows: 
 
1( ) min ( )
T
loss
g
g
OF k k
  
       
P
q
q
 (4.3) 
where 𝑷𝑙𝑜𝑠𝑠 is a vector of the active power losses 
 Tap-changer of the Transformer: The higher number of OLTC tap changer operations 
is proportional to higher cost in maintenance and shorter its lifetime; consequently, 
minimization of tap changer operations is often a favorite optimization target. On the other 
hand, tap changers will be activated by: 
i) Changes in operation conditions push the controlled voltage at substation 𝑉𝑐𝑡𝑟 out of 
the dead-band. 
ii) Or a shift of the dead-band is caused by a change of 𝑉𝑡𝑎𝑝 so that the controlled voltage 
at substation 𝑉𝑐𝑡𝑟 out of the dead-band. Therefore, minimization of change of 𝑉𝑡𝑎𝑝 
could 
leads to the least number of OLTC movements. 
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  2( ) min ( )tapOF k V k   (4.4) 
 Active Power Generation of DGs: One of economic operation ways is maximization 
of active power production from DGs. This is permanently satisfied at local level because 
DGs always try to capture maximum power by tracking actual conditions such as wind speed, 
solar, etc. However, under certain operation conditions such as voltage violation, etc., some 
curtailments of active power of DGs are requested to save normal operation. Consequently, 
minimization of active power curtailment becomes necessary in the network operation 
control. 
 gN
3
1
( ) min ( )gj
j
OF k p k

 
  
 
  (4.5) 
where Ng is the number of DGs 
As mentioned earlier, the CCU is essentially a MPC which finds a sequence of control 
actions in NC steps. Therefore, overall objective of the CCU is formulated as follows with 
incorporation of these objective functions in (4.3), (4.4), (4.5) under a relation describing by a 
weighting matrix, 𝒘, to penalize expensive control actions. 
  
CN 1
1,2,3
0
min ( )
TT
i
OF OF k i


    w  (4.6) 
subject to: 
● Constraints of control variables   
 min max( )k i  u uu  (4.6a) 
● Constraints of voltage 
 min max( )k i  V VV  (4.6b) 
● Constraint of reactive power exchange with external grid 
 ref
PCCQ ( )
meas
PCCQ k i     (4.6c) 
 (4.6) indicates that control actions of the CCU do not cause any interaction with PI 
control unit. Therefore, it may be translated to (4.6): 
 
( )PCC
Q
k i

   

u
u
 
(4.6d) 
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4.3.3.2. The voltage constraint-Its problems and its adaptation into the optimization 
algorithm 
The constraint (4.6) can be rewritten as follows: 
 min max
0
( )
i
meas
l
(k | k)+ k l

   V Vv V  (4.7) 
, then can be transformed into: 
 
0
( | ) ( ) ( | )
i
l
k i k k l k i k

     LB V UB  (4.8) 
with 
min
max
( | )  : Lower bound
( | )  : Upper bound
meas
meas
k i k (k | k)
k i k (k | k)
   

  
V
V
LB v
UB v
  
and ∆𝑽(𝑘 + 𝑙) is calculated based impacts of three following events: 
 1 2 3( ) ( ) ( ) ( )k l k l k l k l        V V V V  (4.9) 
 ∆𝑽1: Impacts of control actions on voltage changes. 
 
1( ) ( )k l k l

    

V
V u
u
 (4.10) 
 ∆𝑽2: Especially due to slow response of tap position changes, it is treated as known 
disturbances. 
 
2( ) ( )
tap
ctr
tap
k l V k l
V


    

V
V  (4.11) 
 ∆𝑽3: A case that could happens is that at the time when the CCU collects 
measurements, PI control unit still not yet fulfill reactive power exchange due to its slow 
response. Consequently, the CCU has to account for influence on voltages caused by further 
output evolution of PI control unit as follows.  
 
3( ) ( )
PI
g
g
k l k l

    

V
V q
q
 (4.12) 
 1
( ) ( )
( )
ref meas
PI PCC PCC PCC
g
DGs g
Q k l Q k l Q
k l
N

     
        
q
q
 (4.13) 
where ∆𝒒𝑔
𝑃𝐼 is reactive power of DGs further required by PI controller, and 𝜕𝑽/𝜕𝒒𝑔 is 
sub-matrix of the matrix 𝜕𝑽/𝜕𝒖 
On the other hand, to avoid excessive control actions caused by inaccurate sensitivities 
leading to voltage violation and to ensure voltages within their limits at the end of the 
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prediction horizon, range of voltage bounds need to be tuned narrower at beginning of the 
control horizon and progressively expanded to its actual value up to the end of control 
horizon. Consequently, the voltage bounds in (4.8) can be adaptively adjusted as follows: 
 ( | ) ( ) ( | )
( | ) ( ) ( | )
k i k k i k i k
k i k k i k i k


   

   
LB LB
UB UB
 (4.14) 
with C
C
N ( 1)
( )
N
i
k i 
  
  
 
 and 𝛽 is tuning factor 
mu
mpen
min
mu
max
mu
0
Strategy#1
Strategy#2
Current 
operating point
D
 
Fig. 4.5 Determination of penalty value of each control variable 𝒖𝒎 
4.3.3.3. Modification of the overall objective function to achieve better performance 
In this chapter, sensitivities are calculated based on small perturbation of each control 
variables (e.g., smaller than 10% of its nominal value). Therefore, modification of the overall 
objective to attempt keeping change magnitude of control variables around their actual values 
is necessary to enhance accuracy of the sensitivities. To do so, an additional penalty term 
imposed on the change of control variables should be added in the objective function; 
therefore, (4.6) becomes as follows: 
 gC NN 1
1,2,3
0 1
min ( ) ( )
TT
m
i m
OF OF k i pen k i

 
 
      
 
 w  (4.15) 
with 𝑝𝑒𝑛𝑚 is calculated in base on two following strategies presented in Fig. 4.5: 
► Strategy#1:           
 ( ) ( )m mpen k i u k i     (4.16) 
where 𝛼 is slope of characteristic lines 
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► Strategy#2: A dead-band to be used is to penalize only large change of control 
variables.      
 0    , if ( )
( )
(k+i) , otherwise
m m
m
m
u k i D
pen k i
u
  
  

 (4.17) 
Introduction of 𝐷𝑚 indicates that change of mth control variable only be encouraged in 
this range. And value of 𝐷𝑚 should be selected equal to the value of perturbation of these 
variables in sensitivities calculation process, hence 𝐷𝑚≤10% of the nominal value. 
4.3.4 Adaptive selection of the control horizon 
Losses minimization at loss control mode of the controller would firstly be concerned 
during normal operation. To reach this target, the controller must be sure that voltages are 
always acceptable, even inaccurate sensitivities subjected. This can be achieved by setting 
𝑁𝐶 ≥ 2, as explained in (4.14), which however leads to more computational expense.   
On contrary, it would be reasonable that when voltage violation takes place somewhere 
over the network, voltage control mode should be activated, and it is expected that voltage 
should go into the limits as fast as possible, hence 𝑁𝑐 should be minimum (hence, 𝑁𝐶 = 1). 
4.4 Test network and algorithm implementation 
4.4.1 Test network and measurement deployment 
The test network in Fig. 4.6 is taken from a U.K. generic distribution network (UKGDN), 
available in [73]. It comprises of 75 load buses (except bus#1000 and bus#1100) and 22 DG 
units (3MW in the nominal capacity of each), connects to transmission system through a 
cable (its Thévenin reactance of 0.1 p.u of 200 MVA short-circuit power used in this chapter) 
and a 33/11 kV transformer equipped with OLTC which is able to regulate voltage in range 
of ± 10% nominal voltage at distribution network side with 19 its tap positions. Reactive 
power capacity of each DG is limited in range ±2 MVAR. 
Besides measurements at all DG buses, voltage of several additional buses is also 
measured as in Fig. 4.7, in order to expect that if voltages at these buses are admissible, those 
at the other busses are too. 
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Fig. 4.6 Test network 
4.4.2 Characteristic and parameters setup of the controller 
4.4.2.1. The ANN 
Half hourly normalized active power load and generation profiles over one year along are 
provided in the UKGDN. However, since the load profiles given in form of each consumer 
class among four ones (Domestic/Unrestricted (D/U), Domestic-Economy (D/E), Industrial 
(I), and Commercial (C)), the methodology, given in [74] and belongs to approximation 
methods, of mixing consumer classes at each bus to create load profile (used as the database 
of the ANN) is adopted in this chapter. Then the ANN training takes over a whole year with 
17520 half-hour time steps of the database. 
Finally, it is worth mentioning that the CCU requires the ANN to provide three kinds of 
sensitivities such as:  𝜕𝑷𝑙𝑜𝑠𝑠/𝜕𝒒𝑔, 𝜕𝑽/𝜕𝒖 and 𝜕𝑄𝑃𝐶𝐶/𝜕𝒖 
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4.4.2.2. Parameters setup and algorithm selection for the controller 
Preserving the voltages in the distribution network within ±5% of their nominal values is 
aim of the controller. Table 4-1 describes necessary parameters that need to be set up for the 
controller operation. 
Table 4-1 Parameters of the controller 
PI control unit Corrective control unit 
KI KP Tdelay Nstep 
0.01 0.1 10 s 4 
 
As discussed before, Nstep indicates trade-off between controller performance and 
computational expense since larger Nstep could translate to higher performance and higher 
computational burden. In this fashion, Nstep = 4 is intuitively selected in this study. In 
addition, it is also assumed that calculation time of controller to give control actions is 2 s. 
The problem in (4.6) can be obviously solved by using various optimization methods; 
however, in this study, a sequential equality constrained quadratic programming method in 
IMSL library is adopted. 
4.5 Results and discussion 
4.5.1 Losses minimization performance of the controller 
4.5.1.1. Impacts of the overall objective function modified 
Fig. 4.7 shows response of the controller in fulfilling reactive power demand which is 
requested by TSOs. 
As discussed in Part III-C-3, two strategies were proposed to improve performance of the 
controller. In each strategy, value of the slope, α=1.0, 0.1, 0.05 and 0.01, is simulated in turn. 
And they are compared with the original strategy (without penalty term in the objective 
function, α=0.0), namely Baseline. It can be seen from Fig. 4.8 that in case of Baseline, 
performance of losses minimization can be comparative with the cases of two strategies; 
however, much fluctuation of power unexpectedly appears. This is because control variables 
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requested by the controller move far from their actual values to attempt minimizing the 
losses. Unfortunately, such large change of control variables could aggravates inaccuracy of 
their sensitivities which are approximated by small perturbation around their actual values. In 
contrast, with introduction of two proposed strategies, the drawback of Baseline case can be 
solved. 
In Strategy#1, the controller displays too different performances with various slopes α.  
On the other hand, introduction of a dead-band around actual value of each control variables 
in Strategy#2 can alleviate dependence between the controller performance and the slope α, 
hence selection of α becomes easier. 
 
Fig. 4.7 Correction of reactive power exchange 
 
Fig. 4.8 Active power exchange inversely proportional to losses reduction: Largely to small 
dashed black lines describe Strategy#1 with α from bigger to smaller. The similarly featured 
lines but with light black color present Strategy#2, and solid black line is of Baseline 
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Fig. 4.9 Active power exchange inversely proportional to losses reduction 
 
Fig. 4.10 Voltage at bus#1166 with highest probability of voltage violation 
4.5.1.2. Impacts of sensitivities accuracy 
To demonstrate, performance of the controller is strongly dependent on accuracy of 
sensitivities. Here we investigate the performance of the controller in following scenarios 
with the same operation conditions of the previous case. Accuracy of the sensitivities 
decreases to from Scenario#2 to #5. 
 Scenario#1: At each new operating point, optimal LF calculated by a heuristic 
optimization algorithm, namely Mean Variance Mapping Optimization (MVMO), is 
adopted in order to minimize the losses. This scenario apparently provides the best 
performance and hence, considered as a base case for comparison. 
 Scenario#2: Sensitivities are directly computed by using LF calculation (not 
using the ANN) at each calculation step. 
 Scenario#3: The sensitivities are provided by the ANN with 66 input signals, 
(𝒗𝑔
𝑚𝑒𝑎𝑠, 𝒑𝑔
𝑚𝑒𝑎𝑠, 𝒒𝑔
𝑚𝑒𝑎𝑠) of all 22 DGs. 
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 Scenario#4: It is repetition of Scenario#3, however with only 33 input signals 
of 11 DGs. 
 Scenario#5: Sensitivities are initially calculated by LF calculation, and 
remaining unchanged during simulation time. 
Fig. 4.9 presents that performance of the controller in minimizing the losses is directly 
proportional to accuracy of sensitivities. Moreover, from Scenario#3 and #4 it is a further 
assertion that training performance of the ANN can be improved with increasing number of 
its input. 
It is the fact that with nature of model-based, closed-loop and carefully but not 
conservatively reaching to targets (i.e., adaptive length of control horizon according to actual 
operation condition), the proposed controller, as shown in Fig. 4.10, displays ability of 
regulating voltage subjected to inaccuracy of sensitivities. 
4.5.2 Voltage correction performance of the controller 
4.5.2.1. Impacts of adaptive selection of the control horizon 
In this scenario, it is assumed that the network operates at the condition with low load and 
high generation so that some buses are facing high voltage conditions. 
To investigate performance of voltage regulation in terms of length of the control horizon 
in the proposed controller, three strategies such as adaptive length introduced in Part III-D, 
long one (e.g. Nc = 2) and short one (Nc = 1, preferred by the network operator) are 
compared. In this investigation we assume the CCU triggered at t=10s merely for creating 
clearer pictures as in Fig. 4.11. Then the voltage starts decreasing at t=12s when control 
actions apply. The short and the adaptive one have faster capacity in correcting the voltage 
than the long.  As a result, at t=22s, while the short and the adaptive work for loss control, the 
long still continue correcting voltage. In other words, due to inaccurate model, the short 
produces excessive control actions, hence voltage breach at t=24 s. This is not repeated in the 
adaptive since in loss control mode the adaptive becomes a long one which carefully 
calculate sequences of control actions to reach targets within several time steps ahead. 
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Fig. 4.11 Voltage at bus#1166 with highest probability of voltage violation 
4.5.2.2. Voltage correction without OLTC of the transformer 
Initially all DGs optimally operate to keep reactive power exchange zero. Afterwards at 
t=10 s and t=100 s, a large amount of 20 MVAR export and then down to 5 MVAR, 
respectively, is requested by TSOs, and Fig. 4.12 presents response of the controller to fulfill 
this demand. 
It can be seen from Fig. 4.14 and Fig. 4.15 that during the time interval between t=10 s 
and t=100 s when the large amount of reactive power demanded, DGs closer to the substation 
try to fulfill reactive power exchange, meanwhile other DGs at the end of several feeders, 
where voltages reach to their limits (±5% nominal voltage), absorb reactive power to 
decrease voltage. But it can be seen that reactive power capacity of these DGs is insufficient 
to correct voltages. Drop of active power generation of DGs is needed, as shown in Fig. 4.13. 
As soon as the reactive power demand reducing to 5 MVAR at t=100 s, the CCU realizes that 
reactive power control is able to bring the voltages into their limits, so active power 
curtailment should be eliminated. However, to avoid excessive control actions caused by 
inaccurate model or measurement noises, the CCU carefully took some sequences to 
gradually eject expensive control actions, thereby always keeping the voltages in the limits 
over the simulation time, as shown in Fig. 4.15.  
At each triggered at t=10 s and t=100 s, the CCU have four chances, which defined by 
Nstep =4, to reach its target as well as improve its performance. Fig. 4.16 presents that with 
loss control mode the controller is able to improve its performance in minimizing the losses. 
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Fig. 4.12 Correction of reactive power exchange 
 
Fig. 4.13 Active power injection of DGs 
 
Fig. 4.14 Reactive power injection of DGs 
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Fig. 4.15 Voltage at several buses 
 
Fig. 4.16 Active power exchange inversely proportional to losses reduction 
 
Fig. 4.17 Voltage of monitored buses 
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Fig. 4.18 Voltage at important points of OLTC transformer 
 
Fig. 4.19 Reactive power of DGs 
 
Fig. 4.20 Active power exchange as indication of loss reduction 
4.5.2.3. Voltage correction with OLTC of the transformer 
With this scenario we aim at investigating voltage correction performance of the controller 
by using either DGs or OLTC of the transformer. Reactive power demand of TSO is 
repetition of last scenario, as shown in Fig. 4.12. It is noted that OLTC tap changer serves as 
a cheaper control action than active power curtailment control action, and that the time delay 
for the first tap change as well as for subsequent tap changes is 20s. 
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Fig. 4.17 presents voltage corrections by optimum control actions. The transformer takes 
one movement of tap-changer at t=32 s to correct voltages. 
It can be seen from Fig. 4.18 that the voltage set-point ordered by the controller firstly 
changes at t=12s, which pushes the OLTC monitored voltage at bus#1100 out of the 
acceptable dead-band. After the time delay 20s, the movement of tap-changer is performed at 
t=32s. It is worth to emphasize that at t=24 s, the CCU operates in the loss control mode with 
regulating reactive power of DGs only, as shown in Fig. 4.19, since it knows that in next 10 
seconds voltage will be corrected by the OLTC transformer. Later, since decrease of reactive 
power exchange demand at t=100s does not cause voltage violation, the CCU is triggered just 
for the purpose of losses minimization. 
It clearly appears from Fig. 4.15 and Fig. 4.20 that voltage correction by using cheap 
control variable as OLTC instead of active power curtailment able to provide much higher 
performance in minimizing the losses. 
4.6 Conclusions 
In this chapter a centralized control scheme based on MPC and PI control unit has been 
successfully developed for accommodating largely increasing integration of distributed 
generators into distribution networks and satisfying the conflicting objectives of the TSOs 
and DNOs.  
The proposed controller using sensitivities approach to replace with full LF calculation 
was successfully demonstrated to be effective for both voltage correction and losses 
minimization 
Essential computation unit of the proposed controller serves as a corrective control one, 
only activated in several predefined conditions, thus helps significantly relieving computation 
burden in comparison with this of other previous controllers. With adaptive length of control 
horizon, the controller is able to drive the network operation close to optimal operating point 
as fast as possible without violation on operation conditions, even model inaccuracies or 
delays of the control actions subjected. 
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Chapter 5 
Online optimal control of reactive power sources using 
measurement-based approach 
In chapter 4, the sensitivities based controller was introduced. Impacts of 
accuracy of sensitivities on the controller’s performance were also analyzed, and 
the typical methods of calculating sensitivities were briefly summarized. It can be 
seen that along with online measurements, information on system model, such as 
system topology, cable parameters, etc., is strictly required by sensitivities 
calculation. However, there is a reality that since existing power systems were 
built many years ago, the system model is often not well-known and hence leading 
to inaccuracy of estimated sensitivities or state estimation. As a consequence, the 
controllers would provide an improper control decision making. In this context, 
this chapter aims at introducing a sensitivities estimation approach based on only 
measurements without knowledge on system model, namely measurement-based 
approach, and its application on solving the optimal reactive power dispatch 
(RPD) problem. The proposed approach requires synchronized measurements 
within a predefined timeslot at all busses in system, hence it could be applicable 
to transmission power systems in which phasor measurement units (PMUs) could 
be equipped at all busses in future. 
5.1 Introduction 
Voltage control and optimal RPD play an important role in guaranteeing not only secure 
power flow but also to optimize operational states of the system that achieve the largest 
possible benefit from an economic view point. This issue has become more important in 
recent years due to the increased number of market participants, the continuous growth of 
power demands as well as the large-scale integration of renewable resources [75]. 
 There is a large number of publications dealing with the solution of the RPD problem by 
using model-based approach through power flow calculation [76]-[78]. Basically, the model-
Chapter 5 Online optimal control of reactive power sources using measurement-based 
approach  68 
 
 
based approach refers to the state estimation, that system states are estimated through both 
available measurements and the system model. The approach is often faced with the 
drawback of strong dependence on accuracy of the system model. In the 2011 San Diego 
blackout, for example, the fact that the system model was not up-to-date resulted in 
inaccurate state estimation, and operators were not aware that certain lines were overloaded 
or close to being overloaded [79]. 
To overcome the drawback, this chapter introduces a measurement-based approach in [80] 
which are able to be adaptive to changes in operating point (such as generation or load 
variations) and topology change (such as outage of a transmission line). The main difference 
of the controllers introduced in this chapter with the aforementioned others is its use of only 
measurements without knowledge on system model for control.  
5.2 Formulation of the RPD problem 
In this study, the target of RPD is to minimize the objective function, which is the 
minimization of active power losses over branches, while satisfying the inequality 
constraints. All objective functions and constraints are formulated as follows. 
br br br
m m mS P jQ 
pV qV
p q
Z R Xm m mj 
br
m pV V or 
br
m qV V
 
Fig. 5.1 Schematic diagram of a transmission branch m 
5.2.1 Objective functions 
Fig. 5.1 shows a schematic diagram of transmission branch m from bus p to bus q, in 
which active power losses can be expressed as a function of active and reactive power flow 
(𝑃𝑚
𝑏𝑟 , 𝑄𝑚
𝑏𝑟) over the branch and corresponding voltage magnitude, 𝑉𝑚
𝑏𝑟 , as follows. 
 2 2
2
2
R R
br br
loss m m
m m m m br
m
P Q
P I
V

   (5.1) 
Note that 𝑉𝑚
𝑏𝑟 = 𝑉𝑝 or 𝑉𝑚
𝑏𝑟 = 𝑉𝑞 depend on the side of the power measurement, and the 
subscript br stands for branch. 
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State variables of the system are chosen as follows: 
 
   1 2,
T
T T 
 
x x x  (5.2) 
where 𝒙1 = [𝑄1
𝑏𝑟 , … , 𝑄𝑚
𝑏𝑟 , … , 𝑄N𝑏𝑟
𝑏𝑟 ]𝑇 is branch reactive power flow and N𝑏𝑟 is the number of 
branches, and 𝒙2 = [𝑉1
𝑏𝑟 , … , 𝑉𝑚
𝑏𝑟 , … , 𝑉N𝑏𝑟
𝑏𝑟 ]𝑇  is bus voltages corresponding to those branches. 
The overall objective of this optimization problem is minimization of total active power 
losses; hence 
   
 N
2
1 2
1
min ( , )
br
loss loss T
m
m
P P

  R I x x  (5.3) 
where 𝐑 = [R1, … , R𝑚, … , RN𝑏𝑟]
𝑇 is a vector of branch resistances, 𝑰2 = [𝐼1
2, … , 𝐼𝑚
2 , … , 𝐼N𝑏𝑟
2 ]𝑇 
is a vector of branch currents squared. 
Assuming the system is working at a chosen operating point with state variables defined 
by (𝒙1
0 = 𝒒𝑏𝑟,0, 𝒙2
0 = 𝒗𝑏𝑟,0). From (5.3), optimal changes of the variables (∆𝒙𝟏 , ∆𝒙𝟐 ) to new 
operating point must satisfy: 
 2 0 0
1 1 2 2min ( , )
loss TP    R I x x x x  (5.4) 
Set 𝑰𝑫
𝟐  is diagonal matrix of 𝑰2 and linearizing (5.4) for the chosen operating point 𝒙0, 
(5.4) is equivalent to (5.5): 
 2 0 2 0
1 2
1 20 0
1 2
( ) ( )
min loss T D DP
  
    
  
R
I x I x
x + x
x x
 (5.5) 
with ∆𝑃𝑙𝑜𝑠𝑠 depicting the loss reductions. 
For simplicity, (5.5) can be rewritten as: 
 min loss TP  w x  (5.6) 
with 
2 0 2 0
1 2
0 0
1 2
( ) ( )
,
T
T TD D
  
  
  
R R
I x I x
w
x x
 is a weighting matrix. 
Problem (5.6) can be solved using linear programming. However, in this study the LSE 
algorithm is selected for dealing with all optimization problems. In [81], it was pointed out 
that the estimation of parameter and the value of objective function of both methods is 
approximately equal, hence their performances are the same. 
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From the physical point of view the problem at hand is the minimization of the losses, and 
the solutions are twofold: 
i) Reactive power flows 𝑸𝑏𝑟 in all branches should ideally be zero; hence optimal changes 
∆𝑸𝑏𝑟,𝑜𝑝𝑡 corresponding to current operating point should be: 
 0 0
1
0
1 ,..., ,...,
T
m b
pt
r
o Q Q Q     x  (5.7) 
ii) The new voltages 𝒙𝟐
𝟎 + ∆𝒙𝟐  should reach their maximum values 𝑽
𝑏𝑟,𝑚𝑎𝑥, hence: 
 ,max 0
2 2
opt br x V x  (5.8) 
These establish an optimal set of magnitude changes ∆𝒙𝑜𝑝𝑡 = [[∆𝒙1
𝑜𝑝𝑡 ]𝑇, [∆𝒙2
𝑜𝑝𝑡 ]𝑇]
𝑇
 
which state variables try to reach by minimizing the differences between them. Therefore, 
problem (5.6) can be reformulated in form of the least square algorithm as follows: 
 T opt T
D D  w x w x  (5.9) 
with 𝝎𝐷
𝑇  is diagonal matric of 𝝎𝑇 
On the other hand, in this study reactive power injected into buses is considered as control 
variables 𝒖 = [𝑄1, … , 𝑄N𝑏𝑢𝑠]
𝑇 to achieve optimal state variables. 
 1
1  
x
ux S u  (5.10) 
with 𝑺𝒖
𝒙1 = [𝒔𝒖
𝑥1,1 , … , 𝒔𝒖
𝑥1,𝑚 , … , 𝒔𝒖
𝑥1,N𝑏𝑟 ]𝑇 is sensitivity matrix of 𝒙1with respect to control 
variables 𝒖, whose elements 𝒔𝒖
𝑥1,𝑚 = [𝜕𝑄𝑚
𝑏𝑟/𝜕𝑄1 ,…, 𝜕𝑄𝑚
𝑏𝑟/𝜕𝑄N𝑏𝑢𝑠]
𝑇are sensitivities of 
reactive power in branches with respect to reactive power injection at buses. 
Similarly, relationship between state variables 𝒙2 and control variables 𝒖 is formulated as 
follows: 
 2
2  
x
u
x S u  (5.11) 
Therefore, (5.10) and (5.11) become 
   x
u
x S u  (5.12) 
with 𝑺𝒖
𝒙 = [[𝑺𝒖
𝒙𝟏]𝑇 , [𝑺𝒖
𝒙𝟐]𝑇]
𝑇
 as sensitivity matrix of state variables with respect to control 
variables. 
Substituting (5.12) into (5.9), the overall objective function becomes: 
 T opt T
D D  
x
uw x w S u  (5.13) 
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The change of control variables ∆𝒖 can be achieved by solving the following LSE 
problems 
 min Te e  (5.14) 
with 𝒆 = 𝝎𝐷
𝑇 ∆𝒙𝑜𝑝𝑡 − 𝝎𝐷
𝑇 𝑺𝒖
𝒙∆𝒖 
5.2.2 Constraints 
 min max    u u u  (5.15) 
 min max V V V  (5.16) 
with = [𝑉1, … , 𝑉𝑗, … , 𝑉N𝑏𝑢𝑠]
𝑇 : bus voltage vector 
 0 0    VuV V V = V S u  (5.17) 
with 𝑽0is voltage profile at current operating point, 𝑺𝒖
𝑽 = [𝒔𝒖
𝑉1 , … , 𝒔𝒖
𝑉𝑗 , … , 𝒔𝒖
𝑉𝑁𝑏𝑢𝑠 ]𝑇 is 
sensitivity matrix of bus voltages with respect to control variables 𝒖, whose elements 
𝒔𝒖
𝑉𝑗 = [𝜕𝑉𝑗/𝜕𝑄1 ,…, 𝜕𝑉𝑗/𝜕𝑄N𝑏𝑢𝑠]
𝑇is sensitivities of bus voltages with respect to reactive 
power injection at buses. 
5.3 Sensitivities estimation approach based measurement 
In (5.10), 𝑺𝒖
𝒙1, sensitivities of reactive power in branches with respect to reactive power 
injection at buses have to be known. To achieve this, for example, regarding branch m, 
𝒔𝒖
𝑥1,𝑚 = [𝜕𝑄𝑚
𝑏𝑟/𝜕𝑄1 ,…, 𝜕𝑄𝑚
𝑏𝑟/𝜕𝑄𝑖 ,…, 𝜕𝑄𝑚
𝑏𝑟/𝜕𝑄𝑁𝑏𝑢𝑠]
𝑇 can be estimated as follows.  
At time t with sufficiently small ∆𝑡 > 0, N𝑚𝑒𝑎𝑠 + 1 set of synchronized measurements are 
supplied from PMU and stored beforehand. 
  
 
 
( 1) ,  1,..., N
( 1) ,   1,..., N
( 1) ,   1,..., N
meas meas
meas meas
meas meas
k t k
k t k
k t k
  

  

  
x
u
V
 (5.18) 
Assuming a high voltage system, i.e. large X/R ratio, the impact of active power injection 
on voltage as well as on reactive power flow is negligible. Consequently, (5.10) becomes 
 1
1,meas meas= 
x
ux S u  (5.19) 
with ∆𝒙1,𝑚𝑒𝑎𝑠 = [∆𝒙1,𝑚𝑒𝑎𝑠(1), … , ∆𝒙1,𝑚𝑒𝑎𝑠(𝑘), … , ∆𝒙1,𝑚𝑒𝑎𝑠(N𝑚𝑒𝑎𝑠)] in which 
∆𝒙1,𝑚𝑒𝑎𝑠(𝑘)=𝒙1,𝑚𝑒𝑎𝑠((𝑘 + 1)∆𝑡)-𝒙1,𝑚𝑒𝑎𝑠(𝑘∆𝑡), and 
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∆𝒖𝑚𝑒𝑎𝑠 = [∆𝒖𝑚𝑒𝑎𝑠(1), … , ∆𝒖𝑚𝑒𝑎𝑠(𝑘), … , ∆𝒖𝑚𝑒𝑎𝑠(N𝑚𝑒𝑎𝑠)] in which 
∆𝒖𝑚𝑒𝑎𝑠(𝑘)=𝒖𝑚𝑒𝑎𝑠((𝑘 + 1)∆𝑡)-𝒖𝑚𝑒𝑎𝑠(𝑘∆𝑡). 
It is noted that 𝑺𝒖
𝒙𝟐 in (5.11) is sub-matrix of 𝑺𝒖
𝑽 which can be specified from (5.17) as 
follows: 
 
meas meas 
V
u
V = S u  (5.20) 
with ∆𝑽𝑚𝑒𝑎𝑠 = [∆𝑽𝑚𝑒𝑎𝑠(1), … , ∆𝑽𝑚𝑒𝑎𝑠(𝑘), … , ∆𝑽𝑚𝑒𝑎𝑠(N𝑚𝑒𝑎𝑠)] in which 
∆𝑽𝑚𝑒𝑎𝑠(𝑘)=𝑽𝑚𝑒𝑎𝑠((𝑘 + 1)∆𝑡)-𝑽𝑚𝑒𝑎𝑠(𝑘∆𝑡) 
Finally 𝑺𝒖
𝒙𝟏 and 𝑺𝒖
𝑽 in (5.19) and (5.20) can in turn be achieved by solving the following LSE 
problems in (5.14) with 𝒆 = ∆𝒙1,𝑚𝑒𝑎𝑠 − 𝑺𝒖
𝒙𝟏∆𝒖𝑚𝑒𝑎𝑠 and 𝒆 = ∆𝑽𝑚𝑒𝑎𝑠 − 𝑺𝒖
𝑽∆𝒖𝑚𝑒𝑎𝑠, 
respectively. 
5.4 Test system and simulation results 
5.4.1 Test system 
Fig. 5.2 shows the one-line diagram of the Western Electricity Coordinating Council 
(WECC) 3-machine 9-bus system with which the proposed method is tested. Bus#1 is 
considered as a slack bus, while bus#2 and bus#3 are connected to generators - thus PQ 
buses. The control variables are reactive power injection by these two these generators.   
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Fig. 5.2 Network topology for WECC 3-machine 9-bus system 
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Create m scenarios of generation 
and load profile, considered as real 
measurement data of PMUs
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point (generation and load)
Power flow calculation of m+1 scenarios
samplingh N
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1h h 
Presentation of 
simulation results
Store necessary data of m+1 scenarios
Sensitivities estimation
Calculate optimal control variables
Store results
 
Fig. 5.3 Flowchart of testing the proposed approach 
5.4.2 Experimental setup 
The simulation study is performed as presented in Error! Reference source not found.. 
irst of all, a new operating point corresponding to a sampling step is created. Then, to 
simulate PMU measurements which are assumed to be available at this time instant, we 
create 800 time-series data for the active and reactive power injection at each bus, based on 
the above operating point. For example, the power injection (𝑃𝑖 , 𝑄𝑖) at bus i is formed as 
follows 
 0 0
1 1 2 2
0 0
1 1 2 2
( ) ( ) ( )
( ) ( ) ( )
P P P P
i i i
Q Q Q Q
i i i
P k P k P k
Q k Q k Q k
      
      
 (5.21) 
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with  𝑃𝑖
0(𝑘) and 𝑄𝑖
0(𝑘) as nominal active and reactive power injection at bus i at instant 𝑘∆𝑡, 
respectively, and γ1 and γ2 as pseudorandom values drawn from standard normal 
distributions with 0-mean and standard deviations σ1=0.02 and σ2=0.02, respectively. The 
first component of variation, σ1
𝑃𝑃𝑖
0(𝑘)γ1
𝑃 and σ1
𝑄𝑄𝑖
0(𝑘)γ1
𝑄
 represents the inherent fluctuations 
in generation and load, while the second component, σ2γ2, represents random noise 
measurement. 
Later, N𝑚𝑒𝑎𝑠 =801 sets of synchronized power flow, bus power injection and voltages are 
calculated and stored. They are then utilized in (5.19) and (5.20) to estimate the sensitivities 
which are necessary in order to solve the problem in (5.14) to provide optimal control 
variables. To demonstrate performance of the proposed approach, Monte Carlo simulation is 
adopted with the number of iterations equivalent to these sampling steps, N𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 = 100 is 
selected in this study.  
The proposed approach is then compared with the model- based approach which uses a 
heuristic optimization algorithm, mean-variance mapping optimization (MVMO) used in this 
study, in incorporation with power flow calculation to find optimal control variables for the 
purpose of losses minimization. 
5.4.3 Simulation results 
5.4.3.1. Performance of proposed approach versus this of model-based approach 
with accurate model 
 
Fig. 5.4 The losses before optimization 
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Fig. 5.5 After model-based optimization implementation 
 
Fig. 5.6 After measurement-based optimization implementation 
Fig. 5.4 presents the losses corresponding to the created operating points before applying 
optimization. While Fig. 5.5 shows relative loss reduction of model-based approach, Fig. 5.6 
presents those of measurement-based approach. 
In terms of statistical evaluation, the average relative reduction is used. The average 
relative loss reduction of the whole system is computed as follows: 
 ˆ100 ( ) ( )
(%)
N ( )
loss loss
loss
loss
hsampling
P h P h
e
P h

   (5.22) 
with N𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 as  the number of sampling steps, ?̂?
𝑙𝑜𝑠𝑠and 𝑃𝑙𝑜𝑠𝑠 the losses after and before 
optimization implementation, respectively. 
Table 5-1 Average relative reductions of total losses 
Model based 
optimization (%) 
Measurement based 
optimization (%) 
2.5671 2.4287 
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It can be concluded from Table 5-1 that the performance in terms of loss reduction using 
measurement-based approach is comparable to those of the model-based approach. 
Fig. 5.7 demonstrates that the measurement-based approach is able to adapt to changes in 
operating points through satisfying the voltage constraint of (±5% nominal value). 
 
Fig. 5.7 Voltage magnitude at all buses (excepting the slack bus) 
5.4.3.2. Performance of the proposed approach versus those of model-based 
approach with inaccurate model 
In this section, the capability of the proposed approach to adapt to changes in topology of 
system is investigated. Here, it is assumed that the line which connects bus#6 and bus#9 is a 
double line and one of them experiences outage without being detected by system operators. 
It can be seen from Fig. 5.8, the model-based approach leads to voltage violation in certain 
intervals which are indicated with blue circles. In contrast in Fig. 5.9, since the measurement-
based approach can be adaptive to changes in the topology, voltages still remain within their 
limits.  
5.4.3.3. Computation speed 
Numerical experiments were performed on a Dell 3350 Laptop with an Intel® Core™ i7-
2640 CPU, 2.8 GHz processing speed, and 8GB RAM. The simulation tool MATPOWER is 
used to perform power flow calculation. 
Average CPU time for calculation of an operating point is 0.053 (s) for the test system. 
For more complex power systems, high performance computing could be required to enable 
this approach for real-time application. 
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Fig. 5.8 Voltage magnitude at all buses (excepting the slack bus), after model-based 
optimization implementation 
 
Fig. 5.9 Voltage magnitude at all buses (excepting the slack bus), after measurement-based 
optimization implementation 
5.5 Discussions 
The main focus of this chapter is the mathematical formulation of measurement-based 
approach and the theoretical and numerical demonstration of the approach’s performance in 
comparison to the model-based one in the specific operation conditions. However, in real 
world other uncertainties (e.g. outage of generators or transmission lines, noise of 
measurement, etc.), which can unpredictably occur during system operation, negatively 
influence the proposed approach’s performance. 
Since the measurement-based approach acquires time-series data in an estimation window, 
it is possible that data varying over a wide margin (caused by collecting data from either pre- 
or post- disturbances) can be collated. This can lead to inaccurate sensitivity estimation due 
to inadequate tracking the operating points. Solutions to this problem could be the 
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implementation of weighted least squares (WLS) estimation which places more weight on 
recent measurements and less on past ones. 
Besides it can happen that in large dataset there exists bad sub-dataset which is caused by 
measurement and communication devices. Detection and identification of bad data are 
commonly performed after an estimate has been computed by processing the measurement 
residuals, using schemes such as 𝜒2-test and hypothesis testing, respectively [82]. 
Furthermore, if LSE is replaced by recursive LSE governed by the forgetting factor, 
introduced in [83], bad data can be reduced or erased by setting suitable forgetting factor as 
proposed. 
5.6 Conclusions 
In this chapter, an approach to optimally control reactive power sources by using only 
measurements from PMUs, without any knowledge on system’s topology has been proposed. 
Performance of the proposed approach was demonstrated to be comparable to those of the 
traditional model-based approaches, under ideal operating conditions of the system which 
indicates that the system model is accurately known. However, when the system’s topology 
changes or the model is not up-to-date, the proposed approach showed a much better 
performance over the model-based approach. 
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Chapter 6 
Multi-agent system based solution of the optimal reactive power 
dispatch problem 
Cooperation of regional operators in solving optimal reactive power dispatch 
(ORPD) problems on large systems is beneficial despite of many challenges. One 
major challenge is the fact that each regional operator is typically not 
enthusiastic to expose the local system data. To deal with such systems, the 
chapter therefore proposes a control scheme in which a large area is partitioned 
into Multi-agent based system where each operator is considered as a control 
agent and uses a model of its local system and communication links with its 
neighboring control agents to come to agreement on the evolution of 
interconnections and to determine optimal local control actions and states. At 
each agent, a linearized objective function enforced with constraints has to be 
solved to determine control variables; which are tap positions of transformers 
and reactive power injections. Calculation procedure at each agent based on 
sensitivity coefficients, thus impact of change magnitudes of control variables on 
control performance would be significant and hence is fully analyzed. The 
proposed algorithm is applied to the modified IEEE 30-bus system and numerical 
results are presented. 
6.1 Introduction 
Voltage stability assessment is one of the major concerns in power system planning and 
secure operation as power grids span over several regions and sometimes even countries [84]. 
A direct link between the voltage and the reactive power makes it possible to control the 
voltage to desired values by the control of the reactive power. The operator of the power 
system is responsible to control the transmission system voltage which means enough 
reactive power available to handle voltage violation conditions [85]. In normal conditions, 
reactive power of the system dictates not just the voltage profile but also leads to more losses. 
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Loss minimization is an indispensable objective that must be considered in efficient power 
system operation [85]–[87]. Hence, to achieve certain global control objectives (e.g. N-1 
secure operation, reactive power planning, minimization of losses etc.) it is necessary to 
coordinate control actions among the regional operators and avoid exposing local system data 
pertaining to regional infrastructure [88]. We consider loss minimization as our objective 
function and voltage profile is maintained within safe limits.  
Optimization approaches based on power flow calculations often provide accurate results, 
but calculating nonlinear equations requires large computational time and resources, hence 
not preferred by real-time applications [89]. In this chapter we propose an optimization 
approach where the objective function is augmented for incorporating global optimization of 
linearized large scale multi-agent power system using Lagrangian decomposition algorithm 
[90]-[91]. The aim is to maintain centralized coordination among agents via Master agent, 
leaving loss minimization as the only distributed optimization which is analyzed while 
protecting the local sensitive data. The efficiency of the local objective function stems from 
the use of real power loss sensitivity with respect to the control variables of the system. 
Control variables are defined as reactive power injection of generators and tap-changers of 
transformers. The Power loss sensitivities with respect to all control variables in the system 
are used in the first stages which are calculated from a linearized model of the system 
achieved through various control schemes and stored over regular intervals (viz. state 
estimation, PMU measurements etc.) [92], [93]. Ultimately, we have a centralized convex 
optimization problem which is solved using aforementioned decomposition algorithm. 
Lagrangian decomposition is a classical approach for solving constrained optimization 
problems. The augmented Lagrangian method adds an additional term to the unconstrained 
objective which mimics a Lagrange multiplier [94]. This method has been extensively used 
for solving numerous engineering problems especially in the power systems field [95]- [97]. 
The advantage of this algorithm is the fact that local grid data does not have to be made 
globally available, which is often of crucial concern in actual power system operation, albeit 
degrading the computational performance since it involves iterating many times to reach 
graceful optimization. The optimization is carried out until the agents negotiate with the 
neighboring areas on their inter-area variables (i.e. voltages at the interlinked buses). 
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The remainder of the chapter is sectioned as follows, In Section 6.2; we formulate the 
control scheme and the objective function exploiting power loss sensitivities. In Section 6.3, 
we propose the augmented Lagrange formulation and its implementation. In Section 6.4; a 
modified IEEE 30-bus system has been studied and the results and performance analysis of 
the control scheme for various scenarios have been depicted and finally conclude the chapter 
in Section V. 
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Fig. 6.1 Schematic diagram of a transmission branch m 
6.2 Control scheme 
6.2.1 Power system model 
A power system in the steady state is modeled by the load flow equations: 
 f ( , , ) 0zx u  (6.1a) 
 min max
i
 u u u  (6.1b) 
where 𝒙 denotes state variables, 𝐳 is vector of parameters, and 𝒖 the control variables (𝜶 tap-
changer set-points and 𝒒 reactive power injection of generators). 
Consider the test system partitioned into N𝑎 areas (e.g., N𝑎 = 3 in Fig. 6.1), each controlled 
by a control agent that has only a model of its own area. The interconnections between areas 
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are modeled using so-called inter-area variables. These variables, eg., 𝒗𝑖𝑗
′  is voltage 
magnitude at interconnection buses, connected to area i, of neighboring areas j which is 
expected by area i, and 𝒗𝑗𝑖  is voltage magnitude at these buses, but expected by its own area 
j; therefore, accordingly to physical base, 𝒗𝑖𝑗
′ = 𝒗𝑗𝑖  must be satisfied. 
Thus, (6.1a) can be expressed in form of each area as follows 
 'f ( , , , ) 0,     1,..., N , Nai i i ij ii j  zx u v  (6.2a) 
 min max
ii i
 u u u  (6.2b) 
 '
ij jiv v  (6.2c) 
where N𝑖 is the set of neighboring areas connected to area i. And xi, zi, ui denotes state 
variables, vector of parameters and control variables of area i, respectively. 
6.2.2 Optimal control problem formulation 
The purpose of an optimal reactive power dispatch is mainly to improve the voltage 
profile in the system and to minimize systems losses. In this study, losses minimization is 
considered as the objective function J, while voltage profile is kept at values between 0.9 p.u. 
and 1.1 p.u. The objective functions in (6.3a) are introduced in a linearized form through 
sensitivities that are yielded by linearization of the load flow equations around the nominal 
operating point as presented in Appendix. Changes of the control variables ∆𝒘𝑖(𝑘) at time-
instant k are achieved by minimizing the objective functions (6.3a) 
 
1
min J J
aN
i
i
  (6.3a) 
 
J ( )
loss
i
i i
i
P
k
  
   
  
w
w
 (6.3b) 
 
  ',
ij
T
TT
i i
  
   
w u v  with Nij  (6.3c) 
Constraints 
 '
ij jiv v  (6.3d) 
 min max( )
ii i
k    w w w  (6.3e) 
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 min max( 1)
ii i
k     v vv   (6.3f) 
 min max( 1)
ii i
k  v vv  (6.3g) 
 
( 1) ( ) ( )ii i i
i D
k k k
 
    
 
v
v v w
w
 (6.3h) 
where 𝝏𝑷𝒊
𝒍𝒐𝒔𝒔/𝝏𝒘𝒊 and 𝝏𝒗𝒊 /𝝏𝒘𝒊 that is loss sensitivities and voltage sensitivities of area i 
with respect to control variables of area i and inter-area variables connected to area i, 
respectively, is calculated as in Appendix.. 𝐯𝒊
𝒎𝒊𝒏 and 𝐯𝒊
𝒎𝒂𝒙 is minimum and maximum of 
acceptable voltages in area i, respectively. 
6.2.3 Proposed control algorithm 
To reach an optimal state, the systems probably need a large change of control variables 
from a current operating point, in an association with a certain control objective as in (6.3a). 
The association referring to sensitivities in this chapter is typically estimated with small 
change of control variables around their actual values. Therefore, any large changes results in 
unanticipated outcomes, most of them being degeneration of performance. It is thus necessary 
to impose constraints of such changes onto the control formulation as in (6.3a) and (6.3a), 
hence requiring multiple control circles to approach optimal state. As a result, the numerical 
process of the optimal reactive power dispatch should require the discrete control circles 
described below: 
 Step 1: Formulate (6.3a) with updated sensitivities 
 Step 2: Solve problem (6.3a) and use the results as based values for the next control 
circle. 
 Step 3: Check whether the real power loss in each area is significantly different from 
that of the previous control circle, equivalent to termination condition in (6.4) is 
satisfied. If so, repeat the process, otherwise stop. 
 J ( 1) J ( ) lossi i ik k    with 1,..., N
ai   (6.4) 
Importantly, it can be seen that the overall control problem (6.3a) is not separable into sub-
problems only using local variables of one agent i alone due to the interconnecting constraints 
(6.3a). Therefore, a distributed algorithm based multi-agent system is introduced and 
Chapter 6 Multi-agent system based solution of the optimal reactive power dispatch problem 
  84 
 
 
presented in the next section in order to achieve global optimum of the whole system by 
separately solving sub-problems. 
6.3 Multi-agent based approach 
6.3.1 Augmented Lagrange formulation 
In order to deal with the interconnecting constraints (6.3a), an augmented Lagrangian 
formulation of this problem can be formulated [89][90]. Using such an approach, the 
interconnecting constraints are removed from the constraint set and added to the objective 
function in the form of additional linear cost terms, based on Lagrange multipliers (𝜦 = 𝝀𝑖𝑗, 
with i=1,..,N𝑎 and 𝑗 ∈ N𝑖), and additional quadratic terms. The augmented Lagrange function 
used to replace (6.3a) is defined as 
 N
2
T ' '
2
1 N
c
L( ) J ( ) ( )
2
a
i
i ij ij ji ij ji
i j 
  
    
  
  v - v v - v   (6.5) 
with constraints being the ones in (6.3a) without (6.3a), and coefficient c is a positive scalar 
penalizing interconnecting constraint violations. 
Then (6.5) can be decomposed in the form of each sub-problem so that they can be tackled 
and solved independently with i=1,..,N𝑎 as 
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                      
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w v
v
v
v v
v v
 
 (6.6) 
 
where 𝒗𝑗𝑖.𝑝𝑟𝑒𝑣
′  and 𝒗𝑗𝑖.𝑝𝑟𝑒𝑣 are 𝒗𝑗𝑖
′  and 𝒗𝑗𝑖 , respectively computed at the previous iteration for 
the other agents. 
6.3.2 Implementation algorithm 
The implementation algorithm proposed in [94] is described in Fig. 6.2. Firstly, each agent in 
turn updates its sensitivities and then minimizes its problem (6.6) to determine its optimal 
local and inter-area variables, while the variables of the other agents stay fixed. After last 
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agent complete its optimization sub-problem, the inter-area variables in transmitted to Master 
agent where termination conditions such as agreement on the inter-area variables in (6.9) or 
maximum allowable number of iterations in (6.10) are checked. If the conditions are satisfied, 
the determined actions are implemented. Otherwise, updating the Lagrangian multipliers is 
performed following the strategy described by (6.7) and (6.8), and the whole process is then 
repeated in one new iteration. 
  
, 1 ,
'
, 1 , 1cij iter ij iter ij iter ji iter    v - v   (6.7) 
  
, 1 ,
'
, 1 , 1cji iter ji iter ji iter ij iter    v - v   (6.8) 
 '
, 1 , 1ij iter ji iter   
v
v - v  (6.9) 
 maxiter iter  (6.10) 
with , N
ai j   
Agent i solves its problem in (6)
Send the inter-area variables 
to its neighbouring areas
Nai 
End
1i 
1i i 
Update Lagrangian 
multipliers using (7)-(8)
1iter iter 
1iter 
Satisfy termination 
condition in (9) or 
(10)?
Send the inter-area 
variables to 
Master agent
Local 
agents
Master agent
Update sensitivities for calculating Ji in (6)
Send Lagrangian 
multipliers to 
local agents
Communication 
links
 
Fig. 6.2 Flow chart of implementation algorithm 
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Fig. 6.3 Modified IEEE 30-bus system 
6.4 Case studies and simulation results 
6.4.1 Case studies 
Firstly, it is worthy to mention that the proposed approach can be extended to any number of 
interconnected areas with an arbitrary number of interconnection-lines without conceptual 
modification to its structure.  
The proposed method has been implemented on a modified IEEE 30-bus system taken from 
[98]. The test system is partitioned into three areas as shown in Fig. 6.3 totally comprising of 
ten transformers equipped with tap-changers, each having two generators and several loads. 
Total number of interconnection lines is seven corresponding to fourteen inter-area variables. 
6.4.2 Simulation results 
It is noted that simulation results below are given with setting-up initial control parameters as 
presented in Table 6-1. For purpose of studying on impacts of these parameters on the overall 
control performance, they are divided into two groups: The one of general parameters 
referring to the control algorithm presented in the part II-C (considered as an outer-loop of 
overall control algorithm in this chapter), and another (considered as inner-loop) being 
relevant with multi-agent based approach in the part III-B. 
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Table 6-1 Setup parameters 
General parameters 
Parameters of multi-
agents system 
ε𝑖
𝑙𝑜𝑠𝑠 
(MW) 
|∆𝐯𝑖
𝑚𝑎𝑥| 
&|∆𝐯𝑖
𝑚𝑖𝑛| 
(p.u.) 
|∆𝒒𝑖
𝑚𝑎𝑥| 
&|∆𝒒𝑖
𝑚𝑖𝑛| 
(MVAR) 
|∆𝜶𝑖
𝑚𝑎𝑥| 
&|∆𝜶𝑖
𝑚𝑖𝑛| 
(p.u.) 
ε𝒗 
(p.u.) 
c 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 
0.01 0.03 0.02 0.002 0.0005 9.5 300 
6.4.2.1. Performance comparison between multi-agent based system versus single-
agent based system 
Table 6-2 Power loss convergence between the test system managed by multi-agents and 
single-agent 
Control 
circle 
No. 
Multi-agent Single-agent 
Area 1 
(MW) 
Area 2 
(MW) 
Area 3 
(MW) 
Total 
(MW) 
Total 
(MW) 
1 4.6341 1.6414 1.1029 7.3784 7.3784 
2 4.3574 1.6158 1.0899 7.0631 6.679 
3 4.1376 1.6066 1.0886 6.8327 6.2077 
4 3.7285 1.5814 1.0581 6.368 5.83 
5 3.4451 1.554 1.043 6.0421 5.5356 
6 3.2059 1.5366 1.0328 5.7754 5.3163 
7 3.0039 1.5293 1.0269 5.5601 5.1591 
8 2.8541 1.5345 1.0204 5.409 5.0318 
9 2.7493 1.5516 1.0136 5.3144 4.9593 
10 2.6798 1.5637 1.0101 5.2537 4.9148 
11 2.6479 1.5123 1.003 5.1633 4.8647 
12 2.6202 1.5035 1.0016 5.1253 4.8545 
13 2.5958 1.4718 1.008 5.0756 4.8055 
14 2.5787 1.441 1.0135 5.0332 4.7998 
15 2.5565 1.4132 1.0256 4.9953 
 
16 2.5408 1.3877 1.0342 4.9628 
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17 2.5308 1.3587 1.0492 4.9387 
 
18 2.5283 1.3439 1.0705 4.9427 
 
19 2.5126 1.3258 1.0853 4.9237 
 
 
It can be seen from Table 6-2 that the single-agent provides a better convergence value of the 
losses than that of multi-agent. This can likely stems from the fact that higher values 𝛆𝒗 of the 
agreement on inter-area variables in (6.9) are, worse performance in the losses is. Moreover, 
convergence speed of the single-agent is faster as well. 
In addition, the proposed control algorithm shows its capability in establishing cooperation 
between agents to achieve the global objective. This can be seen from Table 6-2 that from 
control circle 12, losses of area 3 present a trend in increase, in the meantime, those of other 
areas decrease and whole system decreases as a response. 
6.4.2.2. Impacts of general parameters on the proposed control scheme’s 
performance 
In order to study impacts of control parameters on the performance, each simulation 
experiment below is carried out with varying only one of the parameters while keeping the 
others unchanged. The parameters are set up at values presented in Table 6-1. 
Fig. 6.4 depicts loss convergence with different change limits selected of voltages. As can be 
seen following, the narrower limits provide a better convergence value but with slower 
convergence speed within initial control circles that is far from optimum operating state. The 
large limits often lead to fluctuation of convergence value, since the algorithm performance 
depends on sensitivities accuracy that is inversely proportional with the limits, thus higher 
risk of triggering the termination condition (6.9). 
Again, algorithm performance is adversely influenced by larger change magnitude of control 
variables as presented in Fig. 6.5 and Fig. 6.6. This is clear because sensitivities calculated 
are used for small change of control variables.  
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Fig. 6.4 Loss convergence with different change limits of voltages  
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Fig. 6.5 Loss convergence with different change limits of reactive power injection from 
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Fig. 6.6 Loss convergence with different change limits of tap movement 
 
Fig. 6.7 Loss convergence with different coefficient c 
6.4.2.3. Impacts of multi-agent parameters on the proposed control scheme’s 
performance 
From Fig. 6.7, it is likely that determining a correct value of the coefficient c in order to 
achieve the best of performance seems to be difficult. Moreover, it should be highlighted that 
the coefficient c has an intense association with the control algorithm’s performance. 
6.5 Conclusions 
The need of coordination and protecting sensitive data in large interconnected grids for 
reliable operation of power system incepted the idea of a Multi-agent based system. An 
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effective augmented Lagrange decomposition algorithm was implemented and analyzed, 
while considering loss minimization as its objective function. This approach not just protects 
the local data but also gives a fair strike to the conventional Single-agent based system as 
seen in the simulation results.  
On the other hand, improper selection of the general and multi-agents systems parameters 
degrades the performance as shown in control scheme’s performance plots. Selection of these 
parameters for now was based on trial and error but for future work, proper estimation of 
these parameters plays a vital role in the reduction of computational time and will also enrich 
the performance of the algorithm. In addition, further investigation is required to develop 
faster and robust algorithms, and minimizing communications overhead should be included in 
the objective function. 
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Chapter 7  
Conclusions 
 
Voltage breach was identified as a major challenge in accommodating large-scale RES 
integration into current power systems. Besides an expensive resort of power curtailment this 
dissertation has demonstrated that reactive power control should be the first concern due to its 
low-cost feature and its availability. In fact, along with conventional reactive power sources 
such as transformer tap-changer, capacitive compensation devices, etc., reactive power 
injection of RES based generators could also be a favorite possibility because of its fast 
response capability enabled by advance power electronics interface, even additional cost for 
this ancillary service imposed in future electricity market or already available in some 
countries nowadays. And it is demonstrated in this dissertation to be effective in mitigating 
voltage violation over the power system at medium voltage levels where reactive power is in 
a strong conjunction with voltage due to high ratio of X/R of connection lines. 
Intermittent nature of RES integrated into power systems results in voltage fluctuation 
and various power flows. Tracking optimal or near-to-optimal operating points in real-time 
was demonstrated in this thesis to be possible with assumption that measurements at all buses 
or several properly selected buses are available and accurate enough. Especially, if tap-
changers or shunt reactors, etc., belonging to group of integer or binary variables, are 
considered as one of the control variables, intensively their movements negatively affecting 
their lifetime have to be taken into account in system operation and control. Predictive 
control that determines control variables at current time instant based on available 
measurements and prediction of generation and load demand at succeeding time steps was 
referred as the most effective approach to avoid unnecessary movements. 
Grid codes in several countries pointed that wind farms connected into grids must share 
duty in stabilizing power systems, and this rule is also on the way to be imposed on 
distribution systems where high ratio of RES penetration is embedded. In domain of voltage 
and reactive power control, PI controller installed at connection point of distribution systems 
to regulate voltage value requested by operators of external power systems could provide 
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many benefits such as continuous and smooth regulation behavior, no need of additional 
computation units, ease for optimization algorithm adaption. However, interaction of the PI 
controllers with the other controllers in power systems has to be studied to ensure that power 
systems are stable during faults or severe disturbances. 
Voltage and reactive power control may be categorized into three groups of architectures, 
local, distributed/decentralized, and hierarchical/centralized. Each can be translated into 
different benefits in either operation or economic viewpoint. The local is a kind of 
architecture in which each control unit uses only local information to achieve its own 
objectives without cooperation with the other units in system, hence requiring no 
communication, whereby global objectives of entire system are hardly achieved. This is why 
the local is architecture of low-efficient that refers to poor-capability of achieving global 
objectives and ensuring proper operation of the systems. In contrary to the local, the 
hierarchical/centralized is a high-efficient architecture that is able to overcome most 
challenges in operation, especially achieving global control objectives while operation 
constraints satisfied. Nevertheless, this architecture confronts a lot of challenges due to its 
strong dependence on information systems and nature of data concentration such cyber-
attacks, processing massive data, time delay caused transferring control signals and data, etc. 
Furthermore, this architecture is vulnerable to single-point failure. Communication links 
between grid devices and hosted software are vulnerable to disruption. Centralized controllers 
can also malfunction and prevent proper operation of a critical grid application. On the other 
hand, to mitigate large amount of data transmitted to central controllers while maintaining 
observability of the controllers, pseudo-measurements that augment the available real-time 
measurements are calculated using short-term forecasts or historical data are also often 
adopted. Since pseudo-measurements are much less accurate than the real-time 
measurements, performance of the centralized controller decreases as a response. In this 
context, a question is raised, whether operation constraints are satisfied by using such 
measurements. This thesis introduced a centralized controller inspired from model predictive 
control approach using pseudo-measurements to determine control actions which is capable 
of driving the system operation close to optimal operating point as fast as possible without 
violation on operation conditions, irrespective of model inaccuracies or subjected to the 
delays of control actions. With a group of distributed/decentralized control units or a set of 
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control units, often named agents, installed in the power system use embedded controls to 
monitor local conditions. They also communicate with other agents to get data on system 
conditions at other nearby agents. These local controls analyze all this data in real time and 
can quickly make decisions. Another prominent feature of this architecture is its ability of 
preventing sensitive data exposition of each control area while interacting with the other 
areas. 
It is likely that computational intelligence and artificial intelligence play a very important 
role in solving new challenges posed by wide-range integration of renewable energy sources. 
In fact, the power systems nowadays are often equipped with a lot of control devices with 
continuous and discrete behavior in order to stabilize the systems and to satisfy ambition of 
maximizing operation benefits. However, to do so, it is required that these control devices 
must be properly coordinated, which is very hard to achieve due to its nature of falling into 
problems of mixed integer nonlinear optimization. To deal with such problems, heuristic 
optimization algorithms have been demonstrated to be effective, although several drawbacks 
exist. To alleviate the drawbacks, the MVMO, a mature heuristic optimization tool, is 
enhanced in the thesis with new features to exploit the asymmetrical properties of the 
algorithm’s mapping function so that it can find the optimum more quickly with minimum 
risk of premature convergence. With possessing similar importance as of computation 
intelligence, artificial intelligence has been utilized in various applications in power systems, 
particularly in this thesis it presented its learning ability to augment observability of the 
controllers in which available measurements are restricted. 
The measurement based approach’s capability of adapting to changes in system operating 
point and topology without any knowledge on system parameters has been demonstrated. The 
approach acquires time series data in an estimation window that is then processed to form 
sufficient number of equations so that solutions, being sensitivity coefficients in this 
dissertation, of these equations are viable. Since control actions are calculated from the 
sensitivity coefficients that are computed based on only measurements, any topology changes 
do not affect performance of the controllers. However, the approach requires all buses in 
power systems to have PMUs installed and measurements of all PMUs have to be transmitted 
to a centralized controller where sensitivity coefficients are estimated. Consequently, besides 
Chapter 7 Conclusions  96 
 
 
relying on quality of PMUs the approach is also subjected to cohesive drawbacks of 
centralized controllers as aforementioned. 
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Appendix A 
A.1 PDF of the input variables 
A.1.1 PDF of nodal load demand 
The nodal load demand is modeled by using a GMM with three mixture components. The 
mixture weights, parameters of 1
st
, 2
rd
 and 3
th
 mixture components are given in Table A-1, 
Table A-2, Table A-3 and Table A-4, respectively. 
Table A-1 Mixture weights of nodal demand GMM 
 Component 1 Component 2 Component 3 
Mixture weights 0.193 0.57 0.237 
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Table A-2 Parameters of 1
st
 mixture component 
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Table A-3 Parameters of 2
rd
 mixture component 
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Table A-4 Parameters of 3
th
 mixture component 
 
 
A.1.2 PDF of variation of WG production 
Wind speed variation is modeled by using the GMM with parameters given in Table A-5. 
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Table A-5 Parameters of the wind speed variation GMM components 
 GMM Components 
Component 1 Component 2 Component 3 
Weight 
Mean (m/s) 
Variance 
0.3858 
4.1237 
1.7153 
0.5472 
8.7288 
2.8351 
0.0670 
12.7835 
3.7741 
The operation status of WGs is expressed mathematically in (3.8). To compute PF and PO, 
the reference values of WG component failure rates, obtained from [48], and summarized in 
Table A-6, are used. Firstly, ETF is the sum of last column in Table A-6. Then, ETO is result of 
total hours per year (8760 hours) minus the expected time in failure state ETF. Finally, 
probabilities for WG operation status are presented in Table A-7. 
Table A-6 Outage time period of the sub-assemblies per WG 
Component 
The number of 
failures 
Typical downtime 
per failure (hour) 
Total hours out 
per year 
Electrical 0.551 36 19.84 
Control unit 0.371 43.2 16.03 
Sensors 0.28 38.4 10.75 
Hydraulics 0.27 31.2 8.42 
Yaw system 0.25 60 15 
Brakes 0.2 72 14.4 
Gearbox 0.13 151.2 19.66 
Generator 0.13 139.2 18.10 
Structure 0.12 96 11.52 
Drive train 0.1 144 14.4 
 
Table A-7 WG outage data 
ETO (h) ETF (h) PO PF 
8611.88 148.12 0.983 0.017 
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A.2 Necessary data for control methods 
A.2.1 Constant PF control method 
Table A-8 PF angles for test cases 
 Capacitive PF Unity PF Inductive PF 
ref
  arcos(0.95) arcos(1.0) -1x arcos(0.95) 
A.2.2 Voltage droop control method 
A pre-specified voltage tolerance characteristic (e.g. around the rated voltage, 20 kV) has 
been set in this chapter within ±5% considering a WG reactive power rating of ±0.33 p.u. 
Recalling that the distribution network has four identical feeders, so Qmax, Qmin in Table A-9 
constitute the reactive power capacity of WGs of all four feeders at each corresponding bus 
(e.g. bus 5 or bus 9).  For load flow calculation, the buses with WGs, are considered as PQ 
buses. However, unlike typical treatment of PQ buses in load flow calculation, reactive power 
injection at these buses is managed by droop control, which depends on the voltage 
magnitude at these buses and peforms based on a predefined QV characteristic. In view of 
this, the voltage of PQ buses is updated at each iteration of the load flow calculation by 
accounting the QV characteristic. 
Table A-9 Limits of voltage droop control method and direct control method 
Scenario Vmax (kV) Vmin (kV) Qmax (MVar) Qmin (MVar) 
A 
21 19 
2.64 -2.64  
B 5.28 -5.28 
 
A.2.3 Direct voltage control method 
The voltage reference input 
ref_WG
V is set at 1.0 p.u in this study. Buses with direct voltage 
control are modeled as PV buses in the load flow analysis. As long as the WG is able to 
supply the required reactive power the voltage deviation is zero at these points. However, 
when the reactive power demand exceeds the limits, as presented in Table A-9, the load flow 
algorithm changes to PQ node, resulting in non-zero voltage difference. The PI control shown 
in Fig. 3.4 has the function of preventing interference of slow control in fast control scheme 
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of the WG. Thus, for design purposes, the proportional gain of the PI control can be 
considered relatively small and the integral time constant can be set within 10–20s. 
A.2.4 Coordinated control method 
Table A-10 Limits of the coordinated control method 
Scenario Vmax 
(kV) 
Vmin 
(kV) 
Qmax 
(MVar) 
Qmin (MVar) 
max
OLTCtap  
min
OLTCtap  
A 
21  19 
2.64 -2.64 13 -13 
B 5.28 -5.28  13 -13 
 
Table A-11 Parameters settings of MVMO technique 
Number of iterations 200 
N best populations 5 
Factor fs 1.0 
di 1 
Δd 1.5 
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Appendix B 
 
In this Appendix, calculation of necessary sensitivities is introduced. As aforementioned, 
the sensitivities of the losses with respects to control variables are the main task to be 
estimated. They are decomposed into two layers of other sensitivities in this chapter as shown 
in (B-1). The first is sensitivities of the losses with respects to voltages whose sensitivities 
with respect to control variables are the second layer. Note that formulations below are used 
to calculate sensitivities for an area based on only its system data. The other areas are the 
same. 
 loss loss
i i i
i i i
P P  

  
v
w v w
 (B-1) 
► Calculation of the first layer  𝜕𝑃𝑖
𝑙𝑜𝑠𝑠/𝜕𝒗𝑖: 
The objective is to minimize real power losses during the operation and control of a 
network. The real power loss 𝑃𝑖
𝑙𝑜𝑠𝑠  of area i is presented by 
 brN
2 2
1
G [ 2 cos( )]lossi k h l h l h l
k
P v v v v  

     (B-2) 
where G𝑘 is the conductance of line k which is connected between buses h and l in area i, and 
N𝑏𝑟 is the number of branches of area i. In (B-2) the losses are represented by a nonlinear 
function of the bus voltages phase angles. 
Then, the losses function is linearized as follows: 
 
G [2 2 cos( )]
loss
k h l h l
h
P
v v
v
 

  

 (B-3) 
 
G [2 2 cos( )]
loss
k l h h l
l
P
v v
v
 

  

 (B-4) 
For every transmission line, the partial derivatives of 𝑃𝑖
𝑙𝑜𝑠𝑠 with respect to the voltages at 
buses h and l are calculated. Partial derivatives pertaining to a certain bus are summed to 
form the power loss sensitivities with respect to all bus voltages in the system. 
► Calculation of the second layer 𝜕𝒗𝑖 /𝜕𝒘𝑖: Vector of the control variables 𝒘𝑖 is 
combination of three different vectors of following variables: the inter-area variable 𝒗𝑖𝑗
′ , 
reactive power injection of generators 𝒒𝑔,𝑖 and tap ratio 𝜶𝑡𝑎𝑝,𝑖. Therefore, sensitivities of the 
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second layer were calculated by computing three sensitivities such as 𝜕𝒗𝑖 /𝜕𝒗𝑖𝑗
′ , 𝜕𝒗𝑖 /𝜕𝒒𝑔,𝑖 
and 𝜕𝒗𝑖 /𝜕𝜶𝑡𝑎𝑝,𝑖.  
+ It is clear that 𝜕𝒗𝑖 /𝜕𝒗𝑖𝑗
′  is an unity vector and 𝜕𝒗𝑖 /𝜕𝒒𝑔,𝑖 is inversion of Jacobian 
matrix calculate below: 
Reactive power injection at bus k 
 busN
1
(G sin B cos )k k km m km km m km
m
q v v v 

   (B-5) 
      
Jacobian matrix is partly structured from partial derivatives of the reactive power 
injections as: 
 
(G sin B cos )kkm k km km km km
m
q
J v
v
 

  

 (B-6) 
 
busN
1,
2 (G sin B cos )
       (G sin B cos )
k
kk k kk kk kk kk
k
m km km km km
m m k
q
J v
v
v
 
 
 

  

 
 (B-7) 
    
+ In this chapter, changing the tap ratio of the transformer is equivalent to the injection of 
two reactive power increments into buses which are connected to the transformer terminals. 
Thus the sensitivities 𝒗𝑖 /𝜕𝜶𝑡𝑎𝑝,𝑖 are equivalent to two layers of sensitivities below: 
 
,
, , ,
tap ii i
tap i tap i tap i
 

  
qv v
q 
 (B-8) 
The sensitivities 𝜕𝒗𝑖 /𝜕𝒒𝑡𝑎𝑝,𝑖 is essentially a sub-matrix of the known 𝒗𝑖 /𝜕𝒒𝑔,𝑖. While 
𝜕𝒗𝑖 /𝜕𝜶𝑡𝑎𝑝,𝑖 is calculated as follows: 
h l1: ily
h lhly
hs ls
2( ) hly 
thq
(1 ) hly
tlq
 
Fig. B-1 Model of tap changing transformer and its equivalent 𝜋 circuit for the branch 
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Transformer tap changing is more difficult to model since two buses are directly involved 
in the tap changing process. Let us consider a transformer connecting buses h and l with tap 
𝛼, as shown in Fig. B-1. This branch can be represented by an equivalent 𝜋 circuit.  
The admittance of the branch is: 
 
hl hl hly g jb   (B-9) 
From Fig. B-1, the complex power injection to bus h is 
 ** 2( )h h h h h h h hls p jq v i v v y         (B-10) 
where 
*
 indicates the complex conjugate of the variable. So, 
 2 2 2 2( ) ( )h h hl h hls v g jv b        (B-11) 
Similarly, the complex power injection to bus l is represented as 
 2 2(1 ) (1 )l l hl l hls v g jv b      (B-12) 
From (B-11) and (B-12), the equations for 𝑞ℎ and 𝑞𝑙 are 
 2 2( )h h hlq v b     (B-13) 
 2(1 )l l hlq v b    (B-14) 
If ∆𝑞ℎ is the increment of 𝑞ℎ with respect to voltage and tap position changes, then 
 
h h
h h
h
q q
q v
v


 
    
 
 (B-15) 
However, for the power flow in Fig. B-1, we have 
 
th hq q    (B-16) 
So, differentiating (B-13) with respect to 𝑣ℎ and 𝛼, we have 
 2 22 ( ) (2 1)th hl h h hl hq b v v b v           (B-17) 
Similarly, differentiating (B-14) with respect to 𝑉𝑙 and 𝛼, we have 
 22 (1 )tl hl l l hl lq b v v b v        (B-18) 
Moreover, equation (B-17) can be rewritten as follows 
 2 22 ( 1) ( 1)th hl h h hl h hl hq b v v b v b v               (B-19) 
 
Since the value of 𝛼 is close to unity, and ∆𝑣ℎ and ∆𝛼 are small, therefore 
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 2th
hl h
q
b v 




 (B-20) 
Similarly, from equation (B-18),  
 2tl
hl l
q
b v


 

 (B-21) 
 
