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We continue the study of multiplicative designs concentrating primarily on 
uniform, normal designs with two replications. A structure result and con- 
sequent finiteness theorem is obtained and certain classes are related to sym- 
metric block designs, supplementary difference sets, and three eigenvalue graphs. 
1. INTRODUCTION 
A multiplicative design [4, 5, 10, 121 is a family of IZ subsets of an n set 
whose (0, 1) incidence matrix A satisfies 
AtA = D + aat, (1.1) 
where a: = (a1 ,..., OI,)~ is a real vector with positive entries and D = 
diag(k, - a12,..., k, - (Y,~), ki being thejth column sum of A. These designs 
introduced by Ryser [12] are direct generalizations of h-designs [lo, 11, 171 
where (Y~ = Ns for all i and (u, k, h) configurations [13] where also D is 
scalar. Such a design is called normal if some incidence matrix is normal, 
reducible if some incidence matrix is reducible, and uniform if D is a scalar 
matrix. We have previously determined all reducible multiplicative designs 
and found all nonuniform normal designs modulo certain symmetric designs 
[4]. We are concerned here mainly with uniform normal designs so that (1.1) 
becomes 
AtA = AAt = dI + ac?. (1.2) 
Here the number of block sizes, the number of replications and the number 
of distinct components in (Y are, of course, the same as ki = rd = d + ai2. 
After some preliminaries we concentrate in Section 2 on the case of two block 
sizes relating this to the dimension of a certain A-invariant subspace which 
in turn provides a rather strong structure statement-Theorem 2.2-about 
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these 2-class uniform normal designs. From this we are able to see that for a 
given pair of distinct numbers 01~ and a:2 there are only finitely many 2-class 
designs with cyl and 01~ as the distinct components of cy. (This result for 
01~ = 01~ > 1 is an intriguing conjecture for symmetric block designs.) 
We exhibit all feasible parameter sets with CQ < CQ < 5 and in Section 3 
construct several of these designs. Curiously for these designs with 01~ # c+ 
the order d (1.2) must be a square so that rational congruence provides no 
exclusions. Some of our constructions utilize 2-supplementary difference sets 
[15, 161 and were found by computer search. Most of the remaining designs 
we have been able to construct are related to symmetric designs with appro- 
priate substructure. In fact, an interesting by-product in this study is the 
suggestion of the existence of certain (0, k, A)-designs with appropriate 
tactical decompositions. 
In Section 4 multiplicative graphs are discussed and shown to be equivalent 
to a certain family of three eigenvalue graphs. 
Throughout the paper Z will denote the identity matrix, J the matrix of 
ones, and 0 the zero matrix with subscripts denoting sizes where necessary. 
If G is a graph by the cone over G we mean the graph obtained from G by 
adjoining a vertex and joining it to all the vertices of G. We use A(G) for the 
adjacency matrix of G and say generally that a matirx B carries a graph or 
design if it is the adjacency or incidence matrix of same. 
2. THE NORMAL, UNIFORM CASE 
We consider now those multiplicative designs which are both normal and 
uniform. Here the incidence matrix, A, satisfies 
AAt = AtA = dZ + wt. (2.1) 
For an arbitrary multiplicative design it is not difficult to see that the com- 
ponents of OL must lie in a quadratic extension of the rational field, in fact, 
0~~ = sim1/2, where m is a square free integer (1 < i < n). In the uniform 
case we may conclude that each aiz is an integer whence so is d. In the uniform 
normal case we have, in addition to (2.1), with 
p = (d + (Y . 01)lj2 (2.2) 
that 
Acx = Ah = PLY. (2.3) 
Further putting 
Al = At1 = R, (2.4) 
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we have 
AR = AtR = dl + (a . 1)a (2.5) 
from (2.1) by multiplying by 1. Now the form of the (Y~ and (2.3) will force p 
to be rational and so an integer. (This need not be the case for nonnormal 
uniforms.) Summing coordinates in (2.3) gives the relation 
R . a: = ,401 . 1). (2.6) 
We have, of course, 
R = dl + (a12,..., CX,‘)~ (2.7) 
and taking inner products here with the vector 01 and using (2.6) we find 
(2.8) 
This last relation (2.8) is the fundamental parameter relation for multiplicative 
designs found by Ryser [I23 specialized to the normal, uniform case. 
Now (2.3), (2.4), and (2.5) show that 
W = (1, R, a), cw 
the span of (1, R, a) is A-jnvarjant. In fact if B2 = d one easily checks that 
LX.1 
x,=Ri-81SBlya (2.10) 
satisfies 
AX, = ex, . (2.11) 
Finally multiply (2.7) by A and use (2.5) for the term AR to obtain 
R=l+y ; (Y - - A(a12,..., ~y,*)~. (2.12) 
Now easily the space W of (2.9) is one dimensional if and only if A carries 
a symmetric block design, The two-dimensional case has the following 
characterization. 
LEMMA 2.1. Let A carry a uniform normal multiplicative design. Then 
with Was in (2.9) the following are equivalent: 
(i) The ai take two values, 
(ii) A has two row sums, 
(iii) dim W = 2. 
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Proof. The equivalence of (i) and (ii) is clear from (2.7) and 01~ > 0. 
Also (i) implies the dependence of the vectors 1, (Y, and (a12,..., OL,~)~ so that 
(2.7) gives a dependency on R, 01, and 1 and dim W = 2. Conversely if 
dim W = 2, R E (1, a> and (2.7) gives a quadratic equation which each ai 
must satisfy. 
We confine our attention to the case dim W = 2 referring to the design 
as a 2-class normal uniform design of order d. In this case we have from 
(2.10) that LX, Xd~,2 and X-.-d~/2 all lie in W. But as these vectors lie in different 
eigenspaces of A and so are independent we must conclude that one of them 
is zero. Let us define u by o2 = d and X, = 0 so that u is an eigenvalue of 
A and from (2.7), (2.10): 
R = 01 + 2 (Y = dl + (a12,..., N,~)~. 
U-tP 
(2.13) 
We relabel so that 
a = (011 )...) 011 3 012 ,..*, a2Y, 
where there are e occurrences of 01~ and f = n - e occurrences of 01~ . Then 
of course, R takes the similar form 
R = (rl ,..,, rl , r2 ,..., r2)t (2.14) 
and W becomes 
w  = ((l)..., I, 0 )...) o)t, (0 ,...) 0, 1,. .., l)t), (2.15) 
where these vectors have e and ,f ones, respectively. We collect our con- 
clusions in: 
THEOREM 2.2. Let D be a 2-class normal un$orm design of order d carried 
by the matrix A with parameters (01~ , a2 , a, p, r, , r2 , e, f) as above. Then 
(1) p is an integer and an eigenvalue of A, 
(2) The order d, must be an integral square. 
(3) The following relations must hold among the parameters: 
0) (tL+u-e)a,=(f-p---)012, 
(ii) a1012 = d - u, 
(iii) edrl - pL) = fa2(p - r2), 
(iv> P = d + (ea13 + fa23)/(ea, + fa,), 
(v) p2 = d + eq2 + fa22. 
(2.16) 
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(4) The carrying matrix A has the form 
(2.17) 
where A,, is e x e, A,, is f x ji and each Aii is a l-design with row sums rij 
and column sums ki, determined by 
(i> rll + r12 = rl , Tel + rz2 = r2 , 
(ii) rllal + r12a2 = pal y 
(iii) rll + rz2 = p + 0, 
(2.18) 
(iv) k12 = r21 , k21 = r12 , 
(5) IfaI<o12thend+a(,2<~<d+~22. 
Proof. Condition (1) was established in the Introduction and the remarks 
following (2.5). Condition (2) will follow from (2.16ii) as this makes o = 
&d1/2 an integer. We obtain (3i) and (3ii) from the quadratic implicit in (2.13). 
Condition (3iii) is (2.6) and (3iv) is (2.8). Condition (3~) is just the definition 
of CL. Condition (4) is the invariance of the space W and the relations (2.18) 
are mostly counting. Note that (2.18ii) comes from Aa: = per and (2. ISiii) 
is most easily seen as the trace equation for A restricted to W where the 
eigenvalues are p and G. Finally (5) is the standard bound for the spectral 
radius where equality must be strict if R is not a constant vector. This may 
also be seen as a direct consequence of (3iii). 
COROLLARY 2.3. Given 01~ > a1 > 0 there are only finitely many 2-class 
uniform normal designs with 01~ and 01~ as the components of (Y. 
Proof. (2.16ii) since u2 = d gives at most two u values from a fixed pair 
al, a2 * Then (5) gives for each corresponding d a finite number of possible 
values of II. Now (2.16i) and (2.16~) provide a rank 2 linear system for e andf 
if till f a2 . Since e + f = n the result is clear. 
The relations given in Theorem 2.2 are not independent. The vector LY, i.e., 
%r ff2, e, and f will, for example, determine all remaining parameters. 
Likewise a1 , a2 , p, and u are sufficient. We record for reference the formulas 
e = (u + d(u2 + f322 - r-l) 
%(a2 - 4 ' 
f= (0 + PXP - u2 - al21 
a2(9 - 4 ' 
(2.19) 
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TABLE I 
Basically feasible parameter sets for 2-class normal uniform designs with 01~ < 01~ < 5 
No. a1 
la 1 
2" 1 
3" 1 
4" 1 
5” 2 
6 2 
7” 2 
8” 3112 
9 3w 
10” 3'P 
11’ 3v 
12” 31/z 
13" 3112 
14" 3112 
15 3 
16 3 
17 3 
18 2w 
19” p/z 
20" 21/” 
21" 2112 
22 2(2)'/2 
23 2(2)'/' 
24 2(2)'/2 
25" 2(2)'/2 
26 2(2)1/Z 
27 fjW 
28 6W 
29 fjW 
30 fjV 
31 Q/e 
32 @I2 
33 4 
34 4 
% 0 
2 2 
2 2 
2 -1 
2 -1 
3 3 
3 3 
3 -2 
2(3)lj2 3 
2(3)'lz 3 
2(3)'ie -2 
2(3)'/* -2 
2(3)1'2 -2 
2(3)112 -2 
2(3)*'" -2 
4 4 
4 -3 
4 -3 
3(2)"2 3 
3(2)'12 3 
3(2)112 -2 
3(2)'12 -2 
3(2)'/" 4 
3(2)1'2 4 
3(2)1'2 4 
3(2)"* -3 
3(2)1'2 -3 
2(6)'ie 4 
2(6)"5 4 
2(6)"% 4 
2(6)"" 4 
2(6)'/* -3 
2(6)'je -3 
5 5 
5 -4 
- 
F rl rz e 
6 5 8 16 4 4 4 
7 5 8 9 9 3 6 
3 2 5 4 1 1 1 
4 2 5 3 3 0 3 
15 13 18 27 12 9 9 
16 13 18 19 19 7 12 
11 8 13 9 9 2 7 
15 12 21 36 9 9 9 
18 12 21 21 21 6 15 
8 7 16 16 1 6 0 
10 7 16 16 4 4 4 
11 7 16 15 6 3 6 
13 7 16 I1 11 1 10 
14 7 16 8 14 0 12 
29 25 32 33 33 13 20 
19 18 25 32 4 15 1 
22 18 25 19 19 6 13 
21 11 27 36 20 6 18 
23 11 21 26 26 5 21 
8 6 22 21 1 5 1 
18 6 22 16 16 0 16 
26 24 34 60 10 20 10 
30 24 34 34 34 12 22 
32 24 34 18 48 8 28 
21 17 27 21 12 9 9 
23 17 27 20 20 5 15 
28 22 40 64 16 16 16 
32 22 40 48 30 12 24 
34 22 40 38 38 10 28 
38 22 40 14 56 6 36 
21 1.5 33 36 9 9 9 
27 15 33 24 24 3 21 
46 41 50 51 51 21 30 
31 32 41 33 33 12 21 
f rll rs2 
a These designs are constructed in this paper. 
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Table I lists the 34 feasible parameter sets for 2-class normal uniform designs 
with 01~ < CQ < 5. In addition to the previously discussed relations we have 
imposed the basic feasibility requirements 0 < rii , r,, < e, rp2 <f. 
3. CONSTRUCTIONS AND RELATED STRUCTURES 
In this section we give some general constructions for 2-class designs, 
produce several of the possibilities appearing in Table I and indicate some 
connections among uniform multiplicative designs, three eigenvalue graphs, 
and generalized difference sets. 
We begin with the observation that whenever o(~ ,01~ , and CT are compatible, 
i.e., ~i~~i~ = u2 - 0 (2.16ii) there is always at least one p which provides a 
basically feasible parameter set: 
e=f=p+a, 
rii = U + oli2 (i = I, 2), 
r,, = r21 = ala2 . 
(3.1) 
We denote the family of designs with parameters (3.1) and o > 0 by 
T+(% 3 a2) and the corresponding family with u < 0 by C(LX~ , CX~). The 
parameters (3.1) are characterized by the condition e = f (equicardinal 
classes), There is a basic relation between the I’+ and I? families. 
THEOREM 3.1. If m 3 2 is a natural number the families r,.(m - 1, m) 
and C(m, m + 1) coexist. 
Proof. 
if and only if 
AA::) E r_(m, m + 1) 
B = ( A J-l;,, An J-A,, 1 Er+(m - 1,m) 
as is easily checked by direct computation. 
Theorem 3.1 pairs, for example design numbers 2 and 7, 6 and 17, and 15 
and 34 in Table I. 
Suppose now that 0~~ , a2 , and u give a feasible parameter set and for the 
corresponding e we have commuting normal e x e (0, I)-matrices A and B 
satisfying AAt + BBt = 021+ q2J and BJ = or,a?J. Then 
( A B Bt J-AA’ 1 (3.2) 
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belongs to r*(a, ) 01~). This observation provides some further families of 
examples. 
Remark 3.2. There exists a symmetric block design with parameters 
(P(h + 2), X(X + l), h) if and only if R(M, X1i2(h + 1)) # pi. Here taken 
A = 0 and B the incidence matrix of the SBD in the above discussion. We 
obtain numbers 4 and 21 of Table I from the (3,2, l)- and (16, 6, 2)-designs, 
for example. 
A natural choice in using (3.2) would be e x e circulants for A and B. 
This amounts to finding an appropriate 2-supplementary difference set [ 15,161 
Specifically we need two sets of residues modulo e so that every nonzero 
residue appears 01~~ times among the differences within S and T together. 
While supplementary difference sets have been constructed and used in 
connection with Hadamard matrices most do not have the parameters 
required to give a 2-class multiplicative design. We do have some examples 
of suitable sets however. 
Remark 3.3. The following 2-supplementary difference sets give the 
indicated designs from Table I: 
(a) (2, 7}, (0, 1,2, 3,4, 6) mod 9, design number 7, 
(b) m , (1,2} mod 3, design number 4, 
(c) {0}, (0, 1, 3, 4, 5, 9} mod 11, design number 13, 
(d) (0, 1, 2, 5, 8, 15}, (0, 2, 8, 12, 17) mod 26, design number 19. 
Note that (a) above provides a solution of number 2 as well via Theorem 3.1 
That design number 6 does not have a difference set solution has been 
determined by computer search. 
Designs numbered 1, 5, 11, and 25 have solutions as given in [4] con- 
structed from the symmetric designs (21, 5, l), (40, 13, 4) and their com- 
plements by fixing a point block pair ( p. , Bo) and replacing all the blocks, B, 
containing p,, by B + B, (symmetric difference) and deleting p,, and B, . 
Numbers 8, 12, and 22 may be obtained from the following construction. 
Let 
(3.2) 
be a tactical decomposition of a (u, k, h)-design where AijJ = r,J and A,, 
is e x e, A,,A:, = aJ with 
Then 
h(A + e - 2r,,) = (r21 + X - 2~2)~. (3.3) 
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is a 2-class uniform normal multiplicative design. Choosing A a (21, 16, 12)- 
design where A,, is a 6 x 6 J matrix arising from an oval in the comple- 
mentary plane of order 4 gives rII = 12, rzl = 10, e = 15, a = 8 and (3.3) 
is met. The resulting A^ provides a solution to number 12. 
From [I] there exists a (45, 12,3)-design in the form (3.2) where A,, is a 
9 x 9 zero matrix. The above construction yields design number 8. 
Design number 22 will exist if and only if a (70, 24, 8) SBD can be found 
with a decomposition (3.2) with A,, = 0 of size 10 x 10. This possibility is 
unknown to us. 
Of course the table entries with e orfequal to 1 indicate simple borderings. 
Numbers 3, 10, and 20 are of this type and easily constructed. 
Finally we exhibit a solution to number 14. Let P be an incidence matrix 
for the projective plane of order 2 and put 
where X = J - I of order 7. Note that A represents a graph with eigenvalues 
p = 14, 2 with multiplicity 7 and -2 with multiplicity 14. This is easily 
recognizable as one of the exceptional graphs with least eigenvalue -2 
associated with the root system E, [6]. We now discuss those multiplicative 
designs which are also graphs. 
4. REMARKS ON MULTIPLICATIVE GRAP& 
The incidence matrix A of a multiplicative design may be the adjacency 
matrix of an ordinary graph (A = At, trace A = 0). From [4, Theorem 4.31 
the design will be uniform or a cone over a (a, k, A)-graph (i.e., obtained by 
adjoining a vertex connected to all the vertices of the (0, k, A)-graph). Hence, 
we assume that A is uniform and we have 
A2 = dl+ 0li9 (4.1) 
and refer to A as a multiplicative graph. This is, of course, a direct general- 
ization of the (v, k, A)-graph notion [2, 31 and some of the following remarks 
will be seen to generalize observations about such graphs. From (4.1) we have 
that the underlying graph is connected with minimum polynomial 
(X - ,u)(Xz - d> (neglecting the complete graph). Easily d must be a square 
by the usual trace consideration. Tn our previous notation this says D is an 
integer, d = ~2. The eigenvalues of A are then ,u > u > -0 taking (r > 0. 
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Conversely if G is a connected graph with three distinct eigenvalues 
y > x > -x we may conclude as, e.g., in [8] with A = A(G) that 
(A - xl)@ + xl) is a rank 1 symmetric matrix with column space generated 
by the Perron-Frobenius positive eigenvector corresponding to y. Thus 
A2 = x21 + MY! and A carries a uniform multiplicative design. We have 
then 
THEOREM 4.1. Let A be the adjacency matrix of an ordinary connected 
graph, G. G is a multiplicative graph if and only if A has three distinct eigen- 
values tb, (3, --(T with p > 0 > -CT. 
Note that if A has three eigenvalues y, x, -x with x > y easily y = 0 and 
G is complete bipartite [7]. 
Remark 4.2. There is another obvious connection between three eigen- 
value graphs and multiplicative designs. Suppose G is a graph with three 
eigenvalues y, x, -x - 2. With A = A(G) + Z we see A has eigenvalues 
y + 1, x + 1, -(x + 1) and the above reasoning shows A will carry a 
uniform multiplicative design. 
Let G be a multiplicative graph on v vertices with spectrum p(l), atrn), 
(-O)("-l-m) indicating multiplicities in the superscripts. From the trace 
equation we have 
p = a(v - 2m - 1). (4.2) 
Since A3 = dA + ZM& has even diagonal entries we must have p(wi2 even 
for each i. Further as trace A3 = 0 (mod 3), we must have Z&=1 cQ) = 0 
(mod 6). 
In addition to design number 14 in the previous section from 
[4, Theorem 4.31 it follows that the cone over a (X3 + 2X2, A2 + A, A)-graph 
is multiplicative. The parameters will be 
v =h3+2P+ 1, 
u = A, 
p = A@ + 21, 
CQ = h(h + 1y2, 
CQ = (A + 1)1/Z (i > l), 
m = &I2 - l)(h + 2). 
(4.3) 
These graphs exist for X a prime power [l]. There are, however, multi- 
plicative graphs which are cones not of this type as we shall see. 
Let G be a multiplicative graph which is the cone over a graph H. Let 
B = A(H) and note it is easy to see that if H is regular it is a (A3 + 2X2, 
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h2 + h, h)-graph. If now B has at least two distinct line sums k, and k3, 
say, then k, = (Y~(Y~ and k3 = CX~(Y~. But kz + 1 = u2 + a22 and k3 + 1 = 
o2 + aS2. All of which yield, since 01~ # ayg , that a1 = a2 + (1/a and H has 
precisely two valences. We then see 
THEOREM 4.2. Let A carry a multiplicative graph G which is the cone over 
a graph H. Then either: 
(i) H is a (X3 + 2X2, A2 + X, A)-graph or, 
(ii) for a suitable ordering of the vertices of G we have 
(a) at = (011, ff2 ,..., 012 , a3 ,.'., a,), 
(b) 011 = a2 + a3 , 
(c) A = 
0 1 . . . 1 1 . . . ] 
1 
i 
Al A2 
1 
i 
A2t A3 
blocked according to LY where each Ai has constant row and column sums. 
Here the final claim regarding the tactical decomposition is a consequence of 
Aol = pea! and the form of a. 
We have two examples of possibility (ii) in Theorem 4.2. The (45, 12, 3) 
graph constructed in [l] can be put in tactical form 
(4.4) 
where the diagonal 0 blocks are 9 x 9, T is 27 x 27, and X = Xt has full 
trace, 9. Further one may verify XP = XQ = J. We put 
1 . . . I 
J-X 
J 
1 . . . 1 
J 
J-X 
Qt 
1 . . . 
P 
Q 
T 
(4.5) 
280 BRIDGES AND MENA 
and obtain, as a consequence of (4.4) a multiplicative graph on 46 vertices 
with valences 45, 25, and 13, a1 = 6, 01~ = 4, o/~ = 2. Its eigenvalues are 
~1 = 21 and f3. 
A similar though slightly more subtle construction applied to the (96, 20, 4)- 
design in [I] produces a multiplicative graph on 97 vertices with OLD = 4(5)1/2, 
0~~ = 51/2, 0~~ = 3(5)lj2, and spectrum 56(l), 4t41), -4(56). 
5. PROBLEMS AND CONCLUDING REMARKS 
While we have been able to construct several of the possibilities in Table I 
there remain many curious unsettled possibilities. Design number 18 for 
example on 56 points with replications 11 and 27 and 01~~ = 2 bears a striking 
resemblance to a (56, 11,2)-design. Indeed if such a multiplicative design 
exists and in (2.17) we replace A,, by its complement we get a design with all 
block sizes 11 but which a little calculation shows cannot be a (56, 1 I, 2) SBD. 
As noted in Section 3 design number 22 begs the question of the existence of a 
(70,24, Q-design with a nice tactical decomposition. Various other possible 
multiplicative designs seem to have associated symmetric designs as well. 
We have concentrated here on 2-class designs. In fact we know of no 
multiplicative design with more than three distinct components in the vector 01. 
We know of no multiplicative graphs with three ai values which are not 
cones. 
In general, the determination of multiplicative graphs seems a natural area 
of investigation closely related to strongly regular graphs and admiting a nice 
spectral characterization. 
Finally, all the examples known to us of uniform multiplicative designs 
which are not normal are, in fact, reducible designs. Such designs have 
uniform duals and an irreducible exampIe would be interesting. 
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