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A través de los años se han desarrollado diversos algoritmos de clasificación de 
imágenes captadas por sensores aerotransportados, incluso existe software comercial de 
Sistemas de Información Geográfica (GIS, Geographic Information Systems) que 
incluyen, dentro de sus extensiones, la clasificación de imágenes como una herramienta 
de utilidad. La mayoría de los métodos que se incorporan en estas aplicaciones son 
sobre todo modelos de clasificación supervisada, y los no supervisados requieren por lo 
general el conocimiento de cierta información, por ejemplo, el número de clases o el 
intervalo de clases, tal como ocurre con los algoritmos de clasificación llamados c-
medias (c-mean), k-medias (k-mean), o los c-medias-difusos (fuzzy-c-mean). Uno de los 
algoritmos no supervisados que ha demostrado una gran eficiencia en clasificación de 
imágenes en general y aéreas en particular es el conocido como ISODATA; si bien no 
resulta fácil su aplicación ya que habitualmente el usuario no conoce, a priori, 
determinados parámetros necesarios para el método tales como el número de grupos 
espectrales presentes en una imagen, el valor idóneo de dispersión interna de las 
muestras en los grupos o las distancias entre grupos. Para resolver el problema de 
configurar los parámetros del algoritmo se establece un proceso interactivo, donde el 
usuario establece unos valores arbitrarios iniciales que se van modificando a la luz de 
los resultados obtenidos en las sucesivas pruebas de verificación. 
En esta tesis doctoral se trabaja con imágenes aéreas a color e imágenes captadas con 
cámaras convencionales, el análisis se basa en el estudio de las tres bandas 
correspondientes al espectro visible, que muestran la cobertura de distintos tipos de 
vegetación u otros elementos en el suelo, con una aplicación directa en el ámbito de la 
agricultura. Llámense imágenes aéreas a las imágenes digitales captadas por sensores 
aerotransportados (fotografía aérea en formato digital). Por el contrario las imágenes 
captadas por cámaras convencionales, son aquellas obtenidas a nivel de suelo mediante 
una cámara digital de uso común. Thorp y Tian (2004) denominan a los del primer 
grupo sensores remotos y al segundo sensores terrestres. Se han aplicado diferentes 






métodos y algoritmos para procesar estas imágenes con el fin de obtener información 
relevante que permita tomar decisiones y medidas que beneficien la producción 
agrícola. Puesto que se han analizado dos casos de estudio distintos, la metodología 
varió un poco para cada caso. Así, en el caso de la clasificación de texturas relativas a la 
cobertura terrestre captada en las fotografías aéreas, en primer lugar se extrae la 
información más relevante de cada componente espectral de las imágenes mediante una 
técnica de segmentación por umbralización (simple o múltiple), aplicando el método de 
Otsu (modificado) sobre cada componente espectral, de manera que al fusionar las tres 
componentes umbralizadas se reduce por un lado el tamaño de la imagen resultante, a la 
vez que se mantienen las características necesarias para establecer una primera 
clasificación. En segundo lugar, se aplican procesos de reagrupamiento de aquellas 
clases que presentan solapamiento, de forma que se llegue a un número de clases 
mínimo pero significativo (óptimo). La etapa de reagrupamiento es conocida como 
etapa de decisión, ya que es en la cual se decide a qué clase pertenece cada píxel. 
En cuanto a la aplicación agrícola derivada de las imágenes captadas por cámaras 
convencionales, y puesto que la zona es fácilmente accesible, en la etapa de 
segmentación se hicieron algunos cambios respecto al caso anterior, de manera que se 
aplicaron tres algoritmos de segmentación por umbralización simple (el método de Otsu 
(Otsu 1979), el algoritmo de umbralización Fuzzy (Huang y Wang 1995) y el algoritmo 
Isodata (Ridler y Calvard, 1978), así como la combinación de los mismos. 
En cuanto a los modelos de color, se trabajó con el modelo de color RGB, y con el 
modelo de color CIELab (Robertson 1976). 
Con el fin de verificar la bondad y calidad de las clasificaciones se han aplicado 
métodos de validación de las particiones obtenidas con la clasificación, analizando la 
separación entre las clases, así como dentro de éstas mediante índices internos, tales 
como el índice de Davies y Bouldin (1979), de Calinski y Harabasz (1974), de 
Krzanowski y Lai (1985), de Dunn (1974) y de Hartigan (1985). También se ha 
utilizado lo que se conoce como índice externo para evaluar la precisión temática, tal es 
el caso de los denominados índices de Kappa, los cuales se obtienen mediante la matriz 






de error determinista y difusa. Esta evaluación se ha llevado a cabo elaborando 
previamente las imágenes que sirven de base para el análisis conocidas técnicamente 
como ground truth, tanto para la zona que comprende las fotografías aéreas como para 
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CAPÍTULO 1  INTRODUCCIÓN 
1.1. MOTIVACIÓN.  
En México, la principal institución encargada de desarrollar la cartografía temática 
oficial es el Instituto Nacional de Estadística y Geografía (INEGI). Sin embargo, la 
Secretaría de Medio Ambiente y Recursos Naturales (SEMARNAT) en el Programa 
Estratégico Forestal para México 2025, afirma que los inventarios forestales realizados 
hasta ahora han sido en general poco útiles para fines de planificación y acciones de 
producción y restauración agrícolas, destacando que no se cuenta con información 
suficientemente fiable acerca de la superficie forestal del país tanto por entidad 
federativa como por cuencas y por especies. Es decir, a pesar de esos estudios, no se 
dispone de datos periódicamente actualizados que constituyan una base sólida para la 
planificación forestal. 
La cartografía temática desarrollada por INEGI sobre las coberturas nacionales de uso 
del suelo y vegetación están hechas a escala mediana, 1:250.000. Se denomina serie I y 
fue elaborada en el periodo de 1979 a 1991. Las técnicas y las herramientas que se 
utilizaron para generar esta información fueron fotografías aéreas en formato de 23 x 23 
cm de ancho y alto, obtenidas a escala 1:50.000, y fotografías aéreas del Sistema 
Nacional de Fotografía Aérea (SINFA) a escala 1:75.000, todas ellas en blanco y negro. 
Esta información fue volcada en un mapa a escala 1:250.000, siendo la base que se toma 
para la mayoría de los estudios geográficos que se desarrollan en México. Algunos de 
los problemas que lo hacen ineficiente provienen del hecho de que en algunos casos el 
tamaño promedio de parcelas es tan pequeño que no es visible a esta escala. 
La Ley General de Desarrollo Forestal Sostenible (reforma del 2008, Título tercero de la 
política nacional en materia forestal, Capítulo II, Artículos 44, 45 y 57, y el Plan 
Estratégico Forestal (PEF) para México 2025, así como el Sistema Nacional de 
Información Estadística y Geográfica (SNIEG) coordinado por el INEGI, mencionan la 
necesidad de desarrollar un Sistema Nacional de Información Ambiental y de Recursos 
Naturales, así como el Inventario Nacional Forestal y de Suelos. Para ello es necesario 
desarrollar una adecuada metodología de clasificación automática de imágenes que 
permita procesar eficientemente grandes cantidades de información (puesto que las 
características de las imágenes aéreas o de satélite así lo requieren), y generar esa base 
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de información con los diferentes grupos de cobertura terrestre presentes en imágenes 
digitales, sean aéreas, tomadas desde un satélite o desde tierra. 
La necesidad de la clasificación automática o no supervisada surge por el hecho de que 
con frecuencia no se conoce a priori ni la cobertura vegetal ni los tipos de suelos, debido 
fundamentalmente a los diferentes factores presentes en las imágenes (aéreas y 
terrestres), por lo que resulta ciertamente difícil fijar determinados parámetros que 
requieren los métodos de clasificación no automáticos y por tanto de naturaleza 
supervisada. Además, de esta manera se asegura que las zonas inaccesibles en las que se 
desconoce la cobertura vegetal o tipos de suelo puedan también considerarse mediante 
el sistema de clasificación, sin necesidad de excluir posibles áreas no identificadas por 
el hecho de limitar el número de clases en dicha clasificación. 
Además, México necesita consolidar un diagnóstico de peligros, vulnerabilidad y riesgo 
que pueda ser actualizado de manera constante dada la geografía y condiciones 
climatológicas del país. De manera que cuando se trata de reconocer los daños causados 
por eventos meteorológicos como huracanes, que es el caso de las imágenes aéreas 
analizadas en el presente trabajo, las zonas se vuelven inaccesibles, por lo que el 
reconocimiento automático es la única alternativa. 
La metodología de clasificación debe poderse aplicar a imágenes en color con al menos 
las tres bandas espectrales características del espectro visible, puesto que, cuando ocurre 
algún siniestro y se sobrevuelan las zonas afectadas, estas imágenes son las más fáciles 
y económicas de obtener. 
Otro campo de aplicación pertinente y necesaria se da en el área agrícola, por lo que una 
de las aplicaciones propuestas se desarrolla en torno a la cuantificación de la densidad 
de planta afectada y no afectada por bajas temperaturas, por tanto, la cobertura pasa a 
ser irrelevante cuando los cultivos están muy afectados por las heladas. Además, el 
suelo suele estar completamente cubierto por las plantas, en el caso que nos ocupa de 
avena, que es el cultivo de cereal analizado, debido a la extensa cobertura vegetal los 
métodos basados en el cálculo de índices de vegetación (comúnmente usados) son 
inviables o inadecuados. 
Cuando las imágenes son capturadas bajo condiciones de iluminación natural, la 
respuesta del sensor es proporcional a la energía de la luz proyectada sobre la superficie. 
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Esta energía depende de las longitudes de onda correspondientes al espectro visible 
reflejada por los objetos (plantas y suelo). Cada longitud de onda produce una respuesta 
diferente que se asigna a un color estándar. Por tanto, para hacer frente al problema de 
iluminación una de las propuestas existentes en la literatura consiste en usar un espacio 
de color alternativo al modelo RGB, tal es el caso del CIELAB o L*a*b* (Robertson, 
1976). 
Con el anterior planteamiento, y para probar la eficacia del sistema de clasificación no 
supervisada, diseñado y descrito en el presente trabajo, se solicitó al Instituto de 
Geografía de la UNAM las imágenes aéreas captadas mediante el vuelo realizado 
después del ciclón tropical “huracán Paulina” que impactó las cuencas hidrográficas de 
los estados de Guerrero y Oaxaca. Este fenómeno fue originado por un meteoro que 
causó un alto impacto ecológico debido a que provocó inundaciones, erosión hídrica, 
movimientos en masa y generó gran cantidad de sedimentos (Villegas y col., 2009). En 
dichas imágenes el objetivo principal de la clasificación lo constituyen las parcelas 
inundadas de la cuenca hidrográfica del río La Sabana, Guerrero. Para el estudio del 
impacto del huracán sobre los suelos afectados, se cuenta con fotografías tomadas por 
un sensor digital Kodak DCS-420c aerotransportado, que proporciona imágenes 
espectrales en el modelo de color RGB. Además, dadas las características de la zona de 
estudio, se sabe que existen algunos lugares inaccesibles físicamente, por lo que se 
desconoce el número de clases de cobertura posibles a identificar. 
Por otro lado, se dispone de fotografías captadas por un sensor digital Canon CCD 
1/2.3’’, tomadas desde tierra al cultivo de avena afectada por bajas temperaturas 
(heladas) ocurridas durante el mes de octubre de 2010 en México. En este caso se trata 
de evaluar el impacto de este otro fenómeno meteorológico sobre el cultivo y de forma 
indirecta en el suelo. Las fotografías se tomaron 15 días después de la última helada en 
un ambiente al aire libre, con alta variabilidad de las condiciones de iluminación 
natural. Como se ha mencionado previamente, para hacer frente al problema de 
iluminación se aplica el espacio de color CIELAB o L*a*b* (Robertson, 1976), sin 
descartar el modelo RGB, que también se ha utilizado, como se verá posteriormente. El 
objetivo de investigación con estas imágenes consiste en clasificar la cobertura terrestre 
con cultivo de avena, y cuantificar la densidad de plantas afectadas y no afectadas por 
las heladas.  
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1.2. OBJETIVOS  
Una vez planteada la necesidad de desarrollar un sistema de clasificación automático 
para analizar la cobertura del suelo, con fines forestales y agrícolas, se deducen los 
objetivos generales de la presente Tesis Doctoral que se enuncian a continuación: 
1. Diseñar un sistema de clasificación inteligente (automático y totalmente no 
supervisado), que sea capaz de encontrar las diferentes clases de cobertura 
terrestre presentes en una imagen digital en color. La información generada debe 
servir como base a un experto para la identificación y clasificación del uso del 
suelo y evaluación de daños, incluyendo cultivos de avena. 
2. Configurar el sistema de forma que sea capaz de detectar automáticamente los 
grupos existentes en la fotografía aérea digital sin que requiera de otros 
parámetros de entrada ni otro tipo de información adicional excepto la imagen a 
procesar. Esto facilitará el procesamiento de grandes cantidades de datos. 
3. Configurar el sistema de forma que sea capaz de detectar mediante análisis de 
color los distintos tipos de suelos y en el caso de las plantas de avena, las partes 
verdes (no afectadas), verde amarillento (poco afectadas), secas (muy afectadas) 
por las heladas.  
4. Generar medidas cuantitativas y cualitativas tanto para la validación temática 
como para el número de agrupamientos que resulta de aplicar el clasificador 
automático. 
De estos objetivos generales se desprenden los siguientes objetivos específicos: 
• Recopilar y analizar documentación sobre el estado del arte en torno a la 
clasificación no supervisada de imágenes a color. 
• Diseñar la estrategia de clasificación no supervisada (automática) para imágenes 
en color. Para ello, se probarán distintas estrategias, se modificarán, fusionarán y 
compararán para analizar su eficiencia para esta aplicación concreta. 
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• Aplicar los índices de validación de las clasificaciones que permiten determinar 
el número óptimo de agrupamientos, así como la veracidad de la clasificación 
temática de cada píxel.  
• Generar nuevas figuras para medir la eficiencia del sistema de clasificación. 
• Generar los datos de referencia o patrones que permitan diseñar un esquema de 
validación temática para medir la fiabilidad del clasificador. 
• Analizar los resultados de la clasificación cuantitativa y cualitativamente con 
respecto a la información que proporcionan y el objetivo de este procesamiento. 
• Divulgar y difundir los resultados de la investigación mediante publicaciones 
científicas y presentaciones en congresos y otros foros científicos. 
1.3. METODOLOGÍA  
La presente investigación reflejada en esta memoria se ha realizado siguiendo las 
directrices marcadas por el método científico. Inicialmente se ha realizado una búsqueda 
de información bibliográfica en todas las fuentes disponibles, utilizando principalmente 
para ello el acceso a través de la red del Consorcio Madroño al que están suscritas las 
Universidades de la Comunidad de Madrid, y en concreto la Universidad Complutense. 
Se han estudiado los antecedentes en el área. Posteriormente, se han desarrollado las 
etapas de trabajo que se indican a continuación, manteniendo actualizadas las 
referencias bibliográficas mediante una revisión continua de las mismas.  
Las etapas de desarrollo seguidas han sido: 
• Definición del problema a raíz tanto de las necesidades identificadas como de la 
motivación establecida previamente. 
• Planteamiento de los objetivos de la investigación. 
• Diseño y desarrollo de la metodología. 
• Obtención de resultados experimentales. 
• Clasificación, análisis e interpretación de los datos. 
• Diseño y desarrollo de la estrategia de validación del clasificador. 
• Conclusiones generales. 
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• Descripción de líneas futuras de investigación abiertas durante el proceso. 
Este proceso abarca desde la adquisición de datos, pre-procesamiento de la información, 
desarrollo de las diferentes etapas del sistema de clasificación, hasta la obtención de 
resultados y validación del sistema. 
1.4. APORTACION ES DE LA INVES TIGACIÓN  
A partir de los objetivos propuestos y teniendo en cuenta los aspectos destacados 
anteriormente, se ha tratado de dar solución a los problemas planteados y de difundir en 
la comunidad científica una serie de estrategias que se han mostrado eficaces para el 
tipo de aplicación propuesto, las cuales poseen el aporte añadido de que pueden 
extenderse a otros problemas de naturaleza similar. Las contribuciones realizadas en el 
marco del presente trabajo de investigación se recogen en las siguientes publicaciones: 
Artículos publicados en revistas indexadas en el Journal Citation Report (JCR)  
Autores: A. Macedo, G. Pajares, M. Santos 
Título:  “Unsupervised classification with ground cover color images” 
Revista: Agrociencia; ISSN: 1405-3195 
Volumen, pág. (año): 44, 6, 711-722, 2010 
Calidad: JCR 2010: 0.294; Agriculture, multidisciplinary 33/55 (Q3) 
1. En este trabajo se presenta la estrategia de clasificación aplicada a imágenes a 
color captadas por sensores aéreos, para diferentes tipos de cobertura terrestre 
presentes en la imagen. El espacio de color usado para la clasificación fue el 
RGB, y la etapa de segmentación se llevó a cabo mediante el método de Otsu 
(1979) para la umbralización simple de las tres componentes espectrales; además 
se extendió el método de Otsu para la multi-umbralización de cada componente 
espectral. En este artículo se muestra claramente la estrategia que sigue el 
sistema para decidir la necesidad de aplicar umbralización simple o múltiple, así 
como la eficiencia del reagrupamiento de clases hasta lograr que la similitud 
dentro de cada clase de cobertura sea menor que la varianza entre las mismas. 
Este trabajo es, junto con el anterior, precursor de la investigación desarrollada 
en relación a los contenidos de la presente memoria (Capítulo 3). En concreto, la 
incidencia más relevante estriba en el concepto de multi-umbralización y la 
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estrategia de clasificación, que mediante la evaluación de la similitud dentro de 
los grupos y separación entre grupos se logra un número óptimo de clases.  
 
Autores: A. Macedo-Cruz, G. Pajares, M. Santos, I. Villegas-Romero  
Título: “Digital Image Sensor-Based Assessment of the Status of Oat (Avena 
sativa L.) Crops after Frost Damage” 
Revista: Sensors; ISSN: 1424-8220 
Volumen, pág. (año): 11, 6, 6015-6036, 2011 
Índices de Calidad: JCR 2010: 1.771; Instruments & Instrumentation 14/61 (Q1) 
2. En este trabajo se aplica la estrategia de clasificación no supervisada para 
cuantificar la densidad de plantas de avena afectadas y no afectadas por heladas; 
las imágenes utilizadas fueron tomadas por una cámara convencional con un 
sensor digital CCD. El espacio de color usado para la clasificación es L*a*b*, y 
la etapa de segmentación se llevó a cabo mediante la combinación de tres 
estrategias de umbralización: a) el método de Otsu (Otsu, 1979); b) el algoritmo 
Isodata (Ridler y Calvard, 1978) y c) la umbralización Fuzzy (Huang y Wang 
1995). La fusión de estas técnicas de umbralización automática, el diseño de la 
estrategia de clasificación y la metodología de validación temática, fueron las 
principales contribuciones del artículo, que generó resultados totalmente 
satisfactorios. Los planteamientos que se investigaron en este trabajo en relación 
al análisis de la cobertura vegetal en campos de cultivo dañados por heladas, son 
exactamente los mismos que se formulan en la presente memoria en relación al 
análisis de la cobertura vegetal y de suelos que se propone en la memoria 
(capítulo 4). Se trata pues de un artículo clave para avalar el método y los 
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Artículos publicados en memorias de congresos internacionales con ISBN: 
______________________________________________________________________ 
Autores: Macedo Cruz, Antonia, Santos Peñas, Matilde, Pajares Martinsanz, Gonzalo, 
Villegas R. Isidro. 
Título: “Intelligent classification of agricultural land covers in the low catchments 
of “La Sabana” river, Guerrero”. 
Fechas, lugar: 27-03/12/2011, México. 
Publicación: Conference Proceedings, IEEE SECCIÓN MÉXICO, Vigésima-segunda 
Reunión Internacional de Otoño, ROC&C’2011. 
Volumen, (Núm.) ISBN: COMPUTACION (CP-76)140. ISBN: 978-607-95630-1-1. 
 
3. En este trabajo se aplica la estrategia de clasificación no supervisada para el 
reconocimiento de cultivos agrícolas de naturaleza arbórea perenne, tales como 
los cocoteros y huertos de cítricos. Mediante el análisis espectral de fotografías 
aéreas a color y la densidad de planta se determinaron las áreas de cultivo con 
necesidades de mejoramiento. Las imágenes usadas para la clasificación fueron 
obtenidas de Google Earth y procesadas en modelo de color RGB. La 
metodología de procesamiento fue muy similar a la anterior, sólo que de acuerdo 
a las características de las imágenes, se aplicó umbralización simple como 
proceso de segmentación y reagrupamiento de clases para clasificar los objetos 
que presentaban algún tipo de solapamiento. Los resultados se validaron 
temáticamente mediante la denominada matriz de error fuzzy.  
______________________________________________________________________ 
Autores:  Macedo Cruz, A., Pajares Martinsanz, G., Santos Peñas, M. 
Título: Unsupervised Classification of Images in RGB Color Model and Cluster 
Validation Techniques 
Fechas, lugar: 12-15/07/2010, Las Vegas, Nevada, USA, July 12-15. 
Publicación: WORLDCOMP2010 (The 2010 World Congress in Computer Science 
Computer Engineering and Applied Computing). Proc. 2010 Int. Conf. on Image 
Processing, Computer Vision, and Pattern Recognition (IPCV'10), Hamid R. Arabnia, 
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Leonidas Deligiannidis, Gerald Schaefer, Ashu M. G. Solo (Eds.), pp. 526-532, CSREA 
Press, ISBN 1-60132-154-6.  
Índices de Calidad: Paper Acceptance Rate: 28% 
4. En este trabajo se ha aplicado la estrategia de clasificación no supervisada para 
imágenes de cobertura terrestre en el modelo de color RGB. Si bien, en este 
caso, el objetivo es evaluar la bondad del clasificador no supervisado mediante 
la aplicación de cinco índices de validación interna, a saber: Davies y Bouldin 
(1979), el de Calinski y Harabasz (1974), el índice de Krzanowski y Lai (1985), 
el índice de Dunn (1974), el índice de Hartigan (1985). Los planteamientos que 
se investigaron en este trabajo, respecto a la validación del número óptimo de 
agrupamientos, son fundamentales en un modelo de clasificación no supervisada 
donde se desconoce el número de grupos a clasificar, como es el caso de la 
clasificación de la cobertura terrestre presente en las fotografías aéreas. Por tanto 
en el capítulo tres se aplican dichos índices de validación interna. 
______________________________________________________________________ 
Autores:   Macedo Cruz, A., Pajares Martinsanz, Gonzalo, Santos Peñas, Matilde, 
Villegas Romero, Isidro. 
Título:  Unsupervised classification of ground cover based on the Otsu’s method 
Fechas, lugar: 10-12/nov/2010, Manzanillo, Colima, México. 
Publicación: Conference Proceedings, ROPEC'2010 INTERNACIONAL, ISBN: 978-
607-95476-1-5. 
Pág. (año):  114-121 (2010) 
 
5.  En este trabajo se clasifica la cobertura terrestre captada en las fotografías 
aéreas en formato digital a color mediante el sistema de clasificación no 
supervisado propuesto, y el bien conocido método de reconocimiento de 
patrones denominado Mean Shift (Comaniciu y Meer, 2002). A diferencia del 
anterior, para la validación cuantitativa se construye una matriz de error Fuzzy 
(Congalton, y Green, 2009). Parte de los planteamientos de este artículo, 
relativos a los índices de validación interna, se describen en el capítulo tercero 
de la presente tesis; mientras que la validación mediante la matriz de error 
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Fuzzy, se aplica tanto en el capítulo tercero como en el cuarto, siendo su objetivo 
evaluar la precisión temática. Aunque el planteamiento propuesto en esta 
publicación ha sido desarrollado con mayor detalle en el capítulo uno.  
______________________________________________________________________ 
Autores:   A. Macedo Cruz, G. Pajares, M. Santos, E. Mejía Sáenz 
Título:   Reconocimiento de patrones del paisaje por umbralización en imágenes   
tele-detectadas 
Fechas, lugar: Cuernavaca, Morelos, México, 7-9/10/2009. 
Publicación:   IEEE Sec. Morelos, ISBN: 978-607-95255-1-4 
 (año): 2009 
6. Esta ponencia, presentada en el congreso del IEEE indicado en la propia 
referencia, muestra una estrategia de reconocimiento de patrones por 
umbralización aplicada a paisajes en imágenes tele-detectadas. En este caso, se 
comparan cualitativamente los resultados obtenidos mediante tres modelos de 
color (RGB, L*a*b* y L*u*v). Los modelos CIELab y CIELuv se han aplicado 
para hacer frente a los problemas de iluminación, por lo que los planteamientos 
investigados en el presente trabajo, han sido retomados para la clasificación de 
imágenes de cultivos de avena afectados por heladas, y descrito en el capítulo 
tercero de la presente investigación. 
Capítulos en libros 
______________________________________________________________________ 
Autores: Macedo Cruz, A. Santos Peñas, M., Pajares Martinsanz, G. 
Villegas Romero, I. 
Título del libro:     Deforestation Around the World 
Título del capítulo:  Unsupervised classification of aerial images based on the 
Otsu’s method 
Fechas de publicación: Febrero 2012. 
Editorial:      InTech OpenAcces (http://www.intechweb.org/) 
Editor:       Dr. Paulo Moutinho 
ISBN:       979-953-307-313-1 
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7. En este trabajo se comparan dos estrategias de clasificación aplicadas a 
imágenes aéreas a color para el análisis de diferentes tipos de cobertura terrestre 
presentes en las imágenes. Las estrategias de clasificación son: la conocida como 
agrupamiento fuzzy c-means y la de clasificación no supervisada, que mediante 
dos procesos (segmentación y clasificación) logra clasificar los diferentes 
objetos presentes en la cobertura terrestre. Además se desarrolla un proceso de 
validación del número de agrupamientos mediante índices internos. Parte del 
tema desarrollado en esta publicación se aborda el capítulo tres. 






A. Macedo Cruz, G. Pajares, M. Santos. 
La fotografía aérea a color en la clasificación automática. 
León Guanajuato, México 13-15/05/2009. 
Participación de la Mujer en la Ciencia, FCMT15:130 
8. En este trabajo se presenta la estrategia de segmentación por umbralización 
múltiple, mediante la adaptación del método de Otsu (1979). Dicho 
planteamiento ha sido superado y publicado en la contribución referenciada en el 
punto dos.  
 
1.5.  ORGANIZACIÓN DE LA TES IS 
La memoria de la tesis se estructura de la siguiente manera: 
• Este primer capítulo de introducción se describen la motivación y objetivos que 
han originado el trabajo de investigación, así como las principales aportaciones 
del mismo que han sido presentadas en foros científicos internacionales de 
divulgación. 
• En el capítulo 2 se presenta el estado del arte, donde se revisan diferentes 
estrategias de segmentación y clasificación existentes en la literatura, que por su 
relevancia proporcionan la base de la investigación. 
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• El capítulo 3 describe la aplicación concreta y la metodología desarrollada para 
lograr un sistema automático de clasificación de la cobertura terrestre. Partiendo 
del pre-procesamiento de las imágenes originales, continuando con la 
clasificación, donde se detallan las diferentes etapas del proceso, para llegar al 
algoritmo general de clasificación. Una vez concluida la clasificación se agrega 
un apartado significativo referido al proceso de evaluación. El capítulo concluye 
con un apartado en el cual se detallan los resultados más relevantes obtenidos, 
tanto cualitativos como cuantitativos, en base a los diferentes modelos de 
validación aplicados. Finalmente, se presenta un apartado de análisis y discusión 
de resultados. 
• En el capítulo 4 se describe la aplicación concreta y la metodología desarrollada 
para lograr la clasificación y cuantificación de los daños por heladas causados al 
cultivo de avena. Partiendo del muestreo fotográfico, y continuando con la 
clasificación, donde se detallan las diferentes etapas del proceso, para llegar al 
algoritmo general de clasificación. Posteriormente se desarrolla la etapa de 
evaluación y por último se concluye el capítulo con un apartado en el cual se 
detallan los resultados más relevantes obtenidos, tanto cuantitativos como 
cualitativos, cerrando el capítulo con un apartado de análisis y discusiones de 
resultados. 
• En el capítulo 5 se detallan las conclusiones extraídas y se definen las líneas 
futuras de investigación. 
La memoria se completa con las referencias bibliográficas empleadas a lo largo de 
todo el trabajo, que sustentan la investigación. Contiene además tres Anexos, los dos 
primeros con datos derivados de la investigación y el tercero relativo a la 
descripción de los modelos de color, considerado de interés por su relevancia en el 
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CAPÍTULO 2 ESTADO DEL AR TE 
 
2.1. VISIÓN GENERAL  
La finalidad de este apartado es explicar minuciosamente aquellas técnicas que reviertan 
mayor interés, por los algoritmos utilizados, en la clasificación de imágenes en color. 
No se abarcará el amplio espectro que contempla este abundante campo de 
investigación con el fin de centrarse únicamente en aquellos aspectos más destacables 
con respecto a los objetivos planteados en la presente investigación.  
Para tener un concepto global del estado actual del arte, se anima al lector a profundizar 
en este campo mediante la publicación de Lu y Weng (2007), donde se realiza un 
estudio bastante exhaustivo de la taxonomía de los métodos de clasificación de 
imágenes, aplicados a la clasificación de la cobertura terrestre. A pesar del año de 
publicación, sus planteamientos siguen estando vigentes hoy día. En Cheng y col. 
(2001) y Lucchese y Mitra (2001) se desarrolla una amplia revisión bibliográfica sobre 
los métodos de segmentación y clasificación aplicados a imágenes en color. Ribeiro y 
col. (2011) analizan específicamente la cobertura del suelo con control de residuos en 
imágenes agrícolas desde el punto de vista de la Agricultura de Conservación, el análisis 
se basa en el empleo de técnicas basadas en algoritmos genéticos. 
Los aspectos tratados en este capítulo se estructuran de la siguiente manera: 
1. En primer lugar se realiza un recorrido por la literatura para identificar los 
fundamentos teóricos del reconocimiento de patrones, en el cual se abordan de 
manera genérica los métodos de clasificación, así como la estructura general de 
los sistemas de clasificación, sección 2.2. 
2. A continuación se expone un apartado sobre la representación y procesamiento 
de la imagen digital, el cual trata sobre las etapas principales de un sistema de 
clasificación de imágenes, desde la adquisición de datos, el mejoramiento del 
contraste, continuando con una revisión del estado del arte relativo a 
segmentación y clasificación de imágenes a color, sección 2.3. 
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3. En tercer lugar se realiza una revisión de la teoría de los métodos de 
segmentación por umbralización, desarrollando aquéllos que sirven de base para 
los capítulos 3 y 4, sección 2.4. 
4. En la sección 2.5 se trata sobre métodos de agrupamiento con la finalidad de 
explicar el algoritmo de agrupamiento fuzzy c-means, puesto que éste se utiliza 
para la comparación entre el algoritmo propuesto y la evaluación del número 
óptimo de agrupamientos, resultante del algoritmo de clasificación no 
supervisado propuesto. 
5. En la sección 2.6 se realiza una revisión bibliográfica sobre los índices de 
validación interna, que se aplicaron para la evaluación del clasificador no 
supervisado, concluyendo con la estrategia de validación temática denominada 
matriz de error. 
6. Por último, se presenta un resumen sobre los aspectos más relevantes en relación 
al análisis bibliográfico realizado. 
2.2. ESTADO DEL A RTE DEL REC ONOC IMIENTO DE PA TRON ES.  
De acuerdo con la definición dada por Pajares y Cruz (2007a, b), así como por 
Theodoridis y Koutroumbas (2009) y Bow (2002), el reconocimiento de patrones es la 
disciplina científica cuyo objetivo se orienta hacia la clasificación de objetos en un 
cierto número de categorías o clases. 
Cuando hablamos de técnicas de reconocimiento nos estamos refiriendo a 
reconocimiento de patrones, objetos o formas que podemos percibir. Un patrón no 
necesariamente se limita a ser un objeto o forma visible, sino que puede ser también un 
conjunto de datos. Aunque en el presente trabajo de investigación se trata de reconocer 
los diferentes objetos o patrones visibles en la cobertura terrestre, cabría igualmente 
aplicar las técnicas desarrolladas a los no visibles, como por ejemplo, los datos 
correspondientes a la radiación electromagnética captada por algunos sensores remotos. 
De acuerdo con Bow (2002), un patrón puede ser definido como una descripción 
estructural o cuantitativa de un objeto o alguna otra entidad de interés. Dependiendo de 
la aplicación, estos objetos pueden ser imágenes o señales en forma de onda, o cualquier 
tipo de medida que necesite ser clasificada. 
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Un sistema automático de Reconocimiento de Patrones puede ser modelado de la misma 
manera que los procesos perceptuales del ser humano. Por ejemplo, en el 
reconocimiento de imágenes de cobertura terrestre, en primer lugar, el intérprete 
identifica el patrón visual asociado a cada cubierta, de acuerdo a una serie de criterios: 
tono, textura, forma, contexto, disposición u otros tal y como aparecen en la fotografía o 
imagen digital a analizar. Posteriormente, delimita sobre el resto de las fotografías las 
zonas que se corresponden con ese modelo previamente definido. En otras palabras, 
asigna a cada categoría unas determinadas superficies, en función de la semejanza de 
éstas con el patrón-tipo identificado previamente. Por último, verifica sobre el terreno la 
interpretación realizada. 
Este es también el esquema propio del reconocimiento digital. Basta traducir los 
criterios analógicos por digitales. De la misma forma, el reconocimiento digital, también 
refereido en la literatura como clasificación digital, se inicia caracterizando los patrones 
que definen en la imagen las distintas categorías objetivo. Se trata de un reconocimiento 
basado en los valores numéricos de los píxeles, por lo que esta caracterización también 
debe ser numérica. Esto es, se trata de obtener el Nivel Digital (ND), o mejor aún, el 
rango de ND que identifica a cada categoría, para todas las bandas espectrales 
contenidas en la imagen y que intervienen en la clasificación. 
En la actualidad existe un conjunto de métodos orientados a la clasificación de la 
cobertura terrestre, en Wilkinson (2005) así como en Lu y Weng (2007) se presentan los 
principales métodos de clasificación desarrollados entre 1990 y 2007, cuya validez 
sigue actualmente vigente. Aun así, la clasificación sigue siendo en la actualidad tema 
abierto de investigación, ya que los resultados de la misma constituyen la base para 
muchas aplicaciones ambientales y socioeconómicas, entre otros ámbitos. Gracias a los 
avances de la informática y la tecnología, se continúa en la búsqueda de sistemas 
fiables, robustos y automáticos con capacidad de adaptación a la gran variedad de 
situaciones posibles. Además, la clasificación de la cobertura terrestre es un tema 
complejo, ya que se deben considerar objetos con propiedades heterogéneas, a las cuales 
se les añade la complejidad de ser capturadas bajo condiciones de iluminación natural 
(Chen y col. ,2003 y 2004; Tseng y col., 2008).  
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En Theodoridis y Kouroumbas (2009) así como en Bow (2002) y Jain (1999), se 
encuentran muy desarrollados diversos aspectos básicos del reconocimiento de patrones 
tanto de naturaleza supervisado como no supervisado. En Gonzalez y Woods (2010) así 
como en Pajares y Cruz (2007a, b), se desarrollan con gran detalle las diferentes 
técnicas de clasificación de imágenes en color, así como algunas aplicaciones.  
De manera que los métodos de clasificación de acuerdo con el proceso de construcción 
se han dividido en dos grupos: supervisados y no supervisados (Gonzalez y Woods, 
1996; Duda y col, 2001; Escalera, 2001; Bow, 2002; Chuvieco, 2008). 
a) Supervisado: los algoritmos de clasificación supervisada operan usualmente sobre la 
información suministrada por un conjunto de muestras, patrones, ejemplos o prototipos 
que se consideran representantes de clases relevantes, además, se asume que poseen una 
etiqueta de clase correcta, identificada en la literatura como conjunto de entrenamiento. 
Así pues, Meyer y col. (2004) bajo el esquema de clasificación supervisada, utilizan el 
agrupamiento Fuzzy para segmentar regiones de interés basado en el verdor y el 
enrojecimiento de las imágenes. El algoritmo EASA (Environmentally Adaptive 
Segmentation Algorithm) por sus siglas en inglés, propuesto en Tian (1998), se basa en 
su capacidad de adaptación para la detección de las plantas verdes a través de un 
proceso de aprendizaje supervisado. Dicho método fue probado en Ruiz-Ruiz y col. 
(2009) bajo el espacio de color HSI (Hue-Saturation-Intensity) para hacer frente a la 
variabilidad de la iluminación. En la línea de los métodos anteriormente mencionados 
existe un conjunto de algoritmos de clasificación supervisada aplicados con base a las 
necesidades y condiciones existentes, como los desarrollados por Bhaskaran y col. 
(2010), Saeed (2006), Inampudi y col. (2002), entre otros. Civco (1993) y Yang y col. 
(1999) revelaron que algunos de los métodos supervisados, como por ejemplo las redes 
neuronales artificiales son ineficientes cuando se trata de un gran número de bandas 
espectrales. Shawe-Taylor y Cristianini (2004), así como Camps-Valls y col. (2007), 
aseveran que los clasificadores basados en núcleos “kernels” son capaces de manejar 
eficientemente entradas de datos de alta dimensión, y hacer frente a las muestras de 
ruido de una manera robusta. Sin embargo, la dificultad principal con los métodos 
supervisados es que el proceso de aprendizaje depende en gran medida de la calidad del 
conjunto de datos de formación, que sólo es útil para imágenes simultáneas, o para 
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imágenes conteniendo el mismo número de clases y tomadas en las mismas o similares 
condiciones. Además, el conjunto de muestras con cierta frecuencia no está disponible, 
o éstas se obtienen en un número muy reducido, dado el alto costo que representa el 
etiquetado de las citadas muestras. 
b) No supervisado: los algoritmos no supervisados se caracterizan por carecer del 
conocimiento acerca de las etiquetas de los patrones. Para clasificar es necesario aplicar 
estrategias, aprovechando las características espectrales de la imagen, que no requieran 
del etiquetado previo de los patrones. Bow (2002) subdivide los algoritmos de 
clasificación no supervisada en dos grupos: aquellos donde se conoce el número de 
clases y aquellos otros en los que dicho número es desconocido. El principal objetivo es, 
pues, descubrir las principales similitudes y diferencias de los patrones para 
organizarlos en grupos sin necesidad de un guiado específico. 
De acuerdo con Duda y col. (2001), existen cinco razones principales por las cuales el 
uso de técnicas de aprendizaje no supervisado resulta de interés para ciertas 
aplicaciones: 
1. La recolección de datos y su posterior etiquetado en un conjunto de datos muy 
extenso puede suponer un coste muy elevado. 
2. También puede ser de interés actuar en sentido contrario: aprender con una gran 
cantidad de datos sin etiquetar, y sólo usar supervisión para identificar los 
distintos grupos encontrados. 
3. En muchas aplicaciones las características de los patrones cambian lentamente 
con el tiempo. Si estos cambios pueden rastrearse en un proceso de ejecución sin 
supervisar, podremos obtener un resultado más idóneo. 
4. Podemos usar métodos no supervisados para encontrar características que serán 
útiles para la categorización. 
5. En el comienzo de la investigación puede ser útil tener una visión general de la 
naturaleza y la estructura de los datos. 
La metodología de un sistema de clasificación no supervisada se puede dividir en tres 
etapas fundamentales (Duda, 1973, 2001). 
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1. Adquisición de datos, en la que se obtiene una representación del objeto como 
resultado de un conjunto de mediciones. 
2. Extracción de características, donde se realiza un proceso interpretativo cuyo 
resultado se considera como una nueva representación del objeto de la que se extrae 
información relevante sobre el mismo. 
3. Toma de decisiones, que corresponde a la clasificación propiamente dicha o 
proceso de identificación. Theodoridis y Koutroumbas (2009) dividen esta última 
etapa en tres fases: 
• Medida de similitud o distancia. Para saber cuánto se asemejan o cuánto difieren 
dos vectores de características o dos objetos, es necesario definir una métrica de 
similitud o distancia. Existen distintas medidas de similitud, y escoger la 
adecuada es una tarea a la que se debe prestar atención ya que esta medida afecta 
directamente a la formación de los grupos o clases resultantes. 
• Criterio para el agrupamiento. Dependiendo del tipo de grupos que se quiera 
encontrar y del conocimiento o no de los parámetros de entrada, se deberán tener 
en cuenta unos criterios u otros para agrupar los datos. 
• Selección del algoritmo. Una vez definida la medida de similitud y los criterios 
de agrupamiento podemos elegir un algoritmo que se adapte a nuestros 
requisitos. Existen muchos tipos de algoritmos que ofrecen distintas soluciones a 
diversos problemas, por ello las fases anteriores son muy importantes. 
Además de las tres etapas antes mencionadas, Theodoridis y Koutroumbas (2009) 
añaden dos etapas más:  
4. Validación de los resultados. Una vez obtenidos los resultados es necesario 
verificar que son correctos y cuantificar los fallos en la clasificación. 
5. Interpretación de los resultados. El objetivo final de las técnicas de 
agrupamiento es obtener algún significado o estructura que nos ofrezca algún tipo de 
información que antes no poseíamos, o nos ayude a obtener un modelo para otros 
casos. En esta fase se obtiene esa información o modelo. 
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En cuanto a la adquisición de datos, la función del sensor consiste en proporcionar una 
representación concreta de los elementos a ser clasificados, con el objetivo de entender 
completamente las propiedades que distinguen al objeto. 
 La extracción de características se encarga de recuperar información discriminatoria 
con el objetivo de eliminar información redundante o irrelevante, reducir la 
dimensionalidad del problema y maximizar los rasgos discriminatorios. A esta etapa la 
identificaremos en adelante como la etapa de segmentación.  
La etapa de clasificación tiene como objetivo asignar los objetos de clase desconocida a 
la categoría apropiada, es decir, etapa en la que se asigna al objeto una etiqueta de clase 
con base el algoritmo seleccionado, en el cual se considera la medida de similitud y los 
criterios de agrupamiento que se adapten a los requisitos del problema a resolver.  
La etapa de validación de resultados tiene como objetivo calificar la calidad de los 
resultados obtenidos; el proceso de agrupamiento va a proporcionar siempre una salida, 
si bien ésta puede ser correcta o no, por lo que es importante verificar que el resultado 
obtenido es el esperado. 
Los algoritmos de clasificación no supervisada han sido aplicados a una gran variedad 
de disciplinas científicas, entre otras, algunas tales como segmentación de imágenes y 
visión por computador (Jain, 1966 y 2000), minería de datos para extraer conocimiento, 
recuperación de información (Salton, 1980; Zhai, 2004; Cutting, 1992; Dhillon, 2002), 
análisis de datos heterogéneos (Cadez, 2001), aplicaciones Web (Heer, 2001, Foss, 
2001), biología computacional para el análisis de ADN (Xu, 2002), aplicaciones de 
bases de datos espaciales (Xu, 1998; Ester, 2000) y muchas otras aplicaciones como las 
descritas posteriormente en el presente trabajo y específicamente orientadas hacia la 
Agricultura de Precisión y Conservación o con fines forestales, algunas de ellas con 
ciertos parámetros de entrada y otras totalmente no supervisadas. 
En cuanto a teledetección espacial, existen una serie de factores que han favorecido la 
aplicación de técnicas de clasificación, entre los que se encuentra como prioritario el 
aumento de la resolución óptica de las imágenes de satélites artificiales, que en la 
actualidad llegan hasta 20 o 30 cm/píxel, siendo incluso menores en las imágenes 
procedentes de sensores aerotransportados. Así como la incorporación de sensores de 
alta resolución en aplicaciones militares y vehículos aéreos no tripulados, 
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proporcionando la resolución espacial necesaria para obtener información acerca de los 
objetos, áreas o fenómenos en la superficie terrestre a diferentes escalas. Estos sensores 
miden la intensidad de la energía emitida o reflejada por los objetos según las diferentes 
longitudes de onda del espectro electromagnético. De acuerdo con Cortijo y col. (1997) 
así como con Lu y Weng (2007), una de las aplicaciones más importantes a medio y 
largo plazo es la generación de mapas temáticos, donde se etiqueta cada píxel de la 
imagen mediante una regla de clasificación que especifica el tipo de objeto existente en 
la zona de referencia. Otra aplicación muy importante y cada vez más demandada se 
encuentra en el área de la agricultura, que constituye uno de los temas de referencia en 
el presente trabajo.  
Sin embargo, los sensores remotos son caros y las imágenes no siempre son fáciles de 
obtener. Por lo tanto, es necesario considerar también el análisis espacial del campo 
agrícola mediante el uso de cámaras digitales convencionales, que proporcionan la 
información necesaria y al mismo tiempo son fáciles de usar y más accesibles. En 
Burgos-Artizzu y col. (2010) y en Gottschalk y col. (2010), las imágenes se toman 
mediante una cámara digital colocada en un tractor robotizado con un ángulo cenital, la 
información proporcionada por las imágenes se ha aplicado a estudios específicos en el 
ámbito de la Agricultura de Precisión para la identificación y clasificación de texturas, 
tanto pertenecientes a los cultivos de cereal y maíz analizados como a las malas hierbas 
existentes en los mismos.  
La importancia que ha adquirido el manejo de este tipo de información es tal que 
existen numerosas aplicaciones que emplean las nuevas tecnologías de tratamiento de 
imágenes, inteligencia artificial y técnicas de reconocimiento, entre las que podemos 
citar: 
• Gestión territorial: para medición y cálculo de parcelas agrícolas y uso del suelo 
(Ceballos-Silva y López-Blanco, 2003; Tseng, 2008; Jochem y col., 2010). 
• Control de cultivos en agricultura de precisión: en aplicaciones para determinar 
el estado de los cultivos, control de riegos agrícolas, aplicación de herbicidas y 
pulverización de forma selectiva (Guijarro y col., 2011; Burgos-Artizzu, 2007, 
2009). 
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• Agricultura de conservación: con fines de análisis de residuos útiles y 
persistentes en el suelo tras la recolección (Ribeiro y col., 2011). 
• Vigilancia y evaluación de catástrofes: tales como incendios, inundaciones, 
avalanchas de nieve o deforestación (Chuvieco y col., 2007; Plaza y Du, 2009; 
Guijarro y col., 2009a, b; Pajares y col., 2010). 
• Localización de infraestructuras civiles: tales como carreteras, caminos 
forestales, cañadas reales, etc. (Chi, 2008; Bhaskaran y col., 2010; Baik y col., 
2003; Res, 2008). 
Debido al amplio abanico de aplicaciones derivadas del procesamiento de datos 
teledetectados, diversas empresas y organismos desarrollan o utilizan aplicaciones para 
abordar la problemática de la clasificación en el ámbito de la agricultura, de las cuales 
destaca Dimap (2012), empresa española dedicada al procesamiento de imágenes; 
implantada, en España, Estados Unidos, Chile, Perú, Ecuador, Brasil y México. 
Proespacio (2012) es una asociación española de empresas del sector espacial donde 
algunas de ellas se centran en el objeto de esta tesis. 
En México podemos mencionar algunas compañías y organismos como SIGSA (2012), 
empresa Mexicana líder en aplicaciones geográficas; INEGI (2012), Instituto Nacional 
de Estadística y Geografía; CENAPRED (2011), Centro Nacional de Prevención de 
Desastres; y el Instituto de Geografía de la Universidad Nacional Autónoma de México 
(UNAM, 2012). 
Para desarrollar las aplicaciones de tratamiento de imágenes, la mayoría de las empresas 
e instituciones anteriormente citadas utilizan principalmente herramientas comerciales 
tales como: ERDAS Imagine (2012), ENVI (2012), PCI_Geomatic (2012) u otras 
tecnologías comerciales como Image Processing Toolbox de MATLAB (2012), en este 
último caso con fines de análisis previo al desarrollo de las aplicaciones. 
La funcionalidad de las aplicaciones mencionadas, aunque en continuo avance, resulta 
en muchos casos insuficiente para abordar las propuestas de algunos de los proyectos 
demandados. En general, poseen módulos de clasificación supervisada, estos módulos 
suelen estar basados en clasificadores clásicos, tales como: clasificadores estadísticos 
bayesianos, algoritmos competitivos, agrupamiento borroso o fuzzy o redes neuronales 
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entre otros, clasificadores que se presentan en (Pajares y Cruz, 2007a, b). Además, en 
muchos casos los métodos tradicionales de clasificación no ofrecen los resultados 
esperados, e incluso aún siendo suficientes, siempre cabe la posibilidad de introducir 
mejoras o modificaciones precisas según las necesidades del momento. 
Sobre esta base de razonamiento, la clasificación de la cobertura terrestre se presenta 
claramente como una de las aplicaciones susceptibles de mejora, por lo cual surge la 
necesidad de investigar nuevas alternativas para el procesamiento de grandes cantidades 
de información en el ámbito del análisis de dicha cobertura mediante imágenes a color, 
procedentes tanto de sensores remotos, aerotransportados o convencionales en tierra, 
como es el caso de las imágenes utilizadas en los estudios que se presentan en este 
trabajo.  
2.3. REPRES ENTACIÓN Y PROCESAMIENTO DE IMÁGENES DIGITA LES  
2.3.1. ADQUIS ICIÓN DE DATOS  
La imagen digital se obtiene a partir de la energía electromagnética que reflejan y 
emiten los objetos del mundo real, y que es recibida por dispositivos de captura, como 
cámaras digitales fotográficas o de vídeo, sensores electrónicos, escáner u otros, 
distribuyéndola convenientemente sobre el dispositivo sensible a dicha energía. El 
resultado es la matriz rectangular constituida por N filas y M columnas (N x M), cuyos 
elementos son los valores de los niveles digitales que se atribuyen a cada unidad de 
información o píxel. 
Desde un punto de vista físico, una imagen puede considerarse como un objeto plano 
cuya intensidad luminosa y color puede variar de un punto a otro. 
Las imágenes utilizadas en la presente investigación se pueden clasificar de acuerdo al 
modo en que se ha efectuado la captura de información sobre el campo y los criterios de 
clasificación de Thorp y Tian (2004). Un primer conjunto lo constituyen las imágenes 
teledetectadas, que son captadas mediante dispositivos embarcados en satélites 
artificiales o aeronaves (fotografías aéreas). Un segundo conjunto corresponde a las 
imágenes capturadas desde tierra, cuya captura se lleva a cabo mediante sensores de 
imagen convencionales, es decir cámaras fotográficas. 
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El término teledetección se refiere a la detección e identificación de objetos mediante el 
uso de sensores (cámaras) o de otros dispositivos de detección que se encuentran a 
distancias relativamente grandes respecto de los elementos objeto de estudio, si bien la 
información obtenida procede, como siempre, de la energía electromagnética reflejada o 
emitida por los objetos que se encuentran en la superficie terrestre (Ruiz, 1998; Mather, 
2004). 
Ya sea que se trate de imágenes teledetectadas o convencionales, cuando la luz incide 
en un material, una parte de la misma, dependiendo de la longitud de onda, es absorbida 
por el propio material y otra parte es reflejada. Se podría definir reflectancia como la 
proporción entre la intensidad de luz reflejada por un objeto y la intensidad de luz 
incidente en él (Meer, 2002). El término radiancia se refiere a la densidad del flujo 
radiante transmitido por unidad de área en la superficie terrestre. Si definimos 
emisividad como la cantidad de radiación por superficie en todas las direcciones del 
espacio, entonces la reflectancia será la relación existente entre la radiación incidente y 
la emisividad de una superficie. Con todo ello podemos deducir que el sensor deberá ser 
capaz de medir la reflectancia de la superficie, si bien ésta será distinta en función del 
tipo de cobertura (suelo desnudo, agua, vegetación). Además, los sensores pueden tener 
distinto grado de actividad en el proceso. Así podremos distinguir entre sensores 
pasivos, que se limitan exclusivamente a recoger la energía reflejada o emitida por la 
superficie terrestre, y los activos, que son capaces de emitir energía para posteriormente 
recibirla, una vez haya sido ésta reflejada por la superficie terrestre. Este es el caso de 
los sensores del tipo de Radar de Apertura Sintética (SAR, Synthetic Aperture Radar), 
Sanchez-Llado y col. (2011). En la presente investigación sólo se usan imágenes 
procedentes de sensores pasivos. 
Por lo tanto, la imagen digital puede ser considerada como energía en forma de unión 
entre los campos de fuerza eléctrica y magnética, formada por un amplio rango de 
longitudes de onda, que componen a su vez el espectro electromagnético. Como 
sabemos, el espectro electromagnético aunque continuo suele dividirse en franjas entre 
las cuales se encuentra la región a la que nuestra vista es sensible, que abarca una muy 
pequeña porción de la totalidad del espectro, denominado espectro visible. 
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En el campo de la teledetección, cada sensor es diseñado para operar en una o varias 
bandas del espectro en función de los objetivos perseguidos. De esta forma, se 
generarán imágenes mono, multi o híper espectrales en función del número de bandas 
capaces de ser discriminadas y medidas. La figura 2.1 muestra un esquema de la 
distribución de las bandas en el espectro electromagnético. Este concepto está 
directamente ligado con la denominada resolución espectral, y se define como “la 
habilidad para registrar y discriminar información en detalle, lo que depende del efecto 
combinado de sus distintos componentes” (Sobrino y col., 2000). La resolución del 
sensor implicará mayor o menor calidad en la imagen que genere. 
Las imágenes en color son realmente tri-espectrales, de esta forma un píxel puede 
considerarse como un vector tridimensional, desde el punto de vista de su 
representación, cuyas componentes son las intensidades en las tres bandas o canales 
espectrales: Rojo, Verde y Azul, ya que la información de la imagen a color se desglosa 
en tres imágenes correspondientes a cada una de las bandas del espectro visible (Pajares 
y Cruz, 2007a, b). 
Resolución espacial: es el tamaño, medido en unidades de terreno, de la mínima unidad 
de la imagen o píxel. Tiene relación directa con la sección angular observada, que a su 
vez se mide en radianes. Este tipo de resolución suele ser generalizada como la 
resolución global de la imagen. Así se suele decir que cuanto menor es el tamaño del 
píxel, mayor es la resolución de la imagen, cuando realmente se debería decir que 
mayor es la resolución espacial. 
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Figura 2.1. Bandas del espectro electromagnético. 
Resolución radiométrica (Rrad): hace referencia a la sensibilidad de un sensor y expresa 
su aptitud en una banda para diferenciar señales electromagnéticas de energía diferente 
(Sobrino y col., 2000). Esta resolución viene condicionada por el número de Niveles 
Digitales (ND) de la imagen. Siguiendo la fórmula general, Rrad = 2n bits, para una 
imagen de 8 bits, el intervalo de ND será 0-255 (puesto que 28=256), y para una imagen 
de 11 bits el intervalo será de 0-2.047, de manera que a mayor número de ND mayor 
será el número de intervalos de digitalización de la señal. 
Según estos tamaños, una imagen digital con 8 bits y una dimensión de 256 x 256 
píxeles ocupa 64 KB de memoria, con una dimensión de 512 x 512 píxeles ocupa 256 
KB, y si se trata de una imagen de 1.024 x 1.024 ocupa 1 MB de memoria. En este 
último caso, al referirnos a una imagen en color de ese tamaño dado, se necesitarán 3 
MB de memoria para ser almacenada puesto que son 3 bandas de 1 MB cada una. 
Con lo anterior podemos definir una imagen como: “una distribución bidimensional de 
energía electromagnética que solamente adquiere carta de naturaleza cuando la 
superficie que la sustenta está iluminada por una superficie radiante” (Pinilla, 1995). 
En general, la reflectancia tendrá dependencia espacial, con lo cual en una imagen 
monocromática vendrá dada por la siguiente expresión: R = f(x,y).  
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Entonces la imagen digital no es más que una matriz de números, y como toda matriz 
está compuesta por filas y columnas. Los valores contenidos en cada celda se 
denominan ND. Dicho valor numérico es función de la resolución radiométrica, ND = 
f(x,y), siendo en este caso x e y las filas y las columnas respectivamente. 
Siguiendo esta definición, una imagen multiespectral estará compuesta por tantas 
matrices como bandas tenga la imagen, donde cada componente de ND=(ND1, ND2, ..., 
NDM) representa una banda. 
Es decir, una imagen con tres bandas espectrales es conocida como una imagen en 
color, puesto que el color se representa por la reflectancia de las tres bandas visibles 
Rojo, Verde, Azul, conocidas universalmente como RGB (derivado de Red, Green, 
Blue). Por tanto, cada píxel está compuesto por tres valores ND, siendo muy común su 
representación en 8 bits. Si cada píxel lo denotamos con el símbolo i entonces i ND≡  







   
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Con esta representación simplemente estamos diciendo que un píxel i se compone de 
tres ND: el primero corresponde a la componente R, el segundo a G y el tercero a B. Si 
queremos considerar también su localización, usamos la notación (x,y) como sigue: 
( , ) ( , )
( , ) ( , ) ( , )




i x y R x y
i x y i x y G x y
i x y B x y
   
   = =   




De esta forma, si la imagen es de tamaño N×  M, x puede variar entre 0 y N, e y entre 0 y 
M. 
De manera que para representar cualquier composición en color, con sus tres 
componentes espectrales, sólo se debe sustituir la notación RGB por el número de banda 
usada, o la representación del modelo de color en cuestión. No existe unanimidad a la 
hora de referirse a los niveles de intensidad en una determinada localización espacial 
(x,y), pudiéndose encontrar diversas nomenclaturas, tales como f(x,y), i(x,y), f(i,j), I(i,j), 
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g(x,y), g(i,j), X(x,y), X(i,j), de manera que i, j o bien x,y se refieren a las coordenadas 
espaciales, mientras f, i, g, I, o X en cualquier localización (x,y) o (i,j) es proporcional al 
ND (intensidad) de la imagen en ese punto (Pajares y Cruz, 2007a,b). Sin pérdida de 
generalidad, en lo que sigue nos referiremos a los valores digitales indistintamente con 
los términos, ND, intensidad o nivel de gris. 
En la figura 2.2, se puede observar una representación de una localización espacial (x,y) 
de manera que a dicha localización se asignan las tres componentes espectrales de la 
imagen en color compuesta por sus tres bandas. 
 
Figura 2.2. Representación espacial de un píxel en una localización x, y correspondiente a una 
imagen con tres componentes espectrales, donde el píxel se encuentra enmarcado 
por un cuadrado. 
2.3.2. MEJORAMIEN TO DE CON TRASTE 
En el momento de captura de la imagen, cada nivel digital viene determinado por una 
serie de elementos que condicionan las características de los datos capturados, como son 
la energía solar, las particularidades de los elementos de la superficie, los componentes 
de la atmósfera atravesada por la energía (que provocan absorción y dispersión 
atmosférica) o las características de los sensores (ganancias y desfases), influyendo en 
los niveles de intensidad de la imagen. Por lo tanto, los datos obtenidos en ocasiones no 
se pueden utilizar en su estado original y deberán someterse a un conjunto de 
tratamientos previos que algunos autores denominan correcciones radiométricas, o 
mejoramiento de contraste. 
El propósito de los métodos de mejoramiento de contraste consiste en aumentar la 
calidad de una imagen. Por lo general diversos autores como Jafar y Ying (2007), 
Antonia Macedo Cruz 
CAPÍTULO 2 ESTADO DEL ARTE 
32 
 
Coltuc y col. (2006), Subr y col. (2006), Kabir y col. (2009) o Maini y Aggarwal (2010) 
entre otros, coinciden en la clasificación de los métodos de mejoramiento de contraste 
(que identificaremos en adelante como MMC), clasificándolos en globales y locales. 
Los métodos globales se subdividen a su vez en dos grupos: MMC global por 
histograma y MMC global por expansión de contraste lineal; y los globales por 
histograma a la vez se subdividen en MMC globales por ecualización automática de 
histograma y por igualación de histograma. 
Los métodos de mejoramiento de contraste locales se dividen en dos grupos: locales por 
histograma y locales por gradiente. 
Métodos de mejoramiento de contraste global. Las técnicas de mejoramiento de 
contraste global transforman los datos originales usando las estadísticas calculadas para 
toda la imagen. Por lo general se usan para remediar problemas como condiciones 
excesivas o pobres de iluminación en el ambiente de origen. 
Método de mejoramiento global por ecualización automática de histograma, es un 
método ampliamente utilizado para el mejoramiento de contraste. En general un 
histograma con una distribución de los niveles de gris concentrada en una determinada 
zona presenta un contraste muy bajo. En principio, la ecualización de histograma 
incrementa el contraste de una imagen mediante la transformación de su histograma en 
uno uniforme que abarque el rango dinámico completo de niveles de intensidad. Esto se 
basa en la suposición de que para una máxima transmisión de información, la 
distribución percibida (histograma) de niveles de intensidad en una imagen o banda 
espectral debe ser uniforme, es decir, determina automáticamente la función de 
transformación que permite que la banda resultante de la imagen tenga un histograma 
uniforme. 
A pesar de la simplicidad y la definición implícita de la función de transformación en el 
método de ecualización de histograma, existen algunos problemas asociados. El primero 
es que resulta en un cambio significativo en el valor medio del brillo de la imagen. Esto 
es debido a que la ecualización transforma el histograma original en una distribución 
uniforme con un valor medio en la mitad del rango de niveles de intensidad, 
independientemente del valor medio de la imagen original. Segundo, el método de 
ecualización de histograma puede causar un contraste excesivo o bien una saturación de 
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los niveles de intensidad, alcanzando valores máximos dentro del rango de 
representación. Y tercero, la función de transformación de la ecualización de histograma 
es capaz de mejorar el contraste global de una imagen y podría o no aumentar el 
contraste local, debido a que está basado en el contenido global de la imagen. 
Método de mejoramiento global por igualación de histograma o por especificación de 
histograma. De acuerdo con Gonzalez y Woods (2008), bajo este esquema de 
ecualización, el contraste de la imagen original se modifica mediante la especificación 
del histograma deseado. Es decir, consiste en la adaptación del contraste de una imagen 
(imagen origen) al de otra (imagen destino) mediante modificación de histograma de la 
imagen origen. 
Método de mejoramiento global por expansión de contraste lineal, es una técnica 
simple de mejoramiento de contraste, que intenta aumentar el contraste de una imagen 
incrementando su rango de niveles de gris a un rango deseado de valores, como puede 
ser el rango completo de valores que el tipo de imagen permita (Gonzalez y Woods, 
2008). Este método se diferencia de la ecualización automática de histograma en que 
sólo puede aplicar una función lineal de escalado a los píxeles de la imagen. 
La figura 2.3 muestra esquemáticamente un ejemplo pedagógico sobre el principio 
usado en las técnicas de mejoramiento del contraste. Se asume un dispositivo de salida 
capaz de desplegar 256 niveles de intensidad. El histograma muestra los NDs en el 
rango de 58 a 158. Si estos valores de la imagen se desplegaran directamente, sólo una 
pequeña porción del total disponible se usaría. Los niveles de despliegue de 0 a 57 y de 
159 a 255 no se están utilizando.  
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Figura 2.3. Principios de la técnica de mejoramiento del contraste.  
 
Usando el método de expansión de contraste lineal el rango de la imagen (58 a 158) se 
extenderá a la totalidad del rango posible de despliegue, esto es, entre 0 y 255. Puesto 
que en este método el valor de ND bajo el histograma (58) se asigna al extremo negro y 
un valor alto (158) se asigna al extremo blanco. El resto de los valores de los píxeles se 
distribuyen linealmente entre estos dos extremos. Una desventaja del “contraste lineal” 
es que asigna los mismos niveles de visualización tanto a valores de ND que ocurren 
pocas veces como a los que ocurren con mayor frecuencia. Aunque este método aplica 
el intervalo (m, M) sobre el de (0, 255) en la mayor parte de los casos se produce una 
imagen con poco contraste. Aunque todas las tonalidades de gris del despliegue son 
utilizadas, la mayor parte de los píxeles toman valores medios dentro del rango total de 
Antonia Macedo Cruz 
CAPÍTULO 2 ESTADO DEL ARTE 
35 
 
niveles de gris. Esto se debe a la distribución más o menos normal dentro de los valores 
mínimo y máximo del histograma.  
En cambio, la técnica de ecualización por histograma aplica una técnica no-lineal. En 
este método los valores de los ND se distribuyen según su frecuencia de aparición en el 
histograma. Por ejemplo el rango de valores de la imagen entre 109 y 158 se extiende 
sobre una gran porción de los niveles de despliegue (39 a 255). Una pequeña porción (0 
a 38) se reserva para los valores menos frecuentes de la imagen entre 58 y 108.  
Métodos de mejoramiento de contraste local. Los métodos locales consideran sólo las 
condiciones de pequeñas áreas de la imagen (locales), las cuales pueden variar 
considerablemente sobre una misma imagen. Los métodos de mejoramiento local suelen 
encontrarse en la literatura también como mejoramiento espacial, que consiste en 
modificar el valor de un píxel basándose en los valores de los píxeles de sus vecinos 
inmediatos. El número de vecinos a considerar depende del tamaño de la vecindad 
considerada, conocida generalmente como ventana. 
Las vecindades más comúnmente utilizadas son matrices de dimensión 3x3, 5x5, 7x7 o 
incluso de mayor orden. La ventana se desplaza a través de la imagen y tiene en cuenta 
todos los valores de los ND que estén dentro de la ventana. Cada valor ND del píxel es 
multiplicado por el coeficiente correspondiente asociado a la ventana. Los valores 
resultantes se suman y el valor final se divide por la suma de los coeficientes de la 
ventana. El valor original del píxel central se remplaza por el nuevo valor así obtenido.  
Método de mejoramiento local por histograma. El procedimiento global de ecualización 
de histograma puede ser fácilmente extendido a mejoramiento local de contraste, 
llamado ecualización local de histograma. En la ecualización local de histograma se 
define primero una ventana cuadrada o rectangular, moviéndose el centro de la misma 
píxel por píxel a través de toda la imagen. Esta extensión de la ecualización de 
histograma permite a cada píxel adaptarse a su vecindario. Así se puede lograr un mayor 
contraste para todas las ubicaciones de la imagen. Sin embargo, la ecualización local de 
histograma produce una modificación no natural de la imagen y bordes en puntos donde 
la transformación local cambia abruptamente, debido al rápido cambio del histograma 
local. Esto se debe a que la ecualización local de histograma es sólo la extensión local 
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de la ecualización automática del histograma, por tanto, hereda sus problemas de 
saturación. 
La especificación de histograma también tiene su contraparte en los enfoques locales de 
mejoramiento de contraste. ¿Cómo se define el histograma deseado?, en este sentido 
Jafar y col. (2007), proponen un nuevo método llamado Especificación Local 
Automática de Histograma (Automatic Local Histogram Specification - ALHS), que 
proporciona automáticamente el óptimo mejoramiento de contraste con una distorsión 
mínima en la apariencia de la imagen. Básicamente, la especificación local automática 
del histograma es aplicada localmente como la ecualización local de histograma. Sin 
embargo, para modificar el píxel en el centro del bloque se especifica el histograma de 
salida deseado para ese bloque. Así el método de especificación de histograma se utiliza 
para encontrar el nuevo valor del píxel. La idea central consiste en la determinación del 
histograma deseado para cada bloque. La especificación local automática del 
histograma define el histograma de tal manera que éste sea lo más cercano a la 
distribución uniforme y, al mismo tiempo, su valor medio de intensidad tenga una 
mínima desviación respecto a su valor original. 
MMC locales por aumento de gradiente, en general el aumento de gradiente se 
encuentra asociado con un aumento de contraste. En este sentido, Subr y col. (2006) 
proponen un algoritmo que logra el mejoramiento del gradiente mediante la 
maximización de una función objetivo, obteniendo una imagen resultante con un mayor 
contraste que se controla con un único parámetro. 
De acuerdo con Lu y Weng (2007), cuando se trabaja con información teledetectada 
durante un único periodo es mejor no realizar correcciones, a menos que sea 
absolutamente necesario por la mala calidad de la imagen, puesto que dichas 
correcciones también pueden influir de alguna manera en el proceso de clasificación 
posterior. Sin embargo, cuando se procesa información de varios años es necesaria 
igualar la iluminación del conjunto de imágenes, puesto que son tomadas a distintas 
horas y periodos del año. Con base en lo anterior se decidió no aplicar mejoramiento de 
contraste a todas las imágenes procesadas, sólo se aplicó a una minoría que 
consideramos lo necesitaban por las razones expuestas previamente. 
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Otro aspecto a considerar es que la metodología de mejoramiento de contraste 
originalmente está diseñada para imágenes en escala de gris, extenderla a imágenes de 
color no es sencillo, ya que se debe definir una estrecha relación de orden entre píxeles 
de la imagen en color. La solución que más se ha utilizado al respecto consiste en 
transferir el procesamiento de imágenes en color a nivel de gris simplemente mediante 
la representación en un espacio de color donde se pueda separar la intensidad 
(luminancia) para procesar solamente la componente de luminancia. Para lo cual se 
selecciona algún espacio de color de entre los que se denominan color de televisión 
(YUV, YIQ, YCaCb) y los de percepción (HSI, CIELAB) (Coltuc y col., 2006), de esta 
forma se procesa la componente de luminancia y se vuelve posteriormente al modelo de 
color original (RGB). 
2.3.3. SEGMENTACIÓN DE IMÁGENES EN COLOR 
Desde hace tiempo se reconoce que el ojo humano puede distinguir miles de tonos de 
color e intensidades, si bien tan sólo dos docenas de tonos de gris. Razón por la cual a 
menudo los objetos no se pueden extraer utilizando la escala de grises, pero sí la 
información de color, ya que el color proporciona información adicional a la intensidad. 
Por tanto, la información de color es útil y hasta necesaria para el reconocimiento de 
patrones en tareas relacionadas con la visión por computador. Así, la adquisición y el 
hardware de procesamiento de imágenes en color han mejorado considerablemente, 
llegando a ser mucho más accesibles para hacer frente a la complejidad computacional 
causado por el aumento de espacio y cómputo requeridos por las imágenes de color de 
alta dimensión. Lo anterior ha hecho que el procesamiento de imágenes en color sea 
cada vez más práctico, como viene siendo habitual desde hace ya tiempo (Lucchesse y 
Mitra, 2001). 
La segmentación debe verse como un proceso que a partir de una imagen, se obtiene 
una representación de la misma en la que cada píxel tiene asociada una etiqueta 
distintiva del objeto al que pertenece. Así, una vez segmentada la imagen dada, se 
podría formar una lista de objetos, consistentes en las agrupaciones de los píxeles que 
posean la misma etiqueta. 
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Duda y col. (1973, 2001) definen la segmentación como “la extracción de un objeto de 
interés de una imagen arbitraria”. Gonzalez y Woods (2008) la definen como “la 
subdivisión de una imagen en sus partes constituyentes”. 
Para Bow (2002) así como para Theodoridis y Koutroumbas (2009), se trata de la 
operación de bajo nivel relacionada con la partición de las imágenes, mediante la 
determinación de regiones disjuntas y homogéneas, es decir, consiste en extraer las 
características principales que permitan aislar objetos considerados de interés o de 
importancia de acuerdo al problema que se plantee. Pajares y Cruz (2007a,b) agregan 
que durante el proceso de segmentación se extrae de la imagen cierta información 
subyacente en la misma para su posterior uso. 
Puesto que los elementos básicos constituyentes de las imágenes son los píxeles, en este 
trabajo se han considerado como las características fundamentales de las imágenes, cuya 
propiedad más relevante es su naturaleza espectral, y utilizando como principal atributo 
las tres componentes espectrales derivadas del color. 
De acuerdo a la complejidad de la escena presente en la imagen a segmentar, ésta puede 
ser segmentación completa o segmentación parcial. Si se da una segmentación 
completa, la segmentación termina cuando los objetos extraídos de la imagen se 
corresponden unívocamente con las distintas regiones disjuntas a localizar en la misma. 
En el caso contrario, escenas complejas, el resultado de la segmentación podría ser un 
conjunto de regiones homogéneas superpuestas, en cuyo caso, la imagen parcialmente 
segmentada deberá ser sometida a un tratamiento posterior con el fin de conseguir una 
segmentación completa.  
En las últimas dos décadas el tratamiento del color ha recibido una importante atención 
por su alta calidad como propiedad descriptora (Guijarro y col., 2011; Fonseca y col., 
2011; Herrera y col., 2009; Jiji y Ganesan, 2008; Xie, 2008; Rud y col., 2006; Hu y 
Tao, 2005; García-Alegre, 2000; Comaniciu y Meer, 1997; Chang y col., 1994). En 
Skarbek y Koschan (1994), se pueden encontrar los avances sobre segmentación de 
imágenes a color por umbralización de 1971 a 1994; y en Lucchese y Mitra (2001) se 
encuentran de 1981 al año 1999. En Cheng y col. (2001) o Correa-Tomé (2011), se 
desarrolla un análisis comparativo con un elevado nivel de profundidad sobre distintas 
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representaciones del color, tales como los modelos de color RGB, HSI, YIQ, YUV, así 
como algunas representaciones CIE, incluyendo las características monocromas. 
En las técnicas de segmentación y clasificación de imágenes se utilizan con profusión 
distintos modelos de color como RGB (R, red; G, green y B, blue), HSI (H, hue, S, 
saturation e I, intensity), YIQ, YUV o L*u*v*. En general, destacan como los más 
eficientes los modelos RGB y HSI (Cheng y col., 2001). El modelo RGB es muy 
utilizado en técnicas basadas en gráficos por computador y específicamente en 
aplicaciones donde el computador como dispositivo resulta relevante, ya que posee una 
gran dependencia de las características del computador donde se visualiza y representa 
el gráfico o la imagen (Lucchese y Mitra, 2001).  
Mendoza y col. (2006) señalan que el modelo HSI está más bien relacionado con el 
concepto de percepción humana, y bajo este mismo concepto Yang y col., (2008) 
agrupa las representaciones de color L*a*b* y L*u*v*. 
En Trias-Sanz (2008) se realiza un estudio sobre diferentes modelos de color para la 
segmentación de imágenes de satélite correspondientes a entornos rurales, llegando a la 
conclusión de que en algunos casos resulta más conveniente utilizar el modelo de color 
RGB junto con ciertos modelos de color transformados. 
Cheng y col. (2001) desarrollan un análisis comparativo, con un elevado nivel de 
profundidad, sobre distintas representaciones del color, incluyendo las características 
monocromas. En dicho trabajo se concluye con una serie de ventajas e inconvenientes. 
Para la clasificación de imágenes capturadas bajo iluminación no controlada, se 
obtienen mejores resultados aplicando el modelo de color CIEL*a*b*, ya que éste es 
menos dependiente de la iluminación, considerándose aproximadamente uniforme, es 
decir, la distancia entre dos colores en un espacio de color lineal corresponde a las 
diferencias percibidas entre ellos. Por lo tanto, proporciona una representación objetiva 
del color y su uso es esencial para aplicaciones en las que los resultados deben coincidir 
con los de la percepción humana (Mendoza y col., 2006; Sangwine, 2000; Macedo y 
col., 2011). 
Dentro del análisis del color existen otras aproximaciones relativas a la percepción 
visual, donde a partir del histograma se identifican pequeñas variaciones del mismo con 
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el fin de suprimirlas, consiguiendo así un cierto suavizado, y con ello la 
homogenización de las regiones de texturas (Vázquez y col., 2007). 
Los trabajos más ampliamente difundidos sobre segmentación de imágenes a color se 
basan en enfoques de segmentación a través de niveles de gris con diferentes 
representaciones de color, es decir se aplica alguna propuesta de segmentación 
especialmente diseñada para imágenes en escala de gris más algún modelo de color, 
como se muestra en la figura 2.4. En el Anexo 3 se incluyen los aspectos básicos 
relacionados con la teoría del color, dada la importancia que ésta posee.  
Desde hace ya varias décadas se pueden encontrar trabajos dedicados a la revisión de 
técnicas de segmentación para imágenes en escala de grises, destacan en esta línea los 
de Fu y Mui (1981) o Pal y Pal (1993) y más recientemente Devi y Varadarajan (2011).  
Como se ha mencionado previamente, una imagen a color se forma por sus tres 
componentes espectrales, y una segmentación basada en píxeles trata de etiquetar cada 
píxel como perteneciente a uno de los grupos subyacentes en la imagen bajo 
consideración. Una alternativa muy común es convertir la imagen de color en una 
imagen en escala de gris. En la literatura se pueden encontrar un gran número de 
métodos para llevar a cabo esta transformación (Gonzalez y Woods, 2008; Theodoridis 
y Koutroumbas, 2009).  
Cunha (2003) para realizar un estudio de caracterización de hojas de una planta 
convierte las imágenes de color a escala de grises, aplica histogramas para ecualizarlas, 
reduce el ruido, y finalmente binariza la imagen dejando en color negro el objeto de 
interés, en este caso la hoja, detectando también los bordes de la misma. 
Incluso en algunos casos se pasa del modelo de color RGB a algún otro modelo de color 
que permita separar la componente de intensidad de las componentes de color, de entre 
ellos destaca por su importancia el modelo HSI (H, hue, S, saturation y I, intensity), 
donde la banda de intensidad queda disponible para su procesamiento durante la 
segmentación, tras lo cual se vuelve a convertir de nuevo al modelo de color original 
RGB, como se expone en Pajares y Cruz (2007a, b). Sin embargo Levachkine y col. 
(2003) mencionan que bajo esta opción el tono es inestable a baja saturación. 
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Para hacer frente al tratamiento de las imágenes en color, considerando las tres 
componentes espectrales, por lo general se toma como referencia una de las formas 
siguientes: 
2. El procesamiento de cada canal individual mediante la aplicación directa de 
métodos de segmentación basados en niveles de gris (Guijarro y col., 2011; 
Tellaeche y col., 2008a,b, 2011; Burgos-Artizzu, 2011, 2010, 2007; Sainz-Costa, 
2011; Gashnikov y col., 2009; Xie, 2008; Xie y Mirmehdi, 2007; Du y col., 2004; 
Shih y Cheng, 2005; Levachkine y Torres, 2003; Macedo y col., 2010): los tres 
canales se suponen independientes entre sí y sólo se tienen en cuenta las 
interacciones espaciales.  
3. La descomposición de la imagen en los canales de luminancia y cromáticos (Shih y 
Cheng, 2005; Mendoza y col., 2006): transformación del espacio de color para que 
la segmentación se aplique al canal de luminancia y las características cromáticas a 
los canales de esta naturaleza, es decir a los cromáticos, cada uno en una manera 
específica. La selección del espacio de color por lo general depende de la aplicación. 
4. La combinación de interacción espacial dentro de cada canal y la interacción entre 
los canales espectrales (Kurugollu y col., 2001; García-Alegre y col., 2000; 
Chenaoua y col., 2003; Meyer y Neto, 2008): las técnicas de segmentación en 
niveles de gris se aplican en cada canal, teniendo en cuenta las interacciones de 
píxel entre diferentes canales, además, de cada canal individual. 
 También se han probado técnicas que combinan los tres canales: 
5.  Aprovechar las tres componentes espectrales para la segmentación de color 
(Woebbecke y col. 1995, Neto, 2004; Mendoza y col., 2006; Gashnikov y col., 
2009; Mezaris y col., 2004; Ribeiro y col., 2005; Polidorio y col., 2003; Tellaeche y 
col., 2008a,b, 2011; Burgos-Artizzu y col., 2011, 2010, 2007; Sainz-Costa, 2011): la 
distribución espacial y espectral se maneja simultáneamente. Las principales 
dificultades que surgen en la representación efectiva, es generalizar y discriminar los 
datos respecto de las tres componentes espectrales. 
En este último caso, los métodos por lo general se enfocan hacia la resolución de un 
problema específico y con un modelo de color determinado. Como por ejemplo 
Mendoza y col. 2006, que mediante los modelos de color RGB, L*a*b* y HSV, 
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implementan una técnica de análisis de imágenes, especialmente diseñada para medir el 
color del plátano y el pimiento rojo, donde el procesamiento básico para extraer el 
objeto del fondo se desarrolló mediante estrategias de segmentación de imágenes en 
escala de gris, tales como filtro paso bajo, binarización por umbralización y operador 
laplaciana, una vez que se extrae el objeto se usan los modelos de color para medir la 
coloración del fruto. Mezaris y col. (2004) trabajan con el modelo de color L*a*b*, 
iniciando con un proceso de segmentación para reducir la imagen mediante un 
algoritmo similar al de las k-medias, introduciendo el número de grupos iniciales e 
iniciando el agrupamiento por la esquina superior izquierda, posteriormente mediante la 
implementación de una máscara y el modelo de color L*a*b* se consigue la 
segmentación. Otros métodos como Neto (2004) o Ribeiro y col. (2005) combinan las 
tres bandas de color de forma que cada una posee un peso específico en función del 
objetivo a segmentar, en ambos casos la identificación es sobre plantas en campos de 
cultivo de cereal o maíz. 
Sin embargo, bajo este enfoque se limita a un exclusivo modelo de color, mientras que 
en imágenes teledetectadas en ocasiones no son precisamente las tres componentes del 
espectro visible las que se procesan. En Trias-Sanz y col. (2008) se hace un estudio 
sobre diferentes modelos de color para la segmentación de imágenes de satélite 
correspondientes a entornos rurales, llegando a la conclusión de que en algunos casos 
resulta más conveniente utilizar ciertos modelos de color transformados, además del 
modelo RGB, que también es empleado. 
 
Figura 2.4. Esquema comúnmente usado para la segmentación de imágenes a color.  
Segmentación 
de imágenes a 
color
Propuestas de segmentación para 
imágenes en escala de gris:
•Umbralización por histograma 
•Agrupamiento por características
•Enfoques basados ​​en regiones
•Enfoques basados en bordes 
•Enfoques difusos
•Enfoque basado en física 
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En cuanto a la descomposición de los canales de luminancia y sus características 
cromáticas, existen métodos como el propuesto por Shih y Cheng (2005), basados en el 
crecimiento de regiones por selección automática de semillas. La imagen de entrada se 
encuentra en el modelo de color RGB y se transforma al espacio de color YCbCr, porque 
bajo dicho modelo las componentes de intensidad y cromáticas pueden ser controladas 
independientemente. Por tanto, para la segmentación se consideran las tres componentes 
espectrales, concluyendo con un algoritmo de fusión de regiones, basado en la 
aplicación de una ventana de dimensión 3x3, la distancia Euclídea como medida de 
similitud y un umbral de 0,05, que determina el límite para dicha similitud.  
Fonseca y col. (2011), trabajan con imágenes multiespectrales, combinando tres bandas 
para producir una imagen RGB, posteriormente, las imágenes son transformadas al 
modelo de color HSI, de forma que es posible aplicar una corrección de contraste sobre 
la componente I de intensidad, tras lo cual se vuelve al modelo de color RGB para 
desarrollar el procesamiento de la imagen. 
En cuanto a la combinación de las componentes espectrales, un ejemplo se presenta en 
Kurugollu y col. (2001) quienes desarrollan un trabajo de segmentación por multi-
umbralización con imágenes a color. Su técnica consta de dos etapas, 
multiumbralización y fusión. La multiumbralización se aplica para cada par de 
componentes espectrales de la imagen RGB (RG, RB, GB), y mediante el histograma 
seleccionan los picos que aparecen como centros de clase, de manera que el valor de 
cada pico se usa como semilla para la segmentación de cada par de bandas. La segunda 
etapa consiste en fusionar los tres pares de componentes en un único par, de forma que 
la etiqueta final se obtiene al fusionar las clases de los tres pares seleccionando la 
etiqueta predominante, es decir, por mayoría de coincidencias. 
Nimbarte y Mushrif (2010), aplican un método de segmentación por umbralización a 
imágenes en modelo de color RGB. Para la umbralización se toma cada componente de 
color de manera independiente para separar en regiones cada componente, lo cual se 
lleva a cabo mediante dos métodos de umbralización: el de mínima varianza de clase y 
el método de Otsu. Para mezclar las regiones se calcula un umbral con base a la regla 
JND “Just Noticeable Difference”, de manera que dos regiones vecinas pueden ser 
mezcladas en una única si ambas son similares, estableciendo la similitud mediante el 
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cómputo de la distancia Euclídea en función de que ésta sea mayor que un umbral 
previamente establecido. Desde nuestro punto de vista, esta metodología es adecuada, 
sólo que los resultados de la clasificación dependen del valor obtenido por JND y por 
tanto del peso asignado para el cálculo del JND. La separabilidad entre cada grupo 
dependerá de la experiencia del experto y por tanto del peso asignado, algo que ha de 
establecerse a través de diferentes pruebas que deberán ejecutarse previamente para 
encontrar la mejor separación. 
Guijarro y col. (2011) desarrollan un sistema de segmentación automática basándose en 
el cálculo de índices de vegetación obtenidos por la metodología propuesta por Meyer y 
Camargo (2008), la combinación de dichos índices logra separar la intensidad entre las 
plantas, el suelo y el cielo. Posteriormente, mediante histogramas de nivel de gris 
extraen contrastes máximos y mínimos, combinan los índices, y aplican algoritmos de 
umbralización automática como Otsu o el valor promedio del histograma; además 
establecen diferencias entre los resultados proporcionados por ambos métodos de 
umbralización, que son corroboradas y analizadas en Burgos-Artizzu y col. (2011). El 
objetivo consiste en identificar las partes relativas a la vegetación mediante el concepto 
de verdor, los rojizos para extraer el suelo, y los índices azules para localizar el cielo. 
Finalmente, para el proceso de clasificación en la imagen RGB se aplica un algoritmo 
de agrupamiento difuso, bajo el cual, como se sabe, es necesario proporcionar ciertos 
parámetros de entrada como es el número de clases a extraer, logrando finalmente una 
buena segmentación de las imágenes naturales en campos de cultivo de maíz. Sin 
embargo, desde nuestro punto de vista este algoritmo no permite su generalización para 
todo tipo de imágenes naturales, particularmente por el hecho de que requiere conocer 
de antemano las clases a extraer y por tanto el número de éstas. 
Ribeiro y col. (2005), basándose en la estrategia de las propiedades del plano de color 
de pigmentación cian en un modelo de color CMYK, construyen una imagen en escala 
de grises donde las zonas de cubierta vegetal tienen mayor intensidad que el resto. 
Además incrementan la separación de la capa vegetal del resto mediante una 
combinación lineal de los planos de color primarios RGB y el uso de tres coeficientes (r, 
g, b), los cuales se ajustan mediante métodos de optimización para obtener el efecto 
deseado; en esta misma línea se encuentran los métodos de segmentación utilizados en 
Tellaeche y col. (2008a, b, 2011), Burgos-Artizzu y col. (2011, 2010, 2007) o Sainz-
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Costa (2011). Dichas técnicas se orientan principalmente a la identificación de las partes 
verdes existentes en las imágenes, algo que difiere sustancialmente de los objetivos 
planteados en este trabajo. 
La alternativa de procesar las tres componentes por separado puede resultar muy 
conveniente en el caso de los sensores multi-espectrales, principalmente en el ámbito de 
la teledetección, ya que tanto da que los canales pertenezcan al espectro visible como a 
otras bandas del espectro con diferentes longitudes de onda e incluso con diferentes 
sensores que proporcionan imágenes obtenidas también con diferentes longitudes de 
onda, tal es el caso de los planteamientos formulados por Simone y col. (2002). Sin 
embargo, cuando se trate de combinar las bandas adquiridas por diferentes sensores 
multiespectrales es recomendable revisar previamente los planteamientos formulados en 
Fonseca y col. (2011) en cuanto a los diferentes aspectos a considerar para la selección 
de bandas, los cuales no se contemplan en los objetivos del presente trabajo de 
investigación. 
Como se mencionó antes, en la segmentación de imágenes complejas, por lo general se 
desarrolla una segmentación parcial, lo cual implica que después del proceso de 
segmentación se necesite aplicar alguna metodología de fusión de componentes, tal y 
como se observa en Kurugollu y col. (2001); Santos y col. (2003) o Nimbarte y Mushrif 
(2010).  
El paso siguiente a la segmentación es el de clasificación propiamente dicha, cuyos 
aspectos relacionados con el conjunto de imágenes de estudio se abordan a 
continuación. 
2.3.4. CLASIFICAC IÓN NO SUPERVISADA  
En la actualizad existen diferentes métodos avanzados de clasificación, y por tanto 
categorizados de diferentes maneras. Dentro de los clasificadores no supervisados existe 
un conjunto de categorías entre las cuales se pueden enmarcar los métodos de 
clasificación, por ejemplo, de acuerdo a las características aplicadas se pueden 
distinguir entre aquellos con características espectrales, los que aplican características 
espaciales y los que utilizan la combinación de ambas. En cuanto a la información 
espectral usada se pueden categorizar según la clasificación por píxeles, por objetos o 
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por campos. En Lu y Weng (2007) se desarrolla una taxonomía de los métodos de 
clasificación de imágenes así como sus ventajas e inconvenientes.  
En la fase de segmentación de imágenes presentada en el apartado anterior, se espera 
que los segmentos resultantes (conjuntos de píxeles etiquetados) sean homogéneos con 
respecto a las características representadas en los correspondientes espacios de color. 
Sin embargo, no hay garantía alguna de que estas regiones muestren también 
compactación espacial (clases separadas), que es una segunda propiedad deseable en 
aplicaciones de clasificación junto con la homogeneidad. La compactación espacial o 
separación significa que las clases o clústeres deben estar convenientemente separados 
unos de otros.  
Para medir cuán espaciadas se encuentran las clases, existen tres métodos comunes: el 
primero se denomina vinculación individual, que mide la distancia entre los miembros 
más cercanos de los grupos; el segundo, ligamiento completo, que mide la distancia 
entre los miembros más distantes; y el tercero comparación de los centroides, que mide 
la distancia entre los centros de las clases. El más comúnmente usado dentro de la 
clasificación no supervisada es el tercero, que resulta ser el finalmente elegido para la 
presente investigación. 
Por lo general, la compactación espacial se logra ya sea por subdivisión y fusión, o por 
crecimiento de regiones de la imagen, mientras la homogeneidad se adopta como 
criterio para dirigir estos dos procesos; por tanto, es necesario determinar cuándo dos 
objetos del espacio son “parecidos” y cuándo no. Con este fin se definen las funciones 
de similitud o de disimilitud, entre las que se encuentran las métricas o distancias 
(Lucchese y Mitra, 2001; Theodoridis y Koutroumbas 2009; Gonzalez y Woods 2008). 
De manera que la etapa de clasificación parte de un conjunto de regiones homogéneas 
superpuestas, parcialmente segmentadas que deberán ser sometidas a un proceso de 
compactación espacial con el fin de conseguir una clasificación completa y apropiada.  
Bajo esta concepción se han revisado en la literatura algunas aplicaciones, las cuales 
asumen como premisa el hecho de que para lograr una clasificación completa ha de 
desarrollarse previamente una segmentación parcial. 
Cheng y col. (2001) durante la etapa de segmentación extraen regiones homogéneas, es 
decir, regiones de similares características mediante la obtención de una serie de 
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umbrales, lo que definen como homogeneidad fuzzy. Tras la segmentación vuelven a 
aplicar un criterio de similitud para fusionar las regiones. El problema que se menciona 
en dicho trabajo es el que surge como consecuencia de trabajar en el modelo de color 
RGB con sus tres componentes integradas, ya que se sabe que dichas componentes están 
altamente correlacionadas debido a su dependencia de la iluminación; por tanto, los 
umbrales de contraste, que guían la segmentación, pueden resultar no fiables. Además, 
desde nuestro punto de vista, otro de los inconvenientes lo constituye la necesidad de 
especificar el número de clases con carácter previo, algo que resulta desconocido 
cuando se trata de determinar la cobertura terrestre en áreas complejas. 
Wangenheim y col. (2008) aplican la metodología de segmentación jerárquica basada en 
crecimiento de regiones, mediante el uso de medidas de similitud para separar las clases 
que son diferentes y fusionar las que son similares. Las medidas de similitud se 
establecen en relación a las componentes de color. El problema que plantea esta 
aproximación estriba en la necesidad de realizar iteraciones sucesivas hasta encontrar 
los parámetros de entrada más apropiados, lo que exige un conocimiento previo del tipo 
de análisis a realizar, algo que en nuestro caso no es posible debido al desconocimiento 
de la cobertura vegetal existente en las zonas bajo estudio. 
Baraldi y Parmiggiani (1996), siguiendo la metodología basada en la división y fusión 
de regiones, aplican medidas de similitud y disimilitud para separar las clases que son 
diferentes y fusionar las que son similares. Este trabajo se sitúa en la línea de los 
propuestos en Wangenheim y col. (2008). 
Tellaeche y col. (2008a, b, 2011), plantean técnicas de clasificación en imágenes 
agrícolas con el fin de aplicar tratamientos selectivos sobre las malas hierbas. Tras un 
proceso de segmentación previa mediante umbralización basado en Ribeiro y col., 
(2005), segmentan la imagen en lo que llaman celdas de actuación para discernir si una 
de tales celdas requiere o no tratamiento; por consiguiente, se trata de clasificadores bi-
clase basados en técnicas de la teoría de Bayes, la Teoría de la Decisión Multicriterio y 
Máquinas de Vectores Soporte respectivamente. Dada la naturaleza bi-clase de dichas 
técnicas, su aplicación al caso multi-clase, que nos ocupa en el presente trabajo, no 
resulta apropiada. 
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Kurugollu y col. (2001), una vez segmentada la imagen, bajo la metodología 
mencionada previamente, se desarrolla la etapa de fusión y etiquetado (clasificación), 
consistente en la fusión de los tres pares de componentes en un único par, de forma que 
la etiqueta final se obtiene por selección de la etiqueta predominante, es decir, por 
mayoría de coincidencias. Tras la fusión de componentes se realiza un filtrado espacial 
por mayoría. 
En Jhansen y col. (2011) después de la segmentación se aplica un proceso de 
reagrupamiento, si bien no por características espectrales, sino con base a alguna 
característica especial, tal como la pendiente. 
Guijarro y col. (2009a, b) aplican técnicas de combinación de clasificadores simples 
para análisis de la cobertura terrestre con imágenes en el modelo de color RGB, 
captadas por sensores aerotransportados; concretamente se basan en los siguientes 
clasificadores: Fuzzy clustering, Bayes, ventana de Parzen, Cuantización Vectorial o 
Mapas Autoorganizativos. La combinación se lleva a cabo mediante técnicas basadas en 
la Teoría de la Decisión Multicriterio Fuzzy y en el método de Enfriamiento Simulado 
como estrategia de optimización. En esta última línea se encuentra el método propuesto 
por Pajares y col. (2010), que utilizan como técnica de optimización la red neuronal de 
Hopfield. A pesar de que la naturaleza intrínseca de los clasificadores utilizados para la 
combinación es supervisada, mediante el diseño de una estrategia que asume un 
determinado número de clases y evalúa la bondad de la clasificación para diferentes 
particiones, las estrategias planteadas llegan a ser de naturaleza no supervisada. La 
validación de las particiones se realiza mediante el cómputo de los denominados índices 
de validación, que se abordan más adelante en este mismo trabajo. La idea de no 
supervisión, junto con la validación de las particiones se aplican en el trabajo que se 
presenta, si bien desde perspectivas diferentes. El buen rendimiento de las técnicas 
anteriormente mencionadas se justifica sobre la base de que las áreas sobre las que se 
analiza la cobertura terrestre son amplias y abarcan diferentes tipos de vegetación bien 
diferenciados sobre el terreno, algo que no ocurre en el caso de las imágenes que se 
estudian en el presente trabajo.     
Los anteriores algoritmos de clasificación no supervisada son aplicados a imágenes a 
color, mediante sus características espectrales a nivel de píxel.  
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Modelos aplicados a la clasificación de la cobertura terrestre 
La mayoría de los métodos de clasificación pueden ser agrupados de la siguiente 
manera. 
• Clasificación por índices espectrales visibles, para la identificación de las 
plantas verdes, incluidos los cultivos y las malezas, frente al suelo y otras 
estructuras (piedras, escombros y elementos extraños presentes en el campo), 
aplicados por Meyer y Camargo Neto (2008); Tellaeche y col. (2008a, b, 2011); 
Guijarro y col. (2011), Burgos-Artizzu y col. (2009, 2010, 2011) o Sainz-Costa 
(2011) entre otros. 
• Enfoques no supervisados para imágenes hiperespectrales, procedentes de 
sensores remotos, como los trabajos de Du (2007) o Shah y col. (2004), donde 
cada píxel es un modelo de combinación lineal de las señales espectrales 
pertenecientes al espacio híper-espectral. Continuando con la línea de imágenes 
teledetectadas, Secord y Zakhor (2007), con imágenes LIDAR, clasifican zonas 
urbanas para identificar árboles mediante segmentación por crecimiento de 
regiones y clasificación mediante el algoritmo de Maquinas de Vectores Soporte 
Ponderadas. 
• Criterios específicos de histograma basados en umbrales, incluyendo 
umbralización dinámica. Por lo general sólo se consideran dos clases (las plantas 
y el fondo). En Reid y Searcy (1987), una función de decisión se estima bajo el 
supuesto de que las clases siguen la distribución de Gauss. El método de Otsu 
(1979), se ha aplicado a las imágenes en escala de gris considerando un 
problema bi-clase (Ling y Ruzhitsky, 1996; Shrestha y col., 2004). En Gebhardt 
y col. (2006), se aplicó un enfoque de umbral, donde las imágenes son 
previamente transformadas de RGB a un modelo de intensidad de la escala de 
grises. Este método fue mejorado más tarde con la homogeneidad local y las 
operaciones morfológicas en Gebhardt y Kaühbauch (2007). Kirk y col. (2009) 
aplican una combinación de verdes y de intensidad de las bandas espectrales rojo 
y verde, y calculan un umbral automático para un problema bi-clase asumiendo 
dos funciones gaussianas de densidad de probabilidad asociadas al suelo y a la 
vegetación, respectivamente. En Meyer y Camargo Neto (2008), se aplica el 
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método de Otsu, con umbral automático por histograma, para la binarización de 
la imagen una vez que se extrae el verdor; a continuación se obtienen los índices 
de diferencias normalizadas. Después de diferentes experimentos, los autores 
concluyen que un umbral de cero es suficiente para la aplicación propuesta, y 
por lo tanto el método de Otsu finalmente no se aplica en ese trabajo. En esta 
misma línea de binarización por índices de vegetación se encuentran los trabajos 
de Tellaeche y col. (2008a, b, 2011); Burgos-Artizzu y col. (2009, 2010, 2011), 
Guijarro y col. (2011) o Ribeiro y col. (2005). 
• Otros algoritmos, como el de Mean Shift, fue aplicado en Zheng y col. (2009), 
bajo la suposición de que la segmentación de la vegetación verde y el fondo se 
puede considerar como un problema de la segmentación en dos clases; se validó 
la separabilidad de las clases a través de una red neuronal y el discriminante 
lineal de Fisher; los espacios de color utilizados fueron RGB, LUV y HSI. 
Liu y col. (2007), con el objetivo de reducir la dimensionalidad de imágenes 
híper-espectrales, captadas por sensores aéreos sobre los derrames de petróleo, 
aplican el algoritmo de agrupamiento RPCCL (“Rival Penalization Controlled 
Competitive Learning”), mejorando en este caso la selección de la semilla 
inicial, dada la importancia de dicha selección. Esto significa que para encontrar 
la clasificación adecuada es necesario ejecutar el algoritmo varias veces con 
diferentes semillas. 
 
2.4. MÉTODOS DE SEGMENTAC IÓN POR UMBRALIZAC IÓN  
Este apartado se inicia con una breve revisión de métodos de umbralización existentes 
en la literatura, continuando con la descripción de tres algoritmos de umbralización 
clásicos, que constituyen la base para la construcción de otra estrategia de segmentación 
conocida como combinación de umbrales.  
Existen diferentes planteamientos sobre los cuales se aplican técnicas de segmentación 
por umbralización, especialmente en aplicaciones que requieren procesar cantidades 
elevadas de datos, distinguiéndose entre umbralización global y local.  
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La umbralización global es aquella en la cual se establece un único umbral para 
segmentar la imagen, útil cuando solamente existen dos regiones de píxeles. Una de las 
aplicaciones más comunes es extraer un objeto del fondo de una imagen. La 
umbralización local o multiumbralización en la que se determinan varios umbrales, 
cada uno de los cuales separa las regiones que identifican los diferentes objetos. Kirby y 
Rosenfeld (1979) fueron pioneros en la utilización de métodos de umbralización local; 
dentro de la umbralización local difusa también se encuentran diversas investigaciones 
al respecto, entre ellas la de Cheng y Chen (1999). Una extensión del método de 
umbralización local es el de umbral dinámico, en el que se define para cada píxel una 
zona vecina N a la que se asigna un valor de umbral adecuado. Un ejemplo se puede 
encontrar en Martin y col. (2009), así como en Macedo y col. (2010). En este caso es 
imprescindible disponer de un método para calcular el valor umbral adecuado de 
manera automática. Sobre este contexto se han desarrollado diversas investigaciones 
presentándose varias técnicas de segmentación que, por lo general, se diseñan para 
resolver un problema en particular. Gonzales-Barron y Butler (2006), compararon los 
resultados de siete técnicas de umbralización, concluyendo que el método de Otsu es el 
que mejores resultados proporciona, con un alto grado de uniformidad y logrando 
además una correlación mejor que el k-means para los valores de umbral óptimo. En 
esta investigación se menciona que no existe un único método que pueda ser 
considerado bueno para todas las imágenes, por lo que de acuerdo a las necesidades de 
cada problema puede ser uno más apto que otro. 
En SezginySankur (2004), se realiza una amplia revisión bibliográfica en la cual se 
pueden encontrar los principales métodos de umbralización por histograma, bajo la cual 
se analizan, por ejemplo, los picos, valles y curvaturas del histograma suavizado 
(Kurugollu y col., 2001). También existen los métodos de umbralización basados en 
agrupamiento, donde las muestras de niveles de gris se agrupan en dos partes, objeto y 
fondo, o alternativamente se modelan como una mezcla de dos gaussianas, como en 
Otsu (1979), Kittler y Illingworth (1986), o el método de umbral iterativo de Riddler 
(1978), también conocido como ISODATA, además del método de umbralización por 
mínimo error (Lloyd, 1985) y el de agrupamientos difusos (Jawahar y col. 1997). 
Así pues, determinar el umbral óptimo es una de las etapas más importantes en los 
procesos de segmentación y clasificación en general y en el caso que nos ocupa en 
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particular. La determinación de umbral resulta útil además en aplicaciones basadas en 
compresión y recuperación de imágenes, como por ejemplo Chang y col., (2008) o Tai y 
col. (1998), que mediante técnicas de BTC (block truncation coding) y algoritmos 
genéticos comprimen y recuperan imágenes en color. Las técnicas BTC requieren 
determinar el umbral óptimo para cada bloque puesto que pasan por un proceso de 
binarización por bloque y por componente espectral. Aunque esto último no constituye 
el objetivo inmediato en el presente trabajo, en el futuro podría ser de utilidad tanto para 
almacenar como para recuperar las imágenes clasificadas, que se supone formarán un 
conjunto cada vez más amplio.  
La umbralización se aplica incluso a sistemas de control, como por ejemplo, en Burgos-
Artizzu y col. (2007), donde para calibrar la dosis de herbicida precisó de un 
procesamiento previo de imágenes del cultivo que determinara tanto el estado de 
crecimiento de la mala hierba como el índice de cobertura, para ello se utilizaron 
técnicas de segmentación por binarización. 
Los resultados de SezginySankur muestran que de los cuarenta métodos de 
umbralización probados con imágenes en escala de gris, los seis con mejor calidad 
promedio fueron: “Cluster-Kittler”, “Cluster-Lloyd” y “Cluster-Otsu”, desarrollados por 
Kittler e Illingworth (1986), Lloyd (1985) y Otsu (1979), respectivamente, así como 
“Entropy-Kapur“, “Entropy-sahoo” y “Entropy-Yen”, aplicados por Kapur y col., 
(1985), Sahoo y col., (1997) y Yen y col., (1995). 
Chang y col. (2006) realizó un análisis comparativo de doce técnicas de umbralización, 
entre las que se encuentra el método de Otsu, argumentando que ésta es una de las 
técnicas que ha proporcionado muy buenos resultados en umbralización por lo que no 
podía faltar en dicho análisis. Probando imágenes bajo luz controlada y no controlada, 
en el análisis comparativo se evaluó la uniformidad y la inspección visual. En cuanto a 
la uniformidad, Otsu se clasifica dentro de los tres mejores, y en cuanto a la inspección 
visual el método de Otsu consiguió los mejores resultados de entre todos los analizados. 
Mientras tanto Stathis y col. (2008), evalúan treinta algoritmos de umbralización con 
imágenes en escala de gris, clasificándolos en globales y locales e incluyendo el 
algoritmo de Otsu en ambas clasificaciones. 
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Puesto que existen numerosos algoritmos de umbralización, éstos se han aplicado a 
diferentes aéreas de estudio, en algunos casos como apoyo tanto en clasificación 
supervisada como no supervisada. Por ejemplo, en visión de robots no tripulados el 
procesamiento en tiempo real exige algoritmos robustos, por lo que lo ideal es 
simplificar la información mediante binarización. Silveira (2001) diseña una estrategia 
para guiar un robot aéreo mediante visión en carreteras aplicando una estrategia de 
umbral adaptativo para binarizar la imagen y encontrar las líneas de carretera. Otro de 
los campos en que se aplica procesamiento en tiempo real es en la industria, por ejemplo 
en la avícola para clasificar el huevo defectuoso (Ribeiro y col. 2000; García-Alegre, 
2000). Yan y col. (2007) lo aplican para segmentar las líneas eléctricas captadas por 
sensores aerotransportados. Y continuando con la segmentación de imágenes 
aerotransportadas, Cao y col. (2005), también clasifican los objetos creados por el 
hombre apoyándose en algunas técnicas de umbralización. Bicego y col. (2003), 
clasifican las calles y caminos con imágenes aéreas. Tuo y col. (2004) aplican 
histograma directo para mejorar las imágenes captadas por diferentes tipos de sensores 
aerotransportados. Burgos-Artizzu y col. (2010), así como Tellaeche y col. (2008a, b, 
2011), aplican un proceso de binarización de la imagen a color durante la segmentación 
con el fin de discernir entre plantas de cultivo, malas hierbas y suelo. Zhang y col. 
(2008) centran su esfuerzo en la umbralización con fines de procesamiento en tiempo 
real. 
Montiel y col. (2005) proponen utilizar la información proporcionada por las 
distribuciones de los niveles espectrales a través del análisis de los correspondientes 
histogramas de las imágenes que contienen las texturas. 
Dentro de los trabajos de segmentación en color, Vázquez y col. (2007), así como 
Tkalcic (2003), identifican a partir del histograma pequeñas variaciones del color con el 
fin de suprimirlas, consiguiendo así un cierto suavizado y con ello la homogenización 
de las regiones de texturas. 
Roaf y col. (2008) desarrollan una segmentación por umbralización de imágenes RGB, 
si bien los umbrales de cada banda se obtienen mediante el análisis de los valores, 
medios, máximos y mínimos que selecciona el experto en la materia. 
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Sirmacek y col. (2008) y Unsalan y Boyer (2005), procesan imágenes multiespectales 
aplicando segmentación mediante k-means-cluster, consiguen la binarización mediante 
técnicas de bordes, logrando identificar edificios y calles. 
En cuanto a los trabajos en los cuales se aplica multi-umbralización, Lim y Lee (1998), 
proponen un método basado en dos etapas. La primera es una multi-umbralización 
gruesa, mediante un filtro de espacio escalar, seleccionando manualmente el número de 
clases. En la segunda etapa aplican técnicas de agrupamiento del tipo Fuzzy C-Means 
para refinar la segmentación, ajustando posteriormente el número de clases. 
Continuando con la multi-umbralización, Jhansen y col. (2011) aplican clasificación 
basada en píxeles para el análisis de una zona ribereña con imágenes LIDAR, de manera 
que clasifican la corriente central de los arroyos determinando los umbrales 
empíricamente. 
En el ámbito de clasificación de imágenes de alta resolución, tales como las 
proporcionadas por el satélite IKONOS, Cheng y col. (2008) desarrollan un trabajo para 
clasificar la vegetación existente, en el cual normalizan las diferencias de los índices de 
vegetación (NDVI) y seleccionan de forma manual, con base a la visualización del 
histograma de NDVI, un determinado umbral, el cual se aplica para discernir entre dos 
tipos de vegetación. El trabajo concluye afirmando que hace falta un esquema de 
soporte teórico sólido que permita determinar el umbral. 
Además de la existencia de los diferentes métodos de umbralización simples, también se 
han desarrollado diversas aplicaciones sobre la combinación de éstos. Dentro de ellas se 
encuentran las de Guijarro y col. (2011), que aplican un modelo de segmentación 
automática de texturas en imágenes agrícolas, en el cual como paso previo a la 
clasificación se desarrolla una metodología de binarización, aplicando los algoritmos de 
manera independiente y también combinados. Finalmente, después de comparar los 
resultados, afirman que el modelo de combinación de algoritmos proporcionó mejores 
resultados que los individuales. 
Herrera y col. (2011) también combinan tres métodos de umbralización durante la 
segmentación de imágenes hemisféricas de los entornos forestales analizados con fines 
de inventarios forestales y mantenimiento. 
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El resultado de cada método de segmentación dependerá del algoritmo en concreto, del 
valor de los parámetros y de la medida de similitud/disimilitud adoptada. Es decir para 
realizar el agrupamiento de los objetos, es necesario determinar cuándo dos objetos del 
espacio son parecidos y cuándo no. Con este fin se definen las funciones de similitud o 
de disimilitud, entre las que se encuentran las métricas o distancias. 
A continuación se describen tres de los métodos de umbralización que han 
proporcionado buenos resultados en imágenes naturales donde se han aplicado, y que se 
han utilizado en la presente investigación tanto de manera independiente como 
combinados. 
2.4.1. MÉTODO DE OTSU  
El método de Otsu es llamado así en honor a Nobuyuki Otsu, que lo propuso en 1979. 
Petrou (1999) lo describe como un método que no depende del modelado de las 
funciones de densidad de probabilidad. Es una técnica no paramétrica y no supervisada 
de umbralización óptima para separar dos clases entre sí. Cada clase viene caracterizada 
por su centroide y por el área que forma la unión de los puntos asociados a dicho 
centroide. El algoritmo busca la maximización de la distancia entre las dos clases y la 
minimización de sus áreas. En concreto, se utiliza la varianza, que es una medida de la 
dispersión de valores en cada clase, en el caso que nos ocupa se trata de la dispersión de 
los niveles de gris. Dado que son dos las clases involucradas, se calcula el cociente entre 
ambas variancias y se busca un valor umbral para el que este cociente sea máximo, 
aplicando un procedimiento que utiliza únicamente los momentos acumulados de orden 
cero y primer orden del histograma en nivel de gris. 
La operación umbral es considerada como la división de los píxeles de una imagen de L 
niveles de gris en dos grupos, de forma intuitiva por ejemplo objetos y fondo. Es decir, 
una imagen en escala de gris se puede modelar como una función de intensidad 
bidimensional de tamaño N ( )m n N× = , donde m es el número total de filas, y n el 
número de columnas. Los elementos de la imagen i(x,y) se representan por los L niveles 
de gris (i = 0, 1, 2, …, L-1). El número de píxeles en el nivel i se denota por h(i), de esta 
forma es posible construir el histograma, que incluye todos los niveles de intensidad o 
de gris. El histograma se normaliza y se considera como una distribución de 
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probabilidad. La probabilidad de ocurrencia de cada nivel de gris p(i) se representa por 
la ecuación (2-3) con sus propiedades asociadas, 
1
0
( )( ) ,    ( ) 0,     ( ) 1
L
i




= ≥ =∑  (2-3)  
La ecuación (2-4) define el momento acumulado de orden cero w(t) o probabilidad 
acumulada; la ecuación (2-5) representa el momento acumulado de primer orden ( )tµ  o 
media de clases ponderada del histograma hasta el t-ésimo nivel; finalmente el nivel 
medio total Tµ  de la imagen viene dado por la ecuación (2-6). 
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Por ejemplo, supongamos que se busca dividir los píxeles de la imagen en dos clases, C1 
y C2 (fondo y objeto, o viceversa) por un umbral T(t) = t, 0 < t < L-1, donde C1 denota 
todos los píxeles de la imagen con valor de intensidad en el rango (0, …, t) y C2 los 
píxeles con valores en el rango (t+1, …, L-1). Por tanto, la probabilidad acumulada de 
que un píxel se asigne a la clase C1 se obtiene mediante w1. Dicho de otra manera, w1 es 
la probabilidad de que la clase C1 ocurra. Por ejemplo, si t = 0, la probabilidad de que C1 
tenga algún píxel asignado es cero. De igual manera, la probabilidad de la clase C2 es 
obtenida por w2; de esta forma el valor de intensidad media ponderada de los píxeles 
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Es fácil verificar la siguiente relación para cualquier elección de t: 
1 2 1w w+ =   y    1 1 2 2 Tw u w u u+ =     (2-8)  
Las varianzas de clases están dadas por la ecuación (2-9), donde se definen los 
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Con el propósito de evaluar el mejor umbral del nivel t se usa la dimensión métrica 
normalizada de separabilidad de clases, utilizada en el análisis discriminante, ecuación 
(2-10). Este punto de vista está motivado por la conjetura de que un umbral que 
proporcione la mejor separación de clases en los niveles de gris representará el mejor 
umbral. 
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donde 2Gσ es la varianza global. 
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Usando el análisis discriminante, la varianza entre clases { 2B( t )σ } de la imagen 
umbralizada definida por Otsu (1979) para el bi-nivel es: 
( )22 2 21 1 2 2 1 2 2 1( ) ( ) ( )B T Tt w w w wσ µ µ µ µ µ µ= − + − = −  = (2-12)  
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La varianza dentro de las clases se representa por la ecuación (2-13). 
2 2 2
1 1 2 2( )w t w wσ σ σ= +  (2-13)  
Por tanto, el problema se reduce a un problema de optimización para buscar el umbral t 
que maximice la función objetivo, ecuaciones (2-14) y (2-15). Es decir, el umbral 
óptimo tOtsu es aquél en el cual la distancia entre las clases obtiene el valor máximo. 
2 2
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2.4.2. UMBRALIZACIÓN P OR IS ODATA  
Isodata (Iterative Self-Organizing Data Analysis) es una técnica simple iterativa 
desarrollada por Ridler y Calvard en 1978, se encuentra descrito en Pajares y Cruz 
(2007a, b). El objetivo del algoritmo Isodata consiste en dividir el histograma en dos 
partes que representan a su vez dos sub-regiones en la imagen. Se trata de un método 
iterativo que obtiene el umbral mediante los siguientes pasos: a) calcula el valor medio 
de la imagen o primer umbral, el cual determina dos clases formadas por los píxeles 
cuya intensidad es menor y mayor respectivamente que dicho umbral; b) en la iteración 
siguiente calcula los valores medios de las clases establecidas en el paso previo, el 
promedio de esos dos valores medios determina un nuevo umbral; c) el nuevo umbral 
determina a su vez otras dos clases sobre las que se repite el mismo proceso que en el 
paso anterior. El proceso se repite hasta que dos valores de umbral, en iteraciones 
consecutivas, difieren menos de un valor pequeño previamente prefijado. 
Los valores de los píxeles del histograma se denotan por h(0), h(1), ..., h(L-1), donde 
h(i) especifica el número de píxeles de una imagen cuyo con valor i en escala de gris, y 
L-1 es el valor máximo del píxel en la imagen en dicha escala. La estimación inicial en 
it  es el valor medio. Entonces, para valores menores o iguales que éste, t ≤ it , se calcula 
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el promedio 1µ (t); para el resto, se obtiene 2µ (t), ecuación (2-16). Estos valores medios 
son los que se calculan en los pasos anteriores hasta obtener el umbral final buscado It .  
1
0 0
( ) ( ) ( )
t t
i i
t i h i h iµ
= =
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2.4.3. ALGORITMO DE UMBRALIZACIÓN FUZZ Y 
Huang y Wang (1995) aplicaron la teoría de conjuntos difusos para dividir el 
histograma de una imagen en dos regiones, cuyo objetivo es minimizar una medida de 
borrosidad, que se define a tal efecto. Esta medida se puede expresar a través de 
términos diferentes, una de ellas es la entropía. La función de pertenencia, ( ( , ))F I x yµ , 
puede ser vista como una función característica que representa la borrosidad de un píxel 
determinado (x, y) de la imagen I. 
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donde los niveles promedios de gris 1( )tµ  y 2 ( )tµ son los definidos en la ecuación (2-
16), que diferencian dos regiones en la imagen para un valor determinado de umbral t; 
D es un valor constante que se establece con el fin de que se cumpla la relación 
siguiente: 0.5 ( )) 1F I( x, yµ≤ ≤ . De acuerdo con Gonzalez-Barron (2006), hemos optado 
por la entropía de la imagen, E(I), obtenida mediante la ecuación (2-18), como medida 














= ∑  (2-18)  
( ) [ ] [ ] [ ]( ) ( ) ln ( ) 1 ( ) ln 1 ( )F F F F FS i i i i iµ µ µ µ µ= − − − −  (2-19)  
El umbral óptimo, Ft , se obtiene minimizando la medida de borrosidad E(I) según la 
ecuación (2-20) como sigue, 
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arg min ( )Ft E I=  (2-20)  
2.5. MÉTODOS DE AGRUPAMIENTO  
En la sección 2.3.4 ya se revisaron algunas aportaciones con respecto a los métodos de 
agrupamiento, relativos a la clasificación no supervisada. El enfoque proporcionado allí 
se centró en métodos de clasificación donde previamente se aplica algún proceso de 
segmentación parcial. Ahora el enfoque que se formula en esta sección se orienta hacia 
la descripción de métodos de agrupamiento o clasificación sin procesamiento previo, 
cuyo objetivo es identificar un método de agrupamiento que permita validar los 
resultados de la estrategia propuesta en el presente trabajo de investigación  
Generalmente, los métodos de agrupamiento suelen dividirse de diferentes maneras. 
Siguiendo la taxonomía establecida por Theodoridis y Kouroumbas (2009) los 
algoritmos de agrupamiento se dividen en categorías según el procedimiento que 
utilizan para agrupar los objetos: 
a) Algoritmos jerárquicos: como su nombre indica, construyen una jerarquía de 
agrupamientos, uniendo o dividiendo los grupos de acuerdo a una cierta función 
de similitud/disimilitud entre los grupos. En otras palabras, construyen un árbol 
de clústeres llamado dendograma. Los métodos de agrupamiento jerárquicos se 
categorizan en aglomerativos (bottom-up) y divisivos (top-down). Un 
agrupamiento aglomerativo, generalmente, comienza con grupos unitarios 
(singleton clusters) y, recursivamente, une dos o más clústeres, siempre de 
acuerdo a alguna función de similitud/disimilitud. Un agrupamiento divisivo, 
generalmente, comienza con un único clúster en el que están todos los puntos o 
datos y, recursivamente, divide el clúster, ya sea minimizando o maximizando 
alguna función que estime el agrupamiento óptimo. El proceso continúa hasta 
que se alcanza algún criterio de finalización, generalmente el número k de 
clústeres. Entre las ventajas de los algoritmos de agrupamiento jerárquicos se 
pueden mencionar la flexibilidad con respecto al nivel de granularidad, su fácil 
manejo y su aplicabilidad en relación a cualquier tipo de atributo. Entre las 
desventajas se encuentra la no existencia de un criterio de parada claro, salvo el 
número de clústeres, además de que una vez construidos éstos, no vuelven a ser 
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visitados con el fin de mejorarlos (Wangenheim y col., 2008; Gashnikov y col., 
2009; Trias-Sanz y col., 2008; HandlyKnowles, 2005). 
b) Métodos por partición: emplean diferentes técnicas de reubicación para asignar 
los puntos o datos a uno de los k clústeres; algunos buscan puntos específicos 
para luego reubicar los restantes, otros tienen un enfoque probabilístico. A 
diferencia de los métodos jerárquicos tradicionales, en algunos casos los 
clústeres son revisitados después de construidos, de forma que con los puntos 
reubicados se mejora el agrupamiento. Estos algoritmos muchas veces asumen 
un conocimiento a priori del número de clústeres en que debe ser dividido el 
conjunto de datos. La idea más usada es hallar los centroides, uno para cada 
clúster, y luego ubicar los restantes puntos en el grupo del centroide más 
cercano. Este método tiene como desventaja que falla cuando los puntos de un 
clúster se sitúan muy próximos al centroide de otro grupo (Hu y col., 2008; Chu 
y col., 2002; Hartigan y Wong, 2009; HandlyKnowles, 2005; Pajares y Cruz, 
2002; Mezaris y col., 2004). 
c) Algoritmos basados en densidad: tratan de identificar clústeres en zonas 
altamente pobladas. Emplean diferentes técnicas para determinar los grupos: por 
grafos, basadas en histogramas, “kernels”, aplicando la regla K-NN o tratando 
de descubrir subgrupos denso-conectados (Shu y col., 2003; Márcio y col., 
2008). 
d) Métodos basados en rejillas: trabajan con los datos indirectamente, 
construyendo resúmenes de los propios datos sobre el subconjunto del espacio 
de atributos, realizan una segmentación del espacio y seleccionan segmentos 
apropiados (Stenberg y col., 2008; Secord y Zakhor, 2007) 
e) Métodos basados en co-ocurrencia: consideran que el concepto de similitud por 
sí solo no es suficiente para agrupar algunos datos, por lo que introducen otros 
conceptos tales como relaciones entre los vecinos (Li y col., 2008). 
Otros autores como Bow (2002), para su división toman en cuenta la existencia o no de 
una función criterio a optimizar, clasificándolos pues en directos e indirectos: 
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a) Directos o heurísticos: son los que no optimizan ninguna función objetivo, es 
decir, simplemente se basan en alguna observación previa que define la 
heurística (Corney y col., 2008; Yang y col., 2008). 
b) Indirectos o por optimización: son los que optimizan alguna función objetivo. 
Un ejemplo de optimización es el de Angus (2007), quien propuso una función 
de optimización Multi-Objetivo a la que denominó PACO por sus siglas en 
ingles de “Population-based Ant Colony Optimization”. 
Asimismo, Bow (2002) menciona que suele ser habitual clasificar los algoritmos de 
agrupamiento según su construcción en aglomerativos, divisivos y mixtos (Chen y col., 
2002).  
Por otra parte, existe la posibilidad de distinguir el tipo de algoritmos en función del 
conocimiento que se tenga a priori del número de grupos: 
a) Si se conoce el número de clústeres, donde se encuadran los algoritmos 
siguientes: minimización de la suma de la distancia al cuadrado, ISODATA, 
técnica de búsqueda dinámica del óptimo agrupamiento y el método de 
agrupamiento borroso o fuzzy c-means (Saeed, 2006, Hu y col., 2008). 
b) Si no se conoce el número de clústeres, entre los que se encuentran los 
siguientes como más relevantes: el método heurístico o también conocido como 
conjunto de muestras adaptativas, el algoritmo de Batchelor y Wilkin, el 
algoritmo de agrupamiento jerárquico basado en los k vecinos cercanos (Gómez, 
1994; Macedo y col., 2010). 
De entre los algoritmos antes mencionados, se seleccionó el de agrupamiento fuzzy c-
means como método de comparación para validar los resultados frente al método 
propuesto en este trabajo, las razones que justifican su elección son las siguientes:  
a) Se trata de un método ampliamente utilizado, con resultados satisfactorios, en 
distintas aplicaciones, incluyendo la clasificación de texturas en imágenes 
naturales (Guijarro y col., 2009a,b; Pajares y col., 2010; Herrera y col., 2011). 
b) Es un método supervisado que requiere el conocimiento previo del número de 
clústeres, lo cual es factible en tanto en cuanto el algoritmo propuesto en este 
trabajo proporciona esta información. 
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c) Dado que el método proporciona una partición, resulta factible aplicar índices de 
validación, sección 2.6.2, con respecto a la partición proporcionada por el 
método propuesto en este trabajo de investigación. De esta forma, es posible la 
comparación objetiva de los resultados obtenidos. 
d) Dada la naturaleza borrosa del mismo, es posible la asignación de píxeles a 
diferentes clases con distintos grados de pertenencia, algo perfectamente 
asumible y coincidente con la realidad en el caso de las imágenes analizadas en 
la presente investigación. 
2.5.1. AGRUPAMIENTO FUZZY C-MEANS   
“Fuzzy Clustering” ampliamente conocido como tal en su terminología inglesa, consiste 
en dividir n objetos, identificados por x X∈ y caracterizados por p propiedades, en c 
clústeres o grupos. El término fuzzy, introducido ya con anterioridad, es sinónimo de los 
términos difuso y borroso en español, por lo que se usan indistintamente.  
Con el fin de formalizar el método, sea el conjunto de datos { }1 2 n= , ,..., pX x x x ∈ℜ  un 
subconjunto del espacio real p-dimensional p .ℜ  Cada { }1 2, , ..., p pk k k kx x x x= ∈ℜ se 
denomina vector de características,
jk
x  es la j-ésima característica de la observación kx .  
Como se ha mencionado previamente y centrándonos en las imágenes que se utilizan en 
este trabajo de investigación, las características son los píxeles y sus propiedades son las 
componentes espectrales en el modelo de color RGB, por tanto, p = 3 y 
{ } 3kx R,G,B= ∈ℜ . 
Esta estrategia fue originalmente introducida por Bezdek (1981). Su descripción se 
puede encontrar en Bezdek (2005), Duda y col. (2001) o Pajares y Cruz (2007a,b), entre 
otros. 
Puesto que los elementos de un clúster deben ser tan similares entre sí como sea posible 
y a la vez deben ser tan diferentes a los elementos de otros clústeres como también sea 
posible, el proceso de clasificación se controla por el uso de medidas de similitud 
basadas en distancias. Así la similitud o la diferencia entre dos puntos kx  y lx  puede 
interpretarse como la distancia entre esos puntos. 
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La distribución de las muestras del conjunto X en clases se conoce como partición. Si se 
desea realizar una partición del conjunto X en c clases, se tendrán { }1,...,iS i c=  
subconjuntos de X, donde cada subconjunto constituirá una clase. Una partición puede 
enfocarse desde dos perspectivas: fuzzy y no fuzzy. Una partición no fuzzy se conoce en 
terminología inglesa como crisp. Desde el punto de vista fuzzy para cada clase jS  se 
puede definir un conjunto borroso iµ sobre el universo X, [ ]0,1i : Xµ →  que asigna a 
cada muestra kx lo que se conoce como grado de pertenencia de dicha muestra al 
subconjunto jS , denominada clase a partir de ese momento. 
Los valores tomados corresponden al intervalo continuo (0,1). Esto se puede expresar 
como i k ik( x )µ µ≡ . En el caso de conjuntos no fuzzy, una muestra kx  pertenece a una 
clase iS solamente y no pertenece al resto de las clases. Esto se expresa mediante los 
valores discretos {0, 1}, siendo 1i kµ =  para indicar que pertenece y 0i kµ =  para 
expresar que no pertenece. En el caso de conjuntos borrosos se dice que una muestra 
puede pertenecer a diferentes clases y así se habla por ejemplo de que kx  pertenece a 
una clase iS  con ikµ  grado de pertenencia y a otra clase jS  con ijµ grado de 
pertenencia. 
Dado el conjunto de muestras { }1 2 nX x ,x ,..., x=  y el conjunto cnV  de todas las matrices 
reales de dimensión c x n, con 2 c n≤ < , se puede obtener una matriz de grado de 
pertenencia representando una partición de las muestras en clases de la siguiente manera 
{ }ik cnU Vµ= ∈ . Tanto en el supuesto “crisp” como en el fuzzy se deben cumplir las 
siguientes condiciones: 
{0,1}          [0,1]          1 ;    1ik ikcrisp o fuzzy i c k nµ µ∈ ∈ ≤ ≤ ≤ ≤  
1






= ≤ ≤∑  
 
1






< < ≤ ≤∑  
(2-21)  
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La localización de un clúster iS  se representa por su centro { }1 2, , ..., p pi i i iv v v v= ∈ℜ con 
i = 1, …, c, alrededor del cual se concentran los objetos. 
La definición básica para llevar a cabo el problema de la partición fuzzy para m > 1 
consiste en minimizar la siguiente función objetivo: 
2
1 1
min ( ; ) -
n c
m
m ik k i G
k i
z U v m x v
= =
= ∑∑  (2-22)  
G es una matriz de dimensión p x p simétrica y definida positiva. Así se puede definir 
una norma general del tipo, 
( ) ( )2 tk i k i k iGx v x v G x v− = − −  (2-23)  
Diferenciando la función objetivo para iv (suponiendo constante U) y ikµ (suponiendo 
constante v), y aplicando la condición de que 
1

































j k j G
x v











 (2-25)  
El exponente m se conoce como peso exponencial y reduce la influencia del ruido al 
obtener los centros de los clústeres, reduciendo la influencia de los valores pequeños de 
ikµ (puntos lejos de iν ) frente a valores altos de ikµ  (puntos cerca de iν ). Cuanto mayor 
sea 1m > , mayor es dicha influencia. 
Por tanto, para llevar a cabo el proceso de agrupamiento es necesario definir los 
siguientes parámetros: 
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a) Número de clústeres c: se asigna el resultado obtenido del sistema de 
clasificación Otsu propuesto en la presente investigación. 
b) El peso exponencial m: para el presente caso se tomó el valor 2, por ser 
el valor ampliamente utilizado según diversos estudios previos (Bezdek, 
2005). 
c) Máximo número de iteraciones: establecido en 100 por haberse 
constatado suficiente, ya que dicho valor no ha sido alcanzado nunca en 
los experimentos llevados a cabo en este trabajo. 
d) Valor mínimo que determina el cambio en la función objetivo entre dos 
iteraciones sucesivas, fijado al valor de 1e-5. 
e) La matriz G que induce la norma. 
El proceso de agrupamiento se detiene cuando el número máximo de iteraciones es 
alcanzado, o cuando la variación de la función objetivo entre dos iteraciones 
consecutivas se sitúa por debajo del valor previamente establecido. 
Especial mención requiere el estudio de la matriz G que determina la forma del grupo. 
Si se elige la norma Euclídea, entonces G es la matriz identidad I y la forma de los 
clústeres se asume que constituyen una hiper-esfera. G también se puede elegir como 
una matriz diagonal con ( ) 12D jG diag σ
−
 =    o la norma de Mahalanobis con 
( )[ ] 1cov −= xGM , donde 2jσ  denota la varianza de la característica j y cov la covarianza. 
En el presente caso G es la matriz identidad. 
El criterio que sigue el clasificador fuzzy para determinar a qué clase pertenece kx
consiste en seleccionar el máximo valor de los grados de pertenencia de entre todos los 
obtenidos, y asignar kx  a la clase asociada con este valor máximo. Formalmente esto se 
expresa como sigue: 
, , 1,...k j kj klx w l j j cµ µ∈ > ∀ ≠ =  (2-26) 
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2.6. EVALUACIÓN DEL SISTEMA DE CLASIF ICACIÓN N O SUPERVISADA DE COBERTU RA  
TERRESTRE 
El objetivo de los métodos de clasificación no supervisada es encontrar agrupamientos 
significativos presentes en un conjunto de datos. Estas agrupaciones se conocen como 
particiones. Uno de los elementos clave en los métodos de clasificación es determinar la 
bondad o calidad de las particiones obtenidas. Un criterio para medir dicha calidad 
consiste en buscar grupos de forma que los elementos dentro de cada grupo sean lo más 
similares posible entre sí y por consiguiente, se encuentren muy bien agrupados 
alrededor del centro o representante del clúster. Simultáneamente, la calidad también se 
mide en función de la separación entre los clústeres, de forma que a mayor separación 
entre los centros de los clústeres mayor calidad. 
En los problemas de clasificación no supervisada la determinación del número óptimo 
de clústeres constituye un aspecto esencial de la clasificación, ya que a priori resulta 
desconocido. En este sentido, la validación de la partición resulta ser un paso 
fundamental en la clasificación no supervisada, que es el caso que nos ocupa en la 
presente investigación. 
Los interrogantes que nos planteamos durante el proceso de validación del clasificador 
no supervisado propuesto son: 
1. ¿El número de agrupamientos generado por el clasificador es el óptimo? 
2. ¿Cuál es la correspondencia que existe, temáticamente hablando, entre las clases 
asignadas a un píxel con nuestro clasificador y las asignadas en la imagen de 
referencia creada con la colaboración de un experto? 
Las formas de evaluar la calidad de los agrupamientos ha ido evolucionando desde la 
simple observación de resultados, con un "parece bueno", dado que este proceso de 
análisis de datos es muy subjetivo, hasta la aplicación de diferentes índices de 
validación utilizados para tal fin, así como por la comparación sobre el terreno de 
localizaciones concretas identificadas en las imágenes analizadas, hasta llegar al estudio 
de la matriz de error con datos deterministas o mediante las técnicas fuzzy. 
Con el objetivo de plasmar el estado del arte en cuanto a los índices de validación que 
permiten determinar el número óptimo de agrupamientos, así como la veracidad de la 
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clasificación temática de cada píxel, en esta sección se realiza una descripción de los 
métodos más comúnmente utilizados en la literatura sobre la validación de un 
clasificador no supervisado en relación al número de clústeres. Específicamente, los 
indicadores de validación, aplicados a la presente investigación son: el índice de 
Calinski y Harabasz (1974), el de Davies y Bouldin (1979), el índice de Krzanowski y 
Lai (1985), el de Dunn (1974) y el de Hartigan (1985). Además para evaluar la 
precisión temática se aplica como método de validación externa, el índice de kappa 
derivado de la matriz de error. 
2.6.1. ÍNDICES DE VALIDACIÓN PARA UN C LASIFICA DOR N O SUPERVISADO 
Como se ha mencionado previamente, un índice de validación de agrupamientos 
proporciona una medida cuantitativa y objetiva del resultado de la partición obtenida, y 
su valor óptimo se usa para determinar el número óptimo de clústeres en el caso de los 
métodos no supervisados (Halkidi y Vazirgiannis, 2001; 2002a; 2002b; Wang y col, 
2009). 
Existen diversas técnicas de validación de agrupamientos, diferenciándose 
principalmente entre internas y externas (Halkidi y col., 2002a; Milligan y Cooper, 
1985; Handl y col. 2005; Wang y col., 2009). Estos dos grupos de técnicas difieren 
radicalmente en sus enfoques, y encuentran aplicación en distintas condiciones 
experimentales. Las medidas de validación interna tienen como objetivo evaluar el 
resultado de un algoritmo de agrupamiento utilizando sólo las cantidades y las 
características inherentes al conjunto de datos; es decir, evalúa la partición en base a los 
datos y las distancias entre ellos, con el objetivo de evaluar si la estructura es 
intrínsecamente adecuada en función de los datos disponibles (Milligan y Cooper, 1985; 
Jain y Dubes, 1988; Jain y col., 1999; Theodoridis y Koutroumbas, 2009). 
Las medidas de validación externas comprenden aquellos métodos que evalúan los 
resultados de la agrupación asumiendo el conocimiento de la partición correcta de los 
datos. Es decir, la verdadera partición es conocida, que se conoce como ground truth o 
standard gold. Evidentemente, en un contexto real de clasificación no supervisada, la 
partición correcta no es conocida, pero puede ser que en un contexto experimental de 
evaluación de algoritmos de agrupamiento sí lo sea. La validación se desarrolla sólo con 
una muestra representativa de los datos. 
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En la literatura consultada en relación a esta temática, dichos conceptos y métodos 
aparecen publicados en diversos trabajos entre los que destacan los siguientes: 
Rousseeuw (1987), Geva (2000), Levine (2001), Dimitriadou (2002), Lange (2004), 
Gusarova (2005), Mufti (2005), Bertrand (2006), Bouguessa (2006), Barzily (2008), 
TheodoridisyKoutroumbas (2009), Congalto (2009). 
 
2.6.2. VALIDACIÓN DEL  NÚMERO DE AGRUPAMIENTOS ( ÍNDICES  DE VALIDACIÓN  
INTERNA)  
Las medidas de validación interna toman un agrupamiento y el conjunto de datos como 
entrada para evaluar la calidad de la información y usan las mismas categorizaciones 
que usó el método de agrupamiento. Por tanto se aplican las tres categorías 
fundamentales necesarias a considerar en una clasificación de calidad: 
• Compacidad. Este grupo comprende los índices de validación que permiten 
evaluar la compacidad de los grupos o la homogeneidad interna entre ellos. Es 
decir, los miembros de cada grupo deben situarse lo más cerca posible entre sí. 
Una medida común de su diseño compacto es la varianza dentro de cada grupo, 
que debe ser minimizada para conseguir máxima compacidad.  
• Conectividad. Permite evaluar qué buena es una partición dada según el 
concepto de conexión, es decir, hasta qué punto una partición observa la 
densidad de elementos locales y de los grupos de datos, conjunto con sus 
vecinos más cercanos en el espacio de datos. 
• Separación. Se basa en medidas que cuantifican el grado de separación dentro 
de cada agrupamiento. Es decir, cómo de espaciados están unos clústeres de 
otros. Existen tres métodos comunes para medir la distancia entre dos clases 
diferentes: el primero se denomina vinculación individual, que mide la distancia 
entre los miembros más cercanos de los grupos; el segundo ligamiento completo, 
que mide la distancia entre los miembros más distantes; finalmente, el tercero 
comparación de los centroides, que mide la distancia entre los centros de los 
grupos. 
• Combinaciones. La literatura proporciona diversos enfoques de mejora que 
combinan algunas de las medidas antes enumeradas. Técnicas que calculan una 
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puntuación final tomando como referencia la combinación, lineal o no lineal, de 
algunas de las anteriores medidas. 
Existen diferentes índices para la validación interna (Bezdek y Pal, 1998; Bouguessa y 
col., 2006; Chou y col., 2004; Günter y Bunke, 2003; Milligan y Cooper, 1985; Pal y 
Biswas, 1997; Wu y col., 2009). Como ya se ha indicado, se basan en los conceptos de 
cohesión de los grupos y la separación entre agrupamientos. Tal y como ocurre en los 
métodos de agrupamiento, en general tampoco existe una base teórica robusta sobre qué 
método es el más apropiado (Bouguessa y col., 2006), todo depende de la aplicación 
concreta sobre la que se desee realizar la medida de validación. Por otra parte, a pesar 
del gran número de índices propuestos no existen comparativas extensas y completas de 
ellas. Probablemente la comparativa más importante sea la realizada por Milligan y 
Cooper (1985) hace ya casi tres décadas. 
Generalmente, los índices internos se utilizan para la búsqueda del número óptimo de 
clases (Azuaje, 2002; Bel y col., 2005; Dimitriadou, 2002; Dudoity Fridlyand, 2002; 
Guidi y col., 2009). 
Para evaluar la precisión del clasificador en cuanto al número de agrupamientos 
generados, nos inclinamos por aplicar una combinación de la primera (compacidad) y la 
tercera (separación) características, dado que las dos clases de medidas muestran 
tendencias opuestas en el sentido de que mientras que dentro de un clúster mejora la 
homogeneidad con un número creciente de grupos, la distancia entre los grupos tiende a 
deteriorarse. Los siguientes índices se fundamentan en este principio de compacidad y 
separación: Davies y Bouldin (1979) (DB), Dunn (1974) (Dunn), Calinski y Harabasz 
(1974) (CH), Krzanowski y Lai (1985) (KL), Hartigan (1985) (Han). 
Los índices CH y DB, de acuerdo con el estudio de Milligan y Cooper (1985), se sitúan 
dentro de los diez mejores índices de validación respecto del número de agrupamientos, 
quedando en primer lugar CH y en décimo DB. Más recientemente Maulik y 
Bandyopadhyay (2002) seleccionaron los índices de CH y DB entre otros para evaluar 
el número óptimo de agrupamientos en cinco conjuntos de datos así como la bondad de 
un índice de validación recientemente desarrollado, obteniendo en la mayoría de los 
casos el mismo número óptimo entre CH y el algoritmo en cuestión por lo cual lo 
declaran confiable. Recientemente Bel y col. (2005) para determinar el número de 
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grupos estables comparan CH y KL, frente al índice de estabilidad de Bertrand y Bel 
(2005) para dos conjuntos de datos, uno de datos artificiales y el conocido conjunto de 
datos Iris (UCI, 2012), concluyendo que para el conjunto de datos Iris, KL resulta ser el 
mejor. 
Los índices de validación que permiten obtener el número óptimo de agrupamientos son 
utilizados para aquellos clasificadores no supervisados en los cuales uno de sus 
parámetros de entrada es el número de grupos a extraer. Al no tener conocimiento del 
número de grupos, estos índices se ejecutan después del algoritmo de agrupamiento 
varias veces, variando el número de grupos en cada ejecución desde un cierto mínimo a 
un valor máximo, luego se calcula el valor del índice, y finalmente se obtiene la 
agrupación que proporciona el mejor valor del índice. Esta tarea requiere mucho tiempo 
de cómputo y cuando se trata de imágenes grandes (teledetectadas), el proceso resulta 
muy costoso. 
En el presente caso de estudio, el interés se centra en medir la calidad en cuanto al 
número de agrupamientos que genera el método propuesto. Dado que el método no 
necesita ningún parámetro, es necesario evaluar si el número de agrupamientos 
resultantes es el óptimo en comparación con otro modelo que genera resultados 
similares, pero donde uno de los parámetros de entrada es el número de agrupamientos, 
como es el caso de Fuzzy clustering. 
A continuación se describen los índices de validación utilizados para evaluar el método 
propuesto en este trabajo de investigación. 
Davies Bouldin (1979) (DB), ampliamente utilizado en la literatura analizada. Usa 
como medida de similitud de una clase el promedio de las distancias de sus puntos a su 
centroide, mientras que como medida de separabilidad entre clases utiliza la distancia 
entre los grupos, que en nuestro caso sería la distancia Euclídea entre los centros de las 
clases. Bolshakova y Azuaje (2003) validaron la clasificación mediante los índices de 
DB y Dunn aplicando las medidas de distancia Euclídea, Manhatan y Chebychev para 
calcular el número óptimo de agrupamientos, resultando que en la mayoría de los casos 
estudiados, las tres medidas coinciden en cuanto al número de agrupamientos sugerido. 
Según lo cual, en nuestro caso se ha elegido la Euclídea por su simplicidad. 
El índice DB se define de la siguiente manera: 
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Sea U X:X ...Xc1↔ ∪ , donde Xi representa el i-ésimo grupo de la partición, y ( )X ,Xi jd  
se define como la distancia entre Xi y Xj (distancia entre dos grupos); ( )  ( )i jΔ X , Δ X , 
representan la distancia dentro de los grupos i y j, es decir, ( )iΔ X es la medida de 
dispersión dentro del grupo Xi. Por último, c es el número de clases de la partición U. 
1
max





i i ji j
X X
DB U









Para analizar la ecuación (2-27) con más detalle, la desglosamos de la siguiente manera 
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(2-28) 
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(2-31) 





s X x x
n ∈
= ∆ = −∑  
(2-32) 
donde ni es el número de elementos en Xi. 
El índice de similitud ijR entre dos grupos Xi y Xj debe satisfacer las siguientes 
condiciones (Davies y Bouldin, 1979): 
Antonia Macedo Cruz 
CAPÍTULO 2 ESTADO DEL ARTE 
73 
 
1. 0ijR ≥  
2. ij jiR R=  
3.   =0 y s 0 entonces R 0i j ijSi s = =  
4.   >s  y d  entonces R >Rj k ij ik ij ikSi s d=  
5.   =s  y d  entonces R >Rj k ij ik ij ikSi s d< . 
Estas condiciones establecen que Rij es no negativo y simétrico. 
Para escoger el número de agrupamientos adecuado se toma el valor del número de 
grupos (c) que minimiza el índice de similitud de Davies Bouldin, lo que significa que 
los grupos son más compactos y están más separados unos de los otros. 
El índice DB resulta ser muy utilizado para encontrar el número óptimo de clases; entre 
los trabajos que lo referencian podemos citar los siguientes: Chou y col. (2004); Gunter 
y Bunke (2003); Halkidi y col. (2001; 2002b); Kovács y col. (2005); Speer y col. 
(2005); Saitta y col. (2007). 
 
El índice de Dunn (Dunn, 1974), al igual que DB, este índice estima cuán compactos y 
separados están los clústeres, se define como: 
{ }( )
( , )







i c j c
j i k c
∆
=









donde )( kX∆ representa como en el caso anterior la varianza dentro del grupo Xk, y 
( , )d X Xi j  se define como la distancia entre los grupos Xi y Xj; c es el número de clases. 
El objetivo principal de esta medida es aumentar al máximo las distancias entre los 
grupos, minimizando las distancias dentro de cada grupo. 
Para escoger el número de agrupamientos adecuado se toma el valor de c que maximice 
el índice de Dunn, porque eso significa que los grupos son más compactos y están más 
separados entre sí. 
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Este índice tiene como inconveniente que considera grupos compactos y bien separados, 
por lo que al calcular la compacidad según la distancia de los puntos a los centros, no 
detecta bien la forma de los grupos; si además éstos están solapados, no es posible 
determinar las fronteras entre los grupos, proporcionando resultados erróneos acerca del 
número de grupos. 
Azuaje (2002) aplicó el índice de Dunn con seis diferentes medidas de separación entre 
los agrupamientos y tres medidas de compacidad dentro de los clústeres. 












En este caso, para cada número de agrupaciones 2k ≥ . Donde k denota el número de 
grupos, n es el tamaño de la partición, Bk es la suma total de las distancias entre clases al 
cuadrado, Wk es la suma de las distancias entre elementos de un mismo clúster al 
cuadrado, también conocida como distancia inter-clúster. Como medida de distancia, 
una de las más utilizadas es la Euclídea; tr denota la traza de una matriz.  
Por lo tanto, un número óptimo de agrupaciones se define como un valor de k que 
maximiza CH(k). 
El índice CH ha sido utilizado para encontrar el número óptimo de agrupamientos, 
comparándolo con otros índices, y en la mayoría de los casos se obtienen relativamente 
buenos resultados. Entre los diferentes trabajos que lo aplican se encuentran entre otros 
los siguientes: Ben-Hur y col. (2002), Bel y col. (2005), que analizaron 
satisfactoriamente su estabilidad; Casillas y col. (2003); Guidi y col. (2009); Lam y Yan 
(2007); Halkidi y col. (2002b), Dudoit y Fridlyand (2002), Dimitriadou y col. (2002) y 
Milligan y Cooper (1985). 
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k k kdiff k W k W−= − −  (2-36) 
donde p denota el número de características en el conjunto de datos, Wk es el definido 
previamente. Por lo tanto, un valor de k 2≥  es óptimo cuando se maximiza KL(k). 
El índice KL al igual que los anteriores ha sido aplicado para encontrar el numero 
óptimo de agrupamientos, entre los diferentes trabajos que lo aplican se encuentran 
entre otros el de Dudoit y Fridlyand (2002). 
Índice de Hartigan (1985), se define por: 
1
( ) 1 ( 1)k
k
trWHan k n k
trW +
 
= − − − 
 
 (2-37) 
donde k 1≥ , denota el número de grupos, tr y Wk son las definidas previamente. 
Por lo tanto, un valor de k es óptimo cuando éste minimiza Han(k).  
El índice de Hartigan ha sido aplicado para encontrar el numero óptimo de 
agrupamientos, por diferentes autores tales como Dudoit y Fridlyand (2002), y en 
algunos casos como en Dimitriadou y col. (2002) y Milligan y Cooper (1985) se aplica 
el índice Hartigan (1975), definido como ( ) log( / )k kHan k B W= .  
2.6.3. INFORMACIÓN DE REFERENCIA PARA LA VAL IDAC IÓN TEMÁTICA  
Tal y como se mencionó previamente, los índices de validación externa se reducen a la 
comparación de dos particiones: la generada por el clasificador y la denominada ground 
truth o de referencia. 
De manera que al tratarse de clasificación de cobertura terrestre, ya sea mediante 
fotografías aéreas digitales (teledetectadas) o fotografías convencionales tomadas desde 
tierra, la validación consiste en medir la correspondencia entre la clase temática 
asignada a un píxel por el propio clasificador y la "verdadera clase" a la que pertenece, 
determinada por el experto sobre el terreno (Congalton, 2009). 
United States Geological Survey (USGS, 1990) define la exactitud de los datos 
espaciales como: "la similitud de los resultados de observaciones, cálculos o 
estimaciones a los verdaderos valores o a los valores aceptados como verdad". 
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Pero la información “ground truth” no siempre se puede conseguir, por lo que es 
necesario en ocasiones generarla con la ayuda de algún experto conocedor de la zona de 
estudio, y siempre considerando los diversos factores esenciales en el diseño del control 
de calidad de la clasificación, tales como: la unidad de muestreo, el tamaño de la 
muestra y el diseño del muestreo (Congalton, 2010). 
Por tanto, en esta sección se describen los factores aplicados para el diseño de la 
información de referencia “ground truth”, que constituye un elemento esencial en la 
validación de los resultados obtenidos por el clasificador. 
Unidad de muestreo 
Se entiende como unidad de muestreo los fragmentos de la imagen clasificada que serán 
seleccionados para evaluar la calidad. Congalton (2009) cita cuatro opciones: el píxel 
simple, las agrupaciones de píxeles, los polígonos o la agrupación de polígonos. 
Existen numerosas recomendaciones sobre qué unidad de muestreo tomar en función 
del tipo de trabajo, propósito, escala, medios e informaciones auxiliares, pues una 
unidad puede presentar ventajas e inconvenientes frente a otras. 
Aronoff (1989) recomienda el uso del píxel individual, argumentando que si 
incrementamos el nivel de detalle aumentamos también la posibilidad de ocurrencia de 
errores y también la fiabilidad. Janssen (1994) recomienda el uso del píxel si esta 
unidad de muestreo es la utilizada en la clasificación, y aconseja el uso de polígonos 
sólo para aquellos casos en los que existen problemas de accesibilidad en el terreno. 
Congalton (1986) prefiere un conjunto de píxeles, indicando que es más fácil reconocer 
esta superficie en los datos de referencia. Dicks y Lo (1990) aconsejan áreas cuando se 
evalúen cubiertas de terreno. 
De acuerdo con lo anteriormente expresado, no existe unanimidad de criterio, en el caso 
que nos ocupa la clasificación no supervisada se realiza a nivel de píxel tanto para las 
imágenes tele-detectadas como para las captadas desde tierra. Parece lógico, por tanto, 
elegir el píxel como unidad de muestreo. Esto es lo que se hace en el caso de las 
primeras ya que desde el punto de vista de la fotointerpretación, resulta relativamente 
fácil el análisis del píxel como unidad. Sin embargo, en el caso de las segundas, la 
verificación de un píxel en campo resulta prácticamente imposible, ya que se analizan 
hojas de las plantas de avena (secas y verdes), por lo que desde este punto de vista la 
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identificación del tamaño y forma de las hojas resulta más evidente que el simple 
análisis por píxeles. Esta es la razón por la cual, en este segundo caso, se utilizan 
polígonos como unidades de validación. 
Tamaño de la muestra 
El tamaño de la muestra se refiere al número de sitios de verificación utilizados para 
estimar la fiabilidad del clasificador. Cuanto más grande sea el tamaño de la muestra, 
más precisa será la evaluación. Sin embargo, por razones de coste y tiempo 
computacional, es conveniente determinar el tamaño de muestra mínimo posible para 
alcanzar los objetivos de la evaluación. No existe un consenso en cuanto al mínimo, 
Hay (1979) concreta el número de muestras en 50 para cada clase, de igual manera 
Congalton (1991) recomienda verificar al menos 50 unidades por clase, y de 75 a 100 si 
el área de estudio es superior a 400.000 ha o si existen más de 12 categorías. 
Belar y col. (2001) señalan que existen dos corrientes estadísticas que permiten calcular 
el número de unidades de muestreo: el modelo binomial aplicado a poblaciones finitas, 
y la distribución multinomial. El modelo binomial distingue entre muestras correctas e 
incorrectas (Davis, 1986; Aronoff, 1982). Ginevan (1979) y Aronoff (1985) utilizan el 
modelo binomial para generar tablas de tamaño de muestra y error aceptable; en este 
supuesto no es necesario conocer el número de clases existentes en la clasificación. 
Por otro lado está la corriente avalada por Tortora (1978) y utilizada por Congalton 
(1999, 2009) para teledetección, que asocia la clasificación de la imagen a una 
distribución multinomial. En estos casos es necesario conocer previamente el número de 
clases que tendrá la clasificación, así como la proporción de cada una de ellas. Sobre 
este tipo de distribución, Medina (1998) recopila los trabajos de distintos autores sobre 
el tamaño óptimo para distribuciones multinomiales, desde Cochran (1953), 
Quesenberry y Huts (1964), Goodman (1965) a Tortora (1978). 
En nuestro caso se aplica la distribución multinomial para seleccionar el número de 
muestras de las imágenes de referencia, dado que previamente el clasificador 
proporcionó el número de clases que se están evaluando. Por tanto, a continuación se 
describe la distribución multinomial desde el punto de vista de la validación de datos. 
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Una distribución multinomial es una distribución de probabilidad discreta. Cuando se 
realiza un muestreo para estimar parámetros de distribuciones multinomiales, el 
objetivo se debe centrar en calcular intervalos de confianza para cada una de las 
categorías de la variable. El procedimiento para construir intervalos de confianza 
simultáneos para distribuciones multinomiales es basarse en una aproximación a la 
distribución Chi2 (χ2). 
El procedimiento propuesto por Tortora (1978) parte de dividir una muestra, imagen en 
este caso, de tamaño n en k categorías exhaustivas y mutuamente excluyentes. 
Supongamos que , 1i i kΠ =  , es la proporción de población para la i-ésima clase         
( )1iΠ =∑  y ni la frecuencia observada en la i-ésima categoría de una muestra aleatoria 
de tamaño n, entonces para un valor determinado de α , se quiere determinar el 
conjunto de intervalos , 1, , ,iS i k=   tal que: 
1











Es decir, se espera que la probabilidad de que todo intervalo Si contenga al verdadero 
valor del parámetro iΠ  sea menor a 1 α− . 
Si N es el tamaño total de la población y se incorpora el factor de corrección por 
población finita (cpf) además de la varianza de cada iΠ , se tiene una aproximación a 
los intervalos de confianza (Cochran, 1953). 
1/2[ ( ) (1 ) / ( 1) ]i i i iB N n N n
−Π = Π − − Π − Π −   
(2-39) 1/2[ ( ) (1 ) / ( 1) ]i i i iB N n N n
+Π = Π + − Π − Π −  
donde B es el percentil superior correspondiente al ( ) 100/ kα ×  de una distribución Chi 
cuadrado (X2), con un grado de libertad (χ2(1, α/k)). 
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Para la determinación del tamaño de muestra se necesita definir la precisión de cada 
clase o parámetro de la distribución multinomial. De esta manera, si se desea una 
precisión absoluta bi para cada celda; entonces se tiene que: 
1/2[ (1 ) / ]i i i i ib B nΠ − = Π − Π − Π   
(2-40) 1/2[ (1 ) / ]i i i i ib B nΠ + = Π + Π − Π  
Despejando el valor de bi (precisión absoluta de la muestra): 
( ) 1/2[ 1 ]i i ib B n= Π − Π  (2-41) 
de donde se obtiene, para el caso más desfavorable, que el tamaño de muestra necesario 
para estimar cada celda con una precisión bi es ( ){ }21-i i i in máx B b= Π Π  
En caso de que se desee incorporar la corrección por finitud (cpf) se convierte en: 
( ) ( ){ }21- ( 1)+B 1-i i i i in máx BN b N = Π Π − Π Π   (2-42) 
Como en la práctica se desconoce el valor aproximado de la proporción iΠ  que se desea 
estimar, se supone el caso más desfavorable: iΠ  = 1/2 y bi = b para i = 1, ..., k. 
Por lo tanto, sólo se debe hacer el cálculo de k para determinar el tamaño de la muestra, 
uno para cada par ( )i ib ,Π , desde i=1 … k, y seleccionar el máximo n como el tamaño 
de muestra deseado. 
Esquema de muestreo 
En el diseño de la distribución de las muestras se contemplan varias propuestas que van 
desde el básico diseño aleatorio simple, muy extendido por su facilidad de aplicación 
estadística, a establecer puntos de control de forma sistemática, existiendo múltiples 
opciones entre ambos. Dada la importancia de este aspecto, también existen numerosas 
recomendaciones, por ejemplo, Janssen (1994) habla del uso del diseño aleatorio 
simple, siempre que haya transcurrido tiempo entre la toma de datos de la imagen y la 
clasificación, mientras que Congalton (1999, 2009) recomienda utilizar el aleatorio 
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simple antes de la clasificación y el aleatorio estratificado una vez realizada la 
clasificación. 
Principales métodos de muestreo 
Los tipos de muestreo de campo más ampliamente difundidos en la actualidad son: 
aleatorio simple, aleatorio estratificado, sistemático, sistemático no alineado y por 
conglomerados (Congalton, 1988; Rosenfeld, 1982), en la figura 2.6 se muestran 
ejemplos aclaratorios respecto de los tipos de muestreo indicados. 
En el Aleatorio Simple, los elementos a verificar se eligen de tal forma que todos 
cuenten con la misma probabilidad de ser seleccionados, y que la elección de uno no 
influya en la del siguiente. Gracias a este carácter probabilístico, este muestreo es el más 
sólido estadísticamente hablando, aunque sus desventajas radican en los elevados costes 
computacionales debidos al desplazamiento y a la existencia de cierta probabilidad de 
no recoger adecuadamente la variación espacial presente en la imagen clasificada.  
En el Aleatorio Estratificado, la muestra se toma dividiendo la población en regiones o 
estratos, de acuerdo a una variable auxiliar, por ejemplo, grado de afectación en caso de 
cultivos. Su ventaja fundamental radica en que aporta información sobre subconjuntos 
de la población y en la posibilidad de reducir el error de muestreo si la variable auxiliar 
se elige correctamente, mientras que su desventaja consiste en que resulta más difícil de 
diseñar que el anterior.  
En el muestreo Sistemático las muestras se distribuyen a intervalos regulares, a partir de 
un centro de origen señalado al azar. Su ventaja principal radica en garantizar un 
muestreo sistemático íntegro de la superficie a verificar. Sin embargo, esto acarrea 
serias limitaciones al permitir estimaciones erróneas si existiera algún tipo de patrón 
periódico en el área observada, como puede ser la geometría de las parcelas en los 
campos de cultivo. Por otra parte, no garantiza una estimación probabilística ya que no 
existe aleatoriedad en la selección de las muestras.  
El Sistemático no Alineado se puede considerar como una variante del anterior, 
producto de la variación de una de las dos coordenadas espaciales de manera aleatoria. 
Esto permite introducir el factor aleatoriedad, a la vez que reduce el error debido a la 
periodicidad, todo ello manteniendo la revisión completa de todo el terreno.  
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El muestreo Por Conglomerados, como su nombre indica, consiste en seleccionar, en 
un punto escogido aleatoriamente dentro del terreno, un grupo de observaciones en 
lugar de muestras independientes, de acuerdo a un esquema diseñado previamente. El 
hecho de contar con grupos de muestras tiene la ventaja de reducir los gastos de 
transporte, pero es complejo en su realización y menos preciso que los anteriores. 
En la investigación propuesta en este trabajo, la toma de muestras captadas por cámaras 
convencionales, para la cuantificación de la densidad de planta afectada y no afectada 
por heladas, se desarrolló mediante un esquema de muestreo aleatorio estratificado 
(figura 2.5 b). 
 
Figura 2.5. Tipos de muestreo de campo: (a) aleatorio, (b) estratificado, (c) sistemático, (d) 
sistemático no alineado y (e) por conglomerados. 
 
2.6.4. MATRICES DE ERROR 
Entre los métodos más comunes para evaluar la precisión de una clasificación, el más 
extendido en teledetección es el de la matriz de errores, que consiste en la 
representación numérica bidimensional de las muestras utilizadas como evaluación, con 
tantas filas y columnas como clases tiene la clasificación bajo análisis. Las filas 
representan las clases asignadas en el proceso de clasificación, y las columnas las clases 
reales obtenidas a partir de la observación sobre el terreno o bien mediante muestreo de 
campo y sobre las que se tiene la certeza del tipo de cubierta que representan, cuya 
información se denomina datos de referencia o ground truth (Congalton y Geen, 2009). 
Se asumirá que se han identificado puntos de control en el campo o a través de una 
fuente de mayor exactitud, y que se comparará el atributo para cada punto con el 
correspondiente. En la intersección de la fila I con la columna J se contabiliza el número 
de casos en los que en el clasificador tenían asignada la clase I, y en el campo se 
a b c d e 
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encontró la clase J. La diagonal principal de la matriz indica el número de acuerdos 
entre los datos de referencia y los arrojados por el clasificador, esto es muestras 
correctamente clasificadas. 
La matriz de error resulta de gran utilidad para la visualización de resultados con 
imágenes de clasificación y, quizás lo más importante, para medir los resultados 
estadísticamente. De acuerdo con Congalton (2010), una matriz de error es la única 
forma de comparar cuantitativamente los resultados de dos clasificadores distintos, 
pudiéndose construir bajo una concepción rígida o suave. La matriz de error tradicional 
o también denominada determinista se construye bajo una concepción rígida, es decir, 
para su construcción se asume que dada una discrepancia entre los resultados del 
clasificador y lo que se observa en el campo sólo hay una opción binaria de “correcto” o 
“incorrecto”, que sería sinónimo de “coincide” y “no coincide”, y por tanto tiene sólo 
una etiqueta. 
La matriz de error difusa, también denominada fuzzy, se construye bajo una concepción 
suave, es decir, permite alternativas intermedias para los casos en los cuales se tienen 
distintos grados de pertenencia, sobre todo para los píxeles mixtos o de frontera (Gopaly 
Woodcock, 1994; Congalton y Green, 1999; Congalton, 2009). Por tanto, bajo esta 
perspectiva se debe establecer un conjunto de reglas difusas, particularmente en el caso 
de que existan discrepancias entre los resultados del clasificador y lo que se observa en 
el campo. 
Matriz de error convencional y su representación matemática 
Una matriz de error convencional es una matriz cuadrada de números ordenados en filas 
y columnas que expresa el número de unidades de muestreo asignados a una categoría 
particular, resultado del clasificador bajo análisis, en relación con el número de 
unidades de muestra asignados a esa categoría por el experto (datos de referencia, 
asumiendo que son datos clasificados con mayor exactitud). Una de las características 
de la matriz de error convencional es que cada unidad de validación sólo puede ser 
marcada por una etiqueta. Es decir, si hay discrepancia entre lo que representa el dato y 
lo que se observa en el campo sólo hay una opción binaria de “correcto” o “incorrecto”, 
por lo que cada unidad de validación se acumulará en la matriz de error dentro de los 
correctos (diagonal principal) o en los incorrectos (fuera de la diagonal principal). 
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A partir de la matriz de error pueden deducirse varios índices. En primer lugar la 
fiabilidad global, que se obtiene dividiendo el total de píxeles correctamente 
clasificados (suma de los elementos de la diagonal principal) entre el número total de 
píxeles en la muestra de evaluación. 
Además, pueden estudiarse las precisiones individuales de cada clase mediante dos 
índices complementarios. El primero de ellos se calcula dividiendo el número de píxeles 
correctos de una clase entre el número total de píxeles de esa clase obtenido a partir de 
los datos de referencia (el total de la columna correspondiente). Este valor expresa la 
proporción de píxeles pertenecientes a una clase que han sido correctamente 
clasificados, dando una idea de los errores por defecto. A este índice se le conoce como 
fiabilidad del experto, también identificado en la literatura como fiabilidad del 
productor, ya que a éste le interesará saber los aciertos en la clasificación de una 
determinada zona en el terreno. 
Por otra parte, dividiendo el número total de píxeles de una clase correctamente 
clasificados entre el total de píxeles que fueron clasificados dentro de esa clase (la suma 
de los valores de la fila correspondiente) se obtiene información sobre los errores por 
exceso. A este índice se le denomina fiabilidad del clasificador o fiabilidad del usuario, 
y expresa la probabilidad de que un píxel clasificado dentro de una clase pertenezca 
realmente a dicha clase. En última instancia, al usuario de los datos le interesará saber la 
veracidad de la información contenida en la imagen clasificada. 
Representación matemática de la matriz de error 
Supongamos que n muestras son distribuidas en k2 celdas, donde cada muestra se asigna 
a una de las k categorías de la clasificación temática a evaluar (por lo general, las filas), 
y de forma independiente a una de las mismas k categorías en el conjunto de datos de 
referencia o ground truth (columnas), donde nij denota el número de muestras 
clasificadas en la categoría i (i = 1, 2, ..., k) en la imagen clasificada por nuestro 
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Tabla 2.1. Ejemplo matemático de una matriz de error 
 
TC: Total de columnas TR: Total de renglones 









= ∑  (2-44)  
representa el número de muestras clasificadas en la categoría i por el modelo de 
clasificación, mientras que el número de muestras clasificadas en la categoría j del 







= ∑  (2-45)  
Así pues, la fiabilidad global o precisión global (FG), de los resultados del clasificador y 







== ∑  (2-46)  






=  (2-47)  
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=  (2-48)  
Por último, sea pij el porcentaje de muestras en la i,j-ésima celda, correspondiente a nij, 














= ∑  (2-50)  
Otro de los índices utilizados para calcular la fiabilidad de una clasificación es el 























 (2-51)  
Donde k representa el número de filas de la matriz, pi j el número de observaciones en la 
fila i y la columna j, pi+ y p+i los valores totales marginales de la fila i y de la columna j, 
respectivamente, y n es el número total de observaciones. La iip∑
 
representa las 
muestras correctamente clasificadas y la 
1 1 2 2( ) ( ) ( )i j k kp p n n n n n n+ + + + + + + += × + × + ×∑ . 
El coeficiente kappa expresa la proporción en la reducción del error al aplicar la 
clasificación respecto al error que se hubiera producido realizando una asignación de 
clases completamente aleatoria. A diferencia de FG, este coeficiente lleva implícita 
información sobre los elementos marginales, fuera de la diagonal principal, de la matriz. 
Además recoge en un sólo valor información sobre el proceso y permite la comparación 
directa de varias matrices. 
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En resumen, mediante la construcción de la matriz de error antes expuesta, es posible 
identificar la probabilidad de que un clasificador no supervisado reconozca un objeto 
presente en la imagen como lo hizo el experto, así como la probabilidad de que el 
clasificador cometa errores en la clasificación, tanto para cada objeto o clase como de 
manera general. Sin embargo, este tipo de evaluación puede dar resultados en ocasiones 
demasiado estrictos. Esto es debido al hecho de que se limita a calificar si el objeto fue 
reconocido por el clasificador dentro del mismo tema ubicado por el experto, 
calificándolo como correcto o incorrecto, no existiendo posibilidad de determinar que es 
posible que se encuentren las dos, si bien con distintos grados de pertenencia. 
 
Matriz de error fuzzy 
La teoría de conjuntos borrosos resulta muy útil en aquellas situaciones en que los datos 
y sus relaciones no pueden describirse en términos matemáticos precisos (Santos, 2011). 
Esta rama de la lógica ha tenido un fuerte desarrollo en los últimos años, 
fundamentalmente por su capacidad para manejar problemas en los cuales existe una 
ambigüedad esencial. Como en el caso de la cobertura terrestre en la cual se mezclan 
varias clases (por ejemplo, arbustos y pasto, agua y arena), donde puede ocurrir que el 
clasificador identifique todas esas mezclas con distintos grados de pertenencia. Por 
tanto, es mejor emplear una aproximación que combine la matriz de error y alguna 
medida de borrosidad, es decir, se incorporan junto a los valores de bien o mal 
clasificado, alternativas intermedias para dar cabida a los píxeles mixtos o frontera 
(Gopal y Woodcock, 1994; Congalton y Green 1999, Congalton 2009, 2010), así como 
para aquellos píxeles en los cuales la variabilidad es a menudo difícil de controlar. El 
uso de la matriz de error fuzzy es pues una herramienta muy potente en el proceso de 
evaluación de la exactitud. Detalles sobre este enfoque relativo a la matriz de error 
difuso se pueden encontrar en Green y Congalton (2004). 
La matriz de error fuzzy es, al igual que la matriz de error tradicional, una matriz 
cuadrada, con tantas filas y columnas como clases posee la partición derivada de la 
clasificación bajo análisis. Como en el caso anterior, se asume que se han identificado 
puntos de control en el campo (o en una fuente de mayor exactitud) y que se comparará 
el atributo para cada punto con el correspondiente en los datos bajo análisis. En la 
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intersección de la fila i con la columna j se contabiliza el número de casos en los que en 
el sistema el punto de control tenía asignada la clase i, y en el campo se encontró la 
clase j.  
La diferencia con la matriz de error tradicional estriba en la manera de contabilizar y 
representar los resultados en la matriz de acuerdo con la reglas fuzzy. Los elementos 
fuera de la diagonal principal de la matriz contienen dos valores, tabla 2.2. El primer 
valor de las celdas fuera de la diagonal principal representa las etiquetas que, aunque no 
son absolutamente correctas, se consideran aceptables según el criterio establecido 
mediante alguna regla difusa. El segundo valor indica las etiquetas que son inaceptables, 
es decir, se clasificaron de manera equivocada en dicha clase. La diagonal principal 
contiene sólo un valor y es aquél que se considera absolutamente correcto. 
Por lo tanto, las celdas fuera de la diagonal principal de la matriz contienen dos 
números, que pueden ser utilizados para distinguir las etiquetas inciertas, que más que 
erróneas, probablemente se encuentran en los márgenes de una clase y que con base a 
las reglas fuzzy establecidas se pueden contabilizar como aceptables o erróneas.  
Representación matemática de la matriz de error fuzzy 
Tabla 2.2. Ejemplo matemático de una matriz de error fuzzy 
 
TC: Total de columnas  n : número total de muestras  
TR: Total de renglones na : número de muestras aceptable 
j : Columnas; i : Filas  ne  : número de muestras erróneas 
Las ecuaciones (2-52) y (2-53) permiten calcular el número de muestras clasificadas en 
la categoría i por el modelo de clasificación, consideradas como aceptables o erróneas 
respectivamente, dentro de la calificación lingüística difusa.  
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= ∑  (2-53) 
La ecuación (2-54) representa el total de muestras clasificadas en la categoría i por el 




i ii ij ij
j
n n na ne+
=
= + +∑  (2-54) 
La ecuación (2-55) representa el número de muestras clasificadas en la categoría j en el 




j jj ij ij
i
n n na ne+
=
= + +∑  (2-55)  
Así pues, la fiabilidad global fuzzy o precisión global fuzzy (PGF), establecida entre los 
resultados del clasificador y los datos de referencia, se puede calcular de la siguiente 
manera, 
1




= ∑  (2-56)  
PGF representa, pues, la probabilidad general de que la información esté bien 
clasificada (Congalton, 2009; Ariza, 1996). 
La fiabilidad del experto o precisión del productor, datos ground truth, puede obtenerse 









=  (2-57)  
La fiabilidad del clasificador o precisión del usuario puede ser calculada por, 
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=  (2-58)  
Así pues, la diferencia entre el 100% y la precisión del experto proporciona los errores 
de exclusión o de omisión, es decir, 100- j, y la diferencia entre el 100% y la precisión 
del clasificador proporciona los errores de inclusión o de comisión, es decir, ei = 100-i. 
Por último, como en el caso de la matriz de error no difusa, sea pij el porcentaje de 
muestras en la i,j-ésima celda, correspondiente a nij, esto es pij = nij/n, entonces pi+ y p+j 














= ∑  (2-60)  
En el presente trabajo de investigación se han utilizado ambas matrices de error para 
evaluar el clasificador propuesto. 
 
2.7. RESUMEN DEL ANÁLISIS BIBLIOGRÁF ICO 
 
El objetivo principal de un algoritmo de clasificación, en nuestro caso no supervisado, 
es conseguir separar los diferentes elementos objeto de la clasificación, presentes en la 
imagen, de manera que dentro de cada grupo sean lo más homogéneos posible y a la vez 
las clases estén bien separadas entre sí.  
Para conseguirlo, en este trabajo y también de forma general, se plantean tres etapas. La 
etapa de pre-procesamiento, en la cual se prepara la información necesaria para la 
clasificación, transformándola al modelo de color necesario, normalizando los datos o 
realizando algunas correcciones encaminadas a la mejora del contraste de la imagen. La 
segunda etapa es la de segmentación, cuyo resultado podría ser un conjunto de regiones 
homogéneas, probablemente superpuestas que se tendrán que evaluar, reagrupar y 
reconocer durante la tercera etapa que es la clasificación propiamente dicha. 
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Cuando se trata de clasificar imágenes en color, los métodos de segmentación de nivel 
de gris se pueden aplicar directamente a cada componente del espacio de color con el 
que se esté trabajando, tras lo cual, los resultados se combinan convenientemente para 
obtener un resultado final satisfactorio.  
En el método desarrollado en este trabajo, la alternativa de procesar las tres 
componentes de color por separado, en los modelos de color utilizados, resulta 
conveniente tanto en el ámbito de la teledetección como de las imágenes captadas en 
tierra. Es más, los planteamientos formulados para las imágenes en color y sus tres 
componentes espectrales visibles, pueden aplicarse a cualquier otra aplicación que 
involucre tres bandas espectrales, no necesariamente pertenecientes al espectro visible, 
o extenderse a un mayor número de bandas espectrales, proporcionadas por un sensor 
multi-espectral o incluso por varios sensores capaces de capturar datos en varias 
longitudes de onda dentro de cualquier banda del espectro. 
Lu y Weng (2007) desarrollan un análisis de los diferentes algoritmos de clasificación 
con la finalidad de encontrar técnicas para mejorar el rendimiento en las clasificaciones, 
en cuyo trabajo mencionan que un sistema de clasificación está diseñado sobre la base 
de la necesidad del usuario, la resolución espacial de determinados datos obtenidos, la 
compatibilidad con el trabajo anterior de procesamiento de imágenes, los algoritmos de 
clasificación disponibles y las limitaciones de tiempo. Mientras que Hu y Damper 
(2008) afirman que dependiendo de la aplicación, una misma estrategia puede conducir 
a resultados diferentes. 
Bajo los planteamientos anteriores, para realizar la clasificación de cobertura terrestre 
mediante fotografías en formato digital con sus tres componentes de color RGB, el coste 
de etiquetarlas por un experto es muy alto, sobre todo por la necesidad de muestrear 
grandes cantidades de terreno y especialmente cuando el acceso es complicado, por 
tanto la alternativa más optima es la clasificación no supervisada. En este capítulo se 
han estudiado diversas técnicas de esta índole, así como de naturaleza supervisada. En 
todos los casos bajo la perspectiva de su aprovechamiento en el diseño de la estrategia 
también no supervisada propuesta en la presente investigación, cuyo fundamento se 
basa en la umbralización de las bandas espectrales por separado, razón por la cual se 
han estudiado métodos de segmentación basados en umbral. 
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La estrategia de clasificación propuesta se evalúa mediante los denominados índices de 
validación de las particiones, que permiten tanto determinar intrínsecamente la bondad 
de la misma como su calidad frente al método Fuzzy C-Means, elegida como una de las 























Antonia Macedo Cruz 




Antonia Macedo Cruz 


















Antonia Macedo Cruz 




Antonia Macedo Cruz 
CAPÍTULO 3. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AÉREAS 
95 
 
CAPÍTULO 3 APLICACIÓN DE ES TRATEGIAS  DE PROCESAMIENTO Y CLASIFICACIÓN A 
IMÁGENES AÉREAS DE COBERTURA TERRESTRE.  
 
3.1. INTRODUCC IÓN  
En este capítulo se describen tanto los materiales utilizados como los diversos procesos 
de segmentación y clasificación aplicados a las imágenes aéreas bajo análisis. El 
objetivo principal consiste en desarrollar una metodología que permita clasificar la 
cobertura terrestre a partir de imágenes captadas por sensores remotos, de forma 
totalmente automática, sin necesidad de introducir más parámetros de entrada que las 
tres componentes espectrales en el modelo de color apropiado. La forma de llevarlo a 
cabo se sintetiza en la figura 3.1. 
En la primera fase, denominada recolección de la información, se describen las 
características principales de las imágenes digitales utilizadas, que como ya hemos 
indicado se trata de imágenes captadas por sensores aéreos, así como la manera en que 
éstas fueron obtenidas. 
La siguiente fase comprende el pre-procesado de la imagen original, en la cual se 
describe, de manera general, la forma en que se preparan las imágenes que 
originalmente se encuentran en el modelo de color RGB, para facilitar la segmentación 
y clasificación de la cobertura terrestre. En ocasiones las imágenes no poseen calidad 
apropiada para el tratamiento directo y se requiere realizar algunas correcciones tales 
como: realzar el contraste, normalizar los niveles digitales ND, destacar estructuras 
específicas de la imagen o convertir los datos originales (RGB) a otro modelo de color. 
Este es el caso del planteamiento formulado en este trabajo, tal y como se describe 
convenientemente en la correspondiente sección. 
Una vez pre-procesada la imagen, se entra en el procedimiento de clasificación 
propiamente dicho, que consta de tres etapas básicas, a saber: segmentación, 
codificación y decisión. Estas tres etapas se aplican en forma secuencial en la presente 
investigación, aunque dependiendo de las características de la imagen pueden aplicarse 
en paralelo. Es decir, se inicia la segmentación, a continuación se codifica la 
información extraída de cada componente espectral, posteriormente se fusionan las 
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componentes similares y, dependiendo del resultado obtenido, se decide si se realiza la 
codificación final o se regresa al proceso de segmentación, incrementando el número de 
umbrales hasta superar la condición de clasificación exitosa, que se identifica como que 
el número de clases alcanza un determinado máximo. De manera general, se puede decir 
que en realidad se trata de dos procesos básicos: segmentación y decisión, puesto que la 
codificación se lleva a cabo en dos fases, primeramente por cada componente espectral 
de forma separada durante la segmentación y finalmente en la imagen de color con sus 
tres componentes espectrales. 
 
Figura 3.1. Esquema del procesamiento y clasificación de las imágenes. 
3.2. RECOP ILACIÓN Y PROCESAMIEN TO DE LA INF ORMACIÓN  
Para la presente investigación se usaron 80 fotografías aéreas a color en formato digital, 
propiedad del Instituto de Geografía de la Universidad Autónoma de México (UNAM), 
tomadas en octubre de 1997. Las fotografías corresponden a la cuenca hidrográfica del 
río La Sabana, Guerrero. Dichas imágenes fueron tomadas después de presentarse en 
1997 el Huracán de categoría 4, llamado “Paulina”, con el objetivo de diagnosticar las 
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pérdidas en la agricultura por inundaciones, en concreto en el municipio de Acapulco, 
Guerrero. 
La cuenca hidrográfica del río la Sabana se localiza en la parte Sur del Estado de 
Guerrero. Pertenece a la Región Hidrológica 19 y al municipio de Acapulco en México. 
La cuenca tiene una superficie de 46.802,53 ha y un perímetro de 154 km. Sin embargo, 
la zona correspondiente a las imágenes a clasificar sólo abarca un área situada en la 
parte baja de la cuenca de aproximadamente 3.973 ha. En la figura 3.2 se muestra la 
ubicación de la zona analizada sobre el mapa genérico. 
 
Figura 3.2. Localización de la cuenca del río La Sabana, estado de Guerrero, México.  
Por lo tanto, uno de los principales objetivos es la identificación de los cuerpos de agua, 
así como de las parcelas agrícolas inundadas y el arrastre de los sedimentos sobre las 
mismas. Otra aplicación que se dio a nivel costero fue la clasificación de cultivos 
perennes, con la finalidad de clasificar las plantaciones de cocotero, cítricos y mango. 
El Instituto de Geografía de la UNAM utilizó un sensor digital Kodak DCS-420c, que 
proporciona imágenes en color de 1524 x 1012 píxeles, provista de una lente Sigma de 
14mm f/2.8, con un campo visual de 35mm, aproximadamente igual al de una lente de 
180mm instalada en una cámara aérea con negativo de 23 x 23 cm de ancho y alto. La 
razón por la que se utiliza una lente de distancia focal más corta es debida a que el 
tamaño del sensor también es menor, por lo que sólo capta la porción central de la 
imagen proyectada por la lente. Al disparo de la cámara se asocian, a través de la hora 
GMT (Greenwich Mean Time), los datos fotográficos para cada imagen, tales como 
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distancia focal, distancia enfocada, velocidad de obturación, diafragma, método de 
medición de exposición, modo de exposición y factor de compresión como los más 
relevantes. 
Las imágenes se encuentran bajo el sistema de coordenadas UTM (Universal 
Transverse Mercator), zona 14, donde las medidas se establecen en metros. 
En una imagen en color en el modelo de color RGB, cada píxel se caracteriza por sus 
tres componentes del espectro visible. Por tanto, las imágenes cuentan con una 
resolución de tres bandas en dicho espectro visible, dado que la resolución espectral 
indica el número y anchura de las bandas en las que el sensor puede captar radiación 
electromagnética. Las componentes espectrales también suelen estar referidas en la 
literatura como canales o bandas espectrales; por tanto en este trabajo utilizamos los tres 
términos indistintamente. 
La resolución radiométrica es de 0 a 255 niveles digitales (ND), correspondiéndose con 
una representación de 8 bits por píxel/canal; la resolución radiométrica se refiere al 
número de intervalos de intensidad que pueden captarse. 
La resolución espacial es variable, entre 1:15.000 y 1:20.000. La resolución espacial 
representa el tamaño del píxel en relación a las dimensiones reales del espacio o escena 
incluidas en un píxel. En algunos casos se emplea el concepto de IFOV (Instantaneous 
Field Of View) que se define como la sección angular (en radianes) observada en un 
momento determinado. 
Las imágenes utilizadas en nuestros experimentos se han formateado convenientemente 
según el sistema de coordenadas de la imagen. Para algunos casos se usaron imágenes 
de tamaño original (1012 ×1524 píxeles), y en otros casos se dividieron en cuatro 
partes, quedando finalmente, en este último caso, de un tamaño de 506 × 757 píxeles. 
Las coordenadas geográficas de las imágenes se han mantenido por su utilidad para la 
validación del clasificador. En el momento de la clasificación no hay necesidad alguna 
para su consideración, ya que no intervienen para nada en la clasificación, sin embargo, 
sí resultan absolutamente necesarias para la validación de los resultados, ya que 
permiten la asociación y ubicación de las estructuras en la imagen con respecto al 
terreno. 
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3.2.1. MEJORA DE LA CALIDAD DE LA IMAGEN
 
Para el presente estudio se usó principalmente la ecualización por igualación o 
especificación de histograma para mejorar el contraste de las imágenes, que 
demandaban esta operación. Para ello se aplicó la metodología planteada por Coltuc y 
col. (2006). 
En la figura 3.3, la cual se ha seleccionado como imagen representativa de las 
fotografías aéreas que no necesitan ecualización, se observa su histograma (figura 3.3 b) 
que fue tomado como referencia para igualar las imágenes que sí necesitan mejoras, 
como las mostradas en la figura 3.4, por ejemplo. 
De manera que, como primer paso, se transformaron las imágenes a corregir así como la 
imagen inicial cuyo histograma servirá de muestra, pasando del modelo de color 
original RGB al modelo de color YIQ (Luminance, In-phase, Quadratic), como se 
especifica en el capítulo dos. A continuación se extrae la componente Y que contiene la 




Figura 3.3. Imagen e histograma modelo: (a) imagen aérea original, (b) histograma funcional 
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Figura 3.4. Imágenes que necesitan ecualización de luminancia. 
Después de obtener la luminancia de cada imagen, los valores son normalizados y se 
calcula el histograma de la imagen con iluminación funcional. 
En la figura 3.5 b se puede observar el histograma origen de la componente Y, extraída 
de la imagen original mostrada en la figura 3.5 a. Este histograma será igualado al 
histograma de la componente Y de la imagen original (figura 3.3 a) mostrado en la 
figura 3.3 b, obteniendo como resultado el histograma de la figura 3.5 d, 
correspondiente a la figura 3.5 c. Obsérvese en este caso, la mayor similitud de este 
último histograma en relación al modelo utilizado. 
 
Figura 3.5. Igualación del histograma: (a) imagen origen, (b) histograma origen, (c) imagen 
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Una vez que las imágenes han sido ecualizadas, se aplica la correspondiente 
transformada inversa, volviendo de nuevo a su modelo original RGB, para ser 
procesadas por el algoritmo de clasificación. 
3.3. ESTRA TEGIA DE CLAS IFICACIÓN NO SUPERV ISADA
 
En este apartado se expone la estrategia metodológica del sistema de clasificación de la 
cobertura terrestre a partir de las imágenes aéreas antes descritas. Al tratarse de 
imágenes en color, cada píxel se caracteriza por un vector de tres componentes, y el 
valor de cada componente depende del espacio de color (RGB, CIELAB, YIQ,…) con 
el que se esté trabajando. Dado que la mayoría de los métodos de segmentación se han 
diseñado para imágenes en escala de gris, haciendo mención a cada una de las 
componentes espectrales por separado, se decidió aplicar segmentación por 
umbralización mediante una búsqueda automática de umbrales, considerando las 
imágenes en color como la composición de tres funciones bidimensionales 
independientes, es decir, cada componente se procesa por separado. 
La estrategia de clasificación aplicada es a nivel de píxel, clasificando cada píxel en la 
imagen de forma individual teniendo en cuenta sus propiedades espectrales. De forma 
general consta de cinco pasos: 
• Separar las tres componentes espectrales. 
• Establecer un sistema de segmentación de píxeles por umbralización, el cual 
puede ser simple o múltiple. El objetivo de la umbralización simple es encontrar 
el ND óptimo que permita dividir los píxeles de la imagen en dos grupos (los 
píxeles con ND cercano a cero pertenecerán a un grupo, y los píxeles con nivel 
alto pertenecerán al segundo). Para la umbralización múltiple se buscan más de 
dos ND óptimos que permitan dividir el conjunto de píxeles en más de dos 
segmentos. 
• Asociar a cada píxel de cada componente espectral una etiqueta que permita 
identificar la posición y el grupo al que pertenece. Así si una componente 
espectral es segmentada por dos umbrales, los píxeles correspondientes tendrán 
asignada alguna de las tres etiquetas que identifiquen a qué región o grupo 
pertenece. Las etiquetas para este caso ejemplificado serán etiquetas numéricas 
entre cero y dos, dado que el número de regiones es tres. 
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• Combinar las tres componentes espectrales. Es decir, se vuelve a conformar la 
matriz tridimensional perteneciente a cada imagen en color, la cual trae asociada 
sus tres vectores de etiquetas que permitirá re-etiquetar las diferentes 
combinaciones resultantes. 
• Una vez segmentada la imagen e integrada con sus tres componentes espectrales, 
se desarrolla el proceso de decisión, cuya función objetivo consiste en minimizar 
las desviaciones entre las observaciones que pertenecen al mismo grupo o clase 
y maximizar las distancias entre los centros de los grupos. Para ello se estudia la 
similitud de las muestras entre sí dentro de una misma clase y las diferencias con 
las muestras de clases distintas, re-agrupándolas si es necesario o volviendo al 
proceso de segmentación (paso 2) para incrementar el número de umbrales. 
Finalmente, el algoritmo de clasificación concluye cuando todos los píxeles de la 
imagen han sido asignados a la clase que en teoría les corresponde. 
Los cinco pasos anteriormente enumerados se pueden agrupar en dos: segmentación y 
clasificación, puesto que la etapa de codificación de píxeles se aplica en ambos 
procesos. 
Además, una vez obtenidos los resultados, es necesario verificar el grado de acierto en 
la clasificación, para lo que se aplican los índices de validación interna y externa 
seleccionados al efecto, según los criterios establecidos en el capítulo dos. Finalmente 
se concluye con la interpretación de los resultados. 
3.3.1. SEGMENTACIÓN Y CODIF ICACIÓN
 
La segmentación es la operación de bajo nivel relacionada con la extracción de 
información relevante de las imágenes. Consiste en identificar las características 
principales que permitan aislar las estructuras consideradas de interés de acuerdo al 
problema que se plantea. En el caso que nos ocupa, las características son los píxeles 
cuya propiedad más relevante es la intensidad de cada componente espectral, es decir, el 
color. 
Una segmentación basada en píxeles trata de etiquetar cada píxel como perteneciente a 
una de las clases subyacentes en la imagen, cuya naturaleza y número resultan 
desconocidos a priori. Como ya se ha mencionado previamente, en el caso que nos 
ocupa se procesa cada componente espectral de manera independiente. Para ello se 
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utiliza el método de segmentación por umbralización, siendo ésta una de las técnicas 
más ampliamente utilizadas que permite la agrupación de los píxeles en regiones 
homogéneas (Gonzalez y Woods, 2008). Procesar las componentes separadamente tiene 
la ventaja de que puede generalizarse para tratar imágenes multiespectrales, teniendo en 
cuenta que la segmentación de las imágenes en color implica inicialmente la elección de 
un espacio de representación apropiado. 
El método de Otsu es una de las técnicas que ha proporcionado buenos resultados como 
método de umbralización (Chang y col., 2006; Gonzales-Barron y Butler, 2006), 
considerándose incluso como algoritmo de umbralización global y local (Stathis y col. 
2008), o como agrupamiento binario (Sezgin y Sankur, 2004). 
La etapa de segmentación aplicada en esta investigación consiste en realizar 
subdivisiones sucesivas del histograma a través de la umbralización por el método de 
Otsu (1979). 
La umbralización de una imagen a color implica que en cada una de las tres bandas se 
realiza una búsqueda exhaustiva de la varianza máxima entre las clases. Este mismo 
principio se aplica para seleccionar múltiples umbrales (multi-umbralización). El 
proceso se inicia con una umbralización sencilla: cada componente espectral se divide 
en dos regiones (d = 2), etiquetadas como 0 y 1. Como son tres las componentes, cada 
píxel posee 3 etiquetas (z = 3), por lo que se pueden obtener como máximo 8 grupos o 
clases (dz = 8). Con el número de región y la etiqueta para cada píxel se genera la matriz 
de códigos de clase, que almacena la posición y número de clase que le corresponde a 
un píxel en concreto. Se evalúan los resultados decidiendo si se realiza un nuevo 
proceso de segmentación o no; en el primer caso se incrementa en uno el número de 
umbrales por componente espectral, obteniéndose ahora 2 umbrales. Cuando el número 
de umbrales por componente es mayor que uno se denomina umbralización múltiple. Si 
por ejemplo d = 3 y z = 3, habría 9 segmentos en total. Así se puede ir incrementando el 
valor de d hasta conseguir el número óptimo de agrupamientos. Una vez integradas las 
tres componentes espectrales de la imagen a color con sus etiquetas asociadas por píxel 
y por componente, el máximo número de clases generadas es dz. 
Las principales contribuciones de este trabajo al proceso de segmentación están en la 
manera de integrar los segmentos obtenidos por componente espectral en una única 
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imagen RGB, y la manera de generar los códigos de clase para cada píxel, así como el 
algoritmo de umbralización múltiple y el criterio de decisión entre umbralización simple 
o múltiple. 
A continuación se detallan las etapas del proceso de segmentación para las imágenes en 
color objeto de estudio, iniciando el proceso por la separación de las componentes 
espectrales y su normalización. Luego se presenta el proceso de segmentación de 
píxeles por umbralización simple y se expone la extensión para umbralización múltiple, 
en ambos casos mediante la aplicación del método de Otsu. Por último, se describe el 
proceso de codificación de píxeles por componente espectral. Se concluye con la 
integración de la imagen en color con sus correspondientes etiquetas por píxel y por 
clase, y la generación de los códigos de etiquetas para la imagen bajo procesamiento. 
 3.3.1.1. SEPARACIÓN DE COMPONENTES ESPECTRALES
 
Las imágenes a color pertenecientes al espacio RGB se pueden representar por matrices 
de m x n x 3, donde cada una de las tres submatrices de dimensión m x n contiene los 
valores espectrales de luminancia correspondientes al Rojo, Verde y Azul. 
El objetivo de este proceso es extraer cada una de las tres componentes espectrales de 
manera que se pueda tratar como una imagen en escala de gris. En la figura 3.6 se 
muestran los N = m x n píxeles con sus NDs entre 0 y 255, además de la correspondiente 
localización espacial respecto de la imagen (x,y), que en la matriz de datos 
bidimensional se le denomina celda o píxel. 
La separación de las componentes espectrales es independiente del modelo de color que 
se esté utilizando. La única salvedad proviene del hecho de que en las transformaciones, 
para pasar de un modelo de color a otro, los NDs no se mantienen generalmente en el 
rango mencionado previamente, pudiendo situarse en cualquier otro dependiendo de la 
función de transformación aplicada.  
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Figura 3.6. Imagen en color representada por mapas bidimensionales: (a), (b) y (c)  
representación de valores RGB respectivamente, (d) representación de una matriz 
tridimensional. 
3.3.1.2. SEGMENTACIÓN DE IMÁGENES A COLOR POR UMBRALIZACIÓN SIMPLE 
La idea básica de la umbralización simple, en imágenes a color, consiste en seleccionar 
automáticamente un umbral óptimo de nivel de gris por cada componente espectral 
simple, para poder separar dos partes significativas en cada una de dichas componentes, 
teniendo como base el propio histograma. 
El problema principal a resolver en este caso es la manera de integrar los tres 
componentes de color, que permita clasificar adecuadamente los objetos presentes en la 
imagen. 
Con el fin de formalizar de forma genérica el método, sea el conjunto de muestras 
{ }1 2, , , snX d d d= … ∈ℜ un subconjunto del espacio real s-dimensional sℜ . Cada 
vector de dimensión s { }1 2, , , s sk k k kd d d d= … ∈ℜ se corresponde con una componente 
espectral dada, siendo 
jk
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componente espectral kd . Como se ha mencionado previamente, y centrándonos en las 
imágenes que se utilizan en este trabajo de investigación, las características son los 
píxeles y sus propiedades las componentes espectrales en el modelo de color RGB; por 
tanto, s = 3 y { } 3, ,kd R G B= ∈ℜ . 
De manera que al aplicar un determinado método para obtener un cierto umbral, a partir 
de la imagen, is = f(x,y) en escala de gris, para cada componente espectral se obtienen 
los tres umbrales siguientes para el conjunto de las tres imágenes 
1 1 1 1
[ , , ]s R G Bt t t t= . 
Dada una banda espectral, el objetivo es determinar el valor tOtsu de umbral que 
maximice la varianza entre clases o modos del histograma en dicha banda. Tomando 
como referencia las ecuaciones (2-10) a (2-15) que definen el método de Otsu (1979) 
para la extracción del umbral óptimo, se asume que la varianza global es mayor que 
cero ( 2 0Gσ > ), ya que únicamente puede ser nula cuando todos los niveles de intensidad 
de la imagen son exactamente iguales. Es decir, siempre que en la imagen exista una 
única clase de píxeles 0η = , ya que la separabilidad de una única clase en relación a sí 
misma es cero. La función objetivo 
2
2




=  está definida por la ecuación (2-10), de 
forma que, al igual que 2B( t )σ , se evalúa para encontrar Otsut seleccionándose aquel 
valor que proporciona el máximo, 2 2
         1




= , en caso de existir, y se obtiene 
el promedio de los valores de t que los han generado. 
Una vez obtenido el valor Otsut , que permitirá codificar la información de la imagen de 
entrada asociada a una de las bandas espectrales, is = f(x,y), primeramente es necesario 
binarizar esa banda ( , )si g x y=  con el valor correspondiente ts1= Otsut , mediante la 
ecuación (3-1). En la figura 3.7 se muestra la binarización correspondiente a las tres 
bandas espectrales en escala de gris, imágenes (a, b, c); (d, e, f) indican los valores 
umbral de R (121), G (113), y B (103), respectivamente. Las imágenes binarizadas por 
medio de la ecuación (3-1) con los mencionados umbrales se representan en (g, h, i), 
donde las etiquetas “0” (negro) corresponden a los píxeles más oscuros, con intensidad 
menor o igual que 121 en (g), que 113 en (h) y que 103 en (i), mientras que con 
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Figura 3.7. Binarización de una imagen a color: (a), (b) y (c) muestran los tres componentes 
espectrales R, G, B respectivamente; (d), (e) y (f) representan los umbrales de los 
tres histogramas R, G, B; (g) componente R binarizado, (h) componente G 
binarizado, (i) componente B binarizado. 
3.3.1.3. EXTENSIÓN DEL MÉTODO DE OTSU A UMBRALIZACIÓN MÚLTIPLE DE IMÁGENES A 
COLOR 
El método que se presenta en este apartado es en realidad una adaptación para imágenes 
en color del método anterior. Multi-umbralizar una imagen a color consiste en separar 
los píxeles de cada componente espectral de la imagen en M grupos de píxeles o clases, 
mediante la obtención de los valores del vector de umbrales ( )1 1 , ,  Mt t t −= … . Si cada 
a b c 
 
d e f 
 
g h i 
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componente espectral contiene N píxeles con L-1 niveles de gris, [0,…,L-1], y 
denotamos cada clase con el símbolo C, entonces C1 contiene todos los píxeles con 
nivel de gris desde [1,…, t1], C2 desde [t1+1, …, t2], … , Ci desde [ti-1+1, …, ti], …, y 
CM desde [tM-1 +1, …, L]. Los umbrales óptimos 1, 2, 1,( ... )Otsu Otsu OtsuMt t t − se obtienen 
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Siendo ( )jw t  la probabilidad acumulada hasta el t-ésimo nivel de la j-ésima clase Cj, y 
( )jtµ  la media de clases ponderada de la j-ésima clase (Cj) hasta el t-ésimo nivel. El 
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 A diferencia de la segmentación simple, en la cual se busca un umbral óptimo, ahora se 
deben elegir M-1 umbrales óptimos, maximizando para cada uno de ellos la varianza 
entre las clases 
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Al finalizar dicho proceso se tendrá como resultado una matriz de umbrales, con tantas 
filas como componentes espectrales posea la imagen analizada. En los experimentos 
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llevados a cabo en este trabajo son tres las imágenes, y tantas columnas como valores 
umbrales se han obtenido. Dichos valores se utilizarán en el siguiente apartado para 
codificar la información subyacente en la imagen procesada. 
3.3.1.4. CODIFICACIÓN DE PÍXELES POR COMPONENTE ESPECTRAL 
El proceso de codificación consiste en asociar una etiqueta numérica a cada píxel, 
ubicado en su correspondiente localización espacial (x, y) en coordenadas de la imagen, 
y en relación a cada una de las componentes espectrales que componen dicha imagen, 
siempre según el grupo al que pertenece. 
Se denominan grupos o clases al conjunto de píxeles identificados por el mismo código 
numérico asignado. 
Como se mencionó anteriormente, los métodos de umbralización simple dividen el 
histograma en dos regiones; por tanto, para una imagen que contiene tres componentes 
espectrales se obtienen seis sub-regiones. Sobre cada una de las dos regiones obtenidas 
en cada banda espectral cabe la posibilidad de aplicar una nueva umbralización, 
entrando así en lo que podemos denominar multi-umbralización. Con un segundo 
umbral sobre una cualquiera de las dos partes se obtienen tres particiones del 
histograma por componente espectral, nueve en total para las tres componentes 
espectrales. Si se aplica un tercer umbral obtendríamos cuatro particiones por canal, y 
así sucesivamente. Puesto que cada píxel de cada componente espectral se representa 
por su nivel de gris i, y su componente espectral s, siendo s=0=R; s=1=G y s=2=B, 
entonces { } { } 30 1 2( , ), ( , ), ( , ) , ,i x y i x y i x y R G B≡ ∈ℜ (si se usa el modelo de color RGB, 
o cualquier otro modelo con tres componentes espectrales). Además, el segmento al que 
pertenece se identifica por una tercera etiqueta k, siendo k = [1, 2, … , M]. 
Por tanto, suponiendo que el número de umbrales por canal es finalmente M, tendremos 
{t01, t02,…, t0M-1}, para el canal R, y de la misma manera {t11, t12,..., t1M-1} para la 
componente G, y {t21, t22 , ..., t2M-1} para la componente B, donde como siempre t 
representa el umbral correspondiente al nivel de gris de la banda en cuestión. 
Sobre esta base, cada píxel i puede ser codificado como ( ) = ( )si x, y f x, y según sus 
componentes espectrales a través de la ecuación siguiente. 
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donde s denota la componente espectral correspondiente. Así, si las imágenes de 
cobertura terrestre a clasificar se encuentran en el modelo de color RGB entonces s = R, 
G ó B; si las imágenes se encuentran en modelo de color CIE L*a*b*, entonces s = L, a 
ó b; y tsi son los umbrales consecutivos. 
Mediante el uso de la imagen codificada y la imagen original es posible construir el 
vector de propiedades de cada grupo (valor promedio y varianza respecto de la 
intensidad dentro de cada grupo). 
3.3.1.5. INTEGRACIÓN DE LAS COMPONENTES ESPECTRALES Y CODIFICACIÓN
 
A continuación se describe el proceso resultante de integrar las tres componentes 
espectrales de la imagen a color (mezcla) con sus códigos de etiqueta asociados y 
asignados durante el proceso de segmentación de componentes individuales. Además se 
expone la metodología seguida para etiquetar las clases resultantes de la imagen. 
Puesto que cada componente espectral fue segmentada y codificada de manera 
independiente, ahora el proceso consiste en la mezcla de las tres componentes 
espectrales como una matriz de datos tridimensional. 
Cada píxel ( , )i x y≡ tiene asociado un código de clase formado por tres valores 
numéricos ( 0i , 1,i 2i ), de forma que una misma combinación de códigos identificará a 
todos los píxeles que pertenecen a la misma clase. 
Si la segmentación de los píxeles de cada componente espectral se lleva a cabo 
mediante un único umbral, las etiquetas numéricas codificadas corresponden al sistema 
de numeración en base dos (0, 1); si son dos umbrales, las etiquetas numéricas 
codificadas corresponderán al sistema de numeración en base tres (0, 1, 2), y así 
sucesivamente para cada componente espectral. Por ejemplo, la figura 3.8 a, representa 
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los códigos de etiquetas integrados en cada píxel para una imagen segmentada y 
codificada por un código de numeración base dos. 
Así como en la codificación fue necesario asociar a cada píxel una etiqueta por 
componente espectral que identificara cada región segmentada, también resulta 
necesario identificar cada uno de los grupos generados en la imagen en color. La 
siguiente matriz de etiquetas se construye con el objetivo de asociar a cada localización 
espacial de la imagen, (x, y), la clase a la que pertenece el píxel correspondiente. Por 
tanto la matriz debe ser del mismo tamaño que la imagen original, de manera que 
permita guardar en cada celda (localización) el valor de la etiqueta de clase a la que 
pertenece el pixel correspondiente. 
La ecuación (3-8), nos permite generar los códigos de etiquetas bajo un sistema de 
numeración decimal, figura 3.8 c, donde cada etiqueta representa una determinada clase 
o grupo. 











• i : es el resultado, en código numérico decimal, que representará la nueva 
etiqueta de cada píxel en la imagen a color. 
• b: es el número de regiones en que se dividen los histogramas de las bandas 
espectrales. Sus valores son 2, 3 ó 4 según que se extraigan 1, 2, ó 3 umbrales 
respectivamente. En términos de la teoría fundamental de la numeración, b 
representa la base numérica (Alcalde y col., 1994). 
• ji : identifica la etiqueta asociada a cada píxel en cada componente espectral, 
donde el subíndice j determina el número de componente espectral. En el caso 
de las imágenes en color se tiene que j = [0, 1, 2], representando las bandas R, G 
y B respectivamente. 
El número de combinaciones posible será el máximo valor de i +1, ya que las etiquetas 
generadas varían de 0 a i . Por ejemplo, el máximo valor generado (en un sistema de 
numeración decimal) cuando los códigos de etiquetas por componente espectral se 
representan por un sistema de numeración base 3 (0, 1 y 2) es 27, lo que significa que al 
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combinar las tres componentes espectrales segmentadas podrán obtenerse como 
máximo 27 grupos o clases diferentes: i =2(32)+2(31)+2(30) =18+6+2= 26+1= 27. 
Un ejemplo de este sistema de codificación es el que se describe en la figura 3.8, en a se 
representa la matriz de códigos de etiquetas ( ji , en un sistema de numeración base 2) 
por componente; en b los códigos de color que representa cada etiqueta, y finalmente en 
c los códigos de clase en sistema de numeración base 10, generados a partir de los 
códigos de cada componente espectral. 
 
Figura 3.8. Ejemplo del proceso de codificación de la imagen en color: (a) valores de los 
píxeles con los códigos de etiqueta de cada componente espectral, (b) imagen en color 
segmentada, (c) código de clase que identifica los segmentos generados en la imagen a color.  
Mediante el uso de la matriz de códigos de clases de la imagen a color se facilita el 
cálculo de los descriptores estadísticos del histograma, ya que una misma localización 
(x, y) de cada píxel puede ser identificada en cualquiera de las imágenes (original, 
segmentada o etiquetada). 
Hasta este momento se han mostrado los resultados de la segmentación por 
umbralización, así como el resultado de la combinación de los tres vectores de etiquetas, 
considerando la localización espacial de cada píxel. El siguiente paso consiste en 
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Durante la fase previa de segmentación es de esperar que las regiones resultantes del 
agrupamiento de píxeles sean homogéneas con respecto a las características del color. 
Sin embargo, no existe garantía alguna de que estas regiones muestren también 
separación espacial, que resulta ser una segunda propiedad deseable en aplicaciones de 
clasificación junto con la de homogeneidad. 
Es decir, una buena clasificación debe ser tal que los elementos de la clase deben 
agruparse mutuamente lo máximo posible a la vez que las clases se diferencian o 
separan al máximo. Estos son los criterios que miden los índices de validación de las 
particiones descritos en el capítulo dos. Pues bien, con el objetivo de garantizar el mejor 
cumplimiento posible de los criterios de homogeneidad y separación, se desarrolla un 
algoritmo de clasificación cuyo fundamento es el principio que expone Otsu (1979), 
tratando de minimizar las desviaciones entre las observaciones que pertenecen al mismo 
grupo, y de maximizar las distancias entre los centros de los grupos. 
Puesto que la homogeneidad se traduce en el hecho de que los píxeles de cada grupo 
deben estar lo más cerca posible unos de otros, el criterio apropiado es el de minimizar 
la varianza dentro de cada grupo. Los píxeles de las regiones fragmentadas pueden tener 
que ser reacomodados (fusionados en una clase) para conseguirlo. 
Respecto del criterio de separación espacial lo que se busca es exactamente maximizar 
las distancias entre los centros de los grupos. 
Ambos criterios son los mismos que se aplican en la segmentación respecto de la 
extracción de umbrales por Otsu, si bien ahora sobre las clases de la partición que se 
está estableciendo. Desde esta perspectiva el clasificador propuesto puede denominarse 
Otsu-Clustering para imágenes en color. Esto representa una importante contribución 
desde el punto de vista de métodos de clasificación de naturaleza no supervisada. 
3.3.2.1. MEDIDAS DE HOMOGENEIDAD Y SEPARACIÓN EN LA CLASIFICACIÓN
 
Sabemos que los elementos de las clases serán píxeles con tres valores, obtenidos a 
partir del proceso de umbralización previo. Pues bien, para cada clase se calcula el 
promedio de los valores de sus píxeles mediante la ecuación (3-9). 
Antonia Macedo Cruz 
CAPÍTULO 3. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AÉREAS 
114 
 
( ) 1, ,
k k
k k k









Se calcula también la varianza dentro de cada clase y entre las clases, denotadas por kσ y 
hkσ , respectivamente, lo cual se lleva a cabo mediante las ecuaciones (3-10) y (3-11). 
Evidentemente la varianza dentro de cada clase kσ  está relacionada únicamente con la 
clase k (Ck), y la varianza entre dos clases Ck y Ch, denotada por khσ , involucra ambas 
clases k y h, con k h≠ . 
( ) ( ) ( )
1 22 2 21
k k
k k k k k k




σ µ µ µ
∈
 = − + − + −  ⋅ ∑i
 (3-10)  
( ) ( ) ( )2 2 21 k h k h k hkh r r g g b bdσ µ µ µ µ µ µ
 = − + − + −  
 (3-11)  
donde d es la dimensión del vector de componentes, tres en nuestro caso. 
Basándose en la varianza, podemos fusionar aquellas clases que poseen un alto grado de 
similitud en sus componentes espectrales. La similitud es un concepto definido de la 
siguiente manera. Dada las clases Ck y Ch, k h≠ , ambas se fusionan en una única clase 
si k hkσ σ≥  ó h khσ σ≥ , es decir, la varianza dentro de cada clase debe ser menor que la 
varianza entre las clases. Si la varianza de alguna clase es mayor que la existente entre 
ellas, eso significa que ésta se solapa con otra clase, por tanto la mejor opción es su 
fusión. Este proceso de re-agrupamiento se repite con todos los píxeles de todas las 
clases hasta que todas las varianzas entre clases son mayores que sus correspondientes 
varianzas dentro de las clases. Sin pérdida de generalidad, si se fusionan los píxeles de 
dos clases, la clase resultante será re-etiquetada con la clase con valor de varianza más 
pequeña, mientras que la etiqueta que queda libre se elimina definitivamente. Este 
hecho no afecta en absoluto al proceso de clasificación. 
La idea que subyace en el proceso anterior se fundamenta en la hipótesis de que si se ha 
logrado una buena partición, las clases obtenidas deben estar debidamente separadas, 
sin superposiciones importantes, con lo cual no sería necesaria la fusión. Por el 
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contrario, si las clases llegan a superponerse significa que la varianza espectral entre dos 
clases khσ es menor que la varianza individual dentro de las clases kσ  y hσ . 
Por tanto, durante el proceso anteriormente expuesto, pueden darse dos situaciones: 
1. que una o más clases se hayan fusionado. 
2. que no haya sido fusionada ninguna clase. 
En el primer caso se dice que la clasificación fue exitosa y se generan los 
correspondientes vectores de propiedades de cada clase, a la vez que el etiquetado final 
con el correspondiente reconocimiento de las clases. 
El segundo caso podría ser claro indicio de que por las características espectrales de la 
imagen (varianzas espectrales bien definidas), es posible encontrar más agrupaciones. 
Por lo tanto, para conseguirlo, el número de umbrales por componente espectral debe 
incrementarse en uno, lo cual conduce a repetir el ciclo de clasificación (segmentación, 
codificación, mezcla y decisión). 
3.4. APLICACIÓN DEL MÉTODO DE CLAS IFICAC IÓN NO SUPERVISADA PROPU ESTO 
3.4.1. SEGMENTACIÓN DE P ÍXELES POR UMBRALIZACIÓN S IMPLE Y C ODIFICAC IÓN  
Para ilustrar el desarrollo de este apartado se utiliza una imagen a color representativa 
del total de las imágenes analizadas (figura 3.9 a), sobre la cual se aplica el proceso de 
umbralización simple y clasificación. 
La imagen digital fue captada por sensores aéreos con las siguientes características: 
tamaño 1524 x 1012, lo que hace un total de 1.542.288 valores espectrales digitales por 
componente, correspondientes a una resolución radiométrica de 256 niveles. En las 
figuras 3.9 b, c y d, se muestran las tres componentes espectrales que la integran. 
Como se ha explicado previamente, el objetivo de la primera etapa de segmentación 
consiste en encontrar cuál de los 256 ND es el que permite discriminar entre dos grupos 
de cobertura terrestre dentro de una componente espectral. Siguiendo la filosofía del 
método de Otsu, si el umbral seleccionado es adecuado, la varianza existente dentro de 
cada grupo de píxeles generado por el umbral debe ser lo más pequeña posible, y al 
mismo tiempo, la varianza entre los dos grupos debe ser lo más alta posible, con un 
mínimo promedio de error incluido en la asignación de píxeles. Es decir, se calcula el 
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cociente entre ambas variancias y se busca un valor umbral para el que este cociente sea 
máximo. 
  
Figura 3.9. (a) Fotografía aérea en modelo de color RGB, (b) componente R (rojo),  
(c) componente G (verde), (d) componente B (azul). 
Obsérvese sobre las bandas espectrales (figura 3.9 b, c, d) que los píxeles representados 
con tonalidades claras (cercanos al blanco) corresponden a ND altos en dicha banda, 
mientras que los píxeles de color oscuro, a los ND cercanos al cero. 
El primer paso consiste en calcular el histograma de frecuencias de los niveles de gris, 
el cual acumula toda la información estadística sobre una imagen o cualquier fragmento 
de ella. Para cada nivel de gris se puede determinar primeramente el histograma de la 
imagen o, lo que es lo mismo, el conjunto del número de píxeles para cada uno de los 
valores digitales. La figura 3.10 muestra los correspondientes histogramas para las tres 
bandas espectrales consideradas en la imagen de la figura 3.9. Dividiendo el valor del 
histograma para un determinado ND, i, por el número total de píxeles existentes en la 
imagen se obtiene la probabilidad de ocurrencia de dicho ND, p(i), (sección 2.4.1). A 
partir del histograma es posible calcular el nivel digital promedio de la imagen Tµ   
(media total) y la variación de los niveles digitales alrededor de la media 2Gσ  (varianza 
total). 
 
 a b c d 
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Figura 3.10. Histograma que muestra la distribución de los niveles digitales de la imagen RGB 
de la figura 3.9: (a) componente R, (b) componente G y (c) componente B. 
 
El objetivo es encontrar el mejor valor ND o umbral t que establezca la separación entre 
dos partes del histograma. Para ello se aplica el proceso descrito en la sección 2.4.1, 
obteniendo la probabilidad acumulada ( )w t , el momento acumulado de primer orden
( )tµ  o media de clases ponderada, así como la varianza ( )2 tσ  o momento acumulado 
de segundo orden. Nótese que las variables anteriores dependen de t. El problema se 
reduce a un problema de optimización, donde el umbral óptimo tOtsu es el valor del 
ND(t) que obtiene la máxima variación en la función objetivo ( ),tη tal y como se 
establece en la sección antes mencionada. La figura 3.11 muestra la variación de la 
función objetivo con respecto a los distintos umbrales para la banda R, observándose 
que la máxima variación se produce en t = 132, que representa el umbral óptimo. De 
igual manera para las componentes G y B se determinan los correspondientes umbrales 
con valores 114 y 127 respectivamente.
 
Una vez establecidos los correspondientes umbrales, los píxeles se etiquetan de acuerdo 
con ellos. Así con respecto a la banda R, a todos los píxeles con valores en dicha banda 
inferiores a 132 se les asigna la etiqueta 0 mientras que al resto se les asigna la etiqueta 
1. Del mismo modo se procede para las bandas G y B, obteníendose los resultados 
mostrados en la figura 3.12. Por ejemplo, en la banda R las etiquetas con valor cero 
(negro) representan áreas con mayor cubierta vegetal, mientras que las de valor uno 
(blanco) se asignan al suelo con poca cubierta vegetal. 
a b c 
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Figura 3.11. Gráfico de separabilidad por nivel digital (umbral óptimo para la componente R). 
 
 
Figura 3.12. Resultado de la codificación en dos clases por componente espectral de la figura 
3.9 a: (a) banda R, (b) banda G y (c) banda B. 
Tras la codificación se obtienen tres matrices de etiquetas (una por componente 
espectral), con códigos binarios que identifican para cada posición (x, y), el segmento al 
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segmentos establecidos por los umbrales se calculan los principales momentos 
estadísticos del histograma, que se muestran en la tabla 3.1. 
Tabla 3.1. Momentos estadísticos del histograma por componente espectral y valor de umbral 
de la imagen de la figura 3.9. 
 







Probabilidad de ocurrencia 0,69 0,50 0,81 







Probabilidad de ocurrencia 0,31 0,50 0,19 
Nivel digital promedio 187,52 159,41 174,15 
Promedio Total 110,46 114,03 97,36 
Varianza Total 3509,30 3197,80 2218,20 
Varianza Máxima Normalizada 0,76 0,65 0,63 
Umbral Óptimo 132,00 114,00 127,00 
3.4.1.1. MEZCLA DE COMPONENTES ESPECTRALES Y REPRESENTACIÓN 
Dado que se han utilizado tres umbrales, uno por banda, se han generado ocho clases, 
que se muestran en la figura 3.13. A modo de ejemplo, los píxeles pertenecientes a la 
clase 2 fueron etiquetados con sus tres valores a cero, que en este caso representa la 
masa arbórea, mientras que los píxeles etiquetados con sus tres valores a uno 
corresponden a la clase 8, representando principalmente suelos o áreas carentes de 
vegetación y por tanto con un alto contenido de arcillas. 
Para la representación mostrada en la figura 3.13 se han calculado los valores promedio 
de los ND en cada banda, una vez que los píxeles han sido etiquetados 
convenientemente. En la tabla 3.2 se muestran dichos valores para las diferentes clases. 
La combinación de estos valores para las tres bandas R, G, B generan los colores 
mostrados en la mencionada figura. 
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Tabla 3.2. Nivel digital promedio por clase y componente espectral de la figura 3.13 
Clases Rojo Verde Azul 
1 61,30 67,62 66,12 
2 112,29 99,09 136,76 
3 111,02 133,03 94,85 
4 121,56 132,42 135,98 
5 147,11 104,18 102,27 
6 143,27 102,89 140,40 
7 156,49 151,35 106,11 















Figura 3.13. Imagen resultante de la mezcla de las tres componentes espectrales después de ser 
segmentado cada uno en dos clases de textura. 
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3.4.2. CLASIFICACIÓN  
En este proceso se decide la clase a la que se asignan los píxeles una vez evaluadas sus 
características tras el proceso de segmentación. Los valores de la diagonal principal de 
la tabla 3.3 corresponden a las varianzas dentro de cada clase. Los valores fuera de la 
diagonal corresponden a las varianzas entre cada par de clases. 
































































































































































A modo de ejemplo, para ilustrar mejor el proceso, se puede observar que los valores de 
las varianzas dentro de las clases 2, 4, 5 y 6, son mayores que algunas de las varianzas 
entre clases. Por ejemplo, la varianza dentro de la clase 2 es 1001,02; la de la clase 3 es 
133,08; y la varianza entre ambas clases es de 700,33. Como la varianza entre ambas 
clases es menor que la de la clase 2, ésta se debe reagrupar con alguna otra. Sin 
embargo la clase 3 no necesita fusión ya que se encuentra bien separada de acuerdo con 
el criterio aplicado, su varianza es menor que las varianza entre todas las clases (de 
hecho su varianza es el menor valor de toda la fila y columna). 
Siguiendo con la comparación entre la clase 2 y la clase 4, la varianza dentro de la clase 
4 es de 775,67 y la varianza entre ambas resulta ser de 371,11. En este caso ambas 
clases cuentan con varianza dentro de la clase mayor que la varianza entre ambas, por 
tanto deben fusionarse en una única clase. 
Antonia Macedo Cruz 
CAPÍTULO 3. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AÉREAS 
122 
 
Como resultado del reagrupamiento, de las ocho clases iniciales cuatro de ellas fueron 
fusionadas en una única clase. Por tanto el número de clases resultante para esta imagen 
resulta ser finalmente cinco. En la tabla 3.4 se muestran los promedios y el número de 
píxeles por clase tras el proceso de fusión. En la figura 3.14 se muestran los mismos 
resultados de forma grafica. 

















































Figura 3.14. Imagen clasificada: (a) promedios de color RGB, (b) asignación de colores por 
clase a cada píxel. 
 a b  
 
 
Antonia Macedo Cruz 
CAPÍTULO 3. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AÉREAS 
123 
 
3.4.3. INTERPRETACIÓN DE RESULTADOS
 
Una vez que todos los píxeles de la imagen de cobertura terrestre han sido clasificados 
por el método no supervisado propuesto, es necesario analizar los resultados. 
La interpretación más relevante debe ser dada por un experto reconocedor de la zona de 
estudio, o con habilidad para foto-interpretar imágenes geográficas, cuya finalidad 
última consiste en la asignación de nombres reales a las etiquetas de las clases. Es decir, 
en base a los resultados de la clasificación no supervisada y la experiencia del experto, 
verificar el uso que se le está dando a cada una de las clases encontradas y realizar el 
etiquetado definitivo de las clases, como se muestra en la tabla 3.5. 
Por tanto, como resultado de este proceso de análisis e interpretación, el clasificador 
agrupó de manera automática los diferentes objetos o texturas del paisaje en cinco 
clases, generando la imagen clasificada mostrada en la figura 3.14. El 36,82 % de la 
superficie de la imagen contiene vegetación arbórea, representada en la imagen 
clasificada por el color azul. El 8,68 % corresponde a los cuerpos de agua, identificados 
por el color verde, y el 27,65% contiene pastos cultivados de altura media, 
representados por el color rojo. El 14,18 % contiene pastos de crecimiento corto y con 
poca densidad, color amarillo, y el 12,67 % son zonas sin cobertura vegetal, color 
verde-azul. Dentro de esta última se consideran los sedimentos acumulados sobre la 
ribera del río por efecto del huracán Paulina, así como las calles y los edificios. La 
cantidad de píxeles agrupados en cada clase se muestra también en la tabla 3.5. 
Tabla 3.5. Reconocimiento de la cobertura terrestre de la figura 3.9 a.  







1 Vegetación arbórea (agrícola perene) 567.933 36,82 Azul 
2 Cuerpos de agua  133.887 8,68 Verde 
3 Pasto cultivado de altura media (agrícola 
de ciclo corto) 
426.380 27,65 Rojo 
4 Pastos corto poco denso (agrícola de ciclo 
corto) 
218.634 14,18 Amarillo 
5 Zonas sin cobertura vegetal 195.454 12,67 Verde-Azul 
Ck: Número de clase de cobertura terrestre. Área: Área en píxeles, por cada imagen. 
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De acuerdo con las características de la imagen presentada en la figura 3.9 a, clasificada 
con el método propuesto en este trabajo, el proceso ha concluido exitosamente en una 
única iteración, es decir, no hay necesidad de un segundo proceso de segmentación. 
Similares consideraciones pueden extraerse del conjunto total de imágenes analizadas, 
si bien obteniendo diferente número de clases finales según el proceso de fusión 
realizado, que en este caso es siempre igual o inferior a ocho como corresponde al 
proceso de umbralización simple. 
3.5. APLICACIÓN DEL CLASIF ICADOR OTSU-C LUSTERING PROPUES TO 
Con esta clasificación se pretende demostrar la alternativa y eficiencia del método de 
clasificación propuesto cuando se presentan más de ocho clases en una imagen a color. 
Los resultados se muestran a partir de la etapa de clasificación, puesto que las etapas de 
segmentación y codificación son exactamente igual que en el caso de umbralización 
simple, si bien ahora aplicando umbralización múltiple. 
Para ilustrar los resultados obtenidos se seleccionó una imagen representativa del total 
de imágenes de cobertura terrestre que por sus características (mayores detalles visuales 
por la mayor resolución espacial), puedan presentar un mayor número de clases, figura 
3.15. 
 
Figura 3.15. Imagen original en modelo de color RGB, con mayor acercamiento. 
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En la tabla 3.6 se muestran las varianzas dentro y entre las clases obtenidas. Las 
varianzas dentro de cada clase (diagonal principal) son menores en los 8 casos que sus 
varianzas entre cada par de clase (los valores de la misma fila y columna). Esto indica 
que las clases se encuentran bien definidas con la simple mezcla de sus componentes 
espectrales binarizadas. Sin embargo, puede ocurrir que algunas clases se hayan sobre-
agrupado, dado que al tener binarizada la imagen (dos clases por componente) y siendo 
tres componentes, al combinarlas se limita a 23 = 8 clases. 
Con base a este razonamiento se decide recurrir nuevamente al proceso de 
segmentación, si bien incrementando en uno el número de umbrales, aplicando la 
umbralización múltiple. Puede ocurrir que después del proceso de decisión nuevamente 
obtengamos como resultado ocho clases bien definidas, si bien cabe la posibilidad de 
encontrar un número mayor. En cualquier caso, este número se obtiene de forma 
automática mediante el método propuesto. 


















 1 1,65 1256,92 1465,21 1902,38 1705,04 2216,85 2808,48 6791,79 
2 1256,92 73,32 338,09 265,92 345,69 318,04 746,80 2840,90 
3 1465,21 338,09 38,88 256,81 234,32 444,61 341,92 2295,53 
4 1902,38 265,92 256,81 83,63 322,04 232,30 312,41 1796,17 
5 1705,04 345,69 234,32 322,04 142,16 337,28 436,29 2182,49 
6 2216,85 318,04 444,61 232,30 337,28 144,96 502,14 1818,26 
7 2808,48 746,80 341,92 312,41 436,29 502,14 31,72 1225,94 
8 6791,79 2840,90 2295,53 1796,17 2182,49 1818,26 1225,94 7,00 
 
Una vez procesados los datos de la imagen mostrada en la figura 3.15 por el método de 
umbralización múltiple se obtienen los umbrales mostrados en la tabla 3.7. Recordemos 
que con dos umbrales por componente espectral los píxeles de cada componente pueden 
ser asignados a tres regiones distintas. Así, para la componente roja, si el nivel de gris es 
menor que 121 se asigna a cada píxel una etiqueta numérica para indicar que pertenecen 
a una región dada; si el valor del píxel está entre 121 y 144 pertenece a otra región, y 
con nivel de gris mayor que 144 es del tercer grupo. De igual manera se determinan las 
regiones para las componentes G y B. 
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Tabla 3.7. Umbrales de cada componente espectral de la figura 3.15. 
Núm. Rojo (R ) Verde (G) Azul (B) 
1 121 113 103 
2 144 136 106 
Núm.: número de umbrales 
El número posible de clases con dos umbrales y por tanto tres regiones es 27 (33= 27). 
En este caso los valores promedios obtenidos para las 27 clases generadas se muestran 
en la tabla 3.8, y sus correspondientes varianzas dentro de cada clase y entre las mismas 
en la tabla A3.9, mostrada en el Anexo 1 por su tamaño. Se puede observar que las 
varianzas dentro de cada clase (diagonal principal), no siempre son menores que las 
varianzas entre cada par de clases, hecho que muestra la necesidad de reagrupar aquellas 
clases que presentan solapamiento hasta conseguir la mayor compacidad posible dentro 
de las clases (varianzas mínimas) y bien separadas (maximizando las varianzas entre las 
clases). 
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El resultado final tras la fusión de 18 grupos fue de 9 clases, cuyos promedios y 
varianzas se presentan en las tablas 3.9 y 3.10. 
Las figuras 3.16 y 3.17 muestran respectivamente sendas imágenes en las que aparecen 
los códigos numéricos asignados a cada píxel en la ubicación (x, y), así como la clase a 
la que dichos píxeles pertenecen. 
Tabla 3.9. Nivel digital promedio por clase y componente espectral del resultado de la 
clasificación final. 
Clases Rojo Verde Azul 
1 81,98 94,48 78,83 
2 113,34 110,97 125,98 
3 123,74 136,16 123,67 
4 127,31 151,42 94,40 
5 125,27 152,58 116,51 
6 127,44 151,87 128,20 
7 141,59 116,63 99,88 
8 143,23 115,12 116,48 
9 144,62 110,11 134,86 
Tabla 3.10 Varianzas dentro de cada clase (diagonal principal) y entre cada par de clases (fila- 
columna), después de aplicar umbralización múltiple y reagrupamiento de clases 
solapadas. 
Ci 1 2 3 4 5 6 7 8 9 
1 52,93 1241,20 1913,77 1777,01 2628,19 2841,37 3777,68 3716,53 8727,24 
2 1241,20 64,70 460,53 265,92 637,78 318,04 746,80 2840,90 4139,33 
3 1913,77 460,53 184,00 256,81 225,92 647,11 341,92 2295,53 3281,00 
4 1777,01 265,92 256,81 78,57 451,73 232,30 312,41 1796,17 3015,44 
5 2628,19 637,78 225,92 451,73 210,99 425,96 296,85 2182,49 2155,11 
6 2841,37 318,04 647,11 232,30 425,96 141,70 502,14 1818,26 2754,97 
7 3777,68 746,80 341,92 312,41 296,85 502,14 33,19 1225,94 1331,75 
8 3716,53 2840,90 2295,53 1796,17 279,97 1818,26 1225,94 9,34 1916,80 
9 8727,24 4139,33 3281,00 3015,44 2155,11 2754,97 1331,75 1916,80 205,95 
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Figura 3.16. Clasificación de cobertura terrestre con nivel digital promedio. 
 
Figura 3.17. Clasificación de cobertura terrestre por asignación de colores por píxel y clase.  
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Similares consideraciones y resultados se han obtenido para todas las imágenes 
analizadas de la cuenca inundada. Dependiendo de las fotografías el número de clases 
varía al aplicar el método multi-umbral, que en cualquier caso se establecen de forma 
automática. 
3.6. VALIDAC IÓN DEL CLAS IFICA DOR 
El objetivo de la validación del proceso de clasificación es medir de forma objetiva y 
cuantitativa la bondad o calidad del resultado obtenido. En particular interesa evaluar el 
grado de concordancia entre las clases asignadas a cada píxel de la imagen clasificada y 
un conjunto de datos de referencia (ground truth). Es decir, si la clasificación está de 
acuerdo o no con el etiquetado de la clasificación temática determinada por un experto 
conocedor de la zona de estudio. Para esta validación se ha aplicado uno de los métodos 
más extendido en cuanto a imágenes tele-detectadas, el de la matriz de errores 
(Congalton y Green, 2009; Lunetta y Lyon, 2004; Lewis 2004, Más y col., 2003; 
Couturier y col., 2008, Buendía-Rodríguez y col. 2008; Niclós y col., 2009). 
Otro aspecto que también interesa evaluar es el número de agrupamientos que 
automáticamente genera el clasificador. 
Generalmente los algoritmos de agrupamiento de naturaleza supervisada requieren 
como parámetro de entrada el número de clases existentes. Sin embargo, cuando se trata 
de clasificación de cobertura terrestre con imágenes tele-detectadas, resulta difícil 
conocer con precisión y antelación dicho valor. Para resolver este problema mediante 
algoritmos supervisados, la decisión más adecuada consiste en aplicar el algoritmo 
considerando un número diferente de clases cada vez. Posteriormente se evalúa la 
calidad de las diferentes clasificaciones obtenidas, eligiendo de entre todas ellas la 
mejor. La diferencia con respecto a nuestro planteamiento es que ese número se 
determina de forma automática. En ambos casos la evaluación se realiza mediante los 
denominados índices de validación, descritos en la sección 2.6.2. 
3.6.1. VALIDACIÓN TEMÁTICA MEDIAN TE LA MATRIZ DE ERROR 
Una matriz de error expresa mediante sus filas el número de unidades (es decir, píxeles 
o grupos de píxeles) asignados a una categoría determinada por un proceso de 
clasificación, frente a las unidades asignadas a esa misma categoría mediante otro 
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proceso de clasificación distinto, que es considerado como datos de referencia o ground 
truth, en este caso expresado en las columnas. La comparación entre ambos, si se 
analiza de manera tradicional, produce el número de muestras bien o mal clasificadas. A 
este tipo de matriz de error, en la cual se tienen dos opciones de calificación (bien y 
mal), la vamos a identificar a partir de ahora como matriz de error tradicional (MET). 
Congalton y Green (1993 y 2009) recomiendan utilizar la matriz de error como punto de 
partida para la identificación de fuentes de error, y no sólo para calcular el valor del 
error en la clasificación. Por ejemplo, la variación de la interpretación humana puede 
tener un impacto significativo en lo que se considera correcto y lo que no lo es. Si la 
interpretación fotográfica se utiliza como referencia en una evaluación y esa 
interpretación no es completamente correcta, entonces los resultados van a ser 
engañosos. Lo mismo ocurre si se comparan las observaciones en tierra frente a las 
medidas del suelo. 
Con el fin de tratar esa ambigüedad, Gopal y Woodcock (1994), así como Congalton y 
Green (2010), propusieron el uso de los conjuntos borrosos para “permitir el 
reconocimiento explícito de la posibilidad de que la ambigüedad puede existir en 
relación con la etiqueta de la clasificación apropiada”. En este enfoque además de 
correcto (acuerdo) e incorrecto (desacuerdo), pueden incluirse una variedad de 
respuestas tales como aceptable, comprensible pero equivocada, etc. Congalton y Green 
(1999, 2004, 2009) presentan una metodología de evaluación difusa que no sólo se 
ocupa de la ambigüedad sino que también permite que los resultados de la evaluación se 
presenten en una matriz de error más completa, a la que denominaremos “Matriz de 
Error Fuzzy” (MEF). 
La MEF, al igual que la MET, es una matriz cuadrada de números en la cual las filas 
representan las categorías determinadas por el clasificador, y las columnas los datos de 
referencia. En la MEF se incorporan, junto a los valores de bien o mal clasificado, 
alternativas intermedias para dar cabida a los píxeles mixtos o frontera. 
La MEF proporciona una información más completa para validar las etiquetas 
temáticas, a partir de la cual se puede derivar tanto la evaluación determinista como la 
difusa. 
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Para aplicar dicho método de validación del clasificador se definieron los datos de 
referencia con la colaboración directa de un experto conocedor de la zona de estudio 
(Villegas, 2006). 
3.6.2. UNIDADES DE VAL IDAC IÓN  
La mayoría de las revisiones bibliográficas se inclinan por seleccionar sólo una unidad 
(píxel) para la validación. Sin embargo en el presente trabajo se han utilizado dos tipos 
de unidades de validación o muestreo de distinto tamaño, el píxel y el polígono, para 
facilitar la comprobación. 
Se seleccionó el píxel como unidad de validación ya que el clasificador utiliza éste 
como característica principal. Además esta unidad de medida es muy adecuada ya que al 
superponer dos imágenes geográficamente ubicadas (Georreferenciadas mediante el 
sistema de coordenadas UTM), visualmente es fácil identificar si un píxel que en la 
imagen de referencia (original) pertenece a una clase temática coincide con la misma 
asignada en la clasificación. Obsérvese un claro ejemplo en los cuerpos de agua (píxeles 
50-54) de la figura 3.18. 
 
Figura 3.18. Ejemplo de comparación entre la imagen de referencia y la imagen clasificada a 
nivel de píxel. 
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Por otro lado, en algunos casos es necesario realizar visitas de campo para asegurarse 
que efectivamente la clase temática que se asigna a un objeto en la fotografía aérea es 
correcta. Pero es muy difícil conocer con exactitud dónde se sitúa ese píxel en la imagen 
original. Por lo tanto, utilizar un único píxel como unidad de muestreo puede ocasionar 
que muchos de los errores representados en la matriz de error sean errores de posición 
en lugar de errores temáticos. Para solventar esto se identifica el objeto en el cual está 
situado el píxel, trazándose a continuación un polígono con diferentes formas y tamaños 
que se han utilizado también grupos de píxeles como unidades de validación. Así 
existen menos posibilidades de cometer un error posición. En la figura 3.19 se muestra 
un ejemplo de esta estrategia junto con las diferentes ubicaciones de los polígonos 
considerados. 
  
Figura 3.19. Ejemplo de comparación entre imagen de referencia e imagen clasificada tomando 
los polígonos como unidades de validación. 
 
Otra cuestión importante, además del tamaño de la muestra, es determinar cuántas 
unidades de validación son necesarias. Existen diferentes trabajos de investigación 
sobre este tema, como el de Medina (1998). Algunos autores sostienen que el mínimo 
debe ser 50 muestras, otros que dependen del espacio físico o geográfico que contiene la 
imagen a clasificar, proponiéndose diferentes metodologías de cálculo para este número. 
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En el presente estudio decidimos adoptar la propuesta de Congalton y Green (2009), 
aplicando la distribución multinomial detallada en las secciones 2.6.3 y 4.4.2.1. 
Siguiendo la referencia anterior, se obtuvieron 6180 unidades de muestreo para validar 
el clasificador cuando la unidad es el píxel (tabla 3.11) y 819 muestras cuando se usan 
polígonos (tabla 3.12). 
Tabla 3.11. Distribución del número de muestras (unidad de validación el píxel) por categoría 
temática. 
Clase (uso del suelo) 
Pertenencia por clase 
% No. muestras 
Vegetación arbórea (agricultura perene) 37 2270 
Cuerpos de agua 9 540 
Pasto de altura media (agricultura de ciclo corto) 28 1710 
Pastos corto poco denso (agricultura de ciclo 
corto) 
14 880 
Zonas sin cobertura vegetal 13 780 
Total 100 6180 
 
Tabla 3.12. Distribución del número de muestras (unidad de validación el polígono) por 
categoría temática. 





Árboles (Agricultura perene) 32 260 
Pasto seco (agricultura de ciclo corto) 4 39 
Pasto de altura media (agricultura de ciclo corto) 3 33 
Cuerpos de agua 2 24 
Pastos de alto (agricultura de ciclo corto) 7 72 
Pastos cortos y densos (agricultura de ciclo corto) 37 243 
Pasto corto poco denso (agricultura de ciclo corto) 6 63 
Montículos de arena húmeda (arrastre de sedimento) 1 10 
Zonas sin cobertura vegetal 8 75 
Total 100 819 
 
La obtención de las muestras para la validación fue la denominada aleatoria 
estratificada, es decir, para cada una de las categorías temáticas (clases), dado un 
número de muestras a extraer, éstas se seleccionan de manera aleatoria. 
Se usó el software diseñado para sistemas de información geográficos ArcView (2012), 
versión 3.2, de manera que al tener geo-posicionadas todas las imágenes originales y las 
que resultan de la clasificación, al mostrarlas en pantalla quedarán totalmente solapadas 
entre sí. 
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Con este software al realizar el zoom (acercamiento de la imagen) se conoce 
exactamente la unidad de medida en tierra que se selecciona en cada píxel o polígono. 
3.6.3. OBTENC IÓN DE LAS MATRICES DE VALIDACIÓN  
Para el análisis de los resultados derivados de este trabajo de investigación se decidió 
usar la MEF porque, además de lo expuesto previamente (sección 3.6.1), permite 
realizar el análisis global y particular para cada una de las clases obtenidas. Además las 
características de esta matriz permiten desarrollar el análisis tanto desde el punto de 
vista fuzzy como determinista, dado que se cuenta con toda la información necesaria. 
Cada celda de la MEF que no forma parte de la diagonal principal contiene dos valores 
separados por punto y coma [;]. No se aplica la separación con comas tradicional para 
evitar confusiones con la representación numérica decimal. El primer valor representa 
las etiquetas que, aunque sin ser absolutamente correctas, se consideran aceptables 
según el criterio de flexibilidad difuso establecido mediante alguna regla de naturaleza 
difusa. El segundo valor indica las etiquetas que son inaceptables (incorrectas). La 
diagonal principal contiene sólo un valor, el que se considera absolutamente correcto. 
Para la evaluación de cada unidad de validación se estableció un conjunto de reglas 
difusas respecto a las etiquetas asignadas, que se sintetizan como sigue: 
• Absolutamente correctas: se anota en la diagonal principal, cuando las unidades de 
validación seleccionadas en la imagen de referencia de una clase particular se 
superponen en un 100% con la misma clase temática en la imagen clasificada. 
• Aceptable: primer valor en las celdas no diagonales, cuando existe un 50% o más de 
solapamiento entre las unidades marcadas en la imagen de referencia para una clase en 
particular, y la misma clase temática en la imagen clasificada. Se considera aceptable ya 
sea porque dichos píxeles se ubican entre dos clases o porque el tipo de textura está 
mezclada y la complejidad en la imagen de referencia no permite establecer los límites 
exactos. 
• Error (error inaceptable): se anota a la derecha del punto y coma en las celdas no 
diagonales (segundo valor de la celda), cuando las muestras seleccionadas en la imagen 
de referencia para una clase determinada no se solapan con esa clase en la imagen 
clasificada, es decir, se ubican en otra clase temática o el solapamiento entre esas 
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unidades de validación en ambas imágenes es menor del 50%. Por lo tanto la clase de la 
muestra de la imagen clasificada no coincide con la de referencia. 
Aplicando estas reglas se elaboró la MEF mostrada en la tabla 3.13 (píxel como unidad 
de validación) y tabla 3.14 (polígono como unidad de validación). Se obtuvieron 
trabajando con 10 de las 64 imágenes clasificadas en el primer caso, y con 3 de las 16 
imágenes en el segundo. 
Los detalles sobre este tipo de matrices y su construcción están detallados en la sección 
2.6.4. 
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Tabla 3.13. Matriz de error fuzzy (MEF), las muestras de validación son los píxeles clasificados bajo umbralización simple. 
Arb Cag Pam Pcp Zsc RDC muest. (%) muest. (%)
Arb 2270 0;20 20;50 0;0 0;0 2360 2270.00 96% 2290.00 97%
Cag 0;0 430 20;30 70,70 0;0 620 430.00 69% 520.00 84%
Pam 0;0 20;60 1570 30;20 0;0 1700 1570.00 92% 1620.00 95%
Pcp 0;0 0;0 10;10 690 0;0 710 690.00 97% 700.00 99%
Zsc 0;0 10;0 0;0 0;0 780 790 780.00 99% 790.00 100%
TDR 2270 540 1710 880 780 6180 5740.00 5920.00
Precisión del productor
2270 430 1570 690 780
100% 80% 92% 78% 100%
2270 460 1620 790 780 5740 / 6180 93% 5920/ 6180 96%



























Totales  Bien Totales  Bien 
 
Arb: Árboles Zsc: Zonas sin cobertura vegetal. 
Cag: Cuerpos de agua. TDR: Total de datos de referencia. 
Pam: Pasto de altura media. TDC: Total de datos clasificados. 
Pcp: Pasto corto poco denso .  
 
Antonia Macedo Cruz 
CAPÍTULO 3. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AÉREAS 
137 
 
Tabla 3.14. MEF con las muestras como polígonos y clasificado bajo umbralización múltiple.  
Arb Pse Pal Cag Pme Pcd Pcp Mah Zsc TPC Total Porcien Total Porcien
Arb 260 0;0 3;3 3;0 0;0 0;0 0;0 0;0 0;0 269 260 97% 266.00 99%
Pse 0;0 33 0;0 0;0 9;3 3;3 0;0 0;0 0;0 51 33 65% 45.00 88%
Pal 0;0 0;0 15 0;0 0;0 0;0 0;0 0;0 0;0 15 15 100% 15.00 100%
Cag 0;0 0;0 0;0 21 0;0 0;0 0;3 1;0 0;0 25 21 84% 22.00 88%
Pme 0;0 0;0 0;0 0;0 45 15;6 3;0 0;0 0;0 69 45 65% 63.00 91%
Pcd 0;0 0;0 9;3 0;0 15;0 210 15;12 0;0 0;0 264 210 80% 249.00 94%
Pcp 0;0 0;0 0;0 0;0 0;0 3;0 30 0;0 0;0 33 30 91% 33.00 100%
Mah 0;0 0;0 0;0 0;0 0;0 0;3 0;0 9 0;0 12 9 75% 9.00 75%
Zsc 0;0 6;0 0;0 0;0 0;0 0;0 0;0 0;0 75 81 75 93% 81.00 100%
TPR 260 39 33 24 72 243 63 10 75 819 698 783
260.00 33.00 15.00 21.00 45.00 210.00 30.00 9.00 75.00
100% 85% 45% 88% 63% 86% 48% 90% 100%
260.00 39.00 27.00 24.00 69.00 231.00 48.00 10.00 75.00 698/819 85% 783/819 96%































Cag: Cuerpos de agua
 
Mah: Montículos de arena húmeda




Zsc: Zonas sin cobertura vegetal
 Pal: Pasto alto
 
Pcd: Pastos cortos y densos
 
TPL: Total de polígonos clasificados
 Arb: Árboles
 
Pcp: Pasto corto poco denso
 
TPR: Total de polígonos de referencia
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3.6.3.1. ANÁLISIS DE LAS MATRICES DE ERROR 
Las imágenes de referencia seleccionadas para la evaluación presentan cinco clases de 
uso de cobertura terrestre, tabla 3.13; es decir, corresponden a la clasificación de 
imágenes con menos de 8 clases obtenidas con umbralización simple. A la vista de los 
resultados mostrados en las tablas se puede concluir lo siguiente: 
• La clase que obtiene la mejor precisión del clasificador es la de zonas sin 
cobertura vegetal puesto que la determinista es del 99% y la fuzzy  del 100%. 
Dentro de esta clase se consideran los sedimentos acumulados sobre la ribera del 
río por efecto del huracán Paulina, así como las calles y los edificios. 
• El segundo lugar, en cuanto a precisión del clasificador, se encuentra el pasto 
corto poco denso, obteniendo una precisión determinista del 97% y fuzzy del 
99%. 
• La cobertura arbórea también presenta una buena precisión, del 96% y 97% para 
los casos determinista y difuso respectivamente. 
• Con buena precisión se clasifican los pastos de altura mediana (92% y 95% 
respectivamente para el caso tradicional y el difuso). 
• Dentro de las clases de cobertura terrestre la que obtiene la precisión de 
clasificación más baja es la de cuerpos de agua, del 69% en el caso determinista 
y 84% en el difuso. En la tradicional resulta ser muy baja debido probablemente 
a que se trata de escurrimientos causados por el huracán, lo que significa que son 
aguas poco profundas en las cuales, en parte, aparecen montículos de arena y en 
ocasiones hasta un poco de pasto. Por lo tanto, con esos datos de referencia es 
difícil definir claramente lo que sería realmente agua debido a la similitud de los 
niveles de intensidad. La clasificación de los cuerpos de agua no resulta ser un 
problema exclusivo de este algoritmo. Efectivamente, Zhu y col. (2000) señalan 
ya numerosas dificultades para diferenciar agua y bosque usando imágenes 
aéreas. Polidório y col. (2003) y Rowe y Grewe (2001) reportan el mismo 
problema al separarlos de las sombras; del mismo modo que Saeed (2006) lo 
indica al clasificar cuerpos de agua poco profundos. 
• En resumen, podemos afirmar que el clasificador propuesto tiene una precisión 
global muy buena dado que la precisión general del modelo de clasificación 
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para imágenes con menos de 8 clases es del 93% desde la perspectiva del 
análisis determinista y del 96% para el difuso. 
Los resultados presentados en la tabla 3.14 corresponden a la clasificación de imágenes 
con más de 8 clases de cobertura, realizada por umbralización múltiple. Las 
conclusiones de su análisis son las siguientes: 
• Las clases que obtienen una mejor precisión del clasificador son los pastos altos. 
• En segundo lugar se encuentra la cobertura arbórea con el 97% de precisión 
determinista y el 99% fuzzy. 
• Las zonas sin cobertura vegetal y los pastos cortos poco densos también 
obtienen un mínimo error, dado que alcanzan una precisión tradicional del 93% 
y 91% respectivamente, y una precisión fuzzy del 100%. 
• Los cuerpos de agua y los pastos cortos densos obtienen un error aceptable, con 
una precisión mayor que el 80%.  
• Sin embargo los pastos secos, pasto mediano y los montículos de arena húmeda 
presentan una precisión determinista menor que el 80% ya que las componentes 
espectrales de los pastos y la humedad son muy parecidos. Si consideramos 
aquellos píxeles que se encuentran en los límites de una manera más suave 
(fuzzy), la precisión ya es aceptable para los pastos, mayor que el 88%. 
• En resumen, para las imágenes clasificadas con más de 8 clases se obtiene una 
precisión general determinista del 85% y fuzzy del 96%. 
De acuerdo con Anderson y col. (1976), un sistema de clasificación eficiente debe tener 
una precisión general de al menos el 85%. Esta norma es una de las diez que fueron 
escritas para asegurar la validez de los sistemas de clasificación de cobertura terrestre, 
resultando ser una de las más aceptadas universalmente (Martín-H y col., 2010). Esto 
significa que el clasificador aquí propuesto cumple dicha norma, por lo que en definitiva 
puede considerarse un buen clasificador para análisis de cobertura terrestre a través de 
imágenes aéreas. 
3.6.4. VALIDACIÓN DEL NÚMERO DE CLAS ES 
Como se ha indicado reiteradamente, el clasificador propuesto es de naturaleza no 
supervisada y no requiere ningún parámetro de entrada, de manera que automáticamente 
realiza las agrupaciones que considera adecuadas, validándolas durante el mismo 
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proceso de clasificación mediante la maximización de la varianza entre clases a la vez 
que minimiza la varianza dentro de clases. 
Los índices de validación interna, al igual que los algoritmos de agrupamiento, generan 
diferentes resultados según la información que procesen. Por tanto, un índice de 
validación puede ser el mejor para un algoritmo de clasificación y un conjunto de datos 
determinado, pero no es posible generalizarlo para todos los algoritmos y aplicaciones. 
De manera que para evaluar el clasificador propuesto, identificado como Otsu-
clustering, hemos seleccionado cinco índices de validación (DB, CH, Dunn, KL, Han), 
cuyos resultados se muestran en la tabla 3.15. 
Los índices de validación para determinar el número óptimo de clases son generalmente 
utilizados para clasificadores no supervisados en los cuales uno de sus parámetros de 
entrada es el número de grupos a extraer, como se ha indicado en la sección 2.6.2. 
Dado que nuestro clasificador no requiere ese parámetro de entrada, tampoco permitirá 
ir probando con un mínimo y un máximo número de clases para medir cuál es el 
óptimo. Para poderlo comparar ha sido necesario seleccionar un clasificador no 
supervisado que proporcione resultados similares al propuesto, donde sí haya que 
especificar el número de clases. Se ha optado por el método Fuzzy C-Means (FCM) 
(Bezdek, 1981; Dunn, 1993) por su probada eficiencia en numerosos ámbitos de 
aplicación, además de su naturaleza difusa que encaja bien con los planteamientos 
formulados en este trabajo respecto de la MEF. 
Estos índices se calculan aplicando varias veces el algoritmo de agrupamiento, variando 
el número de clases en cada ejecución de un cierto valor mínimo a un máximo. Así, de 
las 80 imágenes clasificadas se seleccionaron un 11% de manera aleatoria, clasificando 
cada una de ellas mediante el FCM, y partiendo desde 2 hasta un máximo de 8 clases 
para compararlas con aquellas en las que nuestro clasificador daba menos de 8, y desde 
2 hasta 18 para casos con más de 8 clases. 
La tabla 3.15 del Anexo 2 muestra los resultados obtenidos para los agrupamientos 
realizados sobre nueve muestras, según los cinco índices de validación internos (DB, 
CH, Dunn, KL, Han), para las veintisiete clases que corresponden a esta situación. Las 
muestras M1 a M7 son imágenes con un número de clases menor que ocho, y sobre 
ellas se ha aplicado el método de umbralización simple. Por el contrario, las muestras 
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M8 y M9 corresponden a imágenes sobre las que se ha aplicado el método multi-umbral 
con dos umbrales por banda espectral. 
La tabla 3.16 muestra una síntesis de los resultados mostrados en la tabla 3.15, en la que 
aparece el número de clases óptimo obtenido mediante el cálculo de los cinco índices de 
validación interna. La última columna presenta el número de clases generadas por el 
clasificador Otsu-Clustering propuesto. Cuando alguno de los números óptimos de 
clases de algún método coincide con el número generado por nuestro clasificador, se 
marca en negrita y se agrega un asterisco a su derecha. 
Tabla 3.16. Número óptimo de agrupamientos según los cinco índices de validación. 
Muestras 
Fuzzy-Clustering Otsu- 
Clustering DB CH Dunn KL Han 
M1 4 5* 3 2 6 5 
M2 3* 6 3* 2 6 3 
M3 5* 6 2 2 6 5 
M4 6* 5 2 2 6* 6 
M5 5 6* 2 2 6* 6 
M6 3* 6 2 2 6 3 
M7 4* 6 2 2 6 4 
M8 10 13 11 8 16* 16 
M9 3 6 3 3 13* 13 
 
DB: Índice de Davies Bouldin (1979) KL: Índice de Krzanowski y Lai (1985) 
CH: Índice de Calinski y Harabasz (1974) Han: Índice de Hartigan (1985). 
Dunn: Índice de Dunn (1974). M1…M9: Muestra 1… Muestra 9 
  
Observamos que siempre existe correspondencia al menos con un índice, siendo para el 
DB con el que se obtiene la máxima concordancia en el caso de umbral simple, y con 
Han para multi-umbral. Por tanto, en base a los resultados obtenidos por los cinco 
índices de validación, se puede concluir que el número de agrupamientos generado por 
nuestro clasificador puede considerarse apropiado. Una observación final resulta del 
hecho de que cada muestra evaluada se respalda con al menos uno o dos de los índices 
internos calculados para tal fin y con el método Otsu-Clustering. 
En la figura 3.20 se muestra, a modo de ejemplo, una comparación visual sobre los 
resultados de la clasificación realizada mediante el algoritmo FCM (a, d) y el Otsu-
Clustering (c, f) para las imágenes originales mostradas en (b, e). 
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Figura 3.20. Comparación visual de la clasificación obtenida por Otsu-Clustering y Fuzzy C-
Means: (b, e) imágenes originales; (a) clasificación de b mediante Fuzzy C-Means 
para nueve clases, (c) clasificación de b mediante Otsu-Clustering para nueve 
clases; (d) clasificación de e mediante Fuzzy C-Means para tres clases, (f) 
clasificación de e mediante Otsu-Clustering para tres clases. 
En el caso de la clasificación de la imagen original de la figura 3.20 b, el método de 
Otsu-Clustering obtiene 9 clases, las mismas que se determinan para la clasificación con 
el algoritmo FCM. En este caso se observa cómo el método Otsu-Clustering realiza una 
clasificación más nítida, de forma que las estructuras que cubren el suelo se aprecian 
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como en la original, algo que no ocurre con los resultados mostrados en la figura 3.20 a 
obtenidos mediante Fuzzy C-Means. Para la imagen mostrada en la figura 3.20 e, el 
método de Otsu-Clustering obtiene 3 clases de cobertura, valor que se asigna como 
parámetro de entrada para la clasificación por el algoritmo FCM; en este caso se aprecia 
un alto grado de similitud respecto de los resultados de ambos clasificadores. 
 
3.7. CONCLUSION ES DEL CAPÍTULO 
Tras el procesamiento y la clasificación realizados sobre imágenes en color de cobertura 
terrestre se pueden extraer las siguientes conclusiones: 
• El método de Otsu (1979) mediante su técnica de umbralización adaptativa resulta ser 
altamente eficiente para separar las dos partes de que se compone cada banda espectral. 
Al aplicarlo a imágenes a color, con tres componentes espectrales, se generarán hasta 
ocho clases. 
• Mediante el mismo criterio de Otsu es posible separar más de dos áreas entre sí en cada 
banda espectral. Aplicando multi-umbralización se pueden obtener hasta un total de n3 
grupos diferenciados para las n bandas espectrales, siendo n igual a tres en el caso de las 
imágenes en color analizadas. 
• La eficiencia del método de clasificación propuesto, denominado Otsu-Clustering, se 
verifica mediante una serie de índices de validación y de un reconocido modelo de 
clasificación de imágenes a color Fuzzy C-means, que permiten comprobar si el número 
de clases obtenido de forma no supervisada es el correcto. 
• Por otro lado, también es posible validar la eficacia del clasificador mediante la Matriz 
de Error Fuzzy, con la que se obtienen resultados muy satisfactorios tanto para 
umbralización simple como múltiple. 
• Un inconveniente de cualquier método de clasificación no supervisada, y por tanto del 
propuesto en esta investigación, deriva del hecho de que siempre se requiere la 
concurrencia de un experto para etiquetar temáticamente las clases generadas por el 
clasificador, de tal forma que en algún momento podría inducir algún tipo de error. Este 
inconveniente se puede ver compensado por el hecho de la automatización, que permite 
identificar clases sin un conocimiento previo sobre las mismas. 
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CAPÍTULO 4 APLICACIÓN DE ES TRATEGIAS  DE PROCESAMIENTO Y CLASIFICACIÓN A 
IMÁGENES AGRÍCOLAS CAP TADAS POR CÁMARAS CONV ENCIONALES.  
 
4.1. INTRODUCC IÓN  
El objetivo de este capítulo consiste en aplicar los métodos y procedimientos propuestos 
en este trabajo de investigación para clasificar la cobertura terrestre de imágenes 
digitales obtenidas por cámaras convencionales, directamente a nivel del suelo, sin 
necesidad de recurrir a plataformas aéreas o de satélites. En concreto, se analizan 
imágenes de campos de cultivo de avena que han sido afectados por fuertes heladas. El 
tratamiento permite cuantificar la densidad tanto del cultivo afectado por las bajas 
temperaturas como de la parte no afectada. 
La estimación de los daños es un reto importante debido a que permitirá una predicción 
más precisa de la producción de cultivos, y por lo tanto posibilita la planificación en 
base al rendimiento estimado. En todo caso, la cuantificación de los daños es muy útil 
ya que permite el registro de datos e información para futuros pronósticos. 
El procedimiento general se describe en el esquema mostrado en figura 4.1, cuyos 
detalles se describen a lo largo del capítulo. 
El fundamento consiste en aplicar una estrategia de clasificación no supervisada ya que 
las imágenes pueden presentar componentes espectrales muy distintos, debido a los 
diferentes factores que pueden ocasionar daños en los cultivos de avena. Además, los 
enfoques supervisados no pueden ser entrenados con los patrones de textura apropiados 
ya que no se conocen de antemano. 
El sistema de cuantificación de la densidad de plantas afectadas por heladas se 
desarrolla de la siguiente manera: 
• Recopilación de la información, la población total del cultivo de avena 
corresponde a una superficie total de 20 hectáreas. En esta etapa se describen las 
características principales de las imágenes digitales utilizadas y la manera en que 
éstas fueron obtenidas, así como el método de muestreo utilizado. 
• Pre-procesado de la imagen original, proceso en el cual se describe de manera 
general cómo se preparan las imágenes que originalmente se encuentran en el 
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modelo de color RGB, para su segmentación y clasificación. En concreto, la 
transformación de los datos originales (RGB) al modelo de color (L*a*b*), y la 
normalización de los valores de intensidad. 
• Segmentación, consiste en la combinación de tres algoritmos de umbralización, 
los cuales se aplican de manera sucesiva a cada una de las bandas espectrales del 
espacio de color, L*, a* y b*, produciendo la partición de los correspondientes 
histogramas en varias regiones. 
• Codificación, las regiones obtenidas de la combinación de umbrales son 
codificadas por componente espectral, y a partir de los códigos individuales se 
genera el código global de clases de la imagen en color. 
• Algoritmo de clasificación, se aplica el mismo algoritmo de decisión expuesto en 
el capítulo tres para la clasificación de las fotografías aéreas. 
• Validación, que permite la verificación de los resultados de clasificación 
mediante la comparación con los criterios establecidos a tal fin. 
Por tanto, en el presente capítulo se desarrollan cada una de las etapas mencionadas. 
Posteriormente se presentan los resultados de la clasificación, su validación y la 
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Figura 4.1. Diagrama del sistema de clasificación no supervisada de imágenes a color por 
combinación de umbrales y reagrupamiento de clases. 
 
4.2. RECOPILACIÓN Y PRE-PROC ESAMIENTO DE LA INFORMACIÓN  
Las imágenes utilizadas son fotografías de un cultivo de avena afectado por las bajas 
temperaturas (heladas) que tuvieron lugar entre los meses de octubre y noviembre de 
2010, en México. Las fotografías digitales tomadas con cámaras convencionales fueron 
captados 15 días después de la última helada, durante dos días consecutivos, tratando de 
evitar avances significativos en el daño y por tanto considerando exclusivamente el 
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dos días eran diferentes, uno se correspondía con un día soleado y el otro nublado. 
Además las muestras fueron adquiridas a diferentes horas del día (por la mañana, al 
mediodía y por la tarde), con alta variabilidad de las condiciones de iluminación natural. 
Por tanto, estas situaciones permiten la evaluación del método bajo condiciones 
ambientales diferentes, principalmente en la iluminación recibida por las cámaras 
durante la captura de las imágenes. 
De acuerdo con Webb y col. (1994), el grado de tolerancia a las heladas mostrado por 
una planta depende en gran medida de la etapa de desarrollo en la que se encuentre. 
Antes del inicio de la floración, por lo general de 8 a 10 semanas después de la 
germinación, las plantas de cereales son capaces de soportar el frío extremo. Sin 
embargo, la etapa de desarrollo más susceptible a daños por heladas es el período 
anterior a la floración, después de la emergencia de la espiga. En resumen, los efectos 
de las heladas sobre los cereales son más relevantes durante y después de la emergencia 
de la espiga, la planta se vuelve muy sensible, y las heladas intensas a menudo causan 
severos daños tanto en el tallo como en las hojas, llegando a secar la planta. 
En México, en el año 2010 las heladas se presentaron entre octubre y diciembre (de 10 a 
60 días), con temperaturas mínimas tan bajas como -13 °C, dañando considerablemente 
los cultivos de avena. Los daños por congelación de las hojas se suelen producir en el 
rango de -2 °C a -4 °C. 
Uno de los objetivos a conseguir como resultado del análisis de dichas imágenes es la 
cuantificación de la densidad de plantas afectadas por las bajas temperaturas, tanto para 
determinar el daño producido en los cultivos como para tomar medidas preventivas en 
situaciones futuras similares. 
De forma más específica, tal y como se ha comentado previamente, además con este 
tipo de imágenes también se pretende verificar la robustez del método de clasificación 
propuesto frente a la variabilidad de la iluminación. 
Las fotografías fueron captadas con un sensor de imagen convencional (Canon digital 
IXUS 85 IS, sensor: CCD 1/2.3'', longitud focal: 35 mm). La resolución de las imágenes 
es de 3.648 × 2.736 píxeles. El sensor ha sido calibrado con anterioridad para la 
estimación de los parámetros intrínsecos (distancia focal y distorsión radial), y 
extrínsecos (matriz de desplazamientos y ángulos de rotación) (Tsai, 1987). Esto es 
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necesario para determinar la superficie real fotografiada con el fin de poder estimar la 
superficie total del campo de cultivo. 
Una de las ventajas de este tipo de imágenes es el relativamente bajo coste de la cámara 
comparado con los dispositivos aerotransportados. Además, con este tipo de fotografías 
el estudio puede realizarse en distintos ámbitos tales como agricultura de precisión, 
selección de cosecha, clasificación de frutas, etc.; otra gran ventaja es que la resolución 
de estos sensores es alta, lo cual permite efectuar mediciones con cierta precisión. 
Sin embargo se tiene la desventaja de que con dichas imágenes la cobertura del terreno 
es muy baja y, por lo tanto, para el caso agrícola debe realizarse un muestreo adecuado 
para que los resultados puedan generalizarse. Otra desventaja es que para zonas de 
difícil acceso las muestras no se pueden tomar con la facilidad deseada, o simplemente 
no se pueden tomar. 
4.2.1. MUESTREO DE LA ZONA DE ESTU DIO 
Con el fin de obtener un conjunto de fotografías representativas de la extensión de la 
zona de estudio, de manera que abarquen la población total, se realizó un muestreo 
fotográfico sobre el campo del cultivo de avena. Como se ha comentado en el capítulo 
dos existen diversos métodos de muestreo en la literatura. En la investigación descrita 
en este trabajo se aplicó el denominado “aleatorio estratificado” de la siguiente manera: 
la población total del cultivo de avena se dividió en dos regiones, según el grado de 
afectación. La primera región, muy afectada por las heladas (prácticamente seca), con la 
típica tonalidad amarillenta; la segunda, menos afectada, con tonalidades situadas entre 
el verde y el amarillo, con predominio de la tendencia hacia los verdes. Para cada una de 
estas regiones se aplicó un muestreo aleatorio que consistió en tomar 100 muestras/ha 
(50 imágenes de las zonas más afectadas y 50 del área poco afectada), de una superficie 
total de 20 hectáreas; es decir, se tomaron 2000 muestras. 
Para delimitar las muestras se construyó un dispositivo formado por cuatro postes de 
madera situados formando un cuadrado, que delimita una superficie de 1 m2, y que se 
sitúan sobre el terreno para delimitar el espacio a fotografiar. Cada muestra se midió y 
se registró convenientemente, como se puede observar en la figura 4.2 a. Una vez que se 
ha seleccionado la muestra del campo, se fotografía con la cámara que se coloca en 
posición cenital, a una altura de 1.5 m. En la figura 4.2 b se observa un área de avena 
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sin daños. La figura 4.2 c muestra la geometría de exploración, sobre la superficie del 
suelo, mediante la proyección de perspectiva proporcionada por el sistema óptico 








Figura 4.2 (a), (b) Selección y delimitación de las muestras del cultivo de avena para ser 
fotografiado,  (c) representación del sistema geométrico con el eje óptico perpendicular al suelo. 
 
Sobre cada muestra fotografiada se establece un punto de control, de manera que 
durante el proceso de validación de la clasificación sea posible ubicar los puntos 
necesarios. Estos puntos de control fueron geo-codificados, es decir, se asignaron 
coordenadas geográficas, latitud-longitud a cada uno de ellos (León y col., 2007), cuya 
finalidad es su posicionamiento y localización. 
Desde el punto de vista de la clasificación de la cobertura terrestre, bajo el cual se llevó 
a cabo este trabajo, no es necesario tener en cuenta las coordenadas geográficas de las 
imágenes. Sin embargo para la validación del clasificador sí son imprescindibles, dado 
que esto facilita enormemente la comparación entre las clases de la imagen original y la 
clasificada. 
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4.2.2. PRE-PROCESAMIEN TO DE LAS IMÁGENES A C OLOR 
Las imágenes de los campos de cultivo son capturadas en un entorno al aire libre, es 
decir, con alta variabilidad de las condiciones de iluminación natural. La respuesta del 
sensor es proporcional a la energía de la luz proyectada sobre su superficie, y depende 
de las longitudes de onda, dentro del espectro visible, reflejadas por los objetos. En el 
caso que nos ocupa son las plantas y el suelo. Cada longitud de onda produce una 
respuesta diferente a la que se asigna un color estándar. 
Para hacer frente al problema de variación en la iluminación se propone el uso del 
espacio de color CIELAB (1976), también denominado L*a*b* (Robertson, 1976), ya 
que según los resultados experimentales realizados con él, resulta ser menos 
dependiente de la iluminación que otros modelos de color, como se expuso en el 
capítulo dos. CIE es la abreviatura en francés de la Comisión Internacional de la Luz 
(Commission Internationale d'Eclairage), donde la componente L* representa la 
luminosidad de color, y las otras dos, a* y b*, son las componentes de crominancia 
(dimensión del color oponente), representadas mediante un conjunto de ejes de color 
contrastantes (rojo-verde y amarillo-azul). De acuerdo con Mendoza y col. (2006), este 
modelo de color se considera aproximadamente uniforme, es decir, la distancia entre 
dos colores en un espacio de color lineal corresponde a las diferencias percibidas entre 
ellos. Sangwine (2000) afirma que este modelo proporciona una representación objetiva 
del color y su uso es esencial para aplicaciones en las que los resultados deben coincidir 
con los de la percepción humana, como en este caso. Así pues, las imágenes se 
transforman del modelo de color RGB al CIE L*a*b* mediante las transformaciones 
matemáticas que se describen en el Anexo 3. Una vez que se tienen las imágenes en el 
espacio de color deseado, se separan las tres componentes espectrales, procediéndose a 
la normalización de los niveles digitales contenidos en ellas; a continuación se aplica el 
correspondiente proceso de clasificación que se describe a continuación. 
4.3. APLICACIÓN DE LA ESTRATEG IA DE C LASIFICAC IÓN NO SUPERVISADA  
La primera fase de la clasificación es la segmentación de las imágenes, la cual se lleva a 
cabo mediante la combinación de tres métodos de umbralización, con el objeto de 
combinarlos y posteriormente separar en dos grupos cada una de las componentes 
espectrales de la imagen ya procesada. 
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La imagen en el espacio de color CIELab posee tres componentes: L*, a* y b*. Para 
cada uno se debe calcular de forma automática un umbral basándose en la combinación 
de los tres métodos de umbralización seleccionados, a saber: Isodata, Otsu y Fuzzy. 
Aplicando esta umbralización sucesivamente a cada una de las bandas espectrales del 
espacio de color, L*, a* y b*, se produce la partición de los correspondientes 
histogramas en varias regiones, dependiendo del número de umbrales establecido. La 
combinación de estas regiones determina las diferentes clases donde cada píxel puede 
ser clasificado. Dependiendo de la naturaleza del problema el número de regiones es 
variable, si bien debe ser suficiente para hacer frente al problema de clasificación. 
A continuación se desarrolla un proceso de codificación, el cual se divide en dos etapas: 
asignación y etiquetado. La primera consiste en asignar una de las clases posibles a cada 
píxel para cada una de las componentes espectrales. El etiquetado es el proceso de 
codificación de la imagen, con sus tres componentes espectrales integradas, que consiste 
en la asignación de un código numérico a cada píxel con localización de coordenadas de 
imagen (x,y), que permita identificar la posición y la clase a la que pertenece. Por 
último, el algoritmo de decisión o clasificación se encarga de evaluar cada uno de los 
grupos establecidos procedentes de la clasificación mediante los correspondientes 
índices de validación descritos en el capítulo dos. Durante el proceso de clasificación se 
realiza una reasignación de píxeles hasta conseguir que los valores proporcionados por 
los índices de validación sean los que expresen la mejor calidad de la partición. 
Gracias a su flexibilidad, la estrategia de clasificación propuesta llega a ser no 
supervisada con con un alto grado de similitud respecto de la expuesta en el capítulo 
previo. Se admite un número variable de clases que se ajusta a los requisitos del 
problema. La sinergia aprovechada en las estrategias de segmentación y clasificación 
resulta ser una de las principales aportaciones de este trabajo. La fusión de los diferentes 
enfoques mejora la segmentación de las imágenes agrícolas utilizadas en estos 
experimentos, detectando los daños en los cultivos de avena. 
4.3.1. SEGMENTACIÓN DE IMÁGENES A COLOR POR C OMBINACIÓN DE UMBRALES  
Como ya se ha expuesto previamente, tanto en la sección 2.4 como posteriormente en la 
sección 3.3.2.1, existen diferentes métodos de umbralización por división del 
histograma que han sido ampliamente comentados en la literatura, reiterando que no 
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existe un criterio unánime sobre cuál es mejor. El tema es que cada método suele 
producir resultados diferentes debido a que formula distintas hipótesis sobre el 
contenido de la imagen. En Gonzales-Barron y Butler (2006), se evalúan siete 
algoritmos de umbralización en imágenes con alta variabilidad de textura, como las 
utilizadas en nuestro problema de clasificación. Los métodos analizados son: 1) Ridler y 
Calvard (1978), denominado Isodata; 2) algoritmo de Otsu (1979); 3) umbral por 
mínimo error, de Kittler y Illingworth (1986); 4) algoritmo K-means (Hartigan, 1975); 
5) histograma por entropía (Pun, 1980); 6) el método Preservación del Momento 
(Moment preserving), de Tsai (1985); y 7) umbral difuso (fuzzy) de Huang y Wang 
(1995). De acuerdo con Gonzales-Barron y Butler (2006), los mejores resultados se 
obtienen con Isodata, Otsu, umbral difuso y el método preservación del momento, por 
este orden. Isodata y Moment preserving obtuvieron resultados muy similares. En base a 
este estudio hemos seleccionado los tres primeros con el fin de diseñar nuestra 
estrategia basada en combinación de umbrales, cuyos detalles se proporcionan a 
continuación. 
Para cada componente espectral en el espacio de color CIELab obtenemos tres 
umbrales, tI, tO y tF, que corresponden a la aplicación de los tres algoritmos de 
umbralización seleccionados, Isodata, Otsu y Fuzzy respectivamente, descritos en la 
sección 2.4. El problema consiste en encontrar una combinación de ellos que 
proporcione un valor de umbral único y a la vez genere los mejores resultados para la 
clasificación. Según Kuncheva (2004), en clasificación existen diferentes métodos y 
estrategias de combinación. La más simple es la fusión mediante el cómputo de la 
media aritmética, que en el caso de los tres umbrales resulta ser ( ) 3I O Ft t t t= + + . Se 
ha podido constatar que el uso de la media como método de fusión produce resultados 
satisfactorios en la clasificación final en esta aplicación. Una de las ventajas de la media 
es que los valores máximo y mínimo del umbral no se aplican estrictamente, ya que se 
obtiene un valor intermedio. El promedio del umbral combinado se aplica sobre cada 
componente espectral, L*, a* y b*, y se denota como tL, ta, y tb, respectivamente. Por 
tanto, cada componente espectral se divide en dos regiones mediante su correspondiente 
umbral. 
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4.3.2. CODIFICAC IÓN DE LA INFORMACIÓN  
La codificación es el proceso mediante el cual se asocia a cada píxel un código 
numérico que identifica su posición (x,y) en la imagen y proporciona información sobre 
la clase a la que pertenece. El algoritmo de clasificación no supervisada que se describe 
a continuación se fundamenta en dos procesos secuenciales bien diferenciados relativos 
a la codificación. El primero, al que denominamos proceso de asignación, consiste en 
otorgar un código numérico a cada píxel en su localización (x,y) y para cada 
componente espectral; es decir, al tratarse de una imagen en color se dispone de tres 
componentes espectrales que se codifican de manera independiente. El segundo proceso 
de codificación se aplica tras la integración de las tres componentes espectrales. En este 
proceso se hace uso de los códigos de etiqueta generados para cada componente 
espectral individual, para posteriormente generar los códigos finales de clasificación de 
los píxeles en la imagen. Este segundo proceso se denomina etiquetado de los grupos. 
4.3.2.1. PROCESO DE ASIGNACIÓN 
Dado un píxel i, perteneciente a la imagen original RGB y localizado en (x,y), sobre él 
se aplica la correspondiente transformación desde el espacio de color RGB al CIE 
L*a*b*, donde sus tres componentes espectrales se denotan como *( , ) LL x y i= , 
* ( , ) aa x y i= , y 
*
bb ( x, y ) i= . Como se mencionó anteriormente, los métodos de 
umbralización dividen el histograma en dos regiones. Puesto que existen tres 
componentes espectrales, obtendremos seis sub-regiones. Si es necesario podemos 
aplicar umbrales sucesivos sobre cada componente espectral, de manera que con un 
segundo umbral se obtiene tres particiones del histograma por componente espectral. Si 
se aplica un tercer umbral obtendríamos cuatro particiones, y así sucesivamente. Por lo 
tanto, suponiendo que el número de umbrales por componente es finalmente M, 
tendremos tL1, tL2, ... tLM, para el canal L*, y de la misma manera, ta1, ta2, ..., taM para el 
canal a*, y tb1, tb2 , ..., tbM, para el b*. Sobre esta base, cada píxel i puede ser codificado 
como si  según sus componentes espectrales a través de la ecuación (4-1). 
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donde s denota la componente espectral, es decir, s = L, a* ó b*, y tsi son los umbrales 
correspondientes. 
Por ejemplo, sabemos que en el espacio de color CIE L*a*b* los valores de L* se sitúan 
en el rango [0, 100], mientras que a* y b* varían en el rango [-110,110]. Por lo tanto, 
aplicando dos umbrales ta1 =-20 y ta2 = 60 para la componente espectral a*, un píxel se 
codifica como 0, 1 ó 2 según su valor espectral a* sea inferior a -20, esté entre -20 y 60, 
o sea mayor que 60, respectivamente. 
4.3.2.2. ETIQUETADO DE LOS GRUPOS GENERADOS EN LA IMAGEN L*a*b* 
Una vez que la imagen ha sido codificada según sus componentes espectrales 
individuales, el siguiente paso es el etiquetado de las clases existentes, es decir, asignar 
a cada uno de los píxeles el código de clase al que pertenece. Dado que se han obtenido 
M umbrales y, por consiguiente, se tienen n particiones del histograma por canal, siendo 
n = M+1, el número de posibles combinaciones es nd, donde d es el número de 
componentes espectrales. Al tratarse del espacio de color CIE L*a*b*, d = 3. El número 
de combinaciones representa el número de clases. Sólo es necesario identificar cada 
grupo por su etiqueta y asignar a cada píxel la etiqueta correspondiente del grupo 
acuerdo a la ecuación (4-2). Así pues, dado el píxel ( , )i x y≡ con los códigos ,Li ai , y bi
obtenidos según la ecuación (4-1), estas etiquetas pueden generarse mediante ip  como 
sigue, 
2= + +   i L a bp n i ni i  (4-2) 
 
4.3.3. CLASIFICACIÓN DE LA IMAGEN EN COLOR 
Sea Ck el número de clases posibles, donde k identifica una clase entre 1 y nd. Cada 
clase contiene Nk píxeles de la imagen original, y cada píxel posee tres valores 
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correspondientes a los tres niveles de las tres bandas espectrales con d=3. Es un espacio 
tridimensional, siendo sus elementos vectores  con las componentes espectrales de los 
píxeles en el espacio CIELab, es decir, ( ), ,k k kk L a bi i i≡i para el píxel ( , )i x y≡ , donde el 
índice k indica que el píxel y sus componentes espectrales pertenecen a la clase Ck. 
Para cada clase se calcula el valor medio de los miembros pertenecientes a esa clase, 
( ) 1, ,
k k
k k k









Basándose en las potencialidades del método de Otsu, es posible calcular la varianza 
espectral dentro de cada clase y entre las clases, denotadas por kσ  y khσ  
respectivamente, ecuaciones (4-4) y (4-5). Evidentemente kσ  está relacionada 
únicamente con la clase Ck, mientras khσ involucra dos clases, Ck y Ch, con k h≠ . 
( ) ( ) ( )
1 22 2 21
k k
k k k k k k




σ µ µ µ
∈
 = − + − + −  ⋅ ∑i  
(4-4) 
( ) ( ) ( )2 2 21 k h k h k hkh L L a a b bdσ µ µ µ µ µ µ
 = − + − + −    
(4-5) 
Con el valor de estas varianzas podemos fusionar determinadas clases en función de sus 
similitudes espectrales. La similitud es un concepto definido de la siguiente manera. 
Dada las clases Ck y Ch, k h≠ , ambas se fusionan en una única clase si k khσ σ≥  ó 
h khσ σ≥ . La hipótesis que sustenta esto se basa en el hecho de que si se ha logrado una 
buena partición, las clases obtenidas deben estar debidamente separadas, sin 
superposición entre ellas, en cuyo caso no es necesaria su fusión. Por el contrario, si dos 
clases se solapan, significa que la varianza espectral entre ellas khσ  es menor que la 
varianza individual dentro de las clases kσ  y hσ , requiriéndose, en este caso, un nuevo 
agrupamiento. Este proceso de re-agrupamiento se repite hasta que todas las varianzas 
entre clases son mayores que sus correspondientes varianzas dentro de las clases. Sin 
pérdida de generalidad, si se mezclan los píxeles de dos clases, los píxeles de la clase 
resultante fusionada serán re-etiquetados con la etiqueta de la clase con valor de 
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varianza más pequeña, mientras que la otra etiqueta se elimina definitivamente. Esto no 
afecta al proceso de clasificación ya que sólo se modifican las etiquetas. 
En el caso de terrenos de cultivo de avena el número de clases es siempre menor que 
ocho porque no existen más estados posibles para la plantación. 
4.4. RESULTA DOS Y DISCUS IÓN  
Con el propósito de mostrar el funcionamiento de la clasificación no supervisada 
propuesta en este capítulo se describen a continuación las imágenes objeto de estudio y 
cómo se ha aplicado esta estrategia sobre las mismas. 
4.4.1. DESC RIPC IÓN DEL CULTIVO DE AVENA  
Se ha seleccionado una superficie del cultivo de avena de 20 hectáreas. De esta 
superficie se tomaron al azar 2000 muestras de 1 m2, que fueron fotografiadas con el 
sensor CCD descrito en la sección 4.1. Las fotografías reflejan zonas del cultivo con 
diferente grado de daño, hecho que se puede observar en las imágenes seleccionadas 
como representativas del conjunto total (figuras 4.3 a y 4.4 a). El grado de afectación 
fue evaluado por un experto en agricultura y gestión de pérdidas. 
1) Descripción del área de cultivo de la fotografía 4.3 a: la densidad de planta verde 
en promedio es de 53,15%, por lo que se considera que muestra un bajo grado de 
daños por heladas. De esta zona de cultivo se seleccionaron 1.000 muestras al azar, 
el 10% de las cuales se usaron como datos de referencia para la evaluación del 
método de clasificación propuesto. El resto, es decir 900, fueron clasificadas y 
comparadas con las imágenes de prueba. 
2) Descripción del área de cultivo de la fotografía 4.4 a: en esta zona el promedio de 
densidad de planta verde estimado es del 26,6%; el resto se considera planta seca y 
suelo. Por tanto, esta zona es un ejemplo de alto grado de damnificación por 
heladas. El número de muestras usadas para clasificación y de referencia es similar a 
las señaladas en el punto anterior. 
El objetivo del proceso de clasificación es identificar las cuatro clases que se han 
definido según el grado de afectación del cultivo debido a las muy bajas temperaturas. 
La primera clase es la de planta poco afectada, la cual muestra en su mayoría las 
componentes espectrales correspondientes a verdes. La segunda clase es la avena 
Antonia Macedo Cruz 
CAPÍTULO 4. APLICACIÓN DE ESTRATEGIAS DE PROCESAMIENTO Y CLASIFICACIÓN A IMÁGENES AGRÍCOLAS 
160 
 
altamente afectada por las heladas, encontrándose en un estado muy seco, es decir, las 
componentes de color son principalmente amarillentas. El tercero representa un estado 
intermedio, donde las plantas presentan tonalidades de tipo verde-amarillento, esto es, 
sin ser totalmente verdes tampoco están secas. La cuarta clase representa el suelo oscuro 
o con sombras. Desde el punto de vista agrícola, las plantas del primer grupo van a 
seguir creciendo y desarrollándose hacia la madurez y, a menos que se vieran afectadas 
por una nueva helada u otros agentes, es posible estimar la futura cosecha que se 
obtendrá a partir de ellas. El segundo grupo debe desecharse desde el punto de vista de 
expectativas de cosecha. Del mismo modo, el cuarto tampoco se considera a estos 
efectos. Por último, el tercer grupo se estima, siempre según el experto, que contribuye 
con alrededor del 40-60% para calcular los rendimientos de cosecha. Obviamente, esta 
cuantificación se calcula en el momento de la detección, de forma que los daños 
posteriores no son considerados. 
Por tanto, existen tres diferentes clases de textura de plantas de avena que tienen que ser 
reconocidas con el fin de identificar el estado del cultivo, y una cuarta clase que 
corresponde a sombras y suelo. Esto significa que en una determinada imagen pueden 
identificarse las cuatro clases o sólo algunas de ellas. Por lo tanto, de acuerdo con el 
procedimiento descrito, un único umbral es suficiente ya que no es necesario identificar 
más de ocho clases. 
Dado que al haber tres componentes en el espacio de color esto da lugar a ocho clases, 
de las cuales sólo cuatro corresponden a la realidad, será necesaria la reagrupación de 
los píxeles para pasar de ocho a cuatro categorías. Esto se puede lograr mediante la 
relajación de los criterios de fusión con el fin de forzar la unión de las cuatro clases con 
el mayor grado de solapamiento, lo que se determina por la identificación de las 
mayores diferencias entre kσ  ó hσ  y khσ , ecuaciones (4-4) y (4-5). 
Las figuras 4.3 b y 4.4 b muestran los resultados de la clasificación de las imágenes 
originales presentadas en las figuras 4.3 a y 4.4 a, respectivamente. Las etiquetas de las 
cuatro clases están representadas por colores: 1) verde, para la clase que representa la 
planta de la avena que no se ve afectada por las bajas temperaturas (color real); 2) de 
color amarillo los cultivos de avena en estado seco debido a las heladas; 3) de color 
rojo, corresponde a las plantas en una fase intermedia entre verde y seca; 4) azul, 
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corresponde a la categoría de suelo y sombra. Las clases se identifican como sigue: GO 
(avena verde), DO (avena seca), HD (avena entre verde y amarilla), y SG (suelo oscuro 
o con sombras). Como se ha indicado anteriormente, en algunas imágenes no 
necesariamente se presentan las cuatro categorías, como ocurre en la figura 4.5 b, en la 




Figura 4.3. Muestra de cultivo de avena poco afectado por las heladas: (a) imagen original, (b) 
resultados de la clasificación (cuatro re-agrupamientos). 
 
 
 a     b 
Figura 4.4. Muestra de cultivo de avena muy afectado por las heladas: (a) imagen original, (b) 
resultados obtenidos de la clasificación (cuatro re-agrupamientos).  
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Figura 4.5. Muestra de cultivo de avena (toma superficial): (a) imagen original, (b) resultados 
obtenidos de la clasificación. 
 
4.4.2. VALIDAC IÓN DEL C LASIFICA DOR 
Como es bien sabido, la validación de un proceso de clasificación se refiere al grado de 
concordancia entre las clases asignadas a cada píxel de la imagen clasificada y un 
conjunto de datos de referencia determinados por un experto. Para obtener una 
estimación cuantitativa se calculó la matriz de error difusa en base a la metodología 
propuesta por Congalton y Green (2009) y Green y Congalton (2004), detallada en la 
sección 2.6. 
Uno de los requisitos necesarios para realizar la validación del clasificador es la 
selección del tipo de unidades de muestra, también llamadas de validación o referencia, 
así como su tamaño y la técnica de muestreo. 
4.4.2.1. SELECCIÓN DE LAS UNIDADES DE VALIDACIÓN 
En este caso se van a utilizar como unidades de validación agrupaciones de píxeles en 
forma de polígonos con diferentes formas y tamaños. De este modo se pueden analizar 
los errores temáticos sin llegar a confundirlos con los errores de posición. 
El número de unidades de validación depende de las dimensiones de la imagen y el 
número de clases. Siguiendo las pautas establecidas en el capítulo previo, aquí también 
hemos aplicado una distribución multinomial (Congalton y Green, 2009) para su 
selección. Se determina a partir de una distribución chi-cuadrado (χ2), utilizando el nivel 
de confianza deseado y el porcentaje de la imagen cubierto por cada clase, de acuerdo 
con la ecuación (4-6). 
a b 
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( ) 21s k k kn B b= Π − Π  (4-6) 
Donde kΠ  es la fracción de la superficie de la imagen que pertenece a la clase k; B es 
un coeficiente que se obtiene a partir de la distribución chi-cuadrado con un grado de 
libertad, y el parámetro (1- b/k); b es la precisión (en este caso, b = 0,05 ya que el grado 
de confianza se ha establecido en el 95% y b representa el 5%); k es el número de clases 
o categorías. Por ejemplo, si hay cuatro categorías en nuestro esquema de clasificación 
(k = 4), y el nivel de confianza deseado es del 95% (con precisión del 5%), 
seleccionando una clase particular que cubra el 16% de los píxeles de la imagen, esto es, 
kΠ = 16 %, el valor de B debe ser determinado a partir de la tabla de chi-cuadrado (χ
2) 
con un grado de libertad y (1 - 0,05/4) = 0,9875. En este caso el valor apropiado de B es 
χ2(1, 0,9875) = 6,36640. Por lo tanto, de acuerdo con los datos y aproximaciones 
anteriores, el resultado del número de unidades de muestreo es el siguiente: 
26,36640(0,16)(1 0,16) / 0,05 342sn = − =  
Si los píxeles de la imagen corresponden a las cuatro clases, y cada una de ellas cubre el 
35%, 16%, 16% y 33% respecto de la imagen total, entonces los 342 polígonos se 
distribuirán en cuatro categorías, en concreto habrá 120, 55, 55 y 112 para cada una de 
ellas, respectivamente. 
4.4.2.2. TÉCNICA DE MUESTREO 
Una vez determinado el número de polígonos de cada clase (ecuación 4-6), la imagen 
original es analizada por un experto que asigna las clases correspondientes a estos 
polígonos, en base a los siguientes criterios: 
(a) Cada polígono debe contener sólo píxeles de una clase, por lo tanto el tamaño y 
forma de cada polígono se debe ajustar a los objetos de la imagen. Por ejemplo, 
los polígonos relacionados con la clase de las hojas de avena (mayoría de las 
imágenes analizadas) tienen formas irregulares, como se muestra en la figura 4.6 
a. 
(b) Los polígonos representados en la imagen original (figura 4.6 a) son conocidos 
como datos de referencia o datos de campo, los cuales deben ser validados por 
un experto. 
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(c) Para visualizar la correspondencia de los polígonos dibujados sobre la fotografía 
original con las clases presentes en las imágenes clasificadas (figuras 4.6 a y b), 
se usaron herramientas propias de Sistemas de Información Geográfica (SIG), 
concretamente ArcView (2012), versión 3.2, considerando que ambas imágenes 
(original y clasificada) poseen idénticas coordenadas UTM (figura 4.7 a y c). De 
esta forma los polígonos correspondientes se pueden superponer tanto en las 
imágenes clasificadas (figura 4.7 c) como en las originales (figura 4.7 a), lo que 
permite cuantificar la correspondencia de las etiquetas. 
La figura 4.6 muestra la distribución de estos polígonos en ambas imágenes para las 
siguientes categorías: suelo sombreado (línea blanca), avena verde (línea roja), 
avena seca (línea en negro), y avena en un estado intermedio (línea rosa). La imagen 
de referencia ha sido etiquetada por los expertos y la clasificada por la estrategia 
propuesta. 
Para cualquier polígono en la imagen clasificada (figura 4.6 b o figura 4.7 b), cuya 
ubicación y etiqueta son conocidas, es posible calcular el número de píxeles que han 
sido clasificados correcta o incorrectamente. Esta correspondencia constituye la base 
para el cálculo de las matrices de error, según se describe en la siguiente sección. 
 
Figura 4.6. Datos de referencia: (a) unidades de validación (polígonos) en la imagen original, 
(b) unidades de validación (polígonos) en la imagen clasificada. 
a b 
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Figura 4.7. Trazado de polígonos de muestreo: (a) imagen original geo-referenciada, (b) 
superposición de polígonos en la imagen clasificada. 
 
4.4.2.3. CÁLCULO DE LA MATRIZ DE ERROR DETERMINISTA Y DIFUSA 
Las matrices de error son una forma muy efectiva de obtener y representar la eficiencia 
y precisión del clasificador, así como las de cada clase individual. Además permiten 
identificar los errores de inclusión (errores de comisión) y los errores de exclusión 
(errores de omisión). Un error de comisión se comete cuando una unidad de validación 
se considera como perteneciente a una categoría cuando realmente no pertenece a ella. 
Un error de omisión se produce cuando una unidad de validación se excluye de una 
categoría a la cual pertenece. Todos y cada uno de los errores constituyen una omisión 
en la categoría correcta y una inclusión en una categoría equivocada. 
Con el fin de obtener los valores de la matriz de error se han comparado las etiquetas 
asignadas a cada polígono en las imágenes clasificadas y las clases asignadas por el 
a b 
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experto en las imágenes originales (datos de referencia). La correspondencia espacial 
entre los dos conjuntos de datos proporciona una medida cuantitativa de la exactitud de 
nuestro procedimiento de clasificación (Congalton y Green, 2009). Hemos comparado 
200 polígonos de las 2000 muestras disponibles. Los resultados de cada clase se 
muestran en la tabla 4.1, la cual representa al mismo tiempo la matriz de error 
determinista (MET) y la matriz de error fuzzy o difusa (MEF) bajo los mismos criterios 
y planteamientos realizados en los capítulos precedentes. 
Los valores de la diagonal principal muestran el número de unidades de validación 
correctamente clasificadas. Las celdas fuera de la diagonal principal contienen un par de 
valores, separados por punto y coma; el primer valor representa el número de muestras 
que, aunque no son absolutamente correctas, son consideradas como aceptables en 
cuanto a su clasificación, de acuerdo con las reglas difusas previamente establecidas. El 
segundo valor indica aquellas unidades de validación cuya clasificación es considerada 
inaceptable, incluso para la aproximación fuzzy, es decir, se identifican como mal 
clasificadas. Para la matriz de error determinista o clásica estos dos valores se suman y 
se obtiene un único valor que determina el error de la clasificación. 
Por ejemplo en la tabla 4.1 los dos valores de la primera fila, tercera columna (1,3) son 
400 y 600. Desde el punto de vista determinista, hay 1000 unidades de validación o 
polígonos (400+600) clasificados erróneamente en la categoría GO por el método 
propuesto, ya que de acuerdo a los datos de referencia deberían ser HD (columna). Esto 
significa que 1000 polígonos han sido excluidos de la categoría correcta, HD, e 
incluidos en la categoría incorrecta, GO. Sin embargo, bajo el criterio difuso la 
clasificación de 400 de esos polígonos fue considerada aceptable, mientras que las 
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Tabla 4.1. Matriz de error Fuzzy y Determinista. 
 DATOS DE REFERENCIA 
 
























 GO 22600 600;600 400;600 0;0 24800 
DO 0;0 8800 600;400 0;0 9800 
HD 0;0 600;200 9200 0;0 10000 





24000 10800 11200 22800 68800 
  
GO: avena verde 
DO: avena seca 
HD: avena deshidratada (entre verde y amarilla) 
SG: suelo oscuro o con sombras. 
 
El conjunto de reglas difusas establecidas para determinar la precisión de la 
clasificación son las siguientes: 
• Absolutamente correctas: una muestra se considera clasificada de forma 
absolutamente correcta cuando se superpone el 100% de la superficie de esa unidad en 
la imagen de referencia de una categoría particular a la misma clase y ubicación en la 
imagen clasificada. Se anotan en la diagonal principal de la matriz de error. 
• Aceptable: una unidad de validación se considera clasificada de forma aceptable 
cuando existe al menos el 50% de solapamiento entre la superficie del polígono de 
referencia para una categoría particular y la misma clase y superficie en la imagen 
clasificada. Por ejemplo, un polígono en la imagen original (de referencia) que 
pertenece a la clase GO se proyecta sobre dos clases en la imagen clasificada, GO y SG. 
Si por lo menos el 50% de esa muestra coincide con la clase GO se considera aceptable. 
Esto añadirá 1 al contador izquierdo en la celda que corresponde a la columna GO (no-
diagonal principal), fila SG. 
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• Error (inaceptable): se considera un error de clasificación de este tipo cuando un 
polígono de referencia de una categoría determinada se superpone en más del 50% de su 
área con una clase totalmente equivocada. Por ejemplo, un polígono que en la imagen 
de referencia pertenece a la clase DO está en la clase GO de la imagen clasificada. Esto 
añade 1 al valor a la derecha de la celda, colocado en la fila GO, columna DO. 
Además de que esta matriz muestra claramente los errores de omisión y comisión, la 
matriz de error fuzzy y la determinista pueden ser usadas para calcular otras medidas de 
validación del clasificador como la precisión global, la precisión del experto, y la 
precisión del clasificador, que son de interés para la realización de inventarios en el 
ámbito de la agricultura. 
4.4.2.4. PRECISIÓN DEL CLASIFICADOR Y ERRORES DE COMISIÓN 
De acuerdo con Anderson (1976), un sistema de clasificación eficiente debe tener una 
precisión general de al menos el 85%. A continuación se diferencian dos conceptos 
relativos a la precisión. 
La precisión global determinista (es decir, tradicional) resulta ser simplemente la 
suma de los valores de la diagonal principal (es decir, las muestras correctamente 
clasificadas), dividida por el número total de unidades de validación en toda la matriz de 
error, resultando para la matriz de error de la tabla 4.1: 63400/68800 = 92%. 
La precisión global de la evaluación fuzzy se calcula como la suma de los valores de la 
diagonal principal (muestras correctamente clasificadas) más las que se consideran 
aceptables  (el primer valor de las celdas que no están en la diagonal principal), dividida 
por el número total de unidades de validación de toda la matriz de error difusa, que para 
la tabla 4.1 es: 66200/68800 = 96%. 
La precisión global, tanto determinista como fuzzy, expresa lo bien que el clasificador 
identifica el tipo de cobertura terrestre. Es decir, indica cuántas veces un tipo de 
cobertura obtenido como resultado de la clasificación concuerda con la realidad. 
Esto mismo se puede obtener para cada clase. Entonces la precisión determinista de 
cada categoría se calcula dividiendo cada celda de la diagonal principal (número de 
unidades de validación correctamente clasificados para esta clase) por el total de 
muestras clasificadas en dicha categoría (total de la fila). La evaluación de la precisión 
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difusa por categoría se calcula mediante la suma del valor de cada celda en la diagonal 
principal y los valores que se consideran aceptables (primer valor de cada celda de la 
fila, fuera de la diagonal principal) dividida por el total de polígonos clasificados (total 
de la fila). La tabla 4.2 muestra las precisiones del clasificador junto con los errores de 
comisión en la versión determinista y fuzzy, cuyos datos para el cálculo se obtienen de la 
tabla 4.1. 
Para facilitar el análisis se diseñaron tres columnas en cada caso: la denominada 
“Total”, que contiene el número total de muestras bien clasificadas; “precisión del 
clasificador”, que se calculó dividiendo Total clasificados/Total. La columna “error de 
comisión” se calcula mediante la diferencia con el 100% de la “precisión del 
clasificador” para cada clase. 
Tabla 4.2. Precisión del clasificador y errores de comisión. 
 Determinista Fuzzy 








GO 22600 91% 9% 23600 95% 5% 
DO 8800 90% 10% 9400 96% 4% 
HD 9200 92% 8% 9800 98% 2% 
SG 22800 94% 6% 23400 97% 3% 
 
 
Por ejemplo, la precisión del clasificador para la categoría DO (avena seca) se calcula 
dividiendo el número total de muestras correctamente clasificadas en esa categoría 
(8800 para el caso determinista y 9400 para el caso fuzzy) entre el número total de 
unidades de validación contabilizadas como de avena seca en esa fila 
(8800+600+400=9800, ver tabla 4.1). Por tanto, existe un 90% de probabilidad de que 
un píxel clasificado como avena seca por el clasificador propuesto pertenezca en 
realidad categoría esa clase, bajo la perspectiva determinista, y habría un 96% de 
probabilidad si se calcula con el criterio difuso (tabla 4.2, fila DO). 
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4.4.2.5. PRECISIÓN DEL EXPERTO Y LOS ERRORES DE OMISIÓN 
La precisión del experto se calcula para cada clase, y describe la habilidad de clasificar 
una categoría en particular en base a la realidad del suelo. Este cálculo se realiza 
dividiendo el número total de unidades de validación correctamente clasificadas en una 
categoría determinada (valor de la diagonal principal) entre el número total de unidades 
de muestreo de esa clase (Total en columna, tabla 4.1). Por ejemplo, 22600/24000 = 
0,94 para la clase GO. Es decir, en este caso se toman en cuenta los errores de exclusión 
(errores de omisión). 
La tabla 4.3 muestra los valores obtenidos al calcular esta precisión bajo el enfoque 
determinista y fuzzy, utilizando los valores correspondientes de la tabla 4.1. 
Por ejemplo, si estamos interesados en la capacidad para clasificar la categoría DO, esta 
precisión se obtiene dividiendo el número total de unidades correctamente clasificadas 
de esta clase (8800 para el caso determinista y 10000 en el difuso) entre el número total 
de las unidades de validación (polígonos) de avena seca (DO), según lo indicado por los 
datos de referencia (10800, total en columna DO). Esta división resulta en una precisión 
del 81% (determinista) y 93% (fuzzy), que son bastante buenas. 
La precisión y errores del experto para cada clase se muestran en la tabla 4.3, tanto para 
el enfoque determinista como para el fuzzy. De nuevo se han estructurado los datos en 
tres columnas para facilitar el análisis. La denominada “Total” contiene el número total 
de muestras bien clasificadas. La columna denominada “precisión del experto” se 
calculó dividiendo Total de unidades muestreadas por categoría (tabla 4.1)/Total. La 
llamada “error de comisión” se calcula mediante la diferencia entre el 100% y 
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Tabla 4.3. Precisión del experto y errores de omisión. 
 Determinista Fuzzy 








GO 22600 94% 6% 23200 97% 3% 
DO 8800 81% 19% 10000 93% 7% 
HD 9200 82% 18% 10200 91% 9% 
SG 22800 100% 0% 22800 100% 0% 
 
 
4.4.2.6. PRECISIÓN DE LA CLASIFICACIÓN PARA UMBRALIZACIÓN SIMPLE Y COMBINADA 
(ERRORES DE OMISIÓN Y COMISIÓN) 
La tabla 4.4 resume la precisión del clasificador y del experto, así como los errores de 
comisión y de omisión. Se comparan los resultados obtenidos tras la aplicación de 
cuatro estrategias de umbralización, tanto desde el enfoque determinista como difuso. 
Estos métodos son: combinado de umbralización (CT), estrategia de umbral simple por 
Isodata (IS), Otsu (OT) y Fuzzy (FU). Los valores que se muestran en esta tabla son el 
resultado del promedio de los resultados de las cuatro categorías (GO, DO, HD, SG). 
Como puede observarse, el mejor rendimiento se obtiene con la estrategia propuesta, 
CT, en términos de precisión y error. 
Tabla 4.4. Precisión del clasificador y del experto por umbralización combinada (CT) y simple 
(IS, OT, FU). 
 Determinista Fuzzy 
Precisión (%) Error (%) Precisión (%) Error (%) 
Clasific Expert Comisión Omisión Clasific Expert Comisión Omisión 
CT 91.78 89.45 8.22 10.55 96.44 95.08 3.56 4.92 
IS 87.71 87.70 12.29 12.30 94.83 94.01 5.17 5.99 
OT 85.67 83.10 14.33 16.90 90.99 88.20 9.01 11.80 
FU 88.44 89.03 11.56 10.97 94.97 94.89 5.03 5.11 
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4.4.3. RESUMEN Y DISCUS IÓN  
Para identificar el nivel de daños en los cultivos de avena, fundamentalmente debido a 
las heladas, se ha desarrollado una estrategia de clasificación no supervisada que 
incluye tres fases: a) aplicación de un método de umbralización de naturaleza 
automática; b) procedimiento de clasificación mediante combinación de umbrales y 
fusión de clases similares, y c) aplicación de medidas de validación y precisión del 
clasificador mediante el cálculo de la matriz de error. 
Para la umbralización automática se combinaron los tres mejores métodos de los siete 
analizados por Gonzales-Barron y Butler (2006): Otsu, Isodata y Fuzzy. Los dos 
primeros algoritmos producen resultados similares, siendo su diferencia con respecto al 
tercero que éste genera los valores de umbral más bajos. En Valdovinos y Sánchez 
(2007) y Kuncheva (2004) se afirma que la combinación de diferentes clasificadores ha 
demostrado su utilidad para mejorar los resultados de la clasificación. Basándonos en 
esta idea, en nuestra propuesta hemos aplicado la combinación de umbrales, tomando 
como valor umbral definitivo el promedio de estos tres umbrales para cada banda 
espectral del espacio de color CIELab. Se ha comprobado a través de los experimentos 
realizados que la fusión proporciona mejores resultados que cuando se consideran los 
umbrales por separado, lo cual permite afirmar que la ventaja radica en la elección de un 
valor intermedio en relación a los tres proporcionados por los métodos individuales. 
La precisión de un proceso de clasificación se refiere al grado de concordancia entre la 
imagen clasificada y las clases observadas en las parcelas, conocidas éstas en la 
literatura como “ground truth” o datos de referencia. Para mostrar cuantitativamente 
esta precisión se calculó la matriz de error que nos permite identificar algunas fuentes 
de error y no simplemente el valor "error". La matriz de error fuzzy se utilizó para 
ampliar los resultados a fin de considerar la incertidumbre en el etiquetado. 
Como se muestra en la tabla 4.3, las clases que tienen más errores de omisión son HD 
(fuzzy) y DO (determinista). La precisión y errores de omisión para la categoría HD 
puede ser analizada teniendo en cuenta los valores de la tabla 4.1, tercera columna 
(HD), última fila (Total de muestras). De 11200 unidades de muestreo clasificadas 
como HD por el experto, 9200 se asignan correctamente, 600 fueron clasificadas 
erróneamente como GO, y 400 como DO. En cuanto a la estrategia difusa, 400 se 
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encontraban entre GO y HD, y 600 entre DO y HD, clasificaciones que se consideran 
aceptables. Por lo tanto, la precisión de los expertos (tabla 4.3) para la categoría de HD 
es del 82% (9200/11200), con un error de omisión del 18% en el caso determinista. La 
precisión fuzzy del experto es del 91% (10200/11200), con un error de omisión difuso 
del 9%. El mismo análisis puede realizarse para cada categoría. 
La precisión del clasificador para la misma categoría HD puede obtenerse a partir de la 
tabla 4.1. Los valores de la tercera columna (HD), última fila (Total de muestras), 
11200, representa el número de unidades de validación que fueron clasificadas como 
HD por el experto. Nuestro clasificador asigna esta categoría a 10000 polígonos (tercera 
fila, última columna). En la matriz de error difusa es posible observar que, de estos 
10000 polígonos, 9200 fueron clasificados correctamente (valor de diagonal). Además, 
existen 200 unidades de muestra que fueron clasificadas como HD cuando los datos de 
referencia muestran que en realidad pertenecen a la clase DO. Las otras 600 unidades de 
muestreo fueron clasificadas como categorías intermedias entre DO y HD y, por tanto, 
desde este punto de vista difuso su clasificación se considera aceptable (tercera fila, 
segunda columna, “600; 200”). Con un número total de 10.000 unidades de muestreo 
clasificadas de esta clase, la precisión determinista resulta ser del 92% (9.200/10.000), 
mientras que la difusa es del 98% (9.800/10. 000) (tabla 4.2). Es decir, esta categoría es 
la que tiene el error de comisión fuzzy más bajo (2%). Dicho de otra manera, el 
clasificador posee un 98% de probabilidad de clasificar correctamente las plantas de 
avena deshidratada (HD). 
Estos resultados permiten la cuantificación de los daños causados a los cultivos debidos 
al efecto de temperaturas muy bajas. De las 20 hectáreas analizadas, solamente una 
superficie de 7,6 hectáreas no se ha visto afectada por las heladas. Sin embargo, las 
bajas temperaturas han dañado parcialmente una superficie de 2,7 hectáreas, causando 
una pérdida prácticamente total de 9,7 ha. Basándose en el protocolo sugerido por el 
SIAP (2011) y el uso de los datos históricos, es posible predecir que la cosecha estimada 
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4.5. CONCLUSIONES DEL CAPÍTULO 
En este capítulo, al igual que en el anterior, se presenta el diseño de un nuevo 
clasificador no supervisado que permite la cuantificación de los daños causados por 
bajas temperaturas en un campo de avena. La diferencia con respecto al clasificador 
expuesto en el capítulo anterior, estriba en el modelo de color y en el número de 
umbrales utilizados para la división de las bandas espectrales en regiones. Las imágenes 
se obtienen mediante una cámara digital de sensor CCD, es decir, con un dispositivo de 
un costo relativamente bajo. Hemos utilizado el modelo de color CIE L*a*b*, ya que se 
trata de un modelo de color próximo a la percepción humana y por tanto más adecuado 
en aplicaciones agrícolas con gran variabilidad en las condiciones de iluminación 
ambiental. 
La estrategia de clasificación se basa en la fusión de tres técnicas de umbralización, 
generando de manera automática tantas clases como sean necesarias para la aplicación. 
De acuerdo con Martin-H y col. (2009), esta estrategia podría ser catalogada como 
agrupación dinámica. Esta flexibilidad en el número de clases constituye una de las 
principales ventajas de este método. El clasificador es capaz de identificar 
correctamente las plantas de avena afectadas por bajas temperaturas (heladas), 
distinguiendo claramente las plantas secas, las plantas verde, y las zonas sin vegetación 
(tierra). 
Para los productores a gran escala esta metodología resulta de gran utilidad por el hecho 
de facilitar la monitorización de los cultivos, de tal manera que se puede llegar a estimar 
la pérdida de plantas y por tanto la reducción de la producción. También resulta útil para 
otros propósitos tales como los seguros agrícolas, ya que facilita la evaluación de la 
superficie dañada y no dañada a la vez que se estima la futura cosecha. Extendiendo el 
ámbito de aplicación, el mismo procedimiento puede ser adecuado para cuantificar los 
efectos de las plagas, enfermedades, sequías u otros fenómenos que pueden causar 
daños en las plantas. 
Mediante estos experimentos se llega a la conclusión de que es posible utilizar este tipo 
de sensores basados en imagen para evaluar el estado fenológico de los cultivos de ciclo 
corto, como por ejemplo, la avena, el trigo y la cebada, después de haber sido afectados 
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por agentes climatológicos, algo que hasta donde hemos podido investigar no se ha 
planteado con anterioridad. 
Además, actualmente los cambios bruscos de temperatura son muy frecuentes por lo 
que el riesgo de afectación en los cultivos es mayor. Esto exige contar con un sistema 
dinámico de clasificación de imágenes que cuantifique el nivel de afectación de la 
planta oportunamente para facilitar tomas de decisiones relativas a la estimación de la 
cosecha. 
Otra contribución importante de esta propuesta, con respecto a las observaciones 
visuales de los expertos, es la estimación cuantitativa de los daños. Las decisiones 
tomadas por los expertos y productores, que a veces son influenciados por la fatiga u 
otros aspectos subjetivos, se basan principalmente en aspectos cualitativos. Esta ventaja, 
junto con las anteriormente mencionadas, justifica el uso del sistema de visión para la 
clasificación automática en cultivos de avena y por extensión en otros cultivos. 
La implementación de esta estrategia podría ser muy útil para diversos agentes de la 
producción, como productores, comerciantes y aseguradoras agrícolas, ya que permitirá 
hacer predicciones más precisas sobre la producción.  
La aplicación de la estrategia propuesta para el análisis de las superficies de cultivo se 
ha realizado tras la aparición de daños por fenómenos meteorológicos, si bien es posible 
su uso en cualquier otra situación donde la clasificación de las texturas o elementos 
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CAPÍTULO 5 CONCLUSIONES Y TRABAJOS FUTUROS 
El presente capítulo tiene como finalidad resumir las contribuciones más relevantes del 
trabajo de investigación desarrollado, plasmadas en la presente memoria, así como 
resaltar los resultados más importantes a modo de conclusiones globales, identificando 
las líneas de trabajo futuras que puedan dar lugar a la ampliación de la presente 
investigación. 
5.1. CONCLUSIONES  
La investigación desarrollada se ha centrado en la identificación, de forma automática, 
de las diferentes texturas existentes en las imágenes analizadas. Estas imágenes se han 
obtenido tras la ocurrencia de sendos fenómenos meteorológicos naturales, cuales son 
huracán y heladas.  
En el primer caso se trata de identificar los efectos del huracán sobre la cobertura 
vegetal, así como en las zonas carentes de la misma. De forma genérica, el objetivo 
subyacente se centra en el análisis del suelo con fines de evaluación de daños y su 
posterior uso, principalmente con fines agrícolas. 
En el segundo caso, se trata de evaluar los daños producidos por heladas sobre campos 
de cultivo de avena, cuyo fin último consiste en estimar la disminución en la producción 
y por consiguiente el rendimiento final para este caso especial de uso del suelo en 
agricultura.  
Con tal propósito y para ambos casos, se ha desarrollado un clasificador de natrualeza 
no supervisada, cuya finalidad última estriba en su capacidad para el análisis de gran 
cantidad de datos de imágenes con fines agrícolas y de forma automática. En cada fase 
del clasificador se han introducido modificaciones o propuestas novedosas que lo hacen 
suficientemente eficiente para las aplicaciones propuestas. 
La unidad base para el análisis de las imágenes ha sido el píxel, cuyas propiedades son 
las que proporcionan sus correspondientes componentes espectrales, según el modelo de 
color utilizado en cada caso.   
Las principales conclusiones extraídas de este trabajo se exponen a continuación en base 
a las etapas principales del proceso de clasificación propuesto, agrupándose en: 
segmentación, clasificación y validación. 
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Segmentación: para las imágenes en los modelos de color RGB y CIELab se aplicó un 
proceso de segmentación de píxeles por umbralización, dado su buen comportamiento 
en imágenes procedentes de entornos naturales. Para la búsqueda del umbral óptimo se 
eligió el método de Otsu en el caso de las imágenes aéreas (capítulo tres) y tres métodos 
(Isodata, Otsu y Fuzzy) combinados para las imágenes de superficie (capítulo cuatro). 
Los umbrales se obtienen a partir de cada una de las componentes espectrales en los 
respectivos modelos de color utilizados, obteniendo así dos o más regiones por 
componente espectral. En cualquier caso se trata de técnicas de umbralización 
adaptativa que obtienen el umbral óptimo mediante la maximización de la distancia 
entre las dos clases en que se divide el histograma y la minimización de sus áreas. El 
uso habitual de estas técnicas es su aplicación en binarización de imágenes; si bien, en 
el presente trabajo se extendieron y adaptaron para el caso de la multi-umbralización, 
donde se contemplan más de dos regiones, que constituyen la base del clasificador. 
Dependiendo del número de umbrales y por tanto de regiones consideradas, el número 
de clases varía. Así, cuando se utilizan dos umbrales por banda espectral se obtienen 
ocho posibles clases, para los modelos de color RGB y CIELab, mientras que si se 
utilizan tres umbrales el número de clases posibles resulta ser de 27. Dependiendo del 
tipo de aplicación se determina la necesidad de uno o más umbrales. Por ejemplo, en el 
caso de las imágenes de cobertura terrestre se determina que el número de clases nunca 
supera el valor de ocho, por lo que la umbralización simple resulta ser suficiente. 
Clasificación: el objetivo de la clasificación de la cobertura terrestre consiste en 
identificar los diferentes tipos de texturas en base a las características del color de los 
píxeles. Para lograr este objetivo, se parte del método de Otsu (1979), estableciendo dos 
o más grupos o regiones en el histograma de las bandas espectrales utilizadas. El 
número de grupos depende del número de umbrales obtenido, en cualquier caso se mide 
tanto la similitud dentro de cada región como entre las regiones resultantes. Si las 
regiones presentan un determinado grado de solapamiento se procede a la fusión de las 
mismas, hasta que todas las varianzas dentro de cada grupo sean menores que las 
varianzas entre los grupos. Por tanto, la idea principal ha consistido en la realización de 
un proceso de reagrupamiento de clases hasta encontrar el número óptimo de 
agrupamientos mediante la maximización de la distancia entre las clases y la 
minimización de sus áreas de solapamiento. 
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En conclusión, el método de Otsu (1979) ha resultado ser un método eficiente tanto para 
la binarización por umbralización como para la multiumbralización, proporcionando los 
mecanismos necesarios para llevar a cabo la fusión de clases y en consecuencia facilitar 
el diseño de un procedimiento de clasificación de naturaleza no supervisada, 
identificado como Otsu-Clustering. 
Validación: este proceso se ha orientado en dos sentidos. En primer lugar se verificó si 
el número de agrupamientos generado por el modelo propuesto es óptimo en 
comparación con determinados índices de validación interna definidos con tal fin. Dada 
la coincidencia con los resultados arrojados por el índice de validación de Davies 
Bouldin, podemos concluir que el número de agrupamientos generado por nuestro 
clasificador para imágenes con menos de ocho clases resulta ser óptimo. Igualmente se 
puede afirmar que funciona satisfactoriamente para más de ocho clases, validado por el 
índice de Hartigan. 
Se llevó a cabo por último un proceso de validación temática mediante la denominada 
matriz de error. Se han aplicado dos tipos de análisis, el tradicional o determinista, y el 
fuzzy o difuso. Previamente se determinan las imágenes de referencia o “ground truth”. 
Como conclusiones relevantes derivadas de la evaluación temática se concluye que para 
imágenes con menos de ocho clases se consigue una precisión global determinista del 
93% y difusa del 96%. Para imágenes que presentan más de ocho clases la precisión de 
la clasificación disminuye al 85% en el caso tradicional, manteniéndose en el 96% en la 
difusa. 
 Mediante la metodología de clasificación propuesta se concluye que es posible 
discriminar las zonas inundadas por efecto del huracán, mediante fotografías aéreas 
digitales, con una precisión fuzzy de entre el 85% y el 96%. 
Por tanto como colofón, puede afirmarse que el clasificador propuesto resulta ser 
suficientemente fiable para las aplicaciones propuestas. De este modo puede usarse 
eficientemente tanto para imágenes con menos de ocho clases (obtenidas mediante 
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5.2. LÍNEAS FUTU RAS DE TRABA JO.  
La estrategia de clasificación no supervisada propuesta se ha comportado de forma 
robusta en los experimentos realizados, por lo que su aplicación es posible en otras 
áreas agrícolas o incluso en ámbitos de otra naturaleza. En este sentido caben algunas 
mejoras que planteamos como desarrollos futuros. 
• El método ha mostrado su eficiencia en imágenes a color en dos modelos 
concretos, RGB y CIELab.  Cabe plantear su aplicación a otros modelos de color 
que se adecuen mejor a los diferentes tipos de fotografías 
• Del mismo modo, es posible su utilización en imágenes híper-espectrales 
cubriendo un mayor amplio rango del espectro y por tanto con un número de 
bandas superior a las tres utilizadas en los modelos de color antes mencionados. 
• En los métodos propuestos solamente se han considerado los valores espectrales 
de los píxeles de forma individual. Se podría proponer una ampliación 
considerando la información contextual contenida en los píxeles vecinos 
respecto del que se está evaluando en un momento determinado. 
• Cabría también la posibilidad de su aplicación para conjuntos de imágenes 
procedentes de diferentes sensores, donde cada imagen se trataría del mismo 
modo que las bandas espectrales analizadas en este trabajo. 
• Los procesos experimentales realizados no necesitan requisitos específicos de 
tiempo real, puesto que el estudio se realiza en momentos posteriores a la 
ocurrencia de los fenómenos meteorológicos. No obstante, cabe la posibilidad de 
que determinadas aplicaciones requieran procesamiento en tiempo real,  por lo 
que se podría abordar esta posibilidad, máxime teniendo en cuenta que los 
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ANEXO 1. VARI ANZAS  DENT RO DE C A DA CL ASE Y E NT RE C ADA PA R DE  CLASES, DESP UÉS DE APLICA R UM BRALIZACI ÓN  MÚL TIPLE.
 
Tabla A3.9. Varianzas dentro de cada clase (diagonal principal) y entre cada par de clases (fila-columna), después de aplicar umbralización múltiple. 
Ci 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 43,41 956,28 1335,33 1360,19 1579,64 1867,55 2324,58 2386,28 2570,00 1607,65 1731,65 2156,37 2078,37 2190,63 
2 956,28 703,10 42,71 236,94 220,28 240,36 727,13 699,88 709,78 300,27 276,77 341,62 438,90 438,19 
3 1335,33 42,71 397,98 347,37 206,03 214,31 729,10 670,33 676,74 337,53 216,06 257,64 432,44 376,10 
4 1360,19 236,94 347,37 271,42 109,61 301,11 153,82 180,33 335,46 199,99 215,32 462,87 170,87 205,83 
5 1579,64 220,28 206,03 109,61 952,85 47,38 164,61 136,26 147,58 203,49 167,34 220,04 151,45 136,00 
6 1867,55 240,36 214,31 301,11 47,38 461,16 276,62 135,68 130,45 321,42 169,18 190,35 259,46 118,60 
7 2324,58 727,13 729,10 153,82 164,61 276,62 895,92 74,32 240,51 594,00 569,13 684,19 131,85 151,57 
8 2386,28 699,88 670,33 180,33 136,26 135,68 74,32 2942,03 47,44 578,97 542,74 582,15 142,34 122,86 
9 2570,00 709,78 676,74 335,46 147,58 130,45 240,51 47,44 1268,46 637,24 550,83 580,48 266,11 129,60 
10 1607,65 300,27 337,53 199,99 203,49 321,42 594,00 578,97 637,24 510,11 90,17 367,03 203,37 224,43 
11 1731,65 276,77 216,06 215,32 167,34 169,18 569,13 542,74 550,83 90,17 1439,13 93,39 199,95 188,47 
12 2156,37 341,62 257,64 462,87 220,04 190,35 684,19 582,15 580,48 367,03 93,39 576,60 388,46 226,11 
13 2078,37 438,90 432,44 170,87 151,45 259,46 131,85 142,34 266,11 203,37 199,95 388,46 396,79 72,42 
14 2190,63 438,19 376,10 205,83 136,00 118,60 151,57 122,86 129,60 224,43 188,47 226,11 72,42 1151,98 
15 2503,40 466,04 390,99 443,27 171,91 117,06 357,20 153,71 120,18 423,46 218,77 216,26 328,16 92,26 
16 2849,84 898,15 858,90 281,92 253,25 290,04 103,93 109,37 207,48 681,84 651,76 733,33 140,48 145,79 
17 2964,68 922,13 865,01 318,50 264,71 241,85 137,22 110,46 113,10 704,24 666,39 704,75 165,04 146,08 
18 3235,84 952,94 886,06 517,49 301,91 257,15 359,28 163,02 126,61 793,47 679,57 705,62 360,47 175,32 
19 2829,96 944,05 859,65 660,99 594,99 602,46 685,81 672,05 717,01 188,02 219,96 416,22 217,01 237,78 
20 2969,65 969,12 845,05 691,95 606,76 551,68 672,79 648,57 642,47 220,86 210,08 193,46 222,47 208,81 
21 3488,08 1122,42 977,96 959,37 735,73 657,03 869,58 744,03 717,82 551,17 319,01 231,75 512,03 303,07 




Ci 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
22 3207,22 1063,91 957,03 718,12 641,16 617,06 533,31 525,67 550,91 319,54 319,46 427,76 188,49 195,13 
23 3343,44 1107,14 977,31 764,61 674,45 613,75 570,52 554,04 539,41 349,70 332,47 326,21 220,91 204,79 
24 3815,89 1247,31 1098,12 1022,91 798,62 715,50 803,92 670,40 633,34 627,94 419,82 358,28 525,09 311,13 
25 4172,25 1595,06 1469,85 974,86 885,40 830,80 714,67 703,77 703,20 885,99 859,61 903,80 368,01 364,75 
26 4354,53 1683,51 1547,91 1042,50 944,30 872,95 766,13 750,38 731,75 957,30 925,24 940,45 417,12 405,46 
27 8727,24 4361,24 4079,74 3548,76 3109,36 2893,65 2935,95 2651,12 2505,39 3312,09 3008,55 2867,59 2508,88 2182,72 
 
Continuación de tabla A3.9 (columnas 15 a 27)
 Ci 15 16 17 18 19 20 21 22 23 24 25 26 27 
1 2503,40 2849,84 2964,68 3235,84 2829,96 2969,65 3488,08 3207,22 3343,44 3815,89 4172,25 4354,53 8727,24 
2 466,04 898,15 922,13 952,94 944,05 969,12 1122,42 1063,91 1107,14 1247,31 1595,06 1683,51 4361,24 
3 390,99 858,90 865,01 886,06 859,65 845,05 977,96 957,03 977,31 1098,12 1469,85 1547,91 4079,74 
4 443,27 281,92 318,50 517,49 660,99 691,95 959,37 718,12 764,61 1022,91 974,86 1042,50 3548,76 
5 171,91 253,25 264,71 301,91 594,99 606,76 735,73 641,16 674,45 798,62 885,40 944,30 3109,36 
6 117,06 290,04 241,85 257,15 602,46 551,68 657,03 617,06 613,75 715,50 830,80 872,95 2893,65 
7 357,20 103,93 137,22 359,28 685,81 672,79 869,58 533,31 570,52 803,92 714,67 766,13 2935,95 
8 153,71 109,37 110,46 163,02 672,05 648,57 744,03 525,67 554,04 670,40 703,77 750,38 2651,12 
9 120,18 207,48 113,10 126,61 717,01 642,47 717,82 550,91 539,41 633,34 703,20 731,75 2505,39 
10 423,46 681,84 704,24 793,47 188,02 220,86 551,17 319,54 349,70 627,94 885,99 957,30 3312,09 
11 218,77 651,76 666,39 679,57 219,96 210,08 319,01 319,46 332,47 419,82 859,61 925,24 3008,55 
12 216,26 733,33 704,75 705,62 416,22 193,46 231,75 427,76 326,21 358,28 903,80 940,45 2867,59 
13 328,16 140,48 165,04 360,47 217,01 222,47 512,03 188,49 220,91 525,09 368,01 417,12 2508,88 
14 92,26 145,79 146,08 175,32 237,78 208,81 303,07 195,13 204,79 311,13 364,75 405,46 2182,72 
15 425,01 297,14 165,23 140,66 439,58 226,31 255,13 352,03 214,57 253,90 423,25 398,73 1979,28 




Ci 15 16 17 18 19 20 21 22 23 24 25 26 27 
16 297,14 479,92 45,82 266,20 597,04 553,15 677,83 202,72 221,18 462,44 273,61 306,94 2133,10 
17 165,23 45,82 1029,72 91,13 617,52 562,37 598,03 206,34 208,74 301,27 258,71 285,09 1823,33 
18 140,66 266,20 91,13 381,77 720,90 570,71 575,07 353,76 210,20 229,35 328,47 265,14 1544,54 
19 439,58 597,04 617,52 720,90 1902,30 99,19 502,14 172,52 202,38 543,84 704,84 766,11 2817,26 
20 226,31 553,15 562,37 570,71 99,19 5549,04 155,03 158,45 148,98 221,08 650,50 702,23 2373,74 
21 255,13 677,83 598,03 575,07 502,14 155,03 1871,42 438,06 214,15 150,44 732,58 718,24 2166,71 
22 352,03 202,72 206,34 353,76 172,52 158,45 438,06 800,16 62,70 423,80 180,29 218,05 1981,24 
23 214,57 221,18 208,74 210,20 202,38 148,98 214,15 62,70 2072,63 160,49 180,15 204,60 1586,57 
24 253,90 462,44 301,27 229,35 543,84 221,08 150,44 423,80 160,49 609,42 390,56 258,28 1266,33 
25 423,25 273,61 258,71 328,47 704,84 650,50 732,58 180,29 180,15 390,56 602,21 36,23 1495,43 
26 398,73 306,94 285,09 265,14 766,11 702,23 718,24 218,05 204,60 258,28 36,23 1161,28 1112,20 






















Tabla 3.15. Resultados de los números óptimos de agrupamientos según los cinco índices de validación internos (DB, 
CH, Dunn, KL, Han) para las muestras 1 a 9 y las 27 clases. 
 V alor  de l  índice  para e l númer o de c lases  k 
Índice / k 2 3 4 5 6 
Muestra 1           
 DB * 0,796 0,594 0,593 0,660 0,690 
 CH** 1 938 800,0 3 086 200,0 3 311 200,0 3 356 300,0 3 341 400,0 
Dunn** 2,225 2,236 1,75 1,79 1,45 
 KL ** 10 752 000 000,0 6 357 400 000,0 5 177 300 000,0 4 606 300 000,0 4 266 200 000,0 
Han * 6 773 300 000,0 3 056 300 000,0 2 054 600 000,0 1 575 300 000,0 1 292 000 000,0 
Muestra 2           
DB * 0,729 0,458 0,504 0,621 0,674 
CH ** 2 077 300,0 3 103 100,0 3 804 700,0 4 141 500,0 4 216 500,0 
Dunn ** 2,581 2,581 2,013 1,729 1,496 
KL ** 7 121 400 000,0 4 359 100 000,0 3 158 100 000,0 2 622 000 000,0 2 369 800 000,0 
Han * 4 486 200 000,0 2 095 700 000,0 1 253 300 000,0 896 720 000,0 717 710 000,0 
Muestra 3           
DB * 0,634 0,518 0,636 0,511 0,634 
CH ** 2 315 600,00 3 056 700,00 3 323 700,00 3 569 400,00 3 770 900,00 
Dunn ** 2,476 1,403 1,227 1,135 1,068 
KL ** 5 769 200 000,00 3 809 600 000,00 3 068 600 000,00 2 591 500 000,00 2 269 800 000,00 
Han * 3 634 400 000,00 1 831 400 000,00 1 217 800 000,00 886 290 000,00 687 410 000,00 




Muestra 4           
DB * 0,658 0,637 0,657 0,666 0,620 
CH ** 2 291 600,0 2 309 700,0 2 435 000,0 2 737 700,0 2 730 600,0 
Dunn ** 2,831 1,968 1,240 1,145 0,953 
KL ** 5 675 500 000,0 4 627 400 000,0 3 904 100 000,0 3 208 300 000,0 2 978 600 000,0 
Han * 3 575 400 000,0 2 224 600 000,0 1 549 300 000,0 1 097 200 000,0 902 080 000,0 
Muestra 5           
DB * 0,564 0,607 0,625 0,478 0,579 
CH ** 3 393 700,0 3 850 500,0 4 290 400,0 4 490 700,0 4 609 800,0 
Dunn ** 3,011 2,001 1,720 1,647 1,429 
KL ** 5 827 100 000,0 4 077 500 000,0 3 167 800 000,0 2 716 300 000,0 2 448 200 000,0 
Han * 3 670 800 000,0 1 960 300 000,0 1 257 100 000,0 928 950 000,0 741 450 000,0 
Muestra 6           
DB * 0,700 0,548 0,581 0,555 0,564 
CH ** 2 231 700,0 3 485 900,0 4 075 200,0 4 541 500,0 4 776 900,0 
Dunn ** 2,349 2,064 1,920 1,783 1,696 
KL ** 6 653 700 000,0 3 864 700 000,0 2 895 200 000,0 2 347 000 000,0 2 054 200 000,0 
Han * 4 191 600 000,0 1 858 000 000,0 1 149 000 000,0 802 650 000,0 622 130 000,0 
Muestra 7           
DB * 0,641 0,475 0,474 0,518 0,634 
CH ** 2 641 000,0 3 860 900,0 4 349 500,0 4 457 700,0 4 631 900,0 
Dunn ** 2,858 2,613 2,067 1,785 1,972 
KL ** 7 662 200 000,0 4 533 800 000,0 3 487 200 000,0 3 047 600 000,0 2 699 100 000,0 
Han* 4 826 900 000,0 2 179 600 000,0 1 383 900 000,0 1 042 300 000,0 817 430 000,0 
       
 
 







Muestra 8 V alor  de l  índice  para e l númer o de c lases  k 
 7 8 9 10 11 12 13 14 15 16 18 
 DB * 0,728 0,733 0,641 0,534 0,611 0,736 0,675 0,642 0,667 0,643 0,627 
 CH** 111 850 103 070 111 510 102 890 119 380 108 280 124 530 116 680 115 220 117 000 101 520 
Dunn** 1,226 1,200 1,287 1,189 1,337 0,766 1,175 1,099 0,798 0,454 0,445 
 KL** 405 940 415 260 369 060 382 330 320 690 340 580 289 350 299 660 295 760 284 680 312 930 
Han* 110 930 103 820 85 297 82 371 64 837 64 977 52 335 51 587 48 627 44 834 45 561 
 
Muestra 9 V alor  de l  índice  para e l númer o de c lases  k 
 3 4 5 6 7 8 9 12 11 12 13 
 DB * 0,466 0,549 0,603 0,661 0,741 0,707 0,715 0,806 0,841 0,885 0,885 
 CH** 81 009 92 707 97 091 98 928 97 496 95 589 92 151 88 734 84 874 81 663 78 199 
Dunn** 2,591 2,035 1,926 1,704 1,627 1,449 1,307 1,226 1,111 1,114 1,0394 
 KL** 145 160 111 380 95 871 86 683 82 147 79 118 78 070 77 608 78 026 78 313 79 214 
Han* 69 788 44 201 32 787 26 252 22 449 19 779 18 044 16 720 15 775 14 941 14 328 
*El óptimo número de agrupamientos es el valor que minimiza la función (es decir, valor mínimo de la fila). 















ANEXO 3.  TEORÍA DEL COLOR  
INTRODUCC IÓN A LA TEORÍA DEL COLOR 
El color representa una sensación creada en respuesta a la excitación del sistema visual 
humano por radiaciones electromagnéticas conocidas como luz. 
La caracterización de la luz es la materia central de la ciencia del color. Si la luz es 
acromática o sin color su único atributo es la intensidad. Así, el término nivel de gris 
indica la medida escalar de intensidad que toma valores desde negro a blanco, pasando 
por toda la gama de grises. 
La luz cromática posee un espectro de energía electromagnética entre 400 y 700 nm, 
como puede observarse en el diagrama de cromaticidad de la figura A3.1, las tres 
características básicas que se utilizan para describir una fuente cromática de luz son la 
radiación, luminancia y brillo. 
En el tratamiento del color existen unos parámetros básicos cuyas definiciones se 
presentan a continuación (Platanitos, 2000). 
a) Intensidad (I). Es una medida, sobre una parte del espectro electromagnético, del 
flujo de potencia que es radiado desde una superficie, o incidente en ella, y se expresa 
en unidades de vatios por metro cuadrado. 
b) Brillo (Br). Es un atributo relacionado con la sensación visual relativo al hecho de 
que un área aparente mayor o menor emisión de luz. 
c) Luminancia (Y). Es la potencia radiada ponderada por una función de sensibilidad 
espectral característica de la visión humana. Fue definida por la CIE (siglas francesas de 
la Comisión Internacional de Iluminación, Commission Internationale de L'Eclairage). 
d) Luminosidad (L*). Es la respuesta perceptiva no lineal a la luminancia que posee la 
visión humana. La no linealidad es prácticamente logarítmica. 
 





Figura A3.1. Diagrama de cromaticidad 
e) Tono (H). Es una propiedad del color asociada con la longitud de onda dominante en 
una mezcla de ondas de luz, por tanto, representa el color dominante tal y como es 
percibido por un observador. Así, cuando se dice que un objeto es rojo, verde, amarillo 
o de otro color, es en realidad su tono lo que se especifica. 
f) Saturación (S). Se refiere a la pureza relativa o a la cantidad de luz blanca mezclada 
con un tono. Los colores puros del espectro están completamente saturados y no 
contienen luz blanca. El grado de saturación disminuye a medida que se añade más luz 
blanca. 
El tono y la saturación describen la crominancia. Los humanos interpretan el color 
basándose en su luminosidad (L*), tono (H) y saturación (S) (Gonzalez, 1996). 
Para poder realizar un tratamiento de imágenes en color es necesario establecer un 
modelo de representación de dicho color. Dependiendo de la aplicación concreta que se 
vaya a implementar, se elegirá una representación u otra. El proceso de elección 
depende de cómo se generen las señales de color y de qué información se necesite 
extraer de ellas. 




Se pueden distinguir cuatro modelos básicos de color (Plataniotis, 2000): 
a) Modelos colorimétricos. Basados en medidas físicas de la reflectancia espectral. 
Suelen trabajar con tres filtros de colores primarios y un fotómetro, dando lugar a un 
diagrama de cromaticidad CIE. 
b) Modelos de color psicofísicos. Fundamentados en la percepción humana del color. 
Estos modelos se basan en criterios subjetivos de observación y referencias 
comparativas (por ejemplo, el modelo Munsell de color), o bien se construyen a partir 
de experimentos que cumplan con la percepción humana del color (por ejemplo, 
modelos de Tono, Saturación y Luminosidad). 
c) Modelos de color fisiológicos. Basados en los tres colores primarios (los tres tipos de 
conos de la retina humana). El espacio de color rojo-verde-azul RGB (Red-Green-Blue) 
utilizado en el hardware de las computadoras es el más conocido.  
d) Modelos de colores contrapuestos. Hacen uso de parejas de colores primarios 
opuestos entre sí, como el amarillo-azul o el rojo-verde.  
En 1931 la CIE planteó unas curvas tipo para un hipotético Observador Estándar. Estas 
curvas especifican cómo puede ser transformada una determinada distribución espectral 
de potencia de un estímulo externo (luz radiante visible incidente en el ojo) en un 
conjunto de tres números que especifican un color.  
La intensidad, definida como el flujo de potencia que se radia desde un objeto, es una 
medida lineal de la luz. El valor lineal R es proporcional a la intensidad del flujo de 
potencia radiado desde un objeto alrededor de la banda de los 700 nm del espectro 
visible. El valor lineal G corresponde a la banda de los 546.1 nm y el valor B a la de los 
435.8 nm; éstos constituyen el sistema de referencia RCIE GCIE BCIE, y que generalmente 
se denota con las siglas RGB simplemente (Plataniotis, 2000).  
El sistema CIE RGB primario no puede representar todos los posibles colores 
reproducibles. De ahí que CIE propusiera el sistema artificial primario XYZ, que da 
lugar a curvas espectrales siempre positivas, y por tanto, aplicable a un gran número de 
situaciones prácticas. Las coordenadas XYZ están linealmente relacionadas con las 
RGB mediante la matriz. Dada por (a3-1). 










     
     =     
            
(a3-1) 
Las coordenadas de crominancia vienen dadas por, 
;     X Yx y
X Y Z X Y Z
= =
+ + + +
 (a3-2) 
El blanco de referencia se representa por X = Y = Z = 1. La componente Y es 
equivalente a la luminancia. En este trabajo de investigación se utiliza precisamente esta 
matriz de conversión. 
El sistema CIE se basa en la descripción del color a través de la componente de 
luminancia Y junto con las dos componentes adicionales X y Z (Wyszecki, 1982). Los 
valores tri-estímulos XYZ pueden usarse para describir cualquier color, dando lugar al 
espacio de color CIE XYZ. Su uso juega un papel muy importante en la teoría del color 
en imágenes ya que otros espacios de color se deducen a partir del XYZ mediante 
transformaciones matemáticas. Por ejemplo, el espacio lineal RGB puede transformarse 
a partir de éste por una simple transformación matricial. De igual forma, pueden 
obtenerse otros espacios de color a partir del XYZ como son el YIQ (Luminance, In-
phase, Quadrature-phase chrominances), usado en el estándar de televisión NTSC 
(National Television Standard Commitee), espacio de tono, saturación e intensidad HSI 
(Hue, Saturation, Intensity), etc. La CIE también estandarizó otros dos espacios de color 
llamados L*u*v* y L*a*b*, que son uniformes de acuerdo con la percepción humana, 
por ello tienen gran aplicación en la práctica [Wyszecki, 1982]. La componente L* 
representa la luminosidad, mientras que las otras dos (u*v* o a*b*) las componentes de 
crominancia. 
ESPACIO DE COLOR RGB 
El sistema de representación RGB lineal es independiente del dispositivo utilizado para 
adquirir la imagen, y se suele emplear para asegurar la consistencia en el color a través 
de distintos dispositivos (Plataniotis, 2000).  




El espacio de color RGB es el espacio de color más extendido y el que utilizan la gran 
mayoría de las cámaras de video y fotografías para construir una imagen en color, este 
modelo está basado en el sistema de coordenadas cartesianas y el sub-espacio de color 
de interés es el tetraedro mostrado en la figura A3.2. Según esta representación los 
valores RGB se sitúan en tres vértices y el cian, magenta y amarillo se ubican en los 
otros tres vértices opuestos. El negro corresponde al origen y el blanco al vértice más 
alejado del origen. En este modelo, la escala de grises se extiende desde el negro al 
blanco a lo largo de la diagonal principal que une esos dos puntos, y los colores se 
representan como puntos dentro del tetraedro definidos por vectores desde el origen, por 
conveniencia se asume que los valores han sido normalizados de modo que el tetraedro 
de la figura A3.2 es unario, es decir todos los valores de R, G y B se sitúan en el rango 
[0,1]. Las imágenes en este modelo se forman por la combinación en diferentes 
proporciones de cada uno de los colores primarios RGB (Pajares y Cruz, 2007a, b).  
Una de las ventajas de trabajar sobre el mismo espacio de color con que fue capturada la 
imagen es que esto permite evitar la alteración de las propiedades del color durante el 
proceso de segmentación, propia de los errores de conversión y transformación, y por 
otro lado conseguir una mayor velocidad de segmentación al ahorrar tiempo de 











Figura A3.2 Tetraedro de color RGB. Los puntos a lo largo de la diagonal principal tienen 
valores de gris, desde el negro en el origen al punto (1 1 1). 
 
ESPACIOS DE COLORES UN IFORMES EN CUAN TO A PERCEPCIÓN  
La sensibilidad visual a pequeñas diferencias entre colores tiene una gran importancia 
en la percepción del color (Plataniotis, 2000). Un sistema que se use para especificar un 
color tiene que ser capaz de representar cualquier color con una alta precisión. Todos 
los sistemas actualmente disponibles para ello se basan en el modelo de color CIE XYZ.  
Se busca un sistema de representación uniforme en cuanto a percepción del color, de 
manera que diferencias entre colores, en dicho sistema de representación, impliquen 
diferencias de colores tal y como las percibe el ojo humano.  
La CIE tardó más de una década en encontrar una transformación de XYZ a un espacio 
de color uniforme. Al final no se encontró un único sistema y en 1976 la CIE 
estandarizó dos espacios, L*u*v* y L*a*b*, como perceptivamente uniformes 
(Wyszecki, 1982). Ambos espacios son igual de buenos en cuanto a uniformidad de 
percepción y proporcionan muy buenas estimaciones de diferencias de color (distancias) 
entre dos vectores de color. Los dos sistemas se basan en la luminosidad percibida L* y 














 ESPACIO DE COLOR L*a*b* 
Para mejorar la representación del color, la CIE desarrolló en 1976 el modelo de color 
L*a*b* (figura A3.3), la luminosidad percibida por un observador estándar se supone 
que sigue la luminancia física (L*) (una cantidad proporcional a la intensidad) de 
acuerdo a una ley de raíz cúbica, es decir, viene definida por (Plataniotis, 2000). 
En el nuevo espacio X, Y, Z, la luminosidad es calculada por la ecuación (a3-3),  
1 3
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Donde 1/3=f ( t ) t  para t > 0.008856452, y 7.787 t + 16/116 para otro valor. 
Normalizados Xn, Yn, Zn, son los valores tri-estímulo CIE XYZ del punto blanco de 
referencia (los tres colores primarios en un modelo de color de componente aditivo). La 
división de la función ( )f t en dos dominios se hace para prevenir una pendiente infinita 
en t = 0. Se asume que la función ( )f t sea lineal para 0t t= y que coincide con la raíz 
cúbica de t para 0t t= , tanto en valor ( 0 0= +
1/3t at b ) como en pendiente ( 2/301/ (3t ) = a ). 
Los valores de b fueron ajustados a 16/116. 
El modelo de color L*a*b* es probablemente el modelo de color más completo (figura 
A3.3.) Se usa habitualmente para describir todos los colores que puede ver el ojo 
humano (Wyszecki, 1982). Las diferencias de color que se perciben como iguales en 
este espacio de color tridimensional, tienen distancias muy próximas entre ellas. 





Figura A3.3. Modelo de color CIELAB 
ESPACIO DE COLOR L*u*v * 
Partiendo del sistema XYZ definido en (a3-1) y de las coordenadas de cromaticidad x e 
y definidas en (a3-2), se hallan las coordenadas u’ y v’ de la siguiente forma, 
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La luminosidad se calcula como en (a3-3) y las otras dos componentes vienen dadas por 
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Las coordenadas Y0, 'ou , 
'
ov  corresponden al blanco de referencia que se escoja. Para el 
estándar D65, Y0 = 1, 'ou  = 0.1978 y 
'
ov  = 0.4683. En la figura A3.4 se muestra el 
diagrama de cromaticidad para las coordenadas u’ y v’. 





Figura A3.4. Diagrama de cromaticidad de las coordenadas u’ y v’. 
La fórmula para calcular la diferencia de color entre dos puntos para el plano L*u*v* 
según la distancia Euclídea, se define en Plataniotis (2000) como sigue.  
* 2 * 2 * 2( ) ( ) ( )C L u v∆ = ∆ + ∆ + ∆  (a3-7) 
La cromaticidad, el tono y la saturación vienen dados por 

























Se observa que las componente a* y b* no dependen de la luminancia, en el sentido que 
pueden tomar valores distintos de cero para luminancia nula. En el sistema L*u*v* esto 
no ocurre (Schmid, 1999).  
Los sistemas de representación del color llamados uniformes tienen la propiedad de que 
distancias Euclídeas calculadas en dichos espacios, corresponden a diferencias en color 
tal y como las percibe el ojo humano. Para este trabajo se ha escogido el sistema de 
color uniforme L*u*v* y L*a*b, que es un sistema de coordenadas cartesiano ortogonal 
que cumple con dicha propiedad (Wyszecky, 1982). 
 
 
