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We discuss the situations under which Brownian yet non-Gaussian (BnG) diffusion can be observed
in the model of a particle’s motion in a random landscape of diffusion coefficients slowly varying in
space. Our conclusion is that such behavior is extremely unlikely in the situations when the particles,
introduced into the system at random at t = 0, are observed from the preparation of the system
on. However, it indeed may arise in the case when the diffusion (as described in Ito interpretation)
is observed under equilibrated conditions. This paradigmatic situation can be translated into the
model of the diffusion coefficient fluctuating in time along a trajectory, i.e. into a kind of the
“diffusing diffusivity” model.
Many experiments point onto a wide-spread (if not
universal) behavior of displacements of tracers in differ-
ent complex systems: The mean squared displacement
(MSD) of the tracers grows linearly in time, 〈x2〉 =
2dD0t, (with D0 being the diffusion coefficient and d be-
ing the dimension of space) like in the normal, Fickian
diffusion; the probability density function (PDF) of the
displacements is, however, strongly non-Gaussian. Such
a behavior is termed Brownian yet non-Gaussian (BnG)
diffusion. At shorter times the PDF often approximately
follows the two-sided exponential (Laplace) pattern, see
e.g. [1–3] and references therein. Similar effects are also
seen in anomalous diffusion [4–6] which case however is
not discussed in the present work.
The BnG may stem from the heterogeneity of tracers
[7–9], each of them having its own diffusion coefficient in
a homogeneous environment. In the majority of cases the
form of the PDF changes at larger times for the normal,
Gaussian one, see e.g. [1, 2, 10]. Such change cannot be
described within the tracers’ heterogeneity model unless
the properties of tracers change in time. The exponential-
to-Gaussian transition in the PDF may stem from tem-
poral fluctuations of the diffusion coefficient, which can
be caused either by fluctuations of properties of tracers
or of the medium (a “diffusing diffusivity” model [11–
15]). As mentioned in [7] and [13], such transition may
also stem from the spacial heterogeneity of the medium.
In this case at short times different tracers see different
diffusion coefficients (“superstatistics”, [16, 17]), while
at long times (and correspondingtly large scales) the ho-
mogenization sets in, and the motion of each tracer can
be described as taking place in a homogeneous medium
characterized by some effective diffusion coefficient D∗.
The BnG diffusion implies that the diffusion coefficient
D0 sampled at short times is equal to the effective one
D∗ in the homogenized regime. The topic of the present
discussion is to find out when this is likely to be the case.
In order to observe heterogeneity at short times the
local diffusion coefficient D(x) has to vary only slowly
in space. The correlation length λ of D(x) is therefore
mesoscopic, and the characteristic time of the transition
from the short time inhomogeneous (superstatistical) to
the homogenized behavior is tH ∼ λ2/D0. In dimensions
higher than d = 1 our system will be assumed to be
isotropic on the average, which considerably simplifies
the further discussion.
In heterogeneous media, the situations under equilib-
rium, and the non-equilibrium ones may show very differ-
ent properties [18, 19]. The first, equilibrium, situation
corresponds to the case when the system (medium, al-
ready containing tracers) was prepared long before start-
ing the observation. The position of the tracer is mon-
itored from the beginning of observation (t = 0) on. If
there are several tracers in the system, the ones to ob-
serve are chosen at random. In this case the probability
density to find a tracer at position x at t = 0 is pro-
portional to the equilibrium density n(x) of tracers at
the corresponding position. If n(x) is not constant, the
space is not sampled homogeneously. The second, oppo-
site, situation corresponds to the case when the tracers
were introduced at random exactly at the beginning of
the observation, and the diffusivity values at initial parti-
cles’ positions are sampled according to the distribution
of D(x). We will call the first and the second situations
the equilibrium sampling, and the homogeneous sampling,
respectively. In [3], a moving time averaging over the
long data acquisition time is used to get both the dis-
placement’s PDFs and the MSDs, which assumes that
the system has enough time to equilibrate. In [1] the en-
semble average was used, but time between preparation
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2and the beginning of the observation was not specified.
The situation will be equilibrated if this time is much
larger than tH .
The knowledge of the diffusion coefficient D(x) as a
function of the coordinates is not enough to uniquely de-
fine the properties of this diffusion. Systems with ex-
actly the same D(x), the ones described by the Langevin
equation x˙ = µ(x)f(x) +
√
2D(x)ξ (t) with f(x) being
the deterministic force, and with the Gaussian noise ξ (t)
fulfilling 〈ξ 〉 = 0 and 〈ξβ(t)ξγ(t′)〉 = δβγδ(t−t′) with β, γ
denoting Cartesian components, are described by differ-
ent Fokker-Planck equations (FPEs), depending on what
interpretation of the stochastic integral is assumed. In
what follows we concentrate on the case f = 0. The
corresponding FPEs for a given realization of D(x) read
∂P (x,t)
∂t = ∇ [(1− α) (∇D(x)) +D(x)∇]P (x, t), with the
interpretation parameter α taking the values in the in-
terval 0 ≤ α ≤ 1. The typical interpretations, the Ito,
Stratonovich and the Ha¨nggi-Klimontovich (HK) ones,
correspond to α = 0, 1/2 and 1, respectively. The equi-
librium concentration profile n(x) ∝ P (x, t → ∞) cor-
responding to the vanishing flux in a closed system is
given by the solution of the equation (1−α)n(x)∇D(x)+
D(x)∇n(x) = 0 and reads
n(x) = const ·Dα−1(x). (1)
The HK case is the only one when this profile is flat.
The Fokker-Planck equation for HK interpretation cor-
responds to the phenomenological second Fick’s law
∂n(x,t)
∂t = ∇ [D(x)∇n(x, t)]. The Ito interpretation leads
to the Fokker-Planck equation ∂n(x,t)∂t = ∆ [D(x)n(x, t)],
which, in some cases, better reproduces the experimental
results for heterogeneous diffusion and is connected with
the continuous time random walk (CTRW) scheme [20].
Sampled diffusion coefficient distributions. The PDF
of particles’ displacements p(x, t) follows from P (x, t) for
given D(x) via averaging over the realizations of the dif-
fusivity landscapes. Let us take as a “stylized fact” that
the PDF of displacements at short times has the expo-
nential form
p(x, t) = C(t) exp(−|x|/l(t)), (2)
with time dependent parameters l(t) and C(t) which fol-
low from the requirements that
∫
p(x, t)dx = 1 and that∫
p(r, t)|x|2dx = 2dD0t (see [21] for the explicit expres-
sions in d = 1, 2 and 3). The PDF of the particles’ dis-
placements in the superstatistical regime (when each par-
ticle can be considered as moving with its own diffusion
coefficient) is given by
p(x, t) =
∫ ∞
0
1
(4pidDt)d/2
exp
(
− |x|
2
2dDt
)
pS(D)dD, (3)
where pS(D) is the PDF of sampled diffusion coefficients.
This PDF is defined by Eq.(12) and may or may not be
equal to the one-point PDF p(D) of the random field
D(x), depending on the type of sampling (equilibrium or
homogeneous) applied in experiment.
Passing to the Fourier transform in x and taking
into account the isotropy of p(x, t) we get p˜(k, t) =∫∞
0
exp
(−Dtk2) pS(D)dD, and see that p˜(k, t) is the
Laplace transform of pS(D) taken at the value of the
Laplace variable s = tk2. Thus, pS(D) follows by the
inverse Laplace transform [21] and is a Γ-distribution
pS(D) =
ββ
Γ(β)
1
D
(
D
D
)β−1
exp
(
−βD
D
)
(4)
with
β =
d+ 1
2
, D = D0. (5)
In situations corresponding to homogeneous sampling,
the two PDFs, p(D) and pS(D) coincide, so that p(D) is
given by Eq.(13). The same is true also for HK interpre-
tation under equilibrium sampling, when the concentra-
tion profile given by Eq.(1) is flat.
The situation for other interpretations under equilib-
rium sampling is different. Since different parts of the
system do not have to be sampled homogeneously, the
distribution of sampled diffusion coefficients might dif-
fer from such of D(x). The probability density to find
a domain with diffusivity D by picking up a particle
at random is proportional to np(n,D) where p(n,D) is
the joint probability density of n(x) and D(x). Thus
pS(D) = N
∫∞
0
np(n,D)dn, where the normalization
constant is given by N−1 = ∫∞
0
∫∞
0
np(n,D)dndD =∫∞
0
[∫∞
0
np(n|D)p(D)dn] dD = ∫∞
0
〈n|D〉p(D)dD = 〈n〉,
with 〈n|D〉 being the first conditional moment of the con-
centration. ThusN is the inverse of the concentration av-
eraged over all possible landscapes, which coincides with
a volume mean 〈n(x)〉 in the thermodynamical limit. Ac-
cording to Eq.(1) the connection between n and D is de-
terministic, n = n(D). Therefore N ∝ 〈Dα−1〉−1.
Introducing the normalized dimensionless concentra-
tion ν(x) = Nn(x) = n(x)/〈n(x)〉, with 〈ν〉 = 1, we may
write
pS(D) =
∫ ∞
0
νp(ν,D)dν = 〈ν|D〉p(D). (6)
Taking into account that 〈ν|D〉 = ν(D) = NDα−1
and resolving Eq.(6) for p(D) we get p(D) =
N−1D1−αpS(D), with explicit form of pS(D) given by
Eq.(13). Requiring the normalization of p(D), we find
that it follows a Γ-distribution like in Eq.(13), now with
the parameters
β =
d+ 3
2
− α, D = d+ 3− 2α
d+ 1
D0, (7)
see [21] for details.
3Long-time behavior. Now let us consider the long-
time behavior of the diffusion coefficient corresponding
to its homogenization. At long times particles sample
large domains of the system and feel some effective diffu-
sion coefficient D∗. The value of D∗ can be obtained e.g.
by considering the stationary flow through a large piece
of the medium with concentrations kept constant at its
boundaries [22]. The homogenization of the diffusion co-
efficient in a heterogeneous medium is similar to the one
for the electric conductance [23, 24], with one important
difference discussed below.
Let us assume, we are able to calculate the effective
conductance σ∗ of an inhomogeneous system with the lo-
cal conductances σ(x) and denote this as a special type of
an average, the homogenization mean, by σ∗ = 〈σ(x)〉H .
Then the effective diffusion coefficient in the homoge-
nized regime for the general diffusive case is given by the
same type of the average:
D∗ =
〈D(x)n(x)〉H
〈n(x)〉 = 〈D(x)ν(x)〉H = 〈κ(x)〉H , (8)
where κ(x) = D(x)ν(x), as shown in [22]. A different
approach can follow the lines of [25]. Here we give a
simple physical explanation.
Let the tracers carry a charge q, and move in elec-
tric field E under the force f = qE. Then the lo-
cal current density is j(x) = q2n(x)µ(x)E(x), with
µ(x) = D(x)/kBT being the local mobility, giving
σ(x) = q2D(x)n(x)/kBT . Now we calculate the large
scale conductance σ∗ and assume that it is connected
with the homogenized diffusion coefficient and the mean
density by the same Nernst-Einstein relation σ∗ =
q2D∗〈n(x)〉/kBT . From this we get Eq.(8).
The homogenized conductance possesses the upper and
the lower bound, from which the Wiener bounds, see e.g.
[23], are the most general ones [26]. In our case they read〈
κ−1(x)
〉−1 ≤ 〈κ(x)〉H ≤ 〈κ(x)〉. (9)
The averages in the bounds in Eq.(9) can be considered
either as volume means or averages over landscapes. In
d = 1 the homogenization mean corresponds exactly to
the lower bound
〈κ(x)〉H =
〈
κ−1(x)
〉−1
, (10)
which for conductance follows immediately from the
Ohm’s law.
Far from percolation transition σ∗ is typically well re-
produced by the effective medium approximation (EMA),
see [24] for the discussion. Within this approximation
D∗ = 〈κ〉H is given by the solution of the equation〈
D∗ − κ
(d− 1)D∗ + κ
〉
= 0, (11)
where the average again can be considered either as a
volume average or as an average over the distribution of
κ. We note that for d = 1 EMA reproduces the exact
result, Eq.(10). Eq.(11) is pertinent to quadratic and
cubic lattices in d = 2 and 3 [27], and to continuous d-
dimensional systems [24]. When the PDF p(κ) is known
Eq.(11) can be solved numerically for D∗.
Systems with homogeneous equilibrium. For systems
with homogeneous equilibrium (the HK interpretation, or
the random diffusivity model of Ref.[25]) ν = 1 and there
is no difference between equilibrium and homogeneous
sampling situations: the distributions of κ and of D coin-
cide. The upper Wiener bound corresponds to D = D0.
The result of EMA from Eq.(11) is D∗ = 0.719D0 in
d = 2 and D∗ = 0.852D0 in d = 3, both smaller than
D0. In d = 1 the first inverse moment
∫∞
0
D−1p(D)dD
of the PDF Eq.(13) diverges, and the effective diffusion
coefficient D∗ given by Eqs. (8) and (10) vanishes, giving
rise to anomalous diffusion [22].
Independently on the quality of approximation given
by EMA we note that the EMA result is realizable in
the continuum case [28]: the ensemble of all “disor-
dered” configurations contains realizations with the effec-
tive conductance (diffusivity) equal to the one predicted
by EMA. The lower Wiener bounds, which in our case
are 〈D−1〉−1 and correspond to 13D0 and 12D0 in d = 2
and 3, are also realizable. Therefore situations leading
to the BnG diffusion are highly unlikely. The ensemble
of disordered systems should indeed contain the realiza-
tions with diffusivities close to the upper bound D0, but
also the ones with considerably smaller diffusivities given
by the EMA and by the lower bound. Therefore D∗ will
typically be lower than D0.
In Fig. 1 we present the full time dependence of the
diffusion coefficient in the HK interpretation. The figure
shows D(t) = 14
d
dt 〈|x|2(t)〉 normalized on D0 in d = 2.
The details of our simulation approach are given in [21].
One readily infers that the diffusion coefficient decays
with time, so that no BnG diffusion is observed. The
value of the terminal diffusion coefficient D∗ as obtained
in simulations agrees well with the EMA prediction.
Systems with inhomogeneous equilibrium. For sys-
tems with inhomogeneous equilibrium the situations un-
der homogeneous and equilibrium sampling are differ-
ent. We start our discussion using the hints given by
the EMA.
Let us first consider the case of homogeneous sam-
pling. In this case the equilibrium reduced density ν(x) =
Dα−1(x)〈Dα−1(x)〉−1 = βα−1Γ(β)Γ(β+α−1)Dα−1D1−α0 [21]. The
distribution of κ = Dα/〈Dα−1〉 follows from p(D) by the
variable transformation. Applying it in Eq.(11) we get
D∗ as a function of α. The quotient D∗/D0 as a function
of α is shown in Fig. 2 for d = 2 as the lower curve. We
see that the difference between the short time diffusion
coefficient D0 and the long-time one D
∗ increases when α
decreases from 1. Parallel to the discussion above, there
is no reason to await for BnG behavior.
4FIG. 1. The behavior of D(t)/D0 for the HK interpretation
and the two Ito cases for the same values of λ = 10 and
D0 = 1 in d = 2. The upper dashed-dotted line corresponds
to the equilibrated Ito case and stays horizontal within the
statistical error. The error bars show standard deviations of
the mean in 1500 realizations. The lower dashed line gives the
time-dependent diffusion coefficient in the HK interpretation.
The lowest full line corresponds to the Ito situation under
homogeneous sampling. For these lines the statistical errors
are of the order of the lines’ thickness. The dotted horizontal
lines correspond to asymptotic predictions of Fig. 2.
FIG. 2. The EMA predictions for the values of D∗/D0 in
d = 2 as a function of the parameter α defining the inter-
pretation. The upper (dashed) curve represents the results
for the equilibrated case, the lower (full) one for the case of
homogeneous sampling.
In the case of equilibrium sampling the pa-
rameters of the distribution p(D) are given by
Eq.(7), and the normalization constant reads N =
[(d+3)/2]α−1Γ[(d+5)/2−α]
Γ[(d+3)/2] D
1−α
0 , see [21]. The PDF of κ
again follows by the variable transformation. The re-
sult of EMA for this case is shown in Fig. 2 as the upper
curve. We see that the behavior is opposite to the one
for homogeneous sampling, and that for α → 0 the dif-
FIG. 3. The PDFs p(x) in the equilibrated Ito case in projec-
tion on the x-axis for t = 1, 10, 100 and 500 in a system with
λ = 10 and D0 = 1 in d = 2. The figure demonstrates the
transition from the double-sided exponential to the Gaussian
form in a BnG situation.
ference between D∗ and D0 vanishes, which result does
not depend on EMA.
For α = 0 the normalization constant is N = D0 in
all dimensions, and ν = D0/D. Therefore κ = Dν = D0
does not fluctuate, and 〈κ〉H = D0 coincides with the
short-time sampled diffusion coefficient. Moreover, this
behavior persists even in d = 1.
The simulation results for the Ito cases are shown in
Fig. 1 along with the one for the HK. Furthermore, Fig.
3 displays the PDFs for equilibrated Ito case at different
times. These exhibit the transition from exponential to
a Gaussian distribution, showing a pronounced central
peak at intermediate times, which is well known from
the experimental realizations [1–3], as well as from other
models [6, 29].
Discussion. The Ito interpretation relies on the mar-
tingale property, which, in the Gaussian case, means that
the increments of the process during small time inter-
vals are symmetric [30]. A random walk interpretation
of this process can be a continuous time random walk
with locally symmetric steps in space, in which the spa-
tial change of the diffusivity is attributed to coordinate-
dependent waiting times. Such a random walk scheme
corresponds to a trap model [31] which is thus the most
prominent candidate for modeling BnG diffusion. In
higher dimensions (in d = 3 and in d = 2 approximately,
up to logarithmic corrections which are hard to detect)
trap models may be mapped to CTRW under disorder av-
eraging [32]. CTRW models a process subordinated to a
simple random walk, with the diffusing diffusivity model
[13] being a representative of the class of such subordi-
nated models.
Taking into account all said above we conclude that
the only promising candidate for explanation of the BnG
5diffusion in random diffusivity landscapes is the trap (Ito)
model under equilibrium sampling.
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DISTRIBUTIONS OF SAMPLED DIFFUSION
COEFFICIENTS AND LOCAL DIFFUSIVITIES
We assume that the distribution of the absolute dis-
placements at short times has the exponential form
p(x, t) = C(t) exp(−|x|/l(t)),
with l(t) defining the width of the distribution and C(t)
being the normalization constant. Requiring that∫
p(x, t)dx = 1
and that ∫
x2p(x, t)dx = 2dD0t
in d dimensions, we obtain the explicit form of the dis-
placements’ PDFs
p(x, t) =
1
2
√
D0t
exp
(
− x√
D0t
)
in d = 1
p(x, t) =
3
4piD0t
exp
(
−
√
3
2
|x|√
D0t
)
in d = 2
p(x, t) =
1
pi(2D0t)3/2
exp
(
−
√
2
|x|√
D0t
)
in d = 3
The PDF of the particles’ displacements at short times
(i.e. in the superstatistical regime) is given by
p(x, t) =
∫ ∞
0
1
(4pidDt)d/2
exp
(
− x
2
2dDt
)
pS(D)dD,
(12)
where pS(D) is the PDF of sampled diffusion coefficients.
Passing to the Fourier transforms in the spacial coor-
dinate and taking into account the central (rotational)
symmetry of the PDF we get
p˜(k, t) =
∫ ∞
0
exp
(−Dtk2) pS(D)dD,
where k = |k|, and therefore see that p˜(k, t) is the
Laplace transform of pS(D) taken at the value of the
Laplace variable s = tk2, and that pS(D) therefore fol-
lows as the corresponding inverse Laplace transform. The
values of p˜(k, t) are
p˜(k, t) =

1
1 +D0tk2
in d = 1
1
(1 + 23D0tk
2)3/2
in d = 2
1
(1 + 12D0tk
2)2
in d = 3
and therefore pS(D) are the Γ-distributions
pS(D) =

1
D0
exp
(
− D
D0
)
in d = 1
33/2√
2piD0
√
D
D0
exp
(
−3
2
D
D0
)
in d = 2
4
D0
D
D0
exp
(
−2 D
D0
)
in d = 3,
i.e. possess the form
pS(D) =
ββ
Γ(β)
1
D0
(
D
D0
)β−1
exp
(
−β D
D0
)
(13)
with the shape parameter β = (d + 1)/2, with d being
the dimension of space, and with the mean D0.
The first inverse moment of the distribution 〈D−1〉 =
D−10 βΓ(β − 1)/Γ(β) = D−10 β/(β − 1) diverges in d = 1
and is finite in higher dimensions:
〈D−1〉 =
{
3/D0 in d = 2
2/D0 in d = 3.
At short times we have essentially superstatistics: the
particles move in different areas with different local diffu-
sion coefficients D(x). Since the patches do not have to
be sampled homogeneously the distribution of sampled
diffusion coefficients might differ from such of D(x).
In equilibrated cases the area around x is sampled with
probability proportional to the local equilibrium con-
centration n(x) of particles therein. In the case when
equilibrium distribution of particles over the system is
7homogeneous (n(x) = const), i.e. under the Ha¨nggi-
Klimontovich interpretation, p(D) and pS(D) coincide.
The situation in other equilibrated cases is different, as
discussed in the main text.
Since the equilibrium density in these cases is propor-
tional to Dα−1(x), the normalization implies that
ν(x) =
n(x)
〈n(x)〉 =
Dα−1(x)
〈Dα−1(x)〉 . (14)
In the case of homogeneous sampling the distribution
pS(D), Eq.(13), coincides with p(D) as discussed in
the main text, from which the normalization constant
N = 〈Dα−1(x)〉−1, necessary for determining ν, follows
readily:
N =
[∫ ∞
0
Dα−1p(D)dD
]−1
=
βα−1Γ(β)
Γ(β + α− 1)D
1−α
0 .
(15)
In the case of equilibrium sampling the normalization
constant in Eq.(14) cannot be given immediately, since
the distribution of D is not yet known. From Eq.(6) of
the main text it follows that
p(D) = N−1D1−αpS(D)
= N−1 β
β
Γ(β)
1
D0
(
1
D0
)β−1
Dβ−α exp
(
−β D
D0
)
.(16)
Requiring the normalization of the l.h.s. we get
N = β
α−1Γ(β − α+ 1)
Γ(β)
D1−α0 . (17)
On the r.h.s. of Eq.(16) we recognize a Γ-distribution
with the shape parameter β′ = β−α+1 (as it is seen from
the corresponding power of D in the pre-exponential),
and with a mean D′0 different from D0. This is given by
D′0/(β − α + 1) = D0/β necessary to get the argument
of the exponential function to be −β′D/D′0, and is equal
to
D′0 =
β − α+ 1
β
D0.
The corresponding parameters β′ and D′0 are then de-
noted by β and D in Eq.(7) of the main text and in
Eq.(18) below.
Thus, the PDFs of the local diffusion coefficients in all
cases are given by the Gamma distributions
p(D) =
ββ
Γ(β)
1
D
(
D
D
)β−1
exp
(
−βD
D
)
(18)
(as it follows from Eq.(13) for homogeneous sampling
case and from Eq.(16) for equilibrium sampling) where
however β and D are different for these two cases. In the
HK case and in the Ito case for homogeneous sampling
the parameters are β = (d + 1)/2 and D = D0; in the
equilibrated Ito case they are β = d+12 + 1 = (d + 3)/2
and D = β+1β D0 =
d+3
d+1D0.
The cumulative distribution function corresponding to
the PDF Eq.(18) is
Fβ(D) =
∫ D
0
p(D′)dD′ =
1
Γ(β)
γ
(
β, β
D
D0
)
(19)
with γ(α, x) being the lower incomplete Γ-function. This
form will be used for generating diffusivity landscapes in
simulations, as discussed in the next Section.
SIMULATIONS OF THE PDF AND MSD IN THE
PURE DIFFUSION CASES
We start from a discretized model and consider the
situation described by the master equation
d
dt
pi =
∑
j
(wijpj − wjipi)
where i and j number the sites of a square or cubic lattice
with lattice constant a = 1. Only the transitions between
neighboring sites are possible. This master equation de-
scribes a random walk scheme and can be considered as a
discretization of the corresponding Fokker-Planck equa-
tion. The transition rates follow the distribution sim-
ilar to the distribution of local diffusivities p(D) given
by Eq.(18); the local diffusivity for the rates which vary
slowly in space is D = w.
The correlated random variables w(x) can be eas-
ily obtained by a probability transformation. Let us
call F−1β (y) the function inverse to Fβ(D), as given by
Eq.(19). Then the probability transformation
w(z) = F−1β
[
1
2
erfc
(
z√
2
)]
transforms the Gaussian variable z with zero mean and
unit variance into a Γ-distributed w with shape parame-
ter β and unit mean. The corresponding function Fβ(x)
can be easily inverted (there exists a standard MATLAB
implementation for this inverse), and therefore the cor-
responding fields can be easily simulated for any given
two-point correlation function. In our simulations we use
independent Gaussian variables for the uncorrelated case,
or a correlated Gaussian landscape with Gaussian corre-
lation function 〈zizj〉 = exp(−r2ij/2λ2) with rij being the
distance between the sites i and j and λ being the corre-
lation length. Such a correlated Gaussian array is easily
obtained by filtering of the initial array of independent
Gaussian variables. The corresponding example of the
diffusivity landscape is shown in Fig. 4.
For the HK case the rates wij = wi←j satisfy the con-
dition of the detailed balance, i.e., in the absence of the
external force wij = wji as discussed in Ref. [28] of the
8FIG. 4. A single realization of a landscape of diffusion coeffi-
cients (color coded) with λ = 10 lattice units obtained by the
method outlined.
main text. The rates follow from the PDF p(w) derived
from such of D.
To simulate the Ito situations, we assume that the
transition probabilities from each site to all its neighbors
are the same, and it is the inverse waiting time which has
the corresponding distribution. The transition rate from
the site i to any of its neighboring sites j is wij = wi and
this wi is distributed according to the corresponding p(w)
[28]. The transitions now are asymmetric: wij 6= wji,
which makes a difference.
The simulations of the situations under homogeneous
sampling follow by numerical solution of the master equa-
tion for a particle starting at the origin. The master
equation is solved by forward Euler integration scheme
to get pi(t) for each site i characterized by coordinates
(k, l). The numerically exact MSD 〈x2(t)〉 is obtained as
a function of time for each given realization of the ran-
dom diffusivity landscape. In 2d the system is of the size
(2L + 1) × (2L + 1) (i.e. one has −L ≤ k, l ≤ L). The
MSD for a particle starting at the origin (k = l = 0) is
then 〈x2(t)〉 = ∑Lk,l=−L(k2 + l2)p(k,l)(t). In 2d we take
L = 256 and in 3d L = 64. The exact MSDs are then
averaged over different realizations of wij (typically 1500
realizations).
In the Ito case under equilibrium sampling the corre-
sponding probabilities and MSDs are weighted with the
inverse transition rate from the origin w−10 , which is pro-
portional to the equilibrium concentration. The corre-
sponding mean value 〈w−10 〉 is 13 in d = 2 and 12 in d = 3.
Since no additional normalization is applied, this corre-
sponds to D0 =
1
3 in d = 2 and D0 =
1
2 in d = 3.
The results of the corresponding simulations for the
diffusivity D(t) = 12d
d
dt 〈|x|2(t)〉 and for the PDF of the
particles’ x-coordinates for the HK case are shown in
Figs. 5 and 6. Similar results for the Ito case are pre-
sented in Figs. 7 and 8. The results shown in Fig. 1 of the
FIG. 5. Time dependent diffusion coefficients in the HK case
as obtained by numerical differentiation of MSD for diffusiv-
ity landscapes with different correlation lengths in d = 2: for
uncorrelated transition rates (solid black curve), and for diffu-
sivity landscapes with correlation length λ = 5 (dashed blue
line) and λ = 10 (red dashed-dotted line). The deviation of
the curves in the limit of short times gives the impression
about the typical statistical error of simulation. The parame-
ters of simulations imply D0 = D = 1. The simulation results
at long times reproduce the ones of EMA within a statistical
accuracy (i.e. within a few percent). Thus the terminal dif-
fusion coefficient for the uncorrelated case is D∗ = 0.718 vs.
EMA prediction of 0.719, showing the high accuracy of the
EMA prediction. As we see, the diffusion coefficient in this
case is not constant over the time as it should be in the BnG
diffusion.
FIG. 6. The probability density functions of the displace-
ments in projection on x axis for the HK case with λ = 10
in d = 2 at different times: at a short time, in the transition
regime and a very long times. The times are (from top to
bottom) t = 0.1, 1, 10 and 200. Note the logarithmic scale.
The figure clearly demonstrates the transition between the
double-sided exponential and the Gaussian form.
main text are the curve for λ = 10 from Fig. 2, the cor-
responding curve for the homogeneous sampling for the
Ito case from Fig. 4, and the normalized curve for the
equilibrium sampling (showing D(t)/D0 with D0 = 1/3)
from the same figure.
9FIG. 7. Time dependent diffusion coefficients as obtained
by numerical differentiation of MSD for diffusivity landscapes
with different correlation lengths in d = 2 for the Ito case.
The bunch of the curves starting at D0 = D ≈ 1 corresponds
to homogeneous sampling and again shows the considerable
decay of the diffusion coefficient with time. The theoretical
estimate for the terminal diffusion coefficient is D∗ = D0 ≈
0.33, and approaching this value by the simulation results
is evident. The lower bundle of curves corresponds to the
equilibrim sampling, where theoretically in the present case
D0 = D
∗ = D/3. The deviations from the constant diffusivity
stay within the statistical error, which in the present case is
larger than for the case of homogeneous equilibrium. The
coding of the curves is the same as in Fig. 5.
FIG. 8. The probability density functions of the displace-
ments in projection on x axis for λ = 10 at different times
for the Ito case under homogeneous sampling. The times
are (from top to bottom) t = 1, 10, 100 and 250. Note the
logarithmic scale. The transition between the double-sided
exponential and the Gaussian form is demonstrated clearly.
All figures presented in the main text and above are the
ones for two-dimensional systems. The reason is that the
3d systems with the same number of cites are inevitably
smaller in size, and achieving long times without running
into finite size effects (especially for large values of λ) is
problematic. To show that the behavior in d = 3 is simi-
lar we present in Fig. 6 the results for the time dependent
diffusion coefficient in d = 3 for λ = 3. The EMA pre-
diction for the HK case corresponds to D∗/D0 ≈ 0.852
(as stated in the main text), and for the Ito case un-
der homogeneous sampling the analytical prediction is
D∗/D0 = 0.5.
FIG. 9. The behavior of D(t)/D0 for the HK case and the
two Ito cases for the same value of λ = 3 in d = 3. The upper
dashed-dotted line corresponds to the equilibrated Ito case
and stays horizontal within the statistical error. The lower
dashed line gives the time-dependent diffusion coefficient in
the HK case. The lowest full line corresponds to the Ito situ-
ation under homogeneous sampling.
