In this article, we define the notion of statistical convergence, statistical Cauchy and strongly p-Cesàro summability in a paranormed space. We establish some relations between them.
Introduction and preliminaries
The concept of statistical convergence for sequences of real numbers was introduced by Fast [1] and Steinhaus [2] independently in the same year 1951 and since then several generalizations and applications of this notion have been investigated by various authors, namely [3] [4] [5] [6] [7] [8] [9] [10] [11] . This notion was defined in normed spaces by Kolk [12] and in locally convex Hausdorff topological spaces by Maddox [13] . Çakalli [14] extended this notation to topological Hausdorff groups. Recently, in [15, 16] , the concept of statistical convergence is studied in probabilistic normed space and in intuitionistic fuzzy normed spaces, respectively. In this article, we shall study the concept of statistical convergence, statistical Cauchy, and strongly p-Cesàro summability in a paranormed space.
Let K be a subset of the set of natural numbers N. Then the asymptotic density of K denoted by δ(K), is defined as δ(K) = lim n 1 n |{k ≤ n : k ∈ K}|, where the vertical bars denote the cardinality of the enclosed set. A number sequence x = (x k ) is said to be statistically convergent to the number L if for each > 0, the set K() = {k ≤ n: |x k -L| >} has asymptotic density zero, i.e.,
In this case we write st-lim x = L. A number sequence x = (x k ) is said to be statistically Cauchy sequence if for every > 0, there exists a number N = N() such that
The concept of paranorm is a generalization of absolute value (see [17] ).
A paranorm is a function g: X ℝ defined on a linear space X such that for all x, y, z X
(P4) If (a n ) is a sequence of scalars with a n a 0 (n ∞) and x n , a X with x n a (n ∞) in the sense that g(x n -a) 0 (n ∞), then a n x n a 0 a (n ∞), in the sense that g(a n x n -a 0 a) 0 (n ∞).
A paranorm g for which g(x) = 0 implies x = θ is called a total paranorm on X, and the pair (X, g) is called a total paranormed space.
Note that each seminorm (norm) p on X is a paranorm (total) but converse need not be true.
In this article, we define and study the notion of convergence, statistical convergence, statistical Cauchy, and strong summability by a modulus function in a paranormed space.
Let (X, g) be a paranormed space. Definition 1.1. A sequence x = (x k ) is said to be convergent (or g-convergent) to the number ξ in (X, g) if for every ε > 0, there exists a positive integer k 0 such that g(x k -ξ) <ε whenever k ≥ k 0 . In this we write g-lim x = ξ, and ξ is called the g-limit of x. Definition 1.2. A sequence x = (x k ) is said to be statistically convergent to the number ξ in (X, g) (or g(st)-convergent) if for each > 0,
In this case, we write g(st)-lim x = ξ. We denote the set of all g(st)-convergent sequences by S g . Definition 1.3. A number sequence x = (x k ) is said to be statistically Cauchy sequence in (X, g) (or g(st)-Cauchy) if for every > 0 there exists a number N = N() such that
Main results
Theorem 2.1. If a sequence x = (x k ) is statistically convergent in (X, g) then g(st)-limit is unique. Proof. Suppose that g(st)-lim x = ξ 1 and g(st)-lim x = ξ 2 . Given ε > 0, define the following sets as:
Since g(st)-lim x = ξ 1 , we have δ(K 1 (ε)) = 0. Similarly, g(st)-lim x = ξ 2 implies that δ(K 2 (ε)) = 0. Now, let K(ε) = K 1 (ε)∪K 2 (ε). Then δ(K(ε)) = 0 and hence the compliment K C (ε) is a nonempty set and δ(K C (ε)) = 1. Now if k N\K(ε), then we have g(ξ 1 -ξ 2 ) ≤ g (x n -ξ 1 )+g(x n -ξ 2 ) <ε/2+ε/2 = ε.
Since ε > 0 was arbitrary, we get g(ξ 1 -ξ 2 ) = 0 and hence ξ 1 = ξ 2 . Theorem 2.2. If g-lim x = ξ then g(st)-lim x = ξ but converse need not be true in general.
Proof. Let g-lim x = ξ. Then for every ε > 0, there is a positive integer N such that
The following examle shows that the converse need not be true.
). Define a sequence x = (x k ) by
and write
We see that 
Proof. It is easy to prove. Theorem 2.4. A sequence x = (x k ) in (X, g) is statistically convergent to ξ if and only if there exists a set K = {k 1 <k 2 < ... <k n < ... } ⊆ N with δ(K) = 1 such that
Proof. Suppose that g(st)-lim x = ξ. Now, write for r = 1, 2, ....
and Now we have to show that for n M r , (x k n ) is g-convergent to ξ. On contrary suppose that (x k n ) is not g-convergent to ξ. Therefore there is ε > 0 such that g(x k n − ξ ) ≤ ε for infinitely many terms. Let and by (2.4.1), M r ⊂ M ε . Hence δ(M r ) = 0, which contradicts (2.4.2) and we get that (x k n ) is g-convergent to ξ.
Conversely, suppose that there exists a set K = {k 1 <k 2 <k 3 < ... <k n < ...} with δ(K) = 1 such that g − lim n→∞ x k n = ξ. Then there is a positive integer N such that g(x n -ξ) <ε for n >N. Put K ε (t): = {n N: g(x n -ξ) ≥ ε} and K': = {k N+1 , k N+2 , ...}. Then δ(K') = 1 and
Theorem 2.5. Let (X, g) be a complete paranormed space. Then a sequence x = (x k ) of points in (X, g) is statistically convergent if and only if it is statistically Cauchy.
Proof. Suppose that g(st)-lim x = ξ. Then, we get
where
Let m A C (ε). Then g(x m -ξ) <ε/2. Now, let B(ε): = {n N: g(x m -x n ) ≥ ε}. We need to show that B(ε) ⊂ A(ε). Let n B(ε). Then g(x n -x m ) ≥ ε and hence g(x n -ξ) ≥ ε/2, i.e. n A(ε). Otherwise, if g(x n -ξ) <ε then
which is not possible. Hence B(ε) ⊂ A(ε), which implies that
where G(ε): = {n N: g(x n -x M ) ≥ ε}, and δ(D(ε)) = 0, where D(ε): ={n N: g(x n -ξ) <ε/2}, i.e., δ(D C (ε)) = 1. Since g(x n -x m ) ≤ 2g(x n -ξ) <ε, if g(x n -ξ) <ε/2. Therefore δ(G C (ε)) = 0, i.e., δ(G(ε) = 1, which leads to a contradiction, since x = (x k ) was g(st)-Cauchy. Hence x = (x k ) must be g(st)-convergent.
Strong summability
In this section, we define the notion of strong summability by a modulus function and establish its relation with statistical convergence in a paranormed space. Definition 3.1. A sequence x = (x k ) is said to be strongly p-Cesàro summable (0 <p < ∞) to the limit ξ in (X, g) if 
