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Improved estimates for nonoscillatory phase functions
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Abstract
Recently, it was observed that solutions of a large class of highly oscillatory second order linear ordi-
nary differential equations can be approximated using nonoscillatory phase functions. In particular,
under mild assumptions on the coefficients and wavenumber λ of the equation, there exists a func-
tion whose Fourier transform decays as expp´µ|ξ|q and which represents solutions of the differential
equation with accuracy on the order of λ´1 expp´µλq. In this article, we establish an improved ex-
istence theorem for nonoscillatory phase functions. Among other things, we show that solutions of
second order linear ordinary differential equations can be represented with accuracy on the order of
λ´1 expp´µλq using functions in the space SpRq of rapidly decaying Schwartz functions whose Fourier
transforms are both exponentially decaying and compactly supported. These new observations play
an important role in the analysis of a method for the numerical solution of second order ordinary
differential equations whose running time is independent of the parameter λ. This algorithm will be
reported at a later date.
Keywords: Special functions, ordinary differential equations, phase functions
1. Introduction
Given a differential equation
y2ptq ` λ2qptqyptq “ 0 for all a ď t ď b, (1)
where λ is a real number and q : r0, 1s Ñ R is smooth and strictly positive, a sufficiently smooth
α : ra, bs Ñ R is a phase function for (1) if the pair of functions u, v defined by the formulas
uptq “ cospαptqq
|α1ptq|1{2
(2)
and
vptq “ sinpαptqq
|α1ptq|1{2
(3)
form a basis in the space of solutions of (1). Phase functions have been extensively studied: they were
first introduced in [1], play a key role in the theory of global transformations of ordinary differential
equations [2, 3], and are an important element in the theory of special functions [4, 5, 6, 7].
˚Corresponding author
Email address: bremer@math.ucdavis.edu (James Bremer)
It was observed by E.E. Kummer in [1] that α is a phase function for (1) if and only if it satisfies the
third order nonlinear differential equation`
α1ptq˘2 “ λ2qptq ´ 1
2
α3ptq
α1ptq `
3
4
ˆ
α2ptq
α1ptq
˙
2
(4)
on the interval ra, bs. The presence of quotients in (4) is often inconvenient, and we prefer the more
tractable equation
r2ptq ´ 1
4
`
r1ptq˘2 ` 4λ2 pexpprptqq ´ qptqq “ 0 (5)
obtained from (4) by letting
α1ptq “ λ exp
ˆ
rptq
2
˙
. (6)
Of course, if r is a solution of (5) then the function α defined by the formula
αptq “ λ
ż t
a
exp
ˆ
rpuq
2
˙
du (7)
is a solution of (4). We will refer to (4) as Kummer’s equation and (5) as the logarithm form of Kum-
mer’s equation. The form of these equations and the appearance of λ in them suggests that their
solutions will be oscillatory — and most of them are. However, there are several well-known exam-
ples of second order ordinary differential equations which admit nonoscillatory phase functions. For
example, the function
αptq “ λ arccosptq, (8)
is a phase function for Chebyshev’s equation
y2ptq `
ˆ
2` t2 ` 4λ2p1´ t2q
4p1´ t2q2
˙
yptq “ 0 for all ´ 1 ď t ď 1. (9)
Its existence is the basis of many numerical algorithms, including the fast Chebyshev transform (see,
for instance, [8]). Bessel’s equation
y2ptq `
ˆ
1´ λ
2 ´ 1{4
t2
˙
yptq “ 0 for all 0 ă t ă 8 (10)
also admits a nonoscillatory phase function, although it cannot be expressed in terms of elementary
functions (see, for instance, [9]).
Exact solutions of (4) which are nonoscillatory need not exist in the general case. However, as we show
in this article, when the coefficient q appearing in (4) is nonoscillatory, there exists a nonoscillatory
function α such that (2), (3) approximate solutions of (1) in the space L8 pra, bsq with accuracy on the
order of λ´1 expp´µλq. In order to make this statement rigorous, we will use the Fourier transform to
quantify the notion of “nonoscillatory function.” Accordingly, we assume that the coefficient q in (1)
extends to a strictly positive function on the entire real line. Moreover, we define the function x via
the formula
xptq “
ż t
a
a
qpuq du, (11)
and let ppxq be twice the Schwarzian derivative of the variable t with respect to the variable x (see
Section 2.8). We suppose that there exist constants Γ and µ such that
|ppξq| ď Γ expp´µ|ξ|q for all ξ P R, (12)
that λ ą 2
µ
, and that λ ą 2Γ. Then there exists a function δ in the space SpRq of rapidly decaying
2
Schwartz functions (see Section 2.1) such that
rptq “ logpqptqq ` δpxptqq (13)
closely approximates a solution of (5), the support of the Fourier transform pδ of δ is contained in the
interval p´?2λ,?2λq, and ˇˇˇpδpξqˇˇˇ ď Γ
λ
exp p´µ |ξ|q for all |ξ| ă
?
2λ. (14)
Moreover the function α defined via the formula
αptq “ λ
ż t
a
exp
ˆ
rpuq
2
˙
du (15)
is a phase function for a second order differential equation of the form
y2ptq ` λ2
ˆ
1` νptq
4λ2
˙
qptqyptq “ 0 for all a ď t ď b, (16)
where ν is an element of SpRqwhose L8 pRq norm is on the order of expp´µλq. While α is not a phase
function for the original equation (1), the functions u, v obtained by inserting (15) into the formulas
(2) and (3) approximate solutions of (1) with accuracy on the order of λ´1 exp p´µλq.
The bound (14) implies that when δ is approximated using various series expansions, the number of
terms required to represent it to a specified precision is independent of λ. For instance, the minimum
number of terms in the Legendre expansion of the restriction of δ to the interval ra, bs required to
achieve a specified precision is independent of λ. Assuming that q is nonoscillatory, it follows that r
and α can be represented likewise; that is, using finite series expansions whose number of terms is in-
dependent of λ (it is in this sense that they are nonoscillatory). In other words: Op1q terms are required
to represent the function δwhich enables us to approximate solutions of (1) with accuracy on the order
ofO
`
λ´1 expp´µλq˘. This is in contrast to superasymptotic and hyperasymptotic expansions (see, for
instance, [10, 11]) which approximate solutions of (1) to accuracy on the order of expp´ρλq, but which
require Opλq terms in order to do so. Note that we avoid discussing the Fourier transforms of r and α
because they need not decay at infinity and so there is no assurance that their Fourier transforms are
functions (as opposed to tempered distributions).
The results presented in this article improve upon those of [12], which observed that solutions of (1)
can be represented with accuracy on the order of expp´µλq using functions which are in L2 pRq X
C8pRq and whose Fourier transforms decay exponentially. Here we show that the function δ which
represents the solutions of (1) is an element of the space SpRq of rapidly decaying Schwartz functions
(see Section 2.1) and that its Fourier transform is both exponentially decaying and compactly sup-
ported (so that δ is entire). Moreover, we substantially reduce the constants appearing in the bounds
on the decay of the Fourier transform of δ and in the error of the associated approximations of the
solutions of (1). Among other things, these new observations play an important role in the analysis
of an algorithm for constructing a nonoscillatory solution α of (4) whose running time is independent
of λ. This algorithm allows for the numerical evaluation of solutions of second order linear ordinary
differential equations of the form (1) using a number of operations which is independent of λ. It will
be reported at a later date.
The remainder of this paper is organized as follows. Section 2 summarizes a number of well-known
mathematical facts and establishes the notation which is used throughout this article. In Section 3, we
reformulate Kummer’s equation as a nonlinear integral equation. The statement of the main result of
this paper, Theorem 12, is given in Section 4 and its proof is divided among Sections 5, 6 and 7.
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2. Preliminaries
2.1. Function spaces
We denote by C pRq the set of continuous functions R Ñ C. If f P C pRq and, for each ǫ ą 0, there
exists a compact set K such that |fpxq| ă ǫ for all x R K , then we say that f vanishes at infinity. We
denote the set of continuous functions which vanish at infinity by C0 pRq. By C8pRq we mean the set
of infinitely differentiable functions R Ñ C, and C8c pRq is the set of compact supported functions in
C8 pRq.
We say that ϕ P C8 pRq is a Schwartz function if ϕ and all of its derivatives decay faster than any
polynomial. That is, if
sup
tPR
|tiϕpjqptq| ă 8 (17)
for all pairs i, j of nonnegative integers. The set of all Schwartz functions is denoted by SpRq; clearly,
it contains the set C8c pRq. We endow SpRqwith the topology generated by the family of seminorms
}ϕ}k “
kÿ
j“0
sup
tPR
ˇˇˇ
tkϕpjqpxq
ˇˇˇ
k “ 0, 1, 2, . . . (18)
so that a sequence tϕnu of functions in SpRq converges to ϕ in SpRq if and only if
lim
nÑ8
}ϕn ´ ϕ}k “ 0 for all k “ 0, 1, 2, . . . . (19)
We denote the space of continuous linear functionals on SpRq, which are known as tempered distribu-
tions, by S1pRq. We endow S1pRqwith the weak-* topology so that a sequence tωnu in S1pRq converges
to ω P S1pRq if and only if
lim
nÑ8
ωnpϕq “ ωpϕq (20)
for all ϕ P SpRq. We refer the reader to [13] for a thorough discussion of the properties of Schwartz
functions and tempered distributions.
2.2. The Fourier transform
We define the Fourier transform of a function f P SpRq via the formula
pfpξq “ ż 8
´8
expp´ixξqfpxq dx. (21)
The Fourier transform is an isomorphism SpRq Ñ SpRq (meaning that it is a continuous, invertible
mapping SpRq Ñ SpRqwhose inverse is also continuous). The formula
〈pω,ϕ〉 “ 〈ω, pϕ〉 (22)
extends the Fourier transform to an isomorphism S1pRq Ñ S1pRq. The definition (22) coincides with
(21) when f P L1 pRq. Moreover, when f P L2 pRq,
pfpξq “ lim
RÑ8
ż R
´R
expp´ixξqfpxq dx. (23)
Owing to our choice of convention for the Fourier transform,zf ˚ gpξq “ pfpξqpgpξq (24)
and yf ¨ gpξq “ 1
2π
ż 8
´8
pfpξ ´ ηqpgpηq dη (25)
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whenever f and g are elements of L1 pRq. Moreover,
fpxq “ 1
2π
ż 8
´8
exppixξq pfpξq dξ (26)
whenever f and pf are elements of L1 pRq. The observation that f is an entire function when pf is a
compactly supported distribution is one consequence of the well-known Paley-Wiener theorem. See
[14, 15] for a thorough treatment of the Fourier transform.
2.3. Convolution exponentials
Formally, the Fourier transform of
exp pfpxqq (27)
is the sum
2πδpξq ` ψpξq ` ψ ˚ ψpξq
2!p2πq `
ψ ˚ ψ ˚ ψpξq
3!p2πq2 ` ¨ ¨ ¨ , (28)
where ψ denotes the Fourier transform of f and δ is the delta distribution. The expression (28), which
is referred to as the convolution exponential of ψ, is typically denoted by exp˚ rψs.
We will not encounter the expression (28) in this article; however, we will consider the Fourier trans-
forms of functions of the form
exppfpxqq ´ 1 (29)
and
exppfpxqq ´ fpxq ´ 1. (30)
So, in analogy with the definition of exp˚, we define exp
˚
1
rψs and exp˚
2
rψs for ψ P L1 pRq via the
formulas
exp˚1 rψs pξq “ ψpξq `
ψ ˚ ψpξq
2!p2πq `
ψ ˚ ψ ˚ ψpξq
3!p2πq2 ` ¨ ¨ ¨ (31)
and
exp˚2 rψs pξq “
ψ ˚ ψpξq
2!p2πq `
ψ ˚ ψ ˚ ψpξq
3!p2πq2 ` ¨ ¨ ¨ . (32)
That is, exp˚
1
rψs is obtained by truncating the leading term of exp˚ rψs and exp˚
2
rψs is obtained by
truncated the first two leading terms of exp˚ rψs. By repeatedly applying the inequality
}f ˚ g}1 ď }f}1}g}1, (33)
which can be found in [16] (for instance), we obtain
}ψ}
1
`
›››› ψ ˚ ψ2!p2πq
››››
1
`
››››ψ ˚ ψ ˚ ψ3!p2πq2
››››
1
` ¨ ¨ ¨ ď
8ÿ
n“1
}ψ}n
1
n!p2πqn´1 ď }ψ}1 exp
ˆ}ψ}1
2π
˙
(34)
and ›››› ψ ˚ ψ2!p2πq
››››
1
`
››››ψ ˚ ψ ˚ ψ3!p2πq2
››››
1
` ¨ ¨ ¨ ď
8ÿ
n“2
}ψ}n
1
n!p2πqn´1 ď
}ψ}2
1
4π
exp
ˆ}ψ}1
2π
˙
, (35)
fromwhich we see that the series (31) and (32) converge absolutely in L1 pRqwhen ψ P R and therefore
define L1 pRq functions. Suppose that f is the inverse Fourier transform of ψ P L1 pRq. For each
nonnegative integer n, we define fn by
fnpxq “
nÿ
k“1
pfpxqqk
k!
. (36)
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We observe that tfnu converges in L8 pRq to exppfpxqq ´ 1. Sincexfnpξq “ ψpξq ` ψ ˚ ψpξq
2!p2πq ` ¨ ¨ ¨ `
ψ ˚ ψ ˚ ¨ ¨ ¨ ˚ ψpξq
n!p2πqn´1 (37)
for each nonnegative integer n, it follows from (34) that
!xfn) converges in L1 pRq to exp˚1 rψs. We
conclude that the Fourier transform of exppfpxqq ´ 1 is exp˚
1
rψs. A nearly identical argument shows
that the Fourier transform of exppfpxqq ´ fpxq ´ 1 is exp˚
2
rψs.
Theorem 1. If f P SpRq, then exppfpxqq ´ 1 and exppfpxqq ´ fpxq ´ 1 are elements of SpRq.
Proof. Since f P SpRq, expp|fpxq|q is bounded and
sup
xPR
|xkfpxq| ă 8 (38)
for any nonnegative integer k. Consequently,
sup
xPR
ˇˇˇ
xk pexppfpxqq ´ 1q
ˇˇˇ
ď sup
xPR
ˇˇˇ
xkfpxq
ˇˇˇ
exp p|fpxq|q ă 8 (39)
for any nonnegative integer k. We conclude that exppfpxqq ´ 1 decays faster than any polynomial. We
observe that the nth derivative of exppfpxqq ´ 1 is of the form
P
´
fpxq, f 1pxq, f2pxq, . . . , f pnqpxq
¯
exppfpxqq, (40)
where P is a polynomial in n variables of the form
P px1, x2, . . . , xnq “
ÿ
1ďk1`k2`...`knďn
Ck1,k2,...,knx
k1
1
xk2
2
. . . xknn . (41)
Since f, f 1, f2, . . . , f pnq are elements of SpRq,
pfpxqqk1pf 1pxqqk2 . . .
´
f pnqpxq
¯kn
(42)
decays faster than any polynomial whenever k1, k2, . . . , kn are nonnegative integers not all of which
are 0. We combine this observation with the fact that exppfpxqq is bounded in order to conclude that
the function (40) decays faster than any polynomial; i.e., the nth derivative of exppfpxqq ´ 1 decays
faster than any polynomial. Therefore exppfpxqq ´ 1 is in SpRq. Since exppfpxqq ´ fpxq ´ 1 is obtained
from exppfpxqq ´ 1 by subtracting the Schwartz function f , it is also an element of SpRq.
We combine Theorem 1 with the observation that the Fourier transform is a continuous mapping
SpRq Ñ SpRq in order to obtain the following theorem.
Theorem 2. If ψ P SpRq, then exp˚
1
rψs and exp˚
2
rψs are elements of SpRq.
2.4. The constant coefficient Helmholtz equation
Under certain conditions on the function f , a solution of the inhomogeneous Helmholtz equation
y2pxq ` λ2ypxq “ fpxq for all x P R (43)
can be obtained via the Fourier transform. For instance, the following theorem is a special case of a
more general one which can be found in [17].
Theorem 3. Suppose that f P L1 pRqXCpRq, and that λ is a positive real number. Then the function g defined
by the formula
gpxq “ 1
2λ
ż 8
´8
sin pλ |x´ y|q fpyq dy (44)
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is twice continuously differentiable,
g2pxq ` λ2gpxq “ fpxq for all x P R, (45)
and
pgpξq “ pfpξq
λ2 ´ ξ2 . (46)
We interpret the Fourier transform (46) of g as a tempered distribution defined via principal value
integrals; that is to say that for all ϕ P SpRq,〈 pfpξq
λ2 ´ ξ2 , ϕ
〉
“ 1
2λ
˜
lim
ǫÑ0
ż
|ξ´λ|ąǫ
pfpξqϕpξq
λ´ ξ dξ ´ limǫÑ0
ż
|ξ`λ|ąǫ
pfpξqϕpξq
λ` ξ dξ
¸
. (47)
We also note that the requirement that f is continuous ensures that (45) holds for all x P R; without
such an assumption on f , we are only guaranteed that (45) holds for almost all x P R.
When f P L2 pRq and λ is real-valued, the integral (44) defining the function g is not necessarily
absolutely convergent and the expression pfpξq
λ2 ´ ξ2 , (48)
which is formally the Fourier transform of g, need not define a tempered distribution. If, however, the
support of pf is contained in p´λ, λq, then (48) is a compactly supported element of L1 pRq. In this case,
we define g through the formula
gpxq “ 1
2π
ż 8
´8
exppixξq
pfpξq
λ2 ´ ξ2 dξ. (49)
Since g is the inverse Fourier transform of a compactly supported function, it is entire. Moreover, the
Fourier transform of
g2pxq ` λ2gpxq (50)
is
´ ξ2
pfpξq
λ2 ´ ξ2 ` λ
2
pfpξq
λ2 ´ ξ2 “
pfpξq, (51)
from which we conclude that
g2pxq ` λ2gpxq “ fpxq (52)
almost everywhere. Since both g and f are both entire, (52) in fact holds for all x P R. We record these
observations as follows.
Theorem 4. Suppose that f P L2 pRq, that λ is a positive real number, and that the support of pf is contained
in the interval p´λ, λq. Then the function g defined via the formula
gpxq “ 1
2π
ż 8
´8
exppixξq
pfpξq
λ2 ´ ξ2 dξ (53)
is entire,
g2pxq ` λ2gpxq “ fpxq for all x P R, (54)
and
pgpξq “ pfpξq
λ2 ´ ξ2 . (55)
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The following variant of Theorem 3 can be found in [18].
Theorem 5. Suppose that f is continuous on the interval ra, bs, and that λ is a positive real number. Suppose
also that y : ra, bs Ñ C is twice continuously differentiable, and that
y2pxq ` λ2ypxq “ fpxq for all a ď x ď b. (56)
Then
ypxq “ ypaq ` y1paqpx´ aq ` 1
λ
ż x
a
sin pλ px´ uqq fpuq du for all a ď x ď b. (57)
2.5. Modified Bessel functions
The modified Bessel function Kνptq of the first kind of order ν is defined for t P R and ν P C by the
formula
Kνptq “
ż 8
0
exp p´t cosh ptqq coshpνtq dt. (58)
The following bound on the ratio ofKν`1 toKν can be found in [19].
Theorem 6. Suppose that t ą 0 and ν ą 0 are real numbers. Then
Kν`1ptq
Kνptq ă
ν `?ν2 ` t2
t
ď 2ν
t
` 1. (59)
2.6. The binomial theorem
A proof of the following can be found in [20], as well as many other sources.
Theorem 7. Suppose that r is a real number, and that y is a real number such that |y| ă 1. Then
p1` yqr “
8ÿ
k“0
Γpr ` 1q
Γpk ` 1qΓpr ´ k ` 1qy
k. (60)
2.7. Fre´chet derivatives and the contraction mapping principle
Given Banach spaces X, Y and a mapping f : X Ñ Y between them, we say that f is Fre´chet differ-
entiable at x P X if there exists a bounded linear operatorX Ñ Y , denoted by f 1x, such that
lim
hÑ0
}fpx` hq ´ fpxq ´ f 1x rhs}
}h} “ 0. (61)
Theorem 8. Suppose that X and Y are a Banach spaces and that f : X Ñ Y is Fre´chet differentiable at every
point of X. Suppose also that D is a convex subset of X, and that there exists a real numberM ą 0 such that
}f 1x} ďM (62)
for all x P D. Then
}fpxq ´ fpyq} ďM}x´ y} (63)
for all x and y in D.
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Suppose that f : X Ñ X is a mapping of the Banach space X into itself. We say that f is contractive
on a subsetD ofX if there exists a real number 0 ă α ă 1 such that
}fpxq ´ fpyq} ď α}x´ y} (64)
for all x, y P D. Moreover, we say that txnu8n“0 is a sequence of fixed point iterates for f if xn`1 “ fpxnq
for all n ě 0.
Theorem 8 is often used to show that a mapping is contractive so that the following result can be
applied.
Theorem 9. (The Contraction Mapping Principle) Suppose that D is a closed subset of a Banach space X.
Suppose also that f : X Ñ X is contractive on D and fpDq Ă D. Then the equation
x “ fpxq (65)
has a unique solution σ˚ P D. Moreover, any sequence of fixed point iterates for the function f which contains
an element inD converges to σ˚.
A discussion of Fre´chet derivatives and proofs of Theorems 8 and 9 can be found in, for instance, [21].
2.8. Schwarzian derivatives
The Schwarzian derivative of a smooth function f : R Ñ R is
tf, tu “ f
3ptq
f 1ptq ´
3
2
ˆ
f2ptq
f 1ptq
˙
2
. (66)
If the function xptq is a diffeomorphism of the real line (that is, a smooth, invertible mapping R Ñ R),
then the Schwarzian derivative of xptq can is related to the Schwarzian derivative of its inverse tpxq;
in particular,
tx, tu “ ´
ˆ
dx
dt
˙2
tt, xu. (67)
The identity (67) can be found, for instance, in Section 1.13 of [6].
2.9. A bump function
It is well known that the function ϕ defined by the formula
ϕpξq “
ˆż
1
´1
exp
ˆ
1
u2 ´ 1
˙
du
˙´1 ż ξ
´8
exp
ˆ
1
u2 ´ 1
˙
χp´1,1qpuq du (68)
is an element of C8 pRq such that ϕpξq “ 0 for all ξ ă ´1, ϕpξq “ 1 for all ξ ą 1 and 0 ď ϕpξq ď 1
for all ξ P R (see, for instance, [16]). We suppose that λ is a positive real number and define the bump
function pb via the formula pbpξq “ 1
2
ˆ
ϕ
ˆ
ξ ` c
α
˙
´ ϕ
ˆ
ξ ´ c
α
˙˙
, (69)
where
c “
?
2λ` λ
2
(70)
and
α “ c´ λ
4
“
?
2λ´ λ
4
. (71)
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We observe that pb is an element of C8c pRq, the support of pb is contained in p´?2λ,?2λq, 0 ď pbpξq ď 1
for all ξ P R, and pbpξq “ 1 for all |ξ| ď λ. Since pb is an element of C8c pRq, its inverse Fourier transform
b is an entire function and an element of SpRq.
2.10. The Liouville-Green transform
The Liouville-Green transform is a well-known tool for analyzing the variable coefficient Helmholtz
equation
y2ptq ` λ2qptqyptq “ fptq. (72)
The following can be found in Chapter 2 of [22] (for instance).
Theorem 10. Suppose that q : ra, bs Ñ R is twice continuously differentiable and strictly positive, that
f : ra, bs Ñ C is continuous, that the function x is defined by the formula
xptq “
ż t
a
a
qpuq du, (73)
and that the function p is defined by the formula
pptq “ 1
qptq
˜
5
4
ˆ
q1ptq
qptq
˙2
´ q
2ptq
qptq
¸
. (74)
Suppose also that y : ra, bs Ñ R is twice continuously differentiable, and that
y2ptq ` λ2qptqyptq “ fptq for all a ď t ď b. (75)
Then the inverse tpxq of the function xptq is continuously differentiable, and the function ϕ : r0, xpbqs Ñ R
defined by the formula
ϕpxq “ pqptpxqqq1{4 yptpxqq (76)
is the unique solution of the initial value problem$’’’&’’’%
ϕ2pxq ` λ2ϕpxq “ pqpxqq´3{4fpxq ´ 1
4
ppxqϕpxq for all 0 ď x ď xpbq
ϕp0q “ pqpaqq1{4ypaq
ϕ1p0q “ q1paqpqpaqq´5{4ypaq ` pqpaqq´1{4y1paq.
(77)
Remark 1. We observe that due to Formula (67), the function ppxq appearing in (77) is twice the Schwarzian
derivative of the inverse tpxq of the function xptq defined in (73). That is, ppxq “ 2tt, xu.
2.11. Gronwall’s inequality
The following well-known inequality can be found in, for instance, [23].
Theorem 11. Suppose that f and g are continuous functions on the interval ra, bs such that
fptq ě 0 and gptq ě 0 for all a ď t ď b. (78)
Suppose further that there exists a real number C ą 0 such that
fptq ď C `
ż t
a
fpsqgpsq ds for all a ď t ď b. (79)
Then
fptq ď C exp
ˆż t
a
gpsq ds
˙
for all a ď t ď b. (80)
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3. Integral equation formulation
In this section, we reformulate Kummer’s equation`
α1ptq˘2 “ λ2qptq ´ 1
2
α3ptq
α1ptq `
3
4
ˆ
α2ptq
α1ptq
˙
2
(81)
as a nonlinear integral equation. We assume that the function q has been extended to the real line and
we seek a function α which satisfies (81) on the real line.
By letting `
α1ptq˘2 “ λ2 expprptqq (82)
in (81), we obtain the equation
r2ptq ´ 1
4
`
r1ptq˘2 ` 4λ2 pexpprptqq ´ qptqq “ 0 for all t P R. (83)
We next take r to be of the form
rptq “ logpqptqq ` δptq, (84)
which results in
δ2ptq ´ 1
2
q1ptq
qptq δ
1ptq ´ 1
4
`
δ1ptq˘2 ` 4λ2qptq pexppδptqq ´ 1q “ qptqpptq, for all t P R, (85)
where p is defined by the formula
pptq “ 1
qptq
˜
5
4
ˆ
q1ptq
qptq
˙
2
´ q
2ptq
qptq
¸
. (86)
Expanding the exponential in a power series and rearranging terms yields the equation
δ2ptq ´ 1
2
q1ptq
qptq δ
1ptq ` 4λ2qptqδptq ´ 1
4
`
δ1ptq˘2 ` 4λ2qptq˜pδptqq2
2
` pδptqq
3
3!
` ¨ ¨ ¨
¸
“ qptqpptq. (87)
Applying the change of variables
xptq “
ż t
a
a
qpuq du (88)
transforms (87) into
δ2pxq ` 4λ2δpxq ´ 1
4
`
δ1pxq˘2 ` 4λ2˜pδpxqq2
2
` pδpxqq
3
3!
` ¨ ¨ ¨
¸
“ ppxq for all x P R. (89)
At first glance, the relationship between the function ppxq appearing in (89) and the coefficient qptq in
the ordinary differential equation (1) is complex. However, the function pptq defined via (86) is related
to the Schwarzian derivative (see Section 2.8) of the function xptq defined in (88) via the formula
pptq “ ´ 2
qptq tx, tu “ ´2
ˆ
dt
dx
˙2
tx, tu . (90)
It follows from (90) and Formula (67) in Section 2.8 that
ppxq “ 2 tt, xu . (91)
That is to say: p, when viewed as a function of x, is simply twice the Schwarzian derivative of t with
respect to x.
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It is also notable that the part of (89) which is linear in δ is the constant coefficient Helmholtz equation.
This suggests that we form an integral equation for (89) using a Green’s function for the Helmholtz
equation. To that end, we define the linear integral operator T for functions f P L1 pRq XC pRq via the
formula
T rf s pxq “ 1
4λ
ż 8
´8
sin p2λ |x´ y|q fpyq dy. (92)
We extend the domain of T to include functions f P L2 pRqwhose Fourier transforms have support in
the interval p´2λ, 2λq through the formula
T rf s pxq “ 1
2π
ż 8
´8
exppixξq
pfpξq
4λ2 ´ ξ2 dξ. (93)
Introducing the representation
δpxq “ T rσs pxq (94)
into (89) yields the nonlinear integral equation
σpxq “ S rT rσss pxq ` ppxq for all x P R, (95)
where S is the nonlinear differential operator defined by the formula
S rf s pxq “ pf
1pxqq2
4
´ 4λ2
˜
pfpxqq2
2!
` pfpxqq
3
3!
` pfpxqq
4
4!
` ¨ ¨ ¨
¸
. (96)
According to Theorems 3 and 4, if σ is a solution of the integral equation (95) and either σ P L1 pRq X
C pRq or σ P L2 pRq and the support of pσ is contained in p´2λ, 2λq, then the function δ defined via
formula (94) is a solution of (89). Moreover, the function r defined via the formula
rptq “ logpqptqq ` δpxptqq (97)
is a solution of (83), and
αptq “ λ
ż t
a
exp
ˆ
rpuq
2
˙
du (98)
is a phase function for (1).
4. Existence of nonoscillatory phase functions
The nonlinear integral equation (95) is not solvable for arbitrary p. However, when the Fourier trans-
form of the function p decays exponentially, there exists a function σ whose Fourier transform is com-
pactly supported and a function ν of magnitude on the order of expp´ρλq, where ρ is a real constant,
such that
σpxq “ S rT rσss pxq ` ppxq ` νpxq for all x P R. (99)
The following theorem, which is the principal result of this article, makes these statements precise. Its
proof is given in Sections 5, 6 and 7.
Theorem 12. Suppose that q P C8 pRq is strictly positive, that xptq is defined by the formula
xptq “
ż t
0
a
qpuq du, (100)
and that the function p defined via the formula
ppxq “ 2tt, xu (101)
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is an element of SpRq. Suppose furthermore that there exist positive real numbers λ, Γ and µ such that
λ ą 2max
"
1
µ
,Γ
*
(102)
and
|ppξq| ď Γ exp p´µ |ξ|q for all ξ P R. (103)
Then there exist functions σ and ν in SpRq such that σ is a solution of the nonlinear integral equation
σpxq “ S rT rσss pxq ` ppxq ` νpxq, for all x P R, (104)
|pσpξq| ď ˆ1` 2Γ
λ
˙
Γ exp p´µ|ξ|q for all |ξ| ď
?
2λ, (105)
pσpξq “ 0 for all |ξ| ą ?2λ, (106)
and
}ν}8 ď Γ
2µ
ˆ
1` 4Γ
λ
˙
exp p´µλq . (107)
Remark 2. By combining (102) with (105), we see that
|pσpξq| ď 2Γ exp p´µ|ξ|q (108)
for all |ξ| ď ?2λ. Similarly, we conclude from (102) and (107) that
}ν}8 ď 3Γ
2µ
exp p´µλq . (109)
Suppose that σ and ν are the functions obtained by invoking Theorem 12, and that xptq is the function
defined by the formula
xptq “
ż t
a
a
qpuq du. (110)
We define δ by the formula
δpxq “ T rσs pxq, (111)
r by the formula
rptq “ logpqptqq ` δpxptqq, (112)
and α by the formula
αptq “ λ
ż t
a
exp
ˆ
rpuq
2
˙
du. (113)
From the discussion in Section 3, we conclude that δpxq is a solution of the nonlinear differential
equation
δ2pxq ` 4λ2δpxq “ S rδs pxq ` ppxq ` νpxq for all x P R, (114)
that rptq is a solution of the nonlinear differential equation
r2ptq ´ 1
4
pr1ptqq2 ` 4λ2 pexpprptqq ´ qptqq “ qptqνptq for all t P R, (115)
and that α is a solution of the nonlinear differential equation`
α1ptq˘2 “ λ2ˆνptq
4λ2
` 1
˙
qptq ´ 1
2
α3ptq
α1ptq `
3
4
ˆ
α2ptq
α1ptq
˙
2
for all t P R. (116)
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From (116), we see that α is a phase function for the second order linear ordinary differential equation
y2ptq ` λ2
ˆ
1` νptq
4λ2
˙
qptqyptq “ 0 for all a ď t ď b. (117)
Since the magnitude of ν is small, we expect that the difference between solutions of (117) and those of
(1) will be small as well. Indeed, the following theorem follows easily by applying the Liouville-Green
transform and invoking Gronwall’s inequality.
Theorem 13. Suppose that q is continuous and strictly positive on the interval ra, bs, that f is a continu-
ous function ra, bs Ñ C, and that λ is a positive real number. Suppose also that z : ra, bs Ñ C is a twice
continuously differentiable function such that
z2ptq ` λ2qptqzptq “ 0 for all a ď t ď b, (118)
and that y : ra, bs Ñ C is a twice continuously differentiable function such that
y2ptq ` λ2qptqyptq “ fptq for all a ď t ď b, (119)
ypaq “ zpaq, and y1paq “ z1paq. Then there exists a positive real number C such that
|yptq ´ zptq| ď C
λ
sup
aďtďb
|fptq| for all a ď t ď b. (120)
The constant C depends on q but not on λ or f .
Proof. We define the function ∆ by the formula
∆ptq “ yptq ´ zptq (121)
and observe that∆ is the unique solution of the boundary value problem#
∆2ptq ` λ2qptq∆ptq “ fptq for all a ď t ď b
∆paq “ ∆1paq “ 0. (122)
We define the function xptq via the formula
xptq “
ż t
a
a
qpuq du (123)
and use tpxq to denote its inverse; moreover, we define the function pptq via the formula
pptq “ 1
qptq
˜
5
4
ˆ
q1ptq
qptq
˙
2
´ q
2ptq
qptq
¸
. (124)
According to Theorem 10, the function ϕ defined via
ϕpxq “ pqptpxqqq1{4 ∆ptpxqq, (125)
is the unique solution of the initial value problem$&%ϕ2pxq ` λ2ϕpxq “ pqpxqq´3{4 fpxq ´
1
4
ppxqϕpxq for all 0 ď t ď xpbq
ϕp0q “ ϕ1p0q “ 0.
(126)
We conclude from (126) and Theorem 5 that
ϕpxq “ 1
λ
ż x
0
sin pλpx´ uqq
ˆ
pqpuqq´3{4 fpuq ´ 1
4
ppuqϕpuq
˙
du (127)
for all 0 ď x ď xpbq. We let
C1 “ xpbq ¨ sup
aďuďb
pqpuqq´3{4 (128)
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and
}f}8 “ sup
aďuďb
|fpuq| . (129)
We observe that ˇˇˇˇ
1
λ
ż x
0
sin pλpx´ uqq pqpuqq´3{4 fpuq du
ˇˇˇˇ
ď C1
λ
}f}8 (130)
for all 0 ď x ď xpbq. Now we let
C2 “ sup
aďuďb
ppuq (131)
and observe that ˇˇˇˇ
1
4λ
ż x
0
sin pλpx´ uqq ppuqφpuq du
ˇˇˇˇ
ď C2
4λ
ż x
0
|φpuq| du (132)
for all 0 ď x ď xpbq. We combine (127), (130) and (132) in order to conclude that
|ϕpxq| ď C1
λ
}f}8 ` C2
4λ
ż x
0
|φpuq| du (133)
for all 0 ď x ď xpbq. By invoking Gronwall’s inequality (which is Theorem 11 in Section 2.11) we
conclude that
|ϕpxq| ď C1
λ
}f}8 exp
ˆ
C2x
4λ
˙
(134)
for all 0 ď x ď xpbq. We conclude from (121), (125) and (134) that
|yptq ´ zptq| ď C
λ
}f}8 (135)
for all a ď t ď b, where C is defined via the formula
C “ C1 exp
ˆ
C2xpbq
4λ
˙
¨ sup
aďuďb
pqpuqq´1{4 . (136)
By applying Theorem 13 to (117) and (1) we obtain the following.
Theorem 14. Suppose that the hypotheses of Theorem 12 are satisfied, that σ and ν are the functions obtained
by invoking it. Suppose also that α is defined as in (113), and that u, v are the functions defined via the formulas
uptq “ cospαptqqa
α1ptq (137)
and
vptq “ sinpαptqqa
α1ptq . (138)
Then there exist a constant C and a basis tu˜, v˜u in the space of solutions of (1) such that
|uptq ´ u˜ptq| ď C
λ
exp p´µλq for all a ď t ď b (139)
and
|vptq ´ v˜ptq| ď C
λ
exp p´µλq for all a ď t ď b. (140)
The constant C depends on the coefficient q appearing in (1), but not on the parameter λ.
The rest of this article is devoted to the proof of Theorem 12. It is divided among Sections 5, 6 and 7.
The principal difficulty lies in constructing a function ν such that (99) admits a solution. We accom-
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plish this by introducing a modified integral equation
σbpxq “ S rTb rσbs s pxq ` ppxq, (141)
where Tb is a “band-limited” version of T . That is, Tb rf s is defined via the formula{Tb rf spξq “ zT rf spξqpbpξq, (142)
where pbpξq is the C8c pRq bump function given by Formula (69) of Section 2.9. In Section 5, we apply
the Fourier transform to (141) and use the contraction mapping principle to show that under mild
conditions on p and λ the resulting equation admits a solution. This gives rise to a solution σb of (141).
In Section 6, we show that if the Fourier transform of the function p is exponentially decaying, then
the Fourier transform of σb is as well. In Section 7 we use the solution σb of (141) in order to construct
functions σ and ν which satisfy (99). Moreover, we show that σ can be taken to be an element of the
space SpRq of rapidly decaying Schwartz functions (see Section 2.1), that the Fourier transform of σ
is compactly supported and exponentially decaying, and that ν is an element of SpRq whose L8 pRq
norm decays exponentially with λ.
5. Band-limited integral equation
In this section, we introduce a “band-limited” version of the operator T , use it to form an alternative
to the integral equation (95), and apply the contraction mapping principle in order to show that this
alternate equation admits a solution under mild conditions on the function p and the parameter λ.
Let pbpξq be the bump function defined via formula (69) so that
1. pbpξq “ 1 for all |ξ| ď λ,
2. 0 ď pbpξq ď 1 for all ξ P R, and
3. pb is supported on a proper subset of p´?2λ,?2λq.
We define the operator Tb rf s for functions f P C0 pRq such that pf P L1 pRq via the formula
{Tb rf spξq “ pfpξq pbpξq
4λ2 ´ ξ2 . (143)
We will refer to Tb as the band-limited version of the operator T and and we call the nonlinear integral
equation
σbpxq “ S rTb rσbss pxq ` ppxq for all x P R (144)
obtained by replacing T with Tb in (95) the “band-limited” version of (95).
Remark 3. The function pbpξq
4λ2 ´ ξ2 (145)
is an element of C8c pRq since the support of pb is bounded away from the points ˘2λ at which the denominator
vanishes. Consequently, (143) is a compactly supported tempered distribution and Tb rf s is an entire function
whenever f is a tempered distribution. For our purposes, it suffices to know that Tb rf s is defined for pf P L1 pRq.
It is convenient to analyze (144) in the Fourier domain rather than the space domain. We denote by
Wb andĂWb the linear operators defined for f P L1 pRq via the formulas
Wb rf s pξq “ fpξq
pbpξq
4λ2 ´ ξ2 (146)
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and
ĂWb rf s pξq “ fpξq ´iξpbpξq
4λ2 ´ ξ2 , (147)
where pbpξq is the function used to define the operator Tb. We define functions ψpξq and wpξq using the
formulas
ψpξq “ pσbpξq (148)
and
wpξq “ ppξq. (149)
Finally, we define R rf s for functions f P L1 pRq via
R rf s pξq “ 1
8π
ĂWb rf s ˚ĂWb rf s pξq ´ 4λ2 exp˚2 rWb rf s s pξq `wpξq, (150)
where exp˚
2
is the operator defined by Formula (32) of Section 2.3. Applying Fourier transform to both
sides of (144) results in the nonlinear equation
ψpξq “ R rψs pξq. (151)
The following theorem gives conditions under which the sequence tψnu8n“0 of fixed point iterates for
(151) obtained by using the function w defined by (149) as an initial approximation converges. More
explicitly, ψ0 is defined by the formula
ψ0pξq “ wpξq, (152)
and for each integer n ě 0, ψn`1 is obtained from ψn via
ψn`1pξq “ R rψns pξq. (153)
Theorem 15. Suppose that λ ą 0 is a real number, and that w is an element of L1 pRq such that
}w}1 ď π
2
λ2. (154)
Then the sequence tψnu defined by (152) and (153) converges in L1 pRq norm to a function ψ P L1 pRq such
that
ψpξq “ R rψs pξq for all ξ P R. (155)
Proof. We observe that the Fre´chet derivative (see Section 2.7) of R at f is the linear operator R1f :
L1 pRq Ñ L1 pRq given by the formula
R1f rhs pξq “
ĂWb rf s ˚ĂWb rhs pξq
4π
´ 4λ2 exp˚1
„
Wb rf s
2π

˚Wb rhs pξq. (156)
From formulas (146) and (147) and the definition of pbpξqwe see that
}Wb rf s}1 ď
}f}1
2λ2
, (157)
and ›››ĂWb rf s›››
1
ď }f}1?
2λ
(158)
for all f P L1 pRq. We combine (156) with (34) in order to conclude that››R1f rhs››1 ď 14π ›››ĂWb rf s›››1 ›››ĂWb rhs›››1 ` 2λ2π }Wb rf s}1 exp
ˆ}Wb rf s}1
2π
˙
}Wb rhs}1 (159)
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for all f and h in L1 pRq. By inserting (157) and (158) into (159) we see that››R1f rhs››1 ď }f}1}h}18πλ2 ` 2λ2π }f}12λ2 }h}12λ2 exp
ˆ }f}1
4πλ2
˙
ď
ˆ }f}1
8πλ2
` }f}1
2πλ2
exp
ˆ }f}1
4πλ2
˙˙
}h}1
(160)
for all f and h in L1 pRq. Similarly, by combining (150), (35), (157) and (158) we conclude that
}R rf s}
1
ď 1
8π
›››ĂWb rf s›››2
1
` λ
2
π
}Wb rf s}21 exp
ˆ}Wb rf s}1
2π
˙
` }w}1
ď }f}
2
1
16πλ2
` }f}
2
1
4πλ2
exp
ˆ }f}1
4πλ2
˙
` }w}1
(161)
whenever f P L1 pRq. We now let r “ πλ2 and denote by Ω the closed ball of radius r centered at 0 in
L1 pRq. Suppose that f P L1 pRq such that
}f}1 ď r “ πλ2, (162)
and that
}w}1 ď r
2
“ πλ
2
2
. (163)
We insert (162) and (163) into (161) in order to obtain
}R rf s}
1
ď r
2
16πλ2
` r
2
4πλ2
exp
ˆ }f}1
4πλ2
˙
` r
2
“
ˆ
r
16πλ2
` r
4πλ2
exp
ˆ }f}1
4πλ2
˙
` 1
2
˙
r
“
ˆ
1
16
` 1
4
exp
ˆ
1
4
˙
` 1
2
˙
r
ď 9
10
r,
(164)
from which we conclude that Rmaps Ω into itself. Next, we insert (162) into (160) in order to obtain››R1f rhs››1 ď ´ r8πλ2 ` r2πλ2 exp´ r4πλ2¯¯ }h}1
ď
ˆ
1
8
` 1
2
exp
ˆ
1
4
˙˙
}h}1
ď 8
10
}h}1,
(165)
which shows that R is a contraction on Ω. We now invoke the contraction mapping theorem (The-
orem 9 in Section 2.7) in order to conclude that any sequence of fixed point iterates for (151) which
originates inΩwill converge in L1 pRq to a solution of (151). Since tψnu is such a sequence, it converges
in L1 pRq to a function ψ such that
ψpξq “ R rψs pξq for almost all ξ P R. (166)
We change the values of ψ on a set of measure zero (which does not affect R rψs) in order to ensure
that (166) holds for all ξ P R.
6. Fourier estimate
In this section, we derive a pointwise estimate on the solution ψ of Equation (151) under additional
assumptions on the function w.
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Lemma 1. Suppose that µ and C are real numbers such that
0 ď C ă µ. (167)
Suppose also that f P L1 pRq, and that
|fpξq| ď C expp´µ|ξ|q for all ξ P R. (168)
Then
|exp˚2 rf s pξq| ď
C2
2π
expp´µ|ξ|q1 ` µ|ξ|
µ
exp
ˆ
C
2πµ
˙
exp
ˆ
C
2π
|ξ|
˙
for all ξ P R, (169)
where exp˚
2
is the operator defined in (32).
Proof. We let
g1pξq “ C expp´µ|ξ|q (170)
and for each integerm ą 0, we define gm`1 in terms of gm through the formula
gm`1pξq “ 1
2π
gm ˚ g1pξq. (171)
We observe that for each integerm ą 0 and all ξ P R,
gmpξq “ 2
a
µC
ˆ
C|ξ|
2π
˙m´1{2 Km´1{2pµ|ξ|q
Γpmq , (172)
where Kν denotes the modified Bessel function of the second kind of order ν (see Section 2.5). By
repeatedly applying Theorem 6 of Section 2.5, we conclude that for all integersm ą 0 and all real t,
Km´1{2ptq ď K1{2ptq
m´1ź
j“1
˜
2
`
j ´ 1
2
˘
t
` 1
¸
“ K1{2ptq
ˆ
2
t
˙m´1 Γ `1`t
2
`m´ 1˘
Γ
`
1`t
2
˘ . (173)
We insert the identity
K1{2ptq “
c
π
2t
expp´tq (174)
into (173) in order to conclude that for all integersm ą 0 and all real numbers t ą 0,
Km´1{2ptq ď
?
π
2
ˆ
t
2
˙
1{2´m
expp´tqΓ
`
1`t
2
`m´ 1˘
Γ
`
1`t
2
˘ . (175)
By combining (175) and (172) we conclude that
gmpξq ď C expp´µ|ξ|q
ˆ
C
πµ
˙m´1 Γ´1`µ|ξ|
2
`m´ 1
¯
ΓpmqΓ
´
1`µ|ξ|
2
¯ (176)
for all integersm ą 0 and all ξ ‰ 0. Moreover, the limit as ξ Ñ 0 of each side of (176) is finite and the
two limits are equal, so (176) in fact holds for all ξ P R. We sum (176) over m “ 2, 3, . . . in order to
19
conclude that
exp˚2 rgs pξq ď C expp´µ|ξ|q
8ÿ
m“2
ˆ
C
πµ
˙m´1 Γ´1`µ|ξ|
2
`m´ 1
¯
Γpm` 1qΓpmqΓ
´
1`µ|ξ|
2
¯
“ C expp´µ|ξ|q
8ÿ
m“1
ˆ
C
πµ
˙m Γ´1`µ|ξ|
2
`m
¯
Γpm` 2qΓpm` 1qΓ
´
1`µ|ξ|
2
¯
(177)
for all ξ P R. Now we observe that
1
Γpm` 2q ď
ˆ
1
2
˙m
for all m “ 0, 1, 2, . . . . (178)
Inserting (178) into (177) yields
exp˚2 rgs pξq ď C expp´µ|ξ|q
8ÿ
m“1
ˆ
C
2πµ
˙m Γ´1`µ|ξ|
2
`m
¯
Γpm` 1qΓ
´
1µ|ξ|
2
¯ (179)
for all ξ P R. Now we apply the binomial theorem (Theorem 7 of Section 2.6), which is justified since
C ă a ă 2πµ, to conclude that
exp˚2 rgs pξq ď C expp´µ|ξ|q
¨˝ˆ
1´ C
2πµ
˙´ 1`µ|ξ|
2
´ 1‚˛
“ C expp´µ|ξ|q
˜
exp
˜
1` µ|ξ|
2
log
˜
1
1´ C
2πµ
¸¸
´ 1
¸ (180)
for all ξ P R. We observe that
exppxq ´ 1 ď x exppxq for all x ě 0, (181)
and
0 ď log
ˆ
1
1´ x
˙
ď 2x for all 0 ď x ď 1
2π
. (182)
By combining (181) and (182) with (180) we conclude that
exp˚2 rgs pξq ď C expp´µ|ξ|q
ˆ
1` µ|ξ|
2
˙
log
˜
1
1´ C
2πµ
¸
exp
˜
1` µ|ξ|
2
log
˜
1
1´ C
2πµ
¸¸
ď C
2
2π
expp´µ|ξ|q
ˆ
1` µ|ξ|
µ
˙
exp
ˆ
C
2πµ
˙
exp
ˆ
C
2π
|ξ|
˙ (183)
for all ξ P R. Note that in (183), we used the assumption that C ă a in order to apply the inequality
(182). Owing to (168),
|exp˚2 rf s pξq| ď exp˚2 rgs pξq for all ξ P R. (184)
By combining this observation with (183), we obtain (169), which completes the proof.
Remark 4. Kummer’s confluent hypergeometric functionMpa, b, zq is defined by the series
Mpa, b, zq “ 1` az
b
` paq2z
2
pbq22! `
paq3z3
pbq33! ` ¨ ¨ ¨ , (185)
where paqn is the Pochhammer symbol
paqn “ Γpa` nq
Γpaq “ apa` 1qpa` 2q . . . pa` n´ 1q. (186)
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By comparing the definition ofMpa, b, zq with (177), we conclude that
|exp˚2 rf s pξq| ď C expp´µ|ξ|q
ˆ
M
ˆ
1` µ|ξ|
2
, 2,
C
πµ
˙
´ 1
˙
for all ξ P R (187)
provided
|fpξq| ď C expp´µ|ξ|q for all ξ P R. (188)
The weaker bound (169) is sufficient for our immediate purposes, but formula (187) might serve as a basis for
improved estimates on solutions of Kummer’s equation.
The following lemma is a special case of Formula (172).
Lemma 2. Suppose that C ě 0 and µ ą 0 are real numbers, and that f P L1 pRq such that
|fpξq| ď C exp p´µ|ξ|q for all ξ P R. (189)
Then
|f ˚ fpξq| ď C2 expp´µ|ξ|q
ˆ
1` µ|ξ|
µ
˙
for all ξ P R. (190)
We will also make use of the following elementary observation.
Lemma 3. Suppose that µ ą 0 is a real number. Then
expp´µ|ξ|q|ξ| ď 1
µ expp1q for all ξ P R. (191)
We combine Lemmas 1 and 2 with (157) and (158) in order to obtain the following key estimate.
Theorem 16. Suppose that Γ ą 0, λ ą 0, µ ą 0 and C ą 0 are real numbers such that
0 ď C ă 2µλ2. (192)
Suppose also that f P L1 pRq such that
|fpξq| ď C expp´µ|ξ|q for all |ξ| ď
?
2λ, (193)
and that w P L1 pRq such that
|wpξq| ď Γ expp´µ|ξ|q for all ξ P R. (194)
Suppose further that R is the operator defined via (150). Then
|R rf s pξq| ď expp´µ|ξ|q
ˆ
C2
λ2
ˆ
1` µ|ξ|
µ
˙ˆ
1
16π
` 1
2π
exp
ˆ
C
4πλ2µ
˙
exp
ˆ
C
4πλ2
|ξ|
˙˙
` Γ
˙
(195)
for all ξ P R.
Proof. We define the operator R1 via the formula
R1 rf s pξq “ 1
8π
ĂWb rf s ˚ĂWb rf s pξq (196)
and R2 by the formula
R2 rf s pξq “ ´4λ2 exp˚2 rWb rf ss pξq, (197)
whereWb and ĂWb are defined as in Section 5. Then
R rf s pξq “ R1 rf s pξq `R2 rf s pξq ` wpξq (198)
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for all ξ P R. We observe thatˇˇˇĂWb rf s pξqˇˇˇ ď C?
2λ
expp´µ|ξ|q for all ξ P R. (199)
By combining Lemma 2 with (199) we obtain
|R1 rf s pξq| ď C
2
16πλ2
expp´µ|ξ|q
ˆ
1` µ|ξ|
µ
˙
for all ξ P R. (200)
Now we observe that
|Wb rf s pξq| ď C
2λ2
expp´µ|ξ|q for all ξ P R. (201)
Combining Lemma 1 with (201) yields
|R2 rf s pξq| ď C
2
2πλ2
expp´µ|ξ|q
ˆ
1` µ|ξ|
µ
˙
exp
ˆ
C
4πλ2µ
˙
exp
ˆ
C
4πλ2
|ξ|
˙
(202)
for all ξ P R. Note that (192) ensures that the hypothesis (167) in Lemma 1 is satisfied. We combine
(200) with (202) and (194) in order to obtain (195), and by so doing we complete the proof.
Remark 5. Note that Theorem 16 only requires that fpξq satisfy a bound on the interval r´?2λ,?2λs and not
on the entire real line.
In the following theorem, we use Theorem 16 to bound the solution of (151) under an assumption on
the decay of w.
Theorem 17. Suppose that λ ą 0, µ ą 0 and Γ ą 0 are real numbers such that
λ ą 2max
"
Γ,
1
µ
*
. (203)
Suppose also that w P L1 pRq such that
|wpξq| ď Γ expp´µ|ξ|q for all ξ P R. (204)
Then there exists a solution ψ of (151) in L1 pRq such that
|ψpξq| ď
ˆ
1` 2Γ
λ
˙
Γ exp p´µ|ξ|q for all |ξ| ď
?
2λ (205)
and
|ψpξq| ď
ˆ
1` 4Γ
λ
˙
Γ exp
ˆ
´
ˆ
µ´ 1
2πλ
˙
|ξ|
˙
for all ξ P R. (206)
Proof. From (203) and (204) we obtain
}w}1 ď Γ
ż 8
´8
expp´µ |ξ|q dξ “ Γ
µ
ă λ
2
4
. (207)
It follows from Theorem 15 and (207) that a solution ψpξq of (151) is obtained as the limit of the se-
quence of fixed point iterates tψnpξqu defined by the formula
ψ0pξq “ wpξq (208)
and the recurrence
ψn`1pξq “ R rψn s pξq. (209)
We now derive pointwise estimates on the iterates ψnpξq in order to establish (205) and (206).
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We denote by tβku be the sequence of real numbers generated by the recurrence relation
βk`1 “ β
2
k
2λ
` Γ (210)
with the initial value
β0 “ Γ. (211)
Frommathematical induction and (203), we conclude that tβku is a monotonically increasing sequence
which converges to
β “ λ´
a
λ2 ´ 2Γλ. (212)
We also observe that
βn ď β ă
ˆ
1` 2Γ
λ
˙
Γ ď 2Γ. (213)
Now suppose that n ě 0 is an integer, and that
|ψnpξq| ď βn expp´µ|ξ|q for all |ξ| ď
?
2λ. (214)
When n “ 0, this is simply the assumption (204). The function ψn`1pξq is obtained from ψnpξq via the
formula
ψn`1pξq “ R rψ s pξq. (215)
We combine Theorem 16 with (215) and (214) to conclude that
|ψn`1pξq| ď expp´µ|ξ|q
ˆ
β2n
λ2
ˆ
1` µ|ξ|
µ
˙ˆ
1
16π
` 1
2π
exp
ˆ
βn
4πλ2µ
˙
exp
ˆ
βn
4πλ2
|ξ|
˙˙
` Γ
˙
(216)
for all ξ P R. The hypothesis (192) of Theorem 16 is satisfied since
βn ď 2Γ ď 2λ2µ (217)
for all integers n ě 0. We restrict ξ to the interval r´?2λ,?2λs in (216) and use the fact that
1
µλ
ă 1
2
, (218)
which is a consequence of (203), in order to conclude that
|ψn`1pξq| ď expp´µ|ξ|q
ˆ
β2n
λ2
ˆ
1` µ?2λ
µ
˙ˆ
1
16π
` 1
2π
exp
ˆ
βn
4πλ2µ
˙
exp
ˆ
βn
4πλ2
?
2λ
˙˙
` Γ
˙
ď expp´µ|ξ|q
ˆ
β2n
λ
ˆ
1
2
`
?
2
˙ˆ
1
16π
` 1
2π
exp
ˆ
βn
8πλ
˙
exp
ˆ
βn
2
?
2πλ
˙˙
` Γ
˙ (219)
for all |ξ| ď ?2λ. By combining (219) with inequality
βn
λ
ď 2Γ
λ
ď 1 for all n ě 0 (220)
and the observation thatˆ
1
2
`
?
2
˙ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙
exp
ˆ
1
2
?
2π
˙˙
ă 1
2
, (221)
we arrive at the inequality
|ψn`1pξq| ď
ˆ
β2n
2λ
` Γ
˙
expp´µ|ξ|q
“ βn`1 expp´µ|ξ|q,
(222)
which holds for all |ξ| ď ?2λ. We conclude by induction that (214) holds for all integers n ě 0.
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The sequence tψnu converges to ψ in L1 pRq norm and so a subsequence ofψn converges toψ pointwise
almost everywhere. From (213) and (214) we conclude that
|ψpξq| ď β expp´µ|ξ|q (223)
for almost all |ξ| ď ?2λ. By changing the values of ψ on a set of measure 0 (which does not affect the
value of R rψs), we ensure that (223) holds for all |ξ| ď ?2λ. By inserting (213) into (223) we obtain
|ψpξq| ď
ˆ
1` 2Γ
λ
˙
Γ expp´µ|ξ|q for all |ξ| ď
?
2λ, (224)
which is the conclusion (205).
We combine (223) with Theorem 16 (the application of which is justified since β ă 2Γ ă 2λ2µ) to
conclude that
|ψpξq| ď expp´µ|ξ|q
ˆ
β2
λ2
ˆ
1` µ|ξ|
µ
˙ˆ
1
16π
` 1
2π
exp
ˆ
β
4πλ2µ
˙
exp
ˆ
β
4πλ2
|ξ|
˙˙
` Γ
˙
(225)
for all ξ P R. Note the distinction between (214) and (225) is that the former only holds for ξ in the
interval r´?2λ,?2λs, while the later holds for all ξ on the real line. It follows from (203) that
1
λµ
ă 1
2
and β ă 2Γ
λ
ă 1. (226)
We insert these bounds into (225) in order to conclude that
|ψpξq| ď Γ expp´a|ξ|q
ˆ
β2
λ
ˆ
1
2
` |ξ|
λ
˙ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙
exp
ˆ
1
4πλ
|ξ|
˙˙
` Γ
˙
(227)
for all ξ P R. We conclude from Lemma 3 that
exp
ˆ
´ 1
4πλ
|ξ|
˙ˆ
1
2
` |ξ|
λ
˙
ď
ˆ
1
2
` 4π
expp1q
˙
for all ξ P R. (228)
We observe that
exp
ˆ
´ 1
4πλ
|ξ|
˙ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙
exp
ˆ
1
4πλ
|ξ|
˙˙
ď
ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙˙
(229)
for all ξ P R, and that ˆ
1
2
` 4π
expp1q
˙
¨
ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙˙
ă 1. (230)
We combine (228), (229) and (230) in order to conclude that
exp
ˆ
´ 1
2πλ
|ξ|
˙ˆ
β2
λ
ˆ
1
2
` |ξ|
λ
˙ˆ
1
16π
` 1
2π
exp
ˆ
1
8π
˙
exp
ˆ
1
4πλ
|ξ|
˙˙
` Γ
˙
ď β
2
λ
` Γ (231)
for all ξ P R. From (210) and (213) we obtain
β2
λ
` Γ “ β
2
λ
` 2Γ´ Γ “ 2β ´ Γ ă
ˆ
1` 4Γ
λ
˙
Γ. (232)
By inserting (231) into (225) we arrive at
|ψpξq| ă
ˆ
1` 4Γ
λ
˙
Γ exp
ˆ
´
ˆ
µ´ 1
2πλ
˙
|ξ|
˙
for all ξ P R, (233)
which is (206).
Suppose that p is an element of L1 pRq, and that there exist positive real numbers µ and Γ such that
|ppξq| ď Γ exp p´µ |ξ|q for all ξ P R. (234)
Suppose further that ψ P L1 pRq is the solution of (151) obtained by invoking Theorem 15. Then the
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function σb defined by the formula
σbpxq “ 1
2π
ż 8
´8
exppixξqψpξq dξ (235)
is a solution of the integral equation (144). Moreover, according to Theorem 17, if λ ą 2µ´1 and
λ ą 2Γ, then the Fourier transform of σb (which is, of course, ψ) decays faster than any polynomial. In
this event, σb is infinitely differentiable, pσb P L2 pRq, and σb P L2 pRq. We record these observations in
the following theorem.
Theorem 18. Suppose that there exist real numbers λ ą 0, Γ ą 0 and µ ą 0 such that
λ ą 2max
"
Γ,
1
µ
*
. (236)
Suppose also that p is an element of L1 pRq such that
|ppξq| ď Γ exp p´µ|ξ|q for all ξ P R. (237)
Then there exists a solution σb P L2 pRq X C8 pRq of the integral equation (144) such that
| pσbpξq| ď ˆ1` 2Γ
λ
˙
Γ exp p´µ|ξ|q for all |ξ| ď
?
2λ, (238)
and
| pσbpξq| ď ˆ1` 4Γ
λ
˙
Γ exp
ˆ
´
ˆ
µ´ 1
2πλ
˙
|ξ|
˙
for all ξ P R. (239)
7. Perturbed integral equation
Suppose that σb is the function obtained by invoking Theorem 18 so that
σbpxq “ S rTb rσbss pxq ` ppxq. (240)
We rearrange (240) as
σbpxq “ S rT rσbss pxq ` ppxq ` pS rTb rσbss pxq ´ S rT rσbss pxqq (241)
and define νb via the formula
νbpxq “ S rTb rσbss pxq ´ S rT rσbss pxq (242)
so that σb is a solution of the perturbed integral equation
σbpxq “ S rT rσbss pxq ` ppxq ` νbpxq. (243)
From the discussion in Section 4, we see that the phase function arising from σb approximates solutions
of (1) with accuracy on the order of λ´1}νb}8. However, it is not immediately apparent that T rσbs is
defined: the integral
1
2λ
ż 8
´8
sin p2λ |x´ y|qσbpyq dy (244)
need not converge absolutely, and without an estimate on the derivative of pσb, it is not clear thatpσbpξq
4λ2 ´ ξ2 , (245)
which is formally the Fourier transform of T rσbs, defines a tempered distribution (although, in fact,
it does). It is possible obtain a bound on the derivative of pσb by modifying the argument of Section 6.
That bound can be used show that T rσbs is defined and to estimate the magnitude of νb. We prefer the
following, simpler approach to constructing an appropriate perturbation ν of the function p.
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We define the function σ via the formula pσpξq “ pσbpξqpbpξq, (246)
where pbpξq is the function used to define the operator Tb. We observe that, unlike T rσbs, there is
no difficulty in defining T rσs since σ P L2 pRq and the support of pσ is contained in p´?2λ,?2λq.
Moreover, Tb rσbs “ T rσs so that
σbpxq “ S rT rσs s pxq ` ppxq for all x P R. (247)
Rearranging (247), we obtain
σpxq “ S rT rσs s pxq ` ppxq ` νpxq for all x P R, (248)
where ν is defined the formula
νpxq “ σpxq ´ σbpxq. (249)
Using (239), (236) and (249), we conclude that under the hypotheses of Theorem 18,
}ν}8 ď 1
2π
}pσ ´ pσb}1
ď 1
2π
ˆ
1` 4Γ
λ
˙
Γ
ż
|ξ|ěλ
exp
ˆ
´
ˆ
µ´ 1
2πλ
˙
|ξ|
˙
dξ
“ 1
πpµ ´ 1
2πλ
q
ˆ
1` 4Γ
λ
˙
Γ exp
ˆ
´
ˆ
µ´ 1
2πλ
˙
λ
˙
ă Γ
2µ
ˆ
1` 4Γ
λ
˙
exp p´µλq .
(250)
By combining Theorem 18 with (250) we arrive at the following theorem.
Theorem 19. Suppose that q P C8 pRq is strictly positive, and that xptq is defined by the formula
xptq “
ż t
0
a
qpuq du. (251)
Suppose also that ppxq is defined via the formula
ppxq “ 2tt, xu; (252)
that is, ppxq is twice the Schwarzian derivative of the variable t with respect to the variable x defined via (251).
Suppose furthermore that there exist positive real numbers λ, Γ and µ such that
λ ą 2max
"
1
µ
,Γ
*
(253)
and
|ppξq| ď Γ exp p´µ |ξ|q for all ξ P R. (254)
Then there exist functions ν and σ in L2 pRq X C8 pRq such that σ is a solution of the nonlinear integral
equation
σpxq “ S rT rσss pxq ` ppxq ` νpxq, (255)
|pσpξq| ď ˆ1` 2Γ
λ
˙
Γ exp p´µ|ξ|q for all |ξ| ă
?
2λ, (256)
pσpξq “ 0 for all |ξ| ě ?2λ, (257)
and
}ν}8 ă Γ
2µ
ˆ
1` 4Γ
λ
˙
exp p´µλq . (258)
26
The function σb is obtained as the inverse Fourier transform of the limit ψ of a sequence of fixed point
iterates tψnu for the equation (151). As a consequence of Theorem 2, the functions ψn are elements
of the space SpRq of Schwartz functions if p is an element of SpRq. Thus σb is the limit in L1 pRq of a
sequence of Schwartz functions. The following proof of the principal result of this paper, Theorem 12,
proceeds by approximating σb using the inverse Fourier transform of an appropriately chosen ψn.
Proof of Theorem 12. We denote by tψnu the sequence of fixed point iterates for (151) generated by the
function p. That is, ψ0 is defined by the formula
ψ0pξq “ ppξq (259)
and, for each integer n “ 0, 1, 2, . . ., ψn`1 is defined via the formula
ψn`1pξq “ R rψns pξq, (260)
where R is as in (150). According to Theorem 15, the sequence tψnu converges in L1 pRq to a function
ψ such that
ψpξq “ R rψs pξq for all ξ P R. (261)
Moreover, as a consequence of Theorem 2 and the assumption that p P SpRq, each of the ψn is an
element of SpRq. We denote the inverse Fourier transform of ψ by σ˜b. According to Theorem 18, σ˜b is
a solution of the nonlinear integral equation
σ˜bpxq “ S rTb rσ˜bss pxq ` ppxq. (262)
We now define σ˜ via the formula p˜σpξq “ ψpξqpbpξq, (263)
where pb is given in (69), so that
Tb rσ˜bs pξq “ T rσ˜s pξq. (264)
And we define ν˜ via the formula
ν˜pξq “ σ˜pξq ´ σ˜bpξq. (265)
From (262), (264) and (265), we conclude that
σ˜pxq “ S rT rσ˜ss pxq ` ppxq ` ν˜pxq (266)
for all x P R. According to Theorem 19,
}ν˜}8 ă Γ
2µ
ˆ
1` 4Γ
λ
˙
exp p´µλq . (267)
For each integer n “ 0, 1, 2, . . ., we denote by σn the inverse Fourier transform of the function
ψnpξqpbpξq. (268)
The function ψn is in SpRq and pb is an element of C8c pRq, so the σn are contained in SpRq. We combine
(263) and (268) in order to obtain
}σn ´ σ˜}8 ď
1
2π
ż 8
´8
ˇˇˇpbpξqψnpξq ´pbpξqψpξqˇˇˇ dξ ď 1
2π
ż 8
´8
|ψnpξq ´ ψpξq| dξ Ñ 0 as nÑ8. (269)
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Since pb is supported on p´?2λ,?2λq,
}T rσns ´ T rσ˜s}8 ď
1
2π
ż 8
´8
ˇˇˇˇ
ˇpbpξqψnpξq ´pbpξqψpξq4λ2 ´ ξ2
ˇˇˇˇ
ˇ dξ
ď 1
4πλ2
ż 8
´8
ˇˇˇpbpξqψnpξq ´pbpξqψpξqˇˇˇ dξ
ď 1
4πλ2
ż 8
´8
|ψnpξq ´ ψpξq| dξ,
(270)
fromwhich we conclude that T rσns converges to T rσ˜s in L8 pRq. Similarly, if we denote the derivative
of the function T rf s pxqwith respect to x by T rf s1 pxq, then››T rσns1 ´ T rσ˜s1››8 ď 12π
ż 8
´8
ˇˇˇˇ
ˇ´iξpbpξqψnpξq ` iξpbpξqψpξq4λ2 ´ ξ2
ˇˇˇˇ
ˇ dξ
ď 1
2
?
2πλ
ż 8
´8
|ψnpξq ´ ψpξq| dξ,
(271)
from which we conclude that the derivative of T rσns converges to the derivative of T rσ˜s in L8 pRq.
We combine these observations with the definition (96) in order to conclude that
}S rT rσnss ´ S rT rσ˜ss}8 Ñ 0 as nÑ8. (272)
We rearrange (266) as
σnpxq “ S rT rσnss pxq ` ppxq ` νnpxq, (273)
where νn is defined via the formula
νnpxq “ ν˜pxq ` pS rT rσ˜ss pxq ´ S rT rσnssq pxq ` pσnpxq ´ σ˜pxqq . (274)
We combine (274) with (269) and (272) in order to conclude that
}νn ´ ν˜}8 Ñ 0 as nÑ8. (275)
Together (275) and (267) imply
}νn}8 ď
Γ
2µ
ˆ
1` 4Γ
λ
˙
exp p´µλq (276)
when n is sufficiently large. Note that the inequality (267) is strict.
We have already established that ψn and σn are elements of SpRq for all nonnegative integers n. Now
we observe that {T rσnspξq “ xσnpξq
4λ2 ´ ξ2 “
xψnpξqpbpξq
4λ2 ´ ξ2 . (277)
Since the support of pb is contained in p´?2λ,?2λq and ψn is an element of SpRq, we conclude from
(277) that the Fourier transform of T rσns — and hence T rσns — is an element of SpRq for each non-
negative integer n. Next, we combine this observation with Theorem 1 in order to conclude that
S rT rψnss P SpRq for all nonnegative integers n. We rearrange (273) as
νnpxq “ σnpxq ´ S rT rσnss pxq ´ ppxq (278)
and observe that all of the functions appearing on the right-hand side of (278) are elements of SpRq.
We conclude that νn P SpRq for all nonnegative integers n.
It follows from Formulas (213) and (214), which appear in the proof of Theorem 18, that
|ψnpξq| ď
ˆ
1` 2Γ
λ
˙
Γ exp p´µ|ξ|q (279)
28
for all |ξ| ď ?2λ and all nonnegative integers n. We conclude from (273) (276) and (279), and our ob-
servation that σn and νn are elements of SpRq for all nonnegative integers n that we obtain Theorem 12
by letting σ “ σn and ν “ νn for a sufficiently large n.
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