This paper investigates the H 2 and H ∞ suboptimal distributed filtering problems for continuous time linear systems. Consider a linear system monitored by a number of filters, where each of the filters receives only part of the measured output of the system. Each filter can communicate with the other filters according to an a priori given strongly connected weighted directed graph. The aim is to design filter gains that guarantee the H 2 or H ∞ norm of the transfer matrix from the disturbance input to the output estimation error to be smaller than an a priori given upper bound, while all local filters reconstruct the full system state asymptotically. We provide a centralized design method for obtaining such H 2 and H ∞ suboptimal distributed filters. The proposed design method is illustrated by a simulation example.
2) We provide conceptual algorithms for obtaining suitable H 2 and H ∞ suboptimal distributed filters, respectively. This paper is organized as follows. In Section II, we review some basic results on graph theory, detectability properties of linear systems, and the H 2 and H ∞ performance of linear systems. Subsequently, in Section III we formulate the H 2 and H ∞ suboptimal distributed filtering problems. We then provide design methods for obtaining such distributed filters in Section IV. In Section V we provide a simulation example to illustrate our design method. Finally, in Section VI we formulate our conclusions.
Notation
We denote by R the field of real numbers and by R n the space of n dimensional vectors over R. We write 1 N for the n dimensional column vector with all its entries equal to 1. For a given matrix A, we write A ⊤ to denote its transpose and A −1 its inverse (if exists). For a symmetric matrix P, we denote P > 0 if it is positive definite and P < 0 if its negative definite. We denote the identity matrix of dimension n×n by I n . A matrix is called Hurwitz if all its eigenvalues have negative real parts. The trace of a square matrix A is denoted by tr(A). We denote by diag(d 1 , d 2 , . . . , d n ) the n × n diagonal matrix with d 1 , d 2 , . . . , d n on the diagonal. Given matrices R i ∈ R m×m , i = 1, 2, . . . , n, we denote by blockdiag(R i ) the nm ×nm block diagonal matrix with R 1 , R 2 , . . . , R n on the diagonal and we denote by col(R i ) the nm × m column block matrix R ⊤ 1 , R ⊤ 2 , . . . , R ⊤ 
II. PRELIMINARIES

A. Graph Theory
A weighted directed graph is denoted by G = (V, E, A), where V = {1, 2, . . . , N } is the finite nonempty node set, E ⊂ V ×V is the edge set of ordered pairs (i, j) and A = [a ij ] is the associated adjacency matrix with nonnegative entries. The entry a ji of the adjacency matrix A is the weight associated with the edge (i, j) and a ji is nonzero if and only if (i, j) ∈ E. Given a graph G, a directed path from node 1 to node p is a sequence of edges (k, k + 1), k = 1, 2, . . . , p − 1. A graph is called strongly connected if for any pair of distinct nodes i and j, there exists a directed path from i to j. A graph is called simple if a ii = 0, i.e., the graph does not contain self-loops. A graph is called undirected if (i, j) ∈ E implies ( j, i) ∈ E. A simple undirected graph is called connected if for each pair of nodes i and j there exists a path from i to j.
Given a graph G, the degree matrix of G is denoted by
The Laplacian matrix of G is defined as L := D − A. If G is a weighted directed graph, the associated Laplacian matrix L has a zero eigenvalue corresponding to the eigenvector 1 N . If moreover G is strongly connected, then all the other eigenvalues lie in the open right half-plane.
For strongly connected weighted directed graphs, we review the following lemma [19] : Lemma 1: Let G be a strongly connected weighted directed graph with Laplacian matrix L. Then there exists a unique row vector θ = (θ 1 , θ 2 , . . . , θ N ), where θ 1 , θ 2 , . . . , θ N are all positive real numbers, such that θL = 0 and θ1 N = N. Define Θ := diag(θ 1 , θ 2 , . . . , θ N ), then the matrix L := ΘL + L ⊤ Θ is a positive semi-definite matrix associated with a connected weighted undirected graph.
B. Detectability and Detectability Decomposition
In this subsection, we review detectability and the detectability decomposition of linear systems. Consider the linear system
where x ∈ R n represents the state and y ∈ R p the measured output. The matrices A and C are of suitable dimensions. Let p(s) be the characteristic polynomial of A. Then p(s) can be factorized as 
The pair (C, A) is detectable if and only if S = {0}, see e.g. [20] .
There exists an orthogonal matrix T ∈ R n×n such that the pair (C, A) is transformed into the detectability decomposition form
, C 1 ∈ R p×v and the pair (C 1 , A 11 ) is detectable. In addition, if we partition T = (T 1 T 2 ), where T 1 contains the first v columns, then the undetectable subspace is given by
Since T is orthogonal, we also have im(T 1 ) = S ⊥ .
C. H 2 and H ∞ Performance of Linear Systems
In this subsection, we review the H 2 and H ∞ performance of a linear system with external disturbances. Consider the linear system
where x ∈ R n is the state, d ∈ R q the external disturbance and y ∈ R p the measured output. The matrices A, C and E are of suitable dimensions. We first review the H 2 performance of the system (2). Let T d (t) = Ce At E be the impulse response of (2). Then the associated H 2 performance is defined to be the square of its L 2 -norm, given by
Note that the performance (3) is finite if the system (2) is internally stable, i.e., A is Hurwitz.
The following well-known result provides a necessary and sufficient condition under which (2) is internally stable and (3) is smaller than a given upper bound (see e.g. [21] , [22] ):
Lemma 2: Let γ > 0. Then the system (2) is internally stable and J < γ if and only if there exists P > 0 satisfying
Next, we review the H ∞ performance of the system (2). Let T d (s) = C(sI n − A) −1 E be the transfer matrix of (2). If A is Hurwitz, then the H ∞ performance of (2) is defined as the H ∞ norm of T d (s), given by
where σ(T d ( jω)) is the maximum singular value of the complex matrix T d ( jω). The well-known bounded real lemma provides a necessary and sufficient condition under which (2) is stable and (4) is smaller than a given upper bound (see e.g. [23] , [24] ):
Lemma 3: Let γ > 0. Then the system (2) is internally stable and ||T d || ∞ < γ if and only if there exists P > 0 such that
In the next section, we will formulate the H 2 and H ∞ distributed filter design problems that will be addressed in this paper.
III. PROBLEM FORMULATION
Consider the finite-dimensional linear time-invariant system
where x ∈ R n is the state, d ∈ R q the external disturbance, y ∈ R r the measured output and z ∈ R p the output to be estimated. The matrices A, C, D, E and H are of suitable dimensions. The standard optimal filtering problem for the system (5) is to find a filter that takes y as input and returns an optimal estimate ζ of z, while the filter state asymptotically tracks the state x of (5). Here, 'optimal' means that the H 2 or H ∞ norm of the transfer matrix from d to the estimation error z − ζ is minimized over all such filters. In that problem setting, however, a standing assumption is that one single filter is able to acquire the complete measured output y of the system.
In the present paper, we relax this assumption. More specifically, we assume that the measured output y of (5) is not available to one single filter, but is observed by N local filters. Moreover, each local filter only acquires a certain portion of the measured output, namely,
Here, the matrices C i and D i are obtained by partitioning
Clearly, the original output y of (5) has then been partitioned as
In this paper it will be a standing assumption that the pair (C, A) is detectable. We will also assume that none of the pairs (C i , A) is detectable itself. If, for at least one i, the pair (C i , A) is detectable, the distributed filtering problem boils down to the standard optimal filtering problem.
In our distributed case, each local filter makes use of the portion of the measured output that it acquires and will then communicate with its neighboring local filters by exchanging filter state information. In this way, the local filters will together form a distributed filter. Following [8] and [10] , we propose a distributed filter of the form
where w i ∈ R n is the state of the ith local filter and ζ i ∈ R p is the associated output. The matrices G i ∈ R n×r i and F i ∈ R n×n are local filter gains to be designed. The coefficients a ij are the entries of the adjacency matrix A of the communication graph. In this paper, it will be a standing assumption that this graph is a strongly connected weighted directed graph.
For the ith local filter, we introduce the associated local state estimation error e i and local output estimation error η i as
The dynamics of the ith local error system is then given by
The global error system is then given by
where L ∈ R N×N is the Laplacian matrix of the communication graph. The impulse response of the system (7) from the disturbance d to the output estimation error η is equal to
We introduce the global H 2 cost functional
The H 2 optimal distributed filtering problem is then the problem of minimizing the H 2 cost functional (8) over all distributed filters (6) such that the global error system (7) is internally stable. Note that (8) is a function of the local gain matrices
Unfortunately, due to the particular form of (6) , this optimization problem is, in general, non-convex and it is unclear whether a closed-form solution exists. Therefore, instead of trying to find an optimal solution, we will address a version of this problem that only requires suboptimality. More concretely, we aim at designing a distributed filter such that the error system (7) is internally stable and the H 2 performance (8) is smaller than an a priori given tolerance γ. In that case, we say that the distributed filter (6) is H 2 γ-suboptimal:
Definition 4: Let γ > 0. The distributed filter (6) is called H 2 γ-suboptimal if: 1) for all i = 1, 2, . . . , N, whenever d = 0, we have that lim t→∞ x(t) − w i (t) → 0 for all initial conditions on (5) and (6).
2) the associated performance (8) satisfies J < γ. Correspondingly, the H 2 suboptimal distributed filtering problem that we will address is the following:
In addition to the distributed filtering problem with H 2 performance, in this paper we will also consider the version of this problem with H ∞ performance. Obviously, the transfer matrix of the system (7) from the disturbance d to the output estimation error η is equal to
The H ∞ performance of the distributed filter (6) is given by the
The problem that we will then consider is to design a distributed filter (6) such that the error system (7) is internally stable and its H ∞ performance is smaller than an a priori given tolerance γ. In that case, we say that the distributed filter (6) is H ∞ γ-suboptimal: (5) and (6).
Correspondingly, the H ∞ suboptimal distributed filtering problem that we will address is the following:
IV. H 2 AND H ∞ SUBOPTIMAL DISTRIBUTED FILTER DESIGN
In this section, we will address Problems 1 and 2 introduced above and provide design methods for obtaining suboptimal distributed filters.
As we have explained before, the ith local filter (6) receives only a certain portion of the measured output, namely,
In order to proceed, we first apply orthogonal transformations to the pairs (C i , A). For i = 1, 2, . . . , N, let T i be an orthogonal matrix such that the pair (C i , A) is transformed into the detectability decomposition form
where
The integer v i is equal to the dimension of the othogonal complement of the undetectable subspace of the pair (C i , A). Accordingly, partition
Using the fact that (C i1 , A i11 ) is detectable, let Q i1 be any positive definite solution to
Then, by defining
In the sequel, we will make use of the transformed matrices (9) and (10) and the gain matrix (12) to obtain filter gains that solve Problems 1 and 2. Before presenting the main results of this paper, we will first provide a lemma that will be essential for later use. This lemma is a generalization of [8, Lemma 4] , and connects the Laplacian matrix of the communication graph with detectability properties of the system (5).
Lemma 6: Let L := ΘL + L ⊤ Θ, where Θ is defined as in Lemma 1. Define T := blockdiag(T i ) ∈ R nN×nN , where the T i are the orthogonal matrices introduced in (9) and (10) . Let m i > 0 and
The proof of Lemma 6 can be given by adapting the proof of [8, Lemma 4] , replacing the observability decomposition by the detectability decomposition. We omit the details here.
In the next two subsections, we will deal with the design of H 2 and H ∞ suboptimal distributed filters, respectively.
A. H 2 Suboptimal Distributed Filter Design
In this subsection, we will provide a design method for obtaining H 2 suboptimal distributed filters. More specifically, we aim at finding a distributed filter such that the global error system (7) is stable and the associated H 2 performance (8) is less than an a priori given tolerance.
The next lemma expresses the existence of suitable gain matrices F i and G i , i = 1, 2, . . . , N in terms of solvability of LMI's. Lemma 7: Let γ > 0. Let the matrices T , M and L be as introduced in Lemma 6. Let ǫ > 0 be such that
Let G i1 be as defined in (12) . For i = 1, 2, . . . , N, assume there exist κ > 0, P i1 > 0 and P i2 > 0 satisfying
For i = 1, 2, . . . , N, define gain matrices F i and G i by
and
Then the corresponding distributed filter (6) is H 2 γ-suboptimal. Proof: First, it follows from (13) in Lemma 6 that there exists ǫ > 0 such that (14) holds. Next, note that (15) is equivalent to blockdiag
Using (14) , it follows from (21) that blockdiag
Let P := blockdiag(P i ),
Clearly, P > 0. By using (19) , (20) , (23), (9) and (10), then (22) holds if and only if
holds, whereF := blockdiag(F i ) and F i is defined by (19) . Therefore, there exist κ > 0, P i1 > 0 and P i2 > 0 such that (15) holds for i = 1, 2, . . . , N if and only if there exists P > 0 of the form (23) such that (24) holds. Since the solutions of (15) also satisfy (16), we obtain tr Ē ⊤ PĒ < γ.
Finally, since (24) and (25) have a solution P > 0, it follows from Lemma 2 that the error system (7) is internally stable and J < γ. Thus the distributed filter (6) with (20) and (19) is H 2 γ-suboptimal. Remark 8: In Lemma 7, the choice of the parameters m i > 0 is arbitrary. The parameter ǫ > 0 should be chosen sufficiently small so that (14) holds. The gain G i is defined by (20) . Then, of course, the question arises: for chosen m i > 0, ǫ > 0 and G i , how can we find the smallest γ > 0 such that the corresponding distributed filter (6) is H 2 γ-suboptimal? This requires to find the smallest γ such that the LMI's (15) and (16) are solvable. It is well known that this can be done by using a standard bisection algorithm, see e.g. [23, page 115] .
Remark 9: Lemma 7 states that if there exist solutions κ > 0, P i1 > 0 and P i2 > 0 satisfying (15) and (16), then the distributed filter (6) with gain matrices (19) and (20) is H 2 γ-suboptimal. There, the inequality (16) is a global condition for checking suboptimality. In fact, such suboptimality condition can also be checked locally. Indeed, if for i = 1, 2, . . . , N there exist solutions satisfying (15) and
then the corresponding distributed filter (6) with (19) and (20) is H 2 γ-suboptimal. Lemma 7 provides a condition for the existence of suitable gain matrices F i and G i in terms of solvability of LMI's. In the next theorem, we show that, in fact, the LMI's (15) in Lemma 7 always have solutions. In fact, we can take P i2 to be the identity matrix of dimension n − v i and P i1 to be the unique solution of a given Lyapunov equation. In this way we obtain the following conceptual algorithm for computing suitable gain matrices. Theorem 10: Let γ > 0. Then an H 2 γ-suboptimal distributed filter of the form (6) is obtained as follows: 1) Compute θ = (θ 1 , θ 2 , . . . , θ N ) with θ i > 0 such that θL = 0 and θ1 N = N. Then, for i = 1, 2, . . . , N:
2) Compute orthogonal matrices T i that put A, C i , E and H into the form (9) and (10).
3) Take m i = 1 and compute ǫ > 0 such that
4) Compute Q i1 > 0 satisfying (11) . Define G i1 := Q i1 C ⊤ i1 . 5) Take κ > 0 sufficiently large such that
6) Compute P i1 > 0 satisfying the Lyapunov equation
(28) 7) Define gain matrices F i and G i by
Then for all γ > 0 satisfying
the corresponding distributed filter (6) with gain matrices (29) is H 2 γ-suboptimal. Proof: Using Lemma 6, by choosing m i = 1 for i = 1, 2, . . . , N, there exists ǫ > 0 such that (26) holds. Next, for i = 1, 2, . . . , N, we choose κ > 0 sufficiently large such that (27) holds . Since Q i1 is a positive definite solution of (11) and G i1 := Q i1 C ⊤ i1 , then the matrix A i11 − G i1 C i1 is Hurwitz. Consequently, for i = 1, 2, . . . , N, the Lyapunov equation (28) has unique solution P i1 > 0. Since (27) holds and −κǫ I v i < 0, by using the Schur complement, we obtain
. Using (28) and P i2 = I n−v i , it then follows that (15) holds.
On the other hand, by taking P i2 = I n−v i in (16), we obtain (30). It then follows from Lemma 7 that the corresponding distributed filter is H 2 γ-suboptimal.
Remark 11: Note that, in step 1) of Theorem 10, we need to compute the left eigenvector θ of the Laplacian matrix corresponding to the eigenvalue 0. This requires so-called global information on the communication graph. This dependency on global information can be removed using algorithms that compute left eigenvectors of the Laplacian matrix in a distributed fashion, see e.g. [25] or [26] . On the other hand, in step 3) we need to compute ǫ. To do so, we need knowledge of the orthogonal matrices T i , the matrix M and the Laplacian matrix L, which is global information. Also in step 5), we need to find one κ that satisfy (27) for i = 1, 2, . . . , N. Note that, however, we can always take ǫ > 0 sufficiently small and κ > 0 sufficiently large such that (26) and (27) hold, respectively. This might however lead to an achievable tolerance γ that is very large, giving poor suboptimality of the corresponding distributed filter.
In general, the computation of our suboptimal filters requires global information, so cannot be performed in a decentralized fashion. This is in contrast with the decentralized computation of distributed state observers as described in [27] .
B. H ∞ Suboptimal Distributed Filter Design
In this subsection, we will provide a method for obtaining H ∞ suboptimal distributed filters. More concretely, we aim at finding, for a given tolerance γ > 0, a distributed filter such that the global error system (7) is stable and ||T d || ∞ < γ.
The next lemma expresses the existence of suitable gain matrices F i and G i , i = 1, 2, . . . , N in terms of solvability of N nonlinear matrix inequalities.
Lemma 12: Let γ > 0. Let the matrices T , M and L be as introduced in Lemma 6. Let ǫ > 0 be such that
Then the corresponding distributed filter (6) is H ∞ γ-suboptimal. Proof: First, it follows from (13) in Lemma 6 that there exists ǫ > 0 such that (14) holds. Next, note that (33) is equivalent to blockdiag
Using (14) , it then follows from (38) that
Clearly, P > 0. By using (36), (37), (40), (9) and (10), then (39) holds if and only if
holds, whereF := blockdiag(F i ) and F i is defined by (36). Therefore, there exist κ > 0, P i1 > 0 and P i2 > 0 such that (33) holds for i = 1, 2, . . . , N if and only if there exists P > 0 of the form (23) such that (41) holds. Finally, since (41) has a solution P > 0, it follows from Lemma 3 that the error system (7) is internally stable and ||T d || ∞ < γ. Thus the distributed filter (6) with (37) and (36) is H ∞ γ-suboptimal. Lemma 12 provides a condition for the existence of suitable gain matrices F i and G i in terms of solvability of the nonlinear matrix inequalities (33). However, these inequalities are not LMI's. However, by using suitable Schur complements, we can transform the inequalities (33) into LMI's. In this way we obtain the following conceptual algorithm for computing suitable gain matrices.
Theorem 13: Let γ > 0. Then an H ∞ suboptimal distributed filter of the form (6) is obtained as follows: 1) Compute θ = (θ 1 , θ 2 , . . . , θ N ) with θ i > 0 such that θL = 0 and θ1 N = N. For i = 1, 2, . . . , N:
2) Compute an orthogonal matrix T i that puts A, C i , E and H into the form (9) and (10).
3) Take arbitrary m i > 0 and compute ǫ > 0 such that
4) Compute Q i1 > 0 satisfying (11) . Define G i1 := Q i1 C ⊤ i1 . 5) Compute P i1 > 0, P i2 > 0 and κ > 0 such that the inequality (42) (see next page) holds. 6) Define gain matrices F i and G i by
Then the corresponding distributed filter (6) We conclude this section by noting that remarks similar to Remark 8 and Remark 11 hold in the H ∞ case.
V. SIMULATION EXAMPLE
In this section, we will use a simulation example borrowed from [10] to illustrate the conceptual algorithm in Theorem 10 for designing H 2 suboptimal distributed filters. Consider the linear time-invariant system The system (45) is monitored by four local filters, and each local filter acquires a portion of the measured output y, namely,
where the matrices C i and D i are obtained by partitioning The pair (C, A) is detectable but none of the pairs (C i , A) is detectable. We assume the four local filters to be of the form (6) . The communication graph between the four local filters is depicted in Figure 1 . The graph is strongly connected and the associated Laplacian matrix is given by
The normalized left eigenvector θ of L associated with eigenvalue 0 is computed to be θ = 1 1 1 1 .
Next, for i = 1, 2, 3, 4, we compute an orthogonal matrix T i such that the matrices A, C i , E and H are transformed into the form (9) and (10) . For i = 1, 2, 3, 4, we take m i = 1. We also compute ǫ = 0.42 such that (26) holds. Subsequently, for i = 1, 2, 3, 4, we solve (27) and compute κ = 9.6. Following the steps in Theorem 10, gain matrices F i and G i are then computed as As an example, we take the initial state of the system (45) to be x 0 = 1 −0.5 −1 0 ⊤ and the initial state of the distributed filter to be zero. In Figures 2, 3, 4 and 5, we have plotted the state trajectories of the system and that of the distributed filter in absence of external disturbances. It can be seen that the states of the local filters asymptotically track the state of the system (45). Moreover, we compute Thus, for all γ > 1.3717, the distributed filter (6) with gain matrices F i and G i is H 2 γ-suboptimal.
VI. CONCLUSION
In this paper, we have studied the H 2 and H ∞ suboptimal distributed filtering problem for linear systems. We have established conditions for the existence of suitable filter gains. These are expressed in terms of solvability of LMI's. Based on these conditions, we have provided conceptual algorithms for obtaining the H 2 and H ∞ suboptimal distributed filters, respectively. The computation of these distributed filters requires centralized computation, i.e. global information is needed. As a possibility for future research, we mention the extension of the results in this paper to the case that the filter gains need to be computed in a decentralized fashion, see for example [27] . 
