One of the key issues in practical speech processing is to locate precisely endpoints of the input utterance to be free of nonspeech regions. Although lots of studies have been performed to solve this problem, the operation of existing voice activity detection (VAD) algorithms is still far away from ideal. This paper proposes a novel robust feature for VAD method that is based on multi-valued coarsegraining Lempel-Ziv Complexity (MLZC), which is an improved algorithm of the binary coarse-graining Lempel-Ziv Complexity (BLZC). In addition, we use fuzzy c-Means clustering algorithm and the Bayesian information criterion algorithm to estimate the thresholds of the MLZC characteristic, and adopt the dual-thresholds method for VAD. Experimental results on the TIMIT continuous speech database show that at low SNR environments, the detection performance of the proposed MLZC method is superior to the VAD in GSM ARM, G.729 and BLZC method.
Introduction
Voice activity detection (VAD) is used to distinguish speech from noise and is required in many speech applications, such as speech recognition [1] , speech enhancement [2] , voice biometrics [3] , and speech coding [4] . The VAD process is demonstrated in Fig. 1 [5] . Effective VAD of speech signals can not only reduce the amount of speech signals processing operations, but also improve system performance effectively. 
Fig. 1.
Illustration of VAD process [5] At present, various VAD algorithms have been proposed, such as Itakura LPC distance measure [6] , cepstral features [7] , energy levels [8] , the difference of energy and zero-crossing rate [9] , spectral entropy [10] , energyspectral entropy [11] and distance entropy [12] . In the condition of high SNR, the differences between voices and background noises are rather distinct so that many algorithms have good performances in VAD. However, the present VAD algorithms have the problem of detection performance in low SNR environments, especially in the presence of non-stationary noise.
From a physics and mathematics viewpoint, many studies have shown that voice signal has non-linear and non-stationary features [13] . Relevant aspects of current research applied in VAD are: permutation entropy [14] , approximate entropy [15] , C 0 complexity [16] , Lempel-Ziv complexity (LZC) [17] and so on. Among them, Ref. [17] proposed a novel VAD algorithm based on binary coarse-graining Lempel-Ziv complexity (BLZC) in the white Gaussian noise environment with a good detection result, but its detection performance declines dramatically in the low SNR non-Gaussian and nonstationary noise environments (such as: factory noise, babble noise, etc.). Considering that the binary coarse-graining method may lose some important information on dynamical systems, we present a novel VAD method based on multi-valued coarse-graining LZC (MLZC). Besides, we use fuzzy c-Means clustering (FCMC) [18, 19] and the Bayesian information criterion (BIC) algorithm [19, 20] to estimate the thresholds of MLZC and via dual-thresholds method for VAD. Experimental results show that in a variety of noisy environments, MLZC has a better detection performance than the VAD in GSM ARM, G.729 and BLZC method. This paper is organized as follows. In Sec. 2, the multi-valued coarsegraining Lempel-Ziv complexity (MLZC) feature is described. Next, the FCMC algorithm and BIC algorithm are applied to estimate the thresholds of the MLZC feature and dual-thresholds VAD method are given in Sec. 3. In Sec. 4, simulations are provided to verify the MLZC approach whose results are compared with the VAD in GSM ARM, G.729 and BLZC method. Finally, the conclusion and further researches are given in Sec. 5.
Multi-valued Coarse-graining Lempel-Ziv Complexity
With the development of science, especially of nonlinear science, a common viewpoint has been formed, that is, the speech signal is a complex time series and acts as an unstable strange attractor in a chaotic system rather than a random signal. There have been many definitions of complexity measure, for example, Kolmogorov Complexity (KC). Lempel and Ziv introduced an easy mathematical method to calculate the measure of Kolmogorov Complexity which is defined as Lempel-Ziv complexity (LZC) [21] . LZC analysis is based on a coarse-graining of measurements, i.e. the signal to be analyzed is transformed into a sequence whose elements are only a few symbols. The most widely calculation of LZC is based on the binary sequence which generated by the mean value or zero of the input signal, but the binary sequence cannot well characterize speech signal and may lose some important speech information easily. Therefore, we present a novel VAD method based on multi-valued coarse-graining LZC (MLZC). In the following section we present a detailed study of the MLZC for VAD.
Binary Coarse-graining Method
In nonlinear time series, the traditional computation of complexity is based on binary sequence, i.e. given a dynamic system time sequence X={x i |i=1,2,…,n}, and then the average for the time series is
so, the binary sequence s i (1≤i≤n) can be obtained by
Multi-valued Coarse-graining Method
As the time series produced by the binary coarse-graining method is likely to be missing some important information on dynamical systems, we use multivalued coarse-graining method reconstruct the time series, which is defined as follows [22] : Let X={x i |i=1,2,…,n} be a set of time sequences, and let x max be the maximum value and x min be the minimum value of the set. Besides, let L(L>2) be the data coarse-graining segment number of the set, then we define 
Lempel-Ziv Complexity
In the previous section we got the symbol string P={s i |i=1,2,…,n}, and the basic idea of Lempel-Ziv complexity analysis is as follows [23, 24] : Let S and Q denote, respectively, subsequence of the sequence P and SQ be the concatenation of S and Q, while sequence SQv is derived from SQ after its last character is deleted (v means the operation to delete the last character in the sequence r+l+1 . Repeat these procedures until Q is the last character. At this time, the number of different subsequences is c(n). If the length of the symbol sequence is n, the upper bound of c(n) is given by
where, n is a small quantity and  n →0 (n→0). Therefore, in general n/log(n) is upper bound of c(n), i.e.,
so, c(n) is the asymptotic behavior of the random sequence, and c(n) can be normalized via this limit
Example: In order to make the calculation of the c(n) easily understood, Fig.  2 shows how to transform a segment of a speech signal series into a ternary sequence by three-valued coarse-graining method (i.e. L=3) and the result of complexity analysis on the ternary sequence. After three-valued coarsegraining, the resulting P=0000010000112111122221211 (length n=25), and the complex counter c(n) of the sequence P is calculated by complexity analysis as follows. Symbol "•" denotes the end of each different subsequence, and the number of "•" is equal to the value of c(n). 1) Fist character (i.e. in this case 0) is always a novel one. Therefore, the first subsequence is →0•, i.e. c(n)=1. 2) The second character of P is 0 and this is the first subsequence. In this situation, old subsequence S=0, the current subsequence Q=0, concatenated subsequence SQ=00 and previous subsequence SQv=0. Therefore, Q SQv, so Q is not a new subsequence →0•0, i.e. c(n)=1.
3) The third character of P is still 0. The old subsequence (before "•") S=0, the current subsequence Q=00, concatenated subsequence SQ=000 and previous subsequence SQv=00. Therefore, Q  SQv, so Q is not a new subsequence →0•00, i.e. c(n)=1. 4) Results of the fourth and fifth character are the same as the third one. When came to the sixth character of P is 1, the old subsequence S=0, the current subsequence Q=00001, concatenated subsequence SQ=000001 and 5) The seventh character of P is 0. The old subsequence S=000001, the current subsequence Q=0, concatenated subsequence SQ=0000010 and previous subsequence SQv=000001. Therefore, Q SQv, so Q is not a new subsequence →0•00001•0, i.e. c(n)=2.
6) Before the 12th character of P, the new subsequence has not appeared. When came to the 12th character of P is 1, the old subsequence S=000001, the current subsequence Q=000011, concatenated subsequence SQ=000001000011 and previous subsequence SQv=00000100001. Thus 
7) The 13th character of P is 2. The old subsequence S=000001000011, the current subsequence Q=2, concatenated subsequence SQ=00000100001 12 and previous subsequence SQv=000001000011. Therefore 
8) The 14th character of P is 1. The old subsequence S=0000010000112, the current subsequence Q=1, concatenated subsequence SQ=00000100001 121 and previous subsequence SQv=0000010000112. Therefore 
9) When came to the 16th character of P is 1. The old subsequence S=0000010000112, the current subsequence Q=111, concatenated subsequence SQ=0000010000112111 and previous subsequence SQv=000001000011211. Therefore 
By this process, the sequence P is scanned and partitioned as follows:
The number of symbol "•" in P is seven and this is the value of complexity counter c(n).
Algorithm Validation
To verify the effectiveness of LZC in detecting the nonlinear signal, the Logistic model was adopted as a verification object. The Logistic map is a simple mathematical model that describes how the quantity changes of insects over time, which is the best known of the nonlinear dynamic system. This is a one-dimensional Logistic map defined by [25]  
where λ is an external parameter, 1≤λ≤4, and the range of x n is changed from a circle to the interval [0,1]. Fig. 3(a) shows the evolution of Logistic map bifurcation diagram in the range 3.5<λ<4. It is known that there is a stable fixed point x n =0 in the range 0≤λ<1, and another stable fixed point x n =1-1/λ in the range 1≤λ<3, we call this periodic be the 1-cycle; when 3≤λ<1+ 6 , x n always oscillates between two values, and the two values are dependent on λ, we call this periodic be the 2-cycle; when 1+ 6 ≤λ<3. oscillates between four values, the 2-cycle is repelling, but a 4-cycle; when 3.545≤λ<3.56995, x n oscillates between 8 values, then 16, 32…, i.e. the 8-cycle, 16-cycle, 32-cycle…; when 3.56995≤λ<4, the time series undergo the four different evolution stages, i.e. fixed point, unstable fixed point, periodic, and chaotic, until the chaos phenomena. Fig. 3 (b)~(c) shows the change of BLZC and MLZC under the Logistic map evolution, respectively. As shown in Fig. 3 (c) , when the time series bifurcate evolutes from one state to another state, the MLZC changes obviously, with the same change paces of the Logistic map evolution, i.e. in the range 3.56<λ<4. However, Fig. 3 (b) shows that the changes of the BLZC occurs in the range 3.64<λ<4. Therefore, the MLZC is superior to the BLZC, which can detect and amplify small changes in the time series and can be used to detect mutations in the signal. Figure 4 displays the LZC of the clean speech under the different coarse-graining methods. We see that the BLZC feature is difficult to distinguish between voice and silence, while L>2, different LZC under the L can accurately characterize voice and silence. Without loss of generality, we take L=3 in the following discussion. 
Thresholds Estimation and Algorithm
In this paper, FCMC [18, 19] and BIC [19, 20] when combined with online update. The brief introduction to the algorithms is given as follows.
Fuzzy c-Means Clustering Algorithm
Assume that the unlabeled object data X={x i |i=1,2,…,N}, C is the expected cluster number and {m j |j=1,2,…,C} are the center of the clusters. The most widely used objective function model for fuzzy c-Means clustering (FCMC) in X is the weighted within groups sum of squared errors objective function J b , which is used to define the constrained optimization problem: 
where b>1 is the fuzzifier parameter, and μ j (x i ) is the grade of membership of x i in the j-th cluster and subjects to the constrains. Minimization of J b subjects to constrains, leads to the following function:
Using iterative method for solving (10) and (11), we get the fuzzy c-Means clustering algorithm.
Bayesian Information Criterion Algorithm
For a speech signal, we need to determine whether it contains a clean voice only, or also includes the background noise. In this paper, we use the Bayesian information criterion (BIC) algorithm to determine the best cluster number [19, 20] . According to BIC, the best model number is the one with maximized BIC value. If voice and the background noise are modeled as a multi-variance Gaussian distribution N(μ i ,Σ i ), where μ i is the sample mean vector and Σ i is the sample covariance matrix, the BIC value is [19] 
where N is the total sample number, N i is the number of sample in the i-th cluster, λ p is the penalty weight, and d is the dimension of the feature space. We applied the BIC criterion to determine the best cluster number C best for VAD can be present as 
Thresholds Estimation
In this section, how to use the FCMC and BIC algorithms to ascertain the thresholds for VAD is illustrated. Before making thresholds estimation, we need to pass framing, adding window and other pretreatment to speech signals. The algorithm steps are as follows [19] :
Step 1 Calculate the MLZC for each frame by (7).
Step 2 Given the cluster number C=2, making FCMC on the MLZC of frames.
Step 3 Use (13) to determine the best cluster number C best .
Step 4 IF C best =1
Step 2 obtained the cluster center m 11 , and then the thresholds formula of MLZC is:
where TH high and TH low are the higher and lower thresholds respectively, and α high , α low are empirical constants.
ELSE
Step 2 obtained the cluster centers m 21 and m 22 , then the mean of MLZC of the voice and background noise are given by 21 22 max{ 
where, β high , β low are empirical constants. END
Dual-thresholds Method
After obtaining the thresholds of MLZC by the above steps, we use the dualthresholds method for VAD. The dual-thresholds arithmetic is first introduced by Lawrence Rabiner [26] . The improved algorithm we use for VAD can be present as follows [12, 27] .
Step 1 As shown in Fig. 5 , the higher threshold TH high and the lower threshold TH low are got in Sec. 3.3.
Step 2 Comparing the current MLZC with the TH high , if MLZC>TH high , the current frame affirmatively belongs to voice signal segment. As a result, we can obtain the two approximate endpoints N 1 and N 2 . Step 3 Searching forward from N 1 , if in the first frame MLZC<TH low , then we recorded the frame as N 3 . Besides, searching backward from N 2 , if in the first frame MLZC<TH low , then we recorded the frame as N 4 . Therefore, we can initially get the starting endpoint N 3 and the ending endpoint N 4 . N 3 N 4 is defined as a segment of voice signal.
Step 4 If the voice segment is less than 4 frames, take it as the result of mutation of the background noise, and it should be omitted.
Step 5 If the interval between adjacent voice segments is less than 0.2s, merge the two adjacent voice segments.
Experiments

Experimental setup
The original speeches used for simulation and test are taken from the DARPA TIMIT Acoustic-Phonetic Speech Corpus [28] . 450 English sentences are selected. All of them are sampled at 16 kHz, and quantized into 16 bits. Different background noises with different time-frequency distributions were taken from the NOISEX-92 database [29] . The tested noisy environments include White noise, Babble noise, Factory noise, Volvo (car) noise. Noise has been added to the clean speech signal with 5 SNRs (0, 5, 10, 15, 20dB). Based on the above experimental speech environments, we set the values of each parameter as follows: the speech frame length is 512 (32ms); frame shift is 256 (16ms); window function is hamming window; and experiments show that the threshold estimated parameters are: α high =5.4, α low =-0.24, β high =0.15, β low =-0.042.
Experimental Results of VAD
In this section, we carried out a series of experiments to evaluate the effectiveness of the VAD algorithm. As shown in Fig. 6~Fig . 9, the VAD outputs for the MLZC are investigated in the given speeches, whose results are compared with the baseline algorithms from GSM AMR VAD [30] , G.729 VAD [31] and BLZC [17] . We can see that, as the SNR dropped, GSM AMR's VAD detection performance became stably, and can only detect part of the voice; G.729's VAD detection performance declined sharply, especially when SNR = 5dB (in Fig. 9(c) ), the whole noisy speech was detected as the speech sound; BLZC's detection performance has also declined but still been able to find all of the voice, yet falsely detected the three speech segments as one voice segment; However, MLZC's detection performance showed good robustness, and accurately detected the speech starting and ending positions. In order to better distinguish BLZC and MLZC detection performance, Fig. 10 and Fig. 11 respectively show the VAD results of the BLZC and MLZC in different noise environments (SNR = 5dB). As can be seen from the figures, the voice truncated errors (the voice misclassified as the noise) of the BLZC method is very common (such as, in babble noise and factory noise environments) and its extended errors (the noise misclassified as the voice) exit in the 4 noises environments. Fortunately, the MLZC only h- as a small amount of voice truncated error in the Factory and Volvo noise environments and can accurately detect the speech endpoints in other cases. Due to truncation error and extended error which exist in the VAD, the experimental analysis is based on the Weighted Average Error measurement (WA) and its definition is [27, 32] :
where, CLP stands for truncated error frame, WDN stands for extended error frame, and fNum means the total frame number of the sampled signal. 
Conclusions
In this paper, we propose a new VAD method that is multi-valued coarsegraining Lempel-Ziv Complexity (MLZC), which use fuzzy c-Means clustering algorithm and Bayesian information criterion algorithm to estimate the thresholds of the MLZC characteristic, and dual-thresholds method for VAD. Experimental results show that at low SNR environments, MLZC method is superior to the binary coarse-graining Lempel-Ziv Complexity (BLZC) method, especially in the vehicle interior noise environments, where MLZC method shows better detection performance. Therefore, we can say that MLZC method has a good application prospect and can provide accurate VAD techniques for car navigation. In summary, there are several advantages that can be seen in the proposed VAD method: 1) Compared with the binary coarse-graining method, the multi-valued coarse-graining method can better perform the characteristics of speech signals. 2) We propose the novel non-linear feature of MLZC for VAD which could capture underlying model differences of speech and noise. 3) We use fuzzy c-Means clustering algorithm and Bayesian information criterion algorithm to estimate the thresholds, which more robust and heuristic-rules-free than previous thresholds estimation algorithms. In future work, we will apply the proposed VAD method to the speech recognition and speech applications in the car. Of course, it needs further verification. 
