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ABSTRACT
MEASURING SPILLOVER EFFECTS OF RESIDENTIAL AMENITY
IMPROVEMENTS USING SPATIAL HEDONIC APPROACH

by
Shruti Tandon
Dr. Helen Neill, Examination Committee Co-chair
Professor of Environmental Studies
University of Nevada, Las Vegas
Dr. Djeto Assane, Examination Committee Co-chair
Professor of Economics
University of Nevada, Las Vegas

The purpose of this dissertation is to develop a methodology for the estimation of
the appropriate welfare benefits in the presence of spillover externalities. The ability to
capture influences of the not so easily observed variables allow spatial lag models to
measure the direct and indirect spillover effects. The direct effect measures the value of
the property in question and the indirect captures the influences of neighboring
properties, through a spatial multiplier effect.
Kim et al. (2003) through a path breaking approach estimated welfare benefits of air
quality improvement. Their methodology captured spillover effects of amenity changes
that lump both the direct and indirect multiplier effects. This approach motivated a wave
of spatial hedonic studies employed for the valuation of non-market goods. Small and
Steimetz (2008) however, argued that such approach is flawed in the context of welfare
valuation. If the spatial multiplier captures pecuniary spillover effects, they hypothesized,
and then welfare benefits are overestimated by the amount of the spatial multiplier. If,
however, the spatial multiplier captures technological spillover effects then welfare
iii

changes is given by the reduced form of the spatial lag model effectively adding to the
multiplier.
Our contribution in this study is to propose a spatio-temporal methodological
approach which allows for a richer dynamic specification when measuring spillover
effects of residential amenity improvement. The contribution extends Small and Steimetz
(2008) who provide a theoretical framework of our analysis, but lack empirical support.
The contribution also extends Kim et al. (2003) who use spatial lag model to estimate the
marginal willingness to pay for residential amenity improvement but do not disentangle
the direct and indirect or spatial multiplier effects of the welfare benefit.
Against this background this dissertation specifically deals with three important
issues:
1. To effectively measure price related (pecuniary) and welfare (technological)
related spillover effects within spatial lag multiplier.
2. To use GIS spatial association tools to identify spatial patterns and perform
exploratory spatial data analysis(ESDA) of the housing distribution in
redevelopment areas in data development stages and
3. Use the decomposition methodology to compute and evaluate the effectiveness
of spatially targeted redevelopment policy such as the one implemented by
City of Henderson.
Empirical findings suggest that ignoring space leads to Marginal Willingness To Pay
(MWTP) estimate that is about 4% larger than the direct effect but 6 % smaller than the
multiplier effect obtained from spatial lag models. While spatial lag models estimate an
indirect multiplier effect of $ 1.09 in house prices as a result of $1 amenity improvements
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only 8% can be attributed to technological effects, the rest are predominantly pecuniary.
Therefore, “correct” MWTP estimates for neighborhood quality would only include the
direct effect and not the multiplier. In this case including the multiplier would overstate
the estimates by 9%.
These findings are in line with the existing literature on state programs which find
spatially targeted redevelopment policies to be not as effective on welfare neighborhood
indicators other than price. Although, City’s HAP redevelopment program we believe
grew in popularity its effectiveness on neighborhood quality indicators except price
remain insignificant.
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CHAPTER 1
INTRODUCTION
The relationship between neighborhood amenities and property values has been well
documented in the literature (Bartik, 1988). Traditionally, Hedonic models have been used
to estimate the welfare benefits of non market goods such as environmental quality and
neighborhood amenities. Early empirical contributions have essentially relied on the
ordinary least square method (OLS) to analyze the effects of neighborhood amenities on
property values (Ridker and Henning,1967; Smith and Dayek,1975).
In recent years, development in spatial econometrics has pointed out limitations of the
OLS methods dealing with spatial effects which are inherent in the real estate data. When
spatial effects are ignored, OLS estimates are biased and inconsistent. Spatial lag models
are one of the many spatial econometric methods1 used to capture the spatial dependence
effects in the housing data. They allow to capture the direct and indirect spillover effects.
The direct effect measures the value of the property in question and the indirect effect
captures the influences of neighboring properties, through a spatial multiplier effect.
In the context of valuation of welfare measures, spatial lag models have been applied
to various amenity improvements, such as estimating the benefits of air quality
improvements. For example, Kim, et al.( 2003), Beron et al.(2004), Brasington and Hite
(2005), Anselin and Le Gallo (2006), and Small and Steimetz (2008), have all measured
the combined direct and indirect effects of welfare benefits of air pollution abatement on
the housing values. However, in a very recent contribution Small and Stimetz (2008)
________________________
1

There are two approaches to modeling spatial dependence lattice models and geostatistical models. Spatial lag models
are based on the lattice model framework.
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argue that only under some very strong assumptions can total marginal benefits be used
as surrogate for combined aggregate benefits, otherwise one needs to decompose the
spillover effects into direct or pecuniary effects and indirect or technological effects.
If the spatial multiplier captures only pecuniary effects then it is not welfare neutral.
If the spatial multiplier captures only technological effects then it is underestimating the
benefits of welfare improvements. Small and Steimetz (2008) have only provided a
theoretical framework to decompose the welfare effects into technological and pecuniary
effects, but they have not provided a means to determine what effect is getting captured
through the multiplier.
This dissertation will use a unique amenity improvement dataset to bridge the gap
between theoretical description and empirical evaluation of welfare decomposition. The
amenity data come from City of Henderson, Nevada. In 1985, City of Henderson created
its very own Redevelopment Agency to revitalize and rehabilitate the ‘blight’ areas in the
East side and Downtown Henderson neighborhoods. Through these agencies, eligible
home owners received financial investments toward remodeling, retrofitting, and other
amenity upgrades.
This dissertation is organized into eight chapters. Chapter 2 reviews literature on
hedonic price theory. This is followed by Chapter 3 which delves into the theoretical
model. Chapter 4 outline spatial hedonic property value models and research
methodology used to disentangle the welfare effects into pecuniary and technological
effects. Chapter 5 presents data used and the data development process using GIS
techniques. Chapter 6 presents empirical results, interpretation of the parameter estimates
and a valid model specification. Chapter 7 covers discussion on marginal benefit
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estimation within a space-less hedonic model, a spatial lag model and decomposition of
the spatial multiplier within spatial lag framework. This chapter also covers policy
evaluation of neighborhood redevelopment programs using empirical results of the
decomposed multiplier. Chapter 8 presents summary of the results, conclusions and
suggestions for future research.
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CHAPTER 2
LITERATURE REVIEW
For many marketed goods a simple model of price determination holds true, since the
prices of goods are observable. For these goods equilibrium price is determined when the
aggregate demand equals the aggregate supply with no excess demand or supply of the
good. However, for many non – market goods that exhibit public good like characteristics
such as environmental air quality, the price determination model is inadequate and
researchers must define other techniques to value these goods. One such technique is
hedonic estimation. Capitalization of neighborhood externalities into property values
makes the hedonic price approach a successful and extensively used valuation tool in the
literature. Different properties have different bundles of characteristics with different
price differentials which make it possible to estimate the demand for local public goods
from the price differentials revealed in the market for private goods. These price
differentials can be interpreted as implicit prices for different levels of public goods.
Hedonic price technique has been extensively implemented in several property value
studies to estimate the implicit prices of urban amenities. Theoretical groundwork of this
study is therefore based on this approach. Court (1939) and Grilichess (1961) used the
hedonic approach for automobiles, and further extended to include other consumer goods.
Ridker and Henning (1967) were the first to provide empirical evidence of the
relationship between property values and urban amenity - air pollution. Their study
motivated a large volume of literature correlating air quality and property values
(Freeman, 1971, Anderson and Crocker, 1972, Polinsky and Shavell 1975). But it was
Rosen (1974) who first formalized this relationship into a general hedonic model that
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traces back to Lancaster (1966). In this framework goods are not the direct object of
utility but instead, consumers derive utility from the characteristics the good possesses.

2.1

Rosen’s Approach – The Hedonic Function
Hedonic price theory is a useful tool when commodities being studied are

heterogeneous in nature which makes it an established methodology for hedonic property
value studies. In a model of heterogeneous housing stock it is assumed that consumers
are households that are renting from housing producers or landlords. Landlords that are
home owners rent to themselves.
In equilibrium, the rental value, or the price of the property is a function of a vector of
utility bearing housing attributes , represented as

. These attributes

are generally classified as structural attributes and neighborhood attributes. Structural
attributes are site specific attributes related to the structural integrity of the building like
roof type, lot size, number of bedrooms etc. Attributes related to neighborhood quality
include: socioeconomic characteristics like public services, and other urban amenities.
General form of hedonic function can be expressed as
Within a hedonic framework of housing services, housing prices

.

are related to the

housing attributes (Z) by the hedonic function. In equilibrium the marginal price or the
implicit price is

. This is the price households are willing to pay for a

particular characteristic.
Rosen’s model assumes that individual households make their choice of optimal
residential location based on an existing hedonic price function they observe in the
market i.e. households are price takers and cannot influence this equilibrium price
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schedule. Hedonic price function (HPF) is a locus of market equilibrium points emerging
from a complex interaction of households’ bid functions and landlords’ offer functions. It
represents possible housing choices that are available to households. An optimal
residential choice is made by the household when at equilibrium a household maximizes
utility, constrained by income and a hedonic price function. Typically, a household with
well- defined preferences has the following utility function:

Where

denotes housing attributes or services consumed,

is the non-housing good that

is used as a numeraire, and α represents household’s characteristics. A household
maximizes utility

Where

subject to a budget constraint:

is the household’s income, P (Z) is the hedonic price schedule and

numeraire good. To choose the optimal levels of housing attributes

is the

and non housing

good , we set the Lagrangian

Where

is the Lagrange Multiplier. Setting the first order condition for an interior

solution yields optimal condition:
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Equation (2.4) states that in equilibrium, marginal rate of substitution (MRS) between
the numeraire non- housing good
price of the characteristic

.

and the characteristic

equals the marginal implicit

In equilibrium the marginal implicit price or the slope of

the HPF also characterizes the marginal willingness to pay (MWTP) for attribute

. This

is the basic theoretical framework of the hedonic regression that links the market rent to
the various housing attributes bundled as housing services. Money spent on non-housing
good

would mean money that cannot be spent on housing attribute

. This is where

Rosen’s bid and offer2 functions get defined.
The bid function is represented as

where

characterizes the maximum

amount a household would be willing to pay for a property with attributes

resulting in

the household achieving a fixed level of utility, , given fixed income . As such the
hedonic price function is the minimum price that households must pay to purchase a
bundle of attributes Z. The tangency point of the bid function and the hedonic price thus
represents a household’s willingness to pay for a property with the bundle of attributes
that will position them on the bid curve to yield highest levels of utility while matching
the market prices. Mathematically the tangency condition is characterized as

thus

______________________________
2

For discussion for the producers offer curves refer to Rosen (1974, pp41-43.)
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In the bid – amenity space equation (2.6) implies that the bid function has a positive
slope and holding income constant an increase in the quantity of one characteristic result
in a higher bid. The tangency point essentially equates the slope of the bid curve,
represented by the left hand side of the equation, to the slope of the hedonic function.3

2.2

Weaknesses in Rosen’s Approach

Functional form issues
On theoretical grounds no restrictions are placed on the choice of the hedonic price
functions (Rosen 1974). Earlier studies chose a functional form based on data
availability and goodness of fit criterion. Rosen (1974), Goodman (1978), Halvorsen and
Pollakowski (1981) recommended using flexible quadratic Box-Cox functional form as
the ‘best fitting’ functional form.
Several studies in the literature used functional forms that are nested within quadratic
Box-Cox methodology since it allowed for nested hypothesis testing. If the goal of the
hedonic study is to determine the value of a particular attribute, Cassel and Mandelson
(1985) advocated using a simpler functional form to determine the accuracy of the
coefficient estimates of the characteristics. For Cropper et al. (1988) the choice of a
functional form should depend on data availability. If all the characteristics are observed
then linear and Box- Cox quadratic forms provide the best estimates for marginal implicit
prices, but in the absence of certain variables or if proxy variables were used, then
simple functional forms (linear, semilog, log-log, linear Box - Cox) outperform the
__________________
3

Rosen (1974) suggested a two-stage estimation technique to recover the parameters of the bid function
only a few studies in the literature estimate the demand functions for characteristics by means of second stage
Bartik(1988),Palmquist(2004),Zabel and Kiel (2000), Chay and Greenstone (2005).
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quadratic Box-Cox transformations.
Identification problems
Implementation of Rosen’s two- stage estimation results in two identification
problems. Brown and Rosen (1982) claimed that implicit marginal prices used in the
second stage are not directly observed but are estimates of the first stage of the hedonic
model, hence any new information that they may provide can come from a priori
restrictions placed on the functional form. If there are no restrictions then second stage
estimates of the parameters will yield the same information as provided by the first stage
estimation. Hence, Rosen’s two stage estimation procedure will fail to identify structural
demand and supply functions. Identification issues can be resolved either by using data
from multiple housing markets or using a different functional form for implicit marginal
prices, different from the demand and supply functional forms.
Simultaneity issues
Several researchers have addressed the issue of simultaneity (Diamond and Smith,
1985; Palmquist, 2000). There are two sources of simultaneity problem. The first arises
when structural errors are correlated to the endogenous variables in either demand or
supply equations. The errors are correlated because the implicit prices and quantities are
simultaneously determined.
Therefore using OLS to estimate the supply and demand equations leads to biased
and inconsistent parameter estimates. The second simultaneity problem arises due to the
non- linearity of the price function. Households face a given price function, but they are
free to choose along the gradient of that function changing the marginal prices as they
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move along the gradient. Hence marginal price paid by households are simultaneously
determined along the choice of the quantity of the characteristics consumed. This
problem is well discussed by Murray (1983), Follian and Jimenez (1983), and Blomquist
and Worley (1981). A number of studies have attempted to solve the simultaneity issue
with the help of instrumental variables. A valid instrument must not be correlated to the
error term, but correlated with the endogenous variables and provide additional
information (Palmquist 2004).
Although, theoretical foundation of the hedonic price functions is well developed,
empirical work lacks important considerations with respect to spatial effects.
Traditionally OLS technique has been used for hedonic modeling. But it is restricted in
its ability to account for spatial dependence effects. Neglecting these effects in the
hedonic models lead to inconsistent estimates of the hedonic prices. Section 2.3 provides
an introduction to spatial hedonic models.

2.3

Spatial Hedonic Models
Earlier studies using the hedonic models have neglected the effects of location on the

value of a house; they assume a zero spatial autocorrelation among houses of the same
areas. Dubin (1988, 1992) and Can (1990, 1992) suggested that individual housing prices
cannot alone be determined by characteristics of the dwelling units itself. In a two
dimensional geographic space housing prices are in fact a function of spatial proximity
among houses i.e., a function of the neighborhood in which the dwelling units are
located.
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According to Basu and Thibodeau (1998) spatial connectedness exists for two
reasons. Neighborhood properties are characterized by similar structural attributes since
neighborhoods are developed at the same time and neighborhoods share common
location urban amenities like parks, schools, etc. In real estate appraisals, these common
characteristics provide housing sales information on nearby comparable homes to
prospective buyers. Hedonic price equation is therefore expected to account for both
observable and unobservable effects of common characteristics in the neighborhood.
In recent years there has been a growing interest in hedonic models that explicitly
account for correlated data and provide ways of modeling spatial effect in housing prices.
These are called the spatial hedonic models. There are two schools of thought that have
contributed to analyzing spatial dependence in the specification and estimation of
hedonic model. The first approach is the geo- statistical techniques based on the work of
geologist Matheron (1963). Examples of geostatistical approaches can be found in Dubin
(1988, 1992, 1998a, 1998b); Basu and Thibodeau (1998); Case et al. (2004). This
approach models the covariance matrix of the error terms. The second approach is by
geographers (Cliff and Ord, 1973) who captured spatial connectivity between
observations using spatial weight matrix.
Geo-statistical approach
Geostatistical spatial methods have gained increased acceptance in recent hedonic
empirical studies, due largely to the kriging method, a widely-used spatial-prediction
procedure. Kriging assumes that because values in spatially distributed data sets are
spatially correlated, unknown values at nearby locations may be accurately predicted by
the weighted sum of nearest known points. Dubin (1988, 1992, 1998a, 1998b) and Basu
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and Thibodeau (1998) characterize this strand of empirical studies. Each study, however,
uses a different approach to model the structure of spatial dependence as function of
separation distance. Dubin (1988, 1992, 1998a) emphasizes the correlogram approach
which shows the correlation between any two observations as function of separation
distance. Nearby observations tend share common characteristics and hence exhibit a
higher correlation coefficient, while distant observations are most likely to display a
weak correlation. On the other hand, Basu and Thibodeau (1998) employ the
semivariogram approach which measures the variance between any two observations as
function of separation distance. Hence, cluster observations will exhibit low variance
values, whereas the variance increases with distance and levels off beyond a critical
distance when the observations become independent. When residuals are second order
stationary, the correlogram and semivariogram approaches are statistically equivalent.
Three correlogram or semivariogram functional forms that are commonly used for
stationary process are the spherical, the exponential, and the Gaussian. Once a
correlogram or semivariogram form is defined, the next step is to perform the kriging
prediction for values not in the data. Dubin (1988, 1992) applies a random sample of
1978 real estate price data from Baltimore, while Basu and Thibeaudo (1998) consider
submarkets of transaction price of single properties in Dallas.
Weight matrix approach
Anselin (1988) suggests two ways to include spatial dependence effects into
regression hedonic models using spatial weight matrix approach. The two common ways
include spatial lag model (SAR) and spatial error model (SEM). Spatial lag model
assumes that the spatially weighted average of housing prices in the neighborhood affects
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the price of each house. In other words housing prices are correlated across space.
Alternatively, spatial error model (SEM) attempts to model spatial dependence through
the error terms. Correlation in the error term arises due to omission of variables or
variable measurement error. Combining SAR and SEM models yields a generalized
spatial (SAC) model.

Where, ρ and λ are spatial autocorrelation coefficients. β is the vector of regression
coefficients , u vector of autoregressive error terms, W is a weight matrix designed to
assign higher weights to properties close to each other bearing higher influence and lower
weights to distant properties.
Spatial weights
Specification of W is important in determining the form of spatial model. Spatial
weighting reflects spatial arrangement of the observations in the housing market. For
example

indicates the strength of the interaction between observations i and j.

As pointed out in the literature OLS3 method proves inefficient in the presence of
spatially correlated data while MLE method allows for spatial correlations to be explicitly
modeled into the regression coefficients. MLE method improves not only the efficiency
_________________________
3

OLS estimators although unbiased remain inefficient in the SEM model but remain biased and inconsistent for the
spatial lag model. Because of inconsistent OLS estimations for SAR and SEM models, MLE based estimation needs to
be used to obtain consistent estimators (Ord 1975; Anselin 1988; Kelejian and Prucha 1998; Kelejian and Robinson
1993).
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of the estimators, but the byproduct of the MLE4 methods can improve prediction. A
detailed discussion of spatial weights is covered in Chapter 4.
One of the applications of spatial lag models has been in the area of benefit
estimation. The spatial hedonic technique in combination with the spillover effects has
received little attention. Kim et al., (2003) used spatial weight matrix approach to
measure the aggregated, combined (direct and indirect spillover effects) welfare benefits
of air pollution abatement on the housing values.
Others like Beron et al., (2004) studied welfare effects of non-marginal changes in air
pollution, addressing the issue of misspecification when neighborhood quality is omitted.
Brasington and Hite (2005) researched the demand for environmental quality using
spatial Durbin model; they used distance to the nearest hazard site as a measure of
environmental quality. Detailed analysis of marginal benefit estimation using spatial
hedonic models will be discussed in Chapter 3.

_____________________
4

MLE methods are restricted by the inability of the computer resources to solve complex models that involve large
datasets (n>1000). Neill et al.(2007) addressed this research question and used block boot strapping method a Monte
Carlo simulation technique to overcome this limitation.
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CHAPTER 3
THEORETICAL MODEL
This chapter covers the conceptual model for deriving the marginal benefits for
neighborhood quality from amenity improvements. In a traditional hedonic model, the
derivative of the hedonic price equation with respect to an explanatory variable gives the
marginal implicit price.5 In equilibrium, marginal implicit price brought about by the
marginal changes in a housing characteristic is interpreted as the marginal willingness to
pay (marginal benefit). Housing prices in a housing market are assumed to be closely
linked i.e., housing prices are affected by not only the direct impacts of marginal changes
in a housing characteristic, but are also affected by indirect impacts due to changes in the
neighborhood housing characteristic through spillover Mechanisms. Section 3.1 and
section 3.2 provide the theoretical derivation of the marginal benefits of changes in
neighborhood quality within the framework of a traditional hedonic and spatial lag model
respectively.

3.1

Behavioral Approach to Valuing Amenities in a Spaceless Hedonic Model
Consider a household that derives utility from numeraire good , housing

characteristics , and neighborhood quality q. At location rental price of a property is
given by

where

is neighborhood quality associated with location

which is a function of , the overall index of neighborhood quality and
Benefits of marginal improvement of neighborhood quality

.

is measured by

summing marginal price of neighborhood quality over all locations multiplied by local
_______________________
5

See section 2.1 for a detailed discussion on derivation of hedonic prices.
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change in neighborhood quality

at location ;

is also the marginal rental price as

measured from HPF. Rental revenues received by landlords equal

when making a choice of optimal location to live, household with given income
maximize utility

will

subject to budget constraint

Using the Lagrangian multiplier, utility maximization is characterized as

Solving for first order conditions

–
Hence equilibrium condition equals

Where

and

Equation (3.3) characterizes the optimal location of household where the marginal value
of amenity improvement

equals the marginal implicit price

we get the indirect utility function
income y and quality index

. Given (3.2) – (3.3),

, that is the maximum utility achievable at given

.
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The indirect utility
and rent function
totally differentiating

is a function of income

. Hence, the impact of
with respect to

and

and .

Rearranging equation 3.6 we get

Given equation (3.4) we have
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and neighborhood quality index
on indirect utility

is given by

and

the marginal willingness to pay for neighborhood quality is defined as

Given the equilibrium condition in equation (3.3)

In equation (3.12), marginal willingness to pay for amenity improvements is observed
as a combination of direct utility effect described by the term
price effect, described by the term
welfare effect is

and a welfare neutral

. The direct effect also known as the technological

measures the direct effect of increased value of amenity

improvements on a household’s utility. An amenity improvement enjoyed by a household
at a given location increases the utility of the household from living there and this effect
is captured through the direct benefit term. The price effect is merely a monetary benefit
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to landlords in terms of higher rents, induced by the amenity improvements and is
captured through the rent changes

. Since

effect only measures monetary benefits

it is welfare neutral and is known as pecuniary effect Therefore, overall benefits to the
household remains unaffected by any rent adjustments.
Aggregating benefits to all households

Aggregating rental revenues to all landlords

Aggregate social benefits denoted by

of neighborhood quality improvement we get

From equation (3.15) it becomes clear that overall social benefits of amenity
improvements are captured only through the direct effect and remain unaffected by any
price effects.

3.2

Behavioral Approach to Valuing Amenities in a Spatial Hedonic Model
In a spatial spillover model we consider the possibility that rent at location is a

function of rents at all other locations. Rental price of a property at location j is given by
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replacing

with rent function

where

characterizes rents

at other locations except location j. Utility maximization problem using Lagrangian
multiplier for the spillover framework is given by

Hence,

First order conditions in equation (3.2) still apply along with the additional
conditions displayed in equation (3.18) characterizing vector of neighboring properties
that households implicitly choose as preferred location among identical homes.
Differentiation with respect to

implies that utility derived from the rent expenditures

of the neighboring property equals the increase in one’s own rent which is acquired
through the choice of the location. Once again inserting the full solution to equation
(3.16) utility function yields the indirect utility function
rent function
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a function of

and

and

Given this function, marginal willingness to pay (MWTP) for neighborhood quality i.e.
the impact of

on indirect utility

with respect to

is given by totally differentiating the indirect utility

and

Hence we get

Where

(3.25)
and

Expressing the marginal utilities in terms of hedonic prices we accordingly transform
equation 3.22– 3.23 as
21

Aggregate MWTP for households equals

Unlike equation 3.12, marginal willingness to pay for a spatial lag framework includes
a direct effect characterized by

and an indirect spillover effect characterized by

. In a spatial lag model amenity improvements are assumed to raise
property values through two mechanisms. First, is the direct effect as discussed earlier in
equation (3.12) where amenity improvements at a given location measure the direct
effect of increased amenity value on a household’s utility. Second, is the indirect
spillover effect where price increases (induced by amenity improvements) of the
neighboring properties characterized by

spillover, thereby raising the value of

the property at location further through mutually reinforced price increases given by
. Direct benefits

are magnified by the indirect effects

neighboring properties. Aggregating rental revenues for landlords equals
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among

Aggregate social benefits of amenity improvements

Aggregation of net benefits to residents and landlords yields

With uniform amenity improvement across all locations

Thus social benefits equal

3.3

Benefit Estimation with Spillover Effects: Pecuniary and Technological Effects
Housing models that assume that house prices depend only on individual housing

characteristics, lead to biased and inconsistent estimates, and do not reflect the actual
workings of the housing market. Models need to consider spillover effects in housing
prices in order to capture the indirect effects of changes in housing characteristics of the
neighboring properties.
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There are several proposed explanations for the need to consider spillover effects.
First explanation is related to market mechanisms of the real estate markets6.
When buyers are unable to determine the precise amenities at a given location, prices of
comparable similar homes in the neighborhood are used as a guide to determine the
transaction price, making house property values spatially interdependent through an
autoregressive process.
Second explanation is related to spillover externalities which Brueckner (2003) calls
the spatial reaction function. The focal point of this function includes analyzing utility
related to a decision variable of an agent, as a function of utility of other agents. For
example people may obtain utility from living closer to wealthier people who better
maintain their homes. Improvements in their properties will affect the values of the
neighboring properties. Can and Megboluge (1997) call this spillover the adjacency effect
and interpret it as “maintenance/repair decisions of neighbors affecting the market value
of a given house or the fact that the premium households are willing to pay just for the
snob value of a particular location” ( pp. 206).
Small and Steimetz (2008) argue that for an effective policy decision one needs to
separate the price effect or pecuniary effects, from utility effect or technological effects,
of amenity changes. Separation is essential simply because price changes need not
always equal welfare changes. The two effects need to be disentangled for accurate
estimate of welfare measures.
To lend this concept a further explanation, if the residents enjoy spillover benefits
purely in monetary terms, such as higher rents then the spillover effect is referred to as
___________________________________________
6

See Can (1990) Anas and Enum (1984), Pace and Gilley (1998) Kim et al. (2003) for further details on how market
mechanisms influence house prices.
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pecuniary or direct spillover effect. If households derive higher utility as a result of
neighbor‘s higher property values, possibly due to aesthetic maintenance as discussed by
Can (2003) then the spillover effect is referred to as technological. These issues are
further discussed in the next section.
3.3.1

Pecuniary Effects and Technological Effects In a Spaceless Model

Within a spaceless hedonic model, pecuniary effect is denoted by term

the effect

demonstrates a monetary benefit as a rent increase to landlords; the increase in the value
of the property is transferred to the landlord through these higher rents, but the value
remains unchanged a benefit. Technological effects

capture the social benefit of

the improvement in amenity but in a spaceless model part or all of these benefits might be
captured by the landlords but total benefits remain unaffected by these rent adjustments.

3.3.2

Pecuniary Effects and Technological Effects In a Spillover Model

Pecuniary Effects
If the influence of

on

is purely pecuniary then utility gets affected only through

the budget constraint, hence utility maximization problem remains the same as expressed
in equation (3.1). Expanded rent equation

. First order conditions

remain the same as expressed in equation (3.2) and equation (3.3) but interpretation of it
changes because of the additional
differentiation of

term, which is held constant during partial

hence welfare calculations remain same as expressed in equations

(3.4) – (3.13). Total differentiation of

will now include the sum of direct and

indirect effects of rent adjustments. But while computing aggregate social benefits
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indirect effects will cancel out just like they do in convention hedonic analysis and only
the partial effect of neighborhood quality improvement will be accounted for the in the
calculation.

Technological effects
On the other hand if the households derive spillover benefits as a result of neighbor‘s
higher property values possibly due to aesthetic maintenance then the spillover effect is
referred to as technological referred to by the term
the direct effect and the term

in equation (3.30)

is

is the indirect effect that captures the spillover

influences of the neighboring properties.

Spatial Lag Model: application of Kim et al’s.,(2003) model

Spatial lag models have been used to capture the influences of the not so easily
observed variables allows spatial lag models to measure the direct and indirect spillover
effects. The direct effect measures the value of the property in question and the indirect
effect captures the influences of neighboring properties, through a spatial multiplier
effect. Kim et al. (2003) provide a path breaking method introducing a spatial dimension
to measure benefits of marginal amenity improvements. Their spatial multiplier approach
captures the change as an aggregate lump sum of the uniform improvement of air quality.
The following section empirically shows the workings of a spatial multiplier and the
adjusted MWTP when the two spillover effects: pecuniary and technological are
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accounted for separately in welfare estimation. General form of spatial lag specification
equals

is a vector of housing prices ,
covariates. Spatial matrix

spatial weight matrix,

is a matrix of

is an n x n row standardized matrix that defines neighbors

for each individual observation.
weight.

is an

is a priori using distance or contiguity a criterion for

, is a scalar spatial coefficient,

parameter estimate and

is the error vector.

In its reduced form the spatial lag equation (3.31) can be written as

(3.32)

Inverse of

can be expressed as power expansion (
The reduced equation implies that house price r is a function of housing

characteristics X, and the characteristics of the neighborhood properties
The term

,

.

is interpreted as a spatial multiplier. Differentiating the

equation with respect to neighborhood quality

and where data matrix X is a single

vector of , represented by coefficient

In case of uniform amenity improvement by an amount θ
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The term

in equation (3.32) represents the direct effect of marginal amenity

improvements while,

represents the multiplier effect or the indirect

spillover effects.
Existing empirical studies (Kim et al., 2003; Anselin et al., 2008; Cohen and
Coughlin, 2008) have thus far measured spillover externalities as an aggregate
combination of direct and indirect spillover effects. Small and Steimetz (2008), however
argue that in the lag model if the dependence of

on

is pecuniary then the benefits of

uniform pollution reduction have been over estimated to the extent of multiplier effect
and should only include the direct effect

, but if the dependence of

on

is

technological then the multiplier has been appropriately included in benefit estimation.
This study addresses the spillover mechanism gap in the literature by attempting to
determine the mechanism by which of

effects

pecuniary or is it technological.
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i.e. determine is the spillover

CHAPTER 4
METHODOLOGY
Spatial hedonic methodologies allow researchers to account for spillover externalities
and to outline mechanisms by which the value of one property affects the values of its
neighbors. What this methodology does not provide is a means to determine the nature of
spatial price interactions. Current literature (Kim et al., 2003; Cohen and Coughlin, 2008)
have thus far measured spillover externalities as an aggregate combination of direct and
indirect spillovers. The question regarding the mechanism of spillovers i.e. whether these
are price based pecuniary effects or welfare based technological effects, remains to be
answered.
To understand the underlying mechanism of spatial dependence, Small and Steimetz
(2008) suggest a spatio-temporal approach that models for housing price trends; such as
the one developed by Pace et al. (1998). Small and Steimetz (2008) view the spatiotemporal approach developed by Pace et al.(1998) as a suitable approach to
understanding the underlying mechanism of price related (pecuniary)spatial dependence.
This model uses information from nearby recently sold properties to predict the value
of the focus property. The model accounts for spatial and temporal dependencies.
Temporal effects matter because they enable researchers to identify price related
dependencies (pecuniary) between houses over time and determine price impacts of
previous transactions on hedonic price analysis. Spatial effects matter because
comparisons of transaction prices of nearby properties provide information on the extent
of the price influences of the neighboring properties. The closer the neighbors are in
space the greater is the price influence on the subject property.
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Although Pace et al’s. (1998) model yields a pathway into price related dependencies,
what it fails to explain is the welfare effect that may arise from the neighbor’s increase in
property values. Since our study seeks to isolate the effects of price (pecuniary) and
welfare (technological) spillovers, we will employ alternate forms of spatio-temporal
models to operationalize the capture of welfare related spillover effects.
The structure of this chapter is as follows. Section 4.1 offers a review of the spatial,
temporal, and spatio - temporal literature. Section 4.2 is devoted to developing the
research model for this study and reviews the general framework of the spatial
autoregressive model in the hedonic form as suggested by Can (1990). This section is
further divided into three subsections. Section 4.2.1 briefly discusses the spatio-temporal
autoregressive process proposed by pace et al. (1998). Section 4.2.2 addresses issues
related to spatio-temporal heterogeneity. This is followed by a discussion on anisotropic
spatial lag model in section 4.2.3. Section 4.2.4 delves into specification of the research
models proposed for this study. Remaining sections review topics related to spatial
dependence such as definition of spatial weights, hypothesis testing for spatial
dependence and alternative model comparison.

4.1

Review of the Literature – Spatial and Spatio-Temporal
Time and location both have profound effects on the residential property values.

Geographic location of a house is considered to be one of the most important housing
characteristics. Location of a house is relevant because it is fixed, as a result structural
repackaging of characteristics between homes is costly and impossible (Can and
Megbolugbe, 1997), which makes location factors and neighborhood externalities, play a
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vital role in the way housing market functions7. If the house price is influenced by the
location factors then there is a strong prospect that neighboring houses are also
influenced by the same location factors. This spatial association among the observations
in geographic space is termed as autocorrelation. Spatial autocorrelation is likely to be
present in situations where location matters. (Li and Brown, 1980; Dubin and Sung,
1990). But housing transactions are also known to be influenced by the prices of recently
sold house in the neighborhood. Opportunities arise to use spatio-temporal relationships
between nearby house prices to improve estimation.
Can (1990) explores two alternative ways of dealing with spatial relationships
among housing sales prices. The first approach analyzes autocorrelation structure in the
error term resulting from unobserved housing characteristics (Dubin, 1988). The second
approach incorporates the spatial lag of the dependent variable as a vector of explanatory
variables weighted by characteristics of nearby properties. The spatial lag model or
spatial autoregressive lag model is assumed to capture the latent unobservable influences
or “spillover effects” from neighboring properties and will constitute the starting point of
our methodology.
Similar to location effects, temporal effects also matter in the valuation of
housing prices. Time effects are assumed to proxy measures of differential rates of
obsolescence related to age of the house, depreciation, or improvement in housing
amenities and characteristics. It is widely accepted that housing prices are greatly
influenced by recently sold properties in the neighborhood. Thus one must consider the
interrelationship of location and time and allow for spatio- temporal dependencies.
_____________________________
7

Levels of maintenance, housing upgrades, socio economics status, and proximity to externalities (Gelfand et al. 1998)
serve as proxies to neighborhood effects.
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Recently a number of spatio- temporal studies have analyzed the dynamic effects of
space and time in explaining housing price trends (Case and Quigley, 1991; Clapp and
Giacotto, 1999). One strand in the literature is developed using a Baysian framework to
improve prediction of housing values (Lesage and Pace, 2008; Gelfand et al., 1998).
Another strand captures the diffused effects of space and time as basis to construct weight
matrices using nearby properties (Anselin, 1988 ; Can, 1992; Can and Megbolugbe,
1997; Pace and Gilley, 1997; Pace et al., 1998) We briefly provide a review of the
spatio-temporal literature that is closely related to our study.
Can and Megbolugbe (1997) identified recent comparable sales within a fixed
distance, sold within a fixed time period. They modeled a distance weighted average
variable that captured both spatial and temporal information. Pace et al. (1998) propose a
spatio - temporal model that synthesizes models from the time series and spatial
econometrics literature. They developed a filtering process based on the spatial and
temporal proximity of data. This model was seen to greatly enhance estimation and
prediction by reducing the number of parameters. Although, both methodologies in their
specifications incorporate recently sold nearby properties, what they don’t account for are
the differences in the structural characteristics of these properties.
Besner (2002) modified the spatial autoregressive model to include the similarity
component within structural characteristics of properties. The weighting factor included
in the model takes into account the structural similarity of the adjacent properties.
The following section will describe the studies related to our research methodology
In section 4.3.1 we briefly review the framework of a spatially autoregressive model in
the hedonic from as reported by Can (1990). This is followed by a discussion on spatial
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autoregressive methodology by Can and Megabologue (1997) which accounts for spatial
and temporal effects in the housing market and finally a detailed discussion on a spatiotemporal autoregressive process proposed by pace et al.(1998) that takes Can and
Megbolougbe’s (1998) methodology a step further to capture not only the spatial and
temporal effects but compounded effects of the two. Our contribution in this study is to
propose a spatio-temporal methodological approach based on Pace et al. (1998) to allow
for a richer dynamic specification when measuring spillover effects of residential amenity
improvement.

4.2

Research Method
Clustering of similar values in space is a well-recognized phenomenon. Data

observed in close spaces experience spillover effects and therefore share similar values.
For example, residential property values are influenced not only by their own
characteristics but also by the characteristics of the houses within the surrounding
neighborhood. These spillover influences have often been captured using spatially
autoregressive techniques. Specification of a spatially autoregressive model in a hedonic
form was first reported by Can (1990). This is referred to as the mixed autoregressive
model because it incorporates the hedonic form along with an autoregressive form as
shown in equation (4.1)
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where

is the dependent variable and the transaction price of property ;

coefficient of the autocorrelation variable,
where

is the

is a weight matrix with elements

decreases as the distance between properties

and

and increases. Variable

the weighted average price of the neighboring properties and

);

is

is a matrix of

observations of structural, locational and neighborhood characteristics;

denotes

a k by 1 vector of parameters of characteristics ; is a vector of errors.
Can and Megbolugbe (1997) expanded the model in (4.1) to introduce spatial and
temporal components in the form of spatially weighted averages of prior transactions
within a defined spatial range. The use of spatially weighted averages of the prior sales
would enable the researcher to determine the expected price impact of nearby home sales
on the focus property by identifying the extent of price related dependencies. Their model
is expressed as

Where

is the transaction price for a given house i at time t. The

specifying the extent of influence prior sale
has on
which

. Term

that occurred between time and

is a measure of overall spatial dependence among

pairs, for

0. The spatial dependencies are captured through the distance weighted

average variable
value of

is a weight

, that captures both, spatial and temporal information. The

determines which j’s are neighbors in space and time and the extent of their

influence on the price of house .
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Overall, models incorporating dynamic effects of space and time have demonstrated
potential in explaining housing price trends. Pace et al.(1998) extend the spatial
autoregressive model suggested by Can and Megbolougbe (1997) to include compounded
effects of spatial and temporal dependencies in the form of a spatio-temporal
autoregressive model. The spatio-autoregressive model (STAR) is discussed next.

4.2.1

A Spatio - Temporal Autoregressive Model (STAR)

In Pace et al.( 1998) a spatio-temporal autoregressive model is expressed as

Where

is a n by 1 vector of the observed transaction prices, X is a n by k matrix of

explanatory variables associated with the housing characteristics.
vector of parameters;

denotes a k by 1

is a row standardized n by n lower triangular spatio - temporal

weight matrix, containing non negative elements with zero diagonal terms. All the data
are temporally ordered. The first row gives the earliest transaction as the sale price of
the neighboring property influences the property on the market only if the sale is earlier
in time. The term

filters

and

variables into random variables

so that n by 1 vector of residuals

and

is not autocorrelated. 8 The filtering

process uses W to subtract an average of the past and neighboring transacted prices
scaled by a constant less than 1 from the current value of the variable associated with the
focus property.
____________________
8

The filtering process uses to subtract an average of the past and neighboring transacted prices scaled by a constant
less than 1 from the current value of the variable associated with the focus property.
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This filtering process is given by

Here S refers to the spatial weight matrix (capturing the neighborhood effect) and T
refers to the temporal weight matrix (capturing the temporal effects). Matrices ST and
TS are the interactive terms accounting for the indirect compound effects of space - time
and time- space interactions, respectively. The coefficients

,

, and

are

parameters of the filtering variables. Matrix formulation and weight creation of the model
are discussed in the following section.

Formulation of matrices T, S, ST, TS
(i) Formulation of matrix T
Matrix T describes the temporal relationships among previous observations
spanning periods 0 to . The matrix is formulated as

The first row of

has all zeros since there are no previously transacted nearby

properties in the neighborhood. Subsequent rows reflect sales of houses that are
temporally ordered with the first row displaying the oldest transaction and the last row
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the most recent transaction. Current value of a house at location i in time period
by

will be influenced by neighboring properties

sold in

given

period. Neighboring

properties in the previous year transacted have a value of 1. This model preserves the
lower triangularity in the spatio – temporal lag matrix and that is seen as strength of this
model. For each row of

we give weight

observations. The lower triangle of

to the

of the adjacent prior

observations are non-zero only if

.

Accordingly,

(ii) Formulation of matrix S
Matrix S describes spatial relationships among previous observations. S is designed
assuming that there is a threshold distance factor

beyond which neighboring housing

sales will have little influence on the price of a house at location i. Distance

captures

the proximity factor, where neighboring house j sold prior to house i is sufficiently close
in space to bear influence on price of house i. Euclidian distance
between every pair of i and j,

is calculated

. The distances are sorted from the closest, in terms

of shortest distance of previously sold neighbors to second shortest distance. These are
represented as individual neighbor matrices

where

closest previously sold neighbor in terms of shortest distance.

represents the

represents the second

previously sold neighbor and so on. Structure of the spatial matrix S takes the form.
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Overall structure of spatial matrix S is developed below:

Where

weights the relative effect of the

th

individual matrix.

We can place restrictions on S by setting a priori9 on the number of neighbors (

) that

are used to capture the spatial effects. Restrictions on number of neighbors can be placed
based on past time interval.
(iii) Formulation of ST and TS
Interactive spatio-temporal matrices ST and TS capture indirect10 spillover
influences of housing sales that occur in between sales and . To explain the interactive
effect further let’s assume, that

and

are positive housing sale events, where sale

of house j is seen to exercise some influence on sale of house i through an intermediary
sale of house h. Assuming further

so that housing sale h and j happens

long before sale of house i in time and

So that sale events i and h are far

________________________
9

The priori refers to using a fixed number of neighbors in space and time.
The indirect effect can be formulated as
For further specification of this model
refer to Sun et al. (2005).

10
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from sale event j in space. Under these assumptions compounded effects of ST can be
explained as follows: Though sale event h happened long before sale event i in time, it is
close enough in time to sale event j to share common temporal influences with j, and
even though sale event i is far in space from sale event it is close enough in space to h to
share spatial effects. These indirect spatio-temporal compounded effects are captured
through matrix ST. Similar explanations can be given to the compounded effects of TS.
Although, our study applies the STAR model to study the effects of space and time on
residential housing prices, the question arises is it valid to use a single STAR model for
the entire transaction price cycle from 1970-2008. Particularly, questions arise whether
marginal price attributes with respect to spatial and temporal autoregressive coefficients
change over time. Section 4.2.3 addresses the issue of unobservable factors over price
cycle and whether our study assumes stability in these factors over time and space.

4.2.3

Spatio-Temporal Heterogeneity – Accounting for the Unobservable

It is likely that amenities around the neighborhood may change over time in response
to exogenous factors such as changes in real estate decisions, overall market conditions.
In fact popularity and appeal of a specific location may itself change over time in
response to a variety of market changes. In a nutshell hedonic parameters are temporally
varying. Should we be controlling for spatial and temporal heterogeneity?
STAR model provides a way to model spatial and temporal dependence, without
controlling for spatio-temporal heterogeneity. We do recognize that there may be
existence of spatio-temporal heterogeneity (relationships between groups of variables
might vary over space and over time) but the techniques used to address this issue may
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not be suitable for this study. Our study assumes stability of attribute prices between time
periods. The reason for this assumption is because of the nature of the HAP program.
HAP program is a pilot program introduced for a one shot period between
2005-2008 hence we do not find the need to relax the assumption of variation in amenity
values across the price cycle.

4.2.4

Spatial Anisotropic Model

As mentioned earlier Small and Steimetz (2008) view the spatio-temporal approach
developed by Pace et al.(1998) as a suitable approach to understanding the underlying
mechanism of price related (pecuniary) spatial dependence and will be the methodology
used for this study to measure price related spillover effects for amenity improvements.
Although, Pace et al.’s model enhances estimation and prediction of housing prices, it
fails to capture the welfare (technological) effect when the value of the neighboring
property increases.
One suggested method that could provide a pathway into capturing welfare effects is
an anisotropic model of the spatial process. Anisotropic models explicitly measure the
strength of spatial dependence something that Pace et al.(1998) method fails to do.
Deng (2006) modified the spatial autoregressive model to include anisotropy through
spatial autoregressive coefficient. Most studies of the housing market assume the
structure of spatial dependence to be isotropic in nature - a function of only the distance
between properties. But Gillen et al. (2001) demonstrate that spatial data is anisotropic
when spatial dependence is a function of distance and direction. For example in a spatial
lag model the structure of substantive dependence is expressed through a spatial lag
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vector

, where coefficient

captures the strength of the association between

neighboring values

In equation 4.7 coefficient

is multiplied with each of the spatial neighbors to

household i implying that equal importance is assigned to every neighboring spatial
housing unit thus making an assumption of isotropy in the inherent spatial process. To
capture the influence and strength of the amenity improvements (measure of
technological effects) neighbors have on each other we suggest introducing anisotropy in
the spatial lag model with the structure of

, which allows for greater flexibility in the

spatial structure. In a general form anisotropic lag model looks like

Substituting the scalar parameter

in equation 4.8 with a function f(.) of
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we get

In equation (4.8) and (4.9)

is a vector of variables that captures a set of relative

characteristics between ith observation and its jth neighbor. A specific variable q in vector
can be described as

. This is a directional dummy variable that captures the

relationship between spatial pairs i and j. For example, this variable can be indicating
whether jth neighbor is north of observation ith or it can be a variable that captures
similarity of amenity changes in the two regions, or a variable capturing different rate of
crime in two regions. The directional asymmetry or anisotropy in spatial effects is
incorporated into spatial models through directional dummies where the directional
dummy variable for the ith observation and its jth neighbor is mathematically represented
as

4.2.5

Development of the research models

The investigation undertaken here is concerned with the relationship between
housing prices, spillover effects, welfare measures and housing attributes. Kim et al.
(2003) provide the welfare measure in the presence of total spillover multiplier effect,
incorporating both, pecuniary and technological effects as combined spillover effects.
Small and Steimetz (2008) in a theoretical study disentangle the total multiplier effect
into pecuniary and technological, without providing a means to determine the nature of
spillovers. This study will provide an empirical methodology to disentangle the spillover
multiplier effects into pecuniary and technological by modeling for mechanisms
underlying spatial price interactions. Here, two alternative forms of spatial autoregressive
models have been specified, each providing a mechanism to capture the underlying
spatial price interactions.
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First, a general form of spatio - temporal autoregressive model is used to capture the
dynamics of the price related spillover effects or pecuniary effects. The model is a hybrid
between Pace et al. (1998) model as shown in equations (4.3 - 4.4) and a linear spatial
autoregressive form in equation (4.1). Our first research model will take the following
form

Model in equation (4.9) compares home prices across time and space giving insight
into housing price trends across the neighborhood. The strength of this model is in
decomposing weight matrix

into physical location and temporal components (Pace et

al., 2000) to capture price related externalities across comparable homes in the
neighborhood but it fails to identify amenity related externalities (welfare benefits) that
spillover from increase in neighboring house prices. A probable extension of this model
is to extend

further to incorporate measures of amenity spillovers in conjunction with

space and time components. Our second research model will do just that.
In our second model we examine the welfare spillover effects (technological) by
implementing anisotropic spatial lag models discussed in section 4.2. Following Minfeng
Deng(2008) anisotropic model we define our spatial autoregressive model with
anisotropic effects for amenity improvements as
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If the parameter

is equal to zero then there are no directional effects being

generated suggesting that amenity improvement have no significant influences in the
spatial process, but if the true values are not equal to zero, then the spatial lag model has
been restrictive. We can test whether anisotropy is present in the spatial process by
defining
Section 4.3 discusses presence of global and local autocorrelation along with other
econometric issues.

4.3

Tests for Spatial Dependence and Other Econometric Issues
Two alternative testing procedures will used to detect spatial autocorrelation: (1)

Moran’s I statistic and (2) Lagrange Multiplier Tests. Presence of spatial autocorrelation
in a standard regression model is captured using Moran’s I procedure. But the presence
of spatial dependence in a spatial lag specification cannot be identified using Moran
statistic hence Lagrange Multiplier Tests are used based on Maximum Likelihood
estimation principle.

Moran test procedure for spatial autocorrelation
Cliff and Ord (1981) define Moran statistic as

Where

defines vector of residuals, W is a spatial weight matrix, N is the number of

observations and S is the standardization factor that sums up all elements in the weight
matrix. In the case of row standardized weight matrix S will equal N. Cliff and Ord
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(1981) examined the asymptotic distributional properties under normal and
randomization assumptions. But most common method of estimation of Moran’s I
statistics is the normality approach11. The expected value of Moran’s I is given by

If the value of Moran’s I statistics is greater than the expected value results indicate a
positive autocorrelation. If the value of Moran’s I statistics is lower than the expected
value it indicates a negative spatial autocorrelation. For our research we choose normality
approach as the method of estimation.
Spatial weight matrices
Structure of spatial dependence is included in spatial models through generalized weight
matrices as we mention in equation (4.11) therefore when detecting spatial effects several
informed decisions have to be made regarding definitions of weight matrices. Bivand
(1984) suggests making these decisions based on two factors:
1. How should one quantify the neighborhood structure?
2. Styles of weights to be used.
There are no specific rules that define the neighborhood structure or the types of
weights. Spatial weight specification can be based on common shared boundaries
between neighbors (contiguity weights) or defined as distance bands between centroids
(distance weights) when latitude and longitude locations of the data are known.
Contiguity based weights can be Queen based contiguity or Rook based Contiguity.
Figure 5.1 illustrates the definition for Rook and Queen.
______________________
11

For a detailed discussion on Moran’s distribution theory and derivation of the expected value refer to Cliff and Ord
(1973,1981).
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In a very simplified polygon grid structure we can see how unit I is connected with the
other neighbors in a Rook case and in the Queen case. A rook weights matrix defines a
location's neighbors as those areas with shared borders in contrast queen weight matrix
define a location's neighbors as those areas with shared borders and vertices. If we choose
Rook as a matrix BDGE are neighbors of unit I because each of these shares a boundary
with unit I. If we select Queen then all surrounding units are identified as neighbors.

Rook Matrix

Queen Matrix

Figure 4.1 Neighborhood Structures of Rook and Queen Weights.

Weights can be chosen a priori based on theoretical considerations or an exploratory
analysis of the data can guide the choice of a weight matrix.
When dealing with spatial units consisting of points such as centroids of properties,
usually inverse distance measures or inverse distance square measures are used as
preferred weights. The strength of the spatial interaction is inversely proportional to
distance. It is assumed that properties in close vicinity will influence each other.
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Influence decreases as the distance between property increases. Considering this
approach generalized weight matrix can be defined as

Where

is the element of weight matrix W,

is the power of distances; as

is the distance between unit i and j

increases interactions between properties decrease. One

can also configure distance weights based on simple contiguity as

Where

is the threshold distance.

Styles of weight
Weights styles help define the weight that will be assigned to the specified neighbor.
Weight styles help convert neighborhood matrix to a weight matrix which helps in
quantifying the degree of relationship existing between neighbors (Tiefelsdorf et al.,
1999). For our research we use a row standardized style implemented by several earlier
studies. This style divides each cell by its row sum giving higher weights to observations
that have fewer neighbors.

Observations
1
1
0
2
0
3
1
4
0

Standardized Matrix
2
0
0
1
0

3
1
1
0
1

4
0
0
1
0

Figure 4.2 Standardized Weight Matrices.
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0
0
0.33
0

0
0
0.33
0

1
1
0.33
1

0
0
0.33
0

Lagrange multiplier tests
LM tests are used in the event Moran’s I test rejects the null of no spatial effects. One
can detect presence of spatial dependence by conducting diagnostics test on the Lagrange
Multiplier principle.( Anselin, 1988a). LM test are based on Maximum Likelihood
Estimation techniques and are similar to likelihood ratio tests but do not require the
estimation of alternative models, the constrained model not incorporating the spatial
dependency effects constitutes the null hypothesis therefore LM test can be performed
OLS estimation techniques.
In relation to misspecifications with respect to spatial dependence, two main variants
of LM tests have been suggested by Anselin (1988a). LM-Lag test and LM-Error test.
Both these tests are used in this study. The LM-Lag, tests for the null of no spatial
autocorrelation in the dependent variable in other words it tests for the omission of a
spatially lagged dependent variable.
LM-Error, tests for the null hypothesis of no significant spatial error autocorrelation or
the omission of the spatially autoregressive error term. In a traditional regression
specification
No spatial autocorrelation
No error autocorrelation
Both, Moran’s I and LM tests are performed using two alternative weight
specifications: (1) contiguity based weights and (2) distance bands. Both tests are
performed within GeoDa software.
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4.4

Model Comparison: Choice of Best Model
R2 and adjusted R2 are traditional measures of fit to assess the validity of estimated

regression models. In this study R2 and adjusted R2 are computed for models based on
OLS estimates. In addition to these measures Log likelihood estimates (Lik) is also used
for OLS models but these measures have been criticized in spatial econometric models
due to their inflexibility when additional variables are added ( Anselin 1988, Anselin and
Can 1986 ). Two alternative measures for model comparisons have been suggested in the
literature, these measures include (1)Akaike Information Criteria(AIC) and (2)
Schwartz(SC) . These two measures of fit provide an understanding of the degree of
closeness to the true model along with proving a comparison of the models. AIC is
defined as

Where L is the maximized log likelihood function and K is the number of parameters to
be estimated. SC is defined as

Models are compared using these four measures of fit AIC, SC, L and R2 Models with
lowest values of AIC and SC and highest values of L and R2 are preferred. Results of
these are used to select competing models (SAR and SEM) for further application for
welfare analysis.
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CHAPTER 5
DATA DESCRIPTION
The data set used in this dissertation is grouped into four categories based on:
(I) housing characteristics, (II) neighborhood attributes, (III) accessibility measures, and
(IV) amenity improvement characteristics. This dataset comes from various sources.
Housing characteristic data are extracted from Clark County Assessors’s office.
Neighborhood characteristics at the census tract and block group level are obtained from
the 2000 U.S. Census of population and housing. Accessibility measure variables are
calculated using ESRI ArcGIS software and amenity improvement attributes come from
Redevelopment Agency and Neighborhood services of City of Henderson.
This chapter covers a brief description of the study area in section 5.1, followed by
description of the sampling technique in section 5.2 and an explanation of the data
sources and the variables used in the analysis in section 5.3. Section 5.4 describes weight
creation and exploratory data analysis.

5.1

The Study Area
City of Henderson has grown to become the second largest city in Nevada. In the

last 20 years the city has seen an impressive growth in population and commercial sector.
Henderson was recognized as the nation’s fastest growing city from 1990 – 1998 by the
US Census Bureau. The city has expanded rapidly and efficiently partially due to
successful implementation of spatially targeted redevelopment programs.

City of Henderson Redevelopment Agency manages five different redevelopment
areas: Cornerstone, Downtown, Eastside, Lakemoor Canyon, and Tuscany in the East
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side. Among these, Eastside and Downtown have seen significant activity in homes
undergoing amenity improvements. Our sample data focuses on these two redevelopment
areas. Figure 5.1, illustrates the spatial coverage of the study area.
Redevelopment Areas in Henderson

Distribution of Parcel Centroids in Redevelopment Areas

Redevelopment Areas in Henderson

TUSCANY

TUSCANY

LAKEMOOR CANYON

89015

89015
CORNERSTONE

DOWNTOWN

CORNERSTONE

Zipcodes
Zipcodes
Zipcodes

Redevelopment Areas

Redevelopment Areas
89011
CORNERSTONE

89011

89015

89015

LAKEMOOR CANYON

89011
EASTSIDE

89011
EASTSIDE

CORNERSTONE

DOWNTOWN

Redevelopment Areas

89011

CORNERSTONE

89015

DOWNTOWN
EASTSIDE

DOWNTOWN

DOWNTOWN

LAKEMOOR CANYON

EASTSIDE
EASTSIDE

TUSCANY

LAKEMOOR
LAKEMOOR
CANYONCANYON
TUSCANY
TUSCANY

Figure 5.1 Housing distribution within Redevelopment Areas.

In the early 1980 many states initiated spatially targeted economic development
programs to revitalize neighborhoods. The objective of these programs was to eliminate
blight areas and to provide employment opportunities that improve quality of life. In
1985, City of Henderson created the city’s first Redevelopment Agency to revitalize
some of its mature neighborhoods and provide funding for building communities.
In 2006, the Agency initiated several different public incentive programs by
providing loans and grants to eligible property owners with the purpose of performing
sustainable upgrades, and amenity improvements to homes. Homeowners Assistance
Program (HAP) is one such public incentive program. The HAP program, overseen by
City’s Neighborhood Services Division, was created to renew the ‘blight’ areas in the
East side and Downtown neighborhoods. The Eastside is one of the four designated
redevelopment areas in Henderson. It encompasses more than 4,500 acres, including the
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Pittman, Valley View, East Sunset Industrial Corridor, as well as Landwell’s 2,200 acres.
The Downtown Redevelopment Area contains Henderson’s most mature neighborhoods,
including the Water Street District.
Currently, HAP is assisting residents through funding home improvement efforts.
Financial assistance in the form of loans and grants is made available to eligible residents
to make amenities improvements such as, remodeling, retrofitting, code compliance,
structural repairs and infrastructure improvement, replacing or adding energy efficient
windows, increasing wall and roof insulation, including installation of green roof,
incorporation of renewable energy strategies such as solar panels. The Agency has
provided over $870,000 in housing improvement assistance through tax increment
financing schemes in conjunction with over $429,500 matched in private investments.
Between 2006 and 2009 over 600 homes have taken advantage of these grants and loans
A sample of 1677 houses is selected from two zipcodes 89011and 89015; with focus
on properties in Downtown (89011) and Eastside (89015) redevelopment areas. The
sample accounts for 11.8% of the total single family residential properties in these two
zipcodes. In the following section the sampling strategy is described followed by a
description of the variables used in the hedonic specification.

5.2

Sampling Strategy
A stratified random sample of houses based on the census tract delineations is drawn

from Downtown and Eastside redevelopment areas. Sample size was determined using
SAS software survey select method. Total sample size within each census tract was based
on a proportional allocation. This sampling technique is selected in order to account for
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both the sample size and the variability of observations within each stratum i.e. each
census tract. Table 5.1 represents the frequency distribution of houses in each census tract
of the two zipcodes.

Table 5.1 Frequency Distribution of Houses in Census Tracts in Zip-codes
89011 and 89015.
Zip Code
89011
89015
89015
89015
89011
89011
89015
89015
89015
89015
89015

5.3

Census Tract
5101
5200
5335
5336
5411
5412
5421
5422
5423
5431
5432

Frequency

Percent

644
1040
1759
809
3029
1229
478
1235
1014
2227
710

Cumulative Freq

4.54
7.34
12.41
5.71
21.37
8.67
3.37
8.71
7.15
15.71
5.01

Cumulative %

644
1684
3443
4252
7281
8510
8988
10223
11237
13464
14174

4.54
11.88
24.29
30
51.37
60.04
63.41
72.13
79.28
94.99
100

Variable Descriptions and Summary Measures
A list of the variables, their descriptions and summary statistics appear in Table 5.2

Explanatory variables are grouped into four categories – (I) house specific structural
characteristics such as age of the house, square footage, lot size etc. (II) Neighborhood
characteristics e.g.( household income, neighborhood demographics, race etc.), (III)
accessibility measures e.g., (distance to highways ) and (IV) neighborhood quality
measure e.g., (amenity improvements and upgrades to homes).
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Table 5.2 Variable Names and Descriptive Statistics.
Variable Name

Standard
Deviation

Variable Description

Min

Max

Mean

House price of owner occupied
property

11,00
0

497,52
0

176,650.6
3

105,038.34

1

67

24.43

19.07

0.04

0.34

0.15

0.05

650

5764

1628.8

605.77

0

4

0.51

0.56

0

1

0.14

0.35

0

1

0.99

0.11

0

1

0.01

0.09

0

1

0.01

0.07

0

1

0.29

0.09

25,11
9

81,349

53,058.52

14,096.35

0.64

0.98

0.87

0.06

0.02

0.5

0.11

0.06

1 if property is within 2 miles of the
highway

0

1

0.94

0.23

Government induced property
improvements

0

48,000

865

2,943

Dependent Variable
Price
Structural
Age
Acres
Sqft
Fires
Frame
Masonry
Wood
Good_Qual
Pool

Age of the house
Lot size in acres
Total Floor space
Number of fireplaces
1 if exterior wall is Frame -Stucco
1 if roof type Masonry
1 if roof type Wood
1 if house quality is good
1 if house has a pool

Neighborhood
Income
White_pop
Over65

Median household Income
Percentage of white population(BG)
Percentage of population over
65(BG)

Accessibility
HwDis
Amenity
Improvement
Amenity Improvement
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Study Area

Study Area

Age

Acres

Study Area
Home Quality

1-8

0.04 - 0.12

9 - 19

0.12 - 0.16

20 - 34

0.16 - 0.20

35 - 50

0.20 - 0.25

Very Good

51 - 67

0.25 - 0.34

Excellent

Low
Fair
Good

Study Area

Study Area

Study Area

Exterior Wall

Roof Type

Income(BLG)
$25,119 - $30,968

Frame- Stucco

Comp-Shingle

$30,969 - $39,028

Frame- Shingle

Built-up

$39,029 - $44,233

Frame - Brick

Wood

$44,234 - $62,708

Masonary

Concrete -Tile

$62,709 - $81,349

Figure 5.2 Quantile Map Comparing Housing and Neighborhood Characteristics in
all Redevelopment Areas for Zip- Codes 89011 and 89015.

5.4

Data Development and Exploratory Data Analysis

Before examining the empirical results in Chapter 6, we briefly discuss some insights
into our housing market which we draw together by browsing our descriptive statistics in
Table 5.1 and Quantile maps in Figure 5.2. GIS Quantile maps of characteristics add a
new dimension to the economic valuation of properties providing a visual “picture” of the
housing market for our study area.
From the initial look of our dataset we notice considerable disparity in structural
characteristics between parcels located inside Downtown and Eastside redevelopment
areas as compared to the other neighborhoods in the two zipcodes. Downtown and
Eastside neighborhoods not only have lower block group income levels comparing other
neighborhoods, residents in these two areas also live in smaller, low quality dwelling
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units as measured by the square footage and house quality indicators. Households of
these two redevelopment zones reside in neighborhoods that are in worse physical
conditions as seen by the inferior quality roof types and age of these homes. Most
properties in these areas also have low quality structural attributes such as Built-up
roofing and Frame shingle exterior walls. Built- up roofs are the oldest forms of roof
types but is not the most efficient material for roofing because of its reduced resistance to
the ultra-violet rays of the sun.
To capture the effect of socioeconomic status on property prices we include
neighborhood characteristics such as race and elderly population into our mix of
variables. Race factor is included because sometimes racial discrimination can take the
form of classic price discrimination, in which case we would expect non-white
population to pay more for properties with similar units than whites. From our Quantile
map of race we see that both, Downtown and Eastside have a large percentage of white
population. Figure 5.2 shows that block group income levels in both distressed areas
(Downtown and Eastside) is well below the mean block group income level of the sample
which gives us a valuable insight into the demographics of the area.
In hedonic models accessibility variables are defined as distances to central business
districts, highways, parks, and waterways. For our study we include distance to nearest
highway (in miles) as our accessibility measure. From our Quantile maps we can infer
most properties in Downtown and Eastside are within a distance 0.25 miles from the
highway (Figure 5.2). Proximity to freeway can be seen as both, a benefit and a nuisance.
Our empirical analysis will reveal what effect takes dominance.

56

5.4 .1 Weight Creation and Exploratory Data Analysis.
This section presents an overview of the data development process. The objectives of
this section are to geovisualize the study area and explore the spatial dependence
structure. This is done through spatial weight configuration in both contiguity and
distance band form. We begin this section with the creation of spatial weight matrix in
contiguity form.
Spatial weights creation and contiguity neighborhood structure
We create a queen contiguity weight matrix by converting the centroids of our housing
unit into a set of Thiessen polygons. When the points have an irregular distribution,
contiguity structure is given by Thiessen polygons which are constructed using Delauney
triangulation methods as displayed in Figure 5.3

Figure 5.3 Thiessen Polygons from Property Centroids.
Using this structure we created an adjacency based Queen first order matrix where a
weight of 1 means the nearby property is a neighbor and a weight of 0 indicates the
property is not a neighbor.
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Distance based weight matrix
For a point based data such as the one used in our study, a common mechanism to
define spatial neighborhood structure is to establish a threshold distance for which
observations within a predefined distance range are considered to be neighbors. For this
study we use a threshold distance of 0.5 miles where
standardized matrix takes the value of 1 if

is

entry for non – row

threshold miles, 0 otherwise. This type

of specification has an advantage especially when the neighboring structure is
represented as a sparse rather than a full matrix. Sparse matrices facilitate faster
computations12. Weight matrices were row standardized so that the sum of each row
adds up to one. Most applied studies create row standardized weights because each entry
of the matrix is observed as a weighted average of neighboring observations. Figure 5.4
displays the connectivity structure for both weights. The distance weights distribution has
a much wider range compared to the Queen connectivity based weights. In practice this is
standard for distance based weights when points have irregular distribution i.e. some are
clustered and some are father apart.(Anselin,2003)

Connectivity Histogram for First order Queen Matrix

Connectivity Histogram for Distance Matrix (.5 miles)

Figure 5.4 Connectivity Structure for Queen and Distance Weights.
_____________________________
12
Research analysis and spatial weight creation was completed in Matlab software using spatial
econometrics toolbox by Lesage ( LeSage 2007) and 0.95i GeoDa software by Anselin (Anselin 2004)
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CHAPTER 6
EMPIRICAL ANALYSIS
This chapter discusses the baseline results of Ordinary least squares (OLS),
Maximum likelihood (MLE) and Spatial two stage least squares (S2SLS) methods of
estimation. Section 6.1 covers the general spaceless OLS hedonic model specification.
Section 6.2 presents a detailed explanation of the structure of spatial dependence. MLE
estimation of spatial lag and spatial error models are presented in section 6.3 and
Section6.4 addresses the endogeneity problem by using a two stage least square model.

6.1

OLS Estimation Results
As explained earlier in Chapter 3 economic theory places few restrictions on the

functional form of a hedonic price function. For this study the strategy is to begin hedonic
price estimation with a semilog specification given by the natural log of price as a linear
function of four groups of housing attributes.

denotes a

vector of housing sales transactions.

specific structural characteristics. N is an

is a

matrix of site

matrix of neighborhood characteristics. A

is a n x l matrix of accessibility measures and AM is a

measure of amenity

improvement measures. , , , are length vectors of unknown parameters.
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The term denotes the random error term. This specification is modified for some of the
variables13.
There are three reasons for selecting semilog form as a valid specification. First,
several hedonic housing studies have found that semilog functional form fits the housing
data better than linear and other functional forms( Follain and Malpezzi, 1980; Merrial,
1980) Second, in a semilog specification, coefficients can be easily interpreted as the
percentage effect on price of a change in the explanatory variable. And finally, semilog
specification has been used by most other hedonic studies and allows for easier
comparisons. In the following section results of the semilog specification are discussed
with respect to four groups of housing characteristics structural, neighborhood,
accessibility and our key variable amenity improvement.
Structural attributes
In the semilog specification it is observed that all the structural housing attributes
except roof type masonary (Masonary) contribute positively as expected to the housing
value with highly significant coefficients. Four out of nine attributes namely, age of the
house(Age), total square footage(Sqft), good quality house(Good_Qual), presence of a
pool (Pool)are significant at 1% significance levels. The other attributes such as lot
size(Acres), number of fireplaces(Fires), presence of good quality exterior frame
(Frame), presence of wooden roof (Wood) although not as significant as others, are still
important at 5% significance levels.

____________________________
13

The explicit version of the hedonic model is given by
LPRICE =
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Neighborhood attributes
The results of the neighborhood variables such as block group income (Income)
appear to be in accordance with the earlier studies, highly significant and positively
contributing to the housing values. The effect of racial composition on housing prices
appears mixed. Percentage of the white population and the percentage of elderly variables
have a negative sign but remain insignificant. Findings here reveal that race variable does
not support existence of price discrimination against non-white in this housing market
(Bartik 1988).
Accessibility attributes
Accessibility variable, measured as distance to the highway can be interpreted in two
different ways. First, being located close to the highway can be seen as accessibility
benefit which makes the house more attractive leading to an increase in price. On the
other hand, being close to the highway can have a negative nuisance effect. Our findings
reveal second effect is more dominant. Although the distance variable has a negative sign
it appears to be insignificant, implying nuisance distance factor does not appear to play
a major role in consumers’ evaluation of residential property. This is not a surprise
considering the geographic distribution of the study area. Within a two mile radius there
are several major highways bisecting the area, these allow convenient access to the major
business areas in the city, proximity to business districts maybe overruling the nuisance
factor.
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Amenity attributes
Amenity improvement to homes is our key variable and contributes positively as
expected to the housing values. Although, the effects of these improvements on housing
values is positive it appears to be of a very small magnitude and localized.
Traditional hedonic models using OLS techniques do not explicitly account for
spatial dependence. Ignoring the spatial interaction process or spatial dependence when
one is present, results in a misspecified model. Diagnostics in Table 6.1 indicate evidence
of strong spatial dependence. Therefore, OLS estimation without accounting for spatial
effects may lead to erroneous interpretation of regression results. In the next section we
present a detailed discussion on indicators of global and local form of spatial dependence.

6.2

Spatial Dependence
All the diagnostics in Table 6.1 indicate a strong evidence of global and local forms

of positive spatial autocorrelation. There are five tests performed to assess the existence
of spatial autocorrelation in the model. First, Moran’s I statistics helps examine levels of
global autocorrelation in the residuals. A positive and a significant Z-value in Table 6.1
indicate a strong spatial autocorrelation. Although, Moran’s I statistics assists in detecting
spatial dependence it is not helpful in suggesting which alternative specification (spatial
lag model or error model) should be used. Hence in addition to Moran’s I there are four
other statistics that are reported. The statistics are LM – lag and Robust LM-lag tests
which pertain to the missing spatially –lagged dependent variable in model and the LMError and Robust LM-Error statistics that pertain to the error dependence in the model.
Robust LM – lag and Robust LM – error statistics assist in understanding the type of
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spatial dependence is at work. In the following section we further examine patterns of
spatial association in house price distribution using Exploratory Spatial Data Analysis
(ESDA).

Table 6.1 Diagnostics for Spatial Dependence.
Test

Queen Weight

Moran’s I
Lagrange Multiplier
(lag)
Robust LM(lag)

MI/DF

Value

PROB

MI/DF

Value

0.008

1.696

0.0692118

0.0056

3.2800

0.0010379

1

6.870

0.0075021

1

20.215

0.0000005

1

8.71

0.0031590

1

16.29895

0.0000541

0.1517916

1

3.95509

0.046729

0.0571290

1

0.0380651

0.8453125

Lagrange Multiplier
1
1.128
(error)
Robust LM(error)
1
2.05
Note: ***: significant at 1% **: significant at 5%
*: significant at 10% ( ): standard error

6.2.1

Distance Weight
PROB

Spatial Autocorrelation In Property Value Distribution

Based on the housing price distribution of our study area we will be testing for two
types of spatial autocorrelation: global autocorrelation and local autocorrelation. Global
spatial dependence or clustering of housing values is measured and visualized by means
of Moran’s I statistic (Table 6.2) and Moran scatterplots14 (Figure 6.1). A positive value
of Moran’s I statistic indicates spatial clustering of similar values (high or low). A
negative value indicates clustering of dissimilar values. For our dataset it appears housing
prices are positively spatially autocorrelated at 1% significance level and similar values
(high or low) of housing prices are spatially clustered in the redevelopment areas.

____________________________
14

Computations of Moran’s I and scatterplot were done using 0.95i GeoDa software Anselin(2005)
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Table 6.2 Moran’s I Statistics for Housing Price Distribution in Redevelopment Areas.
Queen weight
Moran’s I

Distance weight
Moran’s I

0.5191***
(0.0145)

0.4801***
(0.003)

Note : ***: significant at 1% The expected value of Moran’s I is E(I) = -0.0006 for both weight types

Queen Weight

LH

LL

Distance Weight

LH

HH

HL

LL

HH

HL

L

Figure 6.1 Moran Scatterplots for Distance and Queen Weights.

Local Indicators of Spatial Association (LISA)
Moran’s I is a global measure of spatial autocorrelation and does not identify local
patterns of spatial autocorrelation such as presence of clusters of high priced properties
and low priced properties or atypical spatial patterns where low priced properties are
surrounded by properties whose average home prices are above the mean and vice versa.
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Such patterns are detected using local spatial indicators like local Moran’s I and Local
Indicators of Spatial Association (LISA), (Anselin, 1995, 1996).
Moran scatterplot helps visualize four types of local spatial association between
observation and its neighbors. These associations are reflected in four quadrants of the
Moran plot. Quadrant (HH) reflects properties with values above the mean where the
average value of neighboring properties is also above the mean. Quadrant (LH) reflects
values of properties below the mean but the average values of the surrounding properties
are above the mean. Quadrants (HH), and (LL) exhibit positive autocorrelation i.e.
clustering of similar values, and quadrants (HL), and (LH) exhibit negative
autocorrelation i.e. clustering of dissimilar values.
Applying these tools to our housing market we note that the Downtown area and the
Eastside are characterized by significant local spatial association of LL type as is
expected and as one moves away from Downtown one comes across few pockets of local
spatial association of HL type. Results of the global Moran scatterplot along LISA
significance maps and cluster maps highlight important role played by spatial effects in
house price distribution within the redevelopment areas. Two important conclusions
come out of these results. First, house prices are positively spatially autocorrelated within
our study area indicating clusters of high or low priced homes. Second, specific
neighborhood effects linked to Downtown and Eastside redevelopment areas are visible
in local spatial association patterns and LISA cluster maps, Figures (6.2) and (6.3).
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Figure 6.2 LISA Significance and Cluster Maps for Queen Matrix.

Figure 6.3 LISA Significance and Cluster Maps for Distance Matrix.
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6.3

ML Estimation of Spatial Lag (SAR) and Spatial Error (SEM) Models
In the previous section, regression diagnostics and ESDA analysis indicate a strong

spatial dependence. Traditional hedonic models using OLS techniques do not explicitly
account for this spatial dependence hence ignoring the spatial interaction process or
spatial dependence when one is present, results in a misspecified model i.e. if spatial lag
model is the valid model specification and spatial lag variable is omitted from the
specification, estimates obtained will be biased and inefficient and will lead to misleading
inference. If a valid model is a spatial error model then OLS estimates will be unbiased
but still inefficient.
Table 6.3 summarizes parameter estimates for OLS, SAR and SEM models. In the
spatial lag model (SAR) the coefficient for the spatial lag of the dependent variable is
highly significant with an autoregressive coefficient of 0.09 for Queen Matrix and a
coefficient above 0.25 for the Distance weight suggesting there is a strong spatial lag
dependence arising from shared neighborhood amenities that affect the house values in a
common way.
Relative to OLS results, coefficient estimates obtained from lag model for housing
characteristics, neighborhood variables, and accessibility measures are smaller in
absolute values for Queen and Distance weights but all significance levels remain the
same. Coefficient estimates for some characteristics such as home quality, income levels
and accessibility measures differ considerably in magnitude between the two models.
In the spatial error model the coefficient on the spatially correlated error (

is added

as an additional indicator. Results show that the coefficient is positive but its significance
is not consistent across weights. Like the lag model the estimates of the other housing
characteristics remain virtually the same. The overall model fit improves in comparison
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to OLS as indicated by higher values of R2 and Log likelihood estimates. Robust LMerror test was not significant for the distance weight.
From results in Table 6.3 we can state that both spatial lag and error models yield an
improvement over OLS estimations and therefore we can conclude that controlling for
spatial dependence improves model performance. Next we examine which of the two
models SAR or SEM provide a better model fit for our dataset and for calculation of
benefit estimation.
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Table 6.3 Summary of OLS, SAR, SEM Results (Dependent Variable: log (Price)).
Variable

OLS

SAR - MLE
Queen

0.0953**
(0.036)

W_ Price(

Distance

SEM -MLE
Queen

Distance

0.36***
(0.11)
6.23***
(0.92)
-0.04***
(0.003)
0.0004***
(0.00)
2.33
(1.47)
-6.00
(3.84)
0.37***
(0.05)
0.33*
(0.19)
0.18
(0.23)
0.32*
(0.17)
0.33***
(0.05)
0.06*
(0.03)
0.05**
(0.02)

0.256***
(0.05)

6.63***
(8.05)
-0.0420***
(-14.66)
0.000417***
(10.52)
2.906**
(2.03)
-7.3947**
(-1.96)
0.3445***
(6.03)
0.33*
(0.19)
2.11
(.23)
0.328*
(0.17)
0.412***
(2.59)
0.06***
(0.03)
0.0611*
(0.02)

5.92***
(0.84)
-0.043***
(0.003)
0.0004***
(0.000)
2.605*
(1.42)
-6.71*
(3.73)
0.334***
(0.05)
0.327*
(0.19)
0.202
(0.23)
0.325*
(0.17)
0.37***
(0.05)
0.06*
(0.03)
0.05**
(0.02)

4.863***
(0.88)
-0.037***
(-0.003)
0.0003***
(3.73)
1.96
(1.42)
-5.08**
(3.73)
0.363***
(0.05)
0.331*
(0.19)
0.165
(0.23)
0.316*
(0.17)
0.292**
(0.05)
0.06*
(0.03)
0.04*
(0.02)

0.06
(0.04)
6.55***
(0.85)
-0.047***
(0.003)
0.00047***
(0.0000)
2.98**
(1.45)
-7.60**
(3.80)
0.34***
(0.057)
0.320*
(0.19)
0.198
(0.24)
0.337**
(0.17)
0.40***
(0.05)
0.06*
(0.03)
0.062**
(0.025)

0.268***
(3.08)

0.228***
(0.08)

0.131***
(0.09)

0.27***
(0.09)

0.29***
(0.09)

Amenity
Improvement

-0.038
(-0.64)
-0.000617
(-0.16)
-0.00006
(-0.01)
0.0000084*
(1.83)

-0.03
(0.05)
-0.0001
(0.004)
-0.00084
(0.003)
0.000008*
(0.000)

-0.06
(0.05)
-0.0003
(0.004)
-0.0014
(0.003)
0.000007*
(0.000)

-0.03
(0.06)
-0.0006
(0.004)
-0.0002
(0.003)
0.000008*
(0.000)

-0.04
(0.07)
-0.001
(0.004)
-0.0004
(0.00)
0.000007*
(0.000)

R2

0.54

0.568

0.561

Lambda ( )
Constant
Age
Agesq
Acres
Acressq
Sqft
Frame
Masonary
Wood
Good_Qual
Pool
Fires

Income

HwDis
White_pop
Over65

Note: ***: significant at 1% **: significant at 5%
*: significant at 10% ( ): standard error
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0.564

0.559

6.4

Model Comparison and Best Model Selection
In spatial regression models, the criteria for goodness of fit are not based on

traditional measures, such as R2 but on values of maximized Log likelihood (LIK),
pseudo- R2 , Akaike Information Criterion (AIC) and Schwarz Criterion (SC). The model
with the largest LIK and pseudo R2 and the smallest AIC and SC values is considered to
have the best fit. Comparison of the performance statistics in Table 6.4 reveal SAR
model to be a better fit with higher values of Log likelihood and lower values of Akaike
info criterion (AIC) and the Schawarz Criterion (SC) as compared to SEM model.

Table 6.4 Comparison Statistics for SAR and SEM.
Performance Statistics
Adjusted R2
Log-likelihood
Akaike Criterion
Schawarz Criterion

6.5

Queen
0.568
-1254.78
2545.55
2643.2

Spatial Lag(SAR)
Distance
0.561
-1248
2533.81
2631.46

Queen
0.564
-1257.26
2548.54
2644.76

Spatial Error(SEM)
Distance
0.559
-1255.79
2545.6
2637.82

Instrumental Variables Estimation of the Spatial Lag Model – Endogeneity of
Amenity Variable
There are two different viewpoints when addressing issues of endogeneity. The first

perspective focuses on treating the source of endogeneity to be related to unobserved
variables, i.e. potential correlation of specific household characteristics being related to
unobserved errors. Alternatively, endogeneity can also arise when the outcome to be
explained is simultaneously a cause of the explanation for the outcome.
The issue of endogeneity with respect to valuation of amenities in the hedonic price
equilibrium has recently received some attention. Chay and Greenstone (2005) addressed
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the issue of endogeneity in air pollution variable as being correlated with unobserved
local characteristics. Their approach involved using instrumental variables to obtain
consistent estimates. Bayer et al.(2006) followed Chay and Greenstone and treated the
source of endogeneity in local air pollution variable to unobserved local characteristics.
They employed distant contributing factors to local air pollution sources as instruments to
obtain consistent estimates. Anselin and Gracia (2008) addressed the issue of pollution
variable as an “errors in variable” problem.
For our study, one can argue that the amenity improvement variable is not an
exogenous source of variation on which the house transaction price is based; it in fact
responds to changes in house prices. For example, the economic factors that explain and
determine the value of a residential property also play a role in determining whether a
house owner undertakes amenity improvements. Owners of houses that have undertaken
amenity improvements will base their levels of improvement decisions by comparing the
benefits they will derive, which will depend on the expected residential prices of the
surrounding houses. As a result, the amenity improvement variable is simultaneously
interacting between house prices and amenity changes. This introduces endogeniety.
This along with the existence of a lagged dependent variable on the right hand side of the
equation needs to be addressed as a possible problem of simultaneity or endogeneity as
well.
The presence of a spatially lagged dependent variable is very similar to including an
endogenous variable on the RHS in systems of simultaneous equations. Anselin and
Gracia (2008) argue that irrespective of the source of endogeneity, instrumental variable
approach is the most suited approach for some of the characteristic variables to obtain
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consistent estimates. They argue that in the absence of suitable instrumental variables
estimates can be improved by employing a spatial two stage least square technique.
Instrumental Variable (IV) approach or the Spatial Two Stage Least Square (S2SLS)
are seen as robust methods to estimate such lag models. Instrumental Variable estimation
models are based on a choice of instruments that are strongly correlated with explanatory
variables but asymptotically uncorrelated with the error term. Anselin and Bera (1996)
formally show the IV estimation process as

-

-

Where

-

is a vector of explanatory variables Q is a vector of instrument variables.

And Var

Choice of instruments
Earlier studies have used excluded exogenous variables as instruments within a
simultaneous equation framework. But there is no simple equivalent of this process
within a spatial lag specification. Kelejian and Robinson (1993) suggest an alternative
approach of using spatially lagged explanatory variables for first order and higher order
contiguity matrices

as a set of instruments for

only consider first order spatially lagged explanatory variables
endogenous

. For our study we
for the

). The results of the comparison of the ML parameters and S2SLS in

Table 6.5 show that most ML parameter estimates are close to IV estimates. Therefore
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one can conclude that parameters estimates of the SAR model using MLE are insensitive
to model misspecifications or in other words are robust.

Table 6.5 Comparing MLE and 2SLS Estimates Using First Order Queen Weight.
Variable
W_PRICE
CONSTANT
AGE
AGESQ
ACRES
ACRESSQ
LTSFP
FRAME
MASONARY
WOOD
GOOD_QUAL
Pool
FIRES
DHWDIS1
LBLKINC
POPWHITE
POPOVER65
AMENITY

R2
Note: ***: significant at 1% **: significant at 5%
*: significant at 10% ( ): t-statistic

MLE
0.0953**
(8.2)
5.92***
(15.6)
-0.043***
(-18.3)
0.0004***
(11.8)
2.605*
(2.01)
-6.71*
(-1.91)
0.334***
(7.00)
0.327*
(1.51)
0.202
(0.45)
0.325*
(1.54)
0.37***
(8.09)
0.06*
(0.03)
0.05**
(2.59)
-0.03
(-0.3)
0.228***
(3.33)
-0.0001
(0.03)
-0.00084
(-0.19)
0.000008*
(1.63)
0.568
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(S2SLS)

0.04***
(3.45)
6.480***
(7.93)
-0.04***
(-14.51)
0.000***
(10.44)
2.8663**
(2.02)
-7.16**
(-1.92)
0.34***
(6.18)
0.298
(1.53)
0.155167
(0.65)
0.296*
(1.70)
0.41***
(8.02)
0.06*
(1.68
0.06**
(2.55)
0.26***
(3.03)
-0.02
(3.03)
-0.02
(-0.06)
-0.03
(-0.10)
0.000007*
(1.63)
0.565

CHAPTER 7
SPATIAL MULTIPLIER AND BENEFIT ESTIMATION
This chapter empirically implements the theoretical model discussed in Chapter 3. It
evaluates the marginal benefits or households’ willingness to pay for improvements in
neighborhood quality. Earlier studies have operationalized the concept of neighborhood
quality as a multidimensional concept, incorporating socioeconomic conditions of the
residential population; quality of other public goods offered in the community;
environmental characteristics. (Can, 2002). For our empirical application, neighborhood
quality is measured as the aggregate amenity improvements (maintenance /repair
externalities) made to the physical conditions of housing units. This is captured through
the coefficient of the amenity improvement variable. According to Bartik (1988) physical
conditions of the neighborhood is arguably the most important variable to measure
neighborhood quality. Therefore amenity improvement variable is used as a proxy for
neighborhood quality.
This chapter covers calculation of benefit estimations of neighborhood quality
improvements within hedonic and spatial hedonic specifications. Section 7.1 discusses
conceptual derivation of marginal benefits of neighborhood quality improvement within
the framework of space-less traditional hedonic model and argues for space in the
calculation of marginal benefits. Section 7.2 measures MWTP within a spatial framework
with focus on indirect (spatial spillover) effects. Finally, section 7.3 covers a discussion
on the mechanism motivating the indirect spillover effects, followed by calculation of
welfare benefits in the presence of pecuniary and technological effects if any.
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7.1

Welfare Analysis with Hedonic Models
In a hedonic model, derivative of a hedonic price equation with respect to a

characteristic of interest defines the marginal implicit price. Assuming the housing
market is in equilibrium this marginal implicit price can be interpreted as MWTP.
In this section we will calculate MWTP for neighborhood quality i.e. estimated effects
on house prices for every “unit change” in neighborhood quality, computed from the
parameter estimates of amenity improvements discussed in the empirical section. “unit
change” here is defined as every dollar spent on external housing improvements by
government grants. Given the semilog functional form

(7.0)

MWTP for neighborhood quality is given by

Thus calculation of marginal benefit (MWTP) for one unit change in amenity
improvement at a mean housing price $176, 650 given in Table (5.2), yields a point
estimate of

75

This implies, for every dollar that government spends on external housing
improvements, house prices increase by $1.48 in other words an average home buyer is
willing to pay 1.48 more for every dollar the government spends toward amenity
improvements associated with neighborhood quality.
As mentioned earlier, when spatial dimensions are neglected in the hedonic
estimation process, there is potential bias, and loss of efficiency in coefficient estimates
leading to inefficient policy decisions. Hence, in the following section we will discuss
welfare analysis within the framework of spatial lag models that account for spillover
effects in calculation of welfare benefits.

7.2

Welfare Analysis with Spatial-Lag Models

Benefits are incorporated as induced spillovers effects within a spatial hedonic
framework. When buyers are unable to determine the precise amenities at a given
location, prices of comparable similar homes in the neighborhood are used as a guide to
determine the transaction price, making house property values spatially interdependent
through an autoregressive process. This spillover effect from the neighboring houses is
included in the benefit calculation as a spatial multiplier. The total effect now is an
aggregate combination of direct and indirect spillover effects formally described in
equation

For an amenity improvement by amount θ,
effect of marginal amenity improvements while,
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in equation represents the direct
represents the indirect

spillover effect. Where

=

is the spatial

multiplier. Marginal implicit price from a traditional hedonic model is a constant
But the marginal implicit price derived from a spatial lag model is
Using the information from empirical analysis in Chapter 6 we calculate marginal
benefits for a unit change in amenity improvements at a mean housing value of 176,550.
For a semilog specification using first order queen weight we estimate MWTP as:

2
Table 7.1 compares the summary of benefits for neighborhood quality using OLS and
spatial methods. We note considerable differences between non-spatial OLS estimates
and spatial lag estimates. Results show OLS point estimate of 1.48 for MWTP is larger
than ML-lag direct effect of 1.43 but smaller than total effect (with multiplier) of 1.57 for
Queen weight. For Distance weight, OLS estimates are larger than the direct effect of
1.34 but once again smaller than the total effects (with multiplier) of 1.78.
A number of conclusions can be derived from these results. First, OLS estimates
without spatial effects tend to inflate MWTP estimates in comparison to the direct effects
of spatial models. Second, MWTP is affected by the choice of the estimation method and
weight specifications. Third, calculations based on OLS estimation without spatial effects
can be imprecise and biased, resulting in misleading policy analysis. Fourth, spatial lag
specifications allow for a distinction between direct and multiplier effect; this is
important in light of the recent discussion by Small and Steimetz (2008) who argue that
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for an effective policy evaluation one needs to separate the price effect from the welfare
effect within the multiplier. If the multiplier includes only a price effect then only the
direct effect is the correct measure of welfare benefits. In section 7.3 we decompose the
mechanism of the multiplier to understand price related effects (pecuniary) and welfare
related effects (technological) in benefit estimation.

Table 7.1 Summary of Marginal Benefits (MWTP) For Amenity Improvement
Amenity Improvement

OLS

LAG(ML) - Queen
Direct

Estimate

1.48

Total effects
(with multiplier)

1.43

1.57

78

LAG(ML) - Distance
Direct
1.34

Total effects
(with multiplier)
1.78

7.3

Benefit Estimation- Decomposing the multiplier
In the previous section we estimated the direct and indirect spillover effects of a

change in neighborhood quality, using a spatial multiplier. Current literature has thus far
measured spillover externalities as a combined aggregate of direct, and indirect effects
(Kim et al., 2003; Anselin et al., 2008; Cohen and Coughlin, 2008). Small and Steimetz
(2008) view this approach ineffective. In their recent study they argue that for an
effective policy evaluation one needs to separate the price effect which they term as the
pecuniary effect, from utility effect which they call the technological effect within the
spatial multiplier. For example, when there is an increase in the property price due to an
amenity change we need to identify if the price increases is an influence of prior sales (in
time) or is the price increase a result of an increase in utility of the neighboring
properties. They maintain that for an accurate estimate of welfare measures the two
effects need to be disentangled as increase in price need not always translate into increase
in welfare.
Section 7.3.1 covers estimation of Spatio- Temporal Autoregressive (STAR) models.
A method we use to capture pecuniary trends in the housing market. We apply a modified
version of spatio – temporal filtering process (STAR) by pace et al.(1998a) and Pace et
al. (2000) to understand the mechanism underlying the spatial price interactions of
properties in redevelopment areas. These sales price comparisons over time provide an
insight into the price related spillover (pecuniary) effects for our housing market.
Section 7.3.2 covers estimations of anisotropic spatial – lag model. A methodology we
use to identify the strength of the spillover effect among amenity improved parcels. This
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methodology provides an insight into welfare related effects of amenity improvements in
the neighborhood.

7.3.1

Spatial – Temporal Autoregressive (STAR) Models – Analyzing Pecuniary
Effects

In Table 7.2 we report the outcome of the STAR model; being consistent with Pace et
al. (1998) and Pace et al. (2000), we find there is significant improvement in
performance of STAR model over traditional OLS model. All four parameters estimates
are statistically significant with temporal dependence parameter
exhibiting greater magnitude in comparison to spatial parameter, suggesting a significant
impact of the previously sold homes on the current house prices. The STAR model results
implicate the necessity to account for previous neighboring transactions. Some of the
temporal effects are absorbed through spatial weight matrix when previously sold
neighbors are explicitly included in temporal ordering of spatial weights. Despite that
temporal effects appear to be having a greater impact on current housing prices. These
results imply there is a strong pecuniary effect present in the spillover effect.

7.3.2

Benefit Estimation in a Spatial Hedonic Framework: Disentangling
Technological Effects

In a spatial lag model the structure of substantive dependence is expressed through a
spatial lag vector

, where coefficient

captures the strength of the association

between neighboring values
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In equation 7.3 coefficient

is multiplied with every one of the spatial neighbors to

household i implying that equal importance is assigned to every neighboring spatial
housing unit thus assuming that isotropy15 is inherent in the spatial process. To capture
the influence and strength of the amenity improvements (measure of technological
effects) neighbors have on each other we suggest introducing anisotropy in the spatial lag
model with the structure of

, which allows for greater flexibility in the spatial structure.

Following Deng (2008) general form anisotropic lag model will look like:

The aspects of anisotropy are incorporated into spatial effects through directional
dummies.

Spatial lag equation will now look like

_________________
15

Isotropy is a function of only distance between properties. Most hedonic housing studies assume spatial dependence
to be isotropic in nature.
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If the parameter

is equal to zero then there are no directional effects being

generated suggesting that amenity improvement have no significant influences in the
spatial process; but if the true values are not equal to zero, then the spatial lag model has
been restrictive. Table 7.3 shows the maximum likelihood estimates of spatial lag model
and spatial anisotropic lag model.

The signs of the estimated coefficients in both models remain the same.
The estimated spatial parameter

associated with the anisotropic – generating

directional dummy is positive and significant at 1% level, implying there is a positive
spatial autoregressive effect from houses that have undergone amenity improvements. In
this study we are using the estimated spatial parameter

associated with the

anisotropic spatial lag model as a proxy for technological effect. According to Deng
(2008) in an isotropic spatial lag model the lagged dependent variable explains the
underlying level of dependence but in an anisotropic16 specification it defines the
dependence structure between spatially connected neighbors.
The lagged dependent variable is used to explain different aspects of the underlying
data generating process. Table 7.2 shows the maximum likelihood estimates for both
Spatial lag model and anisotropic lag model. One can see from the results that the log
likelihood for anisotropic lag model (-1248.91) improves in comparison to spatial lag
model (-1254.78) suggesting anisotropic effects are present in the spatial process.

____________________________
16

For a detailed explanation of the anisotropic structure please refer to Michael Deng(2008) Anisotropic Models for
spatial processes.
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Spatial parameter

associated with the anisotropic – generating directional dummy

is positive and significant indicative of the fact that neighboring properties that have
undertaken amenity improvements have a greater spillover effect than properties that
don’t. This positive spatial autoregressive effect from
technological effect.
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is measured as a proxy for

Table 7.2 Summary of Estimates for Alternative Models.
Variable
CONSTANT
AGE
AGESQ
ACRES
ACRESSQ
LTSFP
FRAME
MASONARY
WOOD
FIRES
GOOD_QUAL
POOL
LBLKINC
DHWDIS1
PCT_WHITEPOP
PCT_OVER65
AMENITY

Semilog – OLS
6.63***
(8.05)
-0.0420***
(-14.6)
0.000417***
(10.52)
3.232**
(2.03)
-7.9947**
(-1.96)
0.3445***
(6.03)
0.1825*
(1.68)
-0.0857
(0.88)
0.312**
(1.87)
0.0645*
(2.59)
0.397***
(7.99)
0.0711*
(1.72)
0.2743***
(3.08)
-0.038
(-0.64)
-0.0617
(-0.16)
-0.006
(-0.01)
0.0000084*
(1.83)

STAR – Model
-1.02**
(-2.55)
-0.001***
(-6.00)
0.000***
(3.91)
1.748***
(2.5)
-2.671
(-1.52)
0.3666***
(14.04)
-0.020
(-0.23)
-0.101
(-0.92)
0.081
(1.01)
0.038***
(3.34)
0.178***
(7.07)
0.064***
(3.63)
0.080**
(1.92)
0.016
(0.611)
0.159
(0.83)
-0.252
(-1.47)
0.000002
(0.77)

Spatial Lag
5.92***
(0.84)
-0.043***
(0.003)
0.0004***
(0.000)
2.605*
(1.42)
-6.71*
(3.73)
0.334***
(0.05)
0.327*
(0.19)
0.202
(0.23)
0.325*
(0.17)
0.37***
(0.05)
0.06*
(0.03)
0.05**
(0.02)
0.228***
(0.08)
-0.03
(0.05)
-0.0001
(0.004)
-0.00084
(0.003)

Anisotropic Spatial Lag
6.33***
(15.6)
-0.045***
(-18.14)
0.000***
(11.8)
2.821**
(2.01)
-6.965**
(-1.91)
0.353***
(7.00)
0.267
(1.51)
0.100
(0.45)
0.265
(1.54)
0.407***
(8.09)
0.062*
(1.63)
0.061***
(2.59)
0.255***
(3.33)
-0.019
(-0.32)
0.012
(0.03)
-0.071
(-0.19)

0.000008*
(0.000)

0.000006*
(1.63)

0.0953**
(0.036)

0.08**
(1.59)
0.04***
(8.26)

0.55

0.56

0.391***
1.075***
-0.343***
-0.365***
( )

R2

0.54

0.907

Note: ***: significant at 1% **: significant at 5%
*: significant at 10% ( ): standard error
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Empirical analysis of the spatio – temporal model and anisotropic spatial lag model
show there is evidence of both pecuniary and technological effects in the spatial
multiplier. In the following section we will decompose the multiplier according to the
presumed nature of the spillover. If the spatial spillover effects are presumed to be
strictly pecuniary then only the direct effects correctly measure the MWTP estimates and
including the multiplier is overstating the benefits by the magnitude of the multiplier
that is approximately 9% and if spatial lag effects are strictly motivated by
technological effects then failing to include the multiplier understates the benefits by a
factor of (1Since our study includes presence of both effects it would make policy sense to know
which effect dominates. Small and Steimetz (2008) suggest measuring the relative sizes
of the two effects as

Where

and

If

measures

the relative importance of the technological effect computed by the spatial parameter
associated with the anisotropic – generating directional dummy then

)

measures the pecuniary effect. Table 7.3 provides a summary of decomposed multiplier
(pecuniary and technological effects) for first order Queen weight. Technological effects
measure about 3.6 % of the spatial multiplier with remaining spillover effects attributed
as pecuniary. This finding is further strengthened by the estimates of the spatio -temporal
model where temporal parameter estimates proxy for pecuniary effects reflect a greater
magnitude in comparison to spatial effects. Since the magnitude of the technological
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spillovers is so insignificant the correct measure of welfare estimates is given by only the
direct effect in a spatial lag model. In the following section we briefly review and
compare our research findings to recent spatial hedonic studies and demonstrate the
importance of decomposed multiplier for policy analysis

Table 7.3 Summary of Decomposed Multiplier (Pecuniary and Technological Effects)
for Queen weight.

Amenity Considered

Spatial Parameter
(
)

Multiplier (1-ρ)

-1

Multiplier (Decomposed)
Pecuniary
Effects

Amenity Improvements

7.3.3

0.09

1.09

1.05

Technological Effects
0.04

Results and Discussion: Comparison of Empirical Analysis

A significant contribution of a spatial lag model is that it allows for separation of
direct and spatial spillover effects by including a spatial multiplier in calculation of
benefits measurement. In recent years several studies have researched the effects of
space on marginal price estimates and a few others investigated the effects of space on
welfare estimates specifically MWTP using the spatial multiplier approach. Table 7.4
adapted from Small and Steimetz (2008) reports a few of these studies that have recently
applied the spatial multiplier approach to benefits measurement. The table provides
estimates for spatial lag parameter and equivalent spillover effect known as the spatial
multiplier.
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Table 7.4 Studies Reporting Spatial Multiplier Effect (Table Adapted from Small And
Steimetz(2008)
Study

Year Amenity

Kim et al.
Cohen and
Coughlin
Anselin &
Lozano
Gracia
Andersson et
al.

2003 Air Quality
2008 Airport
Noise
2009 Air Quality

Kim &
Goldsmith

2009 Road and
Railway
noise
2009 Impact of
Swine
production

Spatial
dependence
coefficient(ρ)
0.55
0.54

Indirect
multiplier

0.33

1.49

0.00-0.52

1.00-2.08

0.14-0.23

1.16-1.30

2.22
2.17

Research findings of the above mentioned studies reveal that direct effect estimates
for a spatial lag model are statistically different from MWTP estimates obtained from
spaceless models. These studies have focused on the fact that if spatial dependence exists
in a model, then specifying a non-spatial model would indicate a larger MWTP estimate
than a model that accounts for spatial autocorrelation. For example, Anselin and
Gracia(2009) estimate the benefits of a uniform air pollution reduction, their findings
illustrate that ignoring spatial dimension lead to MWTP estimate that is 8% smaller than
the multiplier effect and over 50% larger than the direct effect when model specified
includes spatial autocorrelation . Our research findings reported in Table 7.1 are in line
with these findings. Our results reveal point estimates for MWTP for OLS-spaceless is
1.48. For ML-lag model (Queen weight) direct effect is 1.43 and total effect (with
multiplier) is 1.57. For ML-lag model (Distance weight) direct effect is 1.34 and total
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effect (with multiplier) is 1.78. These results imply that OLS estimates tend to inflate
MWTP in comparison to the direct effect but are smaller in magnitude to the total effects
(with multiplier indicating that OLS estimates without spatial effects can be imprecise
and biased resulting in misleading policy analysis i.e. measuring welfare benefits of
amenity changes larger than they really are.
One limitation of these recently reported studies is that, they utilize the multiplier
approach to benefits measurement without defining the true nature of the spillover
mechanism: pecuniary or technological. Small and Steimetz (2008) argue, benefit
estimates can differ substantially depending on the assumption one makes of the spillover
mechanism, suggesting that spatial multiplier should be included in benefit calculation
only if the spillover externality being captured is technological (welfare) in nature.
For example, Cohen and Coughlin (2009) in their recent study examine the effects of
road and railway noise on property prices and report a spatial lag coefficient of 0.54.
Based on their spatial lag model specification, calculation of MWTP for noise reduction
would include the spatial multiplier of 2.17. If the spillovers in their study are strictly
pecuniary then the multiplier approach overstates the benefits by 117%. In the presence
of pecuniary externalities (welfare neutral) only the direct effect comes part of the
welfare calculation and not the multiplier.
This study addresses this limitation and is the first to empirically identify the true
nature of the spillover mechanism. By empirically identifying and decomposing the
multiplier we highlight the degree of flexibility that exists in benefit estimates when
multiplier shows evidence of both types of externalities. Table 7.4 reports our results of
empirically decomposed indirect multiplier measuring the extent of pecuniary and
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technological externalities. Our results reveal indirect effects of technological
externalities only sum up to 4% of the spillovers, 96% of the spillovers arise due to
pecuniary externalities. This finding is further strengthened by the empirical estimates of
the spatio - temporal model where temporal parameter estimates reported are greater in
magnitude in comparison to spatial effects. Comparing our results to previous studies we
empirically demonstrate what is theoretically suggested by Small and Steimetz (2008)
that even if the spatial dependence is modeled correctly, MWTP estimates can differ
considerably depending on the mechanism of spatial price interaction.
Our research findings show evidence of both pecuniary and technological effects.
Although, within our dataset pecuniary externalities dominate, there is some evidence of
technological externalities to include the spatial multiplier in calculation of benefit
estimation.
7.3.4

Policy Implications of Decomposed Effects

From a policy perspective the differences in results of benefit estimation for spatial
lag model and spatial decomposed model offer insight into neighborhood dynamics and
the workings of various housing submarkets. Specifically in reference to our study area
we can conclude that direct effects of the amenity improvements do increase the housing
values but the positive net welfare effects appear to be almost negligible.
This dissertation addresses three research challenges related to valuation of amenities
and effective policy evaluation using spatial hedonic models. First, this study introduces
the compounded spatio-temporal effects into the spatial lag model to understand the
temporal effects influence spatial dependence, second it introduces anisotropic effects to
measure the strength and degrees of variation of the spatial influence and third we
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employ the anisotropic effects to decompose the spatial multiplier: pecuniary or
technological to appropriately measure welfare estimates of neighborhood quality. This
study is the first to empirically identify the true nature of the spillover mechanism
decompose the multiplier to understand the true spatial dependence providing better more
precise estimates of MWTP for changes in neighborhood quality mechanism.
Considerable effort has been and will continue to be directed toward understanding
the effects of these policies and what works. To that effect this dissertation has added to
the literature a better prediction model of marginal benefits of neighborhood quality.
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CHAPTER 8
CONCLUSIONS
In the early 1980’s many states initiated spatially targeted economic development
programs to revitalize neighborhoods. The objective of these programs was to eliminate
blight areas and to provide employment opportunities that improve quality of life. In
1985, City of Henderson created the city’s first Redevelopment Agency to revitalize
some of its mature neighborhoods and provide funding for building communities.
The purpose of this dissertation is to develop a methodology to estimate appropriate
welfare benefits from spatially targeted redevelopment program implemented by the
Redevelopment Agency. We accomplish this by using a unique dataset provided by City
of Henderson to estimate neighborhood quality by way of Hedonic price technique, an
established methodology used to capture valuation of non-market goods.
Kim et al. (2003) through a pathbreaking approach estimated welfare benefits of air
quality improvement. Their methodology captured not only the direct effect of the
amenity change but it also included a spillover multiplier effect in the computation. This
approach motivated a wave of spatial hedonic studies employed for the valuation of nonmarket goods.
Small and Steimetz (2008) however, argue that such approach is flawed in the context
of welfare valuation. If the spatial multiplier captures only the pecuniary spillover effects,
they hypothesized, then welfare benefits are overestimated by the amount of the spatial
multipier. If, however, the spatial multiplier captures technological spillover effects then
welfare change is given by the reduced form of the spatial lag model effectively adding to
the multiplier.
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When buyers are unable to determine the precise amenities at a given location, prices
of comparable similar homes in the neighborhood are used as a guide to determine the
transaction price, making house property values spatially interdependent through an
autoregressive process. This spillover effect from the neighboring houses is included in
the benefit calculation as a spatial multiplier which combines aggregate direct and
indirect effect (Kim et al. 2003, Anselin et al. 2008, Cohen and Coughlin 2008). Small
and Steimetz (2008) view this approach ineffective. For example, when there is an
increase in the property price due to an amenity change we need to identify if the price
increases is an influence of prior sales (in time) or is the price increase a result of an
increase in utility of the neighboring properties. They maintain that for an accurate
estimate of welfare measures the two effects need to be disentangled as increase in price
need not always translate into increase in welfare.
The contribution of this study is to explicitly decompose price related (pecuniary)
and welfare (technological) related spillover effects within the multiplier and evaluate the
welfare benefits of the City of Henderson Redevelopment policy using the decomposed
methodology. We use a unique dataset of Downtown and Eastside redevelopment areas
to estimate our hedonic model.
Empirical results on OLS, MLE (lag and error) and S2SLS using structural,
neighborhood, accessibility and amenity characteristics are consistent with expectations
across specifications. Global and local indicators of spatial dependence using Moran’s I
report significant spatial autocorrelation in the dataset. MLE-lag proves to be the best
model fit for our dataset in comparison to MLE-error specification.
Findings of these results allow us to compute marginal benefits for each specification.
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Point estimates for MWTP for OLS is 1.48. For ML-lag model (Queen weight) direct
effect is 1.43 and total effect (with multiplier) is 1.57. For ML-lag model (Distance
weight) direct effect is 1.34 and total effect (with multiplier) is 1.78. Importantly, OLS
estimates tend to inflate MWTP in comparison to the direct effect but are smaller in
magnitude to the total effects (with multiplier). This indicates that OLS estimates without
spatial effects can be imprecise and biased resulting in misleading policy analysis.
Furthermore, our contribution provides an empirical justification to Small and
Steimetz (2008) theoretical model of the decomposition of the spatial multiplier effect.
Our empirical results decompose the indirect multiplier to capture price-related effects
(pecuniary) by applying the spatio-temporal filtering process by Pace et al.(1988a) and
pace et al.(2000). Our results reveal presence of both pecuniary and technological effects.
Indirect effects of technological externalities only sum up to 4% of the spillovers, 96% of
the spillovers arise due to pecuniary externalities. This finding is further strengthened by
the empirical estimates of the spatio - temporal model where temporal parameter
estimates reported are greater in magnitude in comparison to spatial effects.
The presence of highly significant temporal effects suggests indirect spillovers
pertain mainly to the strong pecuniary effects. In comparison to pecuniary effects,
technological welfare effects of amenity improvements appear to be weak. This is
reflected by a small coefficient of anisotropic – generating directional dummy
These results suggest that the amenity improvements have a very localized effect on
housing values; the net welfare effects of these improvements on neighborhood quality
although positive are small and underwhelming.
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Our findings are in line with existing literature on state programs that find spatially
targeted redevelopment policies ineffective on welfare neighborhood indicators other
than price (Bondonio and Greenbaum, 2007). According to Krupka and Noonan (2009),
the extent of the benefits of non-price effects or welfare effects on overall neighborhood
quality will depend on how “effected” characteristics (type of amenity improvements) are
valued in the housing market.
In reference to our study area (Downtown and Eastside) viewed as “distressed
neighborhoods” findings of small magnitude of welfare effects of amenity improvements
are not surprising at all. Direct effects (pecuniary) of these improvements do increase the
housing values but the net welfare effect (technology) is almost negligible.
Although, spatially targeted economic redevelopment policies have been a popular
tool for state and city governments to address issues related to neighborhood quality, the
effectiveness of these policies is doubtful. There is consensus among researchers that the
policies are not as effective as had been previously suggested. Assessing the HAP
program we believe that while the program grew in popularity its effectiveness on
neighborhood quality indicators except price have been insignificant. The program
perhaps would be more successful if policies promote interaction among various other
dimensions of neighborhood quality such as increased investments in infrastructure,
improved local employment opportunities where various aspects of the neighborhood
improve resulting in overall increase in quality of life.
Overall, the objective of this dissertation is to provide better estimates of marginal
willingness to pay so policy makers can identify differences in valuation of neighborhood
quality. The methodology described here can help answer questions related to
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effectiveness of the redevelopment programs. From a policy perspective, the
decomposition of the indirect effect into pecuniary and welfare related effects can be
used to identify areas that should be prioritized when resources for policy implementation
are scarce. In general this methodology will add to the better understanding of marginal
benefit estimation of non – market goods.
For future research it may be useful to consider a spatial lag “grid” based anisotropic
technique to capture the strength of the neighborhood quality. These improvements can
better assist in policy decisions and evaluations.
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