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Abstract 
Tag recommendation is a specific recommendation 
task for recommending metadata (tag) for a web 
resource (item) during user annotation process. In this 
context, sparsity problem refers to situation where tags 
need to be produced for items with few annotations or 
for user who tags few items. Most of the state of the art 
approaches in tag recommendation are rarely 
evaluated or perform poorly under this situation. This 
paper presents a combined method for mitigating 
sparsity problem in tag recommendation by mainly 
expanding and ranking candidate tags based on 
similar items’ tags and existing tag ontology. We 
evaluated the approach on two public social 
bookmarking datasets. The experiment results show 
better accuracy for recommendation in sparsity 
situation over several state of the art methods.  
 
 
1. Introduction  
 
Tags are freely chosen words which act as 
annotation or metadata for describing web resources 
which can be used for personal organization, easy 
retrieval or finding related resources [1]. As tags are 
easy to use by ordinary users, the usage of tags are 
very popular in most of Web 2.0 platforms (Examples 
are social bookmarking sites e.g. https://delicious.com 
and http://www.bibsonomy.org or e-commerce sites 
e.g. http://www.amazon.com and many others). 
However, with this free vocabulary there are also 
problems with ambiguity such as synonymy and 
polysemy, as well as personal tags which are 
sometimes only meaningful to individuals [2]. Besides 
these problems, there are also variations in morphology 
such as plurality and singularity, acronyms, 
abbreviations and typos.  
To alleviate these problems, tag recommendation is 
a well known process for assisting users in the 
annotation or tagging process. Its objectives are to 
provide relevant tags and to help consolidate the 
annotation vocabulary in the systems [3]. In this 
regards, tag recommender can be seen as a specialized 
recommender system for suggesting tags for annotating 
web resources, as in contrast to the traditional 
recommender systems for recommending items. 
Specifically, tag recommender systems will 
recommend for a given user and a given item, a set of 
tags for annotating the item. 
In item recommendation context, sparsity problem 
[4] refers to a situation whereby recommendations 
need to be produced for users who have rated very few 
items in a large item collection or items which have 
received very few ratings from a large user collection. 
In relation to that, sparsity problem in tag 
recommendation context refers to users who tag a few 
or very few resources, and in some situation only one 
resource. It could also mean there are resources which 
received very few annotations and there are tags which 
are only used by very few users. It is observed that in 
these cases of sparsity and cold-start situations, most of 
the state of the art tag recommendation methods 
perform poorly [5]. 
In this paper we present a tag recommendation 
approach which can alleviate these problems by 
incorporating collaborative filtering (CF) method with 
expansion methods to find more candidate tags. For a 
given user and a given item, by using CF technique, a 
set of candidate tags can be produced based on user’s 
similar preferences. Then, we propose methods to 
expand the candidate tags set by including similar 
items' tags and terms consolidated under concepts on 
an existing ontology. Further, we expand these 
candidate tags set by including more general and 
specific concepts of the ontology. This ontology could 
be any general ontology or domain ontology generated 
from folksonomy [6]. The ontology serves as semantic 
representation of concepts which can be recommended 
to users to annotate their items. 
This paper is structured as follows. We present the 
related work in Section 2. In Section 3 we define 
several key concepts. Section 4 discusses basic user 
based CF as one of the baseline systems and proposed 
tag recommendation based on candidate tags set 
expansion. Section 5 discusses the experiment set up 
and evaluation method which consist of evaluation for 
dense, sparse and combined datasets. Section 6 
discusses experiment results, and in Section 7 we 
conclude this paper and discuss some ideas for future 
work. 
 
2. Related work  
 
In this section we discuss related work in tag 
recommendation which include content, collaborative, 
and graph-based approaches. We introduce emerging 
works in ontology-based recommendation which 
motivate one of the main parts of our proposed 
approach which is ontology-based expansion method. 
 
2.1. Tag recommender systems 
 
Tag recommender systems are broadly divided into 
three classes: content-based, collaborative, and graph-
based approaches [7]. A content-based tag 
recommender exploits textual content (resource 
information/ metadata) or multimedia content (resource 
audio/ visual feature) while a collaborative-based uses 
CF method to find similarities among resources, users 
and tags to generate recommendation. Graph-based 
method uses relationship structures and strengths 
among resources, users and tags in a form of graph 
representation to generate recommendation.  
The state of the art works in content-based method 
are the approaches proposed by (1) Tatu et al. [8] 
which mapped textual contents in bookmarks, not just 
the tags, to concepts in WordNet; and (2) Lipczak et al. 
[9] which explored resource content as well as resource 
and user profiles. However, there is a drawback that 
these works relied on extended textual contents 
provided by the Bibsonomy site which are not always 
available in other collaborative tagging system. 
The baseline tag recommender system in 
collaborative-based method is the user-based CF [10] 
because of its effectiveness, ease of implementation 
and general applicability to most collaborative tagging 
system.  There is also a notable work by 
Sigurbjornsson and van Zwol [11] which is based on 
tag co-occurrences. Although this work has achieved 
good result in the past, it did not rely on actual 
meaning of tags which may miss the semantic 
relationships among tags. 
The most notable works in graph-based approaches 
are the works by (1) Jaschke et al. [3] which utilized a 
graph-based tag ranking method named FolkRank [12] 
and (2) Symeonidis et al. [13] which proposed the 
Tensor Dimensionality Reduction method. Also, there 
are many recent works which are using hybrid 
approaches or incorporating machine learning 
techniques such as Pairwise Interaction Tensor 
Factorization (PITF) [14]. 
However, there was not much work done in using 
domain ontology for tag recommendation. Beside the 
work proposed in this paper, there is one work by 
Baruzzo et al. [15] which used existing domain 
ontology to recommend new tags by analyzing textual 
content of a resource needed to be tagged. However, 
they did not provide quantitative evaluation. 
Above all, most of the state of the arts in tag 
recommendation, mostly in collaborative and graph-
based method, is evaluated on the dense part of dataset 
and rarely on the sparse part of dataset. The work we 
present in this paper is a combined tag recommender 
which includes collaborative and graph-based method 
but not the content-based method. Although content-
based method may achieve good solution for cold-start 
situation, it may not be applicable to all collaborative 
tagging system because it relies on extra information in 
resources which are not always available. It also may 
not be practical since for different content type it will 
need different version of the algorithm [5]. 
 
2.2. Ontology from folksonomy 
 
Ontology is formal description and explicit 
specification of a shared conceptualization [16]. 
Depending on the types of stored knowledge, ontology 
can be categorized in two types: general ontology and 
domain ontology [17]. Folksonomy which is emerging 
from collaborative tagging has been acknowledged as 
potential source for constructing ontology. As it 
captures vocabulary of users which may be aggregated 
to produce emergent semantics, people may develop 
lightweight ontologies [18]. 
Work by Garcia-Silva et al. [19] compares 
approaches for associating tags with semantics in order 
to make explicit the meaning of those tags. They have 
identified three groups of approaches which are based 
on 1) clustering techniques i.e. to cluster tags 
according to some relations among them (statistical 
techniques); 2) ontologies i.e. aiming at associating 
semantic entities e.g. WordNet, Wikipedia, to tags as a 
way to formally define their meaning; 3) hybrid 
approach i.e. mixing clustering techniques and 
ontologies. 
The approach proposed by Djuana et al. [6] 
represents the state of the art work for the second 
approach (general ontology based method). It 
constructs tag ontology from folksonomy based on an 
existing general ontology WordNet [20]. Other 
ontologies, such as YAGO [21] also can be used with 
this method.  
For the work presented in this paper we utilized the 
ontology generated by Djuana et al. [6] mainly because 
its capability of semantic vocabulary expansion given 
it is based on WordNet synonym sets. It is also 
possible to apply the same technique to expanded 
WordNet general ontology using Wikipedia such as 
YAGO to achieve wider vocabulary coverage. 
 
3. Definitions  
 
3.1. Collaborative tagging system 
 
A collaborative tagging system contains three 
entities: users, tags, and items, which are described 
below: 
 Users   , , . . || contains all users in an 
online community who have used tags to annotate 
their items; 
 Tags   	, 	, . . 	|| contains all tags used by 
users in U. Tags are typically arbitrary strings 
which could be a single word or short phrase. In 
this respect, a tag is defined as a sequence of terms.  
For 
 ,   	  	, 	, … … , 	 . A 
function 			  	, 	, . . 	 is 
defined to return the terms in a tag; 
 Items   , , . . || contains all domain-relevant 
items or resources. What is considered by an item 
depends on the type of collaborative tagging 
system, for instance, in the Delicious and 
Bibsonomy sites the items are mainly bookmarks. 
 
Based on these three entities, a collaborative 
tagging system is formulated as Folksonomy which 
consists of 4-tuple:   , , ,  where , ,  are 
finite sets, whose elements are the users, tags and 
items, respectively.  is a ternary relation between 
those elements, i.e.,       , whose elements 
are called tag assignments or taggings. An element 
, 	,  
  represents that user  annotated item  
using tag 	. A function 	,  is defined to return a 
set of tags that a user  has assigned to an item  
whereby 	,   	 
 |, 	,  
  for all  
  
and  
 . 
 
3.2. Tag recommendation 
 
A tag recommender is a specific kind of 
recommender systems in which the goal is to 
recommend a set of tags to use for a particular item. 
Based on previous formulation of Folksonomy, the task 
of a tag recommender system is to recommend, for a 
given user  
  and a given item  
  which has not 
been tagged by the user or with 	,    , a set 
!,    of tags. In many cases !,  is computed 
by first generating a ranking on the set of tags 
according to some criterion, for instance by a 
collaborative filtering, content based, or other 
recommendation algorithms, from which then the top " 
tags are selected.  
 
3.3. Ontology and tag-to-concept mapping 
 
An ontology can be defined as a 2-tuple #$%# 
 &, ' where (   ), ) , . . , )|| is a set of concepts 
and *   ,  , . . , |	| is a set of relations 
representing the relationships between concepts.  
Associated with each concept ) in C, there is a set of 
synonymic terms, denoted as +"	), representing 
the meaning of the concept ). 
The ontology used in this paper is constructed from 
a tagging system i.e., folksonomy based on WordNet by 
using the methods proposed in Djuana et al. [6]. Since 
the ontology is constructed from a tagging system 
which contains a set of tags , for each tag 	 in , the 
ontology construction method maps the tag to a 
concept of the ontology, denoted as ,	. ,	  
 (  
is a concept of the ontology which is a mapping of 	. 
Readers who are interested in the details of the 
ontology construction are referred to Djuana et al. [6]. 
 
4. The Proposed Approach  
 
In this paper, we propose a recommendation 
approach which consists of three parts. The first part is 
the user-based CF tag recommendation approach [3] 
[10]. Using this technique we can find candidate tags 
set from neighbors (similar users) based on chosen 
users’ profiles. This user-based CF also serves as a 
baseline tag recommender for evaluation purpose.  
The second part includes three proposed methods 
which aim to expand the candidate tags set. The first 
expansion method is to expand the candidate tags set 
by looking at the items which are similar to the target 
item. Using this technique we expand the candidate 
tags set generated from the user-based CF with more 
tags from those similar items. This technique may help 
to solve the problem of sparse users by finding more 
tags based on similar items.  
However, because this method can only find 
previously used tags as candidate tags and may not be 
able to find tags which are semantically related but 
have not been used by the target user’s neighbors, this 
method may not be able to solve the problem of sparse 
tags, i.e., tags that are used by only a few users. 
Therefore, we propose the second and third expansion 
method which is based on the ontology which expands 
the candidate tags set by utilizing the concepts and 
concepts relationships of the ontology. We attempt to 
improve the coverage and accuracy by making use of 
synonym terms and semantic relationships among 
related concepts in the ontology.  
The second expansion method is to expand the 
candidate tags set by using the synonym set (synset) 
information captured in the tag ontology. The third 
expansion method is to expand the candidate tags set 
by using the parent and children concepts in the 
ontology. 
Lastly, the third part is to produce final 
recommended tags by ranking the candidate tags. In 
the following subsections, these three parts will be 
discussed respectively. 
 
4.1. User-based CF method 
 
In the traditional user-based CF recommender 
systems for recommending items, user profiles are 
represented as an user-item matrix -    . For each 
row vector: ./
  0.
,, . . .
,||1, for   1, . . , ||, .
,  
indicates that user  rated item  by a rating value. 
Each row vector ./
 corresponds thus to a user profile 
representing the user’s preferences to the items.  
However, because of the ternary relational nature of 
user tagging system, the traditional user-item matrix X 
cannot be applied directly to tag recommenders, unless 
the ternary relation Y is reduced to a lower dimensional 
space [11]. 
In order to apply the user-based CF to tag 
recommendation, the ternary relation Y can be used to 
generate a binary user-item (tag) matrix -     
where .
, 
 0,1 indicating that there are tags used 
by user  to tag item  if .
,  1, otherwise there are 
no tags used by user  to tag this item . 
Based on the profile matrix -, the neighborhood of 
the most similar 4 users to the user  can be computed 
as follows: 
5
    .   ./
, ./ 
where ./
, ./ is the similarity between user  and 
another user 6. It can be calculated using a similarity 
calculation method such as the cosine similarity, i.e. 
./
, ./   
./
. ./
|./
||./| 
In the experiment, we implemented the user-item 
(tag) projection as the user profile matrix for 
calculating user neighborhood. The user-item (tag) 
matrix is a binary matrix. The Jaccard’s coefficient is 
usually used to measure the similarity of two binary 
vectors. We use the following Jaccard’s coefficient to 
calculate the similarity of two users   and  : 
7 
8
8 9 : 9  
where 8 is the number of items that are tagged by both 
users, : is the number of items that are tagged by   
but not by  ,  is the number of items that are not 
tagged by   but tagged by  . 
In this user-based CF method, in order to 
recommend tags to a target user for tagging a particular 
item, it first generates a set of candidate tags which 
have been used by other users (usually neighbor users) 
to tag the item that the target user is tagging. It then 
ranks the candidate tags based on the similarity 
between the target user and neighbor users to decide 
the top " tags as the final recommendations. 
Let (,  be a set of tags which have been used 
by ’s neighbors to tag item . (,  is the candidate 
tags set to be selected for generating recommendations 
for  to tag . For a candidate tag 	 in (, , its 
ranking can be calculated by the following equation: 
;, 	,   < .=
, .= > ?6, 	, ,


      1 
, ,   	1 , ,   0      
 
where ?6, 	,   1 indicates if the user 6 has used 
this tag 	 to tag the item , 5
 is the neighborhood of 
user . The top " tags can be determined based on the 
ranking: 
 ,   . ;, 	,                        2 
 
4.2. Candidate tags set expansion 
 
4.2.1. Synonym based tags set expansion 
 
For a user  and a target item , let (,  be the 
set of candidate tags generated based on neighbor 
users’ preferences. For each candidate tag 	 
in (, , 	 can be mapped to concepts ,	 in the 
tag ontology.  
For the mapped concepts, from the synset terms of 
these concepts, an expanded set of candidate tags can 
be generated: 
_,    M
	,
               3  
 
4.2.2. Similar item based tags set expansion 
 
In the traditional CF based recommender systems 
for recommending items, an item-based method which 
explores item to item similarity has been proposed for 
alleviating the sparsity problem in the user-based CF 
recommender systems [27]. This method works by 
finding similar items to the ones used by users in 
previous interaction. These similar items are then 
exploited to help generate item recommendation. As 
item to item relationships seem to be more static as 
compared to relationships between users to users, the 
computation is scalable. However, this method requires 
additional information about items which needs to be 
used for calculating similarities. 
In the tag recommendation scenario, as items are 
annotated by users with tags, the similarity between 
items can be estimated by looking at the items’ tags.  
The simplest and straightforward method would be 
to generate an item-tag matrix A     from the 
ternary relation Y and use Z as item profiles. Each row 
vector B/ corresponds to an item profile representing 
the tags attached to the item. For each row vector 
B/  0B,, . . B,||1, where   1, . . , ||, and B, 
 0,1. 
B,  1 is indicating that tag 	 has been used on item , 
otherwise this tag 	 was not used on this item . Similar 
to the user neighborhood similarity calculation, in the 
experiment we also use Jaccard’s coefficient to 
calculate the similarity of two items . and  in the 
similar manner as similarity calculation of two users   
and   as defined previously. 
For a user  and a target item , in order to 
improve the tag recommendation for tagging the target 
item, we propose to expand the candidate tags set with 
the tags of items which are similar to the target item .  
Using similarity values between items, we can find a 
set of items 7 which are similar to item .  
Let  be a set of tags which are used by users to 
tag item , then    C   is a set of tags that 
are used to tag the items in 7. The tags in  are the 
potential tags to be used to expand the candidate tags 
set. In order to determine which tags in should be 
used as the candidates, we propose the following 
ranking method to rank the tags in .  For a tag 	 
 , let  be a set of items which have been tagged 
by tag 	,  the following equation is used to calculate a 
ranking score r	 for tag 	 
r	  1|E7| < 7
 
          4 
The top tags in  which have higher ranking scores 
are chosen to expand the candidate tags. For a user  
and a target item , the set of expanded candidate tags 
based on the similar items in 7 is defined below: 
G.8_(,   t| rt    J          5  
where σ is a threshold. 
4.2.3. Ontology-based tags set expansion 
 
It is a well known insight to explore the possibility 
of using a more general or more specific term in 
recommending a new tag to users. It is related to a 
feature known as the basic level variations or 
generality in collaborative tagging [2], in which certain 
users tend to use a more general vocabulary while 
other users tend to use a more specific vocabulary. 
A concept’s parent and children concepts in an 
ontology are considered as more general and more 
specific concepts, respectively. For the ontology- based 
expansion method, we propose to utilize both the 
synonym set (synset) information, and the parent (more 
general) and the children (more specific) concepts to 
expand the candidate tags set. 
Let ) be a concept, 8"	) be the parent 
concept of ), and )MNO") be the set of children 
concepts of ).  For a user  and a target item , for each 
candidate tag 	 in (,  which is the set of candidate 
tags generated based on neighbor users’ preferences,  	 
can be mapped to concept ,	 in the tag ontology, 
and ", as defined below, contains the parent and 
children concepts of concept ,	. 
"  #$%&'( )  *+,%&'     
From the parent and children concepts, based on 
the synonym set (synset), another set of expanded 
candidate tags can be generated: 
_,     *
	,
               6 
 
4.3. Recommendation ranking 
 
For a user  and a target item , by using the 
methods discussed in previous sections, an expanded 
set of candidate tags, denoted as PNN_(, , is 
generated which contains the basic set of candidate 
tags (,  and the three expanded candidate tag sets 
defined in equations (3), (5), and (6): 
PNN_(, 
 (, C_

, .G.8_( , C_,  
In this section, we will discuss how to rank the 
candidate tags in PNN_(,  to determine the top N 
tags to recommend. Different ranking methods are 
defined to calculate the ranking of candidate tags in 
different candidate subsets. It needs to be noticed that 
the four candidate subsets, (,  and the three 
expanded candidate tag sets, are not necessarily 
exclusive, which means, a candidate tag may occur in 
more than one candidate subset. If a tag occurs in 
multiple candidate subsets, its ranking will be 
calculated using a ranking method of a candidate 
subset which has the highest preference among the 
candidate subsets that contain the tag. The basic 
candidate set (,  has the highest preference, then 
followed by G.8_(, , _, , and then 
by G.8_(,  which has the lowest preference. 
The ranking methods for different candidate subsets 
are given below. 
(1). Tag Ranking at Basic Level   
For each of the candidate tag 	, 	 
 (, , no 
matter whether it occurs in other candidate sets or 
not, its ranking is calculated by using Equation (1). 
(2). Tag Ranking for tags at Synonym Level 
For each candidate tag 	, 	 Q (,  and 	 

G.8_(,  , no matter thether it occurs in the 
other two candidate sets or not, its ranking is 
calculated by using the following equation:  
;, 	,   < .=
, .= > ?6, 	, 


> R	 
where R	 is the popularity of tag 	, which is 
calculated as: R	  | |/.| |. R	 is 
the ratio between || and the maximum number of 
times that a tag has been used to tag items in this 
tagging community.  contains (user, item) pairs 
representing the tag assignments using tag 	. || is 
the number of times that 	 has been used to tag 
items. The higher the ||, the more popular the tag 
	 is. 
(3). Tag Ranking for tags at Parent-Children Level 
For each t of candidate tags which are not original 
candidate tags in (,  or the expanded basic 
tags in 	 
 G.8_(, , t can be a parent or a 
child of a original candidate tag, i.e., belongs to 
_, .  
For each candidate tag t, 	 Q (,  T
G.8_(, , and 	 
 G.8_(, , no 
matter whether it occurs in G.8_(,  or not, 
its ranking is calculated by using the following 
equation:  
;, 	, 
 < .=
, .= > ?6, 	, 


> R	 > U	, 	    
where U	, 	 is the normalized similarity value 
between the tag 	 and its original candidate tag. In 
this approach we use Jiang-Conrath similarity 
measures [25]. We use the implementation provided 
in the WordNet Similarity package [26]. The more 
they are similar in semantic or closer in semantic 
distance, the higher the similarity value will be. 
(4). Tag Ranking for tags based on Similar Items 
For each 	 of the candidate tags which is only in 
G.8_( , , 	 must be a tag that belongs to tags 
of similar items,  its ranking is calculated by using 
the following equation:  
;, 	, 
 < .=
, .= > ?6, 	, 


> R	 > r	     
 
5. Evaluation and experiments setup  
 
We have conducted experiments mainly using two 
public social bookmarking datasets and the detail of 
each dataset is as follows: 
(1). Bibsonomy dataset for ECML PKDD Discovery 
Challenge 2009 which is summarized in Jaschke et 
al. [22]. The dataset contains public bookmarks and 
publication posts of Bibsonomy which are used in 
the competition.  
(2). Delicious dataset as discussed in Wetzker et al. [23]. 
The dataset contains all public bookmarks of users 
posted on Delicious.com between September 2003 
and December 2007. In this paper we only use a 
portion of the dataset from September 2003 and July 
2005. 
For the purpose of evaluating the performance of 
the proposed approach we simulate three situations in 
tag recommendation context which involve datasets 
filtering. For each dataset we apply post core 
calculation [24] to create three datasets which simulate 
tag recommendation using dense dataset, sparse dataset 
and combined dataset. The details are discussed below: 
(1). Bibsonomy dataset 
The dataset originated from Bibsonomy contains 
two versions of training data: 1) snapshot of almost all 
dumps of Bibsonomy and 2) dense part of the snapshot. 
The dense part contains training data which has been 
filtered to include only users, resources or tags that 
appear in at least two posts (p-core at level 2). Table 1 
summarizes the statistics of the datasets. 
For the dense dataset we use the dense part of 
snapshot data in Table 1. In this simulation, all users, 
items and tags in testing dataset are all contained in the 
training data. For the combined dataset we use the 
combined snapshot in Table 1 which contains dense and 
sparse users. In this simulation some of the users, items 
or tags in testing data were not all contained in the 
dense part of training data which simulate combination 
of users and may contain sparse users and cold-start 
users or items. 
Particularly for sparse dataset, we perform filtering 
to include only sparse users which are in the combined 
snapshot but not in dense part of snapshot and appear in 
at most only 2 posts as shown in Table 1. 
Table 1: Bibsonomy data statistics. 
Statistics (Sept 
2003–July 2005) 
Combined 
snapshot 
Dense 
p-core 2 
Sparse 
1-2 posts 
#items 378,378 22,389 19,682 
#users 3,617 1,185 1,122 
#tags 93,756 13,252 6,517 
(2). Delicious dataset 
The dataset originated from Delicious has initial 
statistics as shown in Table 2. This entire snapshot is 
used as combined dataset. For creating dense dataset, a 
filtering at post core level 10 is performed. For creating 
sparse dataset a similar filtering to Bibsonomy filtering 
is performed by taking only users that are not in dense 
dataset but in combined datasets and appear in at most 
only 2 posts. All these statistics are shown in Table 2. 
Table 2: Delicious data statistics. 
Statistics (Sept 
2003–July 2005) 
Combined 
snapshot 
Dense 
p-core 10 
Sparse 
1-2 posts 
#items 3,158,435 78.874 863 
#users 75,245 37,399 1,289 
#tags 456,697 22,170 215 
For each of the datasets, a 5-fold splits are 
performed with 20% of users are taken for target users 
and 80% of users as training users. Top N tags are 
recommended to each target user for one random item 
of the target user’s items in testing set. The 
recommended tags are compared to the target user’s 
actual tags of these items in the testing dataset. If a 
recommended tag matches with an actual tag, we 
calculate this as a hit. The standard precision and recall 
are used to evaluate the accuracy of tag 
recommendations. 
We have conducted following runs to compare 
performance between baseline recommender and the 
proposed methods.  
 User-CF: this is the user-based CF tag 
recommender system as baseline. 
 Exp-User-Syn: this method expands the candidate 
tags set according to synonym based tags set 
expansion as in Equation (3). 
 Exp-User-Syn-PC: this method expands the 
candidate tags set according to synonym based and 
ontology-based tags set expansion as in Equations 
(3) and (6). 
 Exp-Item: this method expands the candidate tags 
set according to similar item based tag set 
expansion as in Equation (5). 
 Exp-Item-Syn: this method expands the candidate 
tags set according to synonym based and similar 
item based tag set expansion as in Equations (3) 
and (5). 
 Exp-Item-Syn-PC: this method expands the 
candidate set according to synonym based, similar 
item based and ontology-based tags set expansion 
as in Equations (3), (5) and (6). 
 Folkrank-TR: this is a state of the art graph-based 
tag recommender as described in Jaschke et al. [3]. 
 PITF-TR: this is another state of the art tensor-
based tag recommender as described in Rendle and 
Schmidt-Thieme [15]. 
 
6. Experiment results and discussion  
 
The recommendation results’ precision and recall 
for each of tag recommendation scenarios are discussed 
as follows: 
(1). Tag recommendation for dense dataset 
Tag recommendation results precision and recall for 
Bibsonomy dense dataset are depicted in Table 3 and 4 
respectively while for Delicious dense dataset are 
depicted in Table 5 and 6 respectively. 
(2). Tag recommendation for combined dataset 
Tag recommendation results precision and recall for 
Bibsonomy combined dataset are depicted in Table 7 
and 8 respectively while for Delicious dense dataset are 
depicted in Table 9 and 10 respectively. 
(3). Tag recommendation for sparse dataset 
Tag recommendation results precision and recall for 
Bibsonomy sparse dataset are depicted in Table 11 and 
12 respectively while for Delicious dense dataset are 
depicted in Table 13 and 14 respectively. 
Table 3: Precision for Dense Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.183 0.103 0.070 0.052 
Exp-User-CF-Syn 0.201 0.112 0.077 0.058 
Exp-User-CF-PC 0.214 0.126 0.091 0.072 
Exp-Item 0.215 0.136 0.098 0.076 
Exp-Item-Syn 0.218 0.142 0.104 0.081 
Exp-Item-PC 0.222 0.147 0.104 0.081 
PITF-TR 0.218 0.128 0.102 0.081 
Folkrank-TR 0.241 0.150 0.108 0.084 
Table 4: Recall for Dense Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.435 0.474 0.479 0.479 
Exp-User-CF-Syn 0.481 0.513 0.531 0.561 
Exp-User-CF-PC 0.505 0.555 0.562 0.564 
Exp-Item 0.472 0.494 0.500 0.511 
Exp-Item-Syn 0.482 0.509 0.514 0.518 
Exp-Item-PC 0.523 0.578 0.588 0.593 
PITF-TR 0.503 0.529 0.544 0.560 
Folkrank-TR 0.576 0.685 0.726 0.750 
Table 5: Precision for Dense Delicious Dataset 
N 5 10 15 20 
User-CF: 0.169 0.081 0.072 0.054 
Exp-User-CF-Syn 0.183 0.104 0.072 0.056 
Exp-User-CF-PC 0.191 0.109 0.075 0.058 
Exp-Item 0.199 0.115 0.081 0.062 
Exp-Item-Syn 0.206 0.118 0.084 0.065 
Exp-Item-PC 0.211 0.120 0.086 0.067 
PITF-TR 0.205 0.116 0.083 0.066 
Folkrank-TR 0.241 0.140 0.098 0.075 
Table 6: Recall for Dense Delicious Dataset 
N 5 10 15 20 
User-CF: 0.609 0.655 0.655 0.656 
Exp-User-CF-Syn 0.641 0.697 0.703 0.711 
Exp-User-CF-PC 0.649 0.707 0.708 0.714 
Exp-Item 0.655 0.720 0.732 0.741 
Exp-Item-Syn 0.686 0.702 0.773 0.801 
Exp-Item-PC 0.705 0.758 0.798 0.842 
PITF-TR 0.711 0.795 0.832 0.853 
Folkrank-TR 0.723 0.825 0.856 0.871 
Table 7: Precision for Combined Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.074 0.059 0.053 0.051 
Exp-User-CF-Syn 0.101 0.092 0.062 0.052 
Exp-User-CF-PC 0.122 0.095 0.066 0.053 
Exp-Item 0.163 0.105 0.071 0.054 
Exp-Item-Syn 0.193 0.125 0.074 0.056 
Exp-Item-PC 0.208 0.126 0.077 0.058 
PITF-TR 0.183 0.125 0.081 0.065 
Folkrank-TR 0.205 0.121 0.066 0.051 
Table 8: Recall for Combined Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.236 0.353 0.422 0.425 
Exp-User-Syn 0.323 0.437 0.452 0.458 
Exp-User-Syn-PC 0.365 0.448 0.461 0.470 
Exp-Item 0.407 0.461 0.490 0.500 
Exp-Item-Syn 0.459 0.502 0.531 0.542 
Exp-Item-Syn-PC 0.516 0.576 0.587 0.589 
PITF-TR 0.436 0.577 0.577 0.580 
Folkrank-TR 0.491 0.561 0.574 0.585 
Table 9: Precision for Combined Delicious Dataset 
N 5 10 15 20 
User-CF: 0.112 0.063 0.042 0.031 
Exp-User-Syn 0.125 0.072 0.048 0.037 
Exp-User-Syn-PC 0.129 0.075 0.051 0.039 
Exp-Item 0.147 0.086 0.059 0.044 
Exp-Item-Syn 0.151 0.088 0.062 0.046 
Exp-Item-Syn-PC 0.156 0.092 0.063 0.047 
PITF-TR 0.149 0.088 0.058 0.045 
Folkrank-TR 0.154 0.089 0.055 0.044 
Table 10: Recall for Combined Delicious Dataset 
N 5 10 15 20 
User-CF: 0.532 0.581 0.602 0.604 
Exp-User-Syn 0.569 0.593 0.611 0.615 
Exp-User-Syn-PC 0.581 0.608 0.619 0.623 
Exp-Item 0.596 0.632 0.645 0.651 
Exp-Item-Syn 0.609 0.646 0.654 0.665 
Exp-Item-Syn-PC 0.617 0.658 0.682 0.711 
PITF-TR 0.615 0.648 0.676 0.708 
Folkrank-TR 0.636 0.657 0.682 0.703 
Table 11: Precision for Sparse Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.054 0.049 0.043 0.041 
Exp-User-Syn 0.087 0.076 0.056 0.043 
Exp-User-Syn-PC 0.089 0.078 0.058 0.045 
Exp-Item 0.103 0.085 0.059 0.045 
Exp-Item-Syn 0.116 0.091 0.062 0.048 
Exp-Item-Syn-PC 0.129 0.096 0.067 0.051 
PITF-TR 0.121 0.089 0.058 0.044 
Folkrank-TR 0.115 0.085 0.056 0.043 
Table 12: Recall for Sparse Bibsonomy Dataset 
N 5 10 15 20 
User-CF: 0.169 0.238 0.302 0.340 
Exp-User-Syn 0.235 0.276 0.364 0.412 
Exp-User-Syn-PC 0.274 0.293 0.395 0.435 
Exp-Item 0.345 0.390 0.415 0.442 
Exp-Item-Syn 0.385 0.402 0.425 0.465 
Exp-Item-Syn-PC 0.397 0.427 0.440 0.476 
PITF-TR 0.371 0.402 0.430 0.468 
Folkrank-TR 0.341 0.375 0.411 0.423 
Table 13: Precision for Sparse Delicious Dataset 
N 5 10 15 20 
User-CF: 0.106 0.058 0.039 0.029 
Exp-User-Syn 0.122 0.069 0.046 0.035 
Exp-User-Syn-PC 0.129 0.074 0.049 0.038 
Exp-Item 0.151 0.089 0.059 0.045 
Exp-Item-Syn 0.164 0.095 0.064 0.048 
Exp-Item-Syn-PC 0.168 0.099 0.067 0.051 
PITF-TR 0.159 0.090 0.061 0.045 
Folkrank-TR 0.150 0.085 0.053 0.042 
Table 14: Recall for Sparse Delicious Dataset 
N 5 10 15 20 
User-CF: 0.351 0.362 0.374 0.379 
Exp-User-Syn 0.366 0.377 0.386 0.395 
Exp-User-Syn-PC 0.375 0.381 0.393 0.408 
Exp-Item 0.382 0.401 0.414 0.420 
Exp-Item-Syn 0.390 0.413 0.423 0.431 
Exp-Item-Syn-PC 0.401 0.422 0.432 0.445 
PITF-TR 0.392 0.409 0.421 0.429 
Folkrank-TR 0.375 0.396 0.411 0.423 
For the recommendation using dense datasets we 
are mainly observing how significantly the candidate 
tags set expansion based on similar items’ tags, parent-
children’s tags, and the combined method may 
improve over the baseline recommender.  
For the recommendation using sparse datasets, we 
are mainly observing whether or not the proposed 
candidate tag expansion methods can improve over the 
state of the art recommendation methods in sparse 
situation while they are normally perform well under 
dense situation but are not known under sparse 
situation. 
From Table 3 and Table 4 for tag recommendation 
on dense Bibsonomy dataset, all the proposed methods 
outperform the baseline method. The method Exp-Item-
Syn-PC based on the similar items’ tags, synset and 
parent-children concepts has achieved the best 
performance among the proposed methods. For the 
dense dataset, the state of the art method Folkrank-TR 
has achieved the best results.  
Also from the same Tables (3 and 4) it is shown 
that the combination of both expansion methods has 
improved the results better than the PITF-TR (tensor-
based) results but slightly lower than the Folkrank-TR 
(graph-based) results. This result shows the potential of 
the combined method to be comparable to state of the 
art methods in graph-based and tensor-based tag 
recommendation. 
Looking at Table 5 and Table 6 for tag 
recommendation on combined (dense and sparse) 
Bibsonomy dataset, it is showing the same trends that 
the improvement from the tag expansion based on 
similar items’ tags is higher than only based on the 
synonym or parent-children information in this 
situation. Also, the improvement is slightly higher than 
the improvement for dense dataset. It is showing the 
potential of using the combined methods for mitigating 
sparsity problem as the combined dataset contains 
sparse users beside dense users. 
Table 5 and Table 6 also show that the combined 
method Exp-Item-Syn-PC has improved the results over 
the two state of the art methods. Table 7 and Table 8 
confirm the effectiveness further that the combined 
method Exp-Item-Syn-PC has achieved for mitigating 
sparsity problem in tag recommendation on sparse 
Bibsonomy dataset.  
Similar trends are also shown for tag 
recommendation on Delicious dataset as shown on 
Table 9 and Table 10 for dense dataset, that the 
improvement from the similar items tag based 
expansion is slightly higher than the expansion based 
on synonym or parent-children in this situation. Also it 
is shown that the combined method Exp-Item-Syn-PC 
has improved the results better than PITF-TR’s results 
but slightly lower than Folkrank-TR’s results.  
The results on Table 11 and Table 12 for the 
combined dataset and the results on Table 13 and Table 
14 for the sparse dataset show that the combined 
method Exp-Item-Syn-PC has improved the results over 
both the two state of the art methods. It is once again 
confirming the effectiveness of the combined method 
for mitigating sparsity problem in tag recommendation.  
From all these results we can draw several 
conclusions that: (1) the similar items tags expansion 
method can improve user-based CF method quite 
significantly in most tag recommendation situations 
(dense and combined), and especially in sparse 
situation; (2) the ontology-based expansion method can 
improve user-based CF method and the similar items 
tag expansion method in most tag recommendation 
situations including in sparse situation; (3) the 
combined method Exp-Item-Syn-PC outperforms both 
the two state of the art methods in sparse situation. 
 
7. Conclusion 
 
We have presented a combined method for tag 
recommendation which has improved over user-based 
collaborative filtering in most situations, i.e. dense, 
combined (dense and sparse) and sparse datasets. The 
combined method includes similar items tag expansion 
method and ontology-based expansion methods i.e. 
basic level concepts and parent-children concepts 
expansion. The evaluation shows that this combined 
method is comparable to the state of the art methods 
(tensor-based and graph-based methods) in dense 
situation and more effective in sparse situation. For 
future work, it is desirable to compare the effectiveness 
of this method with other method for mitigating 
sparsity problem and also to evaluate this method for 
cold-start problems. 
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