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Chapitre 1
Introduction
1.1 Correction d’erreur
Le sujet de la the´orie des codes correcteurs d’erreur est la transmission fiable
d’informations sur un canal de transmission bruite´, en utilisant des objets com-
binatoires et algorithmiques appele´s codes correcteurs d’erreurs.
Dans un me´canisme de transmission, il y a trois entite´s : l’e´metteur, le
re´cepteur et le canal de transmission. L’objectif de l’e´metteur est de communi-
quer au re´cepteur un message m. Le canal de transmission bruite´ est capable
de communiquer des suites arbitrairement longues de symboles d’un alphabet
Σ (un des cas les plus importants e´tant Σ = {0, 1}). Alors l’espace M des mes-
sages a` coder est Σk, l’ensemble des suites de symboles de longueur k. On note
les mots m = (m0, . . . ,mk−1) ≪ horizontalement ≫.
E´metteur et re´cepteur se mettent d’accord sur la longueur n des suites code´es
a` transmettre, appele´e la longueur du code, les messages e´change´s appartenant
donc a` Σn, que l’on appellera l’espace ambiant. L’e´metteur et le re´cepteur se
mettent aussi d’accord sur une fonction de codage, E, injective : E : Σk → Σn,
utilise´e pour coder les messages avant transmission. L’image C = {E(m), m ∈
M} est appele´ le code. Le rapport k/n, note´ R, est le taux de transmission ou
rendement du code, c’est le premier parame`tre fondamental d’un code.
Prescrivons maintenant une structure de corps fini sur l’alphabet Σ, Σ = Fq,
ce qui induit une structure de Fq-espace vectoriel sur Σ
n. On se restreint aux
codes line´aires c’est-a`-dire a` l’image par une application line´aire de Fkq dans F
n
q ,
que l’on supposera toujours non singulie`re. Dans ce cas, un code line´aire est un
Fq-sous-espace vectoriel de F
n
q . On spe´cifiera dore´navant un code line´aire C par
sa matrice ge´ne´ratrice, qui est une matrice dont les lignes forment une base de
C.
Le mot de code c = E(m) e´tant e´mis, le canal de transmission produit un
vecteur de bruit e ∈ Σn, et le mot rec¸u est y = E(m) + e. Le re´cepteur utilise
alors une fonction de de´codage D : Σn →M. Le de´codageD doit eˆtre rapide, et
eˆtre tel que D(y) = m, avec grande probabilite´. Intuitivement, le code introduit
une redondance en augmentant la longueur des messages, et cette redondance
est utilise´e pour de´coder le message transmis, meˆme s’il est bruite´. Du point de
vue de la fiabilite´ de la transmission, la question fondamentale de la the´orie de
codes est
5
6 CHAPITRE 1. INTRODUCTION
E´tant donne´e une distribution de probabilite´ P sur le canal de
transmission (i.e. une distribution de probabilite´ sur les erreurs de
transmission), quelles sont les meilleures fonctions de codage et de
de´codage, c’est-a`-dire quelle est la plus petite probabilite´ d’erreur
min
E,D
{
Em∈M
(
Pr
e∈P
[D(E(m) + e) 6= m]
)}
ou` E de´signe l’espe´rance mathe´matique.
Shannon [42] a e´tudie´ les proprie´te´s asymptotiques de cette quantite´ quand
la distribution du bruit sur Σn est la distribution produit d’une distribution sur
Σ. Dans ce contexte, il existe une quantite´ C0 ∈ [0, 1], de´pendant du canal, telle
que pour tout R < C0 et ǫ > 0, et, pour n assez grand, il existe toujours un
couple codage/de´codage avec un code de taux R tel que la probabilite´ d’erreur
soit au plus ǫ.
Dans le cadre de cette pre´sentation, nous ne conside´rerons uniquement le cas
du canal q-aire syme´trique, de´fini de la manie`re suivante : chaque symbole de Σ
transmis est pre´serve´ avec une certaine probabilite´ 1− δ, ou bien est transforme´
en autre symbole parmi les q − 1 autres possible avec probabilite´ δ/(q − 1), les
e´ve´nements e´tant inde´pendants d’un symbole a` l’autre.
D’un autre cote´, Hamming a de´fini les notions de code correcteur d’erreur et
de code de´tecteur d’erreur [26]. De´finissons le poids de Hamming d’une se´quence
x ∈ Σn comme le nombre de composantes non nulles de x, et la distance de
Hamming entre x et y comme le poids de la diffe´rence x − y (c’est-a`-dire le
nombre de composantes ou` x et y diffe`rent). C’est bien une distance. On de´finit
alors la distance minimale d’un code C comme la plus petite distance entre
deux mots distincts du code C. Le canal de transmission cre´e en ge´ne´ral un
vecteur e de petit poids, par exemple de poids borne´ par t. On dira qu’un code
correcteur corrige t erreurs si les boules de rayon t centre´es sur les mots de code
ne s’intersectent pas. En effet si le poids de l’erreur est infe´rieur a` t, alors, si
C est t-correcteur, il y a unicite´ du mot de code le plus proche. Une capacite´
de correction t implique que la distance minimale entre deux mots distincts du
code est supe´rieure a` 2t+ 1.
On parle alors de de´codage unique car il y a unicite´ du mot de code a` distance
t du mot rec¸u. Si toutefois on conside`re des rayons τ > t, avec t⌊d−12 ⌋, il n’y a
plus unicite´ des mots de code a` distance τ du mot rec¸u. Dans ce cas on demande
au de´codeur de retourner la liste des mots a` distance τ , et on parle de de´codage
en liste.
La distance minimale est le deuxie`me parame`tre fondamental d’un code. On
parlera d’un code [n, k, d]q pour un code de longueur n, de dimension k et de
distance minimale d, de´fini sur le corps Fq. Du point de vue de Hamming, la
question fondamentale est
E´tant donne´ un alphabet Σ de taille q, et deux entiers n et k, k < n,
quelle est la plus grande distance minimale relative d/n d’un code
C ⊆ Σn de taux de transmission k/n ?
En effet, une distance minimale e´leve´e induit que le code est capable de
corriger des erreurs de poids e´leve´. L’objectif d’avoir une bonne distance mi-
nimale et l’objectif d’avoir une grande dimension sont antagonistes : quand la
dimension croˆıt, le nombre de mots de code augmente, et la distance minimale
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diminue. Signalons imme´diatement que la re´ponse au proble`me de Hamming
n’est pas connue quand la taille de l’alphabet est petite. Il y a une re´ponse tre`s
satisfaisante a` la question quand q > n : les codes de Reed-Solomon, qui sont
ubiquitaires dans le domaine.
1.2 Plan
Le chapitre suivant pre´sente les codes de Reed-Solomon, ainsi que des va-
riantes (codes de Reed et Muller, codes ge´ome´triques), ainsi que leurs proprie´te´s
me´triques. En ce qui concerne les codes ge´ome´triques, je ne va pas refaire toute
la ge´ome´trie des courbes sur les corps finis, ce dont je ne serai pas capable. Je vais
donc utiliser un mode`le simplifie´ de courbes, qui correspond bien par exemple
avec les courbes dites hermitiennes qui sont les plus e´tudie´es en codage.
Une fois ces codes introduits, je pre´senterai dans le troisie`me chapitre les
techniques de de´codage par syndrome, qui consistent a` retrouver l’erreur a` partir
de son syndrome, qui peut eˆtre calcule´ a` partir du mot rec¸u. Ces me´thodes ont
culmine´ dans [36], avec le de´codage des codes ge´ome´triques jusqu’a` la distance
de Feng-Rao [13], en utilisant l’algorithme de Berlekamp-Massey-Sakata [37].
E´tonnament, Sudan [45], pour les codes de Reed-Solomon, suivi de Shokrol-
lahi et Wasserman [43] pour les codes ge´ome´triques, ont introduit le de´codage
en liste de ces codes, a` base de me´thodes d’interpolation. Ces travaux ont e´te´
comple´te´s par Guruswami et Sudan [19]. Ces algorithmes sont conceptuelle-
ment plus simples, et en relaxant l’hypothe`se de l’unicite´ de mot de code, ils
permettent de corriger beaucoup plus d’erreurs. Ces techniques ont relance´ la
recherche sur les codes de Reed-Solomon, notamment du point de vue de la
the´orie de la complexite´. Je consacrerai la quatrie`me partie a` ces algorithmes.
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Chapitre 2
Les codes alge´briques
principaux
Dans ce chapitre, je pre´sente les codes alge´briques les plus simples, obtenus
par e´valutation : les codes de Reed-Solomon, puis les codes de Reed-Muller. Ces
codes ne sont pas satisfaisants vis a` vis du proble`me pose´ a` l’origine par ham-
ming, ce qui motive l’introduction des codes ge´ome´triques, du a` Goppa [18]. Au
cours de chapitre, je donnerai aussi les bornes les plus importantes sur les pa-
rame`tres de codes (Singleton, Hamming, Varshamov-Gilbert, ainsi que la borne
de Tsfasman-Vladut-Zink sur les codes ge´ome´triques). En fin de cette partie, je
donne les proprie´te´s e´le´mentaires sur les dvisiseurs sur une courbe, ne´cessaires
a` la description de l’algorithme de Sudan pour les codes ge´ome´triques.
2.1 Codes de Reed-Solomon
On conside`re le corps fini Fq, a` q e´le´ments. Soient x1, . . . , xn ∈ Fq, deux a`
deux distincts, avec n < q,
De´finition 1. La fonction d’e´valuation associe´e a` x1, . . . , xn est
ev : Fq[x] → Fnq
f 7→ (f(x1), . . . , f(xn))
De´finition 2 (Codes de Reed-Solomon). Soient x1, . . . , xn ∈ Fq, avec n < q,
et xi 6= xj si i 6= j, et ev la fonction d’e´valuation. Soit
Lk = {f ∈ Fq[x]; deg f < k},
l’ensemble des polynoˆmes de degre´ infe´rieur a` k avec 0 ≤ k ≤ n. Le code de
Reed-Solomon de dimension k est
C = ev(Lk).
Proposition 1. Le code de Reed-Solomon de longueur n, de dimension k et de
support (x1, . . . , xn) est de distance minimale d = n− k + 1.
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De´monstration. Un polynoˆme de degre´ infe´rieur a` k a au plus k−1 racines. Son
vecteur d’e´valuation ev(f) a donc au moins n− k + 1 composantes non nulles.
D’autre part, conside´rons par exemple le polynoˆme f = f(x) =
∏k−1
i=1 (X − xi).
Alors f est tel que le poids de ev f est exactement n− k + 1.
Les codes de Reed-Solomon ont aussi une de´finition duale, c’est-a`-dire, par
des relations line´raires satisfaites par les mots de codes. On conside`re le code de
Reed-Solomon de´fini sur Fq, de longueur n = q − 1, de support {x1, . . . , xn}, et
de dimension k. On suppose que
(x1, . . . , xn) = (α
0, α1, α2, . . . , αn−1), (2.1)
dans cet ordre exactement. On identifie le mot c = (c0, c1, . . . , cn−1) au po-
lynoˆme c(x) = c0 + c1x+ · · ·+ xn−1.
The´ore`me 1. Soit n impair et α une racine n-ie`me de l’unite´ sur F2. Un mot
c = c(x) est dans le code de Reed-Solomon, de longueur n, de dimension k et
de support
(α0, α1, α2, . . . , αn−1)
si et seulement si c(αi) = 0, pour i ∈ {1, . . . , n− k}.
De´monstration. Soit c = ev f , le polynoˆme correspondant c(x) est
c(x) =
n−1∑
i=0
f(αi)xi.
On a, par les proprie´te´s de la transforme´e de Fourier discre`te :
c(αj) = nfn−j
Puisque f est de degre´ strictement infe´rieur a` k, les coefficients fk. . .fn−1 sont
nuls, et donc c(αj) = 0 pour j = 1 . . . n− k.
Une manie`re synthe´tique d’e´noncer la proposition pre´ce´dente est d’utiliser
la notion de dual d’un code. Pour cela, on de´finit le produit scalaire standard
sur Fnq .
De´finition 3. Le produit scalaire standard de x, y ∈ Fnq est
x · y =
n∑
i=1
xiyi.
Le code dual C⊥ de C est C⊥ = {y ∈ Fnq ; x · y = 0; ∀x ∈ C}.
Proposition 2. Le dual du code de Reed-Solomon de dimension k de support
(α0, α, α2, . . . , αn−1) est le code de Reed-Solomon de dimension n− k de meˆme
support.
De´monstration. Soit Ck le code de Reed-Solomon de dimension k de support
(α0, α, α2, . . . , αn−1). Soit c = (c0, . . . , cn−1) un mot de Ck, on a c(1) = · · · =
c(αn−k) = 0, soit matriciellement :

1 . . . 1
α10 . . . α
1
n−1
...
...
αn−k−11 . . . α
n−k−1
n−1

 ct = 0
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Les lignes de cette matrice sont ev(1), . . . ev(xn−k−1) qui forment une base
du code de Reed-Solomon de dimension n− k.
On a donc deux manie`res de de´finir les codes de Reed-Solomon : soit comme
codes d’e´valuation, ou` les mots de code sont des vecteurs d’e´valuation de po-
lynoˆmes de degre´ controˆle´, soit comme dual de codes d’e´valuation. Cette dua-
lite´ nous permettra de concevoir des algorithmes de de´codage de natures tre`s
diffe´rentes, suivant que le code est vu comme code d’e´valuation, ou comme codes
de´finis par des syndromes. C’est la base de ma pre´sentation : le chapitre suivant
pre´sente le de´codage des codes de´finis par syndrome, celui qui le suit le de´codage
des codes de´finis par e´valuation.
2.2 Bornes sur les codes
Proposition 3 (Borne de Singleton). Tout code line´aire C de parame`tres [n, k, d]
ve´rifie k + d ≤ n+ 1.
De´monstration. Soit h1, . . . , hn−k une base de C
⊥, et H la matrice (n− k)× n
dont les lignes sont h1, . . . , hn−k. Alors, soit x = (x1, . . . , xn) un mot du code C,
de poids w, on aHxt = 0. Autrement dit, les positions i1, . . . , iw non nulles de x,
ainsi que les coefficients xi1 , . . . , xiw de x imposent une relation de de´pendance
line´aire sur les colonnes c1, . . . cn de H du type :
xi1ci1 + · · ·+ xiwciw = 0.
On a donc que la distance minimale de C est d si et seulement tout sous ensemble
de d − 1 colonnes de H est inde´pendant, et s’il existe une famille libre de d
colonnes de H . Maintenant, le rang de H est n−k et c’est une borne supe´rieure
le nombre maximal de colonnes inde´pendantes. Donc
d− 1 ≤ n− k.
De´finition 4. On dit qu’un code [n, k, d]q ve´rifiant k + d = n + 1 est MDS
(Maximum Distance Separable).
Les codes de Reed-Solomon atteignent cette borne et sont donc MDS. Est-ce
la fin de la the´orie des codes ? Non, car la borne MDS est tre`s simple, et fait
pas intervenir la taille de l’alphabet. On voit que les codes de Reed-Solomon
pre´sente´ ici ve´rifient n ≤ q − 1. Ils pre´sentent donc le de´faut majeur d’eˆtre de
longueur borne´e, a` alphabet fixe´.
Il y a des astuces permettant d’augmenter de deux la longueur des codes
de Reed-Solomon sur des corps de caracte´ristique 2 [31, Chapitre 11]. On se
sait pas si on peut faire mieux. Les re´sultats connus sont rassemble´s dans la
≪ conjecture MDS ≫ :
Conjecture 1 (Conjecture MDS). Tous les codes MDS ve´rifient n ≤ q + 1,
sauf si k = 3 ou k = q − 1, avec q pair, auquel cas on a n ≤ q + 2.
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Il faut donc des bornes qui fassent intervenir la taille de l’alphabet. La plus
simple de ces bornes est la borne de Hamming. Soit Vq(n, t) le nombre de mots
dans une boule de rayon t dans Fnq . On a :
Vq(n, t) =
t∑
i=0
(q − 1)i
(
n
i
)
.
Proposition 4 (Borne de Hamming). Soit Aq(n, d) le plus grand cardinal d’un
code q-aire de longueur n, et de distance minimale d. Alors :
Aq(n, d) ≤ q
n
Vq(n, t)
ou` t = ⌊d−12 ⌋.
De´monstration. Les boules des rayons t, centre´es sur les mots du code sont
disjointes. Il y en a au plus Aq(n, d).
Lorsque le rapport t/n est constant, rappelons qu’on a l’e´quivalent, quand
n croˆıt :
logq Vq(n, t)
n
≈ Hq(t/n),
ou` Hq(x) est la fonction d’entropie q-aire, de´finie par
Hq(x) = x logq(q − 1)− x logq x− (1− x) logq(1− x).
La borne de Hamming prend alors la forme asymptotique suivante :
R ≤ 1−Hq(δ/2)
ou` R = k/n est le taux de transmission, et δ = d/n est la distance minimale re-
lative. La borne de Singleton donne R ≤ 1−δ. Les graphiques 2.1 montre l’e´cart
entre ces deux bornes. Il existe d’autres bornes supe´rieures, plus pertinentes que
la borne de Hamming et la borne de Singleton (bornes de Bassalygo-Elias, de
Plotkin, de McEliece-Rodemich-Rumsey-Welch), voir [31].
Nous avons les parame`tres suivants, qui borne infe´rieurement les parame`tres
des meilleurs codes. On dit aussi que c’est une borne d’existence.
Proposition 5 (Borne de Gilbert-Varshamov). Si
qkVq(n, d− 1) < qn,
alors il existe un code [n, k, d]q.
La forme asymptotique, quand n tend vers l’infini, est la suivante.
The´ore`me 2 (Borne de Varshamov-Gilbert asymptotique). Si R ≤ 1−Hq(δ),
il existe une famille de codes line´aires de longueur n, de dimension k et de
distance minimale, telle que
lim
n→∞
k/n = R et lim
n→∞
d/n = δ.
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Figure 2.1 – Comparaison des bornes asymptotiques de Singleton, de Ham-
ming, et de Varshamov-Gilbert pour les corps a` deux e´le´ments et a` 16 e´lements
(figures du haut), 256 et 1024 e´le´ments (figures du bas). On voit que pour le
corps a` deux e´le´ments, ces bornes sont distantes, et que pour le ≪ grand≫ corps,
les bornes de Singleton et de Varshamov-Gilbert s’e´crasent, alors que la borne
de Hamming ne devient plus significative. Dans les deux courbes du bas, est
aussi represente´e la borne de Tsfasman-Vladut-Zink, qui est meilleure que celle
de Varshamov-Gilbert, et on voit que la borne de Tsfasman-Vladut-Zink se
rapproche de la borne de Singleton
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On en a re´alite´ plus : on peut monter que si on tire un code de longueur
n et de dimension k, alors sa distance minimale sera telle que R ≈ 1 −Hq(δ),
avec probabilite´ tendant vers 1, quand n tend vers l’infini. Il est notable que
la borne de Varshamov-Gilbert a longtemps e´te´ conjecture´e comme une borne
supe´rieure. Cependant, il a re´cemment e´te´ montre´ dans le cas binaire qu’il existe
des codes meilleurs que ceux pre´dits par cette borne [16]. Dans le cas de corps
de cardinal plus e´leve´, il existe de codes de parame`tres au dessus de la borne de
Varshamov-Gilbert. Ces codes dit ge´ome´triques sont obtenus par la construction
de Goppa [18]. Cela a motive´ tous les travaux sur les codes ge´ome´triques, et
notamment sur l’obtention d’algorithmes de de´codage.
2.3 Codes ge´ome´triques
2.3.1 Codes ≪ multivarie´s ≫
Comme on l’a vu, les codes de Reed-Solomon sont MDS : leur dimension k
et leur distance minimale ve´rifient k + d = n + 1, n e´tant leur longueur, ces
parame`tres e´tant les meilleurs possibles. Leur principal de´faut est d’eˆtre de´fini
sur un alphabet de taille q supe´rieure a` n : a` alphabet fixe´, on ne peut pas avoir
des codes MDS de longueur croissante. Une manie`re naturelle est de passer dans
un contexte multivarie´.
On va donc conside´rer le corps Fq, et une e´nume´ration {P1, . . . , Pqm} des
points de Fmq = {P1, . . . , Pqm}. Dans un premier temps, nous notons n = qm, et
nous conside´rons tous les points de Fmq .
De´finition 5. La fonction d’e´valuation associe´e aux points {P1, . . . , Pn} est
ev : Fq[X1, . . . , Xm] → Fnq
f 7→ (f(P1), . . . , f(Pn))
De´finition 6 (Codes de Reed-Muller ge´ne´ralise´s). Soit {P1, . . . , Pn} les points
de Fmq et ev la fonction d’e´valuation associe´e. On conside`re l’espace
Lr = {f ∈ Fq[X1, . . . , Xm]; deg f 6 r}.
Le code de Reed-Muller d’ordre r est
C = ev(Lr),
ou` 0 6 r 6 m(q − 1).
En comptant le nombre de monoˆmes de degre´ infe´rieur a` r, et en utilisant
le lemme de Schwartz-Zippel [52, 41] sur le nombre de ze´ros d’un polynoˆme
multivarie´ sur un corps fini, on peut de´terminer la dimension et la distance
minimale des codes de Reed-Muller.
Proposition 6 (Lemme de Schwartz-Zippel). Soit f ∈ Fq[X1, . . . , Xm] de degre´
total au plus e´gal a` r. Alors le nombre de ze´ros de f sur Fmq est borne´ par rq
m−1.
Corollaire 1. Pour r 6 q−1, le code de Reed-Muller d’ordre r a pour dimension(
r+m
m
)
et (q − r)qm−1 comme distance minimale.
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Pour r plus e´leve´, la taille du corps intervient en ligne de compte. Soit
r = u(q − 1) + s < m(q − 1) la distance minimale du code de Reed-Muller
d’ordre r est (q − s)qm−r−1, et sa dimension est
r∑
i=0
m∑
k=0
(−1)k
(
m
k
)(
i− kq +m− 1
i− kq
)
voir [2]. Dans tous les cas, on peut borner comme suit les parame`tres du code
de Reed-Muller ge´ne´ralise´ : k 6 (r+1)m, et d = qm(1− rq ). En rapportant tout
a` la longueur n = qm, on obtient pour taux de transmission
R =
k
n
6
(
r + 1
q
)m
et, pour distance minimale relative :
δ =
d
n
= 1− r
q
.
On voit que les performances sont tre`s mauvaises par rapport a` la borne de
Singleton, qui donnerait R ≈ rq : quand le nombre de variables augmente, le
taux de transmission se de´grade exponentiellement avec le nombre de variables.
Notons toutefois que le code de Reed-Muller binaire d’ordre un en cinq variables
(petite dimension, grande distance minimale) a e´te´ utilise´ en 1972 par la sonde
spatiale Mariner pour envoyer des photos de Mars [31].
2.3.2 Codes de´finis par courbes alge´briques
L’ide´e naturelle est de conside´rer des polynoˆmes multivarie´s que l’on va
e´valuer sur des points P1, . . . , Pn de F
m
q , avec n < q
m, et ou` les points P1, . . . , Pn
sont bien choisis. Cela revient a` conside´rer des codes plus courts, de longueur
n < qm : les parame`tres n, k et d vont de´croitre, mais on espe`re que le taux
R = k/n, et la distance minimale relative δ = d/n vont devenir bons. On va
donc conside´rer la fonction d’e´valuation :
ev : Fq[x1, . . . , xm] → Fnq
f 7→ (f(P1), . . . , f(Pn))
,
et le code associe´ est
C = ev(Lr),
ou` Lr = {f ∈ Fq[x]; deg f < r}. Toute la difficulte´ est de de´terminer la distance
minimale et la dimension de ces codes, en fonction des points P1, . . . , Pn choisis
dans le support, et de bien choisir ces points.
Afin d’avoir de pouvoir se reposer sur une the´orie mathe´matique, qui per-
mette d’avoir des the´ore`mes pour obtenir des bornes, on va prendre les points
P1, . . . , Pn sur une courbe C de´finie sur Fq. On va aussi devoir prendre des
espaces diffe´rents pour Lr, car la notion de degre´ va eˆtre aussi modifie´e.
Afin de ne pas refaire toute la the´orie des varie´te´s alge´briques sur les corps
finis, et en particulier des courbes, on ne conside`re que des courbes tre`s parti-
culie`res, dites en ≪ position spe´ciale ≫ [35]. Cela simplifie grandement la pre´sen-
tation, et permet d’aller tout de suite aux aspects lie´s au calcul formel des codes
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ge´ome´triques. De plus, pour les codes conside´re´s en pratique (codes hermitiens),
les courbes se pre´sentent naturellement sous cette forme la`. Nous supposons
connu le livre de Cox, Little et O’Shea [12].
Soit I ⊆ Fq[x1, . . . , xm] un ide´al radical et V la varie´te´ associe´, qui est
l’ensemble des ze´ros communs des polynoˆmes de I. On suppose V de dimension
1, irre´ductible, lisse dans sa partie affine, ce qui permet de de´finir le corps
Fq(V ) = FracFq[V ] des fonctions rationnelles, qui est le corps des fractions de
Fq[x1, . . . , xm]/I, note´ lui meˆme Fq[V ]. La varie´te´ V est une courbe affine si le
degre´ de transcendance de Fq(V ) est e´gal a` un. L’hypothe`se cruciale est que la
courbe n’a qu’un seul point a` l’infini note´ Q.
Exemple 1 (Courbe hermitienne). Dans le cas de la courbe de´finie sur Fq par
xq0+1 = yq0 − y, avec q = q20, il y a un point a` l’infini Q = (0 : 1 : 0), et q30
points affines dans Fq. Cette courbe est dite hermitienne, car, apre`s changement
de variable, elle admet une e´quation xq0+1+yq0+1+zq0+1 = 0, ce qui correspond
a` un produit scalaire ≪ hermitien ≫ sur F3
q2
0
, pour l’isomorphisme x 7→ xq0 .
Nous rappelons le the´ore`me suivant.
The´ore`me 3. Soit C une courbe lisse irre´ductible projective, et f une fonction
rationnelle sur C. Alors, compte´s avec multiplicite´s, f autant de ze´ros que de
poˆles (dans la cloˆture alge´brique de Fq).
Ainsi, dans ce contexte simplifie´, un polynoˆme p de´finit une fonction f sur
la courbe affine C. Comme ce polynoˆme n’a pas de poˆle sur la courbe affine, il
admet ne´cessairement comme poˆle le point a` l’infini Q. L’ordre au poˆle de f est
e´gal au nombres de ze´ros affines de p sur la courbe.
On peut montrer la proposition suivante.
Proposition 7. Soit C une courbe affine dans Am(Fq) en position spe´ciale
comme pre´ce´demment. Il existe o1, . . . , om ∈ N \ {0} tel que, pour tout monoˆme
m = xi11 · · ·ximm , l’ordre au poˆle de m en Q est e´gal a`
vQ(x
i1
1 . . . x
im
m ) = − (o1i1 + · · ·+ omim) .
On de´finit l’ordre monomial < de´fini par le degre´ ponde´re´
wdego1,...,om(i1, . . . , im) = o1i1 + · · ·+ omim,
raffine´ par l’ordre lexicographique x1 < · · · < xm. La proposition suivante nous
permet de repre´senter les fonctions de´finies sur la courbe affine, ainsi que de
de´terminer leur ordre au poˆle.
Proposition 8. Soit C une courbe en position spe´ciale, et < l’ordre monomial
associe´. Soit f ∈ Fq[x1, . . . , xm], et f¯ la fonction associe´e dans Fq[C]. Soit G
une base de Gro¨bner de I(C) pour l’ordre <, et soit N(f) la forme normale de
f relativement a` G. Alors l’ordre au poˆle Q de f¯ est e´gal a`
vQ(x
i1
1 · · ·ximm ) = − (o1i1 + · · ·+ omim)
ou` le terme de teˆte de N(f) s’e´crit cxi11 · · ·ximm .
De´finition 7. Soit C une courbe en position spe´ciale, et < l’ordre monomial
associe´. Soit m = xi11 · · ·ximm , le poids de m est wdego1,...,om(i1, . . . , im) = o1i1+· · ·+ omim. Le poids d’un polynoˆme f est le poids du terme de teˆte de sa forme
normale relativement a` une base de Gro¨bner de´finissant I(C).
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Exemple 2 (Courbe hermitienne). Soit C la courbe xq0+1 = yq0 − y, avec
q = q20, le point a` l’infini est (1 : 0 : 0). On a −vQ(x) = q0 et −vQ(y) = q0 + 1.
Soit I = I(C). L’ensemble{
xiyj + I| 0 6 i, 0 6 j 6 q0
}
est une base de l’espace vectoriel Fq[C]. On de´finit le degre´ ponde´re´ de xiyj par
wdeg(xiyj) = q0i+ (q0 + 1)j.
Nous pouvons maintenant de´finir les codes ge´ome´triques (a` un point) de´finis
sur de telles courbes. Tout d’abord nous devons de´finir les espaces L = L(rQ)
des fonctions a` e´valuer.
De´finition 8. Soit C une courbe affine en position spe´ciale, et Q la place a`
l’infini. L’espace associe´ a` rQ, note´ L(rQ) est l’ensemble des fonctions f¯ ∈
Fq(C) n’admettant qu’un unique poˆle en Q, d’ordre au plus r.
C’est exactement l’espace des formes normales f¯ des polynoˆmes f relative-
ment a` une base de Gro¨bner de I(C), telles que wdeg(lead(f¯)) ≤ r.
De´finition 9. Soit C une courbe affine en position spe´ciale, P1, . . . , Pn, n points
rationels affines distincts. On de´finit la fonction d’e´valuation
ev : Fq[C] → Fnq
f 7→ (f(P1), . . . , f(Pn))
.
On note D = P1 + · · ·+ Pn la somme formelle des points P1, . . . , Pn.
De´finition 10. Soit C une courbe comme pre´ce´demment, et Q la place a` l’infini,
et D = P1 + · · · + Pn, ou` P1, . . . , Pn sont n points rationnels affines de C. Le
code ge´ome´trique CL(D, rQ) est
ev(L(rQ)).
Le code ge´ome´trique CΩ(D, rQ) est le dual de CL(D, rQ).
Soit CL(D, rQ) un code de´fini sur une courbe C, de´finissant un ordre mono-
mial 6 de´fini par le degre´ ponde´re´ wdego1,...,om(x
i1
1 . . . x
im
m ) = o1i1+ · · ·+ omim
raffine´ par l’ordre lexicographique. Une base de l’espace L(rQ) est donne´e par
les formes normales de monoˆmes xi11 . . . x
im
m tels que wdeg(x
i1
1 . . . x
im
m ) ≤ r. Cet
espace n’est pas de dimension r : il existe des degre´s w tels qu’il n’existe pas de
monoˆmes xi11 · · ·ximm ve´rifiant wdeg(xi11 · · ·ximm ) = w.
De´finition 11. Soit C une courbe comme pre´ce´demment, Q la place a` l’infini,
et wdego1,...,om le degre´ ponde´re´ induit par Q. Le semi-groupe de Weierstrass
GQ en C est l’ensemble des poids des monoˆmes de Fq[X1, . . . , Xm].
On peut montrer que pour un entier u ∈ N assez grand u+ N ⊂ GQ.
Exemple 3. Soit la courbe hermitienne C de´finie sur F16 par x5 = y4+ y, on a
−vC(x) = 4 et −vC(y) = 5. On voit que le semi-groupe de Weierstrass GQ, qui
est e´gal a` 4N+ 5N est
{0, 4, 5, 8, 9, 10, 12, 13, 14, 15, 16, 17, . . .}
et il manque 1, 2, 3, 6, 7, 11.
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De´finition 12. Soit C une courbe comme pre´ce´demment, et Q la place a` l’infini.
Le genre g de C est le cardinal de N \GQ.
The´ore`me 4. Pour r > 2g − 2, on a dimL(rQ) = r − g + 1.
Ce the´ore`me est une conse´quence du the´ore`me de Riemann-Roch, voir [44]
pour un e´nonce´ et une de´monstration valide sur les corps finis.
Proposition 9. Pour r > 2g − 2, le code ge´ome´trique CL(D, rQ) est un code
[n, k = r − g + 1, d > n − r]q. Le code ge´ome´trique CΩ(D, rQ) est un code
[n, n− r + g − 1, d > r − 2g + 2]q.
On voit que les parame`tres k et d des codes ge´ome´triques CL(P, rQ) et
CΩ(P, rQ) ve´rifient k+ d > n+ 1− g. Ainsi, le de´faut de ces codes par rapport
a` la borne de Singleton est infe´rieur ou e´gal au genre de la courbe C.
Exemple 4. Sur l’alphabet F256 = Fq2
0
, on a la courbe hermitienne xq0+1 −
yq0 − y = x17 − y16 − y qui a q30 = 212 = 4096 points affines a` comparer avec
256 points pour le code de Reed-Solomon de´fini sur le meˆme alphabet. Le genre
de la courbe est q0(q0−1)2 = 120. On obtient une famille de codes [n = 4096, k =
r+1−120, d > 4096−r]256 pour r assez grand. La performance d’un tel code est
difficile a` e´valuer, et il faut pour cela faire des simulations. Dans [49, 1], il est
indique´ par simulation qu’on re´alise un ≪ gain de codage ≫ en utilisant le code
hermitien plutoˆt qu’un code de Reed-Solomon de meˆme taux de transmission
R = 0, 6.
A` partir, le but sera de construire des courbes avec le plus grand nombre de
points sur Fq, et de petit genre. En particulier, on cherche des courbes maxi-
males, relativement au the´ore`me de Hasse-Weil.
The´ore`me 5 (Borne de Hasse-Weil). Soit C une courbe de´fini sur Fq, de genre
g. Le nombre de points Nq(C) sur Fq ve´rifie
|Nq(C)− (q + 1)| ≤ 2g√q (2.2)
Les courbes hermitiennes sont des courbes maximales : pour leur genre,
ce sont des courbes qui atteigne la borne supe´rieure de l’intervalle de Hasse-
Weil [44].
Du point de vue asymptotique, pour les codes ge´ome´triques CL(D, rQ), on
a les rapports suivants :
R =
k
n
=
(r − g + 1)
n
et
δ =
d
n
=
n− r
n
= 1− r
n
.
Donc
R ≈ 1− δ − g
n
.
En notant Nq(g) le nombre maximal de points sur Fq d’une courbe de genre g,
la quantite´ asymptotique d’inte´reˆt est
A(q) = lim sup
g→∞
Nq(g)
g
Le re´sultat difficile mais important de Tsfasman-Vladut-Zink [46] est que si q
est un carre´, alors A(q) =
√
q − 1. On obtient donc
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The´ore`me 6. Soit q un carre´, et R et δ tels que
R+ δ = 1− 1√
q − 1 .
Alors il existe une famille de codes [n, k, d]q telle que
k
n → R et dn → δ.
Cette borne est meilleure que la borne de Varshamov-Gilbert quand q ≥ 49.
En particulier, on peut construire de manie`re explicite des codes meilleurs
que les codes ale´atoires (pour un alphabet assez grand), avec des beaux ob-
jets mathe´matiques. La construction se fait en temps polynomiale en longueur
des codes. Il est aussi a` noter que les codes ge´ome´triques permettent aussi de
construire de bons codes non asymptotiquement longs. A` titre d’exemple, on
peut obtenir des codes sur F8, de longueur 64 et 65 battant les meilleurs codes
connus, par exemple [10].
2.4 Diviseurs
Pour la troisie`me partie de ce cours, j’aurai besoin de la notion de diviseur,
dont je rappelle la the´orie prise dans [44], ou` la the´orie de corps de fonctions a`
une variable sur les corps finis est proprement faite. Soit P ∈ C un point non
singulier, l’ensemble M des fonctions f ∈ Fq[C] telles que f(P ) = 0 est un ide´al
principal. Soit t qui engendreM, et soit f telle que f(P ) est de´fini, alors l’ordre
en f en P , note´ vP (f) est l’entier m tel que f = ut
m, avec u(P ) 6= 0. Si f(P )
n’est pas de´fini (on dit que P est un poˆle de f), alors f−1(P ) est de´fini, et on
de´finit vP (f) = −vP (f−1).
Un diviseur D est une somme formelle de poinds
∑
P nPP , ou` les nP ∈ Z
sont presque tous nuls. Le degre´ degD d’un diviseur D =
∑
P nPP est
∑
nP .
On de´finit alors le diviseur (f)0 des ze´ros de f qui la somme formelle de
points :
(f)0 =
∑
P |f(P )=0
vp(f),
et le diviseur des poˆles
(f)∞ =
∑
P |f−1(P )=0
−vP (f).
Le diviseur (f) associe´ a` f est (f) = (f)0 − (f)∞, et on a deg(f) = 0.
Proposition 10. Dans les diviseurs (f)0 et (f)∞ n’apparaissent qu’un nombre
fini de points. De plus (f) = 0 (une fonction a autant de ze´ros que de poˆles,
compte´s avec multiplicite´).
On de´finit la relation d’ordre partiel suivante sur les diviseurs D1 > D2, si
D1 =
∑
n
(1)
P P , et D2 =
∑
n
(2)
P P , avec n
(1)
P > n
(2)
P pour tout point P .
De´finition 13. Soit D un diviseur, l’espace associe´ a` D est l’ensemble de fonc-
tions :
L(D) = {f ; (f) +D > 0} ∪ {0}.
Alors, le the´ore`me de Riemann-Roch, dont le the´ore`me 4 est une version tre`s
simplifie´e est le suivant.
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The´ore`me 7. La dimension de l’espace L(D) associe´ au diviseur D est finie,
et ve´rifie
dimL(D) ≥ degD + 1− g,
ou` g est le genre de la courbe. On a e´galite´ quand degD > 2g − 2.
On note aussi que si un diviseur D est de degre´ ne´gatif alors L(D) = {0}.
Ceci est du au fait que le degre´ d’un diviseur de fonction est nul : si degD est
ne´gatif, il ne peut pas y avoir de fonctions (f) telles que (f) +D ≥ 0.
Chapitre 3
De´codage par syndrome
Dans ce chapitre, je pre´sente ce qui est appele´ ≪ le de´codage par syndrome≫.
Le principe est d’associer a` tout mot rec¸u apre`s transmission un syndrome S.
Celui est en re´alite´ de´termine´ uniquement par l’erreur e de transmission, et si
celle ci est de poids faible, alors e est uniquement de´termine´e par S.
La plupart des codes alge´briques se de´codent≪ par syndrome≫. Ces me´thodes
ame`nent a` chercher un ou plusieurs polynomes de petit degre´ dans un ide´al que
l’on de´finit avec les syndromes. On retrouve donc des notions familie`res telles
que l’algorithme d’Euclide (dans le cas univarie´), ou les bases de Gro¨bner (dans
le cas multivarie´).
Toutefois, j’ai choisi de pre´senter comment l’algorithme de Berlekamp-Massey
est en ge´ne´ral utilise´ pour trouver ces polynomes de petit degre´ (en fait des po-
lynoˆmes de´finissant une re´currence line´aire). L’algorithme de Berlekamp-Massey,
utilise´s dans de nombreux contextes, permet de de´coder les codes de Reedq-
Solomon et apparente´s. Cet algorithme se ge´ne´ralise en plusieurs variables pour
donner l’algorithme de Berlekamp-Massey-Sakata, qui permet de de´coder les
codes ge´ome´triques a` un point.
3.1 Le principe du de´codage par syndrome
Soit C un code line´aire [n, k, d]q, et H une matrice ge´ne´ratrice de son dual.
On suppose que la distance minimale de C est d = 2t+1, et t est donc la capacite´
de correction. La matrice H a n− k lignes et n colonnes, et elle caracte´rise les
mots de C. On a donc
c ∈ C ⇐⇒ Hct = 0.
Soit c le mot de code e´mis, inconnu du de´codeur. On suppose que le mot rec¸u
est y = c + e, ou` e est l’erreur inconnue du de´codeur, qui ve´rifie w(e) 6 t.
Maintenant on a Hyt = Hct +Het = Het, puisque le mot transmis c est dans
C. On appelle S le vecteur Hyt = Het le syndrome (ou les syndromes suivant
que l’on parle du vecteur ou ses composants) de l’erreur e.
Soit B(0, t), la boule centre´e en ze´ro de rayon t. Le proble`me du de´codage
est d’inverser la fonction ≪ syndrome ≫.
B(0, t) → Fn−kq
e 7→ Het.
21
22 CHAPITRE 3. DE´CODAGE PAR SYNDROME
C’est he´las un proble`me NP-complet pour les codes line´aires ge´ne´raux [4] (quand
t est remplace´ par w quelconque). Ce proble`me reste tout aussi difficile avec
“pre´traitement” : si on autorise un temps de calcul infini d’e´tude de la matrice
H , le proble`me reste difficile [7]. Notons aussi que le proble`me du calcul de la
distance minimale d d’un code line´aire est lui aussi difficile [47].
On se sait re´soudre ce proble`me que dans des cas tre`s particuliers, no-
tamment dans le cas des codes de Reed-Solomon, et des codes ge´ome´triques
a` un point en position spe´ciale comme ceux pre´sente´s pre´ce´demment. Notons
de meˆme que de´coder les codes de Reed-Solomon et les codes ge´ome´triques est
aussi un proble`me difficile quand le nombre d’erreurs est e´vele´ [20, 9, pour les
codes de Reed-Solomon], et [8, pour les codes ge´ome´triques]. Nous verrons dans
le chapitre suivant comment encadrer les valeurs pour lesquelles le proble`me est
facile/difficile.
3.2 De´codage des codes de Reed-Solomon
Soit Fq le corps fini de cardinal q, n = q − 1, et α un racine n-ie`me de
l’unite´. Nous conside´rons un code de Reed-Solomon, de longueur n, de support
(α0, . . . , αn−1), de distance minimale 2t + 1, corrigeant donc t erreurs, avec
2t = n − k. Un mot de code c = c0 + c1x + · · · + cn−1xn−1 est transmis (et
inconnu), le mot y = y0+ y1x+ · · ·+ yn−1xn−1 est rec¸u, et on conside`re l’erreur
de transmission e = y − c = e0 + · · · + en−1xn−1 (inconnue). Dans le cas des
codes de Reed-Solomon, les syndromes sont simplement quelques coefficients de
la transforme´e de Fourier.
De´finition 14. Soit C le code de Reed-Solomon de support (α0, α1, . . . , αn−1),
de dimension k. Sa distance minimale est d = n − k + 1 (que nous prenons
impaire pour simplifier), et sa capacite´ de correction est t = n−k2 . Soit y = c+ e
le mot rec¸u, avec c le mot de code et e l’erreur. Les syndromes S1, . . . , Sn−k de
e relativement a` C sont
S1 = y(α), S2 = y(α
2), . . . , Sn−k = y(α
n−k).
On a y ∈ C si et seulement si S1 = S2 = · · · = Sn−k = 0.
De´finition 15. Soit e = (e0, . . . , en−1) un erreur de poids w infe´rieur ou e´gal
a` t. On de´finit le support de l’erreur
I = {i ∈ {0, . . . , n− 1}|ei 6= 0}
et on de´finit
{X1, . . . Xw} = {αi|i ∈ I}
qui sont les localisateurs d’erreur de e.
On de´crit l’ensemble des localisateurs d’erreur par le polynoˆme localisateur
d’erreur, comme suit :
De´finition 16. Soit e une erreur de localisateurs X1, . . . , Xw, le polynoˆme
localisateur de e est
σ(x) =
w∏
i=1
(1−Xix).
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Le polynoˆme e´valuateur de e est
ω(x) =
∑
i∈I
eiα
i
∏
j∈{1,...,w}\{i}
(1− αjx).
Si w est le poids de l’erreur, alors deg σ(x) = w, et deg ω(x) 6 w − 1. Si on
connait ces deux polynoˆmes, alors on retrouve les Xi par factorisation ou re-
cherche de racines (bien que l’implantation utilise la ≪ recherche de Chien ≫ [11]
qui est manie`re intelligente de faire une recherche exhaustive), et ensuite on
trouve ei, i ∈ I, par la formule :
ω
(
α−i
)
= eiα
iσ′(α−i),
ou` σ′(x) est la de´rive´e de σ(x) (formules de Forney [15]).
Donc nous re´duisons le proble`me du de´codage des codes de Reed-Solomon
a` celui de la de´termination des polynoˆmes σ(x) et ω(x). Ceux ci sont lie´s de
manie`re tre`s forte aux syndromes de l’erreur. En effet, on calcule :
ω(x)
σ(x)
=
∑
i∈I
eiα
i
1− αix
=
∑
i∈I
eiα
i
∞∑
j=0
(
αix
)j
=
∞∑
j=0
xj
∑
i∈I
ei
(
αj+1
)i
=
∞∑
j=0
xje(αj+1)
=
∞∑
j=1
xj−1e(αj)
=
∞∑
j=1
xj−1Sj .
Le de´codeur est partiellement aveugle : puisque le code est de´fini par α, . . . , α2t,
il connait exactement les e(αj) = y(αj) pour j ∈ {1, . . . , n − k}, mais pas les
syndromes e(αj) pour j > n − k. Au niveau du de´codeur, on peut donc e´crire
la relation alge´brique
ω(x)
σ(x)
= S(x) mod xn−k+1 (3.1)
avec S(x) =
∑n−k
j=1 e(α
j)xj−1 est la se´rie tronque´e des syndromes. Rappelons
que n− k = 2t, nous avons donc :
De´finition 17. L’ e´quation cle´ du de´codage des codes de Reed-Solomon d’un
mot y de se´rie tronque´e de syndroˆmes S(x) =
∑2t
i=1 Six
i est l’e´quation
ω(x)
σ(x)
= S(x) mod x2t+1, (3.2)
dont les inconnues sont les polynoˆmes σ(x) et ω(x) de degre´ infe´rieurs a` t et
t− 1 respectivement, avec σ(x) unitaire.
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3.2.1 Suites re´currentes line´aires
L’e´quation 3.1 peut eˆtre re´solue en la conside´rant comme un syste`me line´aire
donc les inconnues sont les coefficients de σ(x) et ω(x). De manie`re plus effi-
ciace, elle peut aussi eˆtre re´solue avec l’algorithme d’Euclide. Cette me´thode est
pre´sente´ de manie`re tre`s synthe´tique dans [48], et il s’agit de calculer un (t+1, t)
approximant de Pade´ de la se´rie S(x). Toutefois, pour des raisons d’effica-
cite´ et d’implantation, les codeurs pre´fe`rent utiliser l’algorithme de Berlekamp-
Massey [32, 3]. Berlekamp a introduit cet algorithme a` l’origine pour re´soudre
le proble`me du de´codage des codes de Reed-Solomon, et Massey a montre´ qu’il
servait a` re´soudre un proble`me plus large, qui est celui de la synthe`se d’une suite
line´aire re´currente.
Remarquons que l’e´quation (3.2) entraˆıne
t∑
i=0
σj−iSi = 0, j = t . . . 2t. (3.3)
Comme σ0 = 1 par construction, on a les formules de re´currence :
Sj = −
t∑
i=1
σiSj−i, j = t . . . 2t. (3.4)
On voit donc que le polynoˆme σ(x) de´finit une relation de re´currence satis-
faite par la suite S1, . . . , S2t. L’algorithme de Berlekamp-Massey est un algo-
rithme qui, e´tant donne´ une suite S1, . . . , S2t, produit la plus petite relation de
re´currence line´aire satisfaite par cette suite.
3.2.2 Algorithme de Berlekamp-Massey
L’algorithme de Berlekamp-Massey peut eˆtre de´fini inde´pendamment du
proble`me de de´codage, avec le spe´cification suivante :
Entre´e : S1, . . . , S2t
Sortie : Un polynoˆme σ = 1+
∑w
i=1 σix
i de degre´w ≤ tminimal, ve´rifiant (3.4).
L’algorithme de Berlekamp-Massey est de nature incre´mentale : il produit,
pour chaque e´tape j de son exe´cution, un polynoˆme σ de degre´ minimal tel que
Sk = −
degσ∑
i=1
σiSk−i, k = deg σ . . . j.
Pour passer de l’e´tape j a` l’e´tape j + 1, il faut prendre en compte Sj+1. A`
l’e´tape j + 1, le polynoˆme courant σ est teste´, en calculant
Sj+1 = −
degσ∑
i=1
σiSj−i,
qui est la pre´diction du polynoˆme σ pour Sj+1. Si Sj+1 = Sj+1, la pre´diction
est correcte, et σ est maintenu tel quel. Sinon, on a une discre´pance
δ = Sj+1 − Sj+1,
3.3. DE´CODAGE DES DES CODES GE´OME´TRIQUES CΩ 25
associe´e a` σ. Dans ce cas, on met a` jour σ de la manie`re suivante :
σ ← σ − δδ−10 xlσ0,
ou` σ0 est un polynoˆme (maintenu en table) qui a produit la discre´pance la plus
re´cente δ0 6= 0 dans une e´tape pre´ce´cente, et l est la diffe´rence de degre´ de σ et
σ0. On ve´rifie bien que σ(x) donne une relation de re´currence pour S1, . . . Sj+1.
Toute la difficulte´ est de garantir de calculer le polynoˆme σ de plus petit
degre´. L’algorithme maintient donc deux polynoˆmes σ et σ0, qu’il met a` jour au
fur et a` mesure de sa lecture de la se´quence S. L’optimisation du polynoˆme σ0
auxiliaire est de´licate, et la preuve de l’algorithme associe´ prend ge´ne´ralement
deux a` trois pages assez pe´nibles, bien qu’e´le´mentaires. Le pseudo-code de l’al-
gorithme est pre´sente´ dans l’algorithme 1.
La complexite´ de l’algorithme est de O(t2). Notons que Blahut en pre´sente
des versions matricielles, mais aussi des versions ≪ rapides ≫, a` condition de
disposer de convolutions rapides [6, 5].
Nous obtiendrons l’algorithme de Berlekamp-Massey ainsi que sa preuve
comme sous produit de l’algorithme Berlekamp-Massey-Sakata, qui est une ver-
sion multivarie´e de l’algorithme de Berlekamp-Massey. Cet algorithme s’applique
au proble`me du de´codage des codes ge´ome´triques CΩ, pour lequel nous construi-
rons une ≪ e´quation cle´ ≫.
3.3 De´codage des des codes ge´ome´triques CΩ
3.3.1 Pre´liminaires
La pre´sentation de l’algorithme de de´codage pre´sente´ ici est inspire´e de [35].
Cet algorithme est valide pour les codes a` un point CΩ(D, rQ) ou` Q est la place
a` l’infini d’une courbe en position spe´ciale. On a donc une courbe affine Ca dans
l’espace affine de dimension m, telle que C est la cloˆture projective de Ca avec un
unique point Q a` l’infini, et soit P = {P1, . . . , Pn} les autres points rationnels
de C, qui sont tous affines.
On de´finit l’espace L(∞Q) est l’ensemble des fonctions qui admettent un poˆle
seulement enQ, d’ordre quelconque. Soit x1, . . . , xm les fonctions coordonne´es de
Am(Fq), et o1, . . . , om les ordres (pris positifs) en Q de x1, . . . , xm. On conside`re
Fq[x1, . . . , xm], et pour un multi-indice s = (s1, . . . , sm), nous notons x
s le
monoˆme xs11 · · ·xsmm . L’anneau Fq[x1, . . . , xm] est muni d’un ordre monomial 6
de´fini par le degre´ ponde´re´ d’un monoˆme :
wdeg(xs) = wdeg(xs11 · · ·xsmm ) = o1s1 + · · ·+ omsm, (3.5)
raffine´ par l’ordre lexicographique x1 < . . . , xm. Nous notons aussi wdeg(s) =
wdeg(xs).
Dans ce contexte, on construit la somme formelle D = P1 + · · ·+ Pn, et on
va de´coder le code C = CΩ(D, rQ) = CL(D, rQ)
⊥. On rappelle que
CL(D, rQ) = {(f(P1), . . . , f(Pn)) ; f ∈ L(rQ)}
Une famille ge´ne´ratrice de L(rQ) est l’ensemble des monoˆmes xs tels que xs ∈
L(rQ). Une famille ge´ne´ratrice de CL(D,P ) est donc
{ev(s); s ∈ L(rQ)} = {(xs(P1), . . . , xs(Pn)); xs ∈ L(rQ)}.
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Algorithme 1 Ite´ration de l’algorithme de Berlekamp-Massey. On de´crit
comment passer de la re´currence satisfaite par la se´quence S1, . . . , Sj−1 a` la
re´currence satisfaite par la se´quence S1, . . . , Sj. Le programme ci-dessous doit
donc eˆtre encapsule´ dans une boucle supe´rieure
Entre´e : S1, . . . , Sj
σ le polynoˆme de re´currence valide jusqu’a` l’e´tape j − 1
σ0 le dernier polynoˆme de re´currence ayant e´choue´ avant l’e´tape j − 1.
δ0 la discre´pance a` l’endroit ou` σ0 a e´choue´.
l : le nombre de fois ou` le polynoˆme courant σ n’a pas change´ de degre´.
L le degre´ de σ.
Sortie :
σ+ : le polynoˆme de re´currence valide jusqu’a` l’e´tape j
σ+0 : le dernier polynoˆme de re´currence ayant e´choue´ avant l’e´tape j.
δ+0 la discre´pance ou` σ
+
0 a e´choue´.
l+ : le nombre de fois ou` le polynoˆme σ+ n’a pas change´ de degre´.
L+ le degre´ de σ.
Corps de la boucle :
1: Sj ← Sj +
∑
σiSj−i
2: if Sj = Sj then
3: l = l+ 1
4: else
5: if 2L > j then
6: σ+ ← σ − δδ−10 xlσ0
7: l ← l+ 1
8: else
9: σ+ ← σ − δδ−10 xlσ0
10: σ+0 ← σ
11: L+ ← j − L//Ligne magique de l’algorithme de Berlekamp-Massey
12: δ+0 ← δ
13: l+ ← 1
14: end if
15: end if
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Donc le code CΩ(D, rQ) = CL(D, rQ)
⊥ est l’ensemble des mots c = (ci)i=1,...,n
tels que
n∑
i=1
cix
s(Pi) = 0; ∀s tel que wdeg(s) 6 r.
Le mot rec¸u est y = (yi)i=1,...,n, avec y = c+ e, ou` c = (ci)i=1,...,n est le mot de
code transmis a` recouvrir (inconnu) et e = (ei)i=1,...,n est l’erreur (inconnue).
3.3.2 Transforme´e ge´ne´ralise´e
De´finition 18. Soit P = {P1, . . . , Pn} ⊂ Fmq , la transforme´e ge´ne´ralise´e sur Fnq
est la fonction
F : Fnq → FN
m
q
e 7→ E = (Es)s∈Nm
ou`
Es =
n∑
i=1
eix
s(Pi), s ∈ Nm. (3.6)
On note que le tableau E = (Es) de la transforme´e est multi-dimensionnel
et infini. Mais, dans le contexte du codage, nous sommes sur Fq, les polynoˆmes
xqi − xi s’annule sur les points P ∈ P , et donc le tableau E est cyclique dans
chacune de ses dimensions. On remarque de plus que si m = 1, et (P1, . . . , Pn) =
(α0, α1, . . . , αn−1), on retrouve la transforme´e de Fourier classique.
De´finition 19. Soit I un ide´al de Fq[x1, . . . , xm]. Pour un ordre monomial
donne´, l’ensemble delta de I est l’ensemble de monoˆmes qui ne sont pas le
monoˆme de teˆte d’un polynoˆme de I.
De´finition 20. Soit P1, . . . , Pn ∈ Fmq , et I l’ide´al s’annulant en les points de
P1, . . . , Pn, et ∆ l’ensemble delta de I. La transforme´e propre de e ∈ Fnq est la
restriction E|∆ = {Es, s ∈ ∆} a` ∆ de la transforme´e E de´finie en (3.6).
Proposition 11. La transforme´e e 7→ E est injective. La transforme´e e 7→ E|∆
est bijective.
De´monstration. Prouvons que e 7→ E|∆ est injective. Conside´rons Pi, pour i ∈
{1, . . . , n}. Soit e tel que E|∆ est nul. Soit A(x) ∈ Fq[x] qui s’annule en tout
pj , j 6= i, et tel que A(Pi) 6= 0. Soit A′(x) =
∑
A′
r
xr la forme normale de f
relativement a` I, qui ne contient que des monoˆmes xr ∈ ∆, nous avons
0 =
∑
r∈∆
A′
r
Er
=
∑
r∈∆
A′
r
n∑
i=1
eix
r(Pi)
=
n∑
i=1
eiA
′(Pi)
= eiA(Pi).
Donc ei = 0, et ce raisonnement tient pour tout i ∈ {1, . . . , n}. La surjectivite´
provient du fait que Fnq et l’espace des E|∆ sont de meˆme dimension.
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Rappelons que dans la situation du de´codage, on a y = c+ e, ou` c est le mot
de code, e est l’erreur et y est le mot rec¸u. Comme c ∈ CΩ(D, rQ) = Cl(D, rQ)⊥,
on a, pour s tel que wdeg(s) ≤ r :
n∑
i=1
yix
s(Pi) =
n∑
i=1
cix
s(Pi) +
n∑
i=1
eix
s(Pi) =
n∑
i=1
eix
s(Pi).
Donc la connaissance de y (le mot rec¸u), donne la connaissance des syndromes
Ss =
n∑
i=1
eix
s(Pi), wdeg(s) ≤ r.
De´finition 21. Soit C une courbe en position spe´ciale, soit CΩ(D, rQ) le code
ge´ome´trique a` un point sur cette courbe. Soit y le mot rec¸u, les syndromes de
l’erreur e associe´e a` y sont les Es
Es =
∑
P∈P
yPx
s(P ), wdeg(s) 6 r.
Notons (Es)s∈∆ la transforme´e de e. Comme dans le cas des codes de Reed-
Solomon, le de´codeur est partiellement aveugle : il ne connait qu’une partie de
la transforme´e de e : les syndromes. Mais si la distance minimale est 2t+1, alors
il est garanti que pour un ensemble de syndromes Es, wdeg(s) 6 r, il existe au
plus une erreur de poids t admettant ce jeu de syndromes.
Exemple 5. Soit la courbe hermitienne H ⊂ F216, de´finie par l’e´quation x5 −
y4 − y = 0 sur F16. Elle admet un seul point a` l’infini, et soit P l’ensemble
des 64 points F16-rationnels. On a que x est d’ordre −4 en l’infini, et y d’ordre
−5, de qui nous donne l’ordre monomial de´fini par 4i + 5j rafine´ par l’ordre
lexicographique x < y. Une base de Gro¨bner de P est
{y4 − x5 + y, x16 − x},
et l’ensemble ∆ est ∆ = {(i, j); 0 6 i < 16, 0 6 j < 4}. On construit le code
ge´ome´trique [64, 46, 13]64 qui est l’orthogonal de CL(D, 23Q). Soit e une error
de poids 6 dont les coefficients non nuls, indexe´s par les points, sont exactement
e(1,α8) = α
11,
e(α2,α12) = α
14,
e(α3,α2) = α
2,
e(α11,α3) = α,
e(α12,α4) = α
14,
e(α14,α11) = α
3.
Le tableau des syndroˆmes connus de e, E = (Eij)4i+5j623 est pre´sente´ dans
la table 3.1 La transforme´e propre w 7→ E|∆ est un isomorphisme d’espaces
vectoriels de dimension 64 sur F16.
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H
H
H
H
H
xi
yj
0 1 2 3 4 5 6 . . .
0 0 α6 1 0 α5 ⋆ ⋆ . . .
1 α12 α3 α4 α6 ⋆ ⋆ . . .
2 1 α7 1 α2 ⋆ ⋆ . . .
3 α α8 α5 ⋆ ⋆ . . .
4 0 1 ⋆ ⋆ . . .
5 α9 ⋆ . . .
6 ⋆
...
...
Table 3.1 – Un exemple de tableau des syndroˆmes. Chaque (i, j) correspond
a` un monoˆme xiyj , et les ⋆ sont des ≪ syndromes inconnus ≫. La courbe est la
courbe hermitienne y5 − x4 − x = 0 sur F16, et on conside`re les monoˆmes xiyj
tels que 5i+ 4j ≤ 23.
Supposons que le mot de code c a e´te´ transmis, et que le mot y = c+ e a e´te´
rec¸u par le de´codeur. Le de´codeur essaye de retrouver e en essayant de retrouver
les localisations des erreurs, c’est-a`-dire l’ensemble
supp(e) = {i ∈ {1, . . . , n}; ei 6= 0}.
Par de´finition du code CΩ(P , rQ), si C est la transforme´e de c, on a Cs = 0,
pour wdeg(s) ≤ r. On a donc, pour wdeg(s) ≤ r, Es = Ys, ou` E et Y sont les
transforme´es de e et de y respectivement.
De´finition 22. Soit
f = f(x) =
∑
fsx
s ∈ F[x],
un polynoˆme en x = (x1, . . . , xm). On dit que le tableau m-dimensionnel infini
E = (Es)s∈Nm ve´rifie la relation de re´currence f si∑
s
fsEs+r = 0, pour tout r > 0. (3.7)
On dit aussi que la relation de re´currence m dimensionnelle repre´sente´e par le
polynoˆme f ∈ F[x1, . . . , xm] est valide pour le tableau E.
Proposition 12. Soit e une erreur de transforme´e (Es)s∈Nm . L’ensemble des
relations de re´currence valides pour le tableau E est un ide´al, note´ V (E). Ses
ze´ros sont les points Pi tels que ei 6= 0.
De´monstration. On a l’identite´, pour tout r ∈ Nm :
∑
s
fsEs+r =
∑
s
fs
n∑
i=1
eix
s+r(Pi), (3.8)
=
n∑
i=1|ei 6=0
eix
r(Pi)
∑
s
fsx
s(Pi), (3.9)
=
n∑
i=1|ei 6=0
eix
r(Pi)f(Pi). (3.10)
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Donc si f(Pi) = 0, pour i tel que ei 6= 0, alors f ve´rifie (3.7). Re´ciproquement,
supposons que f ve´rifie (3.7), alors soit a = (ai)i∈{1,...,n} le mot de composantes
ai = eif(Pi). La relation (3.10) entraˆıne
n∑
i=1
aix
r(Pi) = 0 pour tout r ∈ Nm,
c’est-a`-dire que la transforme´e ge´ne´ralise´e de a est nulle. Comme elle injective,
on a donc a = 0. Donc f(Pi) = 0 chaque fois que ei 6= 0.
Dans le cas des codes de Reed-Solomon, le polynoˆme localisateur d’erreur
de´finit une relation de re´currence satisfaite par le tableau des syndromes. Dans
le contexte des codes CΩ(D, rQ), on cherche a` de´terminer l’ide´al localisateur
d’erreur, dont les ze´ros sont les points correspondant aux positions non nulles
de l’erreur. Cet ide´al est en correspondance avec l’ide´al des re´currences line´aires
de la transforme´e ge´ne´ralise´e de l’erreur d’apre`s la proposition 12. De meˆme
que l’algorithme de Berlekamp-Massey cherche la plus petite re´currence satis-
faite par une suite S1, . . . , S2t, l’algorithme de Berlekamp-Massey-Sakata essaye
de trouver les polynoˆmes minimaux valides pour le tableau des syndroˆmes. Cela
revient a` trouver une base de Gro¨bner de l’ide´al localisateur des positions d’er-
reur, et c’est ce que fait l’algorithme introduit Sakata et de´nomme´ sous le nom
d’algorithme de Berlekamp-Massey-Sakata [37, 36].
3.4 Algorithme de Berlekamp-Massey-Sakata
3.4.1 Ensembles deltas
On a donc 6 un ordre monomial sur Fq[x] = Fq[x1, . . . , xm], qui, dans le cas
du de´codage des codes ge´ome´triques, est celui induit par le code ge´ome´trique
CΩ(P, kQ), et la valuation au point Q. Relativement a` cet ordre, on de´finit le
terme de teˆte lead(f), le coefficient de teˆte lc(f) d’un polynoˆme f .
On note | l’ordre partiel de divisibilite´ entre les monoˆmes : on a pour r =
(r1, . . . , rm), s = (s1, . . . , sm), r|s si ri ≤ si, 1 6 i 6 m. Tout ordre monomial
respecte l’ordre de divisibilite´.
De´finition 23. Soit F un sous ensemble de Fq[x], et un ordre monomial fixe´.
On de´finit
∆(F) = {s ∈ Nm : ∀f ∈ F , lead(f) 6 s}.
De´finition 24. Un ensemble ∆ est un ensemble delta si, pour tout r, s ∈ Nm,
s ∈ ∆, r 6 s =⇒ r ∈ ∆.
De´finition 25. Soit ∆ ⊂ Nm. Un coin inte´rieur de ∆ est un multi-indice r ∈ ∆
maximal pour la relation de divisibilite´. Un coin exte´rieur de ∆ est un multi-
indice s 6∈ ∆ minimal pour la relation de divisibilite´.
On note Int∆ l’ensemble des points inte´rieurs, et Ext∆ l’ensemble des
points exte´rieurs de ∆.
Un ensemble delta est comple`tement de´termine´ par ses coins exte´rieurs de
la manie`re suivante (Fig.3.1) :
∆ = {r : ∀u ∈ Ext∆ u 6 r}.
.
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Figure 3.1 – Ensemble delta, coins inte´rieurs, coins exte´rieurs
3.4.2 Polynoˆmes valides et invalides
Proposition 13. Soit E un tableau m-dimensionnel, et f valide pour le tableau
E. Pour un ordre monomial donne´, et un indice du tableau u tel que lead(f)|u,
la formule (3.7) donne
Eu =
−1
lc(f)
∑
p<u
flead(f)−u+pEp. (3.11)
De´monstration. Une fois l’ordre monomial fixe´, l’e´quation (3.7) (qui de´finit la
validite´) donne ∑
s6lead(f)
fsEr+s = 0.
Le terme le plus grand dans cette somme est u = r+ lead(f), et on re´e´crit :
∑
s6lead(f)
fsEu−lead(f)+s = 0,
avec lead(f)|u. Le changement d’indice p = u− lead(f) + s permet d’obtenir :
∑
p6u
f−u+lead(f)+pEp = 0,
qui correspond bien (3.11) une fois le terme de teˆte isole´.
De´finition 26. Un polynoˆme f est invalide a` la position u si lead(f)|u et si
Eu 6= −1
lc(f)
∑
p<u
flead(f)−u+pEp.
Sinon, f est valide a` la position u.
On note qu’un polynoˆme tel que lead(f) 6 |u est automatiquement valide a`
la position u, et que cette notion de´pend de l’ordre monomial choisi.
Proposition 14. Si f est valide a` la position u, alors xpf est valide a` la
position u.
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De´finition 27. Un polynoˆme f est valide jusqu’a` la position u s’il est valide
a` toute les positions r 6 u. On note Vu(E) l’ensemble de polynoˆmes valides
jusqu’a` la position u.
Soit u un indice du tableau, et u+ l’indice suivant pour l’ordre monomial.
On a alors les inclusions suivantes :
0 < u < u+ < ∞
Fq[x] ⊇ Vu(E) ⊇ Vu+(E) ⊇ V (E)
∅ ⊆ ∆(Vu(E)) ⊆ ∆(Vu + (E)) ⊆ ∆(V (E))
Nous allons d’abord donner une me´thode pour passer d’un ensemble de po-
lynoˆmes valides jusqu’a` la position u a` un ensemble de positions valides jus-
qu’a` la position u+, tout en construisant l’ensemble ∆(Vu+(E)). Cette brique
e´le´mentaire sera ensuite encapsule´e dans une boucle supe´rieure.
3.4.3 Pre´dictions
De´finition 28. Soit u un indice du tableau E, et f valide pour toutes les posi-
tions r 6 u. La pre´diction de f a` l’indice suivant u+ est :
Pu+(f) =
−1
lc(f)
∑
p<u+
flead(f)−u++pEp.
C’est ce que vaudrait Eu+ si e´tait f valide jusqu’a` la position u
+.
Proposition 15. Soit f et g valides jusqu’a` u, et tels que lead(f) + lead(g)
divise u+. Alors les pre´dictions de f et de g en u+ sont les meˆmes :
Pu+(f) = Pu+(g).
De´monstration. On voir que l’expression suivante est syme´trique en f et g.
Pu+(f) =
−1
lc(f)
∑
p<u+
flead(f)−u++pEp.
=
−1
lc(f)
∑
s<lead(f)
fsEs+u+−lead(f)
=
−1
lc(f)
∑
s<lead(f)
fsPs+u+−lead(f)(g)
=
−1
lc(f) lc(g)
∑
s<lead(f)
fs
∑
r<lead(g)
grEr+s+u+−lead(f)−lead(g)
=
−1
lc(f) lc(g)
∑
s<lead(f)
r<lead(g)
fsgrEr+s+u+−lead(f)−lead(g).
De´finition 29. Soit g valide jusqu’a` la position u et invalide en u+. La porte´e
(span) de g est
span(g) = u+ − lead(g).
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The´ore`me 8. Soit g 6∈ Vu+(E). Alors span(g) ∈ ∆(Vu+(E)).
De´monstration. Soit r = lead(g) + span(g), r est la premie`re position ou` g
est invalide. Alors g est valide jusqu’a` la position r non incluse, avec r 6 u+.
Supposons qu’il existe un polynoˆme f ∈ Vu+(E) tel que lead(f) = span(g).
Alors comme f et g sont tous deux valides jusqu’a` la position r non incluse, on
devrait avoir la meˆme pre´diction Pr(f) = Pr(g), ce qui est impossible puisque
f est valide en r alors que g ne l’est pas.
De´finition 30. Soit g ∈ F[x] \ V (E). On dit que g est un te´moin de span(g).
Soit G ∈ F[x] \ V (E), et ∆ un ensemble delta. On dit que G est un ensemble
te´moin de ∆, si G contient un te´moin de chaque sommet inte´rieur de ∆.
The´ore`me 9. Soit F ⊂ Vu(E), tel qu’il existe G ⊂ F[x] \ Vu(E) qui soit un
ensemble te´moin de ∆(F). Alors ∆(F) = ∆(Vu(E).
De´monstration. Puisque F ⊂ Vu(E), on a ∆(Vu(E)) ⊂ ∆(F). D’autre part,
comme G est te´moin de ∆(F), ∆(G) = ∆(F). Or G ⊂ F[x] \ Vu(E), donc
∆(G) ⊂ ∆(Vu(E)).
The´ore`me 10. Soit F ⊂ V (E), tel qu’il existe G ⊂ F[x] \ V (E) qui soit un
ensemble te´moin de ∆(F). Alors ∆(F) = ∆(V (E), ce qui entraˆıne que F est
une base de Gro¨bner de V (E).
3.4.4 L’algorithme
Pour l’indice courant u, l’algorithme maintient deux ensembles F et G de
polynoˆmes :
1. F : un ensemble de polynoˆmes valides jusqu’a` la position u : il y en un
par e´le´ment exte´rieur de l’ensemble ∆ de Vu(E) ;
2. G : un ensemble de polynoˆmes te´moins de l’ensemble ∆ de Vu(E).
Le principe est de combiner des polynoˆmes valides jusqu’a` u, donc issus de F , en
les combinant a` des polynoˆmes pre´ce´demment invalides, donc issus de G, pour
passer de u a` u+.
Pour passer de la position u a` la position u+, on contruit d’abord l’ensemble
∆ de Vu+(E). Pour cela, on teste les pre´dictions Pu+(f) des polynoˆmes de F ,
qui sont valides en u. On ajoute ceux dont la pre´diction e´choue a` l’ensemble G
pour obtenir G+. Ainsi les porte´es des polynoˆmes de G+ forment un ensemble
te´moin de l’ensemble ∆ de Vu+(E), par le the´ore`me 8.
Une fois l’ensemble ∆ de Vu+(E) construit, pour chaque sommet exte´rieur
s ∈ ∆(Vu+(E))), on va contruire un polynoˆme valide en s. Il y a trois cas :
1. soit il y a un ancien polynoˆme valide en u qui est toujours valide en u+ :
on le recycle ;
2. soit s ne divise pas u+, alors on ≪ de´cale ≫ un polynoˆme f valide en u
pour que son terme de teˆte soit e´gal a` s ; en effet, n’importe quel polynoˆme
dont le terme de teˆte ne divise pas u+ est valide en u+.
3. soit s divise u+ : on a va mettre a` jour un polynoˆme f ∈ F en le combinant
avec un polynoˆme de G pour avoir une pre´diction juste en u+.
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On a besoin d’une sorte de S-polynoˆme, qui permet de faire la combinaison
pre´ce´dente de deux polynoˆmes dont les pre´dictions sont fausses (≪ invalides ≫)
pour obtenir un polynoˆme dont la pre´diction est juste (≪ valide ≫).
De´finition 31. Soit f tel que lead(f)|s, et g tel que (u+ − s)| span(g), avec
s|u+, comme dans les lignes 11 et 12 de la description de l’algorithme. On note
Ss,u+(f, g) le polynoˆme
Ss,u+(f, g) = x
qf − c · xpg,
avec
p = span(g)− u+ + s,
q = s− lead(f),
et ou` c est le coefficient
lc(f) (Eu+ − Pu+(f))
lc(g) (Eu+ − Pu+(g)) .
L’algorithme 2 donne l’e´tape incre´mentale pour passer d’un ensemble mi-
nimal de polynoˆmes valides jusqu’a` la position u a` un ensemble minimal de
polynoˆmes valides jusqu’a` la position u+.
3.5 Proce´dure de vote pour le de´codage des codes
ge´ome´triques
Dans le proble`me du de´codage des codes ge´ome´triques simplifie´s CΩ(D, rQ),
les seuls syndroˆmes ≪ connus≫ sont les Es, pour wdeg s ≤ r. On ne connait donc
pas le tableau total Es, s ∈ Nm des syndroˆmes. Pour reme`dier a` ce proble`me, on
va de´terminer au fur et a` mesure les syndroˆmes inconnus. On encapsule l’e´tape
e´le´mentaire de l’algorithme Berlekamp-Massey-Sakata dans l’algorithme 4.
La proce´dure, non de´taille´e ici, est base´e sur le principe suivant. Supposons
que le syndrome Eu+ soit inconnu. Les polynoˆmes valides f jusqu’a` la position
Eu font des pre´dictions Pu+(f). Parmi ces pre´dictions, certaines sont justes,
d’autres sont fausses, mais on peut montrer, et c’est toute la beaute´ de la chose,
que la pre´diction juste a la majorite´ relavite parmi toutes les pre´dictions [27,
28]. Ce beau re´sultat a e´te´ obtenu initialement par Feng et Rao [13], mais
l’interfac¸age avec l’algorithme de Berlekamp-Massey-Sakata a e´te´ obtenu par
les auteurs cite´s pre´ce´demment.
La complexite´ de cet algorithme est quadratique en la taille maximale de
l’ensemble ∆ que l’on essaye de construire. Dans le cas des courbes hermitiennes,
on obtient une complexite´ de O(n7/3) [36].
3.6 Variantes et ge´ne´ralisations
L’algorithme Berlekamp-Massey-Sakata se ge´ne´ralise a` une famille de l ta-
bleau m-dimensionnels, E(i), i ∈ {1, . . . ,M}, avec E(i) =
(
E
(i)
s
)
s∈Nm
. On
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Algorithme 2 Principe de l’algorithme Berlekamp-Massey-Sakata. On de´crit
simplement comment passer d’un e´le´ment u du tableau a` l’e´le´ment suivant u+.
Le programme ci-dessous doit donc eˆtre encapsule´ dans une boucle supe´rieure
Entre´e :
E, u, u+,
F ensemble minimal de Vu(E),
G ensemble te´moin de Vu(E)
Sortie :
F+ ensemble minimal de Vu+(E),
G+ ensemble te´moin de Vu+(E).
Corps de la boucle :
1: N ← les e´le´ments de F invalides en u+
2: G+ ← G ∪N
3: ∆+ ← span(G+)
4: for s ∈ Ext∆+ do
5: if ∃f ∈ F \ N tel que lead(f) = s then
6: hs ← f
7: else if s 6 |u+ then
8: Trouver f ∈ N avec lead(f)|s
9: hs ← xs−lead(f)f
10: else
11: Trouver f ∈ N , tel que lead(f) | s
12: Trouver g ∈ G, tel que (u+ − s) | span(g)
13: hs ← Ss,u+(f, g)
14: end if
15: end for
16: F+ = {hs; s ∈ Ext∆+}
Algorithme 4 Encapsulation de l’e´tape e´le´mentaire de l’algorithme BMS, avec
proce´dure de vote
Entre´e : Es, pour wdeg s ≤ r, le tableau des syndroˆmes connus.
Initalisations u = 0, F = {1}, G = ∅
Re´pe´ter
1: if Le syndroˆme Eu+ est inconnu then
2: Utiliser la proce´dure de vote pour obtenir Eu+ .
3: end if
4: Utiliser l’e´tape e´le´mentaire Berlekamp-Massey-Sakata pour trouver F+, G+
5: F ← F+
6: G ← G+
7: u← u+
Jusqu’a` ce que tous les syndroˆmes sont de´termine´s.
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cherche alors des re´currences f = (fs)s∈Nm communes a` tous les tableaux, c’est-
a`-dire telles que
∑
s
fsE
(i)
s+r = 0, pour tout r > 0, i ∈ {1, . . . ,M}.
Il existe de´ja` une ge´ne´ralisation de l’algorithme de Berlekamp-Massey pour la
construction d’une re´currence line´aire satisfaite simultane´ment par M suites
line´aires [14]. Sakata [38] a construit cette meˆme ge´ne´ralisation de son algo-
rithme, dans le cas de M tableaux m-dimensionels.
Chapitre 4
De´codage par interpolation
Dans ce chapitre nous nous inte´ressons au de´codage des codes pre´ce´dents,
codes de Reed-Solomon et codes ge´ome´triques, vu ici comme codes d’e´valuation.
Cela est possible graˆce aux proprie´te´s de dualite´ de ces codes : le dual d’un code
de Reed-Solomon de longueur n (de support complet (α0, α1, . . . , αn−1), ou` α
est une racine n-ie`me de l’unite´, est un code de Reed-Solomon de longueur n,
et le dual d’un code ge´ome´trique de longueur n construit sur une courbe C est
un code ge´ome´trique de longueur n construit sur la meˆme courbe.
Cette pre´sentation des codes permet d’obtenir toute une autre famille d’algo-
rithmes de de´codage, avec notamment l’algorithme de Berlekamp-Welch [50, 17],
qui est une alternative au de´codage par ≪ e´quation cle´ ≫.
Mais surtout, cette famille permet d’augmenter de beaucoup le rayon de
correction τ , par rapport au rayon usuel t = ⌊d−12 ⌋, qui est obtenu par le
de´codage classique. Pour obtenir ces rayons de de´codage e´leve´s, il faut relaˆcher
les spe´cifications du proble`me du de´codage : comme le rayon de de´codage aug-
mente de t a` τ erreurs, on demande a` l’algorithme de retourner la liste des mots
de codes a` distance infe´rieure a` τ du mot rec¸u. On parle alors de de´codage en
liste. On re´sout donc un proble`me diffe´rent.
La grande similarite´ (pour les courbes en position spe´ciale) entre les codes
de Reed-Solomon et les codes ge´ome´triques permet d’e´tendre les algorithmes
obtenus dans le cas des codes de Reed-Solomon de manie`re surprenamment
facile aux codes ge´ome´triques.
Ces progre`s sont dus a` Sudan [45], Shokrollahi et Wasserman [43], Gurus-
wami et Sudan [19].
4.1 Algorithme de Berlekamp-Welch
4.1.1 Cas des codes de Reed-Solomon
Soit Fq le corps fini de cardinal q, n ≤ q, et x1, . . . , xn ∈ Fq distincts. Nous
avons la fonction d’e´valuation associe´e a` (x1, . . . , xn), qui est
ev : Fq[x] → Fnq
f 7→ (f(x1), . . . , f(xn))
Le code de Reed-Solomon, de longueur n, de support (x1, . . . , xn), de dimension
k est l’ensemble de ev f , f ∈ Fq[x], deg f < k. La distance minimale est d =
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n − k + 1, et ce code peut corriger t = ⌊n−k2 ⌋ erreurs. Pour simplifier nous
supposerons que n− k est pair, et donc que t = n−k2 .
Soit c = ev f le mot transmis, et y = (y1, . . . , yn) le mot rec¸u. On conside´re
le proble`me du de´codage re´solu quand f aura e´te´ retrouve´ a` partir de y. Nous
allons utiliser un autre polynoˆme, le polynoˆme localisateur E, dont les racines
sont les xi tels que y 6= f(xi) :
E = E(X) =
∏
i;f(xi) 6=yi
(X − xi)
Alors, pour tout i ∈ {1, . . . , n} deux choses l’une : ou bien f(xi) = yi, ou bien
E(xi) = 0., Ce qui se traduit par
f(xi)E(xi) = yiE(xi), i ∈ {1, . . . , n}. (4.1)
Dans ce syste`me a` n e´quations, les inconnues sont les coefficients de f et les
coefficients de E. C’est un syste`me non line´aire. Nous le simplifions en introdui-
sons le polynoˆme F = f · E, qui est de degre´ infe´rieur a` t + k. Nous obtenons
donc les e´quations
F (xi) = yiE(xi), i ∈ {1, . . . , n}. (4.2)
Nous pre´sentons l’algorithme 4.1.1, qui fonctionne car la simplification F = f ·E
introduite plus haut n’empeˆche en rien de retrouver f sous la forme −F/E.
Algorithme 5 Algorithme de Berlekamp-Welch
Constantes :
q, n < q, k t, tels que n− k est pair, et t = n−k2 .
(x1, . . . , xn) ∈ Fq, tous distincts.
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie : f ∈ Fq[x], deg f(x) < k, d(ev f, y) ≤ t.
Interpolation : Trouver E,F ∈ Fq[x] tels que
1. F (xi)− yiE(xi) = 0, i ∈ {1, . . . , n} ;
2. degF < t+ k ;
3. degE ≤ t
Recherche de racines : Retourner f = −FE .
Si deg f ≥ k ou d(ev f, y) > τ , de´clarer un e´chec de de´codage.
Proposition 16 (Preuve de l’algorithme de Berlekamp-Welch). Pour tout mot
y rec¸u, il existe toujours des polynoˆmes E,F ∈ Fq[X ] ve´rifiant les conditions 1.
2. et 3. de l’algorithme de Berlekamp-Welch. De plus, si le nombre d’erreur est
infe´rieur ou e´gal a` t, alors le polynoˆme f(x) = F (x)E(x) est correct.
De´monstration. Dans le syste`me d’e´quations de´fini par les conditions 1. 2. et 3
de l’algorithme, le nombre d’inconnues est t+k+ t+1 = 2t+k+1 > n+1, alors
que le nombre d’e´quations est n, il y a donc au moins une solution non nulle au
syste`me. Maintenant soit c = ev f le mot de code, E le polynoˆme localisateur
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associe´, et soit E1, F1 ∈ Fq[X ] et E2, F2 ∈ Fq[X ] deux couples de solutions de
ce syste`me. Comme on a
F1(xi) = yiE1(xi) et F2(xi) = yiE2(xi), i ∈ {1, . . . , n},
on de´duit
E2(xi)F1(xi)− E1(xi)F2(xi) = 0 i ∈ {1, . . . , n}.
Or le polynoˆme E2(x)F1(x) − E1(x)F2(x) est de degre´ strictement infe´rieur a`
k+t+t = n. Comme il a n racines, il est identiquement nul. On a donc F1E1 =
F2
E2
.
Comme on a en particulier la solution E, et F = f ·E, qui montre qu’on a bien
F1
E1
= −f(x) pour toute solution E1(x), F1(x) du proble`me d’interpolation.
4.1.2 Ge´ne´ralisation aux codes ge´ome´triques CL
Nous conside´rons encore une courbe affine C de genre g, en position spe´ciale
comme dans le chapitre pre´ce´dent, admettant un unique point a` l’infini Q. Ainsi
les fonctions de Fq(C) n’admettant qu’un poˆle a` l’infini, sont des polynoˆmes de
Fq[X1, . . . , Xm]/I ou` I de´signe l’ide´al de la courbe. On conside`re les fonctions
ayant un poˆle d’ordre r en Q, et aucun poˆle ailleurs. L’ordre au poˆle d’une telle
fonction est donne´e par un degre´ ponde´re´ wdego1,...,om(i1, . . . , im) = o1i1+ · · ·+
omim, ou` les oi sont les ordres au poˆles des xi = Xi mod I, i ∈ {1, . . . , n}.
Soit {P1, . . . , Pn} ∈ C(Fq) des points affines Fq-rationnels de C, et le code
que nous de´coderons est CL(P , rQ), qui est l’ensemble
{ev f = (f(P1), . . . , f(Pn)); f ∈ L(rQ)}
des mots de longueur n correspondants aux vecteurs d’e´valuation des fonctions
de L(rQ).
Soit c = ev f le mot transmis, et soit y = (y1, . . . , yn) le mot rec¸u, et I =
{i ∈ {1, . . . , n}; f(Pi) 6= yi}, les positions d’erreur.
De meˆme que dans le cas des codes de Reed-Solomon, on cherche a` construire
une fonction localisatrice d’erreur, E ∈ Fq[C], telle que E(Pi) = 0, uniquement
pour i ∈ I. Pour de´terminer son ordre au poˆle, il suffit de conside´rer le diviseur
D = (t+ g)Q−∑i∈I Pi. Par le the´ore`me de Riemann, on a
dimL(D) > degD − g + 1 = 1.
Il existe donc E ∈ Fq[C] tel que E(Pi) = 0 et wdego1,...,om(E) ≤ t+ g.
Pour tout i ∈ {1, . . . , n} on a : f(Pi) = yi, ou E(Pi) = 0, ce qui se traduit
par
f(Pi)E(Pi) = yiE(Pi), i ∈ {1, . . . , n}. (4.3)
De meˆme que dans le cas de l’algorithme de Berlekamp-Welch pour les codes de
Reed-Solomon, on cherche donc Q(Y ) = F + Y E ∈ Fq[C][Y ] tel que :
– F (Pi)− yiE(Pi) = 0, i ∈ {1, . . . , n},
– wdeg(F ) 6 t+ g + r,
– wdeg(E) 6 t+ g.
Proposition 17. Si le nombre d’erreurs t ve´rifie t < d−g2 , alors la fonction
f ∈ L(rQ) correspondant au mot de code a` distance infe´rieure a` t est f = −EF .
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De´monstration. Soit f la fonction telle que d(ev f, y) ≤ τ . Si t < d−g2 , alors
2t 6 d− g = n− r− g, soit t+ r+ g < n− t. Le polynoˆme Q(f) admet un degre´
ponde´re´ infe´rieur a` t+ r+ g < n− t. D’autre part, comme f(Pi) = yi en > n− t
points Pi, on a que la fonction Q(f) a au moins n− t ze´ros. Elle a plus de ze´ros
que son degre´ ponde´re´, elle est donc nulle. On a donc F (Pi) + yiE(Pi) = 0, et
F (Pi) + f(Pi)E(Pi) = 0, i ∈ {1, . . . , n}.
L’algorithme est pre´sente´ en Fig. 6. Notons que cet algorithme ne de´code pas
jusqu’a` la vraie capacite´ de correction ⌊d−12 ⌋, il y a une pe´nalite´ due au genre.
Algorithme 6 Algorithme de Berlekamp-Welch pour les codes ge´ome´triques
Constantes :
q, n, r t ≤ d−g2 , C une courbe affine de genre g, en ≪ position spe´ciale ≫.
(P1, . . . , Pn) ∈ C(Fq), tous distincts.
wdego1,...,om le degre´ ponde´re´ de´fini par le point a` l’infini de Q.
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie :
f ∈ Fq[C], f ∈ L(rQ), telle que d(ev f, y) ≤ t
Interpolation : Trouver E,F ∈ Fq[C] tels que
1. F (Pi)− yiE(Pi) = 0, i ∈ {1, . . . , n} ;
2. wdeg(F ) < t+ g + r ;
3. wdeg(E) ≤ t+ g
Recherche de racines : Retourner une bonne repre´sentation de f = −FE .
Si d(ev f, y) > t ou f 6∈ L(rQ), de´clarer un e´chec.
4.2 De´codage en liste et borne de Johnson
Pour les codes de Reed-Solomon, l’algorithme de de´codage de Sudan est un
algorithme de de´codage en liste, de rayon τ > t ou` t = ⌊d−12 ⌋ = n−k2 (quand
n − k est impair) est le rayon classique de de´codage. Cela a la signification
suivante : soit y le mot rec¸u, l’algorithme doit retourner tous les mots c du code
de Reed-Solomon, tels que d(c, y) ≤ τ . Il y a une contrainte donne´e par la taille
de la liste sur le rayon τ de correction : quand celui ci devient trop grand, on
devrait retourner un trop grand nombre de mots, voire exponentiel, ce qui n’est
pas souhaitable. Un tel compromis est exprime´ bar la borne de Johnson.
Proposition 18 (Borne de Johnson). Soit C un code de longueur n et de
distance minimale d. Soit y ∈ Fnq , et B(y, τ) ∩ C l’ensemble des mots de codes
a` distance τ de y. Alors
|B(y, τ) ∩ C| ≤ n(d− τ)
τ2 − 2nτ + dn
pourvu que le de´nominateur soit positif. Cette condition est ve´rifie´e pour τ <
n−√n(n− d).
De´monstration. Voir [25] pour une preuve, et un e´nonce´ plus affine´, faisant
notamment intervenir la taille de l’alphabet Fq.
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Donc on sait que si le rayon τ de de´codage reste borne´ par n−√n(n− d),
quantite´ souvent appele´e le rayon de Johnson, la taille de la liste est polynomiale
en n. Notons que ce n’est pas une condition ne´cessaire : il est possible qu’au
dela` du rayon de Johnson, le nombre de mots de codes a` distance τ de tout mot
y ∈ Fnq reste polynomial, pour certains codes. Toutefois, il existe des codes (non
explicites) tels que la taille de liste est exponentielle de`s qu’on de´passe le rayon
de Johnson [21].
La situation n’est pas claire en ce qui concerne les codes de Reed-Solomon :
il existe des bornes infe´rieures sur τ , telles qu’au dessus de ces bornes, il existe
des mots y admettant un nombre non polynomial de mots de codes a` distance
τ de y [29, 40]. Mais il reste un large intervalle entre la borne de Johnson et ces
bornes.
4.3 Algorithme de Sudan
L’algorithme de Sudan est une extension de l’algorithme de Berlekamp-
Welch : alors que l’on cherchaut un polynoˆme Q = F − Y E ∈ Fq[X ][Y ] qui
interpole le mot rec¸u ; dans l’algorithme de Sudan, on cherche Q de plus haut
degre´ en¿ Y plusieurs racines f ∈ Fq[X ] telles que Q(X, f) = 0. Nous verrons
alors que l’on gagne en rayon de correction. L’algorithme est pre´sente´ d’abord
en 7, la preuve de correction ensuite, et le rayon de correction maximal possible
est ensuite e´tudie´. Notons que la condition 2. de l’algorithme 7 est le pendant
des conditions 2. et 3. de l’algorithme 4.1.1.
Algorithme 7 Algorithme de Sudan pour les codes de Reed-Solomon
Constantes :
n, k t, tels que n− k est pair, et τ le rayon de correction.
(x1, . . . , xn) ∈ Fq, tous distincts.
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie : tous les f ∈ Fq[X ], deg f < k, tels que d(ev f, y) ≤ τ .
Interpolation : Trouver un polynoˆme Q 6= 0 ∈ Fq[X ][Y ] tels que
1. Q(xi, yi) = 0, i ∈ {1, . . . , n} ;
2. wdeg1,k−1Q < n− τ .
Recherche de racines : Retourner les polynoˆmes f = f(X) tels que
– Q(X, f(X)) = 0 ;
– deg f < k ;
– d(ev f, y) ≤ τ .
Proposition 19. Soit y le mot rec¸u, et Q ∈ Fq[X,Y ] le polynoˆme construit
dans l’algorithme de Sudan 7. Alors si c = ev(f(x)) est a` distance τ de y, avec
deg f(x) < k, alors Q(x, f(x)) = 0.
De´monstration. Comme deg f < k, et wdegQ < n− τ , on a
degQ(X, f(X)) < n− τ.
Ensuite, puisque Q(xi, yi) = 0 pour tout i, chaque fois que f(xi) = yi, on a
Q(xi, f(xi)) = 0. Comme d(evf, y) ≤ τ , on a f(xi) = yi pour au moins n − τ
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e´le´ments xi du support. Le polynoˆme Q(X, f(X)) a plus de racines que son
degre´, il est identiquement nul.
Il reste a` de´terminer la capacite´ de correction τ . L’argument logique pour
affirmer la validite´ de l’algorithme de Sudan est d’e´tablir une condition suffisante
pour que le polynoˆme Q existe quelque soit le mot rec¸u. Cette condition nous
donnera la capacite´ de correction τ .
Proposition 20. L’algorithme de Sudan corrige jusqu’a` ⌊n−√2(k − 1)n⌋ er-
reurs.
De´monstration. Remarquons que le vecteur des coefficients du polynoˆme Q est
solution d’un syste`me line´aire a` n e´quations, donne´e par Q(xi, yi) = 0, i ∈
{1, . . . , n}. Pour que quelque que soit le mot rec¸u, un polynoˆme Q non nul
existe, nous e´crivons la condition suffisante suivante : le syste`me line´aire doit
avoir plus d’inconnues que d’e´quations, soit
NQ > n,
ou` NQ est le nombre de termes de Q(x, y). La condition wdeg1,k−1Q nous
permet de borner le nombre de termes de Q :
NQ =
l∑
i=0
(n− τ − (k − 1)) ,
avec l = ⌊ τk−1⌋. On montre que Nq > (n−τ)
2
2(k−1) . La condition
(n−τ)2
2(k−1) > n est donc
suffisante pour s’assurer de l’existence de Q quelque soit le mot rec¸u. Elle donne
τ < n−√2(k − 1)n.
En notant R = kn ≈ k−1n , le taux de transmission, et δ = τn , le taux d’erreur
relatif, on obtient les courbes trace´es en Fig. 4.3. On voit qu’on de´code plus
d’erreurs que l’algorithme classique lorsque R est petit, et aussi qu’on de´code
un nombre relatif d’erreurs proche de 1 lorsque le taux de transmission est proche
de ze´ro. Par exemple, on peut de´coder des taux d’erreurs de l’ordre de 99% (par
exemple), alors que le de´codage classique est limite´ a` 50%. Notons toutefois que
le rayon de de´codage peut devenir ne´gatif quand le taux de transmission est
trop e´leve´.
4.4 Ge´ne´ralisation aux codes ge´ome´triques
Comme pre´ce´demment, l’algorithme se ge´ne´ralise aux codes ge´ome´triques.
Ici, je me contenterai encore des courbes dites en position spe´ciale, avec un point
a` l’infini Q, en traduisant comme d’habitude la notion de degre´ par celle d’ordre
au poˆle Q. Soit donc C une courbe affine de genre g, admettant un unique point
a` l’infini, Q. Soit P1, . . . , Pn n points de C(Fq). Soit r < n, et soit L(rQ) l’espace
de Riemann-Roch associe´ a` rQ. On note D = P1 + · · ·+ Pn.
On a, par le the´ore`me de Riemann :
dimL(rQ) > r − g + 1.
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Figure 4.1 – Rayon δ = τn de de´codage de l’algorithme de Sudan
Le code ge´ome´trique C = CL(P1 + · · · + Pn, rQ) est de´fini par la fonction
d’e´valuation :
ev : L(rQ) → Fqn
f 7→ ev f = (f(P1), . . . , f(Pn))
De´coder ce code revient a` trouver toutes les fonctions de f ∈ L(rQ) telles que
d(ev(f), y) ≤ n− τ , ou` y est le mot rec¸u.
L’algorithme de Sudan pour les codes ge´ome´triques est simplement la traduc-
tion du cas des codes de Reed-Solomon, en e´crivant le notion de degre´ en termes
d’espaces associe´s a` des diviseurs de supports re´duits au point Q (algorithme 8,
la condition 2. remplace la condition 2. de l’algorithme 7).
Algorithme 8 Algorithme de Sudan pour les codes ge´ome´triques
Constantes :
C une courbe affine en position spe´ciale, de genre g,
D = P1 + · · ·++n, avec P1, . . . , Pn ∈ C(Fq),
r un entier de´finissant le code CL(P , rQ).
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie : Tous les f ∈ L(rQ), tels que d(ev f, y) < τ .
Interpolation : Trouver Q =
∑l
i=0QiY
i ∈ Fq[C][Y ] tel que
1. Q 6= 0 ;
2. Qi ∈ L((n− τ − 1− ri)Q) ;
3. Q(yi)(Pi) = 0, pour i ∈ {1, . . . , n}.
Recherche de racines : : retourner les f ∈ L(rQ) tels que Q(f) = 0, et
d(ev f, y) ≤ τ .
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Proposition 21. Soit f ∈ L(rQ), tel que d(ev f, y) ≤ τ , alors Q(f) = 0.
De´monstration. Par construction du polynoˆme, Q(f) ∈ L((n− τ − 1)Q). D’un
autre cote´, comme d(ev f, y) ≤ τ , on a f(Pi) = yi en au moins µ ≥ n− τ points
Pi1 , . . . , Piµ . Donc
Q(f) ∈ L((n− τ − 1)Q− (Pi1 + · · ·+ Piµ )),
Or µ > n − τ , donc le degre´ du diviseur (n − τ − 1)Q − (Pi1 + · · · + Piµ) est
ne´gatif. L’espace associe´ est de dimension nulle : Q(f) = 0.
Proposition 22. Pour que pour chaque mot rec¸u, il existe un polynoˆme Q ∈
Fq[C][Y ] ve´rifiant les conditions d’interpolations de l’algorithme 8, il suffit que
τ < n−
√
2rn− g. (4.4)
De´monstration. L’espace des polynoˆmes Q =
∑l
i=0QiY
i tels que Qi ∈ L((n−
τ − 1− ri)Q) est de dimension dimQ minore´e comme suit :
dimQ =
l∑
i=0
dimL((n− τ − 1− ri)Q)
>
l∑
i=0
(n− τ − 1− ri− g + 1)
= (l + 1)(n− τ − g)− r l(l + 1)
2
= (l + 1)
(
n− τ − g − r l
2
)
.
On prend l tel que l est maximal ve´rifiant rl < n− τ − g, car pour l supe´rieur
a` ce seuil, dimL((n− τ − 1− r)Q) < 0. Donc
dimQ > (l + 1)
(
n− τ − g − n− τ − g
2
)
= (l + 1)
n− τ − g
2
>
(n− τ − g)2
2r
Si la dimension de cette espace est supe´rieure au nombre d’e´quations n, on est
assure´ d’avoir une solution nun nulle pour les vecteurs des coefficients de Q. On
e´crit donc dimQ > n, ce qui donne τ < n−
√
2kn− g.
On a encore une pe´nalite´ due au genre de la courbe, comme dans le cas de
l’algorithme de Berlekamp-Welch.
4.5 Algorithme de Guruswami-Sudan
L’algorithme de Guruswami-Sudan est une ame´lioration radicale de l’algo-
rithme de Sudan. Il permet de de´coder toujours plus que le rayon de de´codage
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Figure 4.2 – Un exemple extreˆme de solutions au proble`me de de´codage sur
10 points : par chaque point passent deux droites, et chaque droite est ≪ a`
distance ≫ 6 du mot rec¸u (elle passe par 4 points)
.
classique du de´codage unique. En introduisant une interpolation avec ≪ multi-
plicite´s ≫ dans la condition 2. de l’algorithme 7.
La figure 4.5 montre un exemple force´, qui montre pourquoi on a besoin
d’introduire des multiplicite´s. On voit 10 points, avec des abscisses, x1, . . . , x10,
correspondant au support du code de Reed-Solomon, que l’on prend de dimen-
sion 2. C’est-a`-dire que les polynoˆmes que l’on e´value sont des polynoˆmes af-
fines, et leurs graphes sont des droites. Les ordonne´es des points correspondent
aux composantes du mot rec¸u. On voit que chacune des 5 droites (de´fini par
y − fj(x) = 0, j ∈ {1, . . . , 5} passe par quatre points, et leurs e´valuations sont
donc ≪ a` distance 6 ≫ du mot rec¸u.
Mais on observe de plus qu’il y a au moins deux droites qui passent par
chaque point. Un polynoˆme interpolateur tel que y−fj(x)|Q(x, y), j ∈ {1, . . . , 5}
sera tel qu’il aura une multiplicite´ 2 en chaque point (xi, yi) i ∈ {1, . . . , 10}.
L’ide´e de Guruswami et Sudan est exactement de changer les conditions d’in-
terpolation, en introduisant ces notions de multiplicite´s.
L’algorithme est pre´sente´ dans l’algorithme 9. Il nous faut de´finir la no-
tion de multiplicite´, comme suit (de´finition qui reste valide pour les corps de
caracte´ristique positive).
De´finition 32. On dit qu’un polynoˆme Q ∈ Fq[X,Y ] a une multiplicite´ a` s en
(0, 0), s’il ne pre´sente pas de termes de degre´ strictement infe´rieur a` s. On dit
que le polynoˆme Q a une multiplicite´ supe´rieure a` s en (a, b), si le polynoˆme
Q(X + a, Y + b) a un multiplicite´ supe´rieure a` s en (0, 0).
Proposition 23. Soit c = ev f tel que d(c, y) 6 τ , et deg f < k. Alors
Q(X, f(X)) = 0.
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Algorithme 9 Algorithme de Guruswami-Sudan pour les codes de Reed-
Solomon
Constantes :
n, k t, tels que n− k est pair, et τ le rayon de correction.
x1, . . . , xn ∈ Fq, tous distincts.
s un ordre de multiplicite´.
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie : f ∈ Fq[X ], deg f < k, d(ev f, y) ≤ τ .
Interpolation : Trouver un polynoˆme Q 6= 0 ∈ Fq[X,Y ] tels que
1. mult(Q, (xi, yi)) > s, i ∈ {1, . . . , n} ;
2. wdeg1,k−1(Q) < s(n− τ).
Recherche de racines : Retourner les polynoˆmes f ∈ Fq[X ] tels que
– Q(X, f(X)) = 0 ;
– deg f < k ;
– d(ev f, y) ≤ τ .
De´monstration. Pour chaque indice i ∈ {1, . . . , n} tel que f(xi) = yi, on a
(X − xi)s|Q(X, f(X)). Soit I l’ensemble des indices i tels que f(xi) = yi , alors∏
i∈I(X − xi)s|Q(X, f(X)). Mais |I| ≥ n − τ , puisque d(ev f, y) ≤ τ . Donc un
polynoˆme de degre´ supe´rieur a` s(n − τ) divise Q(X, f(X)). D’autre part, la
condition wdeg 1, k − 1Q < s(n − τ entraˆıne que le degre´ de Q(X, f(X)) est
strictement infe´rieur a` s(n− τ). On a donc Q(X, f(X)) = 0.
Proposition 24. L’algorithme de Guruswami-Sudan peut corriger jusqu’a` n−√
(k − 1)n erreurs, quand l’ordre s de multiplicite´ est assez e´leve´.
De´monstration. De meˆme que pre´ce´demment, nous e´crivons que le syste`me
line´aire doit avoir plus d’inconnues que d’e´quations, soit
NQ >
(
s+ 1
2
)
n,
ou` NQ est le nombre de termes de Q, et ou` on observe que la condition de
multiplicite´ a` chaque point (xi, yi) donne
(
s+1
2
)
e´quation, i ∈ {1, . . . , n}. La
condition wdeg1,k−1(Q(x, y)) < s(n − τ) nous permet de borner le nombre de
termes de Q(x, y) :
NQ >
(s(n− τ)− 1)2
2(k − 1) .
La condition NQ >
s(s+1)
2 n permet finalement d’obtenir
τ < n−
√
(1 +
1
s
)(k − 1)n− 1
s
.
Quand s est assez grand, on obtient τ < ⌊n−√(k − 1)n⌋.
Or, pour les codes de Reed-Solomon, k − 1 = n − d (borne de Single-
ton). L’algorithme de Guruswami-Sudan permet de de´coder les codes de Reed-
Solomon jusqu’a` leur rayon de Johnson n−√n(n− d, et on peut dire qu’il est
la re´alisation algorithmique de la borne de Johnson.
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Figure 4.3 – Rayons δ = τn de de´codage des algorithmes de Sudan et de
Guruswami-Sudan, en fonction du taux de transmission R = kn
La figure 4.5 donne le rayon de de´codage relatif τn en fonction du taux de
transmission R ≈ k−1n , il ve´rifie τ ≈ 1 −
√
R. En terme de rayon relatif et de
taux de transmission, la courbe δ = 1−√R est toujours meilleure que la courbe
1 − √2R, et aussi toujours meilleure que la courbe 1−R2 du rayon classique
du de´codage unique. On remarque aussi que l’algorithme de Guruswami-Sudan
redonne bien le rayon de Sudan pour la multiplicite´ s = 1. De plus, la valeur
minimale de s pour obtenir le rayon ⌊n−√(k − 1)n⌋ ne croˆıt pas trop, de sorte
que l’algorithme reste de complexite´ polynomial. Des formules explicites sont
donne´es dans [19].
Toutefois, meˆme si la complexite´ reste polynomiale, il faut souvent prendre
de grandes valeurs de s pour atteindre le rayon de de´codage maximal, et en
pratique, il est pre´fe´rable souvent de de´coder une erreur de moins, mais a` un
couˆt plus favorable [34].
4.6 Ge´ne´ralisation au codes ge´ome´triques
Encore une fois, cet expose´ se limite aux courbes affines dites en position
spe´ciale, avec un point a` l’infini Q, en traduisant comme d’habitude la notion
de degre´ par celle d’ordre au poˆle Q. Soit donc C une courbe affine de genre
g, admettant un unique point a` l’infini, Q. Soit P1, . . . , Pn n points de C(Fq).
Soit r < n, et soit L(rQ) l’espace de Riemann-Roch associe´ a` rQ. On note
D = P1 + · · ·+ Pn, etle code que l’on cherche a` de´coder est CL(D, rQ).
Soit y = (y1, . . . , Y − n) le mot rec¸u. L’algorithme 10 repose sur les meˆme
ingre´dients : la recherche d’un polynoˆme Q ∈ Fq[C][Y ], dont les coefficients
sont de degre´ ponde´re´ borne´, qui passe par les points d’interpolation avec une
certaine multiplicite´.
La seule difficulte´ est de de´finir la multiplicite´ d’un polynoˆmeQ(y) ∈ Fq[C][Y ]
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en un ≪ point ≫ (Pi, yi), ou` Pi ∈ C(Fq), et y ∈ Fq. En de´veloppant relativement
a` yj , on e´crit
Q(y) =
∑
j
(y − yi)jQij , Qij ∈ Fq(C)[y].
et la multiplicite´ est alors de´finie par mult(Q, (Pi, yi)) = minj{vPi(Qij) + j}.
Algorithme 10 Algorithme de Guruswami-Sudan pour les codes ge´ome´triques
Constantes :
n, r t, C une courbe affine de genre g, en position spe´ciale, de point Q a` l’infini.
P1, . . . , Pn ∈ C, tous distincts.
s un ordre de multiplicite´.
Entre´e :
y = (y1, . . . , yn) le mot rec¸u.
Sortie :
Interpolation : Trouver Q(Y ) =
∑l
i=0QiY
i ∈ Fq[C][Y ] tel que
1. Q 6= 0 ;
2. Qi ∈ L((s(n− τ)− 1− ri)Q) ;
3. mult(Q, ((Pi, yi)) > s, pour i ∈ {1, . . . , n}.
Recherche de racines : : retourner les f ∈ L(rQ) tels que Q(f) = 0, et
d(ev f, y) ≤ τ .
Proposition 25. Soit Q(Y ) comme dans l’algorithme 10, et f ∈ L(rQ), alors
Q(f) ∈ L((s(n− τ)− 1)Q).
De´monstration. Pour chaque terme Qi du polynoˆme Q(Y ), on a
−vQ(Qif i) = −vQ(Qi)− ivQ(f)
≥ s(n− τ) − 1− ri + ir
= s(n− τ) − 1.
Proposition 26. Soit f ∈ Fq[C] telle que f(Pi) = yi, alors vPi(Q(f)) > s.
De´monstration. E´crivons Q(f) =
∑
j Qijf
j , avec Qij ∈ Fq[C]. On a
vPi(Q(f)) > min
j
vPi((f − yi)jGij)
= min
j
(jvPi(f − yi) + vPi(Gij))
> min
j
(j + vPi(Gij))
> s
Proposition 27. Soit f ∈ L(rQ) telle que d(ev(f), y)) ≤ τ . Alors Q(f) = 0.
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De´monstration. Puisque f(Pi) = yi en au moins n− τ points Pi1 , . . . , Pil , on a
Q(f) ∈ L(−s(Pi1 + · · ·+ Piµ)).
Donc
Q(f) ∈ L((s(n− τ)− 1)Q− s(Pi1 + · · ·+ Piµ )),
Or µ > n− τ , donc le degre´ du diviseur s(n− τ) − 1Q− s(Pi1 + · · ·+ Piµ) est
ne´gatif. L’espace associe´ est nul : Q(f) = 0.
Pour finir, comme d’habitude, il faut de´terminer une condition suffisante
pour le polynoˆme Q(T ) existe, inde´pendante du mot rec¸u. Pour cela il faut que
la dimension de l’espace des coefficients du polynoˆme Q soit supe´rieur au nombre
d’e´quations impose´es par les conditions d’interpolation. Quand nous e´crivons
Q(T ) =
∑
i
(Y − yi)jQij ,
avec vPiQij > r− j, chaque contrainte vPi(Qij) > r − j impose r − j e´quations
line´aires sur les coefficients de Q. Chaque point donne donc un nombre d’e´qua-
tions
r−1∑
j=0
(r − j) = r(r + 1)
2
.
Donc en comptant tous les points, nous avons n r(r+1)2 e´quations sur les coeffi-
cients de Q. Nous devons donc avoir
dimQ > n
r(r + 1)
2
,
avec, en utilisant le meˆme calcul que dans le cas de l’algorithme de Sudan simple :
dimQ >
(s(n− τ) − g)2
2r
.
En tirant τ , on obtient
τ ≤ n−
√
rn(1 +
1
s
)− g
s
,
et quand s croˆıt
τ ≤ n−√rn.
Or r = n − d, donc en fonction de la distance minimale le rayon τ ve´rifie
τ ≤ n−√n(n− d). Il est notable que dans le cas des codes de Reed-Solomon,
et dans le cas des codes ge´ome´triques, le rayon de de´codage a la meˆme expression
en fonction de la distance minimale, et que ce rayon est le rayon de Johnson
e´nonce´ dans la proposition 18. Toutefois, en fonction du taux de transmission
k = r − g + 1, on obtient
τ ≤ n−
√
(k + g − 1)n,
ou` on voit que le genre g de la courbe impacte ne´gativement le rayon de
de´codage, par rapport aux codes de Reed-Solomon, correspondant au cas g = 0.
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4.7 Retour de l’algorithme Berlekamp-Massey-
Sakata
Soit x1, . . . , xn le support d’un code de Reed-Solomon de dimension k. En
situation de de´codage, soit y = (y1, . . . , yn) le mot rec¸u. Dans l’algorithme de
Sudan, il faut trouver un polynoˆme Q ∈ Fq[X,Y ], dont les coefficients sont de
degre´s ponde´re´ wdeg1,k−1 petits, tel que
Q(xl, yl) = 0, l ∈ {1, . . . , n}.
C’est-a`-dire ∑
qijx
i
ly
j
l = 0, l ∈ {1, . . . , n}.
On peut multiplier une telle e´quation par xu
′
i y
v′
i , pour n’importe quel couple
(u′, v′), pour obtenir de nouvelles e´quations. En notant E(l) le tableau E
(l)
u,v =
xul y
v
l , u, v > 0, on obtient le syste`me d’e´quations∑
qijE
(l)
i+u′,j+v′ = 0, ∀u′, v′ ≥ 0, ∀l ∈ {1, . . . , n}.
C’est-a`-dire que le polynoˆme Q de´finit une relation de re´currence pour chaque
tableau E(l), l ∈ {1, . . . , n}.
Sakata propose l’astuce suivante : en faisant la somme des tableaux E(l), soit
E=
∑
E(l), alors celui ci de´finit un syste`me e´quivalent. On pourra donc utiliser
l’algorithme de Berlekamp-Massey-Sakata pre´sente´ au chapitre pre´ce´dent pour
trouver les re´currences line´aires minimales pour le degre´ ponde´re´ wdeg1,k−1.
Proposition 28. Le polynoˆme Q =
∑
qijX
iY j ∈ Fq[X,Y ] de´finit une rela-
tion de re´currence pour chaque E(l) si et seulement si il de´finit une relation de
re´currence pour E.
De´monstration. Si le polynoˆme Q(X,Y ) =
∑
quvX
uY v de´finit une relation de
re´currence pour chaque E(l), alors par line´arite´, il est une relation de re´currence
pour E. Re´ciproquement, supposons que
Su′,v′ :=
∑
quvEu+u′,v+v′ = 0, ∀u′, v′ ≥ 0.
Alors on peut e´crire
S =
∑
uv
quv
n∑
l=1
xu+u
′
l y
v+v′
l
=
n∑
l=1
∑
uv
quvx
u+u′
l y
v+v′
l
En substituant u′ = u′ + u′′, on obtient
Su′,v′ =
n∑
l=1
xu
′
l
∑
uv
quvx
u+u′′
l y
v+v′
l
=
n∑
l=1
xu
′
l S
(l)
u′′,v′
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pour tout u′. Comme les xl, l ∈ {1, . . . , n}, sont distincts (c’est le support du
code de Reed-Solomon), la matrice de Vandermonde V (x1, . . . , xn) =
(
xu
′
l
)
l,u′
associe´e est de de´terminant non nul, on a donc S
(l)
u′,v′ = 0 pour u
′, v′ ≥ 0,
l ∈ {1, . . . , n}.
Adaptation a` l’algorithme de Guruswami-Sudan Dans l’algorithme de
Guruswami-Sudan, utilisant la multiplicite´ s, on obtiendrait, pour tout l ∈
{1, . . . , n}, et pour tout couple (i, j) tel que i + j < s, n(s+12 ) tableaux E(i,j,l)
dont le polynoˆme Q(X,Y ) est une relation de re´currence. La meˆme astuce que
pre´ce´demment, qui consiste a` sommer sur tous les points du support, nous donne(
s
2
)
tableaux E(i,j) dont on cherche simultane´ment une relation de re´currence.
Sakata [39, 38] a propose´ une ge´ne´ralisation de son algorithme pour exactement
re´soudre ce proble`me la`.
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Chapitre 5
Conclusion
J’espe`re avoir introduit de manie`re motive´ un partie du ≪ zoo ≫ des codes
correcteurs d’erreur alge´briques. Alors que la the´orie alge´brique des codes correc-
teurs d’erreur a culmine´ en 1995 avec le de´codage des codes ge´ome´triques CΩ a
un couˆt raisonnable O(n7/3) pour les codes de´finis sur les courbes hermitiennes,
deux anne´es plus tard, le de´codage en liste a permis de franchir des barrie`res
importantes en terme de capacite´ de correction. La proble`me de de´coder au dela`
de t = ⌊d−12 ⌋ re´sistait depuis trente ans, et seuls quelques re´sultats parcellaires
permettaient d’augmenter le rayon de quelques unite´s.
J’ai aussi fait le choix de ne pas pre´senter les complexite´s des algorithmes
conside´re´s. Il y a deux raisons a` cela. La premie`re est d’abord que le proble`me
peut-eˆtre conside´re´ comme a` moitie´ re´solu quand on retombe sur un proble`me
d’alge`bre line´aire. Il est ensuite possible de re´duire l’exposant de complexite´
en reconnaissant des matrices structure´es, voire des formes polynomiales des
e´quations, ce permet d’avoir des couˆts quadratiques en la taille du proble`me
(la longueur du code). La deuxie`me raison est que les algorithmes de de´codage
des codes sont en ge´ne´ral implante´s in fine de manie`re mate´riellle, et que les
mesures classiques de complexite´ sont moins pertinentes.
Toutefois, on peut dire les choses suivantes. Le de´codage classique, a` base
de syndrome, est beaucoup plus rapide que le de´codage en liste, qui est en-
core trop lourd, bien que polynomial. Notamment l’algorithme de Berlekamp-
Massey-Sakata a une complexite´ quadratique [37] en la taille du tableau dans
lequel on cherche des relations de re´currence. Il y a de plus des propositions
d’implantation pipeline´es de l’algorithme de Berlekamp-Massey-Sakata [33] ou
de son ame´lioration par Koetter [1, 30].
En ce qui concerne le de´codage par interpolation a` la Sudan, c’est l’e´tape
d’interpolation qui est couˆteuse, notamment quand le parame`tre auxiliaire s de
multiplicite´ augmente. Cela rend l’algorithme impraticable. Il y a alors, a` mon
sens, deux possibilite´s :
1. utiliser les meilleures me´thodes du calcul formel, et faire le saut dans le
monde des algorithmes rapides. Dans le cas des codes de Reed-Solomon,
Brander obtient une complexite´ du type O˜(l5n), ou` l est la taille maximale
de la liste. Il est difficile de mesurer la pertinence de cette approche, car par
exemple les codes de Reed-Solomon employe´s en pratique sont de longueur
n petite, par exemple 255, pour conserver un petit alphabet (les octets).
De plus les implantations vise´es sont mate´rielles. En revanche, les codes
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ge´ome´triques sont par nature moins limite´s en longueur, et il semble plus
pertinent d’utiliser des me´thodes rapides, pour des codes longs. Pour les
courbes hermitiennes, on obtient une complexite´ de l’ordre de O˜(l5n2). Ces
re´sultats sont obtenus par Kristian Brander sans sa the`se. Il n’a toutefois
pas re´ussi a` implanter ses me´thodes dans le cas des codes hermitiens, meˆme
en Magma.
2. transformer le proble`me a` l’origine. Par exemple, Wu [51] fait un me´lange
de Berlekamp-Massey et de Guruswami-Sudan. L’algorithme de Berlekamp-
Massey lui donne un re´sultat interme´diaire, qu’il met a` profit pour re´duir
l’ordre s de multiplicite´ ne´cessaire. On peut aussi se poser la question de la
sensibilite´ de l’algorithme a` la donne´e. L’algorithme de Guruswami-Sudan
se comporte de manie`re uniforme et de´terministe, ce qui ne semble pas
tre`s raisonnable. Une voie de recherche prometteuse serait de chercher un
algorithme qui se comporte mieux quand l’erreur est petite.
Enfin, du point de vue the´orique, Guruswami et Rudra ont encore progresse´
sur le rayon de de´codage, en construisant des codes non standards (par exemple
ce ne sont pas des codes line´aires), les codes de Reed-Solomon ≪ replie´s ≫ [24],
qui admettent un super rayon de de´codage en liste. En fait ils atteignent la
capacite´ du de´codage en liste τn ≈ 1 − kn − ǫ, mais ces codes ont un alphabet
qui croit tre`s vite en fonction de la longueur, de manie`re exponentielle en 1ǫ2 .
Comme toujours les codes ge´ome´triques peuvent eˆtre utilise´s en remplacement
des codes de Reed-Solomon dans cette construction pour re´duire la croissance
de la taille de l’alphabet [23].
De manie`re plus re´aliste, il reste le cas binaire, dont Guruswami fait un
survol [22]. La question qui se pose est de savoir si on peut de´coder un taux
d’erreur τn =
1
2 − ǫ avec des codes de taux n = O( kǫ2 ) constructibles en temps
polynomial en un algorithme polynomial en n et 1ǫ . On sait que des tels codes
existent avec un tel rayon de de´codage pour un tel rapport k/n (par un argument
probabiliste), sans savoir les construire, ni bien suˆr les de´coder.
Annexe A
A.1 Preuve de l’algorithme de Berlekamp-Mas-
sey-Sakata
The´ore`me 11. Il existe bien un poynoˆme f comme requis dans les e´tapes 8 et
11 de l’algorithme Berlekamp-Massey-Sakata.
De´monstration. Il s’agit de montrer qu’il existe f ∈ N tel que lead(f)|s. Le
point s est un point exte´rieur de ∆+, qui contient ∆(F).
Supposons d’abord que s est un point exte´rieur de ∆(F), alors il existe f ∈ F
tel que lead(f) = s. Comme nous sommes dans l’autre branche que celle du cas
then du test 5 de l’algorithme, on a f ∈ N .
On conside`re maintenant le cas ou` s n’est pas un coin exte´rieur de ∆(F). Le
point s est ne´ammoins un point de l’exte´rieur de ∆(F), et il existe f(x) ∈ F
tel que lead(f) soit un point exte´rieur de F . De plus lead(f) ∈ ∆+. Comme
∆+ ⊆ ∆(Vu+(E)), on a
lead(f) ∈ ∆(Vu+(E)).
Mais aucun polynoˆme de terme de teˆte lead(f) ne peut-eˆtre valide en u. Donc
f ∈ N .
Proposition 29. Il existe bien un polynoˆme g comme requis dans l’e´tape 12 de
l’algorithme BMS.
De´monstration. Supposons que ce ne soit pas possible, comme G est l’ensemble
te´moin, cela entraˆıne que u+ − s est a` l’exte´rieur de ∆(F), et il existe un coin
exte´rieur p de ∆(F) tel que p|u+ − s. Il y a donc f ′ ∈ F tel que lead(f ′) = p.
On a donc
lead(f ′) + lead(f)|u+,
et par le the´ore`me des pre´dictions, f et f ′ font la meˆme pre´diction en u+. Donc
f ′ ∈ N et donc span(f ′) ∈ ∆+, i.e. u+ − p ∈ ∆+. Comme s|u+ − p, on a que
s ∈ ∆+, ce qui est une contradiction. On a donc un g avec u+ − s| span(g).
Notons que g est valide jusqu’a` la position u non incluse,
Proposition 30. Les polynoˆmes construits dans les e´tapes 6, 9 ou 13 sont de
terme de teˆte s, et sont valides en u+.
De´monstration. Le cas de l’e´tape 6 est clair. Dans le cas 9, hs est de terme de
teˆte s, et ne peut eˆtre invalide en u+, puisqu’il ne peut pas fournir de pre´diction
(s 6 |u+). D’autre part, comme f est valide jusqu’a` u, on a bien f ∈ Vu+(E).
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Montrons que le polynoˆme hs construit en 13 admet s comme terme de teˆte.
Rappelons la formule pour Ss,u+(f, g) :
Ss,u+(f, g) = x
s−lead(f)f − cxspan(g)−u++sg (A.1)
ou` c est un coefficient annulateur bien choisi.
Le terme xs−lead(f)f admet s comme monoˆme de teˆte.
Soit span(g) = u0 − lead(g), avec u0 < u+, car g a bloque´ pre´ce´demment.
Le monoˆme de teˆte du deuxie`me terme de la soutraction est
span(g)− u+ + s + lead(g) = u0 − lead(g)− u+ + s + lead(g)
= u0 − u+ + s
< s.
Donc la somme des deux termes admet bien s comme monoˆme de teˆte. Le fait
que Ss,u+(f, g) est valide en u
+ se ve´rifie par le calcul.
A.2 Obtention de l’algorithme de Berlekamp-
Massey
Nous pre´sentons comment l’algorithme de Berlekamp-Massey-Sakata redon-
ne bien l’algorithme de Berlekamp-Massey, lorsque le tableau est unidimensionel.
Nous avons alors les simplifications suivantes :
1. les monoˆmes u sont des entiers ;
2. il n’y a qu’un seul ordre monomial, qui co¨ıncide avec la relation de divisi-
bilite´ ;
3. l’ensemble des re´currences minimales est un ide´al principal repre´sente´ par
un polynoˆme ;
4. l’ensemble te´moin est le polynoˆme de plus haut degre´ qui n’est pas dans
l’ide´al ;
5. la porte´e span(g) d’un polynoˆme est la diffe´rence entre son degre´ et l’indice
ou` il bloque : c’est le nombre de valeurs pendant lesquels il est valide.
Proposition 31. Soit f+ le polynoˆme produit a` l’e´tape 9 de l’algorithme de
Berlekamp-Massey pre´sente´ en Fig 11, dans le cas ou` le polynoˆme pre´ce´cent f
a e´choue´. On a deg f+ = u+1−degf . Dans l’autre cas, le degre´ est maintenu.
De´monstration. Il suffit de calculer Ss,u+(f, g) = x
qf − c · xpg, avec
p = span(g)− u+ + s
q = s− lead(f)
s = u+ − deg(f)
Soit Ss,u+(f, g) = x
qf − c · xpg = xs−lead(f)f − cxspan(g)−u++sg. Or span(g) =
u− deg(g), donc
deg(xspan(g)−u
++sg) = u− deg(g)− (u+ 1) + u+ 1− deg(f) + deg(g)
= u− deg(f),
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Algorithme 11 Algorithme de Berlekamp-Massey, de´rive´ de l’algorithme de
Berlekamp-Massey-Sakata, a` encapsuler dans une boucle supe´rieure
Entre´e :
E, u, u+ = u+ 1,
F = {f} ensemble minimal de Vu(E), re´duit a` f ,
G = {g} ensemble te´moin de Vu(E), re´duit a` g.
Sortie :
F+ = {f+} ensemble minimal de Vu+(E),
G+ = {g+} ensemble te´moin de Vu+(E).
Corps de la boucle :
1: N ← les e´le´ments de F invalides en u+, N = {f} ou ∅,
2: if N = ∅ then
3: continue
4: end if
5: G+ ← {f},
6: s = u+ − deg f // Remplace 3 et 4 de BMS
7: // Le cas de la ligne 5 de BMS ne se produit pas
8: // Le cas de la ligne 7 de BMS ne se produit pas
9: hs ← Ss,u+(f, g)
10: F+ = {f+} = {hs}
tandis que
deg
(
xs−lead(f)f
)
= s = u+ − deg(f) = u+ 1− deg(f).
Donc le terme de teˆte de Ss,u+(f, g) a bien pour degre´ u+ 1− deg(f).
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