GCLASS is an algorithm wich explores small samples of two distinct biological states for finding small sets of genes, that form a features vector that is enough to separate these two states [3] . A typical sample is a set of 60 microarrays, 30 for each biological state, with some thousands of genes. This procedure has been applied on huge amount of data, for example, to find sets of genes that separate two different types of gliomas [4] . The technique consists of: a spreading model defined in the space of small sets of genes studied and centered in each features vector considered; the design of optimal linear classifiers, under this spreading model; ranking the designed classifiers, based on their error and robustness relatively to the spreading. The features vectors used in the best classifiers are considered the best features vectors. Due to the great number of potential feature sets, a parallel implementation is a good option for reducing the procedure execution time.
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In our parallel implementation, each processor designs and ranks classifiers for potential features vectors. In the following, they send the computed information to one central processor that integrates the partial results. In order to attribute tasks to processors, it is necessary to have a parallel algorithm that generates all possible small features vectors, that is, an algorithm that generates combinations is required. We have choosen the best known adaptive parallel algorithm for that [1] . The communication part is performed by the collective operation: gather.
The proposed parallel algorithm was implemented in a Beowulf-style cluster of 11 PCs. Each one of these machines has a 1.2GHz AMD Athlon K-7 processors, 768 MB of RAM and 100 Mbps FastEthernet switch. It was used the C language, MPICH 1.2.4 library, and the GNU MP library (a very efficient library for arbitrary precision arithmetic on integers) [2] . The GNU MP was used in the generation of combinations, since this procedure requires large integers.
The experimental results show that, the proposed solution provides quasi linear speedup, compared with the sequential implementation. For example, using 50 genes as the complete feature space and 4 genes as the small feature space, our parallel version with 11 processors is approximately 10.98 times more faster than the sequential version.
