We introduce a notion of non-local almost minimal boundaries similar to that introduced by Almgren in geometric measure theory. Extending methods developed recently for non-local minimal boundaries we prove that flat non-local almost minimal boundaries are smooth. This can be viewed as a non-local version of the Almgren-De Giorgi-Tamanini regularity theory. The main result has several applications, among these C 1,α regularity for sets with prescribed non-local mean curvature in L p and regularity of solutions to non-local obstacle problems.
Introduction
In this article we introduce a notion of non-local almost minimal boundaries and study their regularity near flat points as well as their singularities. In rough terms, a non-local minimal boundary corresponds to a set whose characteristic function minimizes a non-local energy functional, namely a fractional Sobolev norm (specifically H s/2 , s < 1); they generalize classical minimal surfaces of codimension one, in particular, it has been observed that when s = 1 they are nothing but minimal surfaces.
Non-local minimal surfaces appeared recently in the study of phase transitions with long range interactions, as equilibrium configurations. This was shown in [6] , via a level set type scheme (see also [9] ). The regularity theory of non-local minimal surfaces was developed in [5] , there it was shown that such surfaces are smooth except a singular set of at most dimension n − 2 (n is the space dimension), we follow closely the methods developed there.
Our main result states that if an almost minimal boundary(for a non-local energy functional) is flat enough near a point, then in a neighborhood of that point it is smooth, i.e. it has a continuously changing normal. Namely: Theorem 1.1. Suppose E is (J s , ρ, δ)-minimal in B 1 , where ρ satisfies assumptions A1 through A3 (Section 2). There exists δ 0 = δ 0 (n, s, ρ) such that if E is δ 0 -flat in B 1 , then ∂E is C 1 in B 1/2 .
Moreover, we show that the set of points where ∂E is not C 1 is at most n − 2 dimensional. Theorem 1.2. If E is (J s , ρ, d)-minimal in Ω, then the Hausdorff dimension of the singular set Σ E ⊂ ∂E ∩ Ω is at most n − 2.
For the definition of a (J s , ρ, δ 0 )-minimal set and δ-flatness, see Section 2.
The classical theory of almost minimal boundaries says that a set E whose perimeter does not decrease too much under small perturbations has a smooth boundary, except perhaps for a lower dimensional set of singularities. This is known as the Almgren-De Giorgi-Tamanini regularity theory (see Chapter 4 of [1] or [15] , also the classical reference [8] ). The term "almost" refers to the fact that the energy does not decrease too much under small perturbations. In the present paper we prove that a similar statement holds if instead of the perimeter we consider the energy associated to H s/2 , which is a non-local functional. It is worth mentioning also that the regularity theory for fully non-linear elliptic equations has been developed recently for non-local operators [3] .
The proof of the above theorem follows substantially the techniques in [5] which are based on Savin's proof of regularity of minimal surfaces and level sets in phase transitions (see [13] and [14] ), they are also closely related to work of Caffarelli and Córdoba [4] .
To prove regularity of non-local minimal surfaces there are three basic steps [4, 8] : 1) minimal surfaces have no cusps in measure (volume density estimates); 2) minimizers satisfy the minimal surface equation in the viscosity sense (Euler-Lagrange equation); 3) existence of tangent cones (monotonicity formula).
The main obstacles in carrying out this procedure for almost minimizers are extending the volume density estimates and finding a substitute for the Euler-Lagrange equation. We overcome these first by extending De Giorgi's differential inequality argument to non-local almost minimizers, complementing the discrete iteration argument used in [5] to get uniform volume density; secondly we show that the almost minimality of a set forces it to solve a variational inequality, this variational inequality (see Section 5) is the right substitute for the minimal surface equation.
Classically, almost minimal boundaries appear as solutions of a large class of geometric problems: prescribed mean curvature, obstacle problems, phase transitions (for instance, their regularity theory plays an important role in Luckhaus' work on the Stefan problem with Gibbs-Thomson law [11] ). Accordingly, analogous applications arise in the non-local setting (e.g. prescribed non-local mean curvature). In forthcoming work, we shall use this regularity result to study the non-local mean curvature flow in the spirit of [12] . The present result will also be used in the future to study the boundary behavior of non-local minimal surfaces.
Remark. As s → 1 the energy J s (see Section 2) converges to the perimeter. Thus E being (J 1 , ρ, δ)-minimal means E is an almost minimal boundary in the classical sense. It is an interesting question whether our estimates are uniform, giving perhaps a new proof of the Almgren-De GiorgiTamanini regularity theory for almost minimal boundaries. This issue will be addressed elsewhere.
The article is organized as follows: In sections 2 and 3 we introduce the basic definitions and notation, in particular the notion of almost minimal sets for non-local energy functionals, and present several examples that justify this definition. In section 4 we prove the uniform volume estimate, which extends that of [5] to the almost minimal case.
The key steps of the proof Theorem 1.1 are carried out in sections 5 and 6, where we prove the Euler-Lagrange inequalities (Theorem 5.3) and the Partial Harnack estimate (Theorem 5.6) these imply an improvement of flatness via compactness and blow up techniques. The strategy of the proof is discussed at greater length at the beginning of each of these sections.
Finally, in section 7 we prove a monotonicity formula and state without proof several propositions that imply by known methods the estimate on the singular set (Theorem 1.2).
Definitions and notation
First, we define what it means for a set to be δ-flat.
n is said to be δ-flat in B r (x 0 ) if there is a unit vector e such that
Definition 2.2. Given any two measurable sets A, B ⊂ R n , and s ∈ (0, 1), we shall write
Note that the integral above might take the value +∞. It easy to see that if E ⊂ R n then
This quantity will play the part of a perimeter functional in all that follows, heuristically one can think about it as a sort of "interfacial energy", just as the perimeter measures the amount of interaction between different states near the interface (see [6] ) and the references therein. With this in mind, given a domain Ω we consider a "localized energy" functional which measures the contribution of Ω to the H s/2 norm of χ E . Definition 2.3. Let n ≥ 2 and let Ω ⊂ R n be a bounded domain with Lipschitz boundary. Given E ⊂ Ω, we shall denote by J s (E; Ω) the quantity
The assumptions we impose on the modulus of continuity ρ are standard, they can be found in Almgren's Memoir [1] p. 96a and Tamanini's monograph [15] p. 9. They are as follows:
A3) The function t −s ρ(t) is non increasing in (0, δ) and for some m > n + s we have
We emphasize that these are entirely analogous to the assumptions made for hypersurfaces of almost minimal perimeter. In particular, for any C > 0 and α ∈ (0, s] the assumptions above are always satisfied by ρ(t) = Ct α . If a ρ does not satisfy the first part of A3, this means ρ(t) ≤ Ct s for all small enough t, thus any (J s , ρ, δ)-minimal boundary is also (J s , Ct s , δ)-minimal, so our theory also applies to this case 1 . The following auxiliary function will play a central role in our theory.
Remark. Throughout this work, we will implicitly assume δ ≥ 1 to simplify things. All arguments hold for arbitrary small δ > 0 with few modifications (and absolute constants will depend on δ, of course). Moreover, by rescaling one can carry the result for δ > 1 to the general case.
Definition 2.5. Given ρ satisfying the assumptions above, we define an auxiliary functionρ.
Where m is the same constant greater than n + s which comes as part of assumption A3.
Remarks. Note that by A3 we haveρ(t) → 0 as t → 0, and thatρ is a non-decreasing continuous function. As we will see in Section 6, the C 1 modulus of continuity in Theorem 1.1 is actually C 1,ρ . In light of this, when ρ ≤ Ct α , Theorem 1.1 says that E has a C 1,α ′ boundary in B 1/2 , where α ′ = α/m. The following estimate forρ will be very important at several stages of the proof.
Lemma 2.6. Let ρ andρ be as above. Then we have the bound
Proof. By definition,ρ (t)
Since the integrand is positive and ǫ ∈ (0, 1),
Thanks to condition A3, we conclude
1 One expects that for ρ(t) = o(t s ) almost minimality reduces to minimality, see remark preceding Corollary 5.4.
Thus,ρ (t)
Which shows that ρ(tǫ) 1 m ≤ρ(t) for all ǫ ∈ (0, 1).
To finish these preliminaries, we observe that, similarly to the case of a non-local minimal boundary, being (J s , ρ, δ)-minimal is equivalent to having the following two properties:
Subsolution property: For any x 0 ∈ ∂E and
To see the above equivalence, it is enough to check that for any set F , such that F ∆E ⊂⊂ Ω,
where
In particular, we observe that
whenever E∆F ⊂ Ω 2 ⊂ Ω 1 .
Due to the this, when the set Ω is clear from the context we may write J s (E) instead of J s (E; Ω).
Examples
Boundaries of almost minimal perimeter appear as solutions of various geometrical problems in the calculus of variations. In this section we discuss some of the analogous problems for the non-local energy, our presentation extends the discussion done for the perimeter by Tamanini [15] . 
Example 2. [Smooth Boundaries]
As it is the case for the perimeter, any set E with a smooth boundary is (J s , ρ, δ)-minimal for ρ and δ depending on the continuity of the normal to ∂E.
In particular, let E ⊂ R n be the subgraph of a smooth function u : R n−1 → R which is globally bounded and C 1,α , then E is a (J s , Ct α , δ)-minimal set in any compact set of R n , for some α ∈ (0, s). Of course the constants C > 0 and δ > 0 depend on u and the compact set in question.
Let us prove this. First, note we may assume without loss of generality that the plane {x n = 0} is tangent to ∂E at 0, so that u(0) = 0, ∇u(0) = 0. Let F be a measurable set such that F ∆E is contained in a ball of radius r centered at some point, which we may also assume to be the origin. Then, thanks to (7) we have that
Regardless of what the compact Ω is, as long as B r ⊂ Ω. On the other hand, under the regularity assumption of u it is straightforward to check ∂E ∩ B r ⊂ {|x · e n | ≤ Cr 1+α }. In parallel to the perimeter, one may use a monotonicity formula (see Section 7) to show that for any F and small enough r we have
where H is the horizontal half-space going through the origin. Additionally, by the regularity of u it can be checked (with a tedious but simple computation) that
the last two inequalities imply that E is then (J s , Ct α , δ)-minimal for some δ > 0 and C > 0.
Let us sketch this last computation. It is convenient to do the change of variables x → rx, E → E r , we check easily that
where E r is now the subgraph of the function u r (x) = r −1 u(rx). To compute J s (E r ; B 1 ) we are going to change from the variables (x, y) to the variables (v, w), as follows:
In other words, T r flattens the boundary of the set E r down to the half space H = {x n ≤ 0}. It can be easily checked that DT r = I + ∇u r ⊗ e n , det(DT r ) = 1.
For a C > 0 depending on the bounds on u. From here, it is not hard to see that
just as we wanted.
Example 3.
[Boundaries of least energy lying above an obstacle] Let E ⊂ R n solve the obstacle problem in Ω with respect to a set L, i.e. it minimizes J s (.) among all sets containing L ∩ Ω and agreeing with a given fixed set outside Ω that contains L \ Ω. The set L is known as the obstacle and the set ∂E ∩ L is known as the contact set. If L is (J s , ρ, δ)-minimal, then so is E.
To see this, let F be a set such that E∆F ⊂ B r (x 0 ) ⊂ Ω. Since F ∪ L contains L and agrees with E outside Ω we see that F ∪ L is admissible, therefore by the assumption on E
Now, one may check easily from the definition of J s that
where the last inequality follows from E∆F ⊂ B r (x 0 ) and the assumption on L.
Remark. Later we will see that near the contact set we can always apply Theorem 1.1, and thus ∂E is always C 1 near the obstacle L as long as L is smooth enough.
Example 4.
[Boundaries with prescribed non-local mean curvature] Another important class of examples of almost minimal boundaries consists of the minima of functionals of the form Per(E) + E γ(x)dx. These appear for instance in phase transition problems where the mean curvature of the interface is related to the pressure or the temperature on the interface. It can be shown that the mean curvature of such minima (understood in a weak sense) is given by γ(x), when instead of Per(E) we consider the J s (E) energy what happens is that the non-local mean curvature of E must agree with γ.
Consider the functional
To see E 0 is almost minimal, let F be another set, if E∆F lies in a small enough neighborhood of E, then F (E) ≤ F (F ), which gives
by Hölder inequality, we get
Therefore, if E∆F ⊂ B r (x 0 ) for some point x 0 and some small r, we get
First estimates: almost minimal boundaries have no cusps.
The first step in the regularity theory of minimal surfaces consists in showing that if x 0 ∈ ∂E and E is minimal, then ∂E separates any small ball centered at x 0 in two regions of comparable volume, so that at least heuristically ∂E should not have cusps. In this section we prove such a volume estimate for non-local almost minimal boundaries.
Proposition 4.1. Let E have the subsolution (supersolution) property in Ω and x 0 ∈ ∂E ∩ Ω, there are constants r 0 = r 0 (n, s, ρ) and c 0 = c 0 (n, s, ρ) such that for any x ∈ ∂E and any r ≤ min(r 0 , d(x 0 , ∂Ω)) we have
Remark. The proof is done following De Giorgi's differential inequality argument, which is also used to prove uniform volume estimates for minimal surfaces (cf. section 2.8 in [7] for further discussion), it exploits the two inequalities available to us, namely Sobolev's embedding and the subsolution (supersolution) property of E. Our proof is slightly different from the one used in [5] where a discrete version is used, both are nonetheless in the same spirit.
Proof. We will prove the first of the two inequalities, the second one is obtained mutatis mutandis. For r ∈ (0, 1), set A r := E ∩ B r and consider the function
The identity for f ′ is standard and follows from the co-area formula. By the Sobolev inequality,
. Since E has the subsolution property, and
To estimate the L(A r , B r (x 0 ) c ) term, we note that for all x ∈ A r we have the bound
this yields to
Hence, we are led to the integro-differential inequality,
Since we have f ′ on the right hand side, we may integrate the last inequality in the r variable on the interval (0, t) and get
interchanging the order of integration,
we get the integro-differential inequality,
Let g(t) = C 0 t n − t 0 ρ(r)r n−1 dr, with a conveniently chosen C 0 (n, s). It is not hard to check that then we have (with the same C n,s as in (10)
Claim. From the integro-differential inequalities (10) and (11) (or equivalently (4) and (11)) we conclude that f (r) ≥ g(r) for all r such that B r (x 0 ) ⊂ Ω. If this claim is true then we get the lower bound on f , since due to property A3 of ρ there are c 0 = c 0 (n, s, ρ) and r 0 = r 0 (n, s, ρ) such that g(r) ≥ c 0 r n whenever r ≤ r 0 .
Proof of the claim. We argue by contradiction as when dealing with differential inequalities: let r 1 be the supremum of the set {r : f (t) ≥ g(t) ∀t ≤ r}, assume that the claim was not true in which case r 1 < min{r 0 , d(x 0 , ∂Ω)}, then for a sequence h k → 0, h k > 0 we have thanks to (10) and (11) that
which cannot be since g is continuous, and this proves the claim.
Remark 4.2. We have in fact proved something stronger than what the statement of Proposition 4.1 says: under the same hypothesis as before, there is a constant r 0 = r 0 (n, s, ρ) such that for any x ∈ ∂E and any r ≤ min(r 0 , d(x 0 , ∂Ω)) we have
The volume density estimate implies (by a standard argument) that L 1 convergence of almost minimal boundaries {E k } guarantees their uniform convergence, this will be useful in the last section when we consider blow ups and tangent cones so we state it now as a corollary.
Corollary 4.3. Let {E k } be a sequence of (J s , ρ(.), δ)-minimal sets such that for some measurable set E we have
We end this section with a compactness estimate , the proof is the same as that of Theorem 3.3 in [5] and it relies on the lower-semicontinuity of J s with respect to L 1 convergence.
Observe that whenever we have a sequence of almost minimal sets with ρ k as above we may use Sobolev embedding to get a subsequence that converges in L 1 .
Euler-Lagrange inequalities and partial Harnack
In this section we will show how the almost minimality property of a set forces it to satisfy what we will call "Euler-Lagrange inequalities". These play the same role that the Euler-Lagrange equation (in the viscosity sense) plays in the theory of minimal surfaces, as shown first in [4] for the perimeter and later in [5] for non-local energies. As in the latter work, the Euler-Lagrange inequalities will lead us here to a Harnack estimate whenever there is enough flatness.
We shall motivate the main idea by proving a maximum principle in a very simple case, after this, our main effort will be to see how close we are in the general case to this particular ideal situation and how can we adapt the argument below to a general setting.
Maximum principle.
Suppose that E is a minimizer of J s (.) among all sets that agree with E outside Ω, and suppose that
That is, suppose that E outside Ω lies on the same side of some hyperplane, then it must lie on the same side of that hyperplane everywhere {x : x n < 0} ⊂ E.
Proof. We argue by contradiction, to do this, let us slide from below a plane parallel to {x n = 0} until we touch ∂E inside Ω. Since E does not contain {x n < 0}, there exists some c > 0 such that H = {x : x n = −c} touches from below ∂E at some point x 0 ∈ Ω. Then, for all small enough ǫ > 0 consider the sets:
here T ǫ is the reflection with respect to the hyperplane {x : x n = −c + ǫ}. The set A ǫ will be used to perturb E, note that because the hyperplane is touching ∂E we have |A ǫ | > 0 for all small ǫ. Now, since A ǫ ⊂ E c , and E is a minimizer, we may use (5) with ρ ≡ 0 to get
T ǫ preserves the kernel |x − y| −(n+s) because it is an isometry, therefore we can use it to compare above the opposite contributions of E and E c \ A ǫ to the quantity above and get some cancellations, so let F ǫ = T ǫ (E c \ A ǫ ). Clearly, F ǫ ⊂ E and the inequality above is equivalent to
Moreover, A ǫ can be decomposed as S ǫ ∪ D ǫ , where T (S ǫ ) = S ǫ and D ǫ ⊂ A − ǫ , so we can rewrite things one more time:
Since |E \ F ǫ | > 0 for all small enough ǫ, this means that |A ǫ | = 0, a contradiction. So it must be that {x : x n ≤ 0} ⊂ E as we wanted to prove.
This argument tells us that if E is a minimizer in say B 1 (0) and E \ B 1 (0) is trapped between two hyperplanes: E ⊂ {−a < x n < −b} then the same holds inside B 1 (0). It suggests we could do a similar argument if instead of sliding a hyperplane we could slide a very flat smooth surface from below (say a large ball or flat parabola); using such surfaces as barriers we may show arguing again as above that if E is flat enough in a cylinder, then in a smaller cylinder E cannot stretch too much vertically; this is part of the intuition behind the proofs of the Euler-Lagrange equation and the partial Harnack estimate of this section. First we recall the Euler Lagrange equation proved in [5] (also Theorem 5.1 there):
Theorem 5.1. Let E be a minimizer in Ω, suppose that 0 ∈ ∂E and that E ∩ Ω contains the ball B R (−Re n ), R ≥ 1. Then there exist vanishing sequences δ k , ǫ k (with δ k << ǫ k ) and setsÂ k , witĥ
|x| n+s dx ≤ 0.
As we discussed previously, the Euler-Lagrange equation implies the partial Harnack inequality for flat minimizers. The same perturbation argument provides a similar estimate for almost minimal sets which comes with an extra term of order ρ(ǫ)ǫ n−s .
Remarks. We are going to do a slightly more general version of this estimate, which takes into account the deviation from minimality. Firstly, we will need to say something more about the sequence ǫ k → 0 along which the estimates hold, in some sense, we will prove that in fact these inequalities hold for any ǫ small enough (see Theorem 5.3), this feature will be necessary later in the proof of Lemma 6.4.
Another important obstacle in these kind of arguments is that the perturbation sets A ǫ might have a lot of eccentricity (large diameter, but with low density). This means that the change in non-local energy can be several order of magnitudes larger than the available volume bounds for A ǫ . In fact, A ǫ may have a diameter of order ǫ whereas we only know in general that |A ǫ | is only ≥ ǫ 2n , thus, one could be concerned that such perturbations do not detect the almost minimality property.
In an earlier version of this manuscript an attempt to fix this issue consisted in constructing a different perturbation than in [5] , however such a construction did not solve the problem either, as was pointed out to the authors by the anonymous referee. After this realization it was observed that possibly larger terms arising from the original perturbation argument can all be absorbed into ρ(.), and this "technicality" is completely taken care of by Lemma 2.6. This is still not entirely satisfactory, for the price we pay is not being able to prove that the first variation of J s energy vanishes when ρ = o(t s ) which is to be expected (see remark after Theorem 5.3), however, these estimates are more than enough for the regularity theory.
Construction of the perturbation. Suppose B = B 2R (−2Re n ) is a ball contained in E touching ∂E at 0, assuming always R ≥ 1. For any ǫ ∈ (0, R), we will denote by T ǫ (x) an involution which should be thought of as a reflection with respect to a perturbation of the sphere ∂B R+ǫ (−Re n ).
More precisely, T ǫ (x) is the unique point x 1 lying on the ray from −Re n to x such that the mid point of the segment xx 1 lies on a slightly deformed sphere ∂V R,ǫ , where
Algebraically, the map is given by
Observe that T ǫ is a smooth diffeomorphism and an involution of the interior of the "ring" V 2R,ǫ \ V 0,ǫ into itself. We are going to perturb the set E by adding to it A ǫ , defined by
An observation that will be important in all what follows is that A ǫ can be decomposed as
where T ǫ (S ǫ ) = S ǫ and
The other properties of A ǫ and T ǫ that we need are summarized in the following proposition.
Proposition 5.2. Assume that B 2R (−2Re n ) is an interior ball tangent to ∂E at 0 with R ≥ 1 and that T ǫ is as above. Setting r x,ǫ := d(x, ∂V R,ǫ ), the following holds ∀ ǫ ∈ (0, (6n) −1 )
where P x = reflection along the direction x + Re n . In particular,
Proof. To show the first assertion we are going to quantify how far is T ǫ from being a isometry. First let us differentiate T ǫ ,
From this expression we observe already that when |x + Re n | = R + d ǫ (x) (i.e. when x ∈ ∂V R,ǫ ) then DT ǫ is nothing but a reflection (specifically, P x ) plus a "defect" term ∇d(x) ⊗ x+Ren |x+Ren| . In general, note that |x + Re n | = R + d ǫ (x) ± r x,ǫ and
R+dǫ(x)±rx,ǫ , and |∇d(x)| ≤ 2R −1 |x ′ | we obtain
provided ǫ < R/2. Now, since P x is an isometry, by integrating along the segment between x and y we get (for all x, y in the ring under consideration)
2 here we are using the Euclidean norm for matrices |A| = Tr(AA * ) 1/2
This gives the desired upper bounded for
. Given that T ǫ is an involution, we get the lower bound too and we are done proving the first assertion. Now to the second part: by construction,
From these two inequalities follows that
Moreover by a straightforward computation it can be checked that x n ≥ −R −1 |x ′ | 2 , and recalling ǫ ≤ R we get x n > −ǫ, the upper bound x n < ǫ is obvious. All this proves that |x| ≤ 2ǫ, that is A − ǫ ⊂ B 2ǫ . Now using the estimate on T ǫ we obtain
Here we used again ǫ < (6n) −1 and R ≥ 1, this gives a bound for a ball trapping T ǫ (A − ǫ ). In fact, we have proved that
, this proves that V R,ǫ contains B ǫ 2 /(2R) , and thus B ǫ 2 /(2R) \ E ⊂ A − ǫ and we are done with the proof.
We are now ready to state and prove the sharpening of Theorem 5.1 that we need in our setting.
Theorem 5.3. (Euler-Lagrange inequalities)
Let E be a set satisfying the supersolution property (5) in Ω with respect to (J s , ρ, d), ρ satisfying A1-A3. Suppose that 0 ∈ ∂E and that E ∩ Ω contains the ball B 2R (−2Re n ), R ≥ 1.
There are constants C 0 (n, s, ρ) and r 0 (n, s, ρ) such that: whenever 0 < 8ǫ * < δ < min{r 0 (n, s, ρ), d}, one can find at least one ǫ ∈ (ǫ * /2, ǫ * ) such that:
An analogous inequality holds when E satisfies (6) and B 2R (Re n ) ⊂ E c ∩ Ω.
Proof. We divide the proof in 3 steps. In the first step we use directly the definition of the supersolution property (5) to show that the left side in (12) is controlled by ρ(.)ǫ n−s plus a term containing the singularity of the kernel (i.e. the higher order part). In the second step we show there are cancellations in the extra terms due to the symmetry of S ǫ under T ǫ that help us get rid of the high order singularity, this is where the built-in symmetry of A ǫ becomes crucial. Finally, we use again the supersolution property to control whatever is left by L(A − ǫ , CB R+ǫ (−Re n )).
Step 1. Fix ǫ, δ ∈ (0, d) with 8ǫ < δ so that A ǫ ⊂ B δ by Proposition 5.2. Define
The first step consists in proving the inequality
To do this, we shall use (5) for A = A ǫ , with r = 8ǫ. We decompose the integrals in (5) into parts corresponding to integration inside and outside the ball B δ , as follows
By construction, it is obvious that F ǫ,δ ⊂ E. Furthermore, we claim T ǫ maps B δ \ V R,ǫ into B δ . To prove this let us take x ∈ B δ \ V R,ǫ .
Then, we observe that the normal hyperplane to x+Re n passing through −Re n +(R+d ǫ )
x+Ren |x+Ren| separates x and the origin, so that the distance between 0 and x is no smaller than the distance between 0 and the reflection of x by the aforementioned hyperplane, this image is just T ǫ (x). This shows |T ǫ (x)| ≤ |x| ≤ δ and the claim is proved. We conclude that F ǫ,δ ⊂ E ∩ B δ and
given that the first term is non-negative, (13) is proved.
Step 2. Using A ǫ = S ǫ ∪ D ǫ , we rewrite the integrals on the right hand side of (13),
Let us bound each term. We apply the change of variables x, y → T ǫ (x), T ǫ (y) to estimate the integral on S ǫ × T ǫ (F ǫ,δ ) as follows
The first part of Proposition 5.2 asserts that |DT ǫ (x)− P x | ≤ 2R −1 (3nr x,ǫ + |x ′ |) for all x under consideration, which gives an upper bound 3 for the Jacobians, leading to
Also by Proposition 5.2 we may bound |T ǫ (x) − T ǫ (y)| −n−s from above with |x − y| −n−s , times a factor given by Proposition 5.2, namely
Putting these two bounds together we conclude that
For the second term we also do a change of variables but only in y, using again Proposition 5.2 to bound the Jacobian. However, we control the denominator in a different manner, arguing as in the proof of the claim in step 1 to conclude |x − T ǫ (y)| ≥ |x − y| for all x, y ∈ V R,ǫ (remember x ∈ D ǫ , y ∈ F ǫ,δ ⇒ x, y ∈ V R,ǫ ). In this case,
The bounds we have obtained for
Now, denote by
and we get
Note that the quantity in the numerator is of order at most δ (since the integration is over subsets of B δ ), which is not sharp enough for our purposes. Nevertheless, when x and y are far apart the kernel is bounded so in that region we can get a better bound. Specifically, we have
This follows at once from the inequalities
Together with the fact that r x,ǫ ≤ ǫ and |x| ≤ 2ǫ for all x ∈ A − ǫ , which was shown in Proposition 5.2. Then it follows that Integrating in x ∈ A − ǫ (and noting that |x − y| −n−s+1 is locally integrable), this gives
, and using our previous bound for I 0 we get
This finishes the second step, next we show that L(A − ǫ , F ǫ,δ ) is not too big.
Step 3. Recall from Step 1 that
, and this last quantity (by the supersolution assumption (5)) is not bigger than
There exists ǫ 0 (n, s, ρ) ∈ (0, 1) such that for any ǫ * < ǫ 0 there exists some ǫ ∈ (ǫ
Thanks to this, we get the bound
Then, let us suppose that the Claim is not true, then there exists a small ǫ * such that the following inequality holds for every ǫ ∈ (ǫ * , 2ǫ * ) (for brevity we write η =
We integrate this for ǫ ∈ (ǫ * , 2ǫ * ) and change the order of integration to get for f (r) = |V R,r \ E| defined for r ∈ (0, ǫ) (recall that f ′ (r) = a(r) by the coarea formula)
Observe that the second term on the left hand side is bounded from above by 2
1−s and the second term on the right hand side of the inequality is bounded from below by C s f (ǫ * )(ǫ * ) 1−η , this shows that if ǫ * is smaller than some ǫ 0 = ǫ 0 (s) then
Observe that we can use the same proof of Proposition 4.1 to get density bounds for E c with respect to the modified balls V R,ǫ . In particular f (r) satisfies an integro-differential inequality like (10) , from where it follows easily that 2ǫ * ǫ * f ′ (r)dr = 0 for all positive and small enough ǫ * . This means we can cancel the common factors and get (ǫ
2 > s we get a contradiction if ǫ * is too small and the claim is proved.
Using the bound for L(A − ǫ , F ǫ,δ ) together with step 2 we obtain the bound
for some ǫ ∈ (ǫ * , 2ǫ * ) as long as ǫ * < ǫ 0 , and as long as δ < r 0 for some r 0 = r 0 (n, s, ρ). Moreover, since ǫ < δ we will for the sake of brevity bound the term ǫ As a corollary of this proof, we get a pointwise Euler-Lagrange inequality whenever ρ(t) ≤ t p (p > n + s). This is far from a sharp estimate, as it should hold for any p > s, however, this requires a more refined perturbation argument than that of Theorem 5.3. The main justification in presenting this corollary is that it will introduce an estimate used later in the proof 5 .
Corollary 5.4. Suppose E satisfies the supersolution property (5) in Ω with respect to a ρ such that ρ(t) ≤ Ct p , p > n + s. Then anytime E has an interior tangent ball at a point x 0 ∈ Ω we have
As in the previous theorem, we get the opposite inequality in the case of a subsolution and an exterior tangent ball.
Remark. Given x 0 ∈ ∂E, the quantity
is what is known as the non-local mean curvature of ∂E at x 0 . It has many features similar to the usual mean curvature, for instance, thanks to the invariance of the kernel |x − y| −n−s under rotations, it is easy to see that a ball of radius r has constant non-local mean curvature and that this constant is proportional to r −s . Further, bounded convex sets E would have boundaries with positive non-local mean curvature.
Proof. Without loss of generality, we may take x 0 = 0. Let ǫ and δ satisfy the hypothesis of Theorem 5.3, observe that
This follows from the Lipschitz bound for |x − y| −n−s in each of the sets {|x − y| ≥ δ} and the fact that A ǫ ⊂ B 8ǫ . Then Theorem 5.3 implies that
Recall that by Propositions 4.1 and 5.2 we have |A
, 5 a posteriori one might use the knowledge that ∂E is smooth to prove this for all p > s using for instance perturbations by smooth vector fields.
since f (8ǫ) ≤ C n ǫ p , p > n + s we are free to let ǫ → 0 with δ > 0 fixed, getting
taking the limit as δ → 0 the corollary is proved.
To finish the section, we prove the Harnack estimate. This is the key tool needed for the improvement of flatness argument. We will use the following definition (see also discussion at the beginning of Section 6):
n is said to be flat of order a at x 0 with respect to γ : [0, 1] → R + , if a = γ(2 −k ) for some k ∈ N and there is a sequence of unit vectors {e l } l such that
Remark. As we are assuming that ρ is defined in (0, δ) with δ > 1 (see remark before Definition 2.5) we may take the auxiliary functionρ (again see Definition 2.5) as our γ above.
For the purposes of the next section (namely showing regularity) it will also be convenient to state the Harnack estimate in a different scale, i.e. scaling the ball of radius 
, flat of order a =ρ(2 −k ) with respect toρ and that 0 ∈ ∂E. Then, if k > k 0 the following two inclusions hold:
Here ρ k (t) = ρ(2 −k t), d k := 2 −k d and e 0 comes from the flatness hypothesis.
Remark. This theorem says that conditioned to ∂E being "flat enough" near zero one has a Harnack inequality. Note that unlike the usual Harnack inequality for regular elliptic equations, we cannot reapply it over and over at finer scales (since the flatness condition might fail in a smaller ball), thus the term "Partial Harnack". We get back to this point in Section 6.
Proof of Theorem 5.6. Suppose that for given k, a =ρ(2 −k ) and δ 0 there is a set E satisfying the assumptions and such that one of the two inclusions does not hold. We may assume that e 0 is the positive direction on the x n -axis. With this setup, we shall get a contradiction by showing that if a and δ are picked universally small then E will "stretch" too much, forcing it to contradict the Euler-Lagrange inequalities (Theorem 5.3).
Without loss of generality (the other case is dealt with similarly), suppose that
Slide from below a ball B of radius R=a −1 ≥ 1 until it becomes tangent to ∂E from the interior, which we can do thanks to the flatness assumption. Since we are assuming (15) , without loss of generality the ball must be tangent at least at one point z such that
We are under the assumptions of Theorem 5.3, thus using the same δ as in (15) and any ǫ so that ǫ and δ are allowed, we have
our goal is to obtain an opposite bound. Note that B ⊂ E so for any y ∈ R n we have
Since 0 ∈ ∂E and z ∈ B δ ∩ {x n < −a(1 − δ 2 )}, the ball B a+2δ (y) contains E ∩ B a any time |z − y| < δ. This means that the function |x − y| −(n+s) must be greater than c n (δ + a)
, which is a subset of (E \ B) ∩ (B 1 2 \ B δ (z)) if a and δ are small enough and a ∼ δ (recall z lies on {x n = −a(1 − δ 2 )} so B δ (z) and B are away from the origin). Thanks to Proposition 4.1 this set has measure no less than c 0 a n when a is small. Hence we have
Additionally, we can check by direct computation that
we conclude there is a universal C 0 such that whenever C −1 0 a ≤ δ ≤ C 0 a we have the inequality
Next, we estimate this same integral outside B 1 2 (0). Let |y| < 1/4 and r > 0 with 2 l−1 ≤ r < 2 l for some l such that 0 ≤ l ≤ k. Since E is flat of order a with respect toρ, it is not hard to prove that
for some η 0 = η 0 (n, s, ρ), this is in part due to assumption A3. We integrate this with respect to r,
Since k ≥ k 0 , choosing k 0 large enough (equivalently, choosing a small enough) to get 2 −sk ≤ a =ρ(2 −k0 ) we obtain
The estimates (16) and (17) put together give us (as long as δ << 1)
From the way we picked ǫ we can make sure that A ǫ ⊂ B δ
2
, this means that we can integrate the above inequality for y ∈ A ǫ and reach the lower bound:
It is worth emphasizing that this last estimate is independent of the Euler Lagrange inequalities, it follows only from the flatness hypothesis, the density estimate from Proposition 4.1 and the assumption that (15) does not hold. Putting these two bounds together we see that for all ǫ, δ and a under consideration we have
We now apply Lemma 2.6, which says that if 8ǫ < 1 then
so if a, ǫ and δ are universally small (ǫ being admissible for Theorem 5.3),
To finish, recall that |A ǫ | ≥ c 0 ǫ 2n (Propositions 4.1 and 5.2) and note we can finally pick all parameters so that ǫ ∼ δ ∼ a, we get
Choosing δ (universally) small we get a contradiction. This implies the estimate since we have shown that the first inclusion (15) must hold with some (universal) δ when k 0 is (universally) large, since k 0 grows as a → 0. The other inclusion is dealt with in the same way, except we must slide a ball B from above and use the subsolution version of the Euler-Lagrange inequality.
Flat boundaries are C 1
The concept of improvement of flatness is nowadays well understood, it arises not only in the regularity theory of minimal surfaces but on free boundary problems as well. To achieve it here, we make use of a method developed by Savin to address the regularity of level sets in phase transitions [14] . See also [13] where a similar idea is applied to elliptic equations.
Heuristically it goes as follows: by a standard argument, if flat boundaries are not C 1 then there is a sequence of (J s , ρ, d) minimal sets E k , with vanishing flatness in B 1/2 k , and such that ∂E k cannot be trapped inside a flatter cylinder in B 1/2 k+1 . For this sequence there is a partial Harnack estimate (in our case Theorem 5.6) which, as we will see below, implies that if we dilate each surface in the direction in which they become flat, then a subsequence of them converges uniformly to the graph of a continuous function u with controlled growth at infinity. This function is then shown to solve the equation (−∆) 1+s 2 u = 0 in all of R n which shows it must be linear. This must give a contradiction, since the uniform convergence and smoothness of the limit force the sequence to lie eventually inside flatter and flatter cylinders, against our initial assumption. Therefore the original sequence cannot exist.
There are new technical problems in carrying out this procedure for non-local minimizers, and they were dealt with in [5] . The main difficulty comes from the influence of far away terms in all the estimates. This would not be a problem if we knew that the surface was flat enough away from a neighborhood of 0, but after scaling a much smaller neighborhood of 0 into one of size of order 1 we are sending new parts of the surface far away and the non-local terms could become relevant again. In [5] it is shown this is not really a problem, by taking into account not only a small neighborhood of 0 but also larger and larger balls where the flatness grows until it becomes of order one. This is actually the same as the standard flatness hypothesis, except we are keeping track of the information between the scale of order 1 and the smaller scale. Later in the argument, as we rescale, this information allows us to control the non-local terms. This idea was already used in the statement and proof of the Partial Harnack estimate (see also Definition 5.6).
In concrete terms, the main result of this section, which implies Theorem 1.1 as in [5] , is the following:
and ρ satisfying A1-A3. There is a universal k 0 = k 0 (n, s, ρ) such that if for some k ≥ k 0 we have a sequence of inclusions
for some sequence of unit vectors {e l } l≤k , then we can find unit vectors e l for all l ≥ k such that the inclusions above remain valid for all l. Recallρ is the auxiliary function defined in Section 2.
To understand the asymptotic behavior of these sets in a small ball, we are going to change the scale by a factor of 2 k to make the ball B 2 −k into the unit ball. Then the previous theorem is equivalent to:
There is a universal k 0 = k 0 (n, s, ρ) such that if for some k ≥ k 0 , the set E is a-flat at 0 with respect toρ, a =ρ(2 −k ), then we can find a unit vector e −1 such that we have the inclusion
The proof of the theorem will be divided in a couple of lemmas, all of which deal with a sequence of sets {E k }. Here for each k > 0 the set E k is (J s , ρ k , d k )-minimal as above and each being a k -flat with respect toρ, a k =ρ(2 −k ).
In order to normalize things further we also assume for all k that e (k) 0 agrees with the unit vector in the positive direction of the x n -axis (we can always get in this situation via a rotation).
To the sequence {E k } k we can apply directly the partial Harnack estimate from Theorem 5.6, as the classical oscillation lemma, it gives a Hölder estimate:
There is a universal k 0 such that if k > k 0 , then for any x ∈ ∂E k , the set ∂E k ∩ B δ (x) can be trapped in between the graphs
where C > 0 and γ ∈ (0, 1) are universal constants.
Proof. The proof is exactly the same as the proof of Hölder continuity for solutions of elliptic equations via the Harnack inequality. That is, if v solves an elliptic equation in B 1 then applying Harnack inequality k times we see that
Since k is arbitrary, one concludes the oscillation of the function decays geometrically and thus v is C γ at 0 with γ = log 2 µ. The difference is that in our case we can only apply the Harnack estimate only as long as the flatness assumption holds (thus it is a "partial" Harnack estimate). More specifically, we can apply partial Harnack for a k-th time as long as aµ k ≤ a 0 , where µ = 1−δ 2 0 (δ 0 as in Theorem 5.6), thus the maximum number of times we can do it for the set E k is ∼ log( This corollary is the key in proving the following lemma, in which we show that from any sequence of vertical dilations of E k , one may always pick a subsequence converging to the graph of continuous function, for a function that does not grow too much at infinity. Lemma 6.3. For each k we dilate the set E k vertically, and define
, considering the new sequence {E * k } k , we have: 1. Along a subsequence {E * k } k converges uniformly in compact sets of R n to the subgraph of a Hölder continuous function u : R n−1 → R 2. Moreover, u(0) = 0 and for a universal C we have
Proof. Since the functions χ E k are bounded in H s/2 there is a subsequence that converges locally in L 1 to some set. By the partial Hölder estimate, and the fact that a k → 0, this convergence is actually uniform in compact sets. Since 0 ∈ ∂E * k for all k the same is true for the limit set. Again by the partial Hölder estimate, we see that the limit set can be touched above and below at 0 by the graphs {x n = ±C|x ′ | γ }, its not hard to see after a translation that we may do the same at every point of the boundary of the limit set. Therefore this set is the subgraph of a Hölder continuous function u : R n−1 → R. Now we prove the second statement, u(0) = 0 is clear since 0 ∈ ∂E. Moreover, by a diagonalization argument we may assume that for each fixed l that the sequence of vectors {e (k) l } converges to a unit vector e l . If we denote by p l ∈ R n−1 the horizontal projection of e l , we can see that
and |p l − p l+1 | ≤ C2 lρ (2 l ), ∀ l ≥ 0.
Therefore, |u(x ′ )| ≤ C(1 + |x ′ |ρ(|x ′ |)), ∀x ′ ∈ R n−1 , which finishes the proof.
The last lemma we need says basically that when we "linearize" the non-local minimal surface operator, we obtain the fractional Laplacian, and thus, the limits of non-homogeneous blow ups must be harmonic. 
Remark: Given the growth condition of u at infinity, it follows by estimates for elliptic equations that u is linear (see for instance Landkof's treatise [10] ).
Proof. We shall prove that (20) holds in the viscosity sense (cf. [3] ). Let φ be a smooth function, and to fix ideas, suppose it is touching u from below at the origin. Fix positive numbers ǫ 1 , M and K; Lemma 6.3 says that one can find some k > K such that ∂E k ∩ B M lies in a a k ǫ 1 -neighborhood of the graph of a k u(x), a k =ρ(2 −k ). Moreover, it is easy to see that ∂E k must be touched from below by a vertical translation of the graph of a k φ(x) at some point x k ∈ B ǫ1 (0), in particular ∂E k is being touched at that same point by a ball of radius R k ≥ C φ a −1 k . For each k let us pick ǫ k so that a 3/2 k ≤ ǫ k ≤ 2a 3/2 k and such that ǫ k is admissible for Theorem 5.3. We will approximate
with the fractional Laplacian of u. In fact, we make the following claim.
Claim:
Recalling the proof of Corollary 5.4, we have that
Theorem 5.3 guarantees that for all large enough k and fixed small δ,
In light of this and (21) to prove the lemma it suffices to get a bound on B k . Observe that from the way we picked ǫ k the first term of B k obviously goes to zero as k → ∞ as long as δ remains fixed, since a 
Taking ǫ 1 → 0, k → +∞, we see x ′ k → 0, and the inequality above gives us
Then letting M → +∞ and δ → 0 we obtain the desired inequality. The only thing left to prove is the claim (21) (which was already proved in [5] ).
Proof of the claim. Consider for any δ > 0 the cylinder
Using the fact that in D Recalling also that ∂E k lies in a a k ǫ 1 -neighborhood of the graph of a k u(x), we get denotes the half space {X = (x, z) : x ∈ R n , z > 0}, and a = 1 − s.
For more about this extension and its connection to integro-differential equations, see [2] . In [5] it is shown how the non-local energy J s (E; Ω) relates to the H 1 (R n+1 + , z a dxdx) energy ofû when u = χ E − χ E c .
Additionally, the monotonicity formula and the theorem above show that, in the case of the obstacle problem (see Section 3), all points of E near the contact set are regular, specifically, we have the following result:
Theorem. Let L ⊂⊂ Ω be a domain with a smooth boundary. Suppose E minimizes J s (.; Ω) among all sets containing L, then ∂E is C 1,α in a neighborhood of L for some α < s.
