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Zusammenfassung
Die Erhöhung des Anteils intermittierender erneuerbarer Energiequellen im
elektrischen Energiesystem ist eine Herausforderung für die Netzbetreiber.
Ein Beispiel ist die Zunahme der Nord-Süd Übertragung von Windenergie in
Deutschland, die zu einer Erhöhung der Engpässe in den Freileitungen führt
und sich direkt in den Stromkosten der Endverbraucher niederschlägt. Neben
dem Ausbau neuer Freileitungen ist ein witterungsabhängiger Freileitungsbe-
trieb eine Lösung, um die aktuelle Auslastung des Systems zu verbessern.
Aus der Analyse in einer Probeleitung in Deutschland wurde gezeigt, dass
einen Zuwachs von einem Medianwert von 28% der Stromtragfähigkeit eine
Reduzierung der Kosten für Engpassmaßnahmen um ca. 55% bedeuten kann.
Dieser Vorteil kann nur vom Netzbetreiber wahrgenommen werden, wenn eine
Belastbarkeitsprognose für die Stromerzeugunsgplanung der konventionellen
Kraftwerke zur Verfügung steht. Das in dieser Dissertation vorgestellte Sys-
tem prognostiziert die Belastbarkeit von Freileitungen für 48 Stunden mittels
Maschinelles Lernens, mit einer Verbesserung der Prognosegenauigkeit im
Vergleich zum Stand-der-Technik von 6,13% im Durchschnitt. Der Ansatz
passt die meteorologischen Vorhersagen an die lokale Wettersituation ent-
lang der Leitung an. Diese Anpassungen sind aufgrund von Veränderungen
der Topographie entlang der Leitungstrasse und Windschatten der umliegen-
den Bäume notwendig, da durch die meteorologischen Modelle diese nicht
beschrieben werden können. Außerdem ist das in dieser Dissertation entwick-
elte Modell in der Lage die Genauigkeitsabweichungen der Wettervorhersage
zwischen Tag und Nacht abzugleichen, was vorteilhaft für die Strombelast-
barkeitsprognose ist. Die Zuverlässigkeit und deswegen auch die Effizienz des
Stromerzeugungsplans für die nächsten 48 Stunden wurde um 10% gegenüber
dem Stand der Technik erhöht. Außerdem wurde in Rahmen dieser Arbeit
ein Verfahren für die Positionierung der Wetterstationen entwickelt, um die
wichtigsten Stellen entlang der Leitung abzudecken und gleichzeitig die An-
zahl der Wetterstationen zu minimieren. Wird ein verteiltes Sensornetzwerk
in ganz Deutschland umgesetzt, wird die Einsparung von Redispatchkosten
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eine Kapitalrendite von ungefähr drei Jahren bedeuten. Die Durchführung
einer transienten Analyse ist im entwickelten System ebenfalls möglich, um
Engpassfälle für einigeMinuten zu lösen, ohne die maximale Leitertemperatur
zu erreichen. Dieses Dokument versucht, die Vorteile der Freileitungsmon-
itoringssysteme zu verdeutlichen und stellt eine Lösung zur Unterstützung




The increment of intermittent renewable energy sources in the electrical power
system is a challenge for grid operators. One example is the increase in con-
gested overhead lines in Germany, because of the increment of wind energy
transport from north to south. This problem reflects directly into the electric-
ity costs of the end-users. Besides the construction of new overhead lines, a
weather-dependent system operation is a short-term solution to improve the
current utilization of the system. The analysis of a sample line in Germany
presents a median increment of about 28% of the transmission capacity, which
can mean a reduction of congestion measures costs in around 55%. The system
presented in this dissertation forecasts the transmission capacity of overhead
lines for 48 hours using machine learning algorithms, giving transmission sys-
tem operators the possibility to create ahead a more reliable power generation
plan. This system improves the transmission capacity prediction with respect
to the state-of-the-art reference model in 6.13% in average. The approach
adjusts the meteorological forecasts to the local weather situation along the
line. These adjustments are necessary due to changes in topography along
the line route and wind-shadows from the surrounding trees, which cannot
be described by the meteorological models. Moreover, the models developed
in this dissertation are able to compensate the prediction accuracy deviations
from day to night hours, which corresponds to an improvement in the current
capacity forecast. Thus, an increment of 10% in the efficiency of the power
transmission plan compared to the state-of-the-art has been achieved. Addi-
tionally, the positioning of the weather stations has been optimized to cover
those spots that are more susceptible to experiencing the highest conductor
temperatures of the line. The installation costs of a distributed sensor network
covering Germany were compared to the reduction in redispatching costs, giv-
ing a return-of-investment of three years. A tool has been developed for the
visualization of the weather measurements and the capacity predictions once
the system is installed and running. It can also execute a transient analysis,
to determine the possibility to free congestion cases for some minutes without
iii
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reaching the maximum conductor temperature. This document attempts to
clarify the benefits of dynamic line rating forecasting systems. It presents a
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Germany has the goal to achieve 60% of the final gross consumption of energy
and 80% of the gross electricity consumption made up by renewable sources
by 2050. A nuclear phase-out is also planned by 2022 because of the potential
risks of nuclear power plants and the uncertain long-term handling of their
residues [1]. Besides the benefits that this has against global climate change,
it also represents a challenge for electrical network operators.
The increasing number of wind parks in the north of Germany and the nuclear
power phase-out have unbalanced the spatial distribution of the generation cen-
ters [2]. The transmission network is prepared for a traditional structure, where
the power plants are near to the consumption areas. Therefore, the amount
of congestion (episode at which an electrical equipment cannot transport the
power required to fulfill the load) has been increasing in the past years, as
reported by the German Federal Network Agency [3].
The Transmission SystemOperators (TSOs) have a sequence of steps to follow,
when congestion occurs. First, they are allowed to do redispatching, i.e., change
the generation schedule of the conventional power plants. Thus, reducing the
power flow in some lines and increasing it in others. If the congestion could not
be solved using thismethod, then they can apply feed-inmanagementmeasures,
i.e., curtailment of Intermittent Renewable Energy Sources (IRES’s) [4]. The
application of these measures has been increasing from the beginning of the
energy transition plan, called Energiewende in German. In 2018 5.4 TWh of
IRES’s were curtailed (9.7 times more compared to 2013), which meant a cost
of 635 Million Euros [5].
Therefore, a power grid expansion is necessary to achieve the climate and
energy targets. Plans to build new overhead lines or underground cables
have been discussed at least from a decade ago, and only some of them have
been approved. One of the main reasons for this slow process is the lack of
the population’s acceptance of this infrastructure [6]. The German Federal
1
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Network Agency states the NOVA-Pinciple to cope with the slow growth of
the electrical network. It prioritizes short-term alternatives, as optimization
measures, over the construction and reinforcement of transmission lines [7].
Network optimization consists of using the maximum transmission capacities
of the overhead lines, instead of the conservative limits considered nowadays.
Overhead LineMonitoring Systems (OLMS’s) are a grid optimization method,
which retrieve the conductor’s maximum power transmission capacity, also
called Dynamic Line Rating (DLR) [8].
The DLR is determined by the maximum permissible conductor temperature
and the minimum distance allowed from conductor to ground [9]. Conse-
quently, the current-carrying capacity depends on the weather conditions, since
high wind speeds, low ambient temperatures, and no solar radiation can re-
duce the conductor temperature, and vice versa. When monitoring systems
are not available, the maximum transmission capacities are not known. In-
stead, they are approximated as a conservative limit (the so-called static line
rating, described in detail in Section 3), which is determined for the worst-case
weather conditions: high ambient temperature, full solar radiation, and low
wind speed. This maximum limit is fixed independently of the actual weather
scenario, which means that the electrical network is most of the time operating
under sub-optimum levels.
Most of the DLR systems available in the market provide real-time current-
carrying capacities. However, many decisions in system operations are taken
one to two days ahead. The calculations of the operational limits, as the
capacity allocations (Net Transfer Capacity) for cross-border energy markets,
are carried out two days in advance. Network security calculations are executed
one day ahead after the electricity market trade is closed. Therefore, real-time
DLR is difficult to exploit by the TSO, while DLR predictions are necessary.
That is the main reason why OLMS’s have not been completely adopted,
although the technology exists since the 1950s [10].
The straightforward solution to calculate the forecast for the current-carrying
capacity corresponds to the direct utilization of the existing weather predic-
tion models. Weather predictions for two days ahead are found with a spatial
resolution of down to 1 km [11]. Nevertheless, irregular topographies, as
mountainous places, can show dramatic changes in the weather conditions
even at scales below that grid size. Moreover, forest routes, as those followed
by overhead lines, produce wind turbulence, which is challenging to be de-
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scribed by atmospheric models [10]. The improvement in the spatial resolution
of the numerical solution of the weather prediction models is a trade-off for its
forecast scope. The limitation is the total calculation time required to solve the
set of differential equations numerically [12]. Downscaling is a meteorologi-
cal method, which interpolates the weather models solution horizontally using
topographical features of the area. The method uses distributed measurements
of the weather conditions as calibration points, to improve the spatial resolu-
tion of the weather predictions [13]. However, a vertical interpolation to the
overhead line-height, as expected for OLMS’s, is still a challenge nowadays.
This dissertation presents a solution for the problems of the state-of-the-art,
as a tool for TSOs with four main characteristics. First, weather observations
are collected along the overhead line routes at conductor height. Thus, aim-
ing to a description of the weather conditions along the line as accurate as
possible. Second, the DLR is calculated for real-time monitoring, but also
it is predicted for 48 hours. The DLR forecast is based on an adjustment of
the meteorological predictions to the weather conditions along the line, us-
ing machine learning methods because of the possibility to optimize directly
the DLR prediction accuracy. Third, a pre-installation procedure for the lo-
cation of the weather stations along the overhead lines has been developed,
which reduces the investment costs while still covering the conductor hotspots.
Fourth, a thermal transient analysis, which tells TSOs the time, if any, they
have to transmit more than the current-carrying capacity without overheating
the conductor (normally around several minutes), thus coping with short-term
congestion scenarios.
The solution has been developed in the framework of the research project
PrognoNetz, a cooperation between the Karlsruhe Institute of Technology,
four companies and a TSO. The project is financed by the German Federal
Ministry of Economic Affairs and Energy, for the period 2019 to 2021.
1.1 Research questions
Redispatching and feed-in management measures have nowadays a high eco-
nomic impact in Germany [14]. Their use has increased over the past years due
to the growth of congestion cases in the electrical network. This situation is re-
lated to the increasing amount of IRES’s, but a slow grid expansion. The initial
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research question of this dissertation studies the economic influence of DLR
as a grid optimization technique on the congestion problem in Germany [8].
Research Question 1 What is the potential of DLR to reduce congestion in the
power grid and its related costs in Germany? (Section 5.1)
The economic impact of DLR in operations has been analyzed on a sample
overhead line in Germany. First, the increase in transmission capacity due to
the availability of monitoring systems is estimated. Then, this extra-capacity
is translated into the amount of power that could have been transmitted, in-
stead of redispatched or curtailed. Finally, the potential savings in congestion
management were estimated, which confirm the benefit on DLR investment.
Despite of their economic importance, existing OLMS’s have faced a difficult
integration and non-extensive use in grid operations [10]. The examination of
the state-of-the-art (Section 3.2) shows thatmost of those systems focus on real-
time measurements, which are hard to exploit when the decisions in systems
operations are taken some days in advance. The systems for current-carrying
capacity forecasting available in the market (Section 3.3) are nowadays a direct
translation from weather predictions, which do not consider the influence of
the topographical characteristics surrounding the line routes. This dissertation
explores the improvement of the current-carrying capacity predictions when
machine learningmethods are trained using the localmeteorological conditions
along the overhead lines.
Research Question 2 How do machine learning models improve the current-
carrying capacity forecasting accuracy based on distributed weather measure-
ments? (Chapter 7)
The first point to address before answering this question is the definition of an
accurate current-carrying capacity prediction. It must be operationally reliable
enough for transmission system operators. N. Doban and Prof. Nordström
[15] work in their research work with the Swedish operator Vattenfall with a
maximum limit for the mean absolute percentage error of the current-carrying
capacity prediction of 20%. This value was considered as the standard metric
during the development of this dissertation. Moreover, the project partner TSO,
Transnet BW, considers the forecast of the first ten hours the most important for
accuracy improvement. The reason is that a change in the generation schedule
of traditional power plants requires between six to eight hours to execute.
4
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To answer the second research question of this dissertation, an exploration of
differentmachine learning algorithms and their input feature setwas performed.
During this process, the dataset was divided into weather observations and
predictions, and a separate analysis was carried out (Sections 7.2 and 7.3,
respectively). This distinction helped to determine the contribution of each
dataset, thus optimizing the information extraction by their later combination
into the final model (Section 7.4).
The resulting system makes use of data from a distributed meteorological
network. An installation of a weather station at every electrical tower is ideal
but expensive1. Therefore, the third research question studies how to reduce
the installation costs of the system, while maintaining the accuracy of the
current-carrying capacity calculation.
Research Question 3 How can the installation costs of the system be reduced,
while maintaining the accuracy of the current-carrying capacity? (Chapter 8)
The installation costs are directly proportional to the number ofweather stations
in the system. The amount of measuring points influences the current-carrying
capacity calculation accuracy. Moreover, the position of the weather stations
also influences the results, since measuring at the line sections, where the
probability of high conductor temperatures is higher, gives more information
thanmeasuring in other places. This dissertation presents a method for weather
station positioning along the overhead lines, which considers these aspects.
1 The installation procedure takes around a day per weather station. A line has around 3 towers




The structure of this dissertation is oriented along its contribution and is divided
into three parts:
• First, the foundations are laid to provide context and an extensive under-
standing of the solution development process. In Chapter 2 the electrical
power system is defined, its traditional structure is described, and the
challenges of the integration of renewable energy sources are discussed.
The weather-dependent overhead line operation is presented in general
terms in Chapter 3. It describes the fundamental equations for the
calculation of the current-carrying capacity depending on the weather
conditions and discusses the current situation of the state-of-the-art. Af-
terward, Chapter 4 explains the machine learning algorithms used in the
final solution presented in this dissertation.
• Chapter 5 presents the research project PrognoNetz as the framework
for the development of this dissertation. The benefits of the system are
motivated by an economical analysis of operating the electrical network
using dynamic line rating. The study is based on a sample overhead line
in Germany and an abstraction of the German electrical grid.
• Chapters 6 and 7 explain the development process of the current-carrying
capacity forecasting models. First, the case study is described. After-
ward, the machine learning model performance is evaluated.
• Finally, the integration of the solution into system operations is described
in Chapter 8, giving emphasis to the positioning of the weather stations
along the overhead line. Moreover, a tool for short-term congestion
avoidance using a transient analysis is also presented.
A final summary, a discussion about the achievements of this dissertation and
the further steps to make to achieve a constant growth of systems supporting
the energy transition plan in the years to come, is presented in Chapter 9.
The external literature is marked with increasing numbers until [114]. The
personal publications begin at [115]. The supervised student work will be
referenced with the numbers starting on [126].
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The goal of this chapter is to understand the differences between the traditional
electrical power system and the future environmental-friendly smart grid. The
challenges of including IRES are outlined and analyzed. This analysis lays
a solid basis to explain in Chapter 3, how OLM and ampacity forecasting
systems are essential tools to succeed in the implementation of the network of
the future.
In the following sections, the electrical network is theoretically defined, then the
German energy transition plan is explained in detail, and finally, the congestion
management measures (redispatching and feed-in management) are reviewed.
2.1 The traditional electrical network
Power systems are traditionally organized in a vertical structure, from gener-
ation to consumers, going through a transmission and distribution electrical
network, as shown in Figure 2.1. Each of these subsystems work at a different
nominal voltage level. In order to reduce losses by conductor heating, the
voltage is increased at the transmission network, which works as "the electric-
ity freeways" [16], allowing to move bulk electrical energy from production
centers to consumption areas, usually over hundreds of kilometers. Distribu-
tion networks are "the highways" [16] that move electricity to the consumers.
They are generally meshed circuits, but they are usually operated radially
for protection reasons. Substations connect the transmission and distribution
subsystems, where the transformers, protections, and metering systems are
located [16].
The increment of small generating facilities, as solar- and wind-based power
units, located in distribution networks, has changed the usual operation of the
electrical system. From a single direction of power transmission, as explained
7
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Figure 2.1: Structure of the traditional power system: Generation, transmission, distribution and
supply.
above, now distribution networks are net electricity producers during some
hours per day. Itmeans that now the power can flow in reverse, fromdistribution
to the transmission network.
Power systems are generally based on three-phase Alternating Current (AC)
circuits. They work at a fixed frequency (in Europe, 50 Hz) and at different
voltages, ranging from 10 kV to 1150 kV [17], [18]. In principle, AC systems
have usually no direct regulating mechanisms. The network is governed by
Kirchhoff Voltage Law, which means, that the power flows along transmission
lines are distributed according to the system impedance.
In 1988 the concept of Flexible AC Transmission System Controllers (FACTS)
was introduced, which constituted new mechanisms to control the power flow
on the electrical grid [19]. An example for these systems are the Phase Shifting
Transformers, which adjust externally the phase angle, thus controlling the
maximum power flow of a line, %<0G . In general, FACTS enhance power
transfer capability, increase the controllability of the system by using power
electronics, which therefore allow a flexible grid.
The calculation of the power through a single AC line can be described by
Equation (2.1). It considers a lossless line of series reactance, - , connecting
two nodes with voltages +8∠\8 and +:∠\: [19].
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B8=(\8 − \: ) (2.1)
The maximum power flow of a line, %<0G , depends on the angle difference in
Equation 2.1, which is normally called X<0G = \8 − \: . The current-carrying
capacity for short lines is determined by the thermal limit. However, as the
line length increases, - grows linearly, and %<0G reduces following 1- . That
means, that there is a maximum length, at which the thermal limit does not
determine anymore %<0G . This phenomenon is called voltage drop. Kundur
in his book "Power system stability and control" [20] generalizes this, stating
that line lengths under 80 km remain under the thermal limit, lines between 80
and 320 km are governed by the voltage drop limit, and the longer lines present
stability limits.
Equation 2.1 can be generalized for an interconnected grid with L lines and N
nodes. It can also be linearized assuming that the angle difference (\8 − \: ) is
small. Then, Equation (2.2) is obtained, considering that the voltage amplitude
is equal for all nodes in the grid, where 8: is the per line susceptance diagonal
matrix, equivalent to -−1
8:
. The subindices 8: represent the line from node 8 to
node : [21].
%8: = 8: (\8 − \: ) (2.2)
The angle difference vector can be written in terms of the incidence matrix, ,
which is a LxN-matrix and describes the topology of the network, as can be
seen in Equation (2.3).
%8: = 8:\8 (2.3)
The translation of the line flows, %8: , into the nodal active power balance, %# ,
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After inserting Equation (2.4) in (2.3), the DC power flow equation is obtained
(Equation (2.5)), where the term multiplying %# is called the matrix of power
transfer distribution factors,  = 8:() 8:)−1. It describes the rela-
tionship between the nodal power injections, %# , and the active power flows
through the transmission lines, %8: [21].
%8: = 8:() 8:)−1%# (2.5)
To solve Equation (2.4) one node has to be the reference, which means it
has to be removed from the matrices and its voltage angle set to zero. The
solution corresponds to the power flow DC and has to meet the following
conditions [21]:
• The sum of all nodal injections equals zero,
∑
# %# = 0.
• The active power flows per line are limited by their transmission current-
carrying capacities, %8: ≤ %8:,<0G .
• There is no negative generation and it cannot exceed the maximum
generation capacity per unit.
• The demand at each node has to be completely covered.
• The dispatching solution follows the order of merit, with the renewable
sources with the highest priority.
The power flow calculations are used to plan the generation of power plants
and for the calculation of redispatching, depending of the expected demand,
generation and transmission capacities.
2.2 The energy transition and its challenges
Carbon dioxide is a minor but critical component of the atmosphere. It is
released through natural processes such as respiration, volcano eruptions, and
due to human activities such as deforestation, land-use changes, and burning
fossil fuels. From the Climate Change report 2014 [22], "about half of cumu-
lative anthropogenic CO2 emissions between 1750 and 2010 have occurred in
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the last 40 years. In 1970, cumulative CO2 emissions from fossil fuel com-
bustion, cement production and flaring since 1750 were 420±35 GtCO2; in
2010, that cumulative total had tripled to 1300±110 GtCO2. Cumulative CO2
emissions from Forestry and Other Land Use (FOLU) since 1750 increased
from 490±180 GtCO2 in 1970 to 680±300 GtCO2 in 2010."
The Paris Agreement, signed by 181 countries in December 2015, is the first
global climate change agreement. The main goal corresponds to keep the
increase of ambient average temperature below 2 ◦C over pre-industrial levels.
The year 2015 was the first time that at least 1 ◦C over the pre-industrial period
was achieved1.
As a measure to work against the greenhouse effect, several countries have im-
plemented the so-called "energy transition plan". The International Renewable
Energy Agency (IRENA) defines the energy transition as the "pathway toward
transformation of the global energy sector from fossil-based to zero-carbon by
the second half of the 21st century". IRENA states that renewable energy and
energy efficiency measures can potentially achieve 90% of the required carbon
reductions [24].
Germany has set the goal to achieve 60% of the final gross consumption of
energy and 80% of the gross electricity consumption made up by renewable
sources by 2050. A nuclear phase-out is also planned by 2022 because of the
potential risks of nuclear power plants and the uncertain long-term handling
of their residues [1].
The German energy transition, called Energiewende in German, also aims
to increase energy efficiency. The goal is a 20% reduction in primary energy
consumption by 2020, and a 50% reduction by 2050, compared to 2008. Power-
heat coupling is one important improvement for energy efficiency, where heat,
as a byproduct of electricity production, is used for buildings acclimatization
or industry processes. All these measures should lead to a 55% reduction of
greenhouse gas emissions by 2030 (from 1990 levels) [25].
1 In [23] the pre-industrial period is defined. They suggest 1720-1800 as a suitable period
in physical terms, since the major natural phenomena that also affect the climate (solar and
volcanic activity) are similar to the levels of today. However, there are not enough observations.
Therefore, the 1850-1900 period has been considered as a baseline to calculate the temperature
anomalies of today, although it had several large volcanic eruptions and the greenhouse effect
is considered to have started already.
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The integration of more IRES corresponds to a challenge as well. It makes the
system more complex by reducing the controllability of the power generation
(neither the wind nor the sun can be controlled). This forces a review of the
methods and processes of the former power system operation and planning.
In order to achieve an electrical system operating exclusively on IRES, there
is a need for long term storage, to balance the load. The most used technology
is the pumped hydroelectric storage because of its costs and efficiency. The
system changes electricity into gravitational potential energy, i.e., water is
pumped from a lower to a higher level. When energy has to be produced, the
water is released, producing electricity by spinning the turbines [26].
Other energy storage mechanisms are, for example, power-to-gas, which con-
verts electrical energy to a gas fuel (as hydrogen), or batteries (Lithium-ion,
lead-acid, solid-state). According to the Electric Power Research Institute in
the US, the installed cost for pumped hydroelectric storage varies between
$1700 and $5100/kW, compared to $2500/kW to 3900/kW for lithium-ion bat-
teries. Pumped-storage hydropower is more than 80% energy efficient through
a full cycle. However, the challenge of pumped hydroelectric is, first, that they
are long-term projects needing 3 to 5 years of construction time, and second,
that it is not always topographically possible to create a reservoir of water big
enough to cover the storage requirements [26].
Another problem of the increment of IRES in the electrical system is the uneven
spatial distribution of high wind speeds and solar radiation. This situation is
experienced nowadays in Germany, where the wind power capacity is mostly
located in northern Germany but the consumption centers are situated in the
south [2]. The transmission network is prepared for a traditional structure,
where the power plants are near to the consumption areas. Therefore, the con-
gestion management measures2 have increased around three times compared
to 2014, as shown in Figure 2.2 [8]. The Germany’s Electric Future Report,
part 2, from the WWF [2] studies energy transition scenarios until 2050. It
states that the mean value of all overloads is around 150% over the current
transmission capacities. A large portion of those grid overloads may occur
from the increase of offshore wind power.
2 Congestion in power systems is defined as the episode at which an electrical equipment (as a
transformer or an overhead line) cannot transport the power required to fulfill the load [8].
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Figure 2.2: Amount of congestion management measures taken in Germany from 2013 to 2018
and their monetary impact for the country (data from [4], [5] and [14]).
Based on the German Energy Industry Act (Energiewirtschaftsgesetz, EnWG),
if a TSO realizes a congestion on part of its infrastructure, which very often
is on an overhead line, it has a sequence of steps to follow in a precise order.
First, they are allowed to do redispatching or disconnect loads. As second step,
if the congestion is not solved, they can bring conventional power plants to the
minimum. At last, they are allowed to curtail IRES [4].
The process, at which power plants are instructed to increase or decrease their
generation with respect to their original plan, is called redispatching. If the
plant is a renewable source, then it is called feed-in management. The fact that
the regulation of the latter is left as the last measure can also be seen in Figure
2.2, since the total feed-in management in TWh is always less than the yearly
redispatching level [4].
Redispatching in Germany works as a costs-based mechanism, i.e., the redis-
patched power plants receive only their operating costs. This does not motivate
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investors to optimize the grid, expanding local generation, or building more
storage capacity [27].
Today, the incentive to avoid congestion in Germany relies on the NOVA
Principle, a measure from the German Grid Development Plan. It gives
priority to grid optimization, then to grid reinforcement before any further grid
expansion (in German: NetzOptimierung, vor -Verstärkung, vor -Ausbau) [7].
Network optimization consists of using the maximum transmission capacities
of the overhead lines, instead of the conservative limits considered nowadays.
Overhead LineMonitoring Systems (OLMS’s) are a grid optimization method,
which retrieve the conductors maximum power transmission capacity, also
called Dynamic Line Rating (DLR) [8].
The transmission capacity of overhead lines, for example, is limited thermally
or by stability criteria, as explained in Section 2.1. System operators avoid
reaching the limits for safety reasons. A long exposure of the conductor to its
maximum temperature causes annealing, which does not allow the material to
return to its original elongation at ambient temperature (usually 20 ◦C). An
elongated conductor can be dangerous to objects, people or animals below the




The maximum current-carrying capacity of a transmission line is defined by
many utilities as a static value, the so-called, Static Line Rating (SLR). It is
calculated as a conservative limit to avoid, under severe weather conditions,
overheating and dangerous elongation of the conductor [28]. The standard
DIN EN 50341 recommends the consideration of 35◦C ambient temperature,
0.6 m/s of perpendicular wind speed, and 900 W/m2 of solar radiation for the
calculation of SLR [29]. Other TSOs regard seasonal average weather condi-
tions for the calculation of the SLR. However, these conservative assumptions
usually apply just a few days a year. [30]
Instead of an SLR, a Dynamic Line Rating (DLR) can be implemented. It
consists of a continuous real-time monitoring of the thermal rating of the
line. That can be achieved by temperature sensors installed directly on the
conductor or by weather stations located in its surroundings, as explained in
detail in Section 3.2. With this information, the utilities can calculate the
dynamic change of the current-carrying capacity of an overhead line. System
operations based on DLR guarantee a safe conductor temperature, enough
clearance to ground, and prevent a faster aging of the conductor.
The substantial temporal variations of the thermal rating make it difficult for
system operators to exploit its benefits in real-time [10]. Figure 3.1 shows the
current-carrying capacity over time for two sample days for the overhead line
described in the case study of this dissertation. As seen in the graphic, the
transmission capacity can double in a period of twelve hours.
Transmission capacity forecasts are necessary to operate efficiently a flexible
electrical network. It is achieved by improving the dispatching plans of one-
and two-days-ahead. In fact, the net transfer capacity allocations for cross-
border energy markets are carried out two days in advance [10]. Therefore,
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Figure 3.1: Example of current-carrying capacity over time, from January 10th and 11th, 2013, at
the overhead line of the case study of this dissertation.
the developing efforts from the last years have turned into the current-carrying
capacity forecasts.
The following sections describe, first, the equations necessary to calculate the
current-carrying capacity of conductors from the weather conditions (Section
3.1); second, the State-of-the-Art of OLM systems (Section 3.2), and third, the
advantages of including DLR forecasting to the existing monitoring devices
(Section 3.3).
3.1 Thermal rating of overhead lines
Note: this section is based on the Cigré Standard 601 [9].
As every thermodynamic system, the temperature change of an overhead line
depends on the heat exchange between the body and the environment surround-
ing it. This heat balance can be described, as shown in Equation (3.1), by the
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balance between the heat gain from the Joule effect (% ), the magnetic heating
(%" ) and the solar radiation (%(), as well as by the heat losses corresponding
to the radiative (%A ) and convective (%2) cooling (all of them in W m−2). This
balance determines the change in conductor temperature1 ()2 , ◦C) over time,
which is also influenced by the conductor mass per unit length (<, kg m−1) and




= % + %" + %( − %A − %2 (3.1)
The solution to Equation (3.1) results in the unsteady state or transient analysis
of the conductor temperature. A steady-state solution ( 3)2
3C
→ 0) may be
useful to analyze the maximum temperature level, which the conductor can
reach, given its surrounding conditions are fixed over a long time.
3.1.1 Joule heating
The Joule heating, also known asOhmic heating, is the thermal power generated
by the current flowing in the conductor. It can be described using Equation
(3.2), where  is the electrical current (A), '32 is the DC resistance per unit




The DC resistance depends on the conductor temperature, as Equation (3.3)
shows, where d20 is the resistivity of the conductor at 20 ◦C (Ωm),  is the
cross sectional area (m2), U20 the linear temperature coefficient at 20 ◦C (K−1)
and Z20 the quadratic temperature coefficient at 20 ◦C (K−2). The quadratic
term in Equation (3.3) is significant for )2 > 130 ◦C. Since the maximum
1 In this document, the conductor temperature, )2 , refers to the average between its surface and
its core temperatures.
2 The skin effect is a phenomenon of migration of the AC current towards the surface of the
conductor. The result is an increment of the effective conductor resistance [9].
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conductor temperature is often under 100 ◦C, the literature normally refers









In the case of a steel-cored conductor, as Aluminium Conductor Steel-
Reinforced (ACSR)3, the axial alternating magnetic flux produced by the
spiraling conductor layers causes heating in the steel core. The transformer
effect also takes place, i.e., heating in the layers of the non-ferrous wires due
to the redistribution of the current densities.
For many cases in transmission lines, the magnetic heating can be neglected.
Therefore, it will not be considered in further analyses.
3.1.3 Solar heating
The sun heats the outer layer of the conductor. Therefore, Equation (3.4)
depends on the conductor diameter (, m), the absorptivity factor (U( , with
values between 0.2 and 0.9) and the solar radiation ((, W m−2).
%( = U(( (3.4)
The albedo and angle of incidence of radiation can be considered in this
calculation [9]. For simplicity, they have been omitted from further analysis.
However, in the actual application in the field, they have to be included in the
calculations.
3 ACSR conductors are composed of stranded aluminum wires layered around a steel-core. They
constitute a good example, because of their common use on transmission lines.
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3.1.4 Radiative cooling
Based on the Stefan-Boltzmann law, the thermal radiation heat loss can be
described as the power radiated from the conductor in terms of the conductor’s
diameter (, m), Stefan-Boltzmann constant (f), the conductor’s surface
emissivity (n(), the conductor temperature ()2 , ◦C) and the ambient tempera-
ture ()0, ◦C) to the fourth power (see Equation (3.5)).
%A = cfn(
[




Convection is a phenomenon produced by airflow around the line. It consists
of heat transfer from the conductor surface to the surrounding air. It is the most
important cooling factor for overhead lines, even at calm wind conditions.
The general formula corresponds to the relationship between the thermal con-
ductivity of the air (_, W m−1 K−1), the difference from conductor to ambient
temperatures, and the dimensionless Nusselt number (#D), as shown in Equa-
tion (3.6).
%2 = c_()2 − )0)#D (3.6)
The thermal conductivity of the air can be calculated from the empirical
Equation (3.7), which depends on the temperature of the film of air in contact
with the conductor surface () 5 , ◦C).
_ = 2.368 · 10−2 + 7.23 · 10−5 · ) 5 − 2.763 · 10−8 · ) 5 2 (3.7)
where ) 5 =
1
2
()2 − )0) for ) 5 < 300◦
The Nusselt number depends on the wind conditions, i.e., natural or forced
convection scenarios. Further details about the calculation of the Nusselt
number can be found in Appendix A.1.
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3.1.6 Current-carrying capacity
The current carrying capacity of an overhead line, also found in the literature
as ampacity, can be calculated from the heat balance equation considering that
the steady state condition applies, i.e., the conductor has reached its maximum
permissible temperature ()2 = )2,<0G). Inserting the Joule heating Equation
(3.2) into Equation (3.1) and considering 3)2
3C
→ 0 (steady state), Equation
(3.8) is obtained.
0 = 2'32 B: + %" + %( − %A − %2 (3.8)
Equation (3.8) can be reorganized, neglecting the magnetic heating, to obtain
Equation (3.9), which describes the current-carrying capacity, <0G . It calcu-
lates the individual capacities at each line section. Then, the current-carrying




%A ()2,<0G) + %2 ()2,<0G) − %(
'32 ()2,<0G)  B:
(3.9)
3.1.7 Transient state
The knowledge of the conductor temperature over time gives TSOs the flex-
ibility to solve momentary congestion cases, without reaching the maximum
conductor temperature. The time-dependent conductor temperature is obtained
from the heat Equation (3.1) given the electrical current and the weather condi-
tions during the period of study. It is a non-linear ordinary differential equation
without a simple, closed-form solution. It can be solved either by numerical
integration or by linearizing the radiative cooling term. Since the operation
temperature of the conductors is limited to a maximum value of around 100 ◦C,
the linearization entails an acceptable calculation error [31].
Considering constant weather conditions during a short period of time and a
step-change in the electrical current, , then the Equation (3.1) can be rewritten
as Equation (3.10), where ( + )2) corresponds to '32 B: from the Joule
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heating,  ()2 −)0) is the linearized term of the radiative cooling,  ()2 −)0)
corresponds to c_()2 − )0)#D of the convective cooling term, the magnetic




= 2 ( + )2) + %( −  ()2 − )0) −  ()2 − )0) (3.10)
The constant  from the linear radiative cooling comes from the multiplication
of cfn( by a linearization factor  , which can be determined by the
intersection points between the fourth order term ()42 −)40 ) and the linear term
()2 − )0) [31].
By reorganizing and defining the constants 21 = 2 −  −  and 22 =





= 21)2 + 22 (3.11)
The solution is the exponential equation (3.12), which describes the change in















Thus, it is possible to derive a time constant, g, shown in Equation (3.13). It
expresses the range in time, at which )2 (C) reaches (1 − 1/e) ≈ 0.632 of its
steady state solution. It spans between 1 and 15 minutes, depending on the
conductor characteristics, the electrical current, and the weather conditions.
Emergency ratings can be executed inside this margin, i.e., taking advantage
of the slow change of conductor temperature to transmit a higher electrical





3 Weather-dependent Overhead Line Operation
3.1.8 Influence of weather in the current-carrying capacity
Equations (3.2) to (3.9) show a non-linear relationship between the weather
parameters and the current-carrying capacity. An influence analysis is neces-
sary to understand how each weather variable affects the thermal rating of the
conductor. It is essential to determine the requirements of the weather stations,
as measurement accuracy and resolution. This analysis has been done consid-
ering the change in the capacity value for a change of the weather parameter
under study. It was calculated as the discrete second-order approximation of
the partial derivative of the current-carrying capacity, <0G , to the studied
weather variable, G, as described in Equation (3.14), with ΔG is the calculation




≈ <0G (G + ΔG) − <0G (G − ΔG)
2ΔG
(3.14)
Each weather parameter was derived separately. The not-studied weather vari-
ables were kept constant with the following values: ambient temperature 35◦C,
solar radiation 1000W/m2, wind direction 90◦ (perpendicular to overhead line)
and wind speed 1.2 m/s.
The conductor type considered for the current-carrying capacity calculation is
a Drake 26/7 ACSR (outer diameter 28,1 mm, steel core diameter 10,4 mm)
with emmisivity 0.8, solar absorptivity 0.8 and maximum allowable conductor
temperature 100◦C. These characteristics allow the direct validation of the
current-carrying capacity calculations with the Cigre Standard 601 [9].
The results are summarized in Figures 3.2 to 3.5. They show to the left side
the absolute value of the current-carrying capacity, <0G , and to the right side
the derivative of the capacity with respect to the respective weather parameter
in percentage relative to <0G . That allows the comparison independent of the
ampacity levels.
The negative values for the derivatives with respect to temperature (Figure 3.2)
and solar radiation (Figure 3.3) describe the reduction in the current-carrying
capacity when those weather parameters increase in value. A significant
influence of solar radiation occurs when the parameter changes in the order
22
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Figure 3.3: Capacity derivative with respect to solar radiation relative to <0G absolute value.
of hundreds of W m−2, which normally occurs in a sunny day, reaching about
1000 W m−2.
Themost influential weather parameter is thewind speed (Figure 3.4). Changes
of slow wind speeds have a significant impact on the current-carrying capacity.
The discontinuities seen at 0.15 m/s and 1.85 m/s are due to the calculation
of the Nusselt number in the convective cooling term of the thermal model
equation, which has different definitions depending on the wind strength.
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Figure 3.4: Capacity derivative with respect to wind speed (left) and wind direction (right) relative
to <0G absolute value.






































Figure 3.5: Capacity derivative with respect to wind speed (left) and wind direction (right) relative
to <0G absolute value.
The small influence of the ambient temperature on the current-carrying ca-
pacity presented in Figure 3.2 motivated experiments under different weather
conditions. As seen in Figure 3.6, changes in the ambient temperature have a
greater impact on the values of the current-carrying capacity when the wind is
near to 0 m s−1 (natural convective cooling).
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Figure 3.6: Capacity derivative with respect to ambient temperature, considering different wind
speeds. The impact of changes of ambient temperature on the value of the current-
carrying capacity is larger on natural convection.
3.2 State-of-the-art of overhead line monitoring
systems
The first article about the topic current-carrying capacity of overhead conduc-
tors was published in 1943 by H. A. Enos of the American Gas and Electric
Service Corporation [32]. He described the heat equations for ACSR Conduc-
tors, which afterward were used in 1958 for the first time in a case study on
an ACSR 220 kV line, lead by Jack Roth, as a project engineer in the System
Planning Division of Pennsylvania Power & Light Company [33]. These stud-
ies were motivated by the length reduction of overhead transmission lines in
the U.S., which changed the limit of transmission capacity from the stability
and voltage drop limitation to the thermal limit [34].
Dynamic Line Ratings were calculated in the beginning using only weather
information. The first sensor system installed directly on the conductor was the
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CAT-1 (see Figure 3.7), introduced in 1991 by Virginia Power in the U.S. [35].
This device measured the mechanical tension between the conductor and its
support at the electrical tower. This force is related to the length of the line,
and this one on the material temperature.
Figure 3.7: CAT-1 was the first OLM system, which was installed for the first time in 1991 by
Virginia Power in the U.S. [36].
Since the introduction of CAT-1 in the market, different sensor systems have
been developed to measure the conductor temperature in real-time, either
directly or indirectly. Figures 3.8 and 3.9 show two examples from the first
type, the Emo System from Micca and the OTLM sensor system. This kind of
system has the disadvantage of measuring the conductor temperature from a
single spot, which is covered from the wind cooling influence by its own body.
A calibration process usually corrects this problem.
Figure 3.8: EMO System [37]. Figure 3.9: OTLM [38].
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There are several indirect temperature measurement systems in the market.
Ampacimon (Figure 3.10) is mounted on the conductor and measures low-
frequency mechanical vibrations of the line (induced by wind or thermal con-
vection). The line sag can be derived from its vibration frequency, which
relates to the conductor temperature [39], [40].
Astrose is another system, which is installed directly on the conductor (see
Figure 3.11). It measures the angle at which the sensor node is at each time
step. If the angle changes towards the vertical, the conductor has elongated,
and that corresponds to an increment in temperature. The system also has a
temperature sensor, which is used as a reference observation [41].
Figure 3.10: Ampacimon [40]. Figure 3.11: Astrose [42].
Optical systems also play a role in OLM. The company Lindsey has a LiDAR4
system in the market (Figure 3.12), which measures the distance from the
sensor to ground. It is generally installed on the deepest point along the
catenary. Therefore, the measurement represents the difference between the
height of the line span and the sag [44].
There are OLM systems, which are not mounted directly on the conductor, but
at the electrical tower or on the ground. Those positions simplify the mounting
process and give flexibility to maintenance procedures. For many TSOs and
DSOs, a power outage of the line is a requirement to install any equipment on
the conductor. That not only increases the costs but also means a more careful
planning process for the installation. However, systems which are not directly
4 LiDAR stands for Light Detection And Ranging. It is a remote sensing method that uses light
in the form of a pulsed laser to measure distances to objects or surroundings [43].
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Figure 3.12: LiDAR System from the Lind-
sey company [44].
Figure 3.13: LineVision [45].
measuring the conductor temperature or sag, have to be carefully calibrated,
and the models have to be checked to guarantee correct observations.
As an example of indirect measuring devices, Figure 3.13 shows the Line
Vision system. It consists of an electromagnetic field sensor, which tracks the
conductor position. From that information, the line elongation, and hence its
temperature are calculated [46].
Weather measurements are also used for DLR calculations. The first applica-
tion of this approach utilized observations from existing measuring devices.
These are normally located at airports or interesting places from the meteoro-
logical perspective. Those positions are not necessarily near the overhead line.
Hence the observations have to be treated carefully.
Other TSOs install weather stations at the substations, where power supply, and
in some cases also wired communications, are available. In Germany, Tennet
has at least 20 weather stations distributed along 900 km overhead lines [47].
After a climatology study, the area was divided into climate zones, at which a
measuring system was installed. From these observations, an estimation of the
current-carrying capacity is done, leaving a safety margin in the calculation to
consider spatial measurement errors.
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Different kinds of OLM systems are in the market from decades ago. However,
they have not seen a broad application in the electrical system operations. The
temporal variations of the thermal rating make it difficult for system operators
to exploit its benefits in real-time [10]. Therefore, the developing efforts from
the last years have turned into the current-carrying capacity forecasts, which
allow TSOs to plan the dispatching of the power plants two-days-ahead.
3.3 Current-carrying capacity forecasting
Dynamic Line Rating is an asset for system operations only if operators have
enough time to react to the current-carrying capacity changes over time. For
this, the two-days-ahead forecast is necessary to operate a flexible network
efficiently. In this section, the state-of-the-art systems for DLR forecasts are
presented.
The first trials to forecast the rating of overhead lines began at the end of the
80s. The Niagara Mohawk Power Corporation built a database in the period
July 1988 until December 1989 with the weather, the conductor temperature,
and current measurements for two parallel power lines located in eastern New
York State. The sensor nodes consisted of thirteen on-line conductor monitors
and five weather stations installed along the power lines. The researchers
developed a four-hour forecast based on probabilistic methods. The results
showed that 90% of the forecast ratings maintained conservatively critical
span temperatures below the maximum allowable conductor temperature [48].
Similar solutions were developed by J. F. Hall et al. [49] and D. A. Douglass
[50], both articles published in 1988. All these studies seemed to remain
untouched until the beginning of the 21st century when the integration of
IRES in the electrical network increased, and the need for optimization systems
raised.
From 2010 to 2013 the topic was studied as part of the European project
Twenties. The study, called NETFLEX Demo, applied the forecast models to
two parallel 150 kVoverhead lines of 18 km length inBelgium. They developed
a system to forecast the DLR for 24 to 48 hours ahead [51]. The prediction
was calculated based on NWP from the Weather Research and Forecasting
model. Ten Ampacimon systems were distributed along the pilot lines at a
mean distance of 3-4 km as references. The system achieved an average gain
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of 10% to 15% over static, seasonal ratings with 98% of confidence [52], [10].
From the reports and articles, it is not clear what methods and algorithms were
utilized.
The TSO Tennet from the Netherlands has also reported a DLR forecasting
system for 94 km of overhead lines. The system is based on statistical post-
processing of NWP, based on local weather observations. The methods and
the NWP models used for this are not specified. A roughness map of 100 x
100 m resolution is utilized to account for the effect of terrain roughness on
the wind values and adjust them accordingly [53].
Other studies apply probabilistic methods to forecast the current-carrying ca-
pacity. T. Ringelband from the Aachen University in Germany [54] developed
a method to predict the probability density function of the current-carrying
capacity. The algorithm used a Monte Carlo simulation for prediction of
the probability density function of each weather parameter, which used the
parameter estimation by the expectation-maximization algorithm. The input
parameters of the system are weather observations and NWP. It predicts the
current-carrying capacity for the following 24 hours.
Aznarte and Siebert (Ecole des Mines de Paris, [55]) implemented three ma-
chine learning algorithms (Generalized Linear Models, Multivariate Adaptive
Regression Splines and Random Forest) to forecast the weather. From the
results they predict 27 hours of the current-carrying capacity as a second step.
A similar approach was done by Doban [15] from the KTH Royal Institute of
Technology in Stockholm, Sweden. Weather predictions were generated from
Feedforward Neural Networks and Support Vector Machines. From the model
output the current-carrying capacity was calculated for 48 hours.
Companies as Ampacimon [56] and Lindsey [57] sell today dynamic line rating
forecasting software packages, which are based on the measurements of their
sensors. However, they have not been completely adopted in Germany because
of the high installation costs they carry. German TSOs have the requirement
of shutting down the overhead line for mounting any sensor directly on the
conductor, which means a clear disadvantage for the application of those
systems. On the other hand, the meteorological company Energy & Meteo
[58] offers current-carrying capacity predictions based on weather models.
Simulations are used to describe the terrain along the line, while actual local
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measurements are not gathered, which makes an error estimation difficult to
execute.
Dynamic line rating forecasting is still a new field in research. This dissertation
focuses on a different approach compared to the state-of-the-art. Instead of
concentrating the efforts of modeling a weather forecast, the machine learning
models developed in this study optimize directly the prediction error of the
current-carrying capacity. Meteorologists do already a good job by describing
the atmosphere using physical equations. The approach of this dissertation
takes advantage of the existing meteorological models for weather forecast and




4 Artificial Intelligence in Power
Systems
Artificial Intelligence can be defined as a program or set of programs, which
can augment, replicate, and, in some cases even, replace humans [59]. The
program can be as simple as a set of rules expressed in a formal language,
as the so-called knowledge-based systems. One of the first proposals to in-
clude artificial intelligence in power system operations was given already in
the 80s, to automate some of the features of the energy management system
using knowledge-based or expert systems. The "intelligent" machines were
programmed to embed sophisticated heuristics into conventional application
software, in order to help system operators to react quicker in emergencies. A
knowledge-based system is a collection of information from operation manuals
and experience of system operators. It intercepts alarm messages and presents
the operator with a summary of the most pertinent information to make quicker
decisions [60].
This kind of hard-coded intelligent system faces the problem of inconsistency
or undefined rules very often. The ability to acquire knowledge by extracting
patterns from data is necessary and that is the core of the machine learning
algorithms. The performance of these programs depends on the data prepro-
cessing quality, its representation, and on the selection of the correct input
variables, the so-called features. The job of a machine learning algorithm is to
learn how the features correlate with different expected outputs. For example,
the relationship between a future value of the current-carrying capacity and
past weather conditions.
Deep learning algorithms are a type of machine learning method, which builds
complex concepts out of simpler representations. The more straightforward
the representation, the more detailed (better resolution) the final output can be.
The typical example is the object recognition, which breaks down an image
into corners and contours, defined in terms of edges [61].
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The general relationship between artificial intelligence, machine learning and
deep learning is illustrated in Figure 4.1. These three can be found nowadays
in applications in the energy sector, as the RES supply prediction and demand
forecasts based on weather and smart meter measurements [62].
Figure 4.1: Venn diagram for AI and its derivations: machine learning and deep learning [61].
This dissertation focuses on machine learning approaches to solve the problem
of current-carrying capacity forecasting. Therefore, the required concepts to
develop this kind of solutions are explained in detail in the following sections.
4.1 General concepts of machine learning
Note: if not specified, the following sections are based on the book "Deep
Learning" of Goodfellow et al. [61].
The book Machine Learning from Tom Mitchell (1997) begins explaining the
meaning of learning from the perspective of computer programs: "A computer
program is said to learn from experience E with respect to some class of tasks
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T and performance measure P, if its performance at tasks in T, as measured by
P, improves with experience E" [63]. Hence, to have a well-defined machine
learning problem, it is necessary to identify the set of tasks the computer has
to fulfill (current-carrying capacity forecast, for example), a metric to score the
performance of the computer (mean absolute percentage error) and a source
of experience, which can be directly related to the task (historical current-
carrying capacities), or indirectly (weather measurements from the past and
weather forecasts from numerical models).
4.1.1 Learning methods
Depending on the task and the sort of experience examples available, most of
the problems can be divided into supervised, unsupervised, or reinforcement
learning paradigms. As the name suggests, a supervised learning problem can
be seen as an instructor teaching the machine what to do. Themachine receives
several examples, as a dataset containing features, G, and the corresponding
labels to each example, H. The computer has to learn to predict H from G,
usually by estimating ?(H |G). These input and output variables can be a time
series (as the case of this dissertation), but they can also represent images, text
or object classes.
Unsupervised learning algorithms receive a dataset containing the features, G,
and are trained to learn the structure of this data set by reconstructing implicitly
or explicitly its probability distribution, ?(G).
Reinforcement learning algorithms have, on the other side, the possibility
to interact with the environment. That creates a feedback loop between the
learning system and its experiences. The training process for these models
uses a reward (or penalty) function to optimize the output of the system given
a series of past events.
Since this dissertationmakes use of supervised learningmethods, the following
sections are focused on them.
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4.1.2 Over- and underfitting
The examples used to train the machine learning model are called the training
data set. It consists of features, G, and labels, H. The error of the model’s
outputs during training is called the training error, which has to be minimized.
Afterward, the model is measured again using a separate data set containing
examples similar to reality, which is called the test set. The goal is to minimize
the error of the model on this unseen data set as well. If this is achieved, it is
called model generalization. One of the central challenges in machine learning
is to achieve a generalized model.
If the model is not able to obtain a sufficiently low error value on the training
set, then it is said that the model is underfitting. On the other hand, if the
difference between the training and the test error is significant, then it is called
overfitting. Neither of them are desirable and have to be avoided while solving
a machine learning problem.
4.1.3 Hyperparameter optimization
Most machine learning algorithms have hyperparameters. These are settings
that can control the algorithm’s performance. Their values are usually not
adapted by the learning algorithm itself, but they have to be adjusted manually
or automatically by an external searching program. In both cases, a range of
options has to be defined. An example of hyperparameters is the number of
neurons and layers a neural network has.
A manual search requires understanding what the hyperparameters do and
how machine learning models achieve good generalization. Automatic hyper-
parameter selection algorithms reduce the need to understand the algorithm
and the influence of the hyperparameters on them. However, an automatic
search can have high computational costs.
Between all hyperparameter optimization techniques, three can be named as
the most used nowadays:
• Grid search: the computer tries all possible hyperparameter combina-
tions from the predefined range of options.
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• Random search: the program selects a subset of hyperparameters from
the predefined range of options randomly, reducing the amount of train-
ing processes to run.
• Bayesian optimization: This algorithm is a popular optimization strategy
"for finding the extremes of objective functions that are expensive to
evaluate" [64]. At each iteration, it makes use of the results of previous
iterations employing the Bayes’ theorem. Then it generates a set of
plausible objective functions based on the previously sampled values
using Gaussian processes, which normally reduces the optima searching
time.
4.2 Learning algorithms
This section is a compilation of the theoretical description of the main machine
learning algorithms applied in the development of this dissertation. Artificial
neural networks are the main building block for the explanation of other neural
networks; quantile regression forests and recurrent neural networks were the
main forecastingmodels in the project; and convolutional neural networks were
used to integrate spatially distributed weather information (as the numerical
weather forecasts) into the prediction models.
4.2.1 Artificial Neural Networks
Artificial Neural Networks (ANNs) is the generic term for machine learning
models with brain-like structures, i.e., neurons (cells or nodes) and axons
(connections between cells). Feedforward Neural Networks (FFNNs), also
known as Multilayer Perceptrons, are the most common approach of ANNs,
and their main goal is to approximate a function 5 ∗ as H = 5 ∗ (G), where G is
the set of input features of the model.
FFNNs are described graphically as directed acyclic graphs. Figure 4.2 shows
a simple example, which will help to explain FFNNs functionality.
A FFNN is a function composition network, i.e., each neuron represents a
single function, 50, also called activation function, of the = inputs features,
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Figure 4.2: Example for a Feedforward Neural Network with a single hidden layer and no bias.
G1, G2, ..., G=. The output of each neuron corresponds to the input set for the
neurons in the next layer, which can be a hidden layer (forming the body from
the network) or the output layer. The number of neurons per layer and the total
number of layers are hyperparameters, which have to be adjusted to optimize
the output error.
The activation function 50 of neuron 8 is a function of a linear combination
of its inputs, as follows, where F1, F2, ..., F= are the weighting coefficients
between neurons, and 1 is a bias.
50 (F1G1 + F2G2 + ... + F=G= + 1) (4.1)
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Examples of typical activation functions are the sigmoid, hyperbolic tangent,
and theRectifiedLinearUnits (ReLUs) functions, shown in Figure 4.3. The first
two are bounded, normalizing the output of each neuron to the range where the
function is defined. However, this characteristic has the disadvantage that for
very high or very low input values, there is almost no change to the prediction,
causing a vanishing gradient problem. The ReLU function avoids this problem,
also having a lower run time than the other two. Nevertheless, this function
















Figure 4.3: Common activation functions [61].
The optimal weights, F1, F2, ..., F= at the connections between neurons, are
found in the training process using an optimization algorithm. Especially in
deep learning, the Stochastic Gradient Descent (SGD) algorithm is applied for
this. SGD is a version of the well-known optimization algorithm Gradient
Descent (GD), at which the whole training set is divided into small sets, called
minibatches, to reduce the calculation time while still getting a good optimum
estimation.
The GD algorithm optimizes by following the direction of the gradient of a
cost function  (\). It converges when this gradient tends to zero. The cost
function in machine learning is usually the sum over the training examples of
a per-example loss function. An illustration of this is the negative conditional
log-likelihood function defined by Equation (4.2), where ! is the per-example
loss ! (G, H, \) = − log(%(H | G, \)), <′ is the number of training examples
in a minibatch taken randomly from the whole training set, and \ is a vector
containing the optimization variables, which in the case of the FFNNs, these
are the weights at the connections between neurons.
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A numerical calculation of the gradient to execute the SGD algorithm can
be computationally expensive. Therefore, its estimation for the cost func-
tion,  (\), with respect to its parameters, is typically done using the back-
propagation algorithm. The procedure consists of applying the chain rule
recursively to write the derivative of the loss function with respect to the out-
put vector, Ĥ, as a multiplication of the derivatives of the outputs of each neuron
with respect to its respective inputs.
4.2.2 Recurrent Neural Networks
Recurrent neural networks (RNNs) are a type of neural networks for processing
sequential data, G(1), ..., G(C). RNNs can have different architectures and
hidden connections. They either produce an output at each time step or read
an entire sequence to produce a single output. They can either have recurrent
connections between hidden units or from the output at one time step to the
hidden units at the next time step. The selection of the architecture depends
on the application.
Figure 4.4 shows as an example the architecture for an RNN with an output
at each time step and with recurrent connections between hidden units. The
input variable, G, is parametrized by a weight matrix *, the hidden-to-hidden
recurrent connections are parametrized by a weight matrix, , and the hidden-
to-output connections are parametrized by a weight matrix+ . The RNN shares
the same weight matrices,*,, , and + , across all time steps.
The inner state, ℎ, at the time step, C, corresponds to the result of an activation
function, 5 , with the linear combination of the last inner state, ℎ(C − 1), and
the input, G(C), as argument. The output of the example shown in Figure
4.4, Ĥ(C), corresponds to a scaled and biased version of the inner state. Both
mathematical expressions are presented in Equations (4.3) and (4.4).
ℎ(C) = 5 (,ℎ(C − 1) +*G(C) + 1) (4.3)
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Figure 4.4: Example of the structure of a Recurrent Neural Network [61].
Ĥ(C) = +ℎ(C) + 2 (4.4)
The input variable, G, is typically operated on minibatches of the original
sequential dataset. SGD is, therefore, also valid to train RNNs.
Two RNN architectures were studied during the development of this disserta-
tion due to the good performance the literature declares they have to predict
time series. Long short-term memory networks modelled the current-carrying
capacity prediction, having as input the weather observations along the over-
head line of the case study. Gated Recurrent Units helped in the feature
engineering process to determine which input features were the most suitable
for the transmission capacity forecasting. The following sections describe
them.
Long short-term memory networks
Long short-term memory (LSTM) networks are a sub-group of Recurrent
Neural Networks, but unlike general RNNs, LSTM networks have a unique
formulation that allows them to avoid the problems of vanishing and exploding
gradients (weight changes that quickly become so small as to have no effect or so
large to result in overflow) [65]. LSTM networks have also been shown to learn
long-term dependencies more easily than the simple recurrent architectures
[61].
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Instead of having constant weights, *, , , and + , as in the case of the tra-
ditional RNN, LSTM networks have gates, which play the role of variable
weights. Depending on the input and the last inner state, the gates decide the
multiplication factor to use. That creates a mechanism to forget the old state
or to turn off the output, depending on the learned rules.
The LSTM gates can be divided in three [65]:
• Forget Gate: Decides what information to discard from the cell.
• Input Gate: Decides which values from the input are used to update the
memory state.
• Output Gate: Decides what to output based on the input and the memory
of the cell.
They are built up through exposure to the inputs every time step and are used
in the calculation of the output.
Chung et al. explain that "unlike the traditional recurrent unit which overwrites
its content at each time-step, an LSTMunit is able to decide whether to keep the
existing memory via the introduced gates." That means, that LSTM networks
are able to detect long-term patterns in a sequence and carry them to the
output. [66]
Gated Recurrent Units
Gated Recurrent Units (GRUs) make use of gates to modulate the information
flow through the model, as LSTM networks also do. That makes them able
to detect patterns in the input sequences and carry them to the model output.
However, GRUs do not have the possibility, as LSTM networks do, to control
over the output gate the content, which flows to other units in the network. In
other words, they do not have an output gate. That makes GRUs simpler to
train, by reducing the amount of network parameters. In fact, GRUs showbetter
performance than LSTM networks for small datasets, in terms of convergence
in CPU time, of parameter updates and generalization [66].
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4.2.3 Convolutional Neural Networks
Note: This section is based on the books of I. Goodfellow et al. "Deep
Learning" [61] and of J. Brownlee "Deep Learning with Python" [67]
Convolutional Neural Networks (CNNs), are a kind of neural network for
processing data with a grid-like topology. Images are an example of this kind
of data since they can be thought of as a 2Dgrid of pixels. TheCNNexpects and
preserves the spatial relationship between pixels by learning internal feature
representations.
The network employs a mathematical operation called convolution, instead of
the general matrix multiplication. The convolution occurs between an input
matrix for the convolutional layer and a kernel. The latter is drawn across the
entire matrix, generating an output matrix called the feature map. Figure 4.5
illustrates how the convolution is calculated. In this example, the kernel is
moved a single pixel at the time. However, the distance that it is moved can
vary and is referred to as the stride.
Figure 4.5: Example of a 2D-convolution, with stride equal to one, and no padding [61].
If the size of the input matrix is not divisible by the size of the kernel’s receptive
field and the size of the stride, then the receptive field can attempt to read of
the edge of the input matrix. In this case, techniques like zero padding can be
used to invent mock inputs with zero values for the receptive field to read.
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These convolutions can also be applied to a sequence of images, as in a video.
Also, as Section 7.3.2 explains, it can be used to process the numerical weather
predictions arranged in a grid of four dimensions (two dimensions for the
horizontal spatial distribution, one for the prediction scope, and one for the
weather parameters). Since the input parameter is not a matrix anymore, but a
3D version of it, the variable will be called from now on a tensor.
In the case of having a sequence of 3D-tensors as input, the convolution is
called a 3D-convolution. The kernel, shown as a blue box in Figure 4.6,
multiplies an extract of the image from the same size and rolls over the whole
image. This process generates a new 3D-tensor for each input matrix, i.e., a
total of < new tensors, which are added up together to generate a single output
tensor. The number and sizes of the output tensors depend on the number and
size of the kernels available.
Figure 4.6: Description of 3D convolution. The input corresponds to a sequence of 3D matrices,
with dimensions ℎ1Gℎ2Gℎ3 and < the number of elements in the sequence. The
output can be an array as shown in this example.
A technique for CNNs to compress or generalize feature representations and
generally reduce the overfitting of the training data by the model is called
pooling. The pooling layers down-sample its input matrix by taking the average
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or the maximum of the input values. They typically follow a sequence of one or
more convolutional layers and are intended to consolidate the features learned
and expressed in the previous layer’s feature map.
Fully connected layers are used at the end of the CNN after the convolutional
and pooling layers have performed the feature extraction and consolidation.
They are used to create final nonlinear combinations of the features and for
making predictions. Fully connected layers are a standard FFNN layer. They
may have a nonlinear activation function (sigmoid, hyperbolic tangent, ReLU)
or a softmax activation, which output probabilities of class predictions.
4.2.4 Quantile Regression Forests
Quantile Regression Forests (QRFs) correspond to a supervised, probabilistic
regression algorithm, which consists of a composition of several trees in the
form of a random forest. In graph theory, a tree is defined as a continuous
graph with no closed loops, which is built with a set of nodes and edges [68].
A binary tree is, therefore, a kind of tree, which nodes always divide into two
other nodes and their edges have a defined direction. The node that has no
preceding node is called the root, and the ones with no following nodes after
them are called leaves. When these trees are used to classify data, then they
are called binary decision trees.
Figure 4.7 shows a simple one-dimensional binary classification problem. The
tree has a real number G as input variable. The condition G ≤ C, with C a
threshold, leads to classify the input as H1, otherwise as H2. The threshold
value, C, can be adjusted based on the data, statistics, or heuristics, depending
on the application. Decision trees with numeric outputs, H ∈ R, are used for
regression instead of classification problems and are called regression trees.
Binary decision trees can be also used to classify multidimensional variables.
For example, in Figure 4.8(a) the graph has as input a two-dimensional variable
- . In this case, a plane is spanned and subdivided in partitions based on the
threshold values C8 with 8 ∈ 1, 2, 3, ..., as shown in Figure 4.8(b) [69].
An ensemble of outputs from several binary trees, trained with N random
selected input data elements, is called a random forest [70]. It can be used
to solve classification and regression problems, as by simple decision trees.
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Figure 4.7: Example of a binary tree
A prediction Ĥ can be calculated as a weighted average of all outputs H8 with
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Random forests are robust against overfitting, by creating random subsets of
the features and building decision trees using these subsets. Afterward, it
combines all subtrees to generate a single prediction result.
QRFs also have the advantage that they work with quantiles. That means that
the distribution function of the input data, - , is estimated, as Equation (4.7)
shows. For a continuous distribution function, the U-quantile&U (G) is defined
such that the probability of H being smaller than &U (G) is equal to U, given
- = G [71].
&U (G) = inf{H :  (H |- = G) ≥ U} (4.7)
Quantile regressions can also be used to create prediction intervals, as the 50%
interval, defined in between the 0.25 and 0.75-quantiles, given by the Equation
(4.8). The higher the prediction interval, the bigger is the probability that, for
a - = G, the output H is in the interval  (G) [71].
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Figure 4.8: Example of a multidimensional binary tree [69].
 (G) = [&0.25 (G), &0.75 (G)] (4.8)
TheQRFmodels described in this dissertation focus on the prediction of the 0.5
quantile, which corresponds to the median of the output variable distribution.
This approach allows the comparison of this model to other solutions.
4.3 Evaluation metrics
The machine learning models can be compared to each other in a benchmark
if tested under the same conditions. For this, a set of evaluation metrics has
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to be defined. They primarily consist of the difference between the forecast
produced by the model and the ground truth, or label.
In PrognoNetz the Mean Absolute Percentage Error (MAPE) plays a main
role. It is defined with Equation (4.9), where Ĥ is the predicted value, H
the true value, and # the number of samples. This metric is expressed in
percentage when multiplied by 100. It favors risk-averse systems. The MAPE
gives importance to errors occurred at low current-carrying capacities, which
have a higher probability of being reached in everyday operations.
The research project from the KTH Royal Institute of Technology and the
Swedish grid operator Vattenfall established a maximum MAPE of 20% as
an evaluation metric for transmission capacity forecasting models [15]. The
same limit is used in this dissertation. Moreover, from discussions with system
operators at Transnet BW, the most important prediction hours are the first ten
hours. Considering that the actual current-carrying capacity of an overhead
line is smaller than the predicted, it is necessary to react on time to avoid
overloads. The generation adjustment for conventional power plants takes
from six to eight hours. Hence, accuracy improvements in the first ten hours
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On the other hand, the Mean Absolute Error is an average measure of the error
between the prediction and the actual values, given by Equation (4.10). It is
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The study of the raw error, 48 , is also important when evaluating forecasting
models. It is defined as the simple subtraction between the true values and its
predictions for every time step, 8, as Equation (4.11) describes.
48 = H8 − Ĥ8 (4.11)
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As explained in the last sections, TSOs need current-carrying capacity pre-
dictions to plan the power generation accordingly and avoid congestion in the
electrical grid. The transmission capacity is subject to the weather conditions
in the locality of the conductor. The weather changes along the overhead
lines depending on the surrounding topography (vegetation, mountains, rivers,
etc.). Therefore, the combination of weather measurements along the line and
the meteorological models are necessary to obtain an accurate prediction of
the current-carrying capacity. This idea is the basis for the research project
PrognoNetz, which is the framework of this dissertation.
As illustrated in Figure 5.1, the system consists of weather stations distributed
along overhead lines and a central station, where the measurements are col-
lected and the forecast models are running. The TSO has available a graphical
user interface to receive information and interact with the system.
Figure 5.1: PrognoNetz System Diagram.
The project is a cooperation between the Karlsruhe Institute of Technology
(KIT) and five industrial partners, financed by the German Federal Ministry
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of Economic Affairs and Energy1 for the period 2019 to 2021. Wilmers
Messtechnik GmbH is in charge of developing an affordable, reliable, and
energy-efficient weather station. The company Unilab AG implements the
information technology infrastructure. UBIMET Deutschland GmbH is a
meteorological company in charge of improving the weather interpolation
and prediction methods. The TSO, Transnet BW GmbH, and the weather
sensor company, GWU Umwelttechnik GmbH, are associate partners. They
collaborate on sharing their knowledge, as well as providing the necessary
infrastructure for the field tests of the system.
The research team at the KIT has three main tasks in PrognoNetz:
• The development of a tool for weather-dependent grid operation with ar-
tificial intelligence capabilities to forecast the current-carrying capacity
of the electrical network. It includes a method to determine the number
and position of the weather stations along the lines. This dissertation
focuses in this task.
• The invention of an installation procedure for the weather stations on the
electrical towers using drones. Nowadays, a technician (after required
training) has to climb the electrical towers to mount the sensors. A
wireless sensor network distributed over the whole electrical grid is only
possible if the installation process can be finished as quickly and as
cost-effective as possible. This approach should reduce the total time
necessary for sensor mounting, allowing the possibility to install more
stations per day.
• The design and test of an optical wind sensor for measurements along
the line rather than at the sensor location. The correct measurement of
the wind is essential for an accurate calculation of the current-carrying
capacity. The typical wind sensors measure locally the wind speed and
direction. However, the tower structure creates turbulence in the airflow,
translating into measurement errors. That can be avoided if the wind is
observed far away from the tower.
1 Bundesministerium für Wirtschaft und Energie, BMWi
50
5.1 Investment analysis of dynamic line rating in Germany
This dissertation presents the first results in the machine learning modeling
for current-carrying capacity forecasting based on distributed weather mea-
surements and combined with meteorological predictions. The models were
developed on a case study, which allowed their proper validation and testing.
Moreover, a weather station positioning procedure has been developed and is
also described in this dissertation. But first, the following section studies the
benefit in terms of congestion avoidance of using a dynamic line rating in the
power grid management.
5.1 Investment analysis of dynamic line rating in
Germany
The literature on OLM systems [72], [35], [40] agrees on a median potential
increment of the current-carrying capacity between 5% and 20%. However,
a one-to-one translation from this improvement to the reduction rate on re-
dispatching measures and its corresponding costs requires a comprehensive
analysis of the network under review. On one side, the increment in trans-
mission capacity for a selected overhead line does not necessarily mean an
improvement in the congestion situation of the electrical network. Since con-
gestion is a localized and temporal phenomenon, it is necessary to study each
region as a separate entity with its load and generation capacity.
On the other side, the current-carrying capacity changes over time. This 5% to
20% corresponds to the median of the increment in transmission capacity. The
consideration of the DLR curve overtime is necessary to estimate the benefit
related to the system.
The current redispatching scenario of the German electrical grid is publicly
available and described in detail in the yearly monitoring reports of the German
Federal Network Agency. From the report of 2019 [5], Germany had in 2018 a
total cost between redispatching (14.9 TWh), network reserve (0.9 TWh) and
feed-in management measures (5.4 TWh) of 1438 Million Euros.
In order to calculate how much redispatching and feed-in costs can be saved
when using OLM systems in network operations in Germany, it is necessary
to have information from each overhead line in the German electrical grid.
Data about conductor type, maximum allowed conductor temperature, and
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geographical coordinates of each electrical tower, as well as conductor temper-
ature measurements or meteorological observations in the locality of the line
routes, are necessary.
Part of this information is not publicly available for critical infrastructures, as
the electrical power system. However, our project partner at PrognoNetz, the
TSO Transnet BW, had provided the data for the overhead line shown in Figure
5.2 as an example.
On the other hand, the German Weather Service (Deutscher Wetterdienst,
DWD) has made available a collection of observations since the 1950s. These
measurements cover the whole country and offer a first approach for calcula-
tions of yearly climate conditions.
Figure 5.2: Overhead Line given by Transnet BW as case study for the benefit analysis of OLM
systems.
Given the conductor information and weather data interpolated along the given
overhead line, the DLR from 2016 to 2018 was calculated. At each time step,
the DLR was compared to the corresponding SLR. Currently, this overhead
line is operated under a seasonal thermal rating, i.e., there is a current-carrying
capacity limit for summer and another for winter, both fixed over time. The
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additional capacity rate can be seen in Figure 5.3 as an increment factor in
percentage over time.
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Figure 5.3: Additional current capacity over SLR for the period 2016 to 2018
The following observations can be withdrawn from the capacity rate plot:
• The DLR is 50% of the time 28% bigger than the SLR.
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• The best-case-scenario corresponds to an increase in transmission ca-
pacity of 165% (2.655 times the SLR). A factor over 2 can be found,
however, in less than 1.3% of the time.
• There is an over temperature risk, i.e. a capacity rate smaller than one,
in less than 1% of the time.
• The minimum rate factor is 0.85 times the seasonal SLR. Rates smaller































Figure 5.4: DLR cases under SLR for the period 2016 to 2018. The over-temperature risk zone
corresponds to about 0.7% of the time.
The severity of over temperature risks depend on the expected demand at those
periods. The demand in Germany is fromMay to July in average lower than in
other months of the year, as explained by DBEW in [73]. This explains how
overhead lines have worked for decades only based on a seasonal SLR, without
damaging the conductor or surpassing the minimum distance to ground.
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The prior analysis has resulted in a dynamic factor of capacity increment for
DLR over SLR specific for a German region. Considering, as a first approach
and under certain error margin, that the meteorological parameters change
evenly in the country, it is possible to translate this factor to the redispatching
calculations of the whole electrical network.
Redispatching is obtained as a result of the difference in power flow with and
without the consideration of the corresponding current-carrying capacities for
each line. For this calculation, the electrical system was simulated as a five
bidding zones model, based on the work of Staudt [27]. Each zone represents a
German TSO (except Tennet, which is divided into a north and south regions).
The intra-zonal current-carrying capacities are based on the publicly available
static networkmodels of eachTSO, status 2017 (Transnet BW[74], Tennet [75],
50 Hertz [76], Amprion [77]).
The following criteria was considered by Staudt for the redispatching calcu-
lation and the same are the base for the benefit analysis of OLM systems
presented here:
• The transmission capacity is reduced to 50% of the original value to
account for the N-1 criterion2. Although in reality it is not necessary to
reduce the transmission capacity that much, it is considered a conserva-
tive but still good approach to simulate safety in the network.
• The reactance was assumed as equal for all lines.
• The power flow was linearized before solving (DC power flow).
• The tranmission is considered lossless.
• Staudt distributed the demand into each zone according to the regional
gross domestic product and the generation based on the location of the
power plants (information from the Bundesnetzagentur).
• With respect to the marginal costs per power plant, Staudt considers that
the plant operators "do not act strategically and bid their marginal cost
2 The N-1 criterion states that the network has to stay stable, even after failure of any of the system
components.
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of production" [27]. The marginal cost per power plant was based on
Leuthold [78].
For the purposes of the investment analysis presented in this dissertation, the
redispatch costs were calculated for the given transmission capacities in the
five zones model from Staudt, as well as for DLR as the factor calculated before
for the case study. The results for 2018 are shown in the Table 5.1.
Table 5.1: Comparison of the German redispatching situation under SLR and DLR.
SLR DLR Rate of decrease
Redispatching (TWh) 69.26 40.09 42.1%
Redispatching costs (Mio. Euros) 304 135 55.6%
The redispatching results for the SLR case, in TWh, are larger than the actual
values reported by the Agency of Energy of Germany, while the costs are
smaller. Among the reasons are, first, that this study is not considering im-
ports and exports, which would reduce the amount of redispatching. Second,
the costs per TWh considered in the calculations are the minimum possible
(marginal costs without any profit). The costs in reality are higher because of
the dynamics of the free market. Third, the approximations considered in the
redispatching calculation contributed to the deviations as well.
The message that can be taken from this analysis is the relative improvement
of the redispatching levels when using dynamic line rating. The possibility
to avoid around 40% of line congestion represents a benefit from overhead
line monitoring systems, which requires an in-depth study. Extensions of
this analysis can include a correct market simulation, running an AC power
flow (instead of DC), stability studies, and the calculation of the DLR for
each overhead line (this requires the exact coordinates of each line route,
tower heights, the corresponding conductor types, and weather observations
distributed over the whole electrical grid).
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Meteorology has earned the role of a valuable information source in power
systems. Humans act according to the current weather conditions. Therefore,
the electrical load has always been influenced by the weather. Since the
number of IRES has been increasing, the electrical power generation became
more susceptible to weather changes as well. To maintain the system stability,
TSOs and DSOs now depend on reliable weather forecasts, which allow them
to plan the generation from conventional power plants one to two-days ahead.
However, the current-carrying capacity is determined by the hottest overhead
line section, which can be in an area below the forecast model resolution.
This dissertation presents a machine learning model solution to improve the
forecast accuracy of the current-carrying capacity of the electrical network.
It is based on the combination of Numerical Weather Predictions (NWP) and
distributed weather observations covering the right of way of a virtual overhead
line, which was carefully created from a high-quality weather observation
database. This approach allowed the experimentation with different amount
of historical data. The knowledge acquired in the development process is now
applied in the field, under the framework of the research project PrognoNetz.
The following parts describe the weather measurement and NWP datasets used
in this case study. Afterward, the criteria to build the virtual overhead line
is explained. The correct formatting and pre-processing of the weather data
has been the basis for creating the dataset of this dissertation. It is called here
the PrognoNetz dataset. It is available online as an open-source solution for
validation purposes (see Section 6.4).
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6.1 NOAA INL Mesonet
The Idaho National Laboratory (INL) is a facility of the United States De-
partment of Energy, which started in 1949 monitoring the weather conditions
surrounding the INL. This has been done in order to "describe the meteorology
and climatology [of the National Reactor Testing Station] with the focus on
protecting the health and safety of site workers and nearby residents" [79].
Weather observations from the INL Mesoscale Meteorological Monitoring
Network (INL Mesonet) are available online, published by the National
Oceanic and Atmospheric Administration (NOAA) [80]. The data is well
maintained and documented. Climatography studies have been published [79],
which were of help by designing the experiments of this dissertation and un-
derstanding the results obtained.
The database contains high quality, WMO-compliant, weather measurements.
The necessary parameters to calculate the current-carrying capacity (ambi-
ent temperature, wind, solar radiation) are available, as well as pressure and
relative humidity. Weather observations for ambient temperature and wind
are available at two different heights, at WMO-Standard1 and at 15 m above
ground. The latter pictures a more realistic current-carrying capacity forecast
system scenario. Therefore, they have being considered in this case study. The
mean distance between weather stations in the INL Mesonet is around 15 km,
which is very dense compared to other weather networks. As an example, the
average distance between weather stations from the German Meteorological
Service is 25 km according to the description in [81]. Information about the
hardware and the position of the weather stations can be found in [79], [82].
Eight weather stations were chosen from a pool of 35 available at the INL
Mesonet, as shown in Figure 6.1. The selection had to form plausible geo-
graphical arrangements that could model the paths of an overhead line. Fur-
thermore, it had to have a sufficiently large dataset, covering a period of time,
which ensures statistical validity of the experiments. This case study is based
on measurement data from 2007 until 2017 at a hourly resolution.
1 The WMO-Standard corresponds to an ambient temperature measurement at 2 m and wind at
10 m above ground.
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Figure 6.1: Case study - selected weather stations from the INL Mesonet.
6.2 Numerical Weather Prediction database from
NOAA
Numerical Weather Predictions (NWP) are a projection of observational
weather data forward in time based on the physical laws of thermodynam-
ics and fluid mechanics (conservation of momentum and continuity). The
atmosphere is described by a set of partial differential equations, which are not
solved analytically but numerically. Therefore, the resolution and accuracy of
theweather predictions depend strongly on the computing power available [83].
The atmosphere is discretized into boxes to solve the NWP models, forming a
grid. It has different spatial resolutions depending on the space to cover. For
each case, the model can be identified as global, regional or high-resolution
local model.
As for every set of partial differential equations, the initial and boundary con-
ditions are of utmost importance to solve them. In meteorology this is achieved
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based on the observations from weather sensor networks, which include not
only weather stations for the surface information but also satellite, radar and
radiosonde. The observations have to be mapped to the corresponding grid
resolution using data assimilation techniques. It has to be done carefully,
since a simple transfer of the new observations into the forecast field could be
physically unrealistic. Shonk [83] gives an example in his book "Introducing
Meteorology: a guide to weather" of a wrong data assimilation, at which a
surface pressure observation of 1025 hPa was considered into a gridbox that
is surrounded by pressures of 1020 hPa in the forecast field. The sharp pres-
sure gradient is unrealistic, which can leads the model to generate unwanted
atmospheric waves.
The Continental US Model (CONUS) is a historical weather forecast database
from the National Oceanic and Atmospheric Administration (NOAA), which
covers the INLMesonet region. Its spatial resolution is 5 km (CONUS 5) until
September 2014. Afterward, the model was updated to CONUS 2.5, offering a
higher resolution of 2.5 km. In order to maintain homogeneity over the whole
study, while having enough data to obtain statistically meaningful results, the
dataset was restricted to CONUS 5, from 2009 to 2014. The time resolution
is 3 hours, up to 72 hours. The available weather parameters are wind speed,
wind direction and temperature at surface level [84].
NOAA offers Mean Absolute Error (MAE) analyses for each weather element
as a verification of the forecast models. The plots in Figures 6.2 and 6.3 were
generated based on the data from the NOAA NDFDMonthly Verification web
page [85]. They show the monthly (scatter) and the yearly MAE (line) for the
year 2018, for a forecast scope of up to seven days.
These curves correspond to the average of the absolute differences between
the observations at a weather station and the forecasts at the nearest NWP
grid point. The results comprehend measurements of 1320 weather stations
distributed over the continental US territory, giving a temporal and spatial
overview of the prediction models.
The MAE of the NWP shows a periodicity of 24 hours. It tends to be smaller
at night, in comparison to the daylight hours, considering the update time once
a day at 00 UTC. The sun is the main figure on the generation of different
meteorological conditions in the earth [83]. Wind patterns usually follow
a day-night sequence, as temperature does as well. The weather situation
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Figure 6.2: MAE for seven days of surface temperature forecast. Monthly errors are shown as a
scatter plot. The yearly mean of the forecast error corresponds to the black curve. Data
source: NOAA NDFD verification [85].
depends on other factors besides the sun, as cloudiness, global wind flows,
and seasons. However, the certainty of having zero solar radiation at night is a
hundred percent. This fact assists the atmospheric models, leading to a relative
improvement of the forecast error.
This dissertation focuses on a 48 hours prediction scope. The plots in Figure
6.4 show an hourly prediction error analysis specifically for the case study of
this dissertation. The verification corresponds to the difference of prediction
to observations, from the nearest neighbor NWP grid point to the weather
station 690 of the INL Mesonet (see Figure 6.1). The statistics cover the years
2009 to 2014. There is a height difference between the observations from the
INL-Mesonet considered in this dissertation and the NWP. The former is at
15 m, and the latter corresponds to 2 m for temperature and 10 m for the wind.
Therefore, the error plots in Figure 6.4 comprehend the modeling, the height,
and the horizontal distance errors between both datasets.
The 24 hour periodicity seen in the MAE of the NDFD verification of NOAA
prevails in the 48 hours forecast MAE for the weather station 690 of the INL-




























Figure 6.3: MAE for seven days of wind speed and direction forecast. Monthly errors are shown
as a scatter plot. The yearly mean of the forecast error corresponds to the black curve.
Data source: NOAA NDFD verification [85].
the prediction error with the forecast scope is not considerably as clear in the
48 hours verification, which can be explained by the short analysis window.
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Figure 6.4: MAE for 48 hours NWP in the INL-Mesonet region. Verification done from nearest
neighbor NWP grid point to weather station 690.
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6.3 Virtual overhead line
The case study of this dissertation recreates historically, over several years, a
distributed weather-sensor network along an overhead line as main building
block of the PrognoNetz forecasting system. A realistic case study has to meet
at least the following three criteria:
• The line has to be shorter than 80 km to remain under the thermal limit.
If the line is longer, then the limit for the power transmission is given by
the voltage drop limit (from 80 to 320 km) or by stability limits (lines
longer than 320 km). These are not related to the weather conditions
and have to be controlled using other methods out of the scope of this
dissertation [20].
• Changes in the line direction can be up to 90°.
• The number of weather stations going through the overhead line has to
be maximized.
Four weather stations from the INL-Mesonet were selected to build a virtual
overhead line, which meet these criteria. The result corresponds to a 48.6
km long line, as shown in Figure 6.5, going along the weather stations RWM,
690, CIT, and ROV. The conductor type considered for the current-carrying
capacity calculation is a Drake 26/7 ACSR (outer diameter 28.1 mm, steel core
diameter 10.4 mm) with emmisivity 0.8, solar absorptivity 0.8 and maximum
allowable conductor temperature 100 ◦C. These characteristics allow the direct
validation of the current-carrying capacity calculationswith the Cigre Standard
601 [9].
6.4 The PrognoNetz dataset
The PrognoNetz dataset2 contains historical weather observations and fore-
casts, the conductor properties, and the current-carrying capacities for the
corresponding weather conditions along the virtual overhead line explained in
2 Available open-source at github.com/prognonetz/benchmark_idaho
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Figure 6.5: NWP grid at the INL Mesonet Region and virtual overhead line. The orange and blue
symbols correspond to INL weather stations. The connecting line marks the route of
the virtual overhead line. The blue dots represent a portion of the NWP grid, which
actually extends to the complete U.S. territory.
Section 6.3. The data has been formatted to train and test machine learning
models.
The INLMesonet Report [79] explains that corrupt or suspect values are often
marked using so-called quality flags. That occurs when the sensors have been
temporarily disconnected because of maintenance or system faults. These
elements are usually indicated as -999 and have to be cleaned. For this study,
the corresponding timestamp has been deleted.
In meteorology, the wind is originally arranged in polar coordinates, i.e.,
wind speed (m s−1) and direction (°). This arrangement is unfavorable for
machine learning models. The main reason is the wind direction discontinuity
from 359° to 0°. The solution to this problem is the transformation from
polar to Cartesian coordinates. The coordinates system can be oriented north-
south, east-west, or rotated towards the first and second principal components
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of the wind observations (using the Principal Component Analysis method,
PCA). The latter method gives importance to the most common wind patterns.
Therefore, it has shown to produce a performance improvement in the machine
learning models based on weather observations (see Section 7).
On the other hand, a PCA rotation for the NWP of wind lacks of sense. Each
grid point shows their own wind pattern, which means a separate rotation of
each grid point is necessary. However, if the samemodel analyzes several NWP
points, the coordinate system has to be consistent throughout all variables.
Therefore, the polar coordinate system of the NWP has been converted to a
Cartesian system, with components north-south, east-west, from now on called
directions U and V, respectively.
The pressure gradient is one of the driving forces, which produces the wind.
They were included when developing the machine learning models for the
current-carrying capacity forecast based on observational data. They did im-
prove the overall accuracy of the models (see Section 7.2.1) and are considered
in the PrognoNetz dataset. The pressure gradients were calculated at the po-
sition of each weather station along the virtual overhead line. The gradient
was obtained from an interpolation of pressure observations from 13 weather
stations, at distances ranging from 80 to 950 km from the line.
In the end, the observations dataset is organized as a three-dimensional tensor,
with the size (51840, 4, 8) and organized as follows:
• Timestamp, t0: it represents the real-time in the system. The timestamps
were matched to the available NWP dataset and cover the period Jan-
uary 1st, 2009, until December 31st, 2014. There are a total of 51840
timestamps.
• Weather stations: the dataset contains measurements for the weather
stations located along the virtual overhead line, i.e., RWM, 690, CIT,
and ROV (see map in Section 6.3).
• Weather parameters: ambient temperature, wind speed, wind direction,
solar radiation, pressure, relative humidity, and pressure gradients at
each weather station. The data loader transforms the wind from polar
coordinates to Cartesian coordinates towards the PCA (see Section 6.5).
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For training and a correct evaluation, the NWP dataset has to have the same
timestamps (C0) as the weather observations. The CONUS forecast step corre-
sponds to three hours for the period 2009 to 2014. The INL-Mesonet dataset
contains measurements for every hour. The forecast updates always occur at
00:00 UTC and at least once more after 10 to 12 hours. That means that until
there is no update to the meteorological model, the NWPs are just shifted in
time. For example, the third forecast hour at this moment will be the second
forecast hour in one hour from now, as the diagram in Figure 6.6 shows.
Figure 6.6: Example diagram of temporal alignment of the NWP dataset. The superscripts are
related to the forecast update, which occurs every 10 to 12 hours. The subscript
corresponds to the original forecast hour. The gray rows mark an update of the NWP
model.
The inconsistency in the forecast update rate suggests a careful analysis. A
prediction age tensor has been developed to provide additional information to
the models. The NWP updates coincide for every weather parameter and every
grid point, which reduces the tensor dimension to two. Therefore, it is called
from now on, the age matrix, " . It contains the number of timestamps as
rows (hourly resolution, from 2009 to 2014, a total of 51840 elements) and the
number of forecast elements as columns (equal to the 48 prediction hours).
The agematrix has values from zero to one, with one for a just updated forecast,
zero for NAN elements, and the numbers in between depending on the forecast
age. The corresponding entries, <8, 9 , are given by Equation (6.1), where =
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represents the forecast scope counted from the prediction update time, 8 the
row number, and 9 the column number. For forecasts older than 48 hours, the
value of <8, 9 is equal to zero.




The NWP dataset is organized as a five-dimensional tensor, with the final size
(51840, 48, 16, 14, 4).
• Timestamp, t0: the same parameter as by the weather observations with
51840 elements. The forecasts (t1, ..., t48) are referenced to this point.
• Prediction hours, from t1 to t48: corresponding to a total of 48 elements.
• Horizontal space, (x,y): two dimensions, describing the spatial position
of the NWP grid points as geographic coordinates. The PrognoNetz
dataset contains at the moment of writing of this dissertation 16 by 14
NWP grid points in total.
• Weather parameters and age matrix: This dimension contains the wind
coordinates U, V, and the temperature. The age matrix is included in
this dimension as well, representing the age of each forecast from the
last update.
The current-carrying capacity has been calculated for all timestamps at each
line section of the virtual overhead line and included in the PrognoNetz dataset.
These values are mostly used as labels during the training process of the
machine learning models.
The line sections are defined as straight lines between the four weather stations,
RWM, 690, CIT, and ROV. Each section has a bearing with respect to the north
in degrees, which is included in the calculation of the current-carrying capacity.
This value is used to find the strength of the effective wind speed3.
3 Effective wind speed: corresponding wind speed, which produces the same thermal effects on
the conductor as the wind with 90° direction with respect to the line. In other words, it is the
projection of the wind to the perpendicular of the conductor.
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The current-carrying capacity is calculated from the measurements of the
weather station at each extreme of the line section. It results in a total of six
capacities (three sections, each with two weather stations at the extremes). The
actual capacity of the line at a given timestamp is the minimum value between
all six. However, for model evaluation purposes, the dataset maintains the
capacities per line section as separate features.
The dataset for the current-carrying capacity is organized in a four-dimensional
tensor, resulting in a total of (51840, 6, 1, 1) elements.
• Timestamp, t0: the same parameter as by the weather observations and
forecasts, with 51840 elements.
• Line section: straight lines between the four weather stations, RWM,
690, CIT, and ROV, giving a total of three sections. Each is considered
twice since the capacity is calculated at each extreme of the line.
• Line bearing: Angular direction of the line section with respect to the
north. For example, zero degrees corresponds to a line north-south.
• Current-carrying capacity: result of the thermal equation in Amperes.
As a summary, the PrognoNetz dataset contains three parts. A weather obser-
vation dataset with the dimensions (51840, 4, 8), an NWP dataset with (51840,
48, 16, 14, 4) elements, and a current-carrying capacity dataset consisting of
(51840, 6, 1, 1) values. All of them covering the same period of timestamps
and for the virtual overhead line of the case study. They work as the foundation
of the data loader, which is a tool to split the dataset into training, validation,
and test sets as needed when modeling (explained in Section 6.5).
6.5 Software development framework and data
loader
When developing a benchmark, a single case study and a consistent evaluation
metric have to be considered. A development framework helps the machine
learning developers, for example, to have a set of standardized tools, to manage
the training, validation, and test processes. The framework has access to the
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dataset and is able to run pre-processing tasks. Hyperparameter optimization
techniques are also available. As a summary, the framework allows a soft exe-
cution of the A3 steps from the QUA3CK process [120]: Algorithm selection
and training, data Adaption, and hyperparameter Adjustment. Such a frame-
workwas implemented during this dissertation specifically for the development
of the PrognoNetz models.
The data loader works as a bridge between the PrognoNetz dataset and the
software development framework. The dataset is available in the cloud, to
make easier the use of the framework from different researchers. The data
loader downloads the last version of the dataset, allowing the possibility to
keep it up-to-date for modeling. It also presents the option to load a smaller
version of the dataset. That is very helpful, especially while prototyping since
the running times have to be short and the results do not need to be perfect,
while still obtaining an idea of possible model improvements.
The development framework helps explore different machine learning algo-
rithms as well as training features. Therefore, the data loader allows the user to
build training and test sets, splitting the timestamps in a 2:1 proportion, with
observations, weather predictions, or both.
The PrognoNetz models forecast 48 hours of the current-carrying capacity of a
line section, at the location of the weather station. The ground truth, or labels,
corresponding to the predictions can be calculated from the observations at that
position. For training and test purposes, these datasets are built from historical
databases, which makes possible the calculation of the actual values in future
timestamps.
The labels dataset is organized as a four-dimensional tensor. It includes the
timestamps (t0), the line sections (considered twice, since the calculation of the
current-carrying capacity is done for the two weather stations at the extremes
of the line), the bearing of the line, and the 48 corresponding capacities from
t1 until t48. The result is a tensor of size (51840, 6, 1, 48).
The data loader also allows the user to execute pre-processing functions before
loading and splitting the dataset. These include the coordinates transformation
of the wind (from polar to Cartesian) and the normalization of the data. The
latter is done using the Min-Max method, which converts the maximum value
in the dataset to one and the minimum to zero.
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Models
The PrognoNetz models have two different information sources available, the
weather observations distributed along a virtual overhead line and the corre-
sponding numerical weather predictions in its surroundings. The hypothesis is
that machine learning models can extract the information intrinsic into weather
measurements and numerical weather predictions, to obtain a reliable current-
carrying capacity forecast.
The utilization of appropriate pre-processing methods and machine learning
algorithms is one of the key points to achieve appropriate results. That is a
problem that requires a structured framework, a well-defined case study, and a
proper division of the problem into simpler ones.
Theweather observations and predictions correspond to different datasets, both
available along the studied virtual overhead line. They have different temporal
coverage and data formats. Therefore, they were considered separately in the
feature engineering and modeling process, to extract the most of each dataset.
The diagram in Figure 7.1 shows the sequence of steps followed in this stage of
the project. First, one of the two available datasets is selected for the process.
Then, the feature engineering step gives information about the feature set,
which improves the performance of the current-carrying capacity prediction.
Different combinations of weather parameters, weather stations or NWP grid
points, and different data formatting methods were considered.
The following sections present only machine learning models, which directly
forecast the current-carrying capacity, instead of those producing a weather
prediction to calculate indirectly the ampacity. The former achieved the best
performance, as shown in the studies [130], [134], [135]. A reason for this
accuracy discrepancy relies on the non-linear transformation of the weather
forecast errors due to the thermal equations of overhead lines (described in
Section 3.1). Therefore, the models presented here optimize directly the
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Figure 7.1: Process description for performance improvement of a machine learning forecast
model. The dataset is either the weather observations or the numerical weather pre-
dictions. They were considered separately to extract the most of each dataset.
prediction accuracy of the current carrying capacity, i.e., 48 hours capacity
forecast as output parameter.
After the identification of a suitable feature set, machine learning algorithms
are tested and, after benchmarking, one is selected. The procedure corresponds
to a mixture of domain knowledge and experimentation. As well as for the
feature engineering step, this study is executed for each dataset (weather ob-
servations and NWP) separately. The reason is the reduction of the degrees of
freedom and easier identification of the approaches, which lead to performance
improvements.
Finally, once suitable solutions for each dataset have been selected, the fusion
of the knowledge acquired in the last steps takes place. Section 7.4 explains
how the final model for the PrognoNetz forecasting system has been created.
The following sections consider the line section between the stations 690 and
CIT of the case study (see virtual overhead line in Figure 6.5). The ground truth
for the current-carrying capacity is calculated from the weather observations
at the station 690. The predictions are all considered in a scope of 48 hours.
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The training and test processes were performed on the supercomputer ForHLR
funded by the Ministry of Science, Research and the Arts Baden-Württemberg
and by the Federal Ministry of Education and Research of Germany.
7.1 Baseline model
The baseline model provides a reference point to compare the results from
the machine learning modeling process. It represents the realistic case of a
direct calculation of the current-carrying capacity from the numerical weather
predictions. The baseline regards the meteorological predictions at the nearest
NWP grid point to the weather station under study, i.e., the sensor node 690.
The distance between the nearest neighbor NWP to the weather station is
around 2.5 km.
The NWP model used in this case study (CONUS 5) provides temperature and
wind predictions. However, the calculation of the current-carrying capacity
also needs solar radiation. A realistic and simple way to solve this is applying a
persistence forecast of solar radiation. The American Meteorological Society
defines persistence as a simple method, at which "the future weather condition
will be the same as the present condition" [86]. In this study, the last 48 hours
of solar radiation observations are extended as the prediction of the next two
days.
Figure 7.2 shows the MAPE for the current-carrying capacity forecast calcu-
lated from the nearest neighbor NWP grid point. The accuracy is better during
the night hours, compared to the daytime, considering the forecast update once
a day at 00 UTC. The variations are as high as 12% mean error. This can
be explained by the fact that the sun, the most influencing factor of different
weather conditions, is not present during the night with a probability of one.
73
7 The PrognoNetz Machine Learning Models













Figure 7.2: Accuracy plot of NWP-nearest neighbor model. The current-carrying capacity is
calculated directly from the weather predictions.
7.2 Models based on weather observations
The experiments performed in this phase exhibit the possibility to forecast
the current-carrying capacity of an overhead line based only on weather ob-
servations while improving the prediction accuracy over the baseline model.
The first exploration step has as main goal the determination of a suitable
feature set (Section 7.2.1). The experiments were carried out, maintaining the
samemachine learning algorithm throughout the process. Based on theoretical
knowledge, GRUs from the family of the RNNs were selected to execute the
feature engineering phase. The reason is based on the capacity of this algo-
rithm to describe sequences of data using recurrent connections in the neural
network (see Section 4.2.2).
Once the feature set of weather observations was determined, machine learning
algorithms with known forecasting capabilities were explored: Feedforward
Neural Networks, Long-Short Term Memory Networks (LSTM), and Quan-
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tile Regression Forests (QRF). As a result, LSTMs and QRFs were the best
performing models. Both showed a yearly median forecast MAPE of less than
18% for the 48th forecast hour, which is an improvement over the baseline
model.
QRFs had the advantage of being trained with one year of historical data,
compared to the three years needed for LSTMs [142]. Therefore, QRFs are
considered from the practical perspective more suitable for the PrognoNetz
system than the LSTM approach. Section 7.2.2 describes the former in detail.
7.2.1 Feature engineering
The reduction of the set of input features to its most essential components,
maximizing their information density, is crucial to improve the performance
of the machine learning model, given a limited amount of training data. This
process has been done based on a set of experiments using Recurrent Neural
Networks (RNN), specifically Gated-Recurrent-Units (GRU). RNN can learn
long-term dependencies of the input variables. The network ends up having
memory, which facilitates the modeling of time series (see Section 4.2.2 for
the theoretical explanation).
The experiments were divided to test different meteorological scales of motion,
i.e., the micro-scale covering a radius of 10 m to 100 m, the mesoscale from
100 m to 1000 m, and the synoptic-scale over the 1000 m radius [87]. For each
one of these feature sets, the GRU is optimized for a 48 hours forecast of the
current-carrying capacity. The diagram in Figure 7.3 illustrates the standard
model used for feature engineering.
Table 7.1 shows a summary of the change in MAPE at each experiment com-
pared to a reference model. The reference consists on a GRU model trained
on the normalized ambient temperature, wind vector (rotated using the PCA),
solar radiation, barometric pressure, and relative humidity at the station 690. In
the following experiments, new features were added to this set. The reference
model resulted in a MAPE of 19.22%.
• Experiments in the microscale: This case considers the vertical inver-
sion of the temperature gradient, one of the main factors in the change
of wind direction at night. This factor consists of the change in ambient
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Figure 7.3: Feature engineering standard model. The input dataset changes depending on the
feature set to be tested. The GRU hyperparameters are optimized at each experiment,
considering in all cases the 48 hours forecast of the current-carrying capacity as output
of the model.
Table 7.1: Comparative table for feature engineering




Combination best models -0.63%
temperature with respect to height, and it is called the adiabatic lapse
rate [79]. This parameter was added to the input set used in the reference
model. The experiment shows a worsening of 0.05% of the MAPE.
• Experiments in the mesoscale: Observations from the weather pa-
rameters from all four weather stations along the overhead line were
added to the feature set. However, this experiment resulted in an inferior
performance compared to the reference (+0.29% MAPE). Therefore, a
different approach for the mesoscale was developed. Wind and pres-
sure data from the auxiliary sensor nodes along the virtual overhead
line, RWM, CIT, and ROV, were added to the weather observation of
the central weather station, the node 690. Wind data was included to
stimulate wind pattern recognition. Pressure data was added due to the
direct correlation between pressure changes and wind conditions. The
addition of pressure measurements from auxiliary weather stations did
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not performwell on theMAPE. The addition of only windmeasurements
from the auxiliary stations, on the other hand, brought MAE and MAPE
improvements on the current-carrying capacity forecast.
• Experiments in the synoptic-scale: These experiments were focused
on using remote weather stations for feature extraction. Observing pro-
cesses at the synoptic scale is a key part of understanding weather condi-
tions [87]. A total of 13 weather stations, at distances ranging from 80 to
950 km from the primary sensor node, 690, were used to reconstruct the
distribution of air pressure surrounding the local weather stations using
interpolation. This information was employed to derive the geostrophic
wind approximation1, which can be calculated using the pressure gradi-
ent (see Figure 7.4). The addition of this variable to the input set resulted
in a mean improvement of 0.29% over the baseline MAPE.
• Combination of mesoscale and synoptic-scale: Adding wind mea-
surements from the auxiliary weather stations along the virtual overhead
line, together with the geostrophic wind approximation, has been the
base for the last experiment for feature engineering. Both produced im-
provements in the error levels of the current-carrying capacity forecast.
Their combination resulted, as expected, in an even greater accuracy
improvement of 0.63% over the baseline MAPE.
As a summary, the best feature set for current-carrying capacity forecasting
consists of weather measurements from the weather station under study (station
690), plus wind observations (rotated towards their PCA) of the auxiliary
weather stations along the overhead line (RWM, CIT, and ROV), plus the
geostrophic wind approximation at the location of the main weather station.
The MAPE of the GRU with the combination imput set was 18.59%. Since
the accuracy improvement over the reference model is small, reproducibility
checks were executed with a new random initialization of the training process.
Afterwards, the reference and combination input datasets were tested with the
QRF algorithm, which consistently proved, that the latter dataset actually helps
1 The geostrophic wind approximation is a theoretical wind vector, which magnitude is in m/s
and is directed parallel to the isobars (lines of constant pressure). This vector is generated by
calculating the Coriolis force and the horizontal pressure gradient force for a given location
[88], [87].
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Figure 7.4: Geostrophic Wind Approximation at the INL-Mesonet area [130].
the machine to forecast the current-carrying capacity. Therefore, the following
section only considers the combination input dataset.
7.2.2 Quantile Regression Forests
Within different machine learning approaches, QRFs showed together with
LSTMs the best median accuracy. They have the additional practical advantage
of being trained with a year of historical data, compared to the three years
needed for LSTMs [142].
QRFs are, in general, very expensive in training time and memory. This
algorithm constructs a forest of randomly and independently generated trees.
Each of them considers a subset of all samples. In the end, the best performing
tree is used as the final model (see Section 4.2.4 for the theoretical details).
Therefore, the trained model is relatively lightweight, but the modeling process
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is resource-expensive. That was the original reason to consider seasonal
forecasts. Increasing the amount of training data experimentally from 3 to
6 months meant an increment of the training time from 5 hours to more
than three days. Therefore, the weather measurements were divided into four
seasons, training four models to forecast a year.
The QRF input-output structure is shown in Figure 7.5. Past weather observa-
tions enter the model. The QRF then forecasts the current-carrying capacity
directly, obtaining 48 models, one for each forecast hour. The actual capacity
values are calculated from the actual weather measurements along the overhead
line, which are already integrated into the PrognoNetz dataset (as explained in
Section 6.4).
In the training and test processes, the past and the future are relative. In both
cases, a sliding window is used. It has as center the present time, C0, and from
there, the past and future are defined. In reality, C0 corresponds to real-time.
Figure 7.5: QRF input-output structure.
The number of past time steps, CCA08=, to consider for each input weather
parameter was optimized. This value can range from one, i.e., only the current
observation; to the entire measurement history. As Figure 7.6 shows, the QRF
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Mean Absolute Error (MAE) for a 24-hour current-carrying capacity forecast
decreases for greater CCA08= values. It reaches a plateau at 20 hours of past input
observations. Therefore, the following QRF models were trained based on a
CCA08= equal to 20 hours.











Figure 7.6: Accuracy plot from experiments at different amounts of past weather observations
The input weather parameters were, as discussed in the feature engineering
Section (7.2.1), observations at the weather station 690 (the temperature at
15 m height, solar radiation and wind), wind observations from the auxiliary
weather stations covering the virtual overhead line (RWM, CIT, and ROV), and
the pressure gradients at the station 690. In all cases, the wind has been rotated
towards its principal components. The training set contains three months of
weather observations, and the model is optimized to forecast within the same
period.
Figure 7.7 shows the MAPE for the seasonal QRFs using 0.5-quantile, for
comparative reasons with the other machine learning algorithms. The training
set covers the year 2007, while the test was carried on three years, from
2014 to 2016. The figure also shows a yearly MAPE, which is the result of
calculating the error of the concatenated models. For comparison, the MAPE
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of the baseline model was added to the graph. The accuracy improvement is
stronger in the first eight hours, which is the most meaningful period for TSOs
to guarantee the safety of the grid.















Figure 7.7: MAPE for Quantile Regression Forests, based on weather measurements. Results
compared to the baseline model.
The models were programmed using the R programming language and the
functions from the quantreg package. The training process of a 48 hours
forecast model took around 5 hours, which means 20 training hours for the
four seasonal models. The test process over three months of data needed
around 25 minutes and a single 48 hours prediction lasts for around 500 ms,
which are acceptable running times for TSOs. The programs ran over an Intel
Xeon Processor E5-2660 v32. A summary of the final QRF model is presented
in the Table 7.2.
2 Parallel High Performance Computing Cluster ForHLR II, access through the Steinbuch Centre
for Computing at the KIT.
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Table 7.2: Summary of key features of final QRF model based on weather observations.
QRF
Input time span Measurements from the past 20 hours
Input features from
main weather station






Wind rotated towards PCA
Output 48 hours prediction of
current-carrying capacity
Programming language R
Training time per model About 5 hours
Testing execution time 25 minutes for three years of data
Hardware Intel Xeon Processor E5-2660 v3
7.3 Models based on numerical weather
predictions
In this section, the performance of current-carrying capacity forecast models
relying only onNWPdata is evaluated. Theoretically, the number of grid points
to be considered in the calculation of the current-carrying capacity forecast can
be extended to the whole earth, including in this way, global information about
the weather patterns. However, the number of observations influences the
calculation time (training and evaluation) directly and, of course, the memory
space required by the models. This section analyzes the number of NWP
grid points, which are necessary to reduce the forecasting error of the current-
carrying capacity of an overhead line while maintaining the complexity of the
problem manageable.
The goal of the study described in this section is to determine if the integra-
tion of several NWP grid points in the current-carrying capacity forecast is
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beneficial for the prediction accuracy. For this, an algorithm, which can work
with distributed information over many dimensions, is necessary. Therefore,
Convolutional Neural Networks (CNN) play a central role in this chapter. They
are well-known for analyzing structures in n-dimensional datasets [61].
Two different grid sizes have been considered to analyze the influence of the
spatial distribution of NWP with CNN, i.e., a small mesh of 4 by 4 points and
other of 16 by 14 grid points (equivalent to an area near to 75 km by 65 km),
as shown in Figure 7.8.
Figure 7.8: Map of NWP grid sizes for evaluation with CNN. Small mesh grid of 4 by 4 grid
points and the original mesh grid of 16 by 14. Both including the weather station 690
as ground truth.
The following subsections describe the models, which were developed to study
the influence of the NWP on the current-carrying capacity forecast. The
analysis utilizes the NWP dataset, as explained in Section 6.4. The models are
organized by the number of grid points they consider and the machine learning
technique. First, a single grid point, the nearest neighbor to the station 690,
is examined using a Feedforward Neural Network. It models the NWP at the
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location of the weather station to minimize the error of the current-carrying
capacity forecast. Second, Convolutional Neural Networks (CNNs) take as
input a mesh of 4 by 4, or 16 by 14. Both approaches are compared. Moreover,
the analysis also considers a CNN, which takes as input a prediction agematrix.
The models are compared to the direct calculation from the nearest NWP grid
point without any spatial adjustment (baseline experiment).
For training the machine learning models, the NWP dataset has to have the
same resolution as the weather observations. The NWP forecast step corre-
sponds to three hours for the period 2009 to 2014. The INL-Mesonet dataset
contains measurements for every hour. Three possible approaches, zero filling,
backfilling, and linear interpolation, were evaluated to match both resolutions.
The results show that there is just a small difference in the influence of each
method on the capacity forecasting error. Therefore, the dataset was built on
the simplest approach, i.e., the zero-filling.
7.3.1 Feedforward Neural Networks
Feedforward neural networks (FFNN) are well-known for finding non-linear
relationships between variables (see Section 4 for the theoretical explanation of
neural networks). This experiment uses FFNNwith the nearest neighbor NWP
point to the position of the weather station 690 as the input set of the model.
It is trained by minimizing the current-carrying capacity forecast error. Thus,
obtaining an indirect non-linear spatial interpolation of theweather predictions.
The input features to the FFNN are the wind forecast, transformed to Cartesian
coordinates (U, V), and the temperature prediction, both for the next 48 hours
(a total of 3x48 features). The output corresponds to 48 forecast hours of the
current-carrying capacity.
The hyperparameters were optimized using random search3. As a result,
the best model ends up having three layers, with 637, 431, and 824 nodes,
respectively, with a batch size of 17 and a learning rate of 0.026. The training
epochs were fixed because of consistency to 75. The training loss function
3 Random search usually achieves similar results as sophisticated techniques, as the Bayesian
optimization algorithm, by lower code complexity. For more information, please refer to [89].
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was the MAE. The training time was around ten minutes per model, the code
was written in Python, using the Pytorch functions for machine learning, and
executed on a NVIDIA GeForce GTX980 Ti graphic card4.
Figure 7.9 shows the comparison of MAPE for the FFNN model against the
nearest neighbor approach (baseline). There is an improvement of about
10% during the day, while during the night the improvement is around 2%,
considering the forecast update hour of the baseline of 00 UTC.















Figure 7.9: Accuracy comparison of FFNN model to the NWP-nearest neighbor approach.
7.3.2 Convolutional Neural Networks
The NWP dataset can also be seen as a set of three-dimensional images. Con-
sider again Figure 4.6 explained in Section 4.2.3. The dimensions (ℎ1, ℎ2) can
be seen as the horizontal space (x, y). The values for ℎ3, the depth of the image,
4 Parallel High Performance Computing Cluster ForHLR II, from the Steinbuch Centre for Com-
puting at the KIT.
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and <, the number of 3D-images, can be determined experimentally. There is
a difference between these two parameters from the convolution perspective.
Depending on the parameter used as image depth, the network extracts differ-
ent patterns. This assignment is determined in the first experiments described
in this section.
Two models have been evaluated, i.e., one with the convolution rolling over
the forecast hours and other over the weather prediction parameters. For these
experiments, the simplest possible configuration for the CNNwas chosen, with
two identical convolutional layers, followed by a fully connected layer. Due
to the different input variables, different kernel, pooling sizes, and number of
channels had to be considered. A single output was chosen for the experimental
model. That means that a separate model was trained for each forecast hour. A
drop-out of 30%was used to ensure good generalization capabilities, as well as
weight-decay. The batch size was set to 64. The learning rate, the parameter of
weight-decay, and the training epochs were left constant. They were initially
chosen according to experience, to ensure comparability between experiments.
The models were trained and tested in a small dataset to ensure a quick ex-
perimenting process. As a result, an improvement is achieved if the image
depth is the forecast hours, and each 3D-image corresponds to each weather
parameter (NWP wind coordinates (U, V) and temperature). The performance
improvement makes sense since the convolutions are extracting patterns of
each weather parameter over their structural relationships over time, which is
a known phenomenon in meteorology. In the further analysis only the best
approach is considered, i.e. ℎ3 = 48 and < = 3.
The following experiments lead to the identification of a suitable amount of
NWP grid points as input features to the CNN. Two sizes for the horizontal
space, the dimensions (ℎ1, ℎ2), have been considered, i.e., 4 by 4 and 16 by 14
elements (see Figure 7.8). Both cases centered at the weather station 690. The
selection of these sizes are based on two criteria: first, the minimum amount
of grid points to achieve a symmetrical arrangement, which also is the smallest
grid that can be reasonably processed with a CNN, and second, the coverage
of the whole virtual overhead line of this case study.
Figure 7.10 shows a comparison of both models. It seems that the wider
the spatial coverage of NWP mesh, the more accurate the current-carrying
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capacity forecast gets. That agrees with the original hypothesis and the reason
to include CNN in the analysis of this case study.
As explained before, the NWP updates are not always consistent in time.
Therefore, a prediction age matrix has been considered as an additional input
feature for the next experiment with CNNs. It has values from zero to one, with
one for a just updated forecast, zero for NAN elements, and the numbers in
between depending on the forecast age. The calculation of each entry follows
the Equation (6.1) (Section 6.4).
The reason to include an age matrix into the input features of the CNNmodel is
the information it contains about the prediction importance. In fact, as Figure
7.10 shows, the system is taking advantage of this for the first 24 hours. The
forecasts from around 30 to 48 hours do not depend anymore on the prediction
age.












CNN 4x4 CNN 16x14 CNN 16x14 w. age matrix
Figure 7.10: MAPE comparison of two CNN models trained for a small coverage (case 4 by 4
grid points) and a bigger spatial area (16 by 14 NWP grid points). A prediction age
matrix was included to the best performing CNN, which also improved the MAPE of
the model.
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A hyperparameter comparison of the three CNNmodels is shown in Table 7.3.
The maximum training epochs were fixed to 75 and the drop-out to 0.1. The
training loss function was the MAE. The training time for the CNN models
was around one hour per model, the code was written in Python, using the
Pytorch functions for machine learning, and executed on a NVIDIA GeForce
GTX980 Ti graphic card5. The CNN with the age matrix as input has the best
prediction accuracy and is considered in further analysis.
Table 7.3: Hyperparameters of CNN models
Hyperparameters CNN 16x14 CNN 4x4 CNN 16x14 with
age matrix
Batch size 128 16 512
Learning rate 0.000125 0.0005 0.000125
Convolutional layers 10 9 5
Channels 2 9 3
Channels last layer 2 4 3
Weight-decay 0.003 0.0003 0.1
7.3.3 Comparison and discussion
Figure 7.11 compares the accuracy of the models based on NWP data, i.e., the
baseline, which uses the nearest neighbor NWP grid point directly to calculate
the current-carrying capacity forecast; the FFNNmodel, which interpolates the
nearest neighbor NWP to the weather station position; and the best performing
CNN model (16 by 14 NWP grid size including a prediction age matrix).
Twomain conclusions can be derived from this section. First, machine learning
has advantages over the baseline. The accuracy of the current-carrying capacity
forecasting could be improved in the day hours in about 10%, compared to
the nearest neighbor NWP grid point approach. FFNN outperformed CNN,
especially in the last prediction hours (from 28 to 48 hours).
5 Parallel High Performance Computing Cluster ForHLR II, from the Steinbuch Centre for Com-
puting at the KIT.
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NWP CNN 16x14 w. age matrix FFNN
Figure 7.11: Comparison of the prediction models based on NWP.
The second conclusion corresponds to the importance of increasing the grid
size when extracting spatial patterns. There was an accuracy improvement
when the CNN model transitioned from a grid of 4 by 4 NWP elements to
16 by 14. That means that a further analysis of wider NWP grid sizes could
be valuable. However, there is a trade-off between the number of NWP grid
points, the run-time, and network complexity, which has to be optimized.
These experiments should be considered as outlook of this dissertation.
The following section uses the resulting FFNNmodel to produce a final current-
carrying capacity forecast solution. Table 7.4 shows the summary of the
key-features of the FFNN model.
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Table 7.4: Summary of key features of final FNN model based on NWPs.
FNN
Input features 48 hours NWP at nearest neighbor
Preprocessing Wind prediction in
cartesian coordinates
Output 48 hours current-carrying
capacity prediction
Training loss function Mean Absolute Error (MAE)
Training time per model about 10 minutes
Number of models trained
for hyperparameter optimization
250 models
Programming language Python, machine learning functions
from Pytorch
Hardware Four NVIDIA GeForce GTX980 Ti
graphic cards
7.4 Ensemble and final solution
Experimenting with models based on historical weather observations sepa-
rately from those based on NWP data helped to gain knowledge about these
different datasets. Weather measurements provide more information if they
are considered together with the observations distributed along the overhead
line, as well as the geostrophic wind approximation calculated at the synoptic
scale. On the other hand, the nearest neighbor NWP grid point offers more
information when adjusted to the location of the weather station using FNNs,
compared to the consideration of several of them as a mesh.
The QRF model, based on observational data, has a better accuracy for the
short-term forecasts, while the FFNN model based on the nearest neighbor
NWP performs better for long-term predictions (short and long-term are here
referred to 0-10 hours and 11-48 hours, respectively). These strengths can
be combined using ensemble methods, creating a new model, which takes
advantage of the best prediction of each of the original models.
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The combination can be done after the models are trained, a method called
stacking. The ensemble model is trained as a supervised learning algorithm,
with the QRF and FFNN outputs as input features, and the actual current-
carrying capacities as labels.
Stacking can be done using any supervised machine learning algorithm, from a
simple average to neural networks. The most simple but still well-performing
approach in this case is a multilinear regression [139], [145]. This algorithm
generates a weighted average of the inputs. The goal of the training process
is to find the proper weights for the combination. The diagram in Figure 7.12
shows the structure of the implemented ensemble approach. Each forecast
hour is combined separately to ensure proper model weighting. That results in
48 multilinear regression models. The calculation of the weights lasts around
a minute running on the training dataset and the prediction time is negligible.
Figure 7.12: Block diagram of the ensemble of the best performingmodels: QRF from the weather
observations and the FFNN from the NWP nearest neighbor.
Figure 7.13 shows theMAPE of the ensemble compared to the original models.
It is calculated as the mean absolute percentage error between the predicted
ampacity in 48 hours by the combined model and the actual corresponding
capacities. The true values were calculated and saved as labels for testing
in the PrognoNetz dataset. Based on this metric the combination achieves a
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percentage improvement from the 4th to the 10th forecast hour, from 17th to
the 21st and at the 36th hour. The error reduction in the first ten hours is
beneficial for the system and aligns to the requirements of the TSOs.













Figure 7.13: MAPE of model fusion compared to the accuracy of the original models.
When analyzing the raw error distribution, the ensemble model also achieves
an improvement in the errors dispersion. Given the raw error, calculated as
the difference between the predicted and the actual capacities, negative errors
correspond to underestimations, and vice versa. Figures 7.14 and 7.15 show
the comparison of the box plots for the raw error distributions of the ensemble
model, the QRF and the FNN models, at the 1st and 48th forecast hour,
respectively. The filled box in the figure represents the region, where the 50%
of the errors are located. The whiskers show the maximum and minimum
errors obtained in the test set. In both figures, the ensemble presents a higher
concentration of the errors around the zero. This corresponds to a greater
accuracy and precision of the solution.
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Forecast error distribution (A)
Figure 7.14: Statistics of final model compared to QRF and FNN at the 1st forecast hour. The filled
box represents the 50% of the errors and the whiskers the maximum and minimum
errors in the test dataset.
7.4.1 Comparison to the baseline and discussion
The final solution for the current-carrying capacity prediction is compared
to the baseline model, i.e., the direct capacity calculation from the nearest
neighbor numerical weather prediction. The comparison of the mean absolute
percentage error (MAPE) is presented in Figure 7.16. The ensemble model
shows an average accuracy increment with respect to the baseline (called
in the figure as NWP) of 16.19%. The accuracy improvement over the direct
calculation from the weather predictions is clearer for the first prediction hours,
which fulfills the requirement of the TSOs for a reliable redispatching. The
error was reduced in around 10% for the daily hours and 3% to 4% in the night
hours, considering the forecast updates at 00 UTC for the baseline.
Figure 7.17 presents the box plot for the raw error distributions (predicted
minus actual transmission capacities) of the ensemble model compared to
the baseline (NWP) at the 48th forecast hour. The filled box in Figure 7.17
represents the 50% of the errors and the whiskers the maximum and minimum
errors in the test dataset. The ensemble model shows a higher concentration
of the errors around the zero, i.e., a greater accuracy and precision compared
to the baseline.
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Forecast error distribution (A)
Figure 7.15: Statistics of final model compared to QRF and FNN at the 48th forecast hour. The
filled box represents the 50% of the errors and the whiskers the maximum and
minimum errors in the test dataset.
The raw error distribution of the ensemble model is symmetric around zero.
This behaviour is expected, since all models were trained for high accuracy,
which allows benchmarking in the development process. It also means, that
the probabilities of over- and underestimation are both around 50%.
7.4.2 Prediction safety factor for system operations
The safety and the life span of the electrical network have the highest priority.
System operations need a cooperation of an online monitoring together with
the prediction of the current capacity for efficient planning. Real-time mea-
surements of the conductor temperature (or its derivation from other variables,
as line length) allow TSOs to correct an overloading of the grid in short-term.
Thus, avoiding infringements of the minimum distance of the overhead line to
ground or a reduction of the life span of the material because of annealing.
The nearer the current capacity prediction to real-time, the more important
overestimations are. Allowing 2% of overrate cases, TSOs still have time
to react without producing long-term damages of the line. Since prediction
systems always have deviations with respect to the actual values, a safety factor
has to be considered.
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Figure 7.16: MAPE comparison of the ensemble model to the NWP-nearest neighbor approach.
The safety factor for system operations at a maximum of 2% overestimations
rate is calculated from the 0.02 quantile of the errors. The final solution
of this dissertation has for the third prediction hour a 0.02 quantile of 660
A, compared to the 964 A of the state-of-the-art (direct calculation using
numerical weather predictions, without any machine learning). Considering
now the 0.02 quantile of the first forecast hour, which is the nearest to real-time
that the machine learning solution can deliver, the safety factor is reduced to
550 A.
The impact of themachine learning solution of this dissertation can be analyzed
considering a dispatching plan based on a correctedmodel with 98% reliability.
The following calculation is based on the simplified, 5-zones model of the
German electrical network from Staudt [27] (see Section 5.1 for a detailed
explanation of this model).
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Figure 7.17: Statistics of final model compared to the Numerical Weather Predictions (NWP) at
the 48th forecast hour. The error is calculated as (predicted - true). The filled box
represents the 50% of the errors and the whiskers the maximum and minimum errors
in the test dataset.
The correction of the one-hour prediction consists on subtracting the safety
factor from each first hour forecast value. If the new prediction results smaller
than the Static-Line-Rating (SLR), it is limited to the corresponding SLR as a
minimum. In this scenario, the number of cases with higher current capacity
than the SLR is almost 15% of a year.










Table 7.5 results from calculating the redispatching costs for this new setting
and comparing them to the SLR case for the year 2018 (compare with Section
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5.1). The redispatching improvement of around 3 TWh in a year is the based for




8 Integration of PrognoNetz into
System Operations
This dissertation centers in the development of the machine learning models
for the weather-based prediction of the current-carrying capacity of overhead
lines. However, thesemodels have to be embedded into a system, which follows
the requirements of system operations, for their appropriate application.
8.1 Implementation of a distributed sensor
network
The integration of the PrognoNetz system into system operations include the
correct selection of the hardware and measuring devices, the improvement of
the installation process of the sensor nodes, to achieve it in less time, thus
reducing the costs; a reliable and safe wireless communication between the
sensor nodes and the base station, and the correct implementation of a server
and a database to manage the models accordingly. These topics are outside the
scope of this dissertation.
Besides these points, the correct application of PrognoNetz also includes the
careful positioning of the weather stations along the overhead lines. The
limited budget of many TSOs does not allow to consider PrognoNetz as a
system with complete coverage of the electrical network. Instead, the available
sensor nodes have to be meticulously located along the overhead lines to cover
the spots with the most probable highest conductor temperatures, the so-called
hotspots. This section presents an algorithm to locate these hotspots as a
previous-to-deployment phase of the PrognoNetz system, independent of the
region where it is applied.
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The current-carrying capacity for each section of an overhead line and for each
point in time is calculated based on an interpolation of the weather observations
to the electrical towers. The capacities are calculated, and the line section
where the minimum occurs is annotated. The number of occurrences of
minimum capacities at each line section is then accumulated into a probability
distribution function. The histogram in Figure 8.1 shows an example case
(for more information about the case study, please refer to [119]). The plot
shows regions, which have a high probability of acting as a bottleneck, where
the conductor temperature gets the hottest more often. There are also regions
where the capacity finds its minimum just on rare occasions. These can be
filtered out, considering a threshold that the TSO is prepared to take. In other
words, all points along the line, with a probability value lower than a threshold,




















Figure 8.1: Distribution of current-carrying capacity minima along the overhead line. The greater
the number of occurrences, the higher the probability that the corresponding line
section acts as a capacity bottleneck.
The identification of the filtering threshold, C, is done based on a percentile.
The probability distribution along the line is organized from the smallest to
highest probability, and the percentiles are extracted, as the example shown
in Figure 8.2. The probability of occurrence of the hotspots to the left of the
selected threshold (10% percentile in this example) is considered negligible.
Therefore, all these elements are rounded to zero, thus leaving only the most
probable hotspots.
The non-filtered sections of the line are reorganized back and then clustered.
In the example considered before 18 clusters can be identified, as shown in
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Figure 8.2: Example for the determination of the filtering threshold for the hotspot analysis. In
this example, the 10th percentile is shown. All elements to the left of this threshold
are rounded to zero. Thus considering only higher probability spots.
Figure 8.3. The procedure consists of assigning a one for all line sections with
hotspot probability different to zero. A cluster corresponds to a group of ones
bounded by a zero on each side.
The variation of the filtering threshold changes the amount of identified clus-
ters. While C increases, the clusters are divided into parts, thus augmenting the
total number of hotspot-areas. At some point, whole clusters begin to disap-
pear. A further increase of C decreases the amount of clusters until there are
no recognizable hotspots along the line anymore. This behavior can be seen
in Figure 8.4 for the case example. The selection of a reasonable threshold
depends on the risk level and the budget the TSO is ready to carry.
Once the TSO has determined a budget, it is transformed into an equivalent
amount of weather stations, : . The procedure of cluster identification is
executed. Each contains one or more towers per group (possible installation
positions), and the : sensor nodes are distributed among them.
The electrical towers selection process gives a higher priority to the positions
with greater probability to be a bottleneck, i.e., to be the place of the minimum
current-carrying capacity of the line at a point in time. The positions are
selected from the highest to the smallest probability without repeating a cluster
unless : is higher than the total amount of clusters available. The pseudocode
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Figure 8.3: Clustering example of hotspots along the overhead line.
for this algorithm can be found below. The process assumes that the number
of clusters and available weather stations are known.
Algorithm 1: Weather station positioning
Result: Placement of available weather stations at hotspots
Given a number of weather stations to position;
Initialize list of available clusters;
for each cluster do
Sort available installation positions from highest to lowest
hotspot probabilities;
end
while still weather stations to position do
Assign weather station to first installation position from next
cluster in the list;
Delete installation position from cluster;
end
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Figure 8.4: Influence of threshold value on the number of hotspots clusters.
The analysis of the current-carrying capacity error determines the minimum
number of weather stations, : , an overhead line monitoring system should have
to cover the most critical hotspots. This evaluation includes the analysis of the
mean capacity error for different : .
It is essential to notice that the current-carrying capacity cannot be underes-
timated by leaving hotspots out of the monitoring system coverage. In the
best-case scenario, the minimum capacity is always measured. Otherwise,
the measurement error is always positive (observation greater than the actual
value). TSOs have to consider this risk when executing this hotspot analysis.
The results for a clustering threshold of 10% are shown in Figure 8.5 as
an example. For a : equal or greater than 20, out of 18 clusters and 40
possible installation positions, the error is near to zero. For a smaller : , the
error increases exponentially. That makes sense, because of the amount of
information that is lost when fewer clusters are considered. For a line of 45 km
length, an amount of 20 weather stations covering the most important hotspots
of the line implies an average sensor node density of 2.2 km.
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Figure 8.5: Example for mean current-carrying capacity error for different number of weather
stations covering the overhead line.
There is an alternative approach to the procedure explained above. Instead of
considering only a single line section per timestamp, at which the minimum
current-carrying capacity appears, there is also the possibility to include all
sections with capacities near the bottleneck. The hotspot analysis can be done
at different tolerance levels, and by comparing the results, the most convenient
solution can be determined.
Moreover, the number of hotspots can be reduced by evaluating those, which
are spatially correlated and hold that correlation over time. In other words, the
areas along the line, where themaximum temperatures (under a tolerance level)
are present at the same time. That would reduce the amount of installation
positions since measuring at only one of the spatially correlated hotspots
corresponds to measuring several of them.
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8.2 Software tool for system operators
The PrognoNetz system additionally offers a tool for active interaction between
the user and the information available about the grid, going beyond a simple
passive information source. For demonstration, a web-based representation has
been developed. Figure 8.6 presents the first view of the website. On the left
side, the overhead lines, which are currently under test in PrognoNetz, is shown
in a map. In the final version, the whole electrical grid would be represented.
The capacity of the overhead lines, are presented on the right side of the site.
It is calculated separately for each overhead line, as the minimum between the
capacities of each line section. The plot shows the past 48 hours (from actual
weather measurements) and the corresponding two days prediction.
Figure 8.6: PrognoNetz software tool: view of the overhead line and its ampacity.
The second view of the website (Figure 8.7) offers a transient analysis of the
system. Given the current weather conditions and the power flowing through
the line as a function in time, the transient changes in the conductor temperature
can be calculated (see Section 3.1.7). Text boxes have been added for a manual
input of the current flowing through the line and the analysis time. The
system generates a warning if the calculated conductor temperature excels the
maximum allowed temperature. It also informs when it could occur.
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Figure 8.7: PrognoNetz software tool: transient analysis of the conductor temperature.
The possibility to analyze the changes in conductor temperature in short-term,
gives the system operator the flexibility to free momentary congestion cases.
They canmake use of the slow thermal time constant of the conductor (between
1 and 15 min, depending on the conductor type and the weather conditions)
and allow the transmission of more power than the actual current-carrying
capacity, without overheating the line.
For example, considering there is an ACSR Drake overhead line at a sunny,
windy and fresh day (980 W m−2 solar radiation, 2 m s−1 wind speed perpen-
dicular to the line, 22 ◦C ambient temperature). For simplicity, the weather
conditions will be considered constant in the analysis. The line has been driven
at its half current-carrying capacity (668.87 A), thus the initial conductor tem-
perature is 38 ◦C, as shown in Figure 8.8 in the negative side of the temporal
axis.
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Figure 8.8: Example of a transient management measure.
At some point there is the need to transportmore power to copewith congestion.
If the current is increased to the maximum transmission capacity, then the
maximum conductor temperature of 80 ◦C will be reached after 40 min (2400 s
in Figure 8.8). However, the TSO determines, that the congestion can be
solved if the line is driven at 1.1 times the current-carrying capacity for at least
5 min. A transient analysis confirms that this decision is safe, giving more than
11 min (712.54 s) to reach the maximum conductor temperature. In case the
TSO decides to manage the line at 80 ◦C conductor temperature, as shown in
Figure 8.8, the energy transmission increases in 2.9%.
The PrognoNetz software tool developed in this dissertation also provides
a calculator for the time a particular overhead line can transport that extra-
power to cope with congestion. The TSO inputs the electrical current that
has to be transmitted during a short period and the system tells how long this
setting can be operated under current weather conditions. Figure 8.9 shows
the corresponding user-interface.
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Figure 8.9: PrognoNetz software tool: transient management, which calculates how long the TSO
can transmit the given electrical current through the line under the current weather
conditions.
These short-term reactions are possible if a monitoring system and the cor-
responding analysis tool are available. Moreover, it is highly recommended
to have redundant measurement systems (combination of weather stations and
conductor temperature sensors, for example) to guarantee the lifespan of the
overhead lines and safety of the system.
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This dissertation presented the development of a tool for predicting the dynamic
line rating of the electrical grid based on the local weather conditions along the
overhead line routes. The system helps transmission system operators (TSOs)
to avoid congestion scenarios, which is a key-point towards the flexible grid
necessary to achieve the Energy Transition Plan.
The economic impact of dynamic line rating has been analyzed on a sample
overhead line in Germany. The study is based on abstractions of the German
electrical network and a generalization of the additional current-carrying ca-
pacities of the overhead lines. When these optimization mechanisms are used,
the transmission capacity has the potential to be 50% of the time 28% bigger
than the static line rating approach. This extra-capacity is translated into the
amount of power that could have been transmitted, instead of redispatched or
curtailed. Therefore, the use of dynamic line rating can reduce the redispatch-
ing measures in 42%, which means a reduction in the congestion management
costs of around 55%. Considering a cost of 1438 Million Euros in 2018, the
use of these optimization mechanisms have clear benefits.
The exploitation of dynamic line rating systems is possible if the TSOs can
use this information to plan one to two-days-ahead the schedules of traditional
power plants. The examination of the state-of-the-art shows that most of
overhead line monitoring systems focus on real time measurements, which
are hard to exploit since the decisions in systems operations are taken some
days in advance. The existing systems for the forecasting of the current-
carrying capacity are a direct translation from weather predictions, which do
not consider the actual local surrounding conditions along the line routes.
Therefore, this dissertation focused on the study of weather-based 48 hours
forecasting of the current-carrying capacity using machine learning models.
It presents a solution, which adjusts the meteorological predictions to the
weather conditions along the line, based on weather observations collected in
the surroundings of the conductor.
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The partitioning of the problem into models based on weather observations
and those based on numerical weather predictions showed that the former
had a better prediction accuracy in the first hours, while the latter was more
appropriate for the last prediction period. An ensemble model resulted in
a combination of the strengths of each approach. It had an average accuracy
incrementwith respect to the baseline (direct calculation of the current-carrying
capacity from numerical weather predictions) of 6.13%.
The TSOs consider the safety of the electrical network as the highest prior-
ity when taking decisions. This means that overloading the grid has to be
avoided. The machine learning models presented here were trained to predict
with a confidence rate of 50%, i.e., centering the mean error on zero. That
leads to having statistically as many overestimations as underestimations of the
transmission capacity. In the development phase, especially when comparing
different algorithms, this behavior is useful and wanted. For the application
of this system in operations, a safety factor is considered to reduce the overes-
timation probability to 2%. Comparing the machine learning result presented
in this dissertation to the state-of-the-art, this safety factor could be improved
in about 300 A for the third forecast hour.
The impact of dispatch based on the result of this dissertation was calculated
by running a redispatching analysis using this system and compared to the
static-line-rating case. The redispatch power was reduced in 3 TWh in a year,
when adding the DLR predictions under their safety factor. In the studied
simplified scenario, that corresponds to a total of 26 million Euros saved costs.
By defining the efficiency of the power transmission plan as the percentage of
the actual current-carrying capacity that is utilized if the plan is carried out,
the 48 hours generation plan had an efficiency of 64.7% by planning based on
the final model of this dissertation, 53.3% for the corrected baseline and 47.9%
for the static line rating. Meaning more than 10% gained efficiency with the
forecast model presented in this dissertation.
Moreover, the number of necessaryweather stations and their positioning along
the overhead line routes are two important key-points for the success of the
application of this system. A procedure to locate the weather stations at the
hotspots (places along the line route, where the conductor temperature tends
to be higher than the rest of the line) was developed and tested on a sample
overhead line in Germany. The number of sensor nodes is also adjusted to the
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available budget of the TSO. For the sample line of 45 km length, an amount of
20 weather stations covering the most important hotspots of the line implied an
average sensor node density of 2.2 km. Considering a cost per weather station
of about 4000 Euros, plus the installation costs of 1000 Euros per station,
the total cost for this line adds up to 100 thousand Euros. For the German
transmission grid with around 35000 km overhead lines, a coarse scaling up
results in a total installation cost of around 70 Million Euros. Considering the
redispatching costs saving in case DLRwith a prediction safety factor is used of
around 26 million Euros for 2018 (see Section 7.4.2), the return-of-investment
for the installation of a distributed weather measurement system is almost
three years. This is a rough calculation, not considering that in the north of
Germany less weather stations per kilometer may be needed because of the flat
topography. Maintenance costs are also not considered in this result. However,
it gives the order of magnitude of the investment return for the system.
The next steps in the development of the final current-carrying capacity fore-
casting model presented in this thesis corresponds to the reduction of the time
to put the system into operations. The results of this dissertation require a
year of weather measurements after installation of the hardware. Using trans-
fer learning methods, pre-trained models can have just small adjustments in a
short period of time. Moreover, continuous learning can be implemented to
have a constant update of the models based on the current measurements from
the system.
In general, research is required on forecasting low wind speeds, which is the
most influencing factor in the current-carrying capacity estimation. Meteorol-
ogists are working on the use of downscaling techniques and the integration of
more sophisticated wind turbulence descriptions into mesoscale meteorologi-
cal models [10]. These models could take advantage of the distributed weather
measurements from systems like PrognoNetz.
Finally, other applications, in the area of smart grids or smart cities, could find
valuable a network of weather observations distributed over vast areas coupled
with predicting models. For example, the prediction of air quality curves is
today important to organize the traffic flow in the cities and reduce the localized
levels of urban air pollution. That could be managed by a network of sensors
collecting weather information (primarily wind measurements) and a machine
learning model, which correlates the traffic peak hours, the location of the cars,
and the weather conditions.
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This dissertation is part of the first steps towards a flexible electrical grid.
Optimization mechanisms, as dynamic line rating forecasting systems, offer
a short-term solution to extend the need of the construction of new over-
head lines. Machine learning algorithms showed the possibility to adjust the
current-carrying capacity prediction to the surrounding conditions of the con-
ductor. The dataset, carefully created for training and evaluation, was published
open-source to motivate a standardized analysis of the models, allowing other
researchers to compare their results. The hope is to see a constant growth of
systems supporting the energy transition plan in the years to come.
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A.1 The Nusselt number in convective cooling of
overhead lines
Note: if not specified otherwise, this section is based on the Cigré Standard
601 [9]
The calculation of the Nusselt number depends on the convection scenario,
natural or forced convection, which are directly related to the wind speed. The
goal of the following sections is to provide a summary of the most important
equations for the calculation of the convective cooling of stranded conductors,
which are the most common used in overhead lines in Germany.
A.1.1 Forced convection
This case applies when the wind speed exceeds 0.5 m s−1. Equation (A.1)
shows the general mathematical description of the Nusselt number for the
forced convective cooling of stranded conductors. The constants  and =
depend on the value of the Reynolds number, '4. On the other side, :1 and :2
depend on the angle between the line and the wind direction, X.
#D = '4= (0.42 + :1B8=(X):2 ) (A.1)
The Reynolds number is defined by Equation (A.2), with + representing the
wind speed (m s−1),  the conductor diameter (m), and E 5 the kinematic







The kinematic viscosity of the air (kg m−1 s−1), E 5 , can be calculated as the
quotient of the dynamic viscosity of the air, ` 5 , at the temperature of the
film of air in contact with the conductor surface, ) 5 , divided by the density
of the air (kg m−3), W, at the elevation of the conductor above sea level, H.
The expressions (A.3) and (A.4) are valid for a maximum film temperature of
300 ◦C.
` 5 = (17.239 + 4.635 · 10−2 · ) 5 − 2.03 · 10−5 · )25 )10
−6 (A.3)
W =
1.293 − 1.525 · 10−4 · H + 6.379 · 10−9 · H2
1 + 0.00367 · ) 5
(A.4)
The coefficients  and = in Equation (A.1) depend on the values of the Reynolds
number and the conductor roughness, 'B , which is calculated as 'B = 3/[2(−
3)], where 3 is the wire diameter in the outermost layer and  is the overall
conductor diameter. The values for  and = are summarized in Table A.1.
Table A.1: Values of the coefficients  and = for the calculation of the Nusselt number. The
selection depends on the Reynolds number, Re, and the conductor roughness, 'B .
'B ≤ 0.05 'B > 0.05
Re B n Re B n
100 - 2,650 0.641 0.471 100 - 2,650 0.641 0.471
2,650 - 50,000 0.178 0.633 2,650 - 50,000 0.048 0.800
The coefficients :1 and :2 depend on the angle between wind direction and the
line. Table A.2 summarizes the possible values of both constants.
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Table A.2: Values of the coefficients :1 and :2 for the calculation of the Nusselt number.
:1 :2
0◦ ≤ X < 24◦ 0.68 1.08
24◦ ≤ X ≤ 90◦ 0.58 0.90
A.1.2 Natural convection
For the case of no wind, or a wind speed equal to 0 m s−1, the Nusselt number
is calculated as shown in Equation (A.5). The coefficients  and < depend on
the product of the dimensionless Grashof, A , and Prandtl, %A , numbers.
#D = (A · %A)< (A.5)
The Grashof number,A , depends on the overall diameter of the conductor, ,
the average conductor temperature, ) , the ambient temperature )0, the gravity
(m s−2), 6, the thin film temperature, ) 5 , and the kinematic viscosity of air,
E 5 , as described in Equation (A.6).
A =
3 () − )0)6
() 5 + 273)E25
(A.6)
The Prandtl number, %A , is a coefficient calculated from the specific heat
capacity of air at constant pressure (J kg−1 K−1), 2, the dynamic viscosity, `,





Finally, Table A.3 shows the values for  and < depending on the product
A · %A .
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Table A.3: Values of the coefficients  and < for the calculation of the Nusselt number.
A m
10−1 ≤ A%A ≤ 102 1.020 0.148
102 < A%A ≤ 104 0.850 0.188
104 < A%A ≤ 107 0.480 0.250
107 < A%A ≤ 1012 0.125 0.333
A.2 Relationship between sag, tension and
conductor temperature
Note: if not specified otherwise, this section is based on the Cigré Standard
324 [90].
Depending on the height of the electrical towers the limiting factor for the
current-carrying capacity can be the minimum distance of the overhead line
to ground instead of the material maximum temperature, given by the manu-
facturer. Therefore, a short review of the relationship between the conductor
temperature, its length and its distance to ground is summarized in this section.
Consider the inclined span shown in Figure A.1, where the supports of the
conductor are at different heights.
An overhead line can be mathematically described with the catenary equation
(A.8), where  is the horizontal component of the tension (N), F is the
conductor weight per unit length (N m−1), G the horizontal distance from the












If G2F212 2 << 1 then Equation (A.8) can be approximated to a parabolic, as seen
in Equation (A.9).
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In case of a level span, the lowest point of the line is located in the middle of
the span. This means that G! = G' = (/2, with ( the span length (m), and
! = ' = . Then the conductor sag (m), , can be calculated as the
elevation at the supports,  = H((/2). Introducing this into Equation (A.9),







is called the catenary constant. It depends on conductor tem-
perature, wind and ice loading and typically takes values between 500 and
2000 m.
In general, the conductor length can be calculated as the integral of infinitesimal
elements of the catenary curve, giving the Equation (A.11) as a result. This
expression can be approximated considering again G2F212 2 << 1.
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In case the line is a level span, the conductor length can be calculated as twice
the length at the support, i.e., ! = ! ( (2 ). From the parabolic approximation,
Equation (A.12) is obtained.




Or in terms of the conductor sag, , the conductor length of a level span can
be described as Equation (A.13).




The relationship between sag and conductor temperature is normally approxi-
mated as a linear function, as shown in Equation (A.14).
! = !A4 5
[
1 + U()2 − )2,A4 5 )
]
(A.14)
Where !A4 5 is the reference conductor length measured at a conductor tem-
perature considered as reference, )2,A4 5 . The coefficient of linear thermal
elongation, U, is a constant, which depends on the conductor materials.
The total tension at the supports of an overhead line corresponds to the vector
addition of it’s horizontal and vertical components. Therefore, the magnitude
of the total tension can be described as Equation (A.15).
)2 = +2 + 2 (A.15)
For a level span, the vertical component of the tension at the supports, + , is
equal to half the weight of the conductor.
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The horizontal component of the tension, , can be derived from the sag, as
in Equation (A.10), or it can be written in terms of the length of the conductor,






6(! − () (A.17)














From the calculations above, the angle of the line with respect to the horizontal
















In other words, given the conductor angle at any given G, the value of the
catenary constant, /F, can be obtained. From Equation (A.12), in case of






ACSR Aluminium Conductor Steel-Reinforced
ANN Artificial Neural Network
CNN Convolutional Neural Network
CONUS Continental US Model
CPU Central Processing Unit
DC Direct Current
DLR Dynamic Line Rating
DSO Distribution System Operator
DWD Deutscher Wetterdienst
FFNN Feedforward Neural Network
GD Gradient Descent
GRU Gated Recurrent Unit
INL Idaho National Laboratory
IRENA International Renewable Energy Agency
IRES Intermittent Renewable Energy Sources
LSTM Long Short-Term Memory
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B Acronyms
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
MESONET MESOscale meteorological monitoring NETwork
NOAA National Oceanic and Atmospheric Administration
NWP Numerical Weather Prediction
OLM Overhead Line Monitoring
OLMS Overhead Line Monitoring System
PCA Principal Component Analysis
QRF Quantile Regression Forest
ReLU Rectified Linear Unit
RES Renewable Energy Sources
RNN Recurrent Neural Network
SGD Stochastic Gradient Descent
SLR Static Line Rating
TSO Transmission System Operator
WMO World Meteorological Organization
WWF World Wide Fund for nature
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