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Prefazione
Le idee degli economisti e dei filosofi politici, sia quando sono giuste sia quando sono sba-
gliate, sono piu` potenti di quanto comunemente si creda. Infatti il mondo e` regolato da
poco d’altro. Gli uomini pratici, che si ritengono esenti da ogni influenza intellettuale, sono
solitamente schiavi di qualche economista defunto.
(J.M. Keynes, The General Theory of Employment, Interest and Money, 1935)
Diffondere la ragione nel mondo e` un’impresa che riguarda la morale piu` che la metafisica
ed e` il compito, oltre che la speranza, dell’umanita`.
(C. Korsgaard, Creating the Kingdom of Ends, 1996)
L’importante [: : :] non e` una pretesa onnipresenza della razionalita` in cio` che ciascuno va
pensando. Una pretesa del genere e` irrealistica, e del resto non ve n’e` bisogno. L’idea che
le persone si troverebbero d’accordo su una particolare proposta, se riuscissero a ragionare
in modo libero e imparziale, non implica certo che siano gia` impegnate a farlo e nemmeno
che abbiano intenzione di procedere in tal senso. La cosa essenziale e` determinare cio` che la
ragione esigerebbe [: : :] senza con questo escludere la possibilita` che esistano piu` posizioni
razionali diverse tra loro. Si tratta di un’attivita` decisamente compatibile con l’eventualita`,
e persino con la certezza, che in un determinato momento non tutti gli individui siano di-
sposti a impegnarsi in una simile analisi. L’indagine razionale occupa un posto chiave nella
comprensione della giustizia anche in un mondo segnato da tanta “irrazionalita`”. Anzi, in un
mondo siffatto puo` risultare decisiva.
[: : :]
Si richiede un processo interattivo di valutazione critica a imparzialita` aperta che contempli
un serrato confronto sul contenuto e sulla portata degli ipotetici diritti umani.
(A. Sen, L’idea di giustizia, 2009)
In questo volume1 ci proponiamo un duplice obiettivo: da una parte, illustrare alcuni
aspetti dell’Economia matematica classica e, legata ai fondamenti di questa, della teo-
ria della scelta sociale, dall’altra, discutere limiti e rilevanza della formalizzazione e
dei fondamenti matematici di queste teorie.
La prima viene fatta risalire ai lavori di John Stuart Mill (1806-1873) Stanley Jevons
(1835-1882), Carl Menger (1840-1921) e Leon Walras (1834-1910), intorno agli anni
1870. Si sviluppa a cavallo del novecento col lavoro di Francis Y. Edgeworth (1845-
1926), di Alfred Marshall (1842-1924) e di Vilfredo Pareto (1840-1923) e della sua
scuola; e ancora, con i lavori di Abraham Wald (1902-1950) e la teoria dei giochi di
1 Esso costituisce un ampliamento delle note di un corso-seminario tenuto dagli autori nell’anno accade-
mico 2013-2014 presso la Scuola Normale Superiore e rivolto a studenti, di filosofia e di matematica,
prevalentemente della laurea magistrale e del dottorato.
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John von Neumann (1903-1957) e, poi, di John Nash (1928-) e si consolida con l’opera
di Paul Samuelson (1915-2009), Kenneth Arrow (1921-), Ge´rard Debreu (1921-2004)
e Lionel McKenzie (1919-2010), trovando una sua veste ormai classica nel volume
Theory of Value del 1959 di Debreu [43], cioe` nella teoria generale dell’equilibrio e nel
teorema fondamentale dell’economia del benessere. La nostra presentazione per buona
parte e` presa in prestito e seguira` principalmente i testi [53] [118] [7] [157] [101] [119].
In contrapposizione con la teoria classica, basata sulla nozione di valore lavoro —
sviluppata soprattutto da Adam Smith (1723-1790), David Ricardo (1772-1823) e Karl
Marx (1819-1893) con lo scopo principale di capire il processo di accumulazione della
ricchezza delle nazioni (e dei privati) — (o, con la teoria pre-classica, basata su quella
di valore oggettivo), l’economia matematica pone a fondamento dello scambio le prefe-
renze individuali degli agenti economici e la loro ottimizzazione (soggetta solo a vincoli
determinati dai prezzi di mercato2 e dalle risorse individuali), secondo le norme impo-
ste da una teoria del valore soggettivo. Questo ramo dell’Economia si puo` suddividere,
quindi, nell’analisi dei comportamenti individuali, teoria delle scelte, nell’analisi del
comportamento strategico, teoria dei giochi, e nell’ analisi delle interazioni di mercato,
equilibrio economico generale.
Partendo dai comportamenti individuali, considerati come dati e che si assume sia-
no razionali in un senso matematicamente preciso, si vogliono dedurre leggi econo-
miche a livello sociale. In questo contesto i prezzi sono determinati dallo scambio e
non ci sono meccanismi sociali che si oppongono alla loro totale flessibilita`, il motore
dell’economia e` l’avidita`, l’utilita` o l’egocentrismo degli individui3.
Come tutte le scienze sociali anche l’economia e` fortemente influenzata da presup-
posti ideologici4, spesso mediati e resi non completamente espliciti. In particolare,
l’economia neoclassica sembra animata da una fiducia, sia esplicativa sia normativa,
nel capitalismo di mercato e nel profitto, che ingenuamente e con brutalita` puo` essere
enunciata come fiducia
 nell’autosufficienza e nella natura autoregolativa dell’economia di mercato;
 nell’idea che la massimizzazione dell’utilita` (e talvolta del profitto) sia una ca-
ratterizzazione adeguata della condotta razionale;
 nell’idea che l’amore di se´ sia sufficiente a determinare un comportamento so-
cialmente produttivo.
2 Vedremo come una delle questioni centrali in relazione ai prezzi e` se essi siano da considerare un dato del
mercato o un prodotto del mercato, in ogni caso cercando di evitare un circolo vizioso.
3 Spinti in questo anche dalle teorie utilitariste di John Stuart Mill e, soprattutto, di Jeremy Bentham (1748-
1832).
In realta`, la prevalenza dell’utilita` e il senso da attribuirgli e` attenuato dalla liberta` di scelta individuale
che, oltre che o in sostituzione dell’avidita` nel senso letterale, potrebbe essere determinata da qualunque
altra causa, come anche dall’amore per il prossimo, e, in ogni caso, dalla razionalita` della scelta. Si
impone quindi un’analisi quanto piu` precisa possibile dell’idea di razionalita`. In particolare, se essa sia
la migliore approssimazione del comportamento degli esseri umani, almeno in economia, e, se non e` cosı`,
quale sia il suo ruolo.
4 O almeno in grado nettamente maggiore rispetto alle scienze naturali.
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L’idea che la realizzazione dell’interesse personale in un libero mercato garantisca il
benessere collettivo e` solitamente attribuita ad Adam Smith (1723-1790) e a supporto
viene spesso citato un celebre passo da La ricchezza delle nazioni, [180] p. 73,
Non e` certo dalla benevolenza del macellaio, del birraio o del fornaio che ci aspettiamo il nostro pranzo,
ma dal fatto che essi hanno cura del proprio interesse. Noi non ci rivolgiamo alla loro umanita`, ma al loro
egoismo e con loro non parliamo mai delle nostre necessita`, ma dei loro vantaggi.
Ma, secondo Amartya Sen, queste tesi non solo non gli appartengono ma anzi sono
in contrasto con il suo pensiero. Sostiene sempre Amartya Sen che Smith considera i
mercati sı` di grande utilita` ma insiste sulla necessita` di integrarli con altre istituzioni;
insiste anche sulla necessita` di porre alla base di un comportamento razionale motivi
che vadano al di la` del profitto e del tornaconto personale; e sottolinea la necessita` di
guardare, oltre che al perseguimento dell’amore di se´, ad altre motivazioni, non solo
per la realizzazione di una societa` piu` giusta o, almeno, decorosa, ma anche per la
realizzazione di una economia di mercato florida5.
Uno degli aspetti specifici dell’economia matematica rispetto all’economia politica
(che appare a volte piu` come un’arte di prendere le decisioni economiche) e` la meto-
dologia impiegata: una formulazione matematica completa6. Questa formalizzazione
permette contesti precisamente e univocamente determinati, lo studio della coerenza in-
terna della teoria e, infine, di separare cio` che e` vero per logica da cio` che e` vero perche´
e` stato supposto. In particolare, la formulazione matematica permette di isolare i pre-
supposti economici che sono necessari per arrivare a delle conclusioni o che rendono
inevitabili certe conclusioni.
Strettamente legata allo studio dei fondamenti dell’economia matematica e` la teo-
ria della scelta. Secondo l’ipotesi dell’individualismo metodologico i fenomeni socio-
economici possono essere compresi e descritti unicamente attraverso la comprensione
del comportamento individuale. Nella tradizione, che qui presentiamo, cio` avviene po-
stulando che un consumatore, elettore, giocatore, ecc., sia adeguatamente rappresentato
da una relazione di preferenza sulle alternative socio-economiche di interesse. Questo
permette una formalizzazione naturale della razionalita` in termini di coerenza logica e
massimizzazione.
Illustrare questo processo di matematizzazione dell’economia e della teoria della
scelta e` in effetti, come detto, uno degli scopi di questo volume. Come risultato di
questo processo arriveremo al teorema fondamentale dell’economia del benessere con-
siderato dalla destra liberista, ma non solo, come il fulcro matematico, e quindi appa-
rentemente incontestabile, di un argomento che intende analizzare e, sovente, definire
il concetto di benessere solciale unicamente come il prodotto dell’interazione di indivi-
dui, motivati dal raggiungimento dei propri interessi personali, all’interno di un libero
mercato. Ci soffermeremo, in particolare, ad illustrare e discutere le ipotesi che sot-
tendono il risultato per analizzarne criticamente l’interpretazione. Questo mettera` in
5 Non sembra, pero`, che siano stati sviluppati modelli matematici coerenti e generali in questa direzione e,
come vedremo, si possono sollevare dubbi su una tale possibilita`.
6 E` probabile che questo non sia sempre possibile, ma un’analisi dei casi in cui questo non sembrasse
possibile sarebbe sicuramente utile e chiarificatrice.
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evidenza come la stessa modellizazione matematica che ha come presupposto centrale
la razionalita` dell’agente economico individuale porti molto chiaramente a mostrare i
limiti dell’impostazione liberista.
Ancora qualche considerazione finale. Il ruolo dell’economia matematica e dell’a-
nalisi logica dei suoi fondamenti appare quindi essere piu` quello di rendere precisi i
concetti e le ipotesi utilizzati e dedurne le conseguenze che non quello di dettare le
decisioni economiche7 che invece, come vedremo, sembra si debbano inserire in un
contesto ideologico e sociale: esso non puo` sostituirsi semplicemente alla politica o
alla filosofia o all’etica. Ma, separare o tentare di separare, per quanto possibile, i due
aspetti e` (o sarebbe) gia` un buon lavoro; inoltre, analizzare i reciproci rapporti tra eco-
nomia ed etica in senso lato sembra, al di la` di ogni previsione, utile in entrambe le
direzioni.
Da questo punto di vista l’economia matematica e` sicuramente una scienza profon-
damente diversa dalle scienze fisiche e naturali (e non perche´ piu` giovane); d’altra parte
non sembra essere un puro esercizio accademico come sostenuto anche da alcuni eco-
nomisti a cui viene attribuita l’origine dell’osservazione eccessivamente critica “i fisici
con una legge spiegano mille fenomeni, gli economisti con mille leggi spiegano un
fenomeno”.
Ci piace concludere con il seguente passo di De Finetti
Come nella tecnica, nell’ingegneria, concetti piu` semplificati e formule approssimate hanno correntemen-
te un’applicazione piu` vasta a problemi pratici, cosı` altrettanto potra` avvenire nell’economia. Ma le teorie
speciali e le formule approssimate tratteranno della teoria generale e delle formule esatte la ragione della
loro validita`, non solo, ma anche dei limiti della loro validita`. Nel rinnovamento dell’economia pura, il
pensiero matematico ha quindi un vasto compito davanti a se`: proseguire nella via tracciata da Pareto, ab-
bandonando i residui di dogmatismo liberista, contribuendo a chiarire alla coscienza del mondo le radici
degli errori di principio che gli precludono ancora la vista verso un migliore domani.
(B. De Finetti, Vilfredo Pareto di fronte ai suoi critici odierni. Nuovi Studi di Diritto, Economia e Politica,
224–244, 1935.)
Desideriamo ringraziare i colleghi Sergio Bernini, Giuseppe da Prato, Paolo Fre-
guglia, Massimo Mugnai e gli studenti Jacopo Amidei, Carlo Behtash, Irene Binini,
Gian Maria Dall’Ara, Mirko Diamanti, Costanza Larese, Rossella Marrano, Olaf Mer-
kert, Alessandro Monti, Laura Pinato, Candia Riga, Luca San Mauro, Giulia Signorini
e Andrea Strollo che hanno partecipato assiduamente alle lezioni e ai seminari da cui
abbiamo tratto lo spunto per queste note. Rivolgiamo un ringraziamento particolare a
Jacopo, Carlo, Irene, Mirko, Costanza, Rossella, Alessandro e Laura per aver contribui-
to attivamente all’attivita` seminariale. Ringraziamo inoltre per i loro commenti i colle-
ghi Giuseppe Cambiano e Marcello Agostino ed ancora Camilla Colombo e Umberto
Grandi.
Pisa, Settembre 2014
7 Senza escludere che questo sia possibile, utile e ragionevole in specifiche situazioni.
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CAPITOLO 1
Il problema dell’allocazione e il teorema di Arrow
Il primo problema che consideriamo e` quello dell’allocazione ottimale a possibili con-
sumatori di beni liberamente disponibili, cioe` di come suddividere un certo numero di
beni tra un certo numero di consumatori in modo da soddisfare o, almeno, da soddi-
sfare in modo ottimale le loro esigenze; in altre parole, di come aggregare preferenze
individuali in preferenze collettive.
1.1. Beni, consumatori e preferenze individuali
Alla formulazione precisa del problema dell’allocazione ottimale, che mostra un note-
vole grado di astrazione e quindi di semplificazione, premettiamo una breve discussione
tesa a identificare il senso che daremo a termini come beni, consumatori e preferenze
dei consumatori.
I beni
Consideriamo come dati primitivi i beni e gli agenti economici e, quindi, come oggetto
dell’economia la loro interazione. Siamo in presenza di beni e di agenti se i beni vengo-
no scambiati con transazioni a cui partecipano gli agenti: un bene economico e` quindi
definito dalla sua possibilita` di essere scambiato1.
Un oggetto o il lavoro necessario a produrlo e` un bene se esistono almeno due agenti
disposti a scambiarlo o che lo desiderano2. Il lavoro di uno schiavo non era (non e`) un
bene, lo schiavo era (e` ancor oggi) un bene. La differenza tra un bene economico e un
non bene dipende dall’istante in cui lo consideriamo. Essa dipende anche dal luogo in
cui lo si contestualizza: l’acqua nella foresta amazzonica non e` un bene, nel Sahara lo e`;
l’acqua distillata e` un bene anche nella foresta amazzonica3. Nel senso in cui li stiamo
1 Gia` questa scelta non e` universalmente accettata; ad esempio l’idea molto piu` antica che un bene abbia un
suo valore intrinseco resta nella preferenza per l’oro. Per i marxisti il bene economico si identifica con
il lavoro umano necessario a produrlo e, al piu`, acquisisce un valore di scambio, per cui l’atto primario
dell’economia e` la produzione.
2 Se un bene e` desiderato da un solo agente chiaramente non e` rilevante per il nostro problema.
3 Si noti che perche´ un bene sia oggetto di scambio e` necessario che presenti aspetti di rarita`, l’aria non e`
un bene; ovviamente lo diventa se viene resa solo parzialmente disponibile.
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FIGURA 1. Siano x;y due vettori in Rl+ non sulla stessa retta per l’origine. Ricordiamo
che questi si possono identificare con due punti dell’iperpiano l-dimensionale prodotto
cartesiano di l copie della retta reale R (o della semiretta positiva, nel caso in conside-
razione) o come frecce che partono dall’origine ed hanno come altro estremo un punto
di Rl+: Nel piano per x;y;O; individuato dai due vettori che e` dato da tutte le combina-
zioni lineari gx+my; con g ;m 2R; la somma si fa con la regola del parallelogramma;
il segmento che unisce x a y si ottiene sommando ax a (1 a)y; con a 2 [0;1]:
considerando quindi tutti i beni sono localizzati e datati: il grano oggi a Shangai e` un
bene diverso del grano ieri a New York o anche a Shangai.
Inoltre, nella societa` che inizialmente stiamo prendendo in considerazione, tutti i
beni e tutti gli agenti sono dichiarati, in particolare tutti hanno una conoscenza completa
dei beni disponibili; non ammettiamo nessuna aleatorieta`: speculazione e rischio e, in
genere, aspetti finanziari e/o monetari sono esclusi in questo modello4.
Infine, supporremo che i beni siano misurabili, nel senso che si puo` parlare di un po’
piu`, la meta` e cosı` via di un bene; cioe`, lamisura di un bene e` esprimibile con un numero
razionale (e, meglio, con un numero reale). La cosa sembrerebbe creare problemi per i
beni discreti5. In realta` questo non e` un vero problema in molte situazioni; ad esempio,
per le automobili, visto l’alto numero prodotto e l’ampia varieta`, con prezzi diversi, il
bene auto puo` quasi essere considerato un continuo come l’olio o il grano. Qualche
problema ci potrebbe essere per beni individuali come una portaerei; ma in questo caso,
lo stato non compra una portaerei gia` costruita, e sono possibili aggiustamenti sulla
grandezza e qualita`.
Supponiamo ora che ci siano l beni economici disponibili e che la societa` sia com-
posta da m agenti. Un paniere di beni e` identificato dalla scelta di una quantita` xk del
bene k-esimo, per tutti i k = 1; : : : ; l; e si puo` rappresentare come una lista di l numeri
reali su cui si opera con somma e prodotto per scalari o come un vettore dello spazio
4 Questo rende difficile ad esempio parlare di quantita` del ‘bene’ grano il prossimo anno.
5 Infatti li crea; ad esempio la copresenza di beni ‘discreti’ e di beni ‘continui’ richiederebbe degli
aggiustamenti.
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vettoriale6 Rl :
x= (x1; : : : ;xl)
con componenti xk numeri reali non negativi. Un paniere e` quindi una lista o un vettore
di
Rl+ := fx 2 Rl j x= (x1; : : : ;xl); xk  0 8k = 1; : : : ; lg:
I panieri di beni si possono sommare, non si possono sottrarre, tranne casi speciali
(nel presente contesto non avendo senso una quantita` di bene negativa), e si posso-
no moltiplicare solo per scalari positivi. Quando si vorranno considerare piu` panieri,
ad esempio panieri corrispondenti ad agenti diversi, scriveremo xi per il paniere corri-
spondente all’agente i e denoteremo le sue componenti con xik; cioe` x
i = (xi1; : : : ;x
i
l);
i= 1; : : : ;m; k = 1; : : : ; l:
Se aggiungiamo ai panieri di beni il paniere vuoto (vettore nullo), l’insieme dei
panieri si presenta geometricamente come un cono7. Si verifica facilmente che un cono
e` convesso8 se e solo se tutte le volte che x;y 2 C si ha x+ y 2 C: Poiche´ i panieri si
possono sommare dando luogo a panieri, una loro combinazione convessa e` ancora un
paniere, a cui ci riferiremo come ad un paniere misto, e, come si sa e vedremo piu`
avanti, questi panieri sono importanti in economia.
Infine, qui facciamo anche l’ipotesi che le risorse totali W := (xmax1 ; : : : ;x
max
l ) siano
limitate e, in accordo con quanto detto prima, conosciute, concludendo che un paniere
e` rappresentato da un vettore nel parallelepipedo [0;xmax1 ] : : : [0;xmaxl ]; o in un suo
sottoinsieme convesso.
6 I vettori di uno spazio vettoriale suR si possono sommare e sottrarre, piu` precisamente formano un gruppo
(esistono elemento neutro e opposto), e si possono rinormalizzare moltiplicandoli per uno scalare, un
numero reale nel nostro caso. Succede poi che ogni spazio vettoriale ha una base di vettori, v1;v2; : : : ;vl
(ma, potrebbero essere infiniti; noi considereremo solo spazi vettoriali di dimensione finita), di modo
che ogni altro vettore si scriva in modo unico come combinazione lineare (finita) a coefficienti reali (gli
scalari dello spazio) degli elementi della base, v = a1v1;+   +alvl : Il numero l; che e` caratteristico
dello spazio in considerazione, si chiama dimensione: e` il numero minimo di vettori dello spazio per cui
ogni altro vettore si scriva come combinazione degli stessi l vettori di base. Gli spazi vettoriali sui reali di
dimensione finita si possono quindi identificare con unRl ; l’identificazione essendo data, fissata una base,
da v=a1v1;+   +alvl $ (a1; : : : ;al); e la somma si effettua sommando le componenti e il prodotto per
scalari moltiplicando per lo stesso scalare le componenti. Per una introduzione alle piu` semplici strutture
matematiche si puo` vedere [63].
Qui e` come se la base fosse costituita dai beni v1; : : : ;vl in quantita` unitaria e lo spazio fosse lo spazio
di tutte le quantita` dei beni v1; : : : ;vl : In qualche modo e` prevalente l’idea di lista, ma fa comodo e, allo
stesso tempo, e` importante non rinunciare alla geometria dello spazio euclideo Rl :
7 Si dice che C e` un cono (in uno spazio vettoriale) se vale:
x 2C allora lx 2C 8l  0:
8 Un insieme C di uno spazio vettoriale si dice convesso se, tutte le volte che contiene due punti x e y;
contiene anche il segmento che li unisce; analiticamente:
se x; y 2C allora ax+(1 a)y 2C 8a 2 [0;1];
dove ax+(1 a)y; a 2 [0;1]; si chiama appunto una combinazione convessa di x e y:
4 1. IL PROBLEMA DELL’ALLOCAZIONE E IL TEOREMA DI ARROW
Consumatori e preferenze individuali
Gli agenti economici possono essere consumatori o produttori. Consideriamo inizial-
mente il caso in cui gli agenti siano tutti (solamente) consumatori. L’unico problema
economico che sussiste e` quindi quello di ripartire le risorse totali W 9: Si vuole attri-
buire a ciascun agente-consumatore un paniere di beni, all’agente i esimo il paniere
xi = (xi1; : : : ;x
i
l) 2 Rl+; in modo che esso rappresenti possibilmente i suoi desideri e in
modo che
x1+ : : :+ xm =
m
å
1
xi =W;
cioe`, senza lasciare niente di non distribuito o, in altre parole, senza sprecare niente.
Per far questo, con le risorse disponibili prepariamo un paniere per ciascun agente in
modo da utilizzare tutte e sole le risorse e poniamoli in riga; in questo modo otteniamo
quella che si chiama una allocazione realizzabile. Formalmente un vettore (o lista)
X = (x1; : : : ;xm) = (x11; : : : ;x
1
l ; : : : ;x
m
1 ; : : : ;x
m
l );
questa volta di (Rl+)m che scriviamo Rlm+ ; si chiama una allocazione; se poi W= åm1 xi;
si dice che X e` una allocazione realizzabile. Consideriamo poi tutte le allocazioni
realizzabili.
Il problema diventa allora quello di trovare la migliore allocazione realizzabile. Ma,
come confrontare le allocazioni? Si puo` procedere fissando delle norme dall’esterno o
procedere secondo criteri riconosciuti dagli interessati.
Qui facciamo unaa scelta che possiamo chiamare democratica. Richiediamo che
ciascun agente, l’agente i esimo, sulla base delle sue esigenze materiali, delle sue
preoccupazioni morali, delle pressioni sociali che sente o di qualunque altra sua ra-
gione individuale abbia, per ogni coppia di allocazioni possibili X ;Y una preferenza;
scriveremo
X i Y; Y i X ; X i Y;
rispettivamente, se l’agente i sceglie X ; sceglieY o pensa che per lui X eY siano equiva-
lenti. Senza regole di alcun tipo pero` non si va molto lontano: al sistema di preferenze
di ciascun agente si richiede normalmente di essere coerente o razionale, nel senso che,
se l’agente i preferisce X a Y e Y a Z allora dovra` preferire X a Z: In altre parole, in
presenza di tre allocazioni X ;Y;Z; se l’agente i non e` indifferente, necessariamente si
trova in una delle seguenti situazioni lineari
X i Y i Z; X i Z i Y
Y i X i Z; Y i Z i X
Z i X i Y; Z i Y i X
9 Successivamente aggiungeremo i produttori. L’ordine che stiamo scegliendo, pero`, non e` indifferente. Ci
stiamo ponendo nell’istante intermedio tra produzione (che ha gia` avuto luogo) e consumo (che e` ancora
da venire). E` questa la posizione che assumono spesso gli uomini politici: dividere i frutti e ripartire i
sacrifici.
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e esclude, pero`, due situazioni cicliche, che normalmente vengono considerate parados-
sali10
X  Y  Z  X ; Y  X  Z  Y:
Fatta questa scelta, conviene operare con il simbolo<i: X <i Y significa che i prefe-
risce l’allocazione X a Y se sceglie X o se la scelta e` per lui indifferente. Ovviamente:
X <i Y se e solo se X i Y o X i Y
X i Y se e sole se X <i Y e Y <i X
e
X i X 8X 2 Rlm+ :
Si assume allora che la relazione di preferenza dell’agente i sia un preordine totale
(detto anche un ordine o un ordine completo). Ricordiamo che un ordine o preordine e`
una relazione binaria11 <, definita in Rlm+ ; che sia
 riflessiva: X < X 8X 2 Rlm+ ;
 antisimmetrica: se X < Y e Y < X ; allora X  Y;
 transitiva: se X < Y e Y < Z allora X < Z;
l’ordine si dice poi completo o totale se
 completezza: l’ordine e` definito su tutto, cioe` se per ogni coppia (X ;Y ) vale
una delle alternative X < Y o Y < X e, piu` precisamente una e una sola delle
alternative X  Y; X  Y;X  Y:
Osserviamo infine che il modello permette all’agente i di essere completamente li-
bero nelle sue scelte (modulo la coerenza, identificata nella transitivita` della scelta o
nell’assenza di ciclicita`), di poter essere influenzato dalle scelte degli altri, ma non dai
motivi delle scelte degli altri. In particolare, l’agente i puo` pensare “sono contento che
gli altri abbiano quanto me”, ma non che “gli altri siano contenti della scelta quanto
me”; sono quindi escluse le regole che la societa` impone ai suoi membri o le mode:
ogni agente ha deciso isolatamente, e quando verranno in contatto piu` agenti comincera`
un complesso processo di negoziazione, che andra` ulteriormente analizzato.
10 Messe in evidenza da Condorcet [39], che in questo caso parla di sistema incoerente, e discusse anche da
Borda [27].
Di una persona che affermi di preferire X a Y e Y a Z;ma Z a X normalmente si dice che e` un po’ confusa
o non razionale, anche se l’affermazione potrebbe avere una sua ragionevolezza in un ambiente di cose
che si somigliano o che sono difficilmente classificabili in modo ‘quantitativo’.
Nella vita comune possiamo trovare non strano che qualcuno alle uova sode preferisca quelle in padella e,
a quelle in padella, le uova alla coque ma le uova sode alle uova alla coque o che una persona preferisca
andare a cena con B piuttosto che con A, con C piuttosto che con B, ma con A piuttosto che con C.
Osserviamo infine che nessuna situazione ciclica puo` verificarsi in presenza di due soli beni.
11 Una relazione binaria R su un insieme E e` un sottoinsieme di EE : si dice che x e` in relazione con y;
xRy, se la coppia ordinata (x;y) appartiene a R: Discuteremo nel Capitolo 4 alcune ragioni per la scelta di
questa formalizzazione.
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1.2. Preferenze collettive e teorema di Arrow
Mettendo ipoteticamente gli agenti davanti ad un insime di alternative abbiamo imma-
ginato o determinato le preferenze individuali o, piu` formalmente, identificato che cosa
intendere per preferenze o ordine individuale. Il problema e` che e` difficile soddisfare
le preferenze di tutti, in particolare se ciascuno vuole tutto per se´: si tratta allora di tro-
vare il miglior compromesso possibile. Appare naturale procedere per la societa` come
per gli individui, cercando una relazione di preferenza collettiva, <S; sull’insieme delle
allocazioni realizzabili che indichiamo conR
R =
n
X = (x1; : : : ;xm) 2 Rlm+ j
m
å
i=1
xi =W e xi = (xi1; : : : ;x
i
l)
o
:
Preferenze collettive
Cominciamo allora col domandare alla societa` quale tra due allocazioni realizzabili pre-
ferisce. Per far questo dovremo preliminarmente imporre dei vincoli ancora una volta
sulla relazione di ordine collettiva; come per l’ordine individuale, sembra razionale
richiedere:
(A.1) La relazione deve essere totale: Date due allocazioni X ;Y 2R; la societa` e` sem-
pre capace di scegliere una delle due o dichiararsi indifferente; non e` ammesso
che essa si astenga dalla scelta e non si arrivi a niente.
(A.2) La relazione deve essere transitiva: Date tre allocazioni X ;Y;Z la societa` e`
sempre in grado di metterle in ordine e non devono apparire cicli.
Conveniamo quindi che la relazione d’ordine collettiva dovra` essere un preordine
totale, esattamente come nel caso delle relazioni d’ordine individuali12. Attenzione
pero`: mentre nel caso delle preferenze individuali c’era un’ipotesi da constatare (l’a-
gente i ha fatto la scelta <i), nel caso collettivo c’e` da costruzire un ordine. Si tratta
cioe` di trovare una regola o relazione funzionale P che determini un preordine totale<S
suR a partire dagli m preordini individuali <i; vogliamo13 cioe` una
(A.3) Regola per determinare l’ordine collettivo: La relazione di preferenza collettiva
e` determinata da una regola funzionale
<S= P(<1; : : : ;<m):
12 Avendo scelto la razionalita` (o coerenza) come unica limitazione per le scelte di preferenza individuali,
questo ci appare anche come richiesta naturale (razionale) per le preferenze collettive: gli stessi criteri
validi per l’individuo valgono per la societa`.
Osserviamo che in etica o in politica le cose non stanno esattemente cosı`: fin da Machiavelli abbiamo
imparato, almeno nel contesto storico, che le regole etiche del principe o dello Stato non sono e non
possono coincidere con quelle dei singoli, realpolitic e superiori interessi dello stato, o, brutalmente, il
fine giustifica i mezzi non e` moralmente accettabile come regola individuale ma e` una regola accettata e
spesso necessaria quando riferita allo Stato.
13 Si noti che la richiesta di funzionalita`, che sicuramente appare come e per molti aspetti e` una scelta
razionale, porta con se´ notevoli vincoli.
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Ci sara` ancora una volta da imporre a P delle condizioni di coerenza o razionalita`
(accettabili):
(A.4) Assioma dell’unanimita` o principio di Pareto14: Se tutti preferiscono X a Y;
allora la societa` preferira` X a Y :
X <i Y 8i ) X <S Y:
(A.5) Assioma di indipendenza: Per confrontare X e Y la societa` ignora ogni altra allo-
cazione, la sola cosa che importa e` sapere chi preferisce X e chi Y: Formalmente,
se <i e %i sono due famiglie di preordini, i = 1; : : : ;m; <S:= P(<1; : : : ;<m) e
%S:= P(%1; : : : ;%m) e X e Y sono due allocazioni realizzabili, allora
[X <i Y , X %i Y 8i] , [X <S Y , X %S Y ]:
L’assioma dell’unanimita` sembra indiscutibile, almeno nel contesto economico in
cui siamo, ma, come vedremo, puo` diventarlo nel contesto sociale. L’assioma del-
l’indipendenza e` piu` delicato ed anche piu` contestato. Si potrebbe contestare che, per
decidere fra X e Y; non sia una perdita di tempo far intervenire Z; ma sicuramente que-
sta possibilita` configura un contesto diverso poiche´ fa intervenire fattori sociali al di la`
della scelta individuale.
A questo punto passiamo a discutere alcuni esempi di possibili regole per determi-
nare la scelta collettiva.
Regola maggioritaria. Per decidere la preferenza tra X e Y basta fare votare gli agenti,
astensione significando indifferenza. Chi prende piu` voti vince, se c’e` eguaglianza la
societa` si dichiara indifferente. Semplice e seducente! Qualcuno direbbe e` la base
della nostra vita democratica. Purtroppo, la relazione di preferenza cosı` definita non e`
transitiva15.
Ad esempio se una commissione di tre membri (1, 2, 3) esprime le sue preferenze su
tre candidati (A, B, C) come
A1B1 C
B2C 2 A
C 3A3 B
e contiamo i voti, troviamo: a maggioranza di due voti su tre, A vince su B; C su A; B
suC: Siamo nella situazione ciclica che abbiamo gia` discusso e che si vuole evitare. In
questo contesto questo si chiama paradosso di Condorcet. La regola maggioritaria, non
essendo transitiva, non e` dunque una buona regola per determinare la scelta collettiva16.
14 Perche´ originatosi nella tradizione paretiana.
15 Inoltre, in questa situazione la maggioranza potrebbe liberamente spartirsi i beni della minoranza. Il
punto e` che la democrazia non e` solo un sistema di voto ma anche di diritti o gia` regolati da leggi o come
aspirazione, come ad esempio il diritto al rispetto della minoranza.
16 Osserviamo che fare delle scelte successive, ad esempio, confrontare A con B e il vincitore conC non mi-
gliorerebbe la cosa: le scelte infatti dipenderebbero dall’ordine con cui si fanno. Questo tipo di procedure
si prestano quindi a manipolazioni (tipico e` il voto strategico, si vota non secondo coscienza ma contro).
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Regola maggioritaria con pesi. Si decide a maggioranza, ma assegnando anche un pe-
so17 che prenda in considerazione l’intensita` di preferenza18. Questa regola fu introdotta
da Borda e discussa negli stessi anni del paradosso di Condorcet; illustriamo la situa-
zione con un esempio specifico. Ciascun membro della commissione da` il suo ordine di
preferenza dei candidati (viene quindi rispettata la liberta` individuale). Quindi, assegna
1 al primo, 2 al secondo, n all’n-simo (dove, osserviamo, l’assegnazione dei punteggi
richiede un intervento esterno della societa`). Si calcola alla fine il totale dei punti e
si classificano i candidati in modo decrescente rispetto al crescere dei punti. Questa
volta la condizione e` transitiva, siamo quindi in presenza di una regola di scelta (di
preferenza) collettiva, ma non e` soddisfatto l’assioma di indipendenza.
Consideriamo, ad esempio, il caso di cinque candidati, (A, B, C, D, E) e sempre tre
commissari, che si esprimono come segue:
A<1 B<1 C <1 D<1 E
A<2 B<2 C <2 D<2 E
C <3 D<3 E <3 A<3 B
Questo da` 6 punti al vincitore A; seguito daC con 7 punti. In particolare il candidato B;
che e` battuto da A in tutte le prove, non ha nessuna possibilita` di vincere e puo` pensare
che non valga la pena darsi da fare. Se, pero`, egli si ritira o sabota la sua partecipazione,
la classifica parziale diventa:
A<1 C <1 D<1 E <1 B
A<2 C <2 D<2 E <2 B
C <3 D<3 E <3 A<3 B
e la classifica generale da` C come vincitore con 5 punti seguito da A con 6 punti: in
questo modo, facendosi battere, B decreta la vittoria di C:
La regola dittatoriale. L’ultimo esempio che consideriamo e` quello piu` lontano dalla
democrazia: l’agente i determina unilateralmente la preferenza dell’intera societa`. La
relazione di preferenza collettiva <S coincide con <i:
P(<1; : : : ;<m) =<i :
Si tratta chiaramente di un preordine totale per cui tutti gli assiomi della preferenza
collettiva sono soddisfatti. Certo si puo` dire che e` un caso estremo ma, come il seguente
teorema di Arrow19 mostra, e` il solo caso possibile!
17 Osserviamo subito che cio` si configura come una norma esterna alla scelta individuale, imposta dalla
societa` o da parte di essa.
18 Ovviamente persistono le difficolta` sociologiche (come confrontare le scelte), come pure quelle psi-
cologiche individuali, ma soprattutto permangono quelle logiche: pesi diversi portano a risultati
diversi.
19 Si veda [5] [157] [162].
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1.1. TEOREMA (Arrow). Le m regole dittatoriali associate agli m agenti sono le sole
regole di determinazione di scelte collettive che verificano l’assioma dell’unanimita` e
l’assioma dell’indipendenza.
E` possibile enunciare questo teorema in molti altri modi.
Introduciamo la seguente condizione per la determinazione delle scelte collettive:
(A.6) P non e` dittatoriale.
Allora il teorema di Arrow diventa un teorema di impossibilita`:
1.2. TEOREMA (Arrow). Le condizioni (A.1), (A.2), (A.3), (A.4), (A.5), (A.6) sono
incompatibili.
Se le sei condizioni (A.1) : : : (A.6) sono incompatibili e cinque sono verificate e`
chiaro che l’ultima non lo e`. Se (A.1), (A.2), (A.3), (A.4), (A.5) sono verificate, (A.6)
non puo` valere: dal Teorema 1.2 segue il Teorema 1.1. Ma ricaviamo anche:
1.3. TEOREMA (Arrow). Sia P una regola di scelta collettiva non dittatoriale che
verifica l’assioma dell’unanimita`. Allora P non verifica l’assioma dell’indipendenza.
In altre parole si possono trovare due allocazioni X e Y realizzabili e due societa` di-
stinte di m membri, che applicano la stessa regola P e arrivano al seguente ‘paradosso’:
le preferenze individuali sono le stesse, cioe`, gli individui i esimi delle due societa`
pongono X e Y nello stesso modo, ma le preferenze collettive sono diverse (per l’una X
e` davanti, per l’altra dietro); vedremo piu` avanti un esempio specifico di Arrow. Ripe-
tiamo, sempre che si insista nel volere che non vi siano interventi esterni alle decisione
individuali, da parte della societa` o di coalizioni di membri della societa`. Vale la pena
osservare che la realta` non e` pero` fatta da agenti assolutamente egocentrici, gli agenti
tendono ad adattarsi naturalmente alle richieste degli uni agli altri20.
Il teorema di Arrow
Il preordine di preferenza individuale esprime in modo molto imperfetto, ad esempio,
l’intensita` delle preferenze individuali. Sara` possibile costruire un mezzo piu` adeguato
per esprimere che X precede o segue Y? Prima di passare a discutere cio` (cosa che fare-
mo a piu` riprese nel seguito), vogliamo aggiungere alcune considerazioni sul teorema di
Arrow e presentare la dimostrazione di A.K. Sen [162] [166] che puo` esser vista come
una variante piu` semplice e allo stesso tempo illuminante della dimostrazione di Arrow
in [5].
20 In effetti, due societa` potrebbero avere le stesse preferenze, ma regole funzionali diverse che distingue-
rebbero globalmente le due societa`. Il fatto e` che nel contesto che stiamo analizzando non ammettiamo
interventi globali, o comunque esterni agli individui, quali etiche sociali o culture sociali diverse che
distinguano le due societa`.
Ma, sotto queste ipotesi di razionalita` cosı` forti e senza che nient’altro possa intervenire non c’e` una
naturale tendenza alla conformita` di opinioni e di preferenze? E` come se ogni dittatore catturi uno degli
insiemi di preferenze razionali che si possano aggregare da preferenze di individui razionali.
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Quanto fatto fino ad ora puo` essere riformulato in termini di razionalita` nelle decisio-
ni sociali, e questo era il punto di vista iniziale di Arrow. L’assunto di fondo, catturato
dalla relazione funzionale (A.3), e` che la razionalita` sociale debba fondamentalmente
dipendere dalla razionalita` individuale. Si puo` obiettare che ci sono diverse concezioni
del comportamento razionale degli individui, anche se le richieste fatte sembrano pro-
prio minimali. L’assunto che fino ad ora abbiamo seguito e` quello dell’uomo economico
che persegue l’ottimizzazione del proprio interesse21. Ma, anche se molto parzialmen-
te, il teorema di Arrow permette che le preferenze individuali possano riflettere valori
in generale, escludendo comunque interazione nel loro sviluppo22.
In termini generali il problema di scelta sociale e` quello di definire una relazione
funzionale, che Arrow chiama la funzione di benessere sociale (social welfare function),
che specifichi l’ordine di tutti gli stati sociali (prima allocazioni) in dipendenza degli
ordini di preferenze individuali23. Si richiede quindi che la funzione di benessere sociale
soddisfi le seguenti proprieta`:
 dominio universale: la funzione dia un ordine sociale per ogni possibile combi-
nazione di preferenze individuali;
 indipendenza dalle alternative irrilevanti: l’ordine sociale della coppia di stati
(X ;Y ) deve dipendere solo da questa coppia e non da come le altre coppie (che
sono appunto irrilevanti) sono state ordinate;
 nondittatorieta`: nessun individuo puo` decidere per l’intera societa`;
 unanimita` o principio di Pareto: la coalizione di tutti gli individui e` decisiva,
cioe`, se tutti preferiscono X a Y allora la societa` preferisce X a Y:
Il risultato e` allora il teorema di impossibilita` di Arrow: in queste condizioni non e`
possibile trovare una funzione di benessere sociale.
Appare ovvia la necessita` di uscire da questo contesto di impossibilita`; certo si pos-
sono indebolire le richieste sulle proprieta` interne della funzione di benessere sociale,
ma il teorema di impossibilita` e` piuttosto robusto e, come dice Sen, [166] p. 8, tentare di
produrre funzioni di benessere sociale senza usare alcun confronto interpersonale delle
21 Nella nostra astrazione razionale abbiamo assunto che gli individui siano del tutto ininfluenzati da que-
stioni, necessariamente di carattere etico-politico-sociali, quali ‘quale sia il bene dell’individuo’ o ‘come
bisogna vivere’ e che, comunque, le risposte ad esse legate si possano facilmente tradurre in scelte di
utilita` individuale, si veda il Capitolo 3. Come dice Sen, [168] p. 8:
[: : : ] sorprendente e` il contrasto tra il carattere consapevolmente ‘non etico’ dell’economia moderna
e l’evoluzione storica di questa disciplina in gran parte quale derivativo dell’etica. E` avvenuto che
non solo il cosiddetto ‘padre dell’economia moderna’, Adam Smith, fosse professore di Filosofia
Morale all’Universita` di Glasgow (una citta`, bisogna ammetterlo, alquanto pragmatica) ma anche che
la materia dell’economia sia stata considerata a lungo una specie di branca dell’etica. Il fatto che
fino a poco tempo fa a Cambridge l’economia fosse insegnata semplicemente nell’ambito del corso di
‘Scienza Morale’ non e` che un esempio della diagnosi tradizionale sulla natura dell’economia.
22 Come dice Arrow “in questo studio assumiamo che i valori individuali siano presi come dati e non possano
essere alterati dalla natura del processo di decisione”.Vale la pena osservare che nell’idea di democrazia
i valori individuali possono cambiare ed anzi cambiano nel processo di decisione attraverso il confronto.
23 Si assume che ci siano almeno tre stati sociali distinti e almeno due, ma non infiniti, individui.
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utilita` e senza usare alcuna informazione di tipo non utilitarista (via un meccanismo
funzionale) non appare essere un’impresa fruttuosa24.
La rilettura di A. Sen, si veda [162] [166], della dimostrazione del teorema di Arrow
mette in evidenza la rilevanza dell’assioma di indipendenza. Essa procede in tre passi: i
primi due passi sono due lemmi che Sen chiama rispettivamente Field-expansion lemma
e Group-contraction lemma, il terzo e` una semplice applicazione dell’argomento della
discesa finita di Fermat.
Conviene introdurre la nozione di coalizione. Indichiamo con S l’insieme degli m
agenti (cosa che abbiamo sottinteso fino ad ora). Un qualunque sottoinsieme C di S si
dice una coalizione; diciamo che una coalizione A e` decisiva per X contro Y; o decisiva
per la coppia (X ;Y ); dove X ;Y sono due stati (allocazioni) realizzabili, se la societa`
sceglie X quando tutti i membri di A scelgono X e tutti gli altri scelgono Y; cioe` quando
[8i 2 A X <i Y e 8 j 2 SnA Y < j X ]) X <S Y:
Diciamo che una coalizione e` decisiva se, prese comunque due stati (allocazioni) rea-
lizzabili X e Y; essa e` decisiva per X contro Y:
1.4. LEMMA (di estensione del campo). Se una coalizioneC e` decisiva per una qualche
coppia (X ;Y ), allora e` decisiva.
DIMOSTRAZIONE. Riportiamo la dimostrazione di [166]. Consideriamo due coppie
(X ;Y ) e (A;B) di stati sociali distinti (se non sono distinti si procede in modo simile).
Supponendo che la coalizioneC sia decisiva su (X ;Y ); vogliamo dimostrare che e` deci-
siva anche su (A;B):Mettiamoci nella situazione in cui ogni individuo inC preferisca A
a X ; X a Y e Y a B; A< X < Y < B per tutti gli individui diC; mentre tutti gli altri pre-
feriscono A a X e Y a B (per tutti gli individui di SnC vale A< X e Y < B) e sono liberi
di ordinare tutte le altre coppie come vogliono. In questa situazione la coalizione C; e
quindi tutti, non possono che preferire X a Y ; per il principio dell’unanimita` A e` prefe-
rito a X e Y a B: Per la transitivita`, infine, A e` preferito a B: Se ora questo risultato fosse
influenzato da preferenze individuali differenti da quelle sulla coppia (A;B); sarebbe
stato violato il principio di indipendenza. Conseguentemente, A deve essere preferito
a B semplicemente perche´ tutti in C preferivano A a B; visto che gli altri in S nC po-
tevano avere qualunque preferenza su questa coppia. In conclusione, C e` decisiva su
(A;B): 
1.5. LEMMA (di contrazione delle coalizioni). Se una coalizione C, costituita da piu` di
un individuo, e` decisiva, allora e` decisiva anche una sottocoalizione di C costituita da
un numero strettamente minore di individui.
DIMOSTRAZIONE. Sia C una coalizione decisiva; consideriamo una sua partizione C1
e C2 (in sottocoalizioni non vuote). Supponiamo che gli individui di C1 preferiscano X
a Y e X a Z; mentre sono liberi di esprimersi sulla coppia (Y;Z): Supponiamo che gli
individui in C2 preferiscano X a Y ma Z a X ; restando sempre liberi di scegliere tra X
e Z: Fuori da C gli individui sono liberi di fissare le loro preferenze. Se socialmente X
24 Per una discussione di questi aspetti, su cui ritorneremo, si veda [165] [166] e [159].
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fosse preferito a Z; i membri diC1 sarebbero decisivi su questa coppia (poiche´ loro pre-
feriscono X a Z mentre gli altri sono liberi di esprimersi su questa coppia), e avremmo
finito. Se invece C1 non e` decisiva, allora Z e` socialmente classificato meglio o almeno
uguale a X : Combiniamo questo con la preferenza sociale di X a Y (conseguenza del
fatto che C e` decisiva), per la transitivita`, troviamo che Z e` socialmente preferito a Y .
Ma i membri di C2 preferiscono Z a Y , quindi C2 e` decisiva su (Z;Y ) e, dal lemma
precedente, segue cheC2 e` decisiva. 
Per concludere la dimostrazione del teorema di Arrow basta ora applicare l’argomen-
to della discesa finita: la coalizione di tutti gli individui e` decisiva, una sua sottocoali-
zione D1 stretta e` allora decisiva, ma anche una sottocoalizione stretta di D1 e` decisiva.
Dopo un numero finito di passi si trova che la coalizione fatta da un solo individuo e`
decisiva.
La rilettura di Sen mostra chiaramente che il vero problema e` il lemma di estensione
del campo: essere decisivi per una qualche coppia implica essere decisivi per ogni cop-
pia, indipendentemente dagli stati coinvolti. Vediamo una conseguenza di tipo sociale
di questo.
1.6. ESEMPIO (Sen). Consideriamo le tre divisioni di una torta tra due persone: (99,1),
(50, 50) e (1, 99). Assumiamo che ciascuno, da buon uomo economico preferisca la
porzione piu` grossa per se´ e quindi i due abbiano preferenze opposte. Consideriamo le
preferenze sulle coppie (99, 1) e (50, 50). Se si decidesse che (50, 50) e` meglio per la
societa`, allora le preferenze della seconda persona avrebbero priorita` sulle preferenze
della prima persona. Il (o una variante del) lemma di estensione del campo direbbe
allora che le preferenze della seconda persona sono prioritarie su tutte le altre coppie,
di modo che anche (1, 99) deve essere preferita a (50, 50). Date le ipotesi, non e`
possibile considerare (50, 50) come la migliore delle tre: noi possiamo dare priorita` o
alla prima o alla seconda persona. Il punto qui e` non che non si scelga (50, 50), ma che
non ci e` neanche permesso considerare questa come una possibile miglior scelta.
Ritornando alla robustezza dei teoremi di impossibilita`, ad esempio Sen dimostra
[158] che, assumendo che il dominio sia universale, valga il principio di Pareto, rinun-
ciando alla transitivita` della funzione di benessere sociale e all’assioma di indipendenza,
ma aggiungendo quello che lui chiama l’assioma di liberalismo Paretiano (ci sono al-
meno due individui ciascuno dei quali e` decisivo per almeno una coppia di alternative),
non c’e` nessuna funzione di scelta collettiva o di benessere sociale (ripetiamo, anche
non transitiva). Sen interpreta il tipo di inconsistenza che si incontra tramite il seguente
esempio.
1.7. ESEMPIO (Sen). Il contesto: due persone, Mr. 1 e Mr. 2, e un romanzo, L’amante
di Lady Chatterley. Gli stati sociali sono
 x := Mr. 1 legge Lady Chatterley,
 y := Mr. 2 legge Lady Chatterley,
 z := nessuno legge Lady Chatterley.
Le scelte individuali:
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 Mr 1, che e` un moralista, preferisce che nessuno legga Lady Chatterley, se qual-
cuno lo deve leggere che sia lui piuttosto che esporre l’ingenuo Mr. 225. Quindi
le preferenze di Mr. 1 sono:
z x y:
 Mr. 2 preferisce che entrambi possano leggere Lady Chatterley piuttosto che
nessuno, ma trova divertente che sia Mr. 1 a leggerlo piuttosto che lui stesso e
pone per ultima la scelta che nessuno possa leggerlo. Il suo ordine di preferenze
e` quindi
x y z:
Veniamo alla scelta di preferenza della societa` tra x e z (legge Lady Chatterly Mr. 1
o nessuno). Una persona o una societa` con valori liberali potrebbe argomentare
 Mr. 1 preferisce non leggerlo, quindi non dovrebbe essere forzato; la societa`
dovrebbe quindi concludere con z x:
 Mr. 2 vuole leggerlo, quindi gli deve esser permesso, y z:
In termini di valori liberali e` quindi meglio che nessuno lo legga piuttosto che Mr. 1 sia
forzato a leggerlo e che lo legga Mr. 2 piuttosto che nessuno
y z x:
Ma, per il principio di Pareto: x y:
Ad analoghe situazioni inconsistenti si arriva partendo dalle altre coppie.
La morale e` che il principio di Pareto confligge con i valori liberali e che la garanzia
per i valori liberali, piu` che su regole di scelta sociali ‘razionali’, stia nello formare
individui che rispettino ciascuno i valori degli altri.
Quanto abbiamo visto in questo capitolo ci pone gia` una serie di questioni che appa-
iono piuttosto rilevanti. Insistendo su un approccio razionale, prevalentemente logico-
matematico, pone il problema di come superare l’impasse del teorema di Arrow e, forse,
chiede anche un’analisi piu` precisa degli stessi fondamenti della razionalita`26.
Ancora, pone la questione generale se sia sensato affrontare il problema della predi-
zione (o della modellizazione) del comportamento effettivo in termini di pura raziona-
lita`. Le persone si comportano effettivamente in modo razionale? D’altro canto, rinun-
ciare alla razionalita` non porta per caso ad errori ancor piu` gravi e/o all’impossibilita` di
ogni analisi? Comunque un’analisi razionale nella sua astrazione sicuramente portera`,
come del resto abbiamo gia` visto, ad una migliore comprensione della situazione o dei
limiti delle ipotesi che si fanno.
Restando nell’ambito puramente economico, una persona puo` assegnare valore alla
promozione di certe cause e al verificarsi di certe cose, anche se l’importanza ricono-
sciuta ai successi in queste materie non si riflette nell’avanzamento del suo benessere
personale: si possono avanzare dubbi che il benessere personale sia da considerare e
possa essere misurato solo in termini di utilita`. Inoltre, l’accettazione morale dei diritti
25 Sen commenta: mi dicono che i moralisti preferiscono censurare piuttosto che essere censurati.
26 Si vedano in particolare il Capitolo 2, il Capitolo 4, il Capitolo 10 e [159].
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puo` richiedere un sistematico allontanamento dal comportamento mosso dall’interes-
se personale. Le scelte etiche e, piu` in generale, culturali non sembrano essere prive
di rilievo per il comportamento umano effettivo: il ‘bene’ non sembra arrestarsi alla
valutazione dell’efficienza e della coerenza27.
27 Ad esempio, l’utilita` di un bene dipende sicuramente dal contesto e da cio` che il bene stesso permet-
te di ottenere in termini di procedure e risultati. Ritorneremo su questo nel seguito ma, per maggiori
informazioni, il lettore puo` vedere [159] [168] [170].
CAPITOLO 2
Un punto di vista logico: aggregazione razionale dei giudizi
Il modello1 astratto che abbiamo discusso nel capitolo precedente, e in particolare le
conseguenze matematiche che ne abbiamo tratto, dipendono dalla scelta, che abbiamo
sottoscritto, di considerare le interazioni tra agenti razionali motivate unicamente dal
soddisfacimento dei desideri degli agenti. Si tratta pero` di scelte che nascondono insidie
concettuali e metodologiche di cui cercheremo di render conto, almeno in parte.
In particolare, ci soffermeremo sull’identificazione che abbiamo fatto in modo im-
plicito dei concetti di razionalita` economica e coerenza. La precisazione e` necessaria
dal momento che, almeno a prima vista, la massimizzazione dell’interesse individuale
appare concettualmente distante dall’idea di non-contraddizione che sottende la logica
classica. Ritorneremo sull’argomento nel Capitolo 4 quando metteremo a confronto la
caratterizzazione logica e quella economica di razionalita`.
In questo capitolo illustreremo indirettamente la fecondita` metodologica di questa
identificazione attraverso l’analisi logica dei paradossi di aggregazione dei giudizi, di
cui il teorema di Arrow risulta un caso specifico. La nostra analisi seguira` da vicino la
teoria logica dell’aggregazione elaborata, tra gli altri da Franz Dietrich, Christian List
e Philippe Mongin2.
2.1. Un po’ di logica proposizionale elementare
Siamo interessati ai giudizi in quanto espressioni linguistiche dotate di un significato
assertorio. Consideriamo i casi seguenti
(1) La Scuola Normale Superiore e` a Pisa
(2) La Scuola Normale Superiore e` a Milano
(3) Dov’e` la Scuola Normale Superiore?
(4) L’allenatore della Scuola Normale Superiore e` vegetariano
1 La parola “modello” e` usata qui come nel resto del volume in modo colloquiale. Se da una parte non
crediamo che le astrazioni matematiche in economia siano sempre da prendere come modelli dell’eco-
nomia reale nel senso dei modelli fisici o delle simulazioni computazionali, dall’altro riteniamo che lo
sviluppo di modelli astratti di economia, come quello illustrato ad esempio nel capitolo precedente, dica
solitamente qualcosa di rilevante dal punto di vista economico. Nel seguito ritorneremo a piu` riprese su
questo punto.
2 Si veda ad esempio [46] [106] [107] [107] [108] [122] e la loro bibliografia.
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Non e` difficile convincerci del fatto che (1) e (2) esprimano giudizi intuitivamente
sensati. Altra cosa e` considerare (1) vero e (2) falso. Quel che conta – per ora – e`
che siano sensati. (3) e` un’espressione dotata di un senso chiaro, ma certamente non
corrisponde a un giudizio assertorio nel senso di (1) e (2). Il caso (4) e` piu` complicato
perche´ non e` immediatamente chiaro se l’espressione abbia un significato assertorio
oppure no.
La logica matematica, cosı` come la concepiamo oggi, comincia con la formaliz-
zazione del linguaggio. Lo scopo della formalizzazione e` in primo luogo quello di
eliminare ambiguita` di questo genere sul dominio del discorso. La formulazione clas-
sica dei paradossi, per esempio quella di Arrow, e` fornita nel linguaggio della teoria
degli insiemi elementare e le alternative sociali non sono che liste (profili) di preferenze
individuali sullo stesso insieme di alternative. Ogni alternativa e` un punto nell’insieme
delle alternative, e quindi e` logicamente indipendente da ogni altro punto dell’insieme.
La formulazione logica dei paradossi dell’aggregazione razionale ci permettera` quindi,
in primo luogo, di analizzare la struttura logica delle alternative sociali.
2.1.1. Linguaggio e semantica
Cominciamo col definire il senso da dare a un linguaggio e la semantica dei connettivi.
Linguaggio
Un linguaggio L e` un insieme non vuoto di lettere dette variabili proposizionali che
indichiamo con lettere minuscole dell’alfabeto p;q;r eccetera. Per i nostri scopi sara`
sufficiente considerare un numero finito di variabili proposizionali e quindi linguaggi di
cardinalita` finita. A meno di dichiarazioni esplicite del contrario assumeremo dunque
che
L = fp1; p2; : : : ; png:
Le variabili proposizionali in L costituiscono le piu` semplici entita` linguistiche su
cui ha senso esprimere un giudizio – chiedersi cioe` se siano vere o false.
Una caratteristica che rende la logica particolarmente utile all’analisi delle condizio-
ni di coerenza sull’aggregazione dei giudizi consiste nella ricchezza delle sue proprieta`
algebriche. Questo ci permette di costruire oggetti di giudizio ‘complessi’ a partire dalle
variabili proposizionali mediante l’opportuna applicazione dei connettivi proposizionali
C = f:;^;_;!g ;
dove
: denota la negazione (che leggiamo “non”)
^ denota la congiunzione (che leggiamo “e”)
_ denota la disgiunzione (che leggiamo “o”)
! denota l’implicazione (che leggiamo “implica”).
A partire dal linguaggio (finito) L e` possibile costruire per induzione l’insieme
infinito degli enunciati di L . La costruzione si condensa nella seguente definizione.
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FIGURA 1. Possiamo immaginare l’insieme di enunciati come una catena di insiemi che
si estende a partire da L . Abbiamo due modi per passare al livello immediatamente
successivo. Possiamo prendere un p 2 EL 0 e applicargli una volta la negazione. Il
risultato :p apparterra` al ‘cerchio’ EL 1. Alternativamente avremmo potuto prendere
due variabili proposizionali inL , per esempio p;q e mediante un’applicazione di uno
qualsiasi dei connettivi binari, avremmo ottenuto un enunciato in EL 1, diciamo (p^
q). E cosı` via : : :
2.1. DEFINIZIONE (Enunciati diL ). Fissato il linguaggio proposizionaleL possiamo
definire ricorsivamente l’insieme EL degli enunciati del linguaggio L utilizzando i
connettivi in C :
EL 0 =L
EL n+1 = EL n[f:q ;(q f) j q ;f 2 EL n; 2 f^;_;!gg
EL =
[
n2N
EL n:
2.2. ESEMPIO. Supponiamo che p;q 2L e p stia per “l’imputato ha violato il contrat-
to”, mentre q stia per “il contratto e` valido”. Possiamo rappresentare l’enunciato
“l’imputato ha violato il contratto e il contratto non e` valido”
mediante l’enunciato
q = (p^:q);
dove q 2 EL 2.
Nel seguito useremo lettere greche minuscole q ;f ;y , ecc. per gli elementi di EL ,
mentre useremo le maiuscole G;D;W per i sottoinsiemi di EL . Quindi q ;f 2 EL e
G := fq ;fg  EL : Per alleggerire la notazione si adotta usualmente la convenzione
di trascurare le parentesi esterne dalla notazione degli enunciati. Invece di scrivere
(:p!:q), scriveremo quindi :p!:q.
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Il significato semantico dei connettivi
Una caratteristica, tipica della logica (non sempre reperibile in modo diretto in altre aree
della matematica), e` la doppia natura sintattico-semantica con cui e` possibile caratte-
rizzare i suoi oggetti. La Definizione 2.1 degli enunciati e` un esempio di costruzione
(ricorsiva) puramente sintattica. Con cio` si intende dire che al fine di rispondere alla
domanda
q 2 EL ?
non e` necessario avere alcuna “comprensione” dell’interpretazione dei simboli che
compaiono in esso3. Nel caso della Definizione 2.1, il “significato” di ^ e` limitato
al fatto che se q e f sono enunciati, allora anche q ^f e` un enunciato.
Ricordiamo pero` che il nostro interesse per la formalizzazione logica va oltre asser-
zioni di questo tipo. In particolare siamo interessati a catturare la logica dei giudizi
come un modo per associare le risposte, interpretate come si e no, a domande ben
formate. Assumiamo che le domande ben formate coincidano con l’insieme EL . Pos-
siamo rendere rigorosa la nozione di giudizio come risposta a una domanda ben formata
mediante la seguente definizione:
2.3. DEFINIZIONE. Una valutazione proposizionale classica suL 6= /0 e` una funzione
v :L !f0;1g:
Indichiamo, per brevita`, con V l’insieme di tutte le valutazioni suL .
2.4. ESEMPIO. DatoL = fp;qg, si vede che V= fv1;v2;v3;v4g; dove
v1(p) = 1; v1(q) = 1
v2(p) = 1; v2(q) = 0
v3(p) = 0; v3(q) = 1
v4(p) = 0; v4(q) = 0
Osserviamo che se L e` composto da n variabili proposizionali, esistono 2n valuta-
zioni distinte suL .
L’introduzione della funzione di valutazione proposizionale classica ci permette di fare una di-
gressione utile per comprendere una questione generale sulla modellizzazione logica.
I logici chiamano v(p) 2 f0;1g il valore di verita` di p. Un secondo di riflessione e` sufficiente
a mettere in evidenza come l’espressione sia carica di connotazioni che vanno abbondantemente
oltre quello che e` catturato formalmente dalla Definizione 2.3. Una volta che abbiamo stabilito
che l’aspetto semantico della nostra formalizzazione sia catturato dalle valutazioni proposizionali
classiche, possiamo (e per certi aspetti dobbiamo) fare a meno di richiamare le nostre intuizioni
– o se le abbiamo, le nostre convinzioni filosofiche – sul concetto di verita`. Dire che “p e` vero”
in questo schema non significa niente piu` che dire che 1 e` valore di v(p).
3 Oltre, cioe` alla comprensione delle regole che ne determinano il comportamento. Per alcuni questo e` il
significato dei simboli. La questione e` filosoficamente molto ricca, ed esula ampiamente dai nostri scopi
presenti.
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Ovviamente si puo` obiettare che questo tipo di atteggiamento sia insoddisfacente dal punto di
vista della “logica applicata”, ovvero dal punto di vista di chi sia interessato a catturare attraverso
il linguaggio e i metodi della logica, qualcosa di pre-esistente. D’altra parte l’essere umano
ha ragionato da sempre sulla verita` e falsita` delle asserzioni millenni prima che Frege, Russell
e Hilbert introducessero gli strumenti necessari alla formalizzazione di cui stiamo esplorando
gli aspetti elementari. Se ci poniamo da questo punto di vista diventa naturale chiedersi come
mai i logici interpretino il codominio di una valutazione proposizionale come valori di verita`. E
ancora, quali sono i codomini ammissibili affinche´ le valutazioni proposizionali continuino ad
avere un’interpretazione interessante in termini di valori di verita`? Come vedremo in seguito, e`
molto naturale estendere il codominio dei valori di verita` oltre l’insieme binario. Ma quali sono le
conseguenze dal punto di vista della nostra modellizzazione del concetto di “verita`” che informa
la nostra costruzione formale?
Queste sono domande che occupano un posto centrale nella metodologia della logica applicata
(o filosofia della logica) e che, come vedremo, hanno una pertinenza diretta con la metodologia
della formalizzazione in economia. Per esempio, poiche´ siamo interessati a costruire un modello
(logico) per l’aggregazione dei giudizi, possiamo chiederci se il codominio delle funzioni in V
sia appropriato ai nostri scopi. Un modo per farlo e` considerare i vincoli che la Definizione 2.3
impone alla nostra “idea” di giudizio, ovvero:
(1) su ogni oggetto ammissibile deve essere espresso un giudizio (v e` una funzione totale,
definita su tutto)
(2) ogni giudizio e` categorico (perche´ il codominio e` l’insieme binario), e in particolare
(a) non e` possibile “sospendere il giudizio”
(b) non e` possibile esprimersi parzialmente su un certo p:
I vincoli (1) e (2) sulle valutazioni in V rappresentano un’astrazione dal problema “reale”
di catturare la logica dei giudizi. Se da una parte questo tipo di astrazione e` necessaria alla co-
struzione del modello,4 dall’altra un’astrazione eccessiva potrebbe portarci a un modello logico
di qualcosa di molto lontano dalle nostre intuizioni sul concetto pre-formale di giudizio. L’a-
strazione ha una virtu` importante, anche quando e` “eccessiva”: possiamo indebolirla quando le
conseguenze della formalizzazione ci sembrino del tutto inappropriate.
Il prossimo passo nell’analisi logica dei giudizi consiste nel mettere in relazione le
valutazioni proposizionali con l’insieme dei connettivi. In particolare possiamo definire
4 A tal proposito e` interessante paragonare l’osservazione di Arrow a commento della sua caratterizzazione
della razionalita` in [5]
[T]he present author regards economics as an attempt to discover uniformities in a certain part of
reality and not as the drawing of logical consequences from a certain set of assumptions regardless of
their relevance to actuality. Simplified theory-building is an absolute necessity for empirical analysis;
but it is a means, not an end. ([5], p. 21)
al commento che C.S. Pierce scriveva in una lettera a William James datata 26 febbraio 1909:
I have long felt that it is a serious defect in existing logic that it takes no heed of the limit between
two realms. I do not say that the Principle of Excluded Middle is downright false; but I do say that
in every field of thought whatsoever there is an intermediate ground between positive assertion and
positive negation which is just as real as they. Mathematicians always recognize this, and seek for that
limit as the presumable lair of powerful concepts; while metaphysicians and oldfashioned logicians –
the sheep and goat separators – never recognize this. The recognition does not involve any denial of
existing logic but it involves a great addition to it.
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le condizioni semantiche espresse dai connettivi in C mediante le cosiddette tavole di
verita`.
L’idea e` quella di considerare tutte le valutazioni possibili suL (colonna di sinistra)
e di riportare nelle colonne a destra della doppia riga il valore di verita` dell’enunciato
composto. Fissiamo L = fp;qg e definiamo5 il significato semantico dei connettivi
attraverso la tavola di verita` riportata nella Tavola 1.
p q :p p^q p_q p! q
1 1 0 1 1 1
1 0 0 0 1 0
0 1 1 0 1 1
0 0 1 0 0 1
TAVOLA 1. Definizione dei connettivi in C
Pur avendo definito le valutazioni proposizionali classiche soltanto sull’insieme delle
variabili proposizionali, siamo generalmente interessati a conoscere i valori di verita`
degli enunciati (non atomici). Possiamo pero` mostrare facilmente6 come le valutazioni
proposizionali si estendano in modo univoco a tutto EL .
2.5. ESEMPIO. Supponiamo cheL = fp;q;rg con
 p: l’imputato ha violato il contratto
 q: il contratto e` valido
 r: l’imputato e` colpevole
q := ((p^q)! r)^ (r! (p^q)) e` enunciato adeguato ad esprimere l’idea (intuitiva-
mente molto plausibile) che l’imputato sia colpevole esattamente nel caso in cui abbia
violato un contratto valido.
La definizione dei connettivi mediante la Tavola 1 mette chiaramente in luce l’aspet-
to funzionale della semantica proposizionale. Questo non dipende dalla natura finita
della tavola di verita`, ma e` garantito in generale dalla proprieta` secondo cui il valore di
5 La giustificazione per la scelta di questa tavola e` molto complicata. Chi volesse farsi un’idea del perche´
sia complicata, e trovare anche qualche risposta, puo` consultare il volume (1400 pagine) di Lloyd Hum-
berstone, Connectives, [88]. Ad esempio, le discussioni sul valore di verita` da attribuire all’implicazione
risalgono, secondo Sesto Empirico (II-III sec. d.C.), alla scuola megarico-stoica e coinvolgono i filosofi
del IV secolo a.C. Diodoro Crono e Filone di Megara e Crisippo (280-206 a.C.). Ancora agli inizi del
1900 le discussioni continuavano; ad esempio, Henri Poincare´ [140] cosı` commentava:
Russell arriva a concludere che una qualunque proposizione falsa implica tutte le altre proposizio-
ni, vere o false che siano. Couturat afferma che una tale conclusione puo` sembrare, a prima vista
paradossale. Eppure, basta aver corretto un cattivo compito di matematica per rendersi subito conto
che Russell ha perfettamente ragione. Il candidato, spesso, deve penare molto per dedurre la prima
equazione, falsa: ma una volta che ha ricavato questa, gli diventa facilissimo accumulare i risultati piu`
stupefacenti, alcuni dei quali possono anche essere esatti.
6 Per induzione su n tale che qn 2 EL n.
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verita` di un enunciato e` determinato univocamente dal valore di verita` dei suoi compo-
nenti. L’idea occupa un posto cosı` importante nello studio della logica da meritare di
essere elevata a principio.
PRINCIPIO DI COMPOSIZIONALITA`. Per ogni connettivo  2 f^;_;!g esisite una
funzione f : f0;1gf0;1g!f0;1g tale che, per ogni v2V, q 2 E Ln+1, se q = f1f2
con f1;f2 2 E Ln allora
v(q) = f(v(f1);v(f2)):
Analogamente, per il connettivo unario di negazione
v(q) = f:(v(q)):
2.6. ESEMPIO. Se L = fp;qg e q = p^ q, il principio di composizionalita` richiede
l’esistenza di una f : f0;1gf0;1g! f0;1g tale che
(2.1) v(q) = f^(v(p);v(q)) =
(
1; se v(p) = v(q) = 1;
0; altrimenti:
La funzione f^(v(p);v(q)) =minfv(p);v(q)g chiaramente soddisfa la (2.1). Analoga-
mente, le funzioni maxfv(p);v(q)g, maxf(1  v(p));v(q)g e 1  v(p) sono adeguate
per f_(; ); f!(; ); f:(), rispettivamente.
Osserviamo, ma ci torneremo ampiamente in seguito, come il principio di compo-
sizionalita` ci permetta di vedere la valutazione di un enunciato composto (per esempio
q ^f ) come l’aggregazione del valore di verita` dei suoi componenti. Nel caso della con-
giunzione f^(; ) e` chiaramente una funzione di aggregazione equivalente al principio
di unanimita`.
Il principio di composizionalita` affonda le proprie radici nell’idea del calcolo logico come proce-
dura algoritmica. Il termine deriva da Musa Al-Khwarizmi (790-850 ca.), il matematico persiano
che per primo ha avanzato l’idea per cui tutto il ragionamento matematico consista in computa-
zioni. L’idea e` stata ripresa ed estesa a tutto il ragionamento (non solo quello matematico, quindi)
da Thomas Hobbes e, in modo direttamente rilevante per lo sviluppo della logica contemporanea,
da G.W. Leibniz. A tal proposito, celebre e` il suo auspicio
quando sorgeranno controversie fra due filosofi, non sara` piu` necessaria una discussione, come [non lo e`]
fra due calcolatori. Sara` sufficiente, infatti, che essi prendano in mano le penne, si siedano di fronte agli
abachi e (se cosı` piace, su invito di un amico) si dicano l’un l’altro: Calculemus!
E` interessante notare come il punto di vista composizionale sia strettamente connesso a una
visione deterministica e, per certi aspetti, platonica dell’oggetto di ragionamento.
Possiamo considerare lo stato attuale dell’universo come l’effetto del suo passato e la causa del suo
futuro. Un intelletto che ad un determinato istante dovesse conoscere tutte le forze che mettono in moto la
natura, e tutte le posizioni di tutti gli oggetti di cui la natura e` composta, se questo intelletto fosse inoltre
sufficientemente ampio da sottoporre questi dati ad analisi, esso racchiuderebbe in un’unica formula i
movimenti dei corpi piu` grandi dell’universo e quelli degli atomi piu` piccoli; per un tale intelletto nulla
sarebbe incerto ed il futuro proprio come il passato sarebbe evidente davanti ai suoi occhi. (Laplace, Essai
philosophique sur les probabilite´s, 1812)
L’interesse nella costruzione di semantiche che non presuppongano le capacita` del Demone
di Laplace implicita nel principio di composizionalita` e` alla base dello sviluppo di molte logiche
non deterministiche. Queste intendono catturare una nozione di “incertezza fondamentale” o
22 2. UN PUNTO DI VISTA LOGICO: AGGREGAZIONE RAZIONALE DEI GIUDIZI
“inconoscibilita` parziale” dell’oggetto del ragionamento7. Di contrasto, assumere il principio di
composizionalita` significa astrarre da queste forme di incertezza.
Tuttavia, il principio di composizionalita` non presuppone che la logica sia, come si usa dire,
“classica”, e in particolare bivalente. ChiamiamoW l’insieme
w :L ! [0;1]:
Possiamo definire
F^ ;F_;F! : [0;1]2 ! [0;1]
F: : [0;1]! [0;1]
in modo che queste soddisfino il requisito di composizionalita` ed estendano i rispettivi connettivi
proposizionali bivalenti a una nozione graduata di verita` che prende valori in tutto il segmento
reale unitario.
Le seguenti sono proposte molto studiate in letteratura e la cui importanza deriva dalle pro-
prieta` funzionali soddisfatte dai connettivi proposizionali cosı` definiti.
Logica sfumata:
F:(x) = 1  x
F^ (x;y) =minfx;yg
F_(x;y) =maxfx;yg
F!(x;y) =minf1;1  x+ yg
Logica del prodotto:
F:(x) = 1  x
F^ (x;y) = xy
F_(x;y) = x+ y  xy
F!(x;y) =
(
1 (x y)
y
x (y< x)
Logica di Łukasiewicz:
F:(x) = 1  x
F^ (x;y) =maxf0;x+ y 1g
F_(x;y) =minf1;x+ yg
F!(x;y) =minf1;1  x+ yg
Rimandiamo i lettori interessati a [71] [76] [38].
2.1.2. Modelli, soddisfacibilita` e conseguenza
Cominciano introducendo la nozione di modello e di soddisfacibilita`.
2.7. DEFINIZIONE (Modello). Siano V l’insieme delle valutazioni su L e G  EL .
Diciamo che v 2 V e` un modello di G, se v(g) = 1 per ogni g 2 G.
2.8. DEFINIZIONE (Soddisfacibilita`). Diciamo che G  EL e` soddisfacibile se ha un
modello.
7 Per un’esposizione recente si veda [16].
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p q G q f
) 1 1 1 1 1
1 0 0 0 0
) 0 1 1 1 0
0 0 0 1 0
TAVOLA 2. Tavola di verita` ridotta.
Si usa semplificare la notazione scrivendo v(G) = 1 per dire che v e` un modello di G.
2.9. ESEMPIO. Siano L = fp;qg; g1 := p! q; g2 := q e G = fg1;g2g. L’insieme di
tutte le valutazioni suL e` dunque il seguente:
v1 : v(p) = v(q) = 0
v2 : v(p) = v(q) = 1
v3 : v(p) = 0;v(q) = 1
v4 : v(p) = 1;v(q) = 0
Segue dalla Definizione 2.7 che l’insieme dei modelli di G e` dato da tutte quelle
valutazioni che assegnano 1 a g1 e g2, e cioe` v2 e v3.
Il concetto di soddisfacibilita` cattura un aspetto importante del concetto logico di
coerenza. Infatti, un insieme di enunciati e` insoddisfacibile quando non esiste al-
cuna valutazione che li renda veri contemporaneamente, cioe`, intuitivamente, quan-
do gli enunciati in G non “stanno insieme”. Torneremo su questo punto nell’analisi
dell’aspetto paradossale della votazione a maggioranza nel dilemma discorsivo.
2.10. DEFINIZIONE (Conseguenza logica). Diciamo che q segue logicamente da G e
scriviamo
G j= q
se ogni modello di G e` un modello di q . Cioe`
G j= q ,8v 2 V; se v(G) = 1 allora v(q) = 1:
2.11. ESEMPIO. Siano G = fp! q;qg. Dall’esempio precedente sappiamo che G e`
soddisfatto da
v2 = v(p) = v(q) = 1 e
v3 = v(p) = 0;v(q) = 1:
Poniamo q = p_q e f = p^q: Poiche´ v2(q) = v2(f) = 1 abbiamo G  q e G  f . Nel
secondo caso G  q , ma G 2 f dal momento che v3(G) = 1 e v3(f) = 0
Sotto l’ipotesi della finitezza del linguaggio L , le tavole di verita` costituiscono un
metodo effettivo, cioe` algoritmico, per decidere se G j= q . E` sufficiente considerare
tutte le valutazioni che soddisfano G e controllare se queste soddisfano o meno q .
2.12. ESEMPIO. Siano, come sopra, G= fp! q;qg, q = p_q e f = p^q. Possiamo
costruire immediatamente la tavola di verita` raffigurata nella Tavola 2.
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Segue dalla Definizione 2.10 che le righe (cioe` le valutazioni) rilevanti a determinare
se q e f sono conseguenze logiche di G sono la prima e la terza (contrassegnate da)).
Nel primo caso, v1(q) = v1(f) = 1, quindi G j= q e G j= f . Nel secondo caso G j= q
ma G 6j= f dal momento che v3(G) = 1 ma v3(f) = 0:
Passiamo ora a definire due classi di enunciati particolarmente importanti.
2.13. DEFINIZIONE (Tautologie). Diciamo che q e` una tautologia se v(q) = 1 per ogni
v 2 V.
Poiche´ tutte le valutazioni (suL ) sono modelli di una tautologia q , abbiamo /0 j= q .
Di solito si omette di menzionare l’insieme vuoto e si scrive j= q . Segue quindi che le
tavole di verita` ci forniscono anche una procedura per decidere8 se un dato enunciato
e` o meno una tautologia.
La nozione di tautologia ha un’ovvia nozione duale.
2.14. DEFINIZIONE (Contraddizione). Diciamo che q e` una contraddizione se v(q)= 0
per ogni v 2 V.
E` una conseguenza immediata delle definizioni che q e` una tautologia se e solo
se :q e` una contraddizione. Inoltre, si vede che q e` una contraddizione se e solo se
q j= a 8a 2 EL :
2.15. DEFINIZIONE (Equivalenza logica). q ;f 2 EL sono logicamente equivalenti,
scritto q  f , se 8v 2 V,
v(q) = v(f):
Segue dalla Definizione 2.15 che le seguenti formulazioni sono tra loro equivalenti.
2.16. PROPOSIZIONE.
q  f ()8v 2 V; v(q) = v(f)
()8v 2 V; v(q) = 1, v(f) = 1
()8v 2 V; v(q) = 0, v(f) = 0
()8v 2 V; v(q) = 1) v(f) = 1e8v 2 V; v(f) = 1) v(q) = 1
() q j= f e f j= q
()j= q ! f e j= f ! q
()8v 2 V; v(q ! f) = 1 e v(f ! q) = 1
()8v 2 V; v((q ! f)^ v(f ! q)) = 1
()j= (q ! f)^ (f ! q)
Passiamo ora a considerare tre proprieta` di ordine che discendono immediatamente
dalla definizione di conseguenza logica.
8 Questo, a rigore, e` vero in virtu` di un importante teorema che garantisce la decidibilita` (ovvero la
risolvibilita` in linea di principio) del problema.
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2.17. PROPOSIZIONE. Per G EL , q ;f ;y 2 EL
se q 2 G allora G j= q(2.2)
se q j= f e f j= q allora f  q(2.3)
se q j= f e f j= y allora q j= y:(2.4)
Queste proprieta` ci permettono di definire una struttura d’ordine interessante. De-
notiamo, per ogni q 2 EL ,
[q ] = ff 2 EL j f  qg
e denotiamo con EL = l’insieme di tutti i [q ] cosı` ottenuti – cioe`, lo spazio quoziente
o insieme delle classi di equivalenza – e poniamo
(2.5) [q ] [f ], q j= f :
La (2.2) ci dice che la relazione  e` riflessiva, la (2.4) che e` transitiva, e la (2.3) che
e` antisimmetrica. Quindi la  in (2.5) e` un preordine.
La struttura T = hEL =i e` detta algebra di Tarski-Lindenbaum ed e` una delle
algebre di Boole piu` interessanti dal punto di vista logico-matematico. Un motivo di
interesse e` dato dal fatto che esiste una corrispondenza biunivoca tra gli atomi di T ,
ovvero gli enunciati della forma
a = pe11 ^ pe22 ^ : : :^ penn ;
(dove ei 2 f0;1g; i = 1; : : : ;n e p0i = :pi; p1i = pi) e le valutazioni su L (ovvero, le
righe delle tavole di verita`).
Gli atomi di T sono tra loro logicamente indipendenti, nel senso illustrato dall’e-
sempio seguente. SiaL = fp;qg. Esistono 4 atomi distinti, cioe`
(a1) p^q
(a2) :p^q
(a3) p^:q
(a4) :p^:q.
Dalla definizione di j= e` immediato osservare che per ogni i; j 2 f1;2;3;4g vale
ai 6j= a j:
Da questo segue che, in generale, l’ordine dato dalla (2.5) non e` totale.
Infine, osserviamo che se rilassiamo l’ipotesi di finitezza del linguaggioL , l’algebra
di Tarski-Lindenbaum e` priva di atomi9.
2.1.3. Agenti come relazioni di conseguenza
Lo studio delle proprieta` astratte della relazione di conseguenza j= permette di darne
una presentazione molto generale in termini di operatori (tarskiani) di conseguenza.
9 Un atomo e` un elemento a 6= 0 dell’algebra tale che per ogni b; se b a; allora b= a oppure b= 0.
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Denotiamo, al solito, con 2EL l’insieme dei sottoinsiemi di enunciati diL e definiamo
una funzione
Cn : 2EL ! 2EL
ponendo
Cn(G) = fq 2 EL j G j= qg:
Si usa dire che Cn() cosı` definito e` un operatore di conseguenza tarskiano cioe`
soddisfa
(RIF) se q 2 G allora q 2Cn(G);
(MON) se G L; q 2Cn(G) allora q 2Cn(L);
(TRANS) se q 2Cn(G) e f 2Cn(G;q) allora f 2Cn(G):
Viceversa, dato un operatore di conseguenza Cn() possiamo definire la relazione
j 2EL EL mediante
G j q , q 2Cn(G):
Una j cosı` definita soddisfa, per G;G0  EL , q ;f ;y 2 EL :
(RIF) se q 2 G allora G j q
(MON) se G j q allora G;f j q
(TRANS) se G j f e G0;f j q allora G;G0 j q :
Insistiamo, segue immediatamente dalla definizione che j= soddisfa (RIF), (MON),
(TRANS).
In virtu` di queste proprieta` segue che la presentazione funzionale e quella relazionale
del concetto di conseguenza logica sono scambiabili. Un vantaggio di questa pluralita`
di interpretazioni e` costituito dalla possibilita` di identificare un agente con un operato-
re di conseguenza e considerare il suo giudizio come una funzione che ha le premesse
G come input e la conclusione q come output. Questo ci permette di vedere le pro-
prieta` di Cn() come definitorie del concetto di agente (logico) razionale, proprio come
le proprieta` d’ordine sono definitorie del concetto di agente (economico) razionale. A
tal proposito e` interessante notare come la Proposizione 2.17 evidenzi il fatto che le
proprieta` di ordine che catturano il concetto di agente economicamente razionale nel-
l’ambito della teoria del consumatore siano anche alla base dell’idea di ragionamento
razionale catturato dal concetto di conseguenza logica. E come abbiamo visto, le moti-
vazioni per assumere che le proprieta` d’ordine siano proprieta` salienti di coerenza o ra-
zionalita` sono apparentemente molto diverse nei due contesti. Sotto l’apparenza, pero`,
si nasconde un’importante analogia. La giustificazione, per esempio, per la richiesta
che le preferenze di un agente normativamente razionale siano transitive e` data dal-
l’obiettivo di scongiurare preferenze cicliche, cioe` di scongiurare la perdita perpetua10.
Giustificazioni analoghe possono essere addotte per le proprieta` di ordine associate a j=.
La linea giustificativa e` ancora di natura “economica” e puo` essere posta come segue.
Non tutti gli enunciati (o insiemi di enunciati) sono soddisfacibili. Se assumiamo che
10 Torneremo piu` dettagliatamente sull’argomento nel Capitolo 4.
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la soddisfacibilita` sia una “virtu`”, o un asset, allora possiamo vedere facilmente come
la relazione di conseguenza logica catturi l’idea di preservazione della soddisfacibilita`.
Possiamo consolidare ulteriormente queste riflessioni introducendo il concetto di
consistenza.
2.1.4. Consistenza
Introduciamo il concetto di consistenza attraverso quello di derivazione (o dimostrazio-
ne) formale. Il desiderio di rendere completamente rigoroso il concetto di dimostrazione
matematica ha motivato larga parte dello sviluppo della logica (cosiddetta classica) in
relazione ai fondamenti della matematica11. Questo ha trovato una prima sistemazione
nel 1910-13 con l’opera monumentale Principia Mathematica di Russell e Whitehead.
Un risultato fondamentale della logica classica – il teorema di completezza – attesta
l’equivalenza estensionale tra il concetto di consistenza e quello di soddisfacibilita`.
Per gli scopi della nostra analisi logica dei giudizi non e` necessario entrare nei
dettagli dei sistemi di derivazione formale che verificano il teorema di completezza.
2.18. DEFINIZIONE (Dimostrazione formale). Chiamiamo dimostrazione formale una
sequenza finita (detta di sequenti) della forma
G1 j q1;G2 j q2; : : : ;Gk j qk
in cui q1;q2; : : : ;qk 2 EL e G1;G2; : : : ;Gk sono sottoinsiemi finiti di EL e per ogni
i= 1; : : : ;k, Gi j qi e` una realizzazione di una regola di inferenza della forma
G j1 j q j1 : : :G jn j q jn
Gi j qi
per qualche j1; : : : jn < i.
In altre parole, una dimostrazione formale e` una successione finita di passi ognuno
dei quali e` giustificato mediante l’opportuna invocazione di una determinata regola di
inferenza. Prima di vedere un esempio, introduciamo un’altra nozione fondamentale
della logica.
2.19. DEFINIZIONE. Diciamo che q e` formalmente dimostrabile a partire da G, scritto
G j q , se esiste una dimostrazione formale G1 j q1;G2 j q2; : : : ;Gk j qk tale che Gk  G e
qk = q .
Poiche´ lo sviluppo della teoria della dimostrazione eccede ampiamente i nostri sco-
pi12, ci limiteremo ad illustrare alcuni aspetti centrali del concetto di derivabilita` me-
diante un esempio basato sugli ordini stretti.
2.20. ESEMPIO (Assiomatizzazione dell’ordine). Per tutto l’esempio facciamo le se-
guenti stipulazioni. X e` un insieme non vuoto su cui puo` (ma non necessariamente)
essere definito un ordine <. Indichiamo gli elementi di X con a;b;c;d eccetera. Siamo
11 Si veda ad esempio [109].
12 Per una presentazione dell’argomento si puo` vedere [186].
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interessati ad asserzioni positive (stringhe della forma a< b) e negative (stringhe del ti-
po a 6< b). Denotiamo le asserzioni positive con q ;f ecc., e quelle negative con :q ;:f
ecc. Denotiamo con D un insieme finito di asserzioni positive o negative su X . Infine
usiamo il simbolo ? per denotare l’assurdo logico.
Il primo gruppo di regole cattura le proprieta` desiderabili per un concetto di dedu-
zione che non porti all’assurdo:
q 2 D
D j q (INC)
D j a< b D j a 6< b
D j ? (?)
D;:q j ?
D j q (RID)
Il secondo gruppo di regole assiomatizza l’ordine
D j a< a
D j ? (IRR)
D j a< b D j b< c
D j a< c (TRANS)
A questo punto possiamo definire una dimostrazione formale (nei preordini stretti)
di q da D come segue:
(2.6) D ` q ,9D1 j q1;D2 j q2; : : : ;Dk j qk
tale che ogni elemento della sequenza di sequenti e` un’istanza di una delle regole (INC)-
(TRANS) e Dk  D e qk = q .
Questo ci permette, ad esempio, di dimostrare formalmente che
(2.7) fa< b;b< cg ` c 6< a :
(1) a< b (INC)
(2) b< c (INC)
(3) c< a (assunzione)
(4) a< c (TRANS 1,3)
(5) a< a (TRANS 3,4)
(6) ? (IRR 5)
(7) c 6< a (RID 3)
Una bella fatica per dimostrare una cosa ovvia! Ma non e` certo per dimostrare questa
particolare proprieta` degli ordini stretti che abbiamo introdotto tutto il macchinario
dell’esempio. Piuttosto, l’esempio ci aiuta a mettere a fuoco alcune proprieta` importanti
del concetto di derivabilita` formale. Per discuterli torniamo al caso generale di una
relazione di derivazione formale j di cui non specifichiamo le regole di inferenza.
In primo luogo notiamo come a differenza di j= il concetto di derivabilita` formale j
sia intrinsecamente finitario. Cio` deriva dalla richiesta che la sequenza di formule che
chiamiamo dimostrazione sia finita. In secondo luogo, mentre nella presentazione di
j= viene relativamente naturale parlare della “verita`” degli enunciati in questione, una
derivazione che porti ad asserire G j q non e` vincolata dal fatto che riteniamo veri (o
plausibili) gli enunciati in G. In questo senso il concetto di derivabilita` e` completamente
formale: accettare le premesse di una derivazione corretta ci obbliga ad accettarne le
conclusioni, pena l’inconsistenza. Ed e` proprio alla definizione formale di inconsistenza
che ora ci rivolgiamo.
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2.21. DEFINIZIONE. G  EL si dice inconsistente se vale G j q ^:q per qualche
q 2 EL 13. Diciamo che G EL e` consistente se non e` inconsistente.
In alternativa possiamo definire G inconsistente se sia q che :q sono formalmente
derivabili da G, oppure se G j a , 8a 2 EL . Da quest’ultima definizione segue che un
insieme inconsistente e` privo di contenuto matematico, dal momento che non discrimi-
na nulla. E` per questo che Hilbert ha posto la consistenza al centro dell’indagine sui
fondamenti della matematica14.
2.22. DEFINIZIONE. G  EL si dice consistente massimale (o maxiconsistente) se G
e` consistente e, 8G0  G, G0 e` inconsistente.
2.23. ESEMPIO. Fissiamo v 2 V. Allora
G= fq j v(q) = 1g
e` maxiconsistente.
Come conseguenza della Definizione 2.22 si ha che se G e` maxiconsistente, allora
vale
se G j q allora q 2 G:
In presenza di una relazione j riflessiva15 questo ha come conseguenza il fatto che
se G e` maxiconsistente, allora
(2.8) G j q , q 2 G:
Un insieme per cui vale la (2.8) si dice una teoria o un insieme deduttivamente
chiuso.
2.24. PROPOSIZIONE. Se G e` maxiconstistente, allora
q 2 G oppure :q 2 G
per ogni q 2 EL .
Infatti per la (2.8) e` sufficiente dimostrare che se G 6j q , allora G j :q . I dettagli
ovviamente dipendono dalle regole di inferenza che definiscono j, ma in tutti i sistemi
canonici questo e` di verifica immediata.
Un insieme di enunciati per cui vale la condizione della Proposizione 2.24 si dice
sintatticamente completo.
Vale
2.25. LEMMA. Se G e` consistente, allora 9G0  G che e` maxiconsistente.
DIMOSTRAZIONE. Poiche´ l’insieme EL e` numerabile, possiamo ordinare tutti gli enunciati come segue
q1;q2; : : : qn; : : : ; n 2 N. Definiamo una successione di insiemi Gi  EL tali che
13 Osserviamo che G j= q , G[f:qg e` inconsistente.
14 Si veda ad esempio [110].
15 E tutte le relazioni di derivabilita` classiche lo sono.
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(1) G0  G1  G2  : : : Gn  : : :
(2) tutti i Gn sono consistenti
ponendo:
G0 = G[f:qg
Gn+1 =
(
Gn [fqn+1g se questo insieme e` consistente;
Gn [f:qn+1g altrimenti.
Si dimostra immediatamente per induzione che tutti i Gn sono consistenti e che G¥ =
S
i2NGi = ff j f 2
Gn; per qualche n 2 Ng e` maxiconsistente. 
Questo lemma fornisce una costruzione centrale per la dimostrazione del Teorema di
completezza di un particolare concetto di derivazione formale classico j rispetto a j=.
2.26. TEOREMA (Completezza). G j= q , G j q :
La dimostrazione canonica di questo risultato procede mettendo in relazione consi-
stenza e soddisfacibilita`, cioe` dimostrando che, se G[:q e` consistente, allora G[:q e`
soddisfacibile. La dimostrazione sfrutta la costruzione del Lemma 2.25 per selezionare
una tra le tante valutazioni che potrebbero soddisfare un insieme consistente. Per farlo
estendiamo ricorsivamente l’insieme G[:q preservandone la consistenza (come nel-
la costruzione riportata sopra). Ovviamente, a ogni estensione dell’insieme di partenza
avremo sempre meno valutazioni che soddisfano l’insieme cosı` costruito, perche´ stiamo
aumentando il numero di vincoli da soddisfare. Al termine di questo processo, ovvero
quando nessuna ulteriore estensione sara` possibile a meno di perdere la consistenza,
riusciremo a dimostrare che esiste un’unica valutazione che soddisfa il nostro insieme
opportunamente esteso. In questo senso l’Esempio 2.23 e` rappresentativo degli insiemi
maxiconsistenti.
La derivazione dell’esistenza del modello canonico dalla sola ipotesi di consistenza
e` un risultato profondo che ha affascinato a lungo logici e filosofi della matematica.
David Hilbert, per esempio la metteva cosı`:
Se assiomi arbitrariamente stabiliti non sono in contraddizione con tutte le loro conseguenze, allora essi
sono veri, allora esistono gli enti definiti per mezzo di questi assiomi. Questo e` per me il criterio della
verita` e dell’esistenza.
Per i dettagli della dimostrazione del teorema di completezza (proposizionale e pre-
dicativo) rimandiamo, tra i tanti ottimi manuali, a [186]. Quello che qui e` importante
osservare e` che soddisfacibilita` (Definizione 2.8) e consistenza (Definizione 2.21) sono,
nella logica classica16, due formulazioni equivalenti del concetto di razionalita` come
coerenza.
16 Questa equivalenza fa parte della dimostrazione standard del risultato di completezza, ma puo` anche
essere data come suo Corollario osservando che G non e` soddisfacibile se e solo se G j= q ^:q . Per
completezza, G j q ^:q cioe` G e` inconsistente.
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2.2. La logica dell’aggregazione
Lo studio logico dell’aggregazione ha tra i suoi precursori17 il lavoro di Robert Wilson
[196] la cui motivazione consiste nel derivare un risultato di impossibilita` alla Arrow
per oggetti piu` generali di quanto non lo siano le preferenze individuali. Ariel Rubin-
stein e Peter C. Fishburn [149] riprendono il lavoro (largamente ignorato fino a quel
punto) di Wilson e ne studiano le proprieta` algebriche. La copiosa letteratura recente
sull’argomento e` pesantemente influenzata dalla formulazione del cosiddetto dilemma
discorsivo di Philip Pettit [136], illustrato nella Tavola 3.
p q r$ (p^q) r
Giudice 1 1 1 1 1
Giudice 2 1 0 1 0
Giudice 3 0 1 1 0
Maggioranza 1 1 1 0
TAVOLA 3. Rappresentazione tabulare del dilemma discorsivo. p e` interpretato come
“l’imputato ha violato il contratto”, q come “il contratto e` valido” e r come “l’imputato
e` suscettibile di sanzione”. Come di consueto r$ (p^q) e` un’abbreviazione di (r!
(p^q))^ ((p^q)! r).
Iniziamo osservando come, dal punto di vista della caratterizzazione logica del con-
cetto di razionalita` come coerenza tutti i giudici si esprimano in modo individualmente
razionale. Cio` segue dal fatto che gli insiemi
G1 = fp;q;r$ (p^q);rg
G2 = fp;:q;r$ (p^q);:rg
G3 = f:p;q;r$ (p^q);:rg
sono soddisfacibili. I modelli sono, rispettivamente
v1 = v(p) = v(q) = v(r) = 1
v2 = v(p) = 1 e v(q) = v(r) = 0
v3 = v(p) = 0;v(q) = 1 e v(r) = 0:
Il giudizio espresso dalla “maggioranza” e` invece incoerente: non esiste alcuna va-
lutazione v :L ! f0;1g che lo soddisfi. Il problema e` considerato paradossale perche´
quella che sembra la regola di decisione collettiva ovvia, cioe` quella di maggioranza,
aggrega giudizi individualmente coerenti e restituisce un giudizio collettivo incoerente.
17 Come sempre esistono precursori importanti. Philippe Mongin [123] rintraccia la formulazione logica del
paradosso nel lavoro di Condorcet. Secondo Jon Elster anche Poisson, nel 1837, aveva isolato il problema
in Recherches sur la probabilite´ des jugements en matie`re criminelle et en matie`re civile: pre´ce´de´es des
re`gles ge´ne´rales du calcul des probabilite´s.
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L’analisi logica del problema ci suggerisce immediatamente di verificare se la con-
clusione indesiderabile del dilemma discorsivo sia un artefatto del modo in cui abbiamo
posto il problema. La Tavola 4 illustra situazioni analoghe molto piu` semplici. In ognu-
p q p^q
Giudice 1 1 1 1
Giudice 2 1 0 0
Giudice 3 0 1 0
Maggioranza 1 1 0
p q p_q
Giudice 1 0 0 0
Giudice 2 0 1 1
Giudice 3 1 0 1
Maggioranza 0 0 1
p q p! q
Giudice 1 1 1 1
Giudice 2 0 0 1
Giudice 3 1 0 0
Maggioranza 1 0 1
TAVOLA 4. Aggregazione sui connettivi binari.
no dei casi rappresentati nella tabella siamo ancora una volta di fronte a tre giudizi
coerenti, che aggregati a maggioranza semplice, danno luogo a un giudizio collettivo
incoerente (perche´ insoddisfacibile). Siamo di fronte al problema logico che sottende il
paradosso di Condorcet, che abbiamo gia` incontrato. Proviamo dunque ad analizzarlo
con gli strumenti che abbiamo introdotto nella Sezione 2.1 18.
PoniamoL = fp;qg. Secondo l’interpretazione informale che stiamo dando alla Ta-
vola 4 identifichiamo, nel caso della congiunzione, i giudizi individuali rispettivamente
con
G1 = fp;q; p^qg
G2 = fp;:q;:(p^q)g
G3 = f:p;q;:(p^q)g
e con G il risultato dell’aggregazione a maggioranza dei giudizi individuali, cioe`
G= fq 2 EL j #(i t.c. q 2 Gi) 2g
= fp;q;:(p^q)g
Il confronto tra i tre casi rappresentati nella Tavola 4 ci fornisce un feedback interessante sulla
definizione dei connettivi proposizionali. In particolare e` interessante osservare come i tre esempi
18 Si tratta di una delle possibili analisi del problema. Un’altra importante, a cui faremo un breve riferimento
in seguito, mette in evidenza come tutti e tre i casi della Tavola 4 ammettano due “soluzioni” tra loro
incoerenti. Prendiamo, per esempio, la congiunzione. Potremmo scegliere come regola di aggregazione
la maggioranza semplice sulle premesse del giudizio ovvero p e q e quindi dedurre da queste il valore di
p^q: Per un approfondimento del metodo dell’aggregazione delle premesse si veda ad esempio [73].
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abbiano gradi di paradossalita` distinguibili19. Il caso congiuntivo e` quello piu` paradossale perche´
non abbiamo alcuna intuizione alternativa sulla tavola di verita` della congiunzione. Qui, l’aggre-
gazione a maggioranza semplice ci sta conducendo a un giudizio collettivo incoerente. Il caso
dell’implicazione e` ben piu` aperto a dubbi. Supponiamo di aver dato le seguenti interpretazioni
agli enunciati:
 p sta per “il fumo e` dannosissimo per la salute”
 q sta per “chi fuma deve smettere immediatamente”
 p! q sta per “se il fumo e` dannosissimo per la salute, allora chi fuma deve smettere
immediatamente”
La maggioranza semplice e` incoerente perche´ viola il modus ponens. Leggiamo i profili indivi-
duali secondo questa interpretazione. Il Giudice 1 ritiene che se il fumo e` dannosissimo per la
salute, allora chi fuma debba smettere immediatamente20, ma non accetta ne´ il fatto che il fumo
sia dannosissimo per la salute21 ne´ il fatto che chi fuma debba smettere immediatamente22. Il
Giudice 2 differisce, nel suo giudizio sulla questione, dal Giudice 1 perche´ concorda sul fatto che
chi fuma debba smettere immediatamente23. Il Giudice 3, infine, ritiene che fumare sia danno-
sissimo per la salute e al tempo stesso non ritiene che sia necessario smettere immediatamente24.
Dovendo essere coerente e` costretto a sostenere la posizione per cui se e` vero che il fumo e` dan-
nosissimo alla salute, comunque, non e` necessario smettere immediatamente. In modo del tutto
intuitivo (e necessariamente soggettivo) e` ragionevole ritenere che benche´ tutti formalmente con-
sistenti, non tutti e tre i Giudici lo siano per buone ragioni. In questo senso le ragioni del Giudice
1 sono palesemente false, mentre quelle del Giudice 3 almeno discutibili. Forse quello che in-
contra piu` il buon senso e` il Giudice 2. Il paragone con i tre Giudici del problema congiuntivo e`
tuttavia molto eloquente.
Passiamo ora a sviluppare in modo piu` sistematico il punto di vista logico sull’aggre-
gazione e cominciamo introducendo un po’ di terminologia e di notazione. Un ordine
del giorno o agenda A e` un insieme non vuoto di enunciati della forma
A = fq ;:q j q 2 EL g:
Per esempio, l’agenda del dilemma discorsivo raffigurato nella Tavola 3 e`
fp;:p;q;:q;r$ (p^q);:(r$ (p^q));r;:rg
mentre quella dell’esempio congiuntivo nella Tavola 4 e`
fp;:p;q;:q; p^q;:(p^q)g:
19 Si tratta di un caso in cui all’espressione “paradosso” si attribuisce bene il senso etimologicamente
originario di un qualcosa che va al di la` dell’opinione comune.
20 Per esempio perche´ ritiene auspicabile che non ci si comporti in modo dannoso per la salute.
21 Per esempio perche´ si trova in compagnia dei negazionisti, come lo statistico R. Fisher, che negli anni 60
sostenevano che esistesse un gene che causa sia la predisposizione a fumare che quella ad avere tumori al
polmone.
22 Per esempio perche´ lui non fuma e ritiene che ognuno debba decidere per se´.
23 I motivi potrebbero includere il costo delle sigarette, il cattivo odore del fumo, il fatto che 2 e` un
irriducibile paternalista, ecc.
24 Per esempio perche´ e` un fumatore che non riesce a smettere.
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Vogliamo costruire un modello astratto di aggregazione dei giudizi, quindi non fac-
ciamo alcuna ipotesi sulla natura o il contenuto degli elementi dell’agenda se non che
questi costituiscano cio` su cui gli individui e la societa` sono chiamati ad esprimersi.
Tutto cio` che segue e` indipendente dal fatto che pensiamo gli elementi di A come al-
locazioni possibili di beni economici ai membri della societa`, candidati in una tornata
elettorale, o qualsiasi altro oggetto dell’interesse individuale e collettivo.
Un’assunzione comune, ma non del tutto auto evidente, che si fa in letteratura con-
siste nell’escludere che tautologie e contraddizioni possano essere all’ordine del gior-
no25. Inoltre, nell’interesse di limitare la quantita` di dettagli puramente formali della
presentazione, stipuliamo che la negazione sia involutiva nel senso classico, e quindi
conveniamo che ::q altro non sia che q .
Gli individui del modello che stiamo costruendo sono chiamati ad esprimersi su-
gli elementi dell’agenda e lo fanno scegliendo quegli enunciati che corrispondono al
giudizio che vogliono esprimere. Data un’agenda A chiamiamo Gi  A l’ insieme
dei giudizi individuali espressi da i. Ad esempio, nel caso congiuntivo della Tavola 4,
abbiamo usato G1 = fp;q; p^qg  fp;:p;q;:q; p^q;:(p^q)g.
Come anticipato dagli esempi, siamo interessati all’aggregazione degli insiemi di
giudizi individuali. Siamo cioe` interessati a definire le possibili funzioni o regole R
che, dati i giudizi degli individui, ci restituiscano un giudizio che rappresenti il piu`
fedelmente possibile, il giudizio della collettivita`. La prima cosa che dobbiamo fare
e` identificare dominio e codominio opportuni per questa funzione R. Per farlo e` utile
introdurre il concetto di valutazione derivata da Gi.
Dato un insieme di giudizi individuali Gi definiamo vGi :A !f0;1;ag ponendo
(2.9) vGi(q) =
8><>:
1; se q 2 Gi
0; se :q 2 Gi
a; altrimenti :
Se interpretiamo vGi(q) = 1 (oppure 0) come “l’agente i accetta (oppure rifiuta) q”
e vGi(q) = a come “l’agente i si astiene su q” otteniamo dalla (2.9) una mappa che,
sotto certe condizioni sui Gi, ci fornisce una semantica per ragionare sui giudizi indivi-
duali. La descrizione di queste condizioni ci offre un modo naturale di identificare le
proprieta` logiche necessarie e sufficienti a generare i risultati di impossibilita` dell’ag-
gregazione. Come vedremo, se operiamo opportune restrizioni sui giudizi individuali
(Sezione 2.2.1) e opportune restrizioni sulle regole di aggregazione (sezione Sezio-
ne 2.2.2) possiamo isolare le condizioni sull’agenda (Sezione 2.2.3) che ci portano a
un teorema canonico di impossibilita` logica di aggregazione da cui il teorema di Arrow
segue come corollario (Sezione 2.2.4.).
25 L’assunzione e` certamente motivata dall’interesse sui teoremi di impossibilita` che anima l’area di ricerca.
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2.2.1. Correttezza formale dei giudizi individuali
Se non imponiamo restrizioni sui Gi otteniamo 3k profili individuali distinti, dove k =
jA j. Molti di questi evidentemente non soddisferanno i piu` ovvi criteri di correttez-
za formale propri del concetto di “giudizio” che vogliamo caratterizzare26 ne´ crite-
ri di adeguatezza materiale rispetto all’interpretazione intesa di “giudizio collettivo”.
Cominciamo con i primi.
Abbiamo insistito nella Sezione 2.1.2 sul fatto che i concetti di soddisfacibilita` e
consistenza fossero due caratterizzazioni equivalenti (sotto certe condizioni) del punto
di vista logico sul concetto di agente razionale. Non sorprende dunque che l’analisi
logica dei problemi di aggregazione muova dalla richiesta che i giudizi individuali siano
coerenti. Richiediamo cioe` che
(G.1) Coerenza. Per ogni Gi A , valga che Gi e` soddisfacibile.
E` immediato osservare come, nel caso in cui Gi sia un insieme di variabili propo-
sizionali, (G.1) equivalga a richiedere che la valutazione indotta da Gi, vGi , sia una
funzione. Piu` in generale, sotto certe condizioni formali che omettiamo, ma che sono
soddisfatte nella nostra analisi, (G.1) equivale (come conseguenza del teorema di com-
pletezza proposizionale classico (Teorema 2.26 sopra)), a richiedere che il sottoinsieme
di A selezionato da Gi sia consistente, cioe` che non si dia il caso che Gi j q ^:q .
Se oltre al fatto che sia una funzione, troviamo desiderabile anche che vGi sia totale
o definita su tutto, dobbiamo imporre che
(G.2) Completezza. Per q 2A ;Gi A valga q 2 Gi oppure :q 2 Gi,
dove in presenza di (G.1) la disgiunzione e` chiaramente esclusiva.
Come illustrazione delle condizioni appena introdotte, supponiamo come sopra che
A = fp;:p;q;:q; p^ q;:(p^ q)g: (G.1) esclude tutti i Gi che esprimono posizioni
contraddittorie su una o piu` mozioni all’ordine del giorno, come ad esempio G1 =A =
fp;:p;q;:q; p^ q;:(p^ q)g: (G.2) invece richiede che l’agente i prenda posizione
su tutti gli argomenti all’ordine del giorno. Esclude quindi giudizi individuali come
G2 = fpg27.
Le seguenti proposizioni sono conseguenze delle definizioni e delle osservazioni che
abbiamo appena fatto.
2.27. PROPOSIZIONE. Le seguenti affermazioni per q 2A ;Gi A sono equivalenti .
(1) Gi soddisfa (G.1) e (G.2)
(2) q 2 Gi oppure :q 2 Gi ma non entrambi.
26 La situazione non e` diversa da quella che si affronta nello “studio di funzione” alle scuole superiori. La
prima parte dell’esercizio consiste nell’individuare, per la particolare funzione da studiare, il dominio di
definizione. Per esempio lo studio di
f (x) =
1
x 2
deve iniziare dalla definizione di dom( f ) =] ¥;2[[]2;+¥[. Questo ci e` imposto dalla definizione che
accettiamo di frazione.
27 Si noti che (G.2) senza (G.1) non esclude G1.
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(3) Gi e` un insieme maxiconsistente
2.28. PROPOSIZIONE. Se un insieme di giudizi individuali Gi e` maxiconsistente, allora
esiste una valutazione proposizionale classica v : L ! f0;1g tale che, per ogni q 2
EL
(2.10) vGi(q) = v(q);
dove vGi e` definita come sopra.
In altre parole, la restrizione ai Gi maxiconsistenti automaticamente ci preclude la
possibilita` di costruire un modello in cui gli individui possano “sospendere” il proprio
giudizio, e a maggior ragione un modello in cui sia “razionale” farlo28. L’analisi ele-
mentare che abbiamo appena condotto ci dice che se fossimo interessati a studiare que-
sta situazione, allora dovremmo considerare un dominio piu` esteso, ovvero quello in
cui i profili individuali siano vincolati soltanto da (G.1). In tal caso, come conseguenza
immediata della definizione di valutazione indotta da Gi catturata dalla (2.9), dovremmo
uscire dall’ambito della logica classica e introdurre una semantica polivalente.
Chiudiamo la discussione sulle restrizioni dei giudizi individuali ricordando una
proprieta` della nozione di conseguenza logica.
2.29. PROPOSIZIONE. Supponiamo che Gi sia un insieme maxiconsistente. Allora Gi e`
deduttivamente chiuso, cioe`
Gi j= q ) q 2 Gi:
DIMOSTRAZIONE. Assumiamo che Gi j= q , per qualche q 2 EL e supponiamo che :q 2 Gi. Per la Pro-
posizione 2.17 questo implica che Gi j= :q . Ma questo e` assurdo dal momento che per ipotesi Gi j= q e
Gi e` consistente, dunque :q 62 Gi. Dall’ipotesi di completezza concludiamo che q 2 Gi, e che quindi Gi e`
deduttivamente chiuso. 
Una piccola digressione e` utile ad apprezzare il ruolo della chiusura deduttiva nel distinguere il
dilemma discorsivo che abbiamo richiamato in apertura di sezione, dal suo precursore giuridico,
il paradosso dottrinale [98]. In quest’ultimo l’enunciato r$ (p^ q) non e` oggetto di giudizio
dal momento che cattura la dottrina legale su cui, ai giudici, non e` concesso discutere. Il pro-
blema diventa quindi quello rappresentato nella Tavola 5. A differenza del dilemma discorsivo,
il paradosso dottrinale ammette due modi di applicare la regola di aggregazione a maggioranza.
L’aggregazione sulle “premesse” (cioe` p e q) oppure quella sulla “conclusione” (cioe` r). Nel
primo caso la chiusura deduttiva insieme alla dottrina legale porta a concludere frg. D’altra
parte l’aggregazione a maggioranza sulla conclusione sancisce f:rg con la conclusione indesi-
derabile, ma non paradossale, che la scelta tra aggregazione delle premesse e aggregazione della
conclusione determina, sugli stessi giudizi individuali, risultati distinti.
28 Le virtu` connesse alla sospensione del giudizio sono ben note. Come Tamburino in Bambi ricorda ai piu`
piccoli (e Wittgenstein nel Tractatus ai piu` seriosi) “Quando non sai cosa dire e` meglio che non dici nulla”
(“Whereof one cannot speak, thereof one must be silent”).
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p q r
Giudice 1 1 1 1
Giudice 2 1 0 0
Giudice 3 0 1 0
Maggioranza 1 1 0
TAVOLA 5. Rappresentazione tabulare del paradosso dottrinale. Gli enunciati a sinistra
della doppia riga sono le premesse dell’argomento giuridico e quello alla destra la sua
conclusione.
Poiche´ siamo interessati a studiare il caso piu` semplice possibile, prenderemo in con-
siderazione soltanto (a meno di affermazione esplicita del contrario) insiemi di giudizi
universali maxiconsistenti29.
2.30. DEFINIZIONE. Diciamo che Gi A e` un insieme ammissibile di giudizi indivi-
duali se e` maxiconsistente.
Giova ricordare come l’interpretazione intesa di Gi sia quella dell’insieme delle mo-
zioni diA su cui l’agente i e` chiamato ad esprimersi, e come conseguenza della defini-
zione, (i) deve farlo e (ii) puo` farlo solo positivamente o negativamente. E` immediato
osservare che in una societa` di m individui esistono esattamente m 2k giudizi completi
distinti, dove k e` il numero di variabili proposizionali che occorrono negli enunciati che
compongono l’agenda. La m-upla hG1; : : : ;Gmi ci da` l’insieme o profilo dei giudizi in-
dividuali ammissibili espressi da tutti gli m membri della societa`. di giudizi individuali
ammissibili.
All’interno della restrizione posta dalla maxiconsistenza, ogni profilo individuale e`
ammissibile. Questa e` la versione logica del principio di universalita` del dominio30.
Stiamo assumendo che i profili di giudizio individuali siano consistenti. Questo e` ancora una vol-
ta giustificato, a posteriori – proprio come nell’esempio dello studio di funzione – dal nostro fine,
cioe` studiare il problema dell’aggregazione razionale dei giudizi. Gli esempi che abbiamo usato
nella Tavola 3 e nella Tavola 4 di certo non sarebbero cosı` interessanti se i singoli giudici fossero
ovviamente irrazionali. Cio` che invece rende questo tipo di problema interessante e` il fatto che il
modo apparentemente piu` naturale – vince la maggioranza – di aggregare giudizi individualmen-
te consistenti porta a un giudizio collettivamente inconsistente. Questo giustifica l’esclusione,
dalla nostra analisi, degli insiemi di giudizi individuali inconsistenti. Possiamo tuttavia inver-
tire il ragionamento e concludere che se volessimo studiare meccanismi di aggregazione reali,
per esempio i meccanismi elettorali, dovremmo necessariamente ammettere i profili individuali
29 Risultati di impossibilita` interessanti sono ottenibili anche assumendo che i giudizi individuali siano
consistenti e deduttivamente chiusi, ma non necessariamente completi, [61] [48] [106].
30 Agli occhi della logica questo dominio sembra decisamente “meno universale” del dominio universale
di Arrow. Come illustrato dal Lemma 2.25, ogni insieme consistente e` contenuto in un insieme ma-
xiconsistente, ma il completamento a un insieme massimale, di sicuro, non avviene in modo del tutto
gratuito. A un’analisi piu` approfondita, tuttavia, scopriremo che e` vero il contrario: le condizioni logiche
sull’aggregazione sono piu` generali di quelle proposte da Arrow.
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inconsistenti. Nessuno troverebbe accettabile che si possa togliere il diritto di voto ai cittadini
che si contraddicono. Quindi un’analisi dei meccanismi elettorali concreti sembra presupporre
una relazione di conseguenza sufficientemente espressiva da permetterci di ragionare in modo
non banale sulle contraddizioni. Questo ci fornisce l’occasione per una riflessione metodologi-
ca importante e generale: Durante la costruzione del modello emergono considerazioni, spesso
frutto di circoli virtuosi, che ci portano a raffinare sempre di piu` la comprensione degli oggetti
che stiamo costruendo.
2.2.2. Adeguatezza materiale della scelta collettiva
Come nel caso delle funzioni di benessere e di scelta sociale, siamo interessati a ca-
ratterizzare le regole di aggregazione che rappresentano, nell’output, il piu` fedelmente
possibile l’input fornito dai singoli individui. Vogliamo cioe` individuare le regole di ag-
gregazione adeguate a cogliere l’interpretazione intesa di scelta razionale (democratica,
giusta, ecc.) collettiva.
In continuita` con la sezione precedente iniziamo con un criterio di correttezza forma-
le, che consiste nell’identificare dominio e codominio della funzione di aggregazione
R.
Denotiamo con G(A ) l’insieme di tutti i profili di giudizi ammissibili rispetto all’a-
genda A .
2.31. DEFINIZIONE (Regola di aggregazione). Una regola di aggregazione per i giudizi
e` una funzione
R : G(A )m ! G(A )
tale che
R(G1; : : : ;Gm) = GA :
Osserviamo immediatamente che la definizione di R automaticamente esclude re-
gole di aggregazione molto naturali, come ad esempio la regola di aggregazione a
maggioranza che abbiamo usato nell’esempio giudiziario:
Rmagg = fq 2A j #(i t.c. q 2 Gi) qg
dove
q=
(
n+1
2 ; se n= jSj e` dispari
n
2 ; se n= jSj e` pari
non puo` avere G(A ) come codominio, dal momento che nulla esclude, nel caso in cui
n sia pari, che ci siano risultati di parita` per qualche coppia q ;:q 2A . Questo porta il
giudizio collettivo a violare la coerenza. A un livello di analisi ancora piu` immediato,
la regola di maggioranza da` luogo, nel dilemma discorsivo della Tavola 3, a un giudizio
collettivo inconsistente, cioe` a un giudizio fuori da G(A ).
La scelta del dominio e del codominio delle regole di aggregazione per i giudizi met-
te dunque in evidenza l’ipotesi di modellazione secondo cui gli individui e la collettivita`
sono soggetti agli stessi criteri di razionalita`. Questa identificazione della razionalita`
individuale con quella collettiva non e`, dal punto di vista concettuale e filosofico, per
niente ovvia. In primo luogo l’idea che la societa` possa agire come un unico agente col-
lettivo – lo Stato – e`, per quanto e se radicata nella nostra cultura, tutt’altro che naturale.
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In secondo luogo, se diamo per scontato che cio` sia plausibile, e` naturale aspettarsi che
la societa` sia qualcosa di piu` della “somma” delle sue parti e che quindi sia possibile
imporle criteri piu` stringenti. Come vedremo piu` avanti le cose sono molto diverse da
come sembrano.
Le restrizioni formali della Definizione 2.31, pur escludendo alcune regole di aggre-
gazione (tra cui quella a maggioranza!) certamente non determinano un unico modo di
aggregare i profili di giudizi individuali ammissibili in un profilo collettivo. Tra le molte
regole possibili, alcune saranno ovviamente indesiderabili alla luce dell’interpretazione
intesa del concetto di scelta collettiva. E` opportuno osservare come gia` questo ci dia un
suggerimento importante sull’interpretazione dei teoremi di impossibilita` della scelta
collettiva: si tratta di risultati logico matematici che acquisiscono rilevanza economica
o politica soltanto alla luce dell’interpretazione che attribuiamo ai parametri del model-
lo in cui li dimostriamo. Quanto piu` l’interpretazione sara` indubitabile, come nel caso
della non-dittatorialita`, tanto piu` il risultato sara` ricco di conseguenze “pratiche”31. Tut-
tavia l’interpretazione delle altre condizioni che stiamo per introdurre e` soggetta a nu-
merose riserve. Non potendo rendere conto delle tante posizioni discusse in letteratura,
ci daremo lo scopo di procedere per eliminazione delle regole formalmente corrette ma
materialmente inadeguate a caratterizzare la scelta collettiva come funzione dei giudizi
individuali. Eleveremo a “principio di razionalita`” (o assioma) le restrizioni sufficienti
ad escludere una regola di aggregazione che, secondo gli argomenti che forniremo, pro-
duca un risultato indesiderabile alla luce della nostra interpretazione intesa. Alla fine di
questa serie di esclusioni avremo l’insieme delle regole desiderabili32.
Come anticipato, la prima situazione che vogliamo escludere e` quella per cui il giu-
dizio individuale di uno dei membri della societa` possa essere imposto a tutti gli altri.
Nella letteratura della scelta sociale un individuo del genere e` spesso chiamato dittatore
e la proprieta` che ne esclude l’esistenza non dittatorialita`.
(R.1) Non dittatorialita`. Non esiste i 2M tale che per ogni profilo (G1; : : : ;Gm),
R(G1 : : : ;Gm) = Gi
E` inoltre naturale voler escludere le regole di aggregazione che introducano disparita`
di opinione quando tutti i membri della societa` si esprimono nello stesso modo, ovvero
che la regola di aggregazione debba rispettare l’unanimita`:
(R.2) Unanimita`. Per ogni q 2A e per ogni profilo (G1; : : : ;Gm)
q 2 Gi i= 1; : : : ;m ) q 2 R(G1; : : : ;Gm):
31 Come vedremo meglio in seguito, i teoremi di impossibilita` possono esser letti come – e questa e` l’inter-
pretazione che ne ha dato lo stesso Arrow – risultati che ci aiutano a identificare lo spazio logico delle
possibilita`. Sono della forma: “se vogliamo ottenere certi risultati (nel senso dell’interpretazione) non
possiamo fare certe assunzioni”.
32 Come ci ricorda Italo Calvino, il meglio che possiamo fare e` evitare il peggio.. Purtroppo pero`, il Teorema
di Arrow ci dira` che evitando il peggio non ci rimane nulla.
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Accetteremo come non controverso il principio di unanimita`, anche se la letteratura
non si esprime in modo unanime a tal proposito.33
Infine e` ragionevole voler escludere tutte le regole che, nell’aggregazione dei giudizi
individuali, introducano valutazioni diverse da quelle all’ordine del giorno. Vogliamo
cioe` che R sia indipendente dalle alternative irrilevanti:
(R.3) Indipendenza. Per ogni q nell’agendaA e per ogni coppia di profili (G1; : : : ;Gm)
e (D1; : : : ;Dm)
[q 2 Gi , q 2 Di i= 1; : : : ;m]) [q 2 R(G1; : : : ;Gm), q 2 R(D1; : : : ;Dm)]:
In altre parole, se giudizi espressi nei profili~G34 e~D sono indistinguibili rispetto a q ,
allora non vogliamo che R(~G) e R(~D) siano distinguibili sulla base di q . Proprio come
nel caso delle funzioni di scelta sociale e di benessere collettivo studiate da Arrow (in
cui si richiede che l’ordine di preferenza collettivo su ogni coppia di alternative X e
Y dipenda dalle preferenze individuali su X e Y e da nient’altro) la richiesta di indi-
pendenza restringe l’attenzione su quelle regole di aggregazione il cui risultato dipende
unicamente dall’input fornito dai profili individuali. Poiche´ nella letteratura sulla scelta
sociale e sull’economia del benessere la condizione di indipendenza e` di gran lunga la
proprieta` piu` dibattuta35, e` interessante elaborarne un’analisi puramente logica.
Cominciamo richiamando la distinzione che abbiamo gia` discusso tra dilemma di-
scorsivo e paradosso dottrinale. In quest’ultimo caso, l’indipendenza impone che l’ag-
gregazione avvenga prendendo in considerazione soltanto i singoli enunciati che com-
pongono l’agenda. Nel caso particolare questo implica l’esclusione della dottrina legale
dall’agenda. Ma questo significa che, ai fini dell’analisi formale del problema, p;q e r
sono logicamente indipendenti36.
Tuttavia, se ragioniamo da un punto di vista puramente logico, la proprieta` di indi-
pendenza appare estremamente naturale. Questo ci permette di attribuire (almeno una
parte) dell’inadeguatezza materiale dell’indipendenza alle caratteristiche formali della
relazione di conseguenza che abbiamo introdotto nella Sezione 2.1. Avremo, tra l’altro,
l’occasione di fare una precisazione su j= mostrando che non dipende dal linguaggio
L di partenza.
Per afferrare concretamente l’idea, poniamoL = fp;q;rg eL 0= fp;q;r;s; tg. Sup-
poniamo che G= fp;qg e q = (p^q). Segue ovviamente dalla definizione di EL che
G EL ;G EL 0;q 2 EL e q 2 EL 0. Cio` che invece non e` ovvio dalla definizione
di j=, e` che il seguente caso sia escluso, cioe` che q sia una conseguenza logica di G su
L ma non suL 0, ovvero che si verifichino simultaneamente
33 Come punto di ingresso nella letteratura si veda [124]. Un lavoro storicamente importante e` [195].
34 Usiamo la notazione~G per denotare il profilo (G1; : : : ;Gm).
35 Mongin [122] fornisce un punto di partenza per la letteratura logico-matematica sull’argomento. Per una
ricognizione degli aspetti legati alla teoria politica si puo` consultare [113], in particolare il capitolo 6,
che tra l’altro fornisce un’analisi dei passi rilevanti in cui Arrow discute il principio. Infine, per una
ricostruzione storica ricca di dettagli da Condorcet fino ad Arrow, si veda [120].
36 E questa e` una delle motivazioni che ha portato Philip Pettit [136] a formulare il dilemma discorsivo da
cui siamo partiti.
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8v 2 VL ; se v(g) = 18g 2 G allora v(q) = 1(2.11)
9v0 2 VL 0 ; t.c.v0(g) = 18g 2 G ma v0(q) = 0:(2.12)
La Proposizione 2.33 dimostra che questo non puo` accadere e che quindi la relazione
j= e` indipendente dal linguaggio che prendiamo in considerazione. Prima pero` dimo-
striamo il seguente lemma che, intuitivamente, ci dice che la semantica proposizionale
classica soddisfa una forma di indipendenza dalle variabili proposizionali irrilevanti:
2.32. LEMMA. SianoL ;L 0 due linguaggi proposizionali con v2VL e v0 2VL0 rispet-
tivamente. Se
(1) q 2 EL \EL 0 e
(2) v(p) = v0(p) per ogni variabile proposizionale p che occorre in q
allora
v(q) = v0(q):
DIMOSTRAZIONE. Per induzione sulla lunghezza di q che denotiamo con jq j. Se jq j = 1 allora q = p per
qualche p 2L \L 0 e segue immediatamente da (2) che
v(q) = v(p) = v0(p) = v0(q):
Assumiamo (ipotesi induttiva) il risultato per tutti i f 2 EL \ EL 0 tali che jf j < jq j. Per la definizione
dell’insieme degli enunciati37 segue che q deve essere uno tra :f ;(f ^y);(f _y);(f ! y) per qualche
f ;y 2 EL . Supponiamo che q = (f ^y). Chiaramente le variabili proposizionali che compaiono in q sono
esattamente quelle che compaiono in f oppure in y e per (2) v e v0 concordano su queste variabili. Poiche´
jf j; jyj< jq j possiamo applicare l’ipotesi induttiva ottenendo
v(q) =

1 se v(f) = v(y) = 1
0 altrimenti

=

1 se v0(f) = v0(y) = 1
0 altrimenti

= v0(q)
Gli altri casi sono simili. 
Il lemma che abbiamo appena dimostrato e` ricco di conseguenze. La seguente proposizione
mostra, come anticipato, l’indipendenza dal linguaggio di j=.
2.33. PROPOSIZIONE. Siano L ;L 0 due linguaggi proposizionali con v 2 VL e v0 2 VL0 rispet-
tivamente. Siano inoltre G EL 0\EL 0;q 2 EL \EL 0 e supponiamo che
8v 2 VL ; se v(g) = 18g 2 G allora v(q) = 1:
Allora
8v0 2 VL 0 ; se v0(g) = 18g 2 G allora v0(q) = 1:
DIMOSTRAZIONE. Assumiamo che 9v0 2 VL 0 tale che v0(g) = 18g 2 G e v0(q) = 0 e deriviamo una
contraddizione. Definiamo una valutazione v suL ponendo, per p 2L ;
(2.13) v(p) =
(
v0(p) se p 2L \L 0
1 altrimenti.
37 A rigore si dovrebbe addurre il teorema di scomposizione univoca come giustificazione dell’asserzione.
Si tratta di un risultato ovvio, ma piuttosto noioso da dimostrare nel dettaglio: la definizione dell’insieme
di enunciati ci garantisce che ogni enunciato sia “leggibile” in modo non ambiguo, e quindi che esista un
unico modo di scomporlo negli elementi dell’alfabeto (linguaggio + punteggiatura) che lo compongono.
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Per costruzione v e` una valutazione suL che coincide con v0 su tutte le variabili proposizionali p 2L \L 0.
Questo soddisfa le ipotesi del Lemma 2.32, che possiamo applicare ottenendo che
v(f) = v0(f) 8f 2 EL \EL 0:
Ma poiche´ abbiamo assunto che G EL 0 \EL 0 questo varra` in particolare per G e quindi
v(f) = v0(f) 8f 2 G e v(q) = v0(q):
Questo ci porta alla contraddizione desiderata dal momento che v0(g) = 18g 2 G per ipotesi e quindi v(g) =
18g 2 G e v(q) = 0. 
Questa proposizione gioca un ruolo centrale nella dimostrazione, che omettiamo, del seguente
risultato.
2.34. TEOREMA (Interpolazione). Siano q 2 EL e f 2 EL 0 tali che q j= f . Allora vale una
delle seguenti affermazioni
(1) q non e` soddisfacibile,
(2) f e` una tautologia,
(3) 9y 2 EL \EL 0 tale che q j= y e y j= f .
Possiamo riassumere la discussione dicendo che, da un punto di vista logico38 le
condizioni di non-dittatorialita`, unanimita` e indipendenza trovano una giustificazione
formale comune nel principio di composizionalita` che abbiamo gia` discusso, oltre che
nel contributo che apportano individualmente alla costruzione di regole di aggregazione
materialmente adeguate.
Chiudiamo39 la discussione sulle proprieta` desiderabili di R osservando come la con-
dizione di indipendenza sia un caso speciale di una condizione che viene spesso imposta
alle regole di aggregazione dei giudizi:
(R.4) Sisitematicita`. Per ogni coppia q ;f 2A e per ogni coppia di profili (G1; : : : ;Gm)
e (D1; : : : ;Dm)
[q 2 Gi , f 2 Di i= 1; : : : ;m]) [q 2 R(G1; : : : ;Gm), f 2 R(D1; : : : ;Dm)]:
In buona sostanza (R.4) aggiunge all’indipendenza la richiesta di fare a meno delle
differenze puramente sintattiche tra q e f 40. La condizione di sistematicita` ci permette
di enunciare un primo risultato, si veda [135], di impossibilita` logica dell’aggregazione
che rende conto del problema sollevato dal dilemma discorsivo.
2.35. TEOREMA. SiaA = fp;:p;q;:q;(p^q);:(p^q)g: Non esiste alcuna regola di
aggregazione R :G(A )m!G(A ) che soddisfi le condizioni di unanimita`, sistematicita`
e non dittatorialita`.
38 Piu` precisamente, dal punto di vista della logica proposizionale classica, l’unica che abbiamo preso in
considerazione, ma di certo non l’unica che avremmo potuto prendere in considerazione.
39 Non perche´ non ve ne siano altre, ma perche´ la loro analisi va ben oltre i nostri scopi presenti. Chi fosse
interessato a un quadro completo puo` consultare, in ordine di accessibilita`, [108] [107] [123] [73] [46]
[48].
40 Si tratta dell’analogo logico della condizione di neutralita` della scelta sociale introdotta da Kenneth May
per la sua caratterizzazione della regola di maggioranza e analizzata in dettaglio da Sen [157].
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E` opportuno osservare l’importanza della definizione della regola R. Infatti e` imme-
diato mostrare che la regola di aggregazione a maggioranza semplice che abbiamo usato
per illustrare l’esempio giudiziario nella Tavola 3 soddisfa entrambe le condizioni. Inol-
tre, come abbiamo osservato, tutti i giudici sono individualmente razionali, nel senso
che selezionano un insieme maxiconsistente dall’agenda. Questo garantisce che Rmagg
sia definita su un dominio adeguato. Di conseguenza il teorema ci mostra che la Rmagg
richiede, su questo tipo di agenda, condizioni meno restrittive della maxiconsistenza.
Naturalmente questa considerazione ci porta a sviluppare l’analisi delle condizioni
sull’agenda.
2.2.3. Condizioni sull’agenda
La prospettiva logica sul problema dell’aggregazione mette dunque in luce un terzo
livello di restrizioni e esclusioni possibili, oltre a quelle sui giudizi individuali che ab-
biamo discusso nella Sezione 2.2.1 e quelle sulle regole di aggregazione che abbiamo
analizzato nella sezione precedente. In particolare, come suggerito dal Teorema 2.35
possiamo chiederci sotto quali condizioni su A le condizioni che abbiamo imposto
sui Gi e su R siano cosı` restrittive da restituirci l’insieme vuoto come unica regola di
aggregazione possibile.
Diciamo che un’agenda A e`
(A.0) Non banale se esiste una sottoagenda B A (di almeno tre elementi) inconsi-
stente minimale;
(A.1) Minimamente connessa se esiste unaBA inconsistente minimale e una scelta
di C B tale che jC j= 2 eB nC [f:q j q 2 C g e` consistente;
(A.2) Totalmente connessa se per q ;f 2A , esistono q1;q2 : : : ;qk 2A tali che
q = q1 j=B q2 j=B : : : j=B qk = f ;
dove per 1 i< j  k, qi j=B q j se e solo se, perB A ,
(1) fqig[B j= q j
(2) B[fqi;:q jg e` consistente41.
L’agenda A = fp;:p;q;:q; p^q;:(p^q)g e` non banale dal momento che la sot-
toagendaB = fp;:q; p^qg A e` inconsistente minimale. Per un esempio di agenda
banale, supponiamo di modificare il dilemma congiuntivo illustrato nella Tavola 4 so-
stituendo all’agenda originaria l’agenda A 0 = fp;q; p^q:p;:q;:(p^q)g. In questo
caso l’agenda e` banale dal momento che l’unico insieme di giudizi individuali am-
missibili coincide con l’agenda stessa. Che l’agenda sia non banale e` la condizione
minima richiesta affinche´ l’aggregazione a maggioranza semplice produca l’effetto di
Condorcet, nell’espressione di [74].
41 Giova ricordare che f:q jg[B e` consistente se e solo se B 6j= q j . La condizione espressa dalla (2) e`
quindi necessaria per consentire che si diano casi non banali in cui qi j=B q j e qi 6j= q j .
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Segue dalle proprieta` della conseguenza classica j= che seB A e` minimalmente
inconsistente alloraB nq e` soddisfacibile, per qualche q 2B. DunqueB nq j= :q 42.
Intuitivamente, la condizione imposta da (A.1) richiede che la sottoagenda mini-
malmente inconsistente B possa essere trasformata in un’agenda consistente attra-
verso la negazione di una coppia di enunciati che le appartengono. Cosı`, l’agen-
da fp;:p;q;:q; p^ q;:(p^ q)g soddisfa anche (A.1). D’altra parte, l’agenda A =
fp;:p;q;:q; p $ q;:(p $ q)g non e` minimalmente connessa. Osserviamo che le
sottoagende inconsistenti minimali sono tre:
A1 = fp;:p; p$ q;g
A2 = f:p;q; p$ q;g
A3 = fp;q;:(p$ q)g;
tuttavia non e` possibile trasformare alcuna delle sottoagende in una sottoagenda consi-
stente attraverso la negazione di due enunciati in A .
Infine, il contenuto intuitivo di (A.2) e` evidente – ogni enunciato in A e` deducibile
(eventualmente modulo una scelta di altri elementi di B) da ogni altro. Da un punto
di vista logico si tratta chiaramente di una condizione molto restrittiva. Un’agenda che
non la soddisfa e` A = fp;:p;q;:q; p^ q;:(p^ q)g. Non esiste infatti alcun q in A
tale che :p j= q, :q j= p, :p j= p^q, :q j= p^q.
Un’agenda che invece soddisfa (A.2) e` la cosiddetta agenda delle preferenze che
discuteremo dopo aver enunciato il teorema canonico di impossibilita` sull’aggregazione
dei giudizi, dovuto a Dokow e Holzman [48].
2.36. TEOREMA. (A.1) e (A.2) sono necessarie e sufficienti affinche´ ogni regola di
aggregazione di giudizi R : G(A )m ! G(A ) che soddisfi le condizioni di unanimita` e
di indipendenza sia dittatoriale.
Riportiamo l’idea della dimostrazione della sufficienza delle condizioni43. Suppo-
niamo che A soddisfi (A.1) e (A.2) e che R : G(A )m ! G(A ) soddisfi Indipendenza
e Unanimita`. Vogliamo dimostrare che e` dittatoriale, cioe` che esiste i 2 S tale che
q 2 Gi ) q 2 R(~G).
Osserviamo preliminarmente che la condizione di indipendenza, unitamente all’ipo-
tesi di maxiconsistenza dei profili individuali, ci permette di estendere in modo naturale
la definizione di valutazione indotta della (2.9) al giudizio collettivo ponendo
(2.14) vR(~G)(q) =
(
1; se q 2 GC
0; se :q 2 GC
42 Poiche´ ogni insieme consistente e` incluso in un uno maxiconsistente, ogni insieme inconsistente contiene
un sottoinsieme inconsistente minimale. In particolare osserviamo che se q e :f sono elementi distinti
di un’agenda A eB[fqg j= f per qualcheB A tale che fB;q ;:fg e` inconsistente e q 6j= f allora
esiste unB 6= /0 tale che fB;q ;:fg e` insoddisfacibile. Per il teorema di compattezza esiste unB0 B
tale che fB0;q ;:fg e` inconsistente minimale.
43 Per i dettagli si rimanda a [46], [48].
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dove GC e` quel sottoinsieme di S che determina il giudizio collettivo su q . Che un tale
C  S esista e` conseguenza del carattere funzionale di R e della condizione appunto di
Indipendenza. ChiamiamoCq  S una coalizione decisiva per q se
(2.15) q 2 Gc ) q 2 R(~G)
Il concetto di coalizione decisiva ci permette di riformulare la regola di aggregazione
come segue, per ogni profilo ammissibile~G
(2.16) R(~G) = fq 2A j fi 2 S : q 2 Gig 2Cqg :
La condizione di Unanimita` puo` quindi essere descritta come la richiesta che S sia una
coalizione decisiva per ogni q 2A .
Torniamo ora all’idea della dimostrazione del teorema canonico di impossibilita`.
Vogliamo dimostrare che le ipotesi del teorema sono sufficienti a dare all’insieme delle
coalizioni vincenti una struttura tale per cui esiste un individuo i che rende decisive tutte
le coalizioni a cui appartiene – il dittatore.
2.37. LEMMA. Per q ;f 2A , si ha Cq =Cf .
Il fulcro della dimostrazione, di cui omettiamo i dettagli, consiste nello stabilire
(come conseguenza di Unanimita` e Indipendenza) che
(2.17) q j=B f )Cq Cf :
La dimostrazione si conclude con un’applicazione diretta di (A.2). Dalla condizione
segue infatti che per ogni q ;f 2A esiste una sequenza q1;q2 : : : ;qk 2A tale che per
B A vale q = q1 j=B q2 j=B : : : j=B qk = f . Dunque applicando la (2.17) abbiamo
Cq =Cq1 Cq2  : : :Cqk =Cf :
Con argomento analogo si giunge all’inclusione inversa Cf Cq , e quindi alla conclu-
sione desiderata.
Dunque per ogni profilo ammissibile ~G, R(~G) e` determinato da un unico insieme di
coalizioni decisive per ogni q 2A . Denotiamo tale insieme conC:
2.38. LEMMA. Sotto le ipotesi del Teorema 2.36 valgono i seguenti fatti
(1) S 2C
(2) Se C 62C allora SnC 2C
(3) C 2C e C C0 )C0 2C
(4) C1;C2 2C )C1\C2 2C.
La (1) segue direttamente dalla condizione di Unanimita` (e le considerazioni che
portano alla (2.16)).
(2) Supponiamo che q sia tale che q 2GC e :q 2GSnC. SeC e SnC fossero entrambe
decisive, allora seguirebbe dalla (2.16) che R(~G) e` inconsistente, contro la definizione
di R. Dunque seC e` decisiva, il suo complemento non puo` esserlo. Per l’altra direzione
supponiamo che C 62 C. Questo significa che non esiste alcun q 2 A per cui C sia
decisiva, ovvero tale che q 2 Gc ) q 2 R(~G). Ma questo significa che per ogni q 2A
esiste un profilo ammissibile~G tale che per i= 1; : : : ;m
C = fi 2 S j q 2 Gig e q 62 R(~G):
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Poiche´ il profilo collettivo deve essere maxiconsistente, :q 2 R(~G) e poiche´ i giudizi
individuali devono essere maxiconsistenti, S nC dovra` essere decisiva per :q e quindi
SnC 2C.
(3) e (4) sono stabilite, in modo un po’ meno elementare, mostrando come le condi-
zioni (A.1) e (A.2) permettano di costruire i profili ammissibili richiesti per l’espansione
(3) e contrazione (4) delle coalizioni decisive.
Da (1) segue che S 2C e da (2) che /0 62C. Dunque per (4) segue che esiste i 2 S
tale che i 2 \C 6= /0 cioe` i appartiene a tutte le coalizioni decisive. Poiche´ per la (2)
vale
fig 2C oppure Snfig 62C
e dal momento che i 2 \C, fig e` decisiva. Ma questo significa che per ogni C  S
C 2C, i 2C
ovvero i e` un dittatore.
Questo conclude l’idea della dimostrazione del teorema canonico di impossibilita`
per i giudizi, e ci permette di osservare, en passant che la dimostrazione dell’esistenza
del dittatore sfrutta in modo essenziale il fatto che l’insieme delle coalizioni decisive
sia un ultrafiltro su S. Poiche´ stiamo assumendo che la societa` sia di cardinalita` finita,
questo porta immediatamente all’esistenza di un ultrafiltro principale – il dittatore.44
2.2.4. Arrow dall’impossibilita` logica
Cio` che rimane da fare, per arrivare a una caratterizzazione logica del teorema di Arrow
e` mostrare che la cosiddetta agenda delle preferenze soddisfa (A.1) e (A.2). Poiche´
un’analisi rigorosa della traduzione tra il linguaggio della scelta sociale e quello logico
sarebbe piu` ricca di dettagli formali che di idee, ci accontenteremo di descrivere per
sommi capi queste ultime45.
Iniziamo ricordando l’assiomatizzazione dell’ordine stretto che abbiamo introdotto
nell’Esempio 2.20. Diciamo che A e` un’ agenda delle preferenze se e` composta da
asserzioni positive (stringhe della forma a b) e negative (stringhe del tipo a 6 b) dove
a;b;c; : : : appartengono a un certo insieme X . Le seguenti convenzioni ci permettono di
pensare46 alle asserzioni sugli ordini come a enunciati di EL
 a b,:(a b), b a
 ::(a b), (a b)
Stipulate queste convenzioni e` naturale pensare all’insieme dei giudizi individua-
li ammissibili dell’agente i come l’espressione delle sue preferenze consistenti sugli
elementi dell’agenda, cioe`
(2.18) a b 2 Gi , l’agente giudica a preferibile a b
44 Per il caso piu` generale si veda [84] che fornisce anche un ingresso per la letteratura sul metodo
dell’ultrafiltro in economia matematica.
45 Per i dettagli si rimanda a [46], [48].
46 Senza dilungarci in dettagli formali tediosi.
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Assumeremo quindi che i giudizi dell’agente i (espressi dall’insieme Gi) sono in cor-
rispondenza biunivoca con le sue preferenze e quindi con le valutazioni sugli enunciati
corrispondenti47. Per esempio supponiamo che per l’agente i valga ai bi c: Queste
preferenze sono rappresentate in modo non ambiguo dall’insieme di giudizi48
Gi = fa b;b c;a c;b 6 a;c 6 b;c 6 ag:
Data l’agenda delle preferenze A si puo` infine osservare come i giudizi completi
di preferenza su X = fa;b;cg siano rappresentabili dalle otto stringhe binarie
111;110;101;100;011;010;001;000
che corrispondono alle risposte possibili alle domande se i j per i; j 2 X . Quindi 111
codifica il giudizio fa b;b c;a cg. La restrizione ai giudizi individuali consistenti
ci obbliga ad escludere le triple che violano la transitivita` e cioe` 110 e 001. Questa
rappresentazione e` alla base della teoria algebrica dell’aggregazione [196], [149], [48].
In particolare in [46] si dimostra
2.39. LEMMA. L’agenda delle preferenze
A = fa b;b c;a c;b a;c b;c ag
soddisfa (A.1) e (A.2).
Omettiamo la dimostrazione del fatto che l’agenda delle preferenze e` totalmente
connessa. La verifica di (A.1) e` invece immediata osservando come la sottoagenda
B = fa b;b c;c ag
sia inconsistente minimale e possa essere resa consistente negando il primo e il terzo
enunciato.
Il Teorema 2.36 con il Lemma 2.39 ci danno come corollario immediato la versione
logica del teorema di Arrow.
2.40. COROLLARIO (Il teorema di Arrow per i giudizi). Siano S una societa` di m indi-
vidui,A l’agenda delle preferenze e~G un profilo di giudizi individuali maxiconsistenti.
L’unica R :G(A )m!G(A ) che soddisfa l’Unanimita` e l’Indipendenza e` la Dittatura.
Cosa possiamo concludere dalla formulazione logica del teorema di Arrow?
In primo luogo abbiamo mostrato come l’impossibilita` di Arrow non sia (esclusiva-
mente) un fenomeno di natura economica, ne´ di economia politica. Si tratta, come aveva
gia` intuito Condorcet, di un “fenomeno” di natura logica che emerge ogni volta che si
presenti un problema di aggregazione di atteggiamenti individuali (come preferenze,
giudizi, opinioni, convinzioni) che risponda alle caratteristiche che abbiamo analizzato
in dettaglio. Ovviamente la rilevanza del risultato dipende dalla cogenza delle con-
dizioni formali necessarie e sufficienti a dimostrarlo rispetto all’interpretazione intesa
47 Una formalizzazione completa della relazione tra giudizi, preferenze e relazione di conseguenza classica
ci permetterebbe di derivare e non di assumere questa proprieta`.
48 Ovviamente sotto le ipotesi di consistenza e completezza di Gi, avremmo potuto omettere di menzionare
esplicitamente alcuni elementi.
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dell’aggregazione razionale. L’analisi di queste condizioni e` uno dei contributi peculiari
della formulazione logica del risultato di impossibilita`. Distinguendo tre livelli – quello
dei giudizi individuali, delle regole di aggregazione e dell’agenda – abbiamo separato
le condizioni di correttezza formale (volte a catturare la consistenza dell’aggregazione)
da quelle di adeguatezza materiale (volte a eliminare le conseguenze che confliggono
con l’interpretazione intesa di scelta collettiva razionale).
In questo senso l’analisi logica dell’impossibilita` dell’aggregazione ci permette chia-
ramente di recuperare l’interpretazione originale che Arrow da` al suo risultato – quella
di identificare lo spazio (logico) delle possibilita` offerte dalla matematizzazione del-
l’idea di aggregazione. Sotto l’ipotesi largamente condivisa secondo cui l’analisi dei
fenomeni sociali debba essere fondata sui comportamenti degli individui, la formula-
zione logica del teorema di Arrow assume quindi i connotati di un teorema di possibilita`
sulla matematizzazione delle scienze sociali. Pur con tutte le cautele del caso, e` difficile
resistere all’analogia con i teoremi limitativi che hanno segnato la nascita della logica
matematica negli anni 30 del novecento. Proprio come i teoremi di Go¨del e Turing de-
cretano l’impossibilita` di soddisfare, a un tempo, la consistenza e la completezza delle
procedure algoritmiche, la generalizzazione del risultato di Arrow ci pone davanti ai
limiti teorici dell’analisi logico-matematica dei fenomeni sociali.
CAPITOLO 3
Il paradigma paretiano
In ipotesi molto deboli l’ordine di preferenza puo` essere rappresentato in termini di
funzioni d’utilita`; questo porta alla formulare un nuovo criterio di ottimalita` collettiva:
l’efficienza paretiana.
3.1. Preferenze e funzione d’utilita`
Nella derivazione del teorema di Arrow abbiamo assunto che i desideri e le motivazioni
che guidano l’azione economica degli agenti fossero rappresentati da opportuni ordini
di preferenza. Come vedremo in maggiore dettaglio nel Capitolo 4 questo modo di
rappresentare l’interesse economico di un individuo e` storicamente successivo a quello
di considerare il grado di soddisfazione che un individuo associa a un certo bene o a
una certa azione economica. Questo viene fatto tramite quella che si chiama funzione
d’utilita`: una funzione u : Rlm+ ! R si dice una funzione d’utilita`1 che rappresenta il
preordine di preferenza < se
u(X)> u(Y ) , X < Y:
E` naturale chiedersi se ogni ordine di preferenza sia rappresentabile da una funzione
d’utilita`. In generale la risposta e` no. Ad esempio l’ordine lessicografico non e` rappre-
sentabile da una funzione d’utilita`2. La risposta pero` diventa positiva facendo qualche
ipotesi supplementare sull’ordine <; ad esempio, che il preordine sia continuo3.
1 Qui alla parola ‘utilita`’ non si deve attribuire nessuna valenza di obiettivita` ne´ alcuna ragione sociale,
come nel caso delle preferenze.
2 Dato un ordine sui reali, ad esempio quello standard, l’ordine lessicografico e` definito sulle coppie di R2
come (x1;x2) % (y1;y2) se o x1 > y1 o x1 = y1 e x2  y2: Se fosse rappresentato da una funzione u; per
ogni numero reale x1 si potrebbe scegliere un razionale r(x1) tale che u(x1;2) > r(x1) > u(x1;1) per via
della definizione stessa dell’ordine. Ora, se x1 > x01, si ha r(x1) > u(x1;1) > u(x
0
1;2) > r(x
0
1): Quindi r
stabilirebbe una corrispondenza biunivoca tra i razionali e i reali: assurdo.
3 Relativamente alla rappresentazione di un preordine totale tramite una funzione d’utilita` si veda [51] [83]
[44] [118]. Il concetto moderno di utilita` trova la sua sistemazione definitiva con l’assiomatizzazione
di von Neumann e Morgenstern [190] (si veda anche [112]), che sviluppano alcune idee che si possono
far risalire almeno a Daniel Bernoulli (1748). Nel Capitolo 4 presenteremo un’analisi elementare della
rappresentazione delle preferenze mediante funzioni di utilita`.
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Si dice che il preordine totale< inRlm+ e` continuo se, per tutti gli X 2Rlm+ gli insiemi
fY j Y < Xg e fZ j X < Zg
sono chiusi, cioe`, tutte le volte che approssimiamo4 un’allocazioneY con allocazioniYk;
Yk ! Y quando k! ¥; se Yk < X ; allora Y e` preferita a X5; e lo stesso per fZ jX < Zg:
Uno dei classici teoremi in economia matematica e` allora
3.1. TEOREMA (Debreu). Ogni preordine totale < continuo in Rlm+ puo` essere rappre-
sentato da una funzione d’utilita` u : Rlm+ ! R continua.
La chiave della dimostrazione sta nell’osservazione che le superfici di livello della
funzione d’utilita` sono le curve di indifferenza della relazione d’ordine:
u(X) = u(Y ) , X  Y:
La dimostrazione e` un po’ tecnica, ma si semplifica notevolmente se si assume che esista
una curva continua c : ]0;¥[!Rlm+ che incontri ciascuna superficie d’indifferenza in un
solo punto. Il risultato e` allora che c(t) definisce una rappresentazione del preordine
totale, si veda [53].6
4 In Rlm e` definita la distanza euclidea
per X = (xij); Y = (y
i
j) dist(X ;Y ) :=
r
å
i; j
(xij  yij)2;
la palla aperta di centro X e raggio r e` l’insieme
Br(X) :=

Y 2 Rlm j dist(Y;X)< r	:
Si dice che Yk ! Y per k! ¥; se per ogni r > 0 esiste un intero kr(X) (dipendente in linea di principio
da X e da r) tale che dist(Yk;X)< r per ogni k  kr(X):
5 Si noti che il preordine lessicografico non e` continuo: (1=n;1) % (0;3); ma (1=n;1)! (0;1) e (0;3) 
(0;1):
6 Prima di proseguire chiedendoci se e cosa guadagnamo passando dalle preferenze alla funzioni d’utilita`,
vale la pena aggiungere ancora qualche osservazione, almeno per il lettore matematicamente orientato.
Come illustreremo nel Capitolo 4 si vede abbastanza facilmente che un preordine su un insieme numera-
bile (X ;<) si rappresenta sempre con una funzione d’utilita`. Un insieme qualunqueX con un preordine
si dice separabile se esiste un sottoinsieme numerabile Z tale che 8X ;Y 2X esista Z 2Z tale che
X < Z < Y:
Si dimostra allora che
TEOREMA. SiaX un insieme non vuoto e sia < un preordine totale suX : Allora < si rappresenta con
una funzione d’utilita` se e solo seX e` separabile.
SeX e` poi uno spazio topologico ordinato, valgono i seguenti due teoremi:
TEOREMA (Debreu). SiaX uno spazio topologico a base numerabile e sia< una relazione di preferenza
completa suX : Se l’ordine < e` continuo, allora esso si rappresenta con una funzione d’utilita` continua.
TEOREMA (Eilenberg). Sia X uno spazio topologico connesso e separabile e sia < una relazione
di preferenza completa su X : Se < e` continua, allora essa si rappresenta con una funzione d’utilita`
continua.
3.1. PREFERENZE E FUNZIONE D’UTILITA` 51
Osserviamo che, se u : Rml+ ! R e` una funzione d’utilita` che rappresenta l’ordine di
preferenze < e se f : R! R e` una qualunque funzione strettamente crescente7, allo-
ra v(X) := f (u(X)) e` ancora una funzione d’utilita` che rappresenta la stessa relazione
di preferenza < : Ci ritroviamo quindi in linea di principio con infinite funzioni d’uti-
lita`, un’enorme difficolta` psicologica nello sceglierne una8 e nessun criterio teorico o
motivazione matematica (almeno per il momento) stringente. Se poi insistiamo sull’in-
dipendenza, il teorema di Arrow continua a dirci che non puo` esserci alcuna funzione
d’utilita` collettiva sulle allocazioni che non sia quella che rappresenti l’ordine di uno
dei dittatori. Abbiamo complicato le cose per niente?
Non proprio; parlare in termini di funzioni d’utilita` e` sicuramente piu` comodo dal
punto di vista della matematica e permette di provare il seguente Teorema 3.2 che, come
vedremo, avra` una grande importanza nel seguito. Di conseguenza, la rappresentazione
numerica delle preferenze ci permettera` di aprire un punto di vista alternativo e, per
certi aspetti, molto piu` fecondo rispetto alla formulazione arroviana del problema di
aggregazione. Ricordiamo che W 2 Rl+ rappresenta le risorse totali dell’economia e
R  Rlm+ l’insieme delle allocazioni realizzabili:
R :=
n
X = (x1; : : : ;xm) j
m
å
i=1
xi =W e xi 2 Rl+
o
:
3.2. TEOREMA. Sia< un preordine continuo inRlm+ : Allora esiste inR una allocazione
che e` preferita a tutte le altre9 diR:
9X 2R : 8Y 2R X < Y:
Infatti, un teorema classico dell’analisi, il teorema di Weierstrass, ci dice che una
funzione continua in un compatto ha massimo e minimo10.
Abbandonando l’indipendenza, cioe` l’ipotesi che il mercato (o il benessere sociale)
sia determinato dalle sole scelte individuali, trarremo vantaggio dal Teorema 3.2 per
formulare un nuovo criterio di scelta collettiva. Rimandiamo cio` alla prossima sezione
e concludiamo questa sezione mostrando come alcune proprieta` importanti dell’ordine
di preferenza si riflettano sulle funzioni d’utilita`.
7 Cioe` una funzione per cui f (t)< f (t 0) tutte le volte che t < t 0:
8 E` sicuramente piu` difficile esprimere il grado di preferenza che la preferenza.
9 E un’altra a cui tutte le altre sono preferite.
10 Si veda [62] [63] [64]. Ricordiamo che un insieme A in R; anche limitato, puo` non avere minimo, ad
esempio ]0;1[, ma l’insieme di tutti i suoi minoranti, cioe` degli m tali che m  a per ogni a in A; ha
sicuramente massimo (e` una conseguenza della, anzi e` equivalente alla, continuita` di R): questo massimo
si chiama estremo inferiore di A e si denota infA: Esiste poi sempre una successione fang  A con
an ! infA per n! ¥:
Consideriamo allora fXkg  R con u(Xk) ! inffu(X) jX 2 Rg =: l: La successione Xk magari non
converge ma, poiche` R e` limitato, e` possibile estrarre una sua sottosuccessione Xk j convergente (teore-
ma di Bolzano-Weierstrass), Xk j ! X¥ e, essendo R chiuso, X¥ sta in R: Per la continuita` di u allora
u(Xk j )! u(X¥) e quindi u(X¥) = l:
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FIGURA 1. (a) Gli insiemi dei sopralivelli di u : R2+ ! R: (b) Il preordine e` convesso,
anzi strettamente convesso.
Monotonia. Il preordine < e` monotono se:
8 X ; Y 2 Rlm+ vale X+Y < X ;
la funzione d’utilita` u e` monotona se:
8 X ; Y 2 Rlm+ vale u(X+Y ) u(X):
L’ipotesi di monotonia significa che tutti i beni sono desiderabili per tutti gli agen-
ti. Questo rispecchia la stipulazione che abbiamo fatto in precedenza: per esser ta-
le, un bene deve essere desiderato dagli agenti-consumatori. Viceversa, desiderare un
bene e` l’atteggiamento fondamentale dell’homo economicus di cui ci stiamo occupan-
do. In altre parole, stiamo assumendo che il desiderio dei beni economici esaurisca la
motivazione e guidi la scelta degli individui.
E` presto visto che: se il preordine< e` monotono, allora tutte le funzioni d’utilita` che
lo rappresentano sono monotone e, viceversa, se la funzione u e` monotona, il preordine
a lei associato e` monotono.
Convessita` e quasi-concavita`. Il preordine < e` convesso se 8X 2 Rlm+ e ogni l 2 [0;1]
vale
[Y < X e Z < X ]) lY +(1 l )Z < X ;
il preordine si dice strettamente convesso se 8X 2 Rlm+ e ogni l 2]0;1[ vale
[Y < X e Y 6= X ]) lY +(1 l )X  X :
Un preordine strettamente convesso e` convesso.
Le ipotesi di convessita` sono tradizionali in economia. Corrispondono all’idea che
il consumatore preferisce, ad esempio nel caso di due beni, ai panieri (x;0) e (0;y) il
paniere misto (lx;(1 l )y) o, in possesso di (x;0) vuole avere anche un po’ del bene
y (consumatore-consumista), o anche al principio della ripartizione dei rischi. Si fa
spesso risalire l’interpretazione economica al principio di diversificazione che ha una
chiara motivazione nel contesto della gestione del rischio derivante dagli investimenti11.
11 Il principio della diversificazione del rischio e` alla base della teoria finanziaria contemporanea, si veda ad
esempio la teoria del portafoglio elaborata indipendentemente da Bruno de Finetti e da Harry Markowitz.
Una prima chiara asserzione del principio di diversificazione si trova persino nel Talmud.
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FIGURA 2. Due esempi di funzioni quasi-concave ma non concave.
La convessita` e` una proprieta` geometrica che si vede bene sulle superfici d’indiffe-
renza, essa dice che ciascuna superficie d’indifferenza delimita un dominio convesso,
il suo sopralivello. Dire che l’ordine e` strettamente convesso equivale a dire che le
superfici d’indifferenza non contengono segmenti di rette. Essendo le superfici d’in-
differenza esattamente le curve di livello delle funzioni d’utilita`, le seguenti definizioni
tornano particolarmente utili:
 La funzione u si dice quasi-concava se, per ogni a 2R; il sopralivello corrispon-
dente ad a
Sa = fZ 2 Rlm+ j u(Z) ag
e` convesso.
 La funzione u si dice strettamente quasi-concava se i suoi sopralivelli sono
strettamente convessi, cioe`, se per ogni X 2 Rlm+ e ogni l 2]0;1[ si ha
[u(Y ) u(X) e Y 6= X ]) u(lX+(1 l )Y )> u(Y ):
Se ne deduce facilmente che: se il preordine < e` convesso, tutte le funzioni d’utilita`
che lo rappresentano sono quasi-concave e, viceversa, se u e` quasi-concava, il preordine
a lei associato e` convesso.
Matematicamente sarebbe molto piu` semplice lavorare nel contesto delle funzioni
concave (o convesse)12, ma questo non e`, purtroppo o per fortuna, sempre possibile13.
Concavita`. Ricordiamo che
 la funzione u si dice concava se, per ogni l 2 [0;1] e per ogni X 2 Rlm+ ; vale
u(lX+(1 l )Y )> lu(X)+(1 l )u(Y );
 si dice strettamente concava se per ogni l 2]0;1[ e per ogni coppia (X ;Y ) di
punti distinti
u(lX+(1 l )Y )> lu(X)+(1 l )u(Y ):
12 Il lettore matematicamente orientato pensi alla dualita` convessa; si veda il Capitolo 7, il Capitolo 9 e [65],
ma in letteratura si trova anche una dualita` quasiconvessa.
13 Si dimostra pero` che: ogni preordine convesso e monotono puo` essere ‘approssimato’ da preordini
rappresentabili da una funzione d’utilita` concava e non solo quasi-concava.
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FIGURA 3. Le preferenze di Leontiev.
La funzione u si dice convessa (strettamente convessa) se u e` concava (strettamente
concava); geometricamente u e` convessa se il segmento che congiunge due punti del suo
grafico sta sopra il grafico di u; e` concava se il segmento sta sotto.
Infine osserviamo che ogni funzione concava e` quasi-concava, ma il viceversa e`
falso, come illustrato dalla Figura 2.
Si dimostra facilmente che:
 Un sottoinsieme C di Rn e` convesso se e solo se, per ogni famiglia finita di
coefficienti ak  0; k = 1; : : : ;K con åK1 ak = 1; si ha
K
å
1
ak xk 2C per xk 2C; k = 1; : : : ;K:
Si chiama inviluppo convesso di un insieme M  Rn; e si denota co(M); l’inter-
sezione di tutti i convessi che lo contengono14.
 Una funzione u : Rn+ ! R e` quasi-concava se e solo se, per ogni famiglia finita
di coefficienti ak  0; k = 1; : : : ;K con åK1 ak = 1; si ha
u(
K
å
1
ak xk)> a tutte le volte che u(xk)> a; k = 1; : : : ;K:
 Una funzione u : Rn+ ! R e` concava se e solo se, per ogni famiglia finita di
coefficienti ak  0; k = 1; : : : ;K con åK1 ak = 1; si ha
u(
K
å
1
ak xk)>
K
å
1
aku(xk):
Infine, analiticamente sarebbe conveniente se si potesse assumere che una funzione
d’utilita` che rappresenta un preordine fosse differenziabile, si veda Capitolo 7. Pur-
troppo questo non e` sempre possibile, un semplice esempio e` dato dalle cosiddette
14 Si dimostra, si veda [65],
TEOREMA(Carathe´odory). Sia M  Rn: Allora
co(M) =
n
x 2 Rn j x=
n+1
å
i=1
lixi; xi 2M; li  0;
n+1
å
i=1
li = 1
o
:
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preferenze di Leontief definite in R2 da (x1;x2)  (y1;y2) se e solo se min(x1;x2) 
min(y1;y2):
3.2. I massimi di Pareto
Ricordiamo che stiamo considerando un’economia costituita dam agenti che, caratteriz-
zati dai loro ordini di preferenze <i; devono dividersi l beni, presenti in quantita` totale
W: Il teorema di Arrow ci dice che non e` possibile costruire, in modo funzionale, un or-
dine di preferenza collettivo <S senza violare l’assioma di unanimita` o d’indipendenza
o accettare una regola dittatoriale. L’introduzione delle funzioni d’utilita` permette di
proporre una regola di tutt’altra natura.
Partendo da preordini di preferenza individuali<i continui, noi possiamo rappresen-
tarli con funzioni d’utilita` continue ui e considerare la funzione
uS := u1+   +um
che rappresenta il preordine continuo collettivo <S dato da
X <S Y , uS(X) uS(Y ):
Ma questa risulta una buona regola per la determinazione della scelta collettiva? E` non
dittatoriale e soddisfa l’assioma di unanimita`. Violera` quindi l’assioma di indipendenza.
Abbiamo gia` incontrato il fenomeno; aggiungiamo un esempio dovuto ad Arrow.
3.3. ESEMPIO (Arrow). Siano X e Y due allocazioni tali che ui(X) = ui(Y )+1 per tutti
gli i 6= 1 e u1(X) = u1(Y ) a: Allora(
uS(X)> uS(Y ) se a< m 1
uS(X)< uS(Y ) se a> m 1:
In altri termini, se l’agente 1 preferisce di gran lunga Y a X ; la societa` preferira` Y a X ;
altrimenti preferira` X a Y:Ma in entrambi i casi i preordini sono gli stessi.
E` opportuno osservare, e ci ritorneremo nel Capitolo 4, come questo tipo di situa-
zione metta in evidenza il ruolo di un eventuale accordo interpersonale tra gli agenti. In
questo esempio, se gli individui riescono ad accordarsi sulla scelta di a; allora riescono
a determinare l’esito.
Come gia` osservato, il problema vero e` che non c’e` un modo intrinseco o natu-
rale o canonico di scegliere una funzione d’utilita` che rappresenti un preordine dato.
Per rappresentare il preordine <1 potremmo scegliere 100u1; definendo come funzione
d’utilita` collettiva
u0S = 100u1+u2+ : : :+um
che da` piu` peso all’agente 1 nella scelta collettiva, ottenendo magari un ordine collettivo
diverso da <S : Piu` in generale, per ogni scelta di coefficienti a1; : : : ;am non negativi e
non tutti nulli, possiamo definire
uaS := a1u1+ : : :+amum;
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che rappresenta l’ordine di preferenza collettivo <aS
X <aS Y , uaS(X) uaS(Y ):
Ancora, osservando che funzioni d’utilita` proporzionali definiscono lo stesso preordine,
possiamo sostituire uaS con u
a
S=å
m
1 ai senza cambiare l’ordine collettivo <aS; equivalen-
temente, sostituire i coefficienti ai con ai := a=åm1 ai: In definitiva, possiamo definire
le funzioni d’utilita` collettive tramite le espressioni
(3.1) uaS = a1u1+ : : :+amum; ai  0 8i;
m
å
1
ai = 1
e, se poi poniamo vi = aiui; ritorniamo al punto di partenza, come del resto era chiaro
fin dall’inizio.
Abbiamo solo trasformato il problema della scelta collettiva ottimale nel problema
della scelta degli ai in (3.1), scelta che comunque, sotto le ipotesi del teorema di Arrow,
rimane impossibile.
Ma, non e` proprio cosı`, dato che la scrittura delle funzioni d’utilita` collettive nella
forma della (3.1) permette di applicare il Teorema 3.2 in modo proficuo. Per ogni a ; il
Teorema 3.2 ci garantisce che la funzione d’utilita` uaS ha massimo X
a in R: Al variare
di a = (a1; : : : ;am) le allocazioni di massimo Xa per uaS varieranno nell’insieme R
delle allocazioni realizzabili e ne costituiranno un sottoinsieme, diciamoP;P R:
Vedremo ora che le allocazioni diP hanno proprieta` che le isolano come le uniche am-
missibili per risolvere il problema della scelta collettiva: l’introduzione delle funzioni
d’utilita` non ci permettera` di risolvere il problema della scelta collettiva ma, almeno, ci
permette di circoscriverlo.
Siano quindi ui; i im; funzioni d’utilita` continue che rappresentano le preferenze
individuali<i : Sia a =(a1; : : : ;am) una famiglia qualunque di coefficienti non negativi
di somma uno. Si vede facilmente che ogni allocazione realizzabile che massimizza
uaS = å
m
i aiui inR possiede le proprieta`:
(P’): non esiste Y 2R che tutti preferiscono a Xa ; cioe`,
@Y 2R tale che Y i Xa 8i;
(P): se poi gli ai sono tutti non nulli, allora
@Y 2R tale che Y <i Xa 8i e Y  j Xa per qualche j:
Infatti, se per Y 2R si avesse Y i Xa per ogni i, allora ui(Y ) > ui(Xa) e, quindi,
åaiui(Y ) > åaiui(Xa): Se gli ai sono tutti non nulli, per ottenere l’ultima disegua-
glianza basta poi che la diseguaglianza ui(Y ) ui(Xa) sia verificata per tutti gli i e che
per almeno uno sia stretta.
3.4. DEFINIZIONE. Diciamo che una allocazione X e` un massimo (ottimo) debole di
Pareto se verifica la proprieta`
(P’) @Y 2R tale che Y i X 8i;
diciamo che e` un massimo (ottimo) stretto di Pareto se verifica la proprieta`
(P) @Y 2R tale che Y <i X 8i e Y  j X per qualche j:
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Un’allocazione X e` ottimale nel senso di Pareto – spesso si dice che X e` Pareto effi-
ciente15 – se, nel quadro delle risorse disponibili, non e` possibile migliorare simultanea-
mente la situazione di tutti gli agenti economici sia nel senso che si faccia strettamente
meglio per tutti (senso debole) sia che si faccia strettamente meglio per uno e almeno
quanto prima per gli altri (senso stretto). Ovviamente (P) ) (P0) oP P 0 R:
In senso strettamente economico l’ottimalita` di Pareto e` un criterio di buona gestio-
ne: dire che un’allocazione non e` un massimo di Pareto vuol dire che e` possibile una
migliore allocazione dei beni che permette di migliorare la situazione di tutti (in modo
debole o forte)16. Ma vale di piu`.
3.5. PROPOSIZIONE. Supponiamo che gli ordini di preferenza individuali siano conti-
nui. Allora, per ogni allocazione realizzabile Y 2R; esiste un massimo stretto di Pareto
X 2R unanimemente preferito a Y :
X <i Y:
DIMOSTRAZIONE. Consideriamo l’insieme delle allocazioni realizzabili unanimemente preferite a Y; cioe`
Z (Y ) =fZ 2R j ui(Z) ui(Y ) 8ig(3.2)
=\mi=1 fZ 2 Rlm+ j ui(Z) ui(Y )g\R;(3.3)
che e` non vuoto (perche´ contiene almeno Y ); chiuso e limitato, quindi un compatto. L’insieme dei punti di
Z (Y ) dove u1 ha massimo e` ancora un compatto non vuoto:
X1 = fX 2Z (Y ) j u1(X) u1(Z) 8Z 2Z (Y )g:
Reiteriamo l’operazione. Denotiamo l’insieme dei punti del compatto X1 dove la funzione continua u2
assume massimo inX2 e proseguiamo fino a m; di modo che per 1 i m 1
Xi+1 = fX 2Xi j ui(X) ui(Z) 8Z 2Xig:
Ora
Z (Y )X1  : : :Xi  : : :Xm:
Allora X 2Xm e` unanimente preferita a Y ; in effetti e` un massimo di Pareto cercato. Infatti, se per T 2R
abbiamo ui(T )  ui(X) per ogni i; allora, intanto, T 2 Z (Y ) e, poiche´ u1(T )  u1(X) e X massimizza
u1 in Z (Y ); si dovra` avere u1(T ) = u1(X): Iterando, poiche´ ui(T )  ui(X) e X massimizza ui su Xi 1;
ui(T ) = ui(X); si dimostra che T i X per 1 i m 1: 
15 In generale, se ad esempio f ;g sono due funzioni da R2 ! R; diciamo che (x¯; y¯) e` un massimo debole di
Pareto per la coppia ( f ;g) se
non esiste (x;y) tale che f (x;y)> f (x¯; y¯) e g(x;y)> g(x¯; y¯);
equivalentemente, se
per ogni (x;y) vale f (x;y) f (x¯; y¯) o g(x;y) g(x¯; y¯)
16 Osserviamo pero` che l’efficienza non necessariamente si accorda all’equita`; ritorneremo su questo punto
nel Capitolo 4 e nel Capitolo 10. In particolare l’efficienza paretiana e` naturalmente sbilanciata a favore
dello status quo e, di conseguenza, si sposa bene con la retorica dei diritti acquisiti. A tal proposito Sen
osserva, [168] p. 44,
uno stato puo` essere un ottimo in senso paretiano con alcune persone in estrema miseria e altri che
nuotano nel lusso, fintantoche´ i poveri non possono essere fatti star meglio senza dimunire il lusso dei
ricchi.
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FIGURA 4. Supponiamo l = 1; m= 2; u1(X1;X2) = X1; u2(X1;X2) = X2: Nella figura a.
X e` un massimo di Pareto che non massimizza nessuna combinazione lineare delle ui:
Nella figura b. ogni ottimo di Pareto massimizza una combinazione lineare delle ui;
nella figura rappresentata dalla retta D passante per X :
Vediamo allora che la nozione di ottimalita` di Pareto ha anche un significato po-
litico e costituisce uno dei modi in cui si articola il rapporto tra problemi di natura
matematico-economico e problemi di natura politica. Essa riconduce il problema della
scelta ottimale collettiva alla scelta tra i massimi di Pareto. Ma questa scelta non puo`
che essere, a questo punto, che una scelta politica: gli elementi economici non ci per-
mettono piu` di andare avanti senza un intervento esterno che restringa, sulla base della
razionalita` degli agenti considerati individualmente, la pluralita` degli ottimi a un’unica
scelta. Per questo e` necessario un arbitrato.
La Proposizione 3.5 implica, scegliendo Y a caso, l’esistenza di un ottimo di Pareto,
almeno se i preordini di preferenza sono continui. Possiamo chiederci se tutti i massimi
di Pareto siano ottenibili via la procedura precedente. La risposta e` in generale negativa,
come mostrato dalla Figura 4, ma e` positiva se le funzioni d’utilita` ui sono concave.
3.6. PROPOSIZIONE. Siano ui; 1  i  m; delle funzioni d’utilita` continue e concave
che rappresentano i preordini di preferenza <i : Sia X 2R un ottimo di Pareto debole.
Allora esiste una famiglia a = (a1; : : : ;am) di coefficienti nonnegativi e di somma uno
tali che X massimizza uaS = å
m
i=1aiui sull’insiemeR delle allocazioni realizzabili,
m
å
i=1
aiui(X)
m
å
i=1
aiui(Y ) 8Y 2R:
Un punto X non e` un ottimo di Pareto se esiste Y tale che ui(Y ) > ui(X)8i; cioe` se, per ogni
i; esistono costanti pi > 0 e qi  0 tali che
(3.4) ui(X)+ pi = ui(Y ) qi:
Viceversa, un punto X e` di Pareto se non e` possibile realizzare l’uguaglianza precedente. Chiara-
mente tutti e soli i vettori di Rm del tipo ui(X)+ pi stanno nel traslato di int(Rm+) tramiteU(X);
doveU e` definita da
U(X) := (u1(X); : : : ;um(X));
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in altre parole i vettori di Rm le cui componenti compaiono a sinistra della (3.4) sono i vettori nel
convesso
U(X)+ int(Rm+):17
I vettori le cui componenti compaiono a secondo membro della (3.4), cioe` i vettori inU(R) Rm+,
sono quelli per cui ui(Y ) = ni+qi; cioe` ui(Y ) ni
U(R) Rm+ =

n 2 Rm j 9X : ui(X) ni8i
	
;
e` poi facile verificare, usando la convessita` di R e la concavita` di ciascuna ui; che U(R) 
int(Rm+) e` convesso. Possiamo allora dire che X e` un massimo di Pareto se e solo se
(3.5) (U(X)+ int(Rm+))\ (U(R) Rm+) = /0:
Ricordiamo ora che l’insieme dei punti z di Rm tali che åmi=1 aizi = b e` quello che si chiama
un iperpiano in Rm; se b= 0 si tratta di un sottospazio vettoriale di dimensione m 1; altrimenti
di un traslato di questo sottospazio. L’iperpiano H di equazione åmi=1 aizi = b separa lo spazio
ambiente Rm in un semispazio chiuso F ; dove åmi=1 aizi  b; e in un semispazio chiuso F+;
dove åmi=1 aizi  b; entrambi delimitati da H: Un classico ed intuitivo teorema stabilisce:
3.7. TEOREMA (Minkowski). Siano C1 e C2 due convessi non vuoti e disgiunti in Rm,
C1 6= /0; C2 6= /0; C1\C2 = /0:
Allora C1 e C2 sono separati da un iperpiano, cioe` esistono coefficienti a1; : : : ;am; non tutti nulli,
e un numero b tali che
m
å
i=1
aixi  b
m
å
i=1
aiyi 8x 2C1 8y 2C2:
Se inoltre uno dei due convessi e` chiuso e l’altro compatto, allora i due convessi sono separati
strettamente, cioe` esistono coefficienti a1; : : : ;am; non tutti nulli, e due numeri b1 e b2 tali che
m
å
i=1
aixi  b1 < b2 
m
å
i=1
aiyi 8x 2C18y 2C2:
La Proposizione 3.6 e` ora una semplice conseguenza della condizione (3.5) e del teorema di
Minkowski. Infatti, possiamo trovare coefficienti a1; : : : ;am e un numero b tali che
m
å
i=1
aivi  b 8v 2U(R) Rm+
m
å
i=1
aiwi  b 8w 2U(R)+ int(Rm+):
L’ultima diseguaglianza diventa, per wi = ui(X)+ ti; ti > 018;
m
å
i=1
aiti  b 
m
å
i=1
aiui(X) 8t 2 int(Rm+)
17 Se ARn; indichiamo con int(A) la parte interna di A; cioe` l’insieme degli x 2 A per cui esiste una palla
di centro x e raggio opportuno tutta contenuta in A: In particolare
int(Rm+) = fx 2 Rm j x1 > 0; : : : ;xm > 0g:
18 Altrimenti, se fosse t j < 0; scegliendo ti = 0 per i 6= j e prendendo jt jj grande si avrebbe un assurdo.
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che, in particolare, ci dice che i coefficienti sono tutti non negativi. Dalla prima si ricava
m
å
i=1
aiui(Y ) b 8Y 2R:
Mettendo assieme e normalizzando gli ai; cioe` dividendo per åai e scrivendo ai per ai=åai; si
conclude infine con la tesi della Proposizione 3.6.
CAPITOLO 4
Razionalita`, coerenza ed efficienza
Nel Capitolo 1 abbiamo considerato il problema di scegliere la migliore tra le possi-
bili allocazione di l beni a m individui, seguendo l’intuizione secondo cui una buona
allocazione dovesse riflettere, per quanto possibile, le preferenze dei singoli individui.
Successivamente, motivati dal risultato di impossibilita` di Arrow, abbiamo riformulato
le preferenze individuali in termini di funzioni d’utilita` e le scelte in termini di mas-
simizzazione dell’utilita`; di conseguenza, rinunciando parzialmente all’indipendenza,
abbiamo introdotto un nuovo criterio di aggregazione in termini di ottimalita` delle com-
binazioni convesse delle funzioni d’utilita` individuali. Questo ci ha portato, da una par-
te, alla nozione di ottimalita` o efficienza paretiana e, dall’altra, a far sorgere dall’interno
la nozione di sistema di prezzi.
In questo capitolo vogliamo aggiungere, in un contesto astratto e matematicamente
elementare, alcune considerazioni sul rapporto tra le preferenze e le scelte, sia di un
individuo sia della collettivita`. Considereremo cioe` il cosiddetto problema astratto del-
la scelta razionale. Questo ci permettera` un riesame del concetto di razionalita` come
coerenza. Confronteremo quindi questa nozione con quella logica che abbiamo svilup-
pato nel Capitolo 2, mettendo in evidenza come la tradizione economica e quella logica,
pur avendo sviluppato il concetto di ‘razionalita` come coerenza’ in modo largamente
indipendente, trovino un punto di contatto importante nell’identificazione del concetto
intuitivo di coerenza di un agente idealizzato con quello matematico di ordine su un
determinato dominio.
Concluderemo il capitolo con alcune osservazioni sul ruolo del concetto di raziona-
lita` nell’analisi economica.
4.1. Razionalita` economica come coerenza interna:
la teoria delle preferenze rivelate
L’analisi di questo capitolo e` limitata a uno scenario matematicamente elementare in
cui un agente1 sia ipoteticamente posto davanti a un insieme finito di alternative distinte
X = fx1;x2; : : : ;xlg. Ci interessa analizzare il concetto di scelta su X , cioe` l’operazione
di selezione di un sottoinsieme non vuoto S(X)  X . Per il momento supponiamo che
1 Come al solito idealizzato e non necessariamente individuale.
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all’agente sia richiesto di selezionare esattamente una tra le alternative in X . Con questa
ipotesi restrittiva ci sono l modi in cui il nostro agente puo` comportarsi. Siamo in primo
luogo interessati a individuare e scartare quei modi di scegliere da X che ci sembrino
palesemente irrazionali. L’obiettivo, proprio come nell’identificazione delle regole di
aggregazione “materialmente adeguate” che abbiamo discusso nella Sezione 2.2.1, e`
quello di eliminare tutte le scelte inammissibili attraverso la definizione di un criterio
di razionalita` come coerenza del comportamento di scelta.
Illustriamo l’idea con un esempio elementare. Supponiamo che l’agente i si trovi in
pizzeria e debba scegliere una tra le uniche due pizze disponibili sul menu X = fx1;x2g.
Supponiamo che i abbia scelto x2, ovvero ‘salsiccia e friarielli’ e cosı` facendo abbia
scartato x1, cioe` ‘margherita’. Prima di prendere la comanda il cameriere informa i
che, fuori menu, e` disponibile anche la pizza x3: ‘salsiccia e rape.’ Chiamiamo il menu
esteso Y . Chiaramente X  Y . In questo contesto, appare autoevidente richiedere che
la sua coerenza permetta all’agente i di scegliere x3 da Y ma gli impedisca di scegliere
x1 da Y . Elevato a principio, questo criterio va sotto il nome di indipendenza dalle
alternative irrilevanti per le funzioni di scelta (IAI).
Innanzitutto fissiamo un po’ di terminologia e diciamo che una funzione di scelta su
un insieme di alternativeM e` una funzione S :M ! 2M tale che per ogni X M ,
/0 6= S(X) X . Ripetiamo, stiamo assumendo cheM sia finito.
La condizione di indipendenza per le funzioni di scelta si puo` quindi esprimere come
segue.
(IAI) Siano x;y 2 X e X  Y . Se x 2 S(X) allora y 62 S(Y ).
Imponendo la monotonia del comportamento di scelta nell’espansione a sovrainsie-
mi il principio di indipendenza cattura un principio di coerenza interna o di equilibrio
deliberativo interno della scelta: nel momento in cui l’agente i ha deliberato sulle alter-
native in X e ha escluso y ha considerato tutte le informazioni rilevanti su y in relazione
agli altri membri di X . L’analogia con l’assioma di indipendenza di Arrow e` evidente
e la terminologia e` motivata dal fatto che le alternative presenti in Y ma non in X sono
considerate irrilevanti rispetto alle valutazioni dell’agente sugli elementi di X .
E` interessante analizzare lamonotonia catturata dall’assioma di indipendenza da un punto di vista
puramente logico. A tale scopo giova rammentare che la relazione j= e` monotona nel senso che
se G j= q allora G[f j= q ;
per ogni f 2 EL , eventualmente anche :q ! Questa e` una delle proprieta` centrali della logica
cosiddetta classica ed evidentemente una delle proprieta` che rende materialmente inadeguata la
relazione j= rispetto a un numero considerevole di contesti2.
Supponiamo che G j= q , per qualche G EL e q 2 EL . Se identifichiamo (come abbiamo
fatto nel Capitolo 2) un agente con una relazione di conseguenza logica, il principio di monotonia
sancisce l’irrilevanza di qualsiasi informazione aggiuntiva (rispetto a G) ai fini dell’atteggiamento
del nostro agente nei confronti di q . Ma questo non e` che un modo per dire che, per l’agente j=, G
fornisce informazioni sufficienti per l’accettazione di q . Un agente logico monotono quindi non
cambia mai idea.
2 Un ottimo riferimento per chi fosse interessato ad approfondire l’argomento e` [114].
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L’adeguatezza di questa ostinazione logica chiaramente non puo` essere valutata in astratto.
Non ha cioe` senso chiedersi se la monotonia sia un principio universalmente accettabile3, ma la
sua adeguatezza dipende in modo essenziale dal tipo di contesto (dall’ambito di ragionamento,
se vogliamo) che deve affrontare l’agente/relazione di conseguenza oggetto del nostro discorso o
della nostra analisi. Se assumiamo, ad esempio, che l’agente ragioni su problemi caratterizzati da
una potenziale incertezza, come l’incompletezza delle informazioni, allora la monotonia diventa,
in generale, indesiderabile. G.W. Leibniz, come spesso accade su queste faccende, aveva afferrato
la parte essenziale della questione:
Certamente non e` oscura la causa del perche´, finora, le sole discipline matematiche siano state coltivate
in modo sorprendente e da suscitare invidia, cosı` da garantire non soltanto la certezza ma anche un gran
numero di egregie verita`. Cio` non lo si puo` attribuire al solo merito degli ingegni matematici, [: : :] . Cio`
e` dovuto piuttosto alla natura dell’oggetto, secondo il quale si puo` porre la verita` davanti agli occhi [: : :],
in modo da non lasciare alcun dubbio residuo; per cui viene allo scoperto una specie di successione e,
per cosı` dire, un filo del pensiero [filum cogitandi] che e` capace sia di renderci certi delle scoperte passate
sia di mostrarci la strada indubitabile verso quelle future.
La condizione di indipendenza per le funzioni di scelta viene formulata da Sen in
[157] come Proprieta` a
(a) Se x 2 X e X  Y allora
x 2 S(Y )) x 2 S(X):
Essa naturalmente induce una struttura di ordine che puo` essere convenientemente
analizzata mediante il concetto di preferenza rivelata4.
4.1. DEFINIZIONE (Preferenza rivelata). Sia X un insieme non vuoto con x;y 2 X e sia
S() una funzione di scelta su X . Definiamo la relazione di preferenza rivelata  in X
ponendo
x y, x= S(fx;yg):
E` immediato notare come  cosı` definita sia una relazione totale. La seguente pro-
posizione mostra che e` anche transitiva e quindi come IAI sia sufficiente a definire un
ordine (stretto) su X .
4.2. PROPOSIZIONE. Sia S una funzione di scelta che soddisfa IAI. Allora ; costruita
come nella Definizione 4.1, e` una relazione transitiva.
DIMOSTRAZIONE. Supponiamo per assurdo che 9x;y;z 2 X tali che
x= S(fx;yg); y= S(fy;zg); z= S(fx;zg):
Poiche´ S soddisfa IAI, otteniamo rispettivamente
y 62 S(fx;y;zg); z 62 S(fx;y;zg); x 62 S(fx;y;zg):
E questo ci porta alla contraddizione desiderata perche`, per la definizione di funzione di scelta, S(Y ) deve
essere non vuoto. 
3 Ovvero se sia una “legge logica” per usare un linguaggio meritatamente desueto.
4 La terminologia e` dovuta al fatto che le preferenza dell’agente e` definita (rivelata) a partire dal suo com-
portamento di scelta. L’idea, in sintonia con lo spirito neopositivista dell’inizio del novecento, e` che
il concetto di scelta, a differenza di quello di preferenza, sia osservabile e quindi passibile di analisi
scientifica. Questa impostazione risale almeno a [150].
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La derivazione di un ordine di preferenza a partire da una funzione di scelta S
puo` essere estesa alle preferenze deboli. In questo caso pero` abbiamo bisogno di una
condizione aggiuntiva. Cominciamo con la definizione della preferenza debole.
4.3. DEFINIZIONE (Preferenza debole rivelata). Sia X un insieme non vuoto con x;y 2
X e sia S() una funzione di scelta su X . Definiamo la relazione di preferenza debole
rivelata % in X ponendo
x% y, x 2 S(fx;yg):
La relazione x %i y cattura l’intuizione secondo cui l’agente i non considera x peg-
giore di y (oppure “i non preferisce y a x” oppure che “preferisce debolmente x a y”). A
differenza di i, la relazione %i e` chiaramente riflessiva.
Data %i, diciamo che i e` indifferente rispetto a x e y scritto xi y, se e solo se
x%i y e y%i x:
Dalla definizione segue immediatamente che x y se e solo se fx;yg= S(fx;yg).
Secondo questa caratterizzazione, l’unico criterio di scelta razionale disponibile a un agente che
sia indifferente rispetto a tutte le alternative e` la scelta casuale. Qualcuno potrebbe pensare che
non ci sia niente di “razionale” nello scegliere a caso. Ma, secondo il modello che stiamo co-
struendo, non e` proprio cosı`. Ricordiamo come l’idea guida della caratterizzazione dei principi
di razionalita` che stiamo analizzando sia quella riconducibile alla massima calviniana di evitare
il peggio. Una volta escluse tutte le alternative inammissibili, cio` che rimane e` ugualmente am-
missibile. Un modo di scegliere che non rispettasse questa simmetria violerebbe il principio di
indipendenza (in una delle sue molte possibili formulazioni).
Nel caso della preferenza rivelata debole, il principio di indipendenza garantisce
l’aciclicita` della relazione di preferenza, ma non necessariamente la sua transitivita`.
Supponiamo infatti che x 2 S (fx;y;zg), S (fx;yg) = fxg, S (fy;zg) = fyg, S (fx;zg) =
fx;zg. Queste scelte danno luogo a preferenze acicliche che tuttavia non sono transitive
poiche´ valgono x y, y z e z x.
Affinche´ la funzione di scelta dia luogo a un ordine di preferenza debole abbiamo
bisogno di una condizione di espansione, Proprieta` b . Come al solito assumiamo che
X  Y siano insiemi non vuoti di alternative e che x;y 2 X .
(b ) Se x 2 S(X) e y 2 S(X) allora
x 2 S(Y )) y 2 S(Y ):
Dimostra allora Sen5
4.4. PROPOSIZIONE. Le condizioni (a) e (b ) sono necessarie e sufficienti affinche´ la
relazione % costruita come in Definizione 4.3 sia riflessiva, totale e transitiva.
Nella teoria della scelta razionale o teoria delle preferenze rivelate dunque il con-
cetto intuitivo di scelta coerente e` catturato dalla richiesta che la funzione di scelta di
5 Dimostrazioni elementari, oltre che in [157] si trovano in [125] [100] [147].
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un individuo soddisfi le proprieta` (a) e (b ). Per questo i due principi si trovano spes-
so espressi come un’unica condizione denominata Assioma di Houthakker o Assioma
Debole delle Preferenze Rivelate6.
Isolando le condizioni sotto cui una funzione di scelta coerente da` luogo a un ordine
di preferenze, la Proposizione 4.2 e Proposizione 4.4 ci permettono di consolidare l’in-
terpretazione economica del concetto di preferenza individuale da cui siamo partiti nel
Capitolo 1.
E` naturale chiedersi, a questo punto, se il criterio di scelta razionale dettato dalle
proprieta` (a) e (b ) sia logicamente equivalente al criterio di ‘razionalita` come coeren-
za’ imposto dagli assiomi di ordine sulle relazioni di preferenza. Come prevedibile la
risposta e` affermativa.
Sia  un ordine di preferenza stretto (e cioe` asimmetrico, totale e transitivo) su un
dominio finito X . Diciamo che x 2 X e` un ottimo rispetto a  se x  x;8x 2 X nfxg.
Definiamo la funzione di scelta indotta da , scritto S() ponendo
(opt) S(X) = optX = fx 2 X j x  x;8x 2 X nfxgg :
Poiche´  e` asimmetrica, optX contiene un unico elemento.7
Nel caso delle preferenze deboli%, si definisce la funzione di scelta indotta in modo
del tutto analogo, sostituendo l’ottimizzazione descritta dalla (opt) con la selezione dei
massimi di X :
(max) S%(X) = maxX = fx 2 X j6 9y 2 X t.c. y xg
L’ordine % induce una funzione che seleziona tutti gli elementi non strettamente
dominati di X . Nel caso in cui l’agente sia indifferente rispetto a tutte le alternative in
X , avremmo S(X) = X = maxX . Quindi, chiaramente, nel caso delle preferenze deboli
si perde l’unicita` del risultato8.
Concludiamo osservando che la richiesta di transitivita` delle preferenze individuali
assume, in questo contesto astratto, una plausibilita` immediata. Se infatti ammettessimo
preferenze intransitive non otterremmo funzioni di scelta dal momento chemaxX e optX
sarebbero entrambi vuoti.
Riassumendo, siamo partiti dal concetto primitivo di funzione di scelta S() che ab-
biamo usato nella Definizione 4.1 per definire il concetto di preferenza rivelata  (e la
sua versione debole) e abbiamo mostrato come la proprieta` di indipendenza sia suffi-
ciente a garantire che la relazione di preferenza rivelata sia un ordine. Chiudiamo ora
6 Ci si riferisce comunemente a questo assioma come Weak Axiom of Revealed Preference, in inglese,
abbreviato in WARP.
7 Nella teoria della scelta sociale (e delle votazioni) la condizione catturata da (opt) viene detta Condizione
di Condorcet, mentre l’elemento x viene chiamato vincitore di Condorcet nell’insieme di candidati X .
8 Questa e` una descrizione formale della condizione in cui si e` trovato l’Asino di Buridano. L’altra,
riguarda l’indecisione dell’Asino, che muore di fame perche` cerca una soluzione ottimale nonostante
l’incompletezza delle sue preferenze. Si veda [167].
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il diagramma osservando come la funzione di scelta indotta S() che abbiamo defini-
to a partire da quest’ordine coincida con la funzione di scelta di partenza, e cioe` che
S() = S(). Vale infatti9
4.5. PROPOSIZIONE. Si ha
1. Se  e` un ordine allora la S definita dall’equazione (opt) e` una funzione di
scelta che soddisfa la proprieta` (a).
2. Se % e` un ordine allora la S% definita dall’equazione (max) e` una funzione di
scelta che soddisfa WARP.
3. Se S() soddisfa WARP allora esiste una ordine di preferenza % tale che S() =
S%().
L’equivalenza tra una funzione di scelta coerente e un ordine di preferenze, pur non
essendo sorprendente, non e` banale. Per vederlo consideriamo una piccola variazione
della condizione (opt)
(sec) S2(X) = secX =

x2 2 X j 9unicox 2 X : x x2	
Si tratta del criterio per cui un agente sceglie sempre il secondo miglior elemento di
X ; questo non soddisfa, in generale, la condizione di indipendenza.
4.2. Rappresentazione dell’utilita`
Passiamo ora alla seconda formulazione equivalente del concetto intuitivo di preferen-
ze coerenti, quella basata sulle funzioni d’utilita`. Abbiamo visto come il Teorema 3.2
ci abbia permesso di formulare un paradigma di scelta sociale alternativo rispetto al-
l’aggregazione arroviana e quindi di superare, in qualche modo, l’impossibilita` che
si ottiene in quel contesto – il paradigma paretiano. Ritorniamo ora su un passaggio
metodologicamente importante che abbiamo trattato in modo abbastanza rapido nel ca-
pitolo precedente, ovvero sulla rappresentazione delle relazioni di preferenza mediante
funzioni d’utilita`, e quindi sull’equivalenza logica del criterio di massimizzazione del-
l’utilita` personale da un lato, e le condizioni di consistenza delle preferenze dall’altro.
A tale scopo considereremo un contesto matematicamente piu` semplice di quello che
da` luogo al teorema di rappresentazione di Debreu, Teorema 3.1 e ci limiteremo quindi
al caso numerabile.
Come abbiamo gia` visto nel caso piu` generale del teorema di Debreu le proprieta`
di ordine delle preferenze rivelate sono sufficienti a garantire che sia sempre possibile
assegnare alle alternative in X un valore numerico (reale) tale che, per ogni coppia x;y
il valore che assegnamo a x sia maggiore (o uguale) a quello assegnato a y esattamente
nel caso in cui x sia (debolmente) preferita a y. Ricordiamo che per x;y 2 X si dice che
9 Per la dimostrazione, oltre all’originale [157], si puo` consultare [101].
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u : X ! R rappresenta  se vale
(4.1) x y, u(x)> u(y):
4.6. TEOREMA. Le seguenti asserzioni sono equivalenti:
(1)  e` una relazione totale e transitiva
(2) esiste u : X ! R che rappresenta .
DIMOSTRAZIONE. Ci limitiamo qui a descrivere l’idea della dimostrazione10.
(2)) (1). Si tratta del caso elementare. Assumiamo che esista u : X !R che rappresenta e dimostria-
mo che questo garantisce che  sia un ordine lineare. Prendiamo ad esempio l’Asimmetria. Per dimostrare
che  e` asimmetrica e` sufficiente osservare che la seguente catena di equivalenze e` giustificata da (4.1) (e
dalle proprieta` di ordine dei reali):
x y , u(x)> u(y)
, u(y) 6> u(x)
, y 6 x:
(1)) (2). Questa direzione e` leggermente piu` complicata perche´ dalle proprieta` di  dobbiamo derivare
l’esistenza di un’opportuna funzione a valori reali che la rappresenti. Un modo per farlo e` per induzione.
A meno di modifiche inessenziali, questo argomento ci permette di dimostrare il risultato anche per insiemi
numerabili di alternative. Il passo base dell’induzione, j X j= 1 e` banale. L’ipotesi induttiva consiste nel-
l’assumere che il risultato sia dato per tutti i k < n e il passo induttivo consiste nel dimostrare il risultato
per n =j X j : I dettagli sono un po’ noiosi ma l’idea di fondo e` molto semplice. Fissato n si tolga da X
un’alternativa qualsiasi, diciamo x . Come risultato avremo che X 0 = X nx  avra` n 1 elementi. Per X 0 vale
dunque l’ipotesi induttiva, e questo ci garantisce l’esistenza di una funzione definita su X 0 che chiamiamo u0
che rappresenta . A questo punto usiamo u0 per dedurre (i casi sono quattro) il valore di u(x ). 
Vale la pena soffermarci su due aspetti impliciti al teorema di rappresentazione del-
l’utilita`. Il primo e` che si tratta di un risultato di esistenza, che ci garantisce cioe` che se
le preferenze sono consistenti allora possiamo sempre rappresentarle numericamente.
Tuttavia il teorema non ci fornisce nessuna procedura per farlo. A questo si aggiunge
l’evidente mancanza di unicita` di tale rappresentazione, su cui abbiamo gia` avuto modo
di commentare nel capitolo precedente. La natura puramente ordinale delle relazioni
di preferenza ammette infatti che la funzione di utilita` u che rappresenta  sia unica a
meno di trasformazioni crescenti, lasciandoci con una classe di equivalenza di funzioni
di utilita` estremamente ampia e senza alcun criterio interno alla teoria per selezionarne
una.
Nonostante queste evidenti limitazioni teoriche e pratiche, la rappresentazione del-
l’utilita` gioca un ruolo metodologicamente importante nel far convergere le idee di
consistenza delle preferenze, razionalita` della scelta e massimizzazione dell’utilita` in
un modello matematico unitario. In particolare, il fatto che si possa sempre assegnare
un valore numerico di utilita` alle alternative permette di dare un fondamento teorico re-
lativamente robusto alla massimizzazione dell’utilita` come criterio di scelta razionale.
Questa giustificazione fa leva sul fatto che, in virtu` dei teoremi di rappresentazione, un
10 Si vedano per esempio [59] [100].
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agente economicamente razionale ed egocentrico (ovvero uno che massimizzi la pro-
pria utilita` individuale) non e` logicamente distinguibile da un agente che esibisca un
comportamento di scelta consistente, ovvero che abbia preferenze ben ordinate.
Per apprezzare l’importanza di questa giustificazione e` opportuno richiamare espli-
citamente la distinzione tra la nozione cardinale e quella ordinale di utilita`. Secondo
la concezione cardinale, che affonda le sue radici recenti nel lavoro di Jeremy Ben-
tham, l’utilita` esprime, in “unita` di utili” il piacere o la felicita` associati al possesso
di un certo bene x e lo fa secondo una scala assoluta. L’utilita` intesa in questo senso
cardinale e` quindi la misura di una quantita` soggettiva ed eminentemente psicologi-
ca. Inoltre, in quanto misurabile su scala assoluta, l’utilita` individuale e` passibile di
confronto interpersonale.
Le difficolta` connesse alla misurabilita` e alla confrontabilita` interpersonale dell’uti-
lita` sono i punti centrali su cui Vilfredo Pareto articola la sua critica dell’utilita` cardina-
le.
Per esempio Pareto, nel Capitolo III di [133], mette in evidenza come
In tutto il ragionamento fatto per giungere [alla teoria dell’ofelmita`] vi e` un punto debole [. . . ]. Abbiamo
ammesso che quella cosa chiamata piacere, valore d’uso, utilita` economica, ofelmita`, era una quantita`;
ma manca la dimostrazione. E quando questa si avesse come si fa poi a misurare tale quantita`?
Riflessioni di questo genere sono alla base della cosiddetta rivoluzione ordinale di
Pareto che ha fornito una cornice teorica e metodologica fondamentale per lo sviluppo
della teoria delle preferenze rivelate, brevemente richiamata nella Sezione 4.1. Fon-
dando l’analisi formale unicamente sulle funzioni di scelta e quindi sul comportamento
(in linea di principio) osservabile degli individui, la teoria delle preferenze rivelate e
la nozione ordinale di preferenza che questa sottende si addiceva molto meglio della
sua controparte cardinale al gusto neopositivista dell’epoca11. Gia` alla fine degli anni
trenta il riferimento alle nozioni cardinali di utilita` veniva considerato estraneo all’am-
bito scientifico. Celebre, a tal proposito, e` la posizione espressa nel 1938 da Lionel
Robbins12.
Commentando sulla sua propria reticenza, intorno agli anni trenta, ad impiegare il
concetto di utilita` Bruno De Finetti scriveva in [42]
L’ idea che il rifiuto della nozione di utilita` misurabile da parte di Pareto costituisse un progresso del pen-
siero scientifico (come l’abbandono del “moto assoluto” e del “tempo assoluto” nelle teorie relativistiche)
mi dava l’impressione che ogni riabilitazione di quella nozione fosse un passo indietro.
11 Una rassegna molto dettagliata in proposito e` fornita da [77].
12 Scrive Robbins
I still believe that it is helpful to speak as if inter-personal comparisons of utility rest upon scientific
foundations – that is, upon observation or introspection. [. . . ] I still think, when I make interpersonal
comparisons [. . . ] that my judgments are more like judgments of value than judgments of verifiable
fact. Nevertheless, to those of my friends who think differently, I would urge that, in practice, our
difference is not very important. They think that propositions based upon the assumption of equality
are essentially part of economic science. I think that the assumption of equality comes from outside,
and that its justification is more ethical than scientific. But we all agree that it is fitting that such
assumptions should be made and their implications explored with the aid of the economist’s technique.
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Lo stesso Arrow, infine, osserva che il confronto interpersonale delle utilita` indivi-
duali e` privo di significato economico13.
In [77] Peter J. Hammond si riferisce a questa come alla piu` importante delle ipotesi
del teorema di impossibilita` di Arrow, e nota come sia anche l’unica a non aver rice-
vuto una formulazione rigorosa. E il fatto che fosse sufficiente, per Arrow, enunciare
informalmente l’inconfrontabilita` delle utilita` e` ancora una volta un indice importante
del discredito che all’epoca contraddistingueva l’impostazione cardinale all’utilita`. E
cosı` sara` fino alla critica di Sen [159] all’appropriatezza dell’impostazione ordinale che
sottende il risultato di Arrow, nella sua interpretazione economica14. Se e` intesa come
regola di scelta sociale (per esempio nel contesto dei meccanismi elettorali), la “razio-
nalita`” della regola di aggregazione consiste nella consistenza del meccanismo di voto.
In questa interpretazione, Sen trova adeguato il fondamento ordinale. Tuttavia, nel caso
in cui la funzione di aggregazione venga intesa come funzione di benessere sociale, Sen
argomenta contro l’adeguatezza del principio di Pareto in quanto questo porta a trascu-
rare informazioni di natura cardinale che permettono il confronto interpersonale delle
utilita` individuali, necessario all’identificazione del benessere collettivo.
4.3. Razionalita` come coerenza
Proviamo ora a unire i fili relativi alla formalizzazione della razionalita` intesa come
coerenza che abbiamo incontrato fino a ora e che sono riassunti nella Figura 1.
La teoria delle preferenze rivelate che abbiamo analizzato in questo capitolo ci for-
nisce una giustificazione per indicizzare la funzione obiettivo della massimizzazione
in condizioni di certezza con una funzione di utilita` individuale che abbiamo derivato
dalla consistenza delle preferenze e della scelta. Massimizzazione dell’utilita` perso-
nale e comportamento di scelta consistente sono quindi, in questo senso, logicamente
equivalenti.
Come conseguenza diretta di questa equivalenza segue che una critica all’ipotesi
dell’egocentrismo e dell’egoismo degli agenti economici si possa articolare come critica
o degli assiomi imposti alla relazione di preferenza, oppure agli assiomi imposti alla
funzione di scelta15.
13 Con le parole di Arrow, [5] p. 9
interpersonal comparison of utilities has no meaning and [: : :] there is no meaning relevant to welfare
comparisons in the measurability of individual utility.
14 Ricordiamo (cfr. Capitolo 1) che si distinguono due interpretazioni della funzione di aggregazione
arroviana, quella di scelta sociale e quella di benessere sociale.
15 Per una critica a tutto campo si veda, ad esempio [2]
[. . . ] I shall be arguing against the normative interpretation of the axioms of completeness, transitivity
and independence. In doing so, I hope to indicate also that the very notion of a theory of rational
choice, based on axioms of preference patterns, which Elster calls a ’thin’ theory of rationality, is
incoherent and futile.
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FIGURA 1. Dal concetto intuitivo di razionalita` come coerenza all’idea di coeren-
za come ordine, e quindi in virtu` del teorema di rappresentazione dell’utilita`, come
massimizzazione.
Iniziamo quindi considerando separatamente gli assiomi che impongono alle prefe-
renze consistenti la struttura di ordine.
Completezza. La richiesta che la relazione d’ordine sia totale, ovvero che le preferen-
ze di i su un insieme X siano complete, impone indubbiamente un alto livello di astra-
zione al modello di agente economico razionale. Come nota Amartya Sen, la comple-
tezza comporta richieste onerose rispetto alla natura ideale dell’agente, e in particolare
alla sua capacita` introspettiva16.
Data l’onerosita` delle richieste, non sorprende che l’assioma di completezza sia og-
getto di molte critiche. Gli stessi von Neumann e Morgenstern, a tutti gli effetti gli
“inventori” della moderna teoria assiomatica dell’utilita` osservano che non soltanto e`
ragionevole, ma in certo senso piu` realistico, assumere che un individuo non sia capace
di dichiarare quale preferisce tra due alternative17.
Robert Aumann osserva che, non soltanto l’assioma di completezza e` discutibile dal
punto di vista descrittivo, ma non e` desiderabile da un punto di vista normativo18.
Non sorprende nemmeno quindi il fatto che molti sono stati i tentativi di caratteriz-
zare il concetto di preferenza consistente senza richiedere l’assioma di completezza. In
16 Scrive Sen in [157] p. 3
A man with a preference relation that is complete knows his mind in choices over every pair.
17 In [190, ] p. 19 scrivono
It is conceivable - and may even in a way be more realistic - to allow for cases where the individual is
neither able to state which of two alternatives he prefers nor that they are equally desirable.
18 In [12] scrive:
of all the axioms of the utility theory, the completeness axiom is perhaps the most questionable. Like
others, it is inaccurate as a description of real life; but unlike them we find it hard to accept even from
the normative viewpoint.
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questo contesto hanno particolare importanza i cosiddetti quasi-ordini19.
Transitivita`. L’assioma di transitivita` e` meno controverso di quello di completezza e in
molti ambiti sperimentali viene riportato che, una volta mostrata a dei soggetti l’intran-
sitivita` delle loro preferenze, questi tendono a riconoscere immediatamente l’errore e
quindi a correggerlo20.
E` opportuno notare come la difesa del valore normativo della transitivita` abbia suc-
cesso soltanto a patto di associare alla nozione di preferenza la volonta`, da parte del-
l’agente, di pagare un costo di transazione. Tuttavia, nella definizione di preferenza
rivelata non si fa riferimento a costi, ma soltanto alla scelta tra due alternative. Asso-
ciare un costo alla “soddisfazione della preferenza” significa aggiungere qualcosa alla
rappresentazione formale della preferenza con una relazione (d’ordine).
Infine, se assumiamo la transitivita` della relazione di indifferenza apriamo la porta
a fenomeni di tipo soritico21. Supponiamo, per esempio che i sia solito bere il caffe`
amaro. Supponiamo che il barista, per errore, abbia versato esattamente un granello
di zucchero nel suo caffe`. E` ragionevole pensare che i non ritenga necessario che il
barista prepari un altro caffe`, cioe` i e` indifferente tra il caffe` amaro e il caffe` con un
granello di zucchero (c0 D c1). Prima di bere, cade un altro granello e i continua
a essere indifferente, c1 D c2. Se assumiamo che  sia transitiva, arrivera` presto il
momento in cui il caffe` sara` decisamente dolce, e le preferenze di i, conseguentemente
inconsistenti.22
19 Si vedano il Cap 1 di [157] e [125].
20 Scrive Tversky [185]
Transitivity, however, is one of the basic and the most compelling principles of rational behaviour.
For if one violates transitivity, it is a well-known conclusion that he is acting, in effect, as a “money-
pump”. Suppose an individual prefers y to x, z to y, and x to z . It is reasonable to assume that he is
willing to pay a sum of money to replace x by y. Similarly, he should be willing to pay some amount
of money to replace y by z and still a third amount to replace z by x. Thus, he ends up with the
alternative he started with but with less money.
L’esempio sancisce condivisibilmente l’irrazionalita` di intrattenere preferenze cicliche. Ma, come abbia-
mo osservato nel Capitolo 1, la transitivita` di  e` sufficiente ma non necessaria ad evitare preferenze
cicliche.Esiste un’ampia letteratura sulle preferenze acicliche raccolta esaustivamente in [31].
21 Una delle prime analisi del fenomeno si trova in [4].
22 Una variante del problema appare nel cosiddetto paradosso del masochista introdotto da Quinn [142]:
Suppose there is a medical device that enables doctors to apply electric current to the body in incre-
ments so tiny that the patient cannot feel them. The device has 1001 settings: 0 (off) and 1 . . . 1000.
Suppose someone (call him the self-torturer) agrees to have the device, in some conveniently portable
form, attached to him in return for the following conditions: The device is initially set at 0. At the
start of each week he is allowed a period of free experimentation in which he may try out and compare
different settings, after which the dial is returned to its previous position. At any other time, he has
only two options – to stay put or to advance the dial one setting. But he may advance only one step
each week, and he may never retreat. At each advance he gets $1O,OOO.
Since the self-torturer cannot feel any difference in comfort between adjacent settings, he appears to
have a clear and repeatable reason to increase the voltage each week. The trouble is that there are
noticeable differences in comfort between settings that are sufficiently far apart. Indeed, if he keeps
advancing, he can see that he will eventually reach settings that will be so painful that he would then
gladly relinquish his fortune and return to 0.
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Critiche della razionalita` come coerenza interna dell’agente economico. La riduzione
del concetto di razionalita` (economica) alla coerenza interna catturata dall’assioma di
indipendenza dalle alternative irrilevanti per le funzioni di scelta e` oggetto di numerose
critiche. Ritorniamo all’esempio con cui abbiamo introdotto l’assioma di indipendenza
con una piccola modifica. Invece di considerare l’aggiunta della pizza fuori menu “rape
e salsiccia”, supponiamo che la nuova alternativa sia la pizza “pollo e ananas”. In
questo caso l’alternativa che estende il menu originario puo` darci informazioni rilevanti
sulla (scarsa, presumibilmente) qualita` della pizzeria. Questa informazione aggiuntiva
potrebbe fornirci una buona ragione per rivedere le nostre preferenze e scegliere la pizza
margherita che originariamente avevamo escluso, perche´ piu` semplice e quindi meno
‘rischiosa’. Questa violazione dell’ indipendenza e` giustificabile facendo riferimento al
valore epistemico del menu, secondo l’espressione di Sen [167] p. 753.
Un altro esempio di violazione ragionevole dell’assioma di Indipendenza fa leva
sull’uso di norme sociali23.
L’irrazionalita` non e` l’attrito. Una conclusione relativamente ovvia di questo capito-
lo e` che nessun aspetto della definizione di razionalita`, cosı` come usata nella teoria
economica e in particolare in economia matematica, e` immune da critiche, anche pro-
fonde. Diventa quindi naturale chiedersi perche´ parliamo di agenti razionali, e quando
lo facciamo, cosa intendiamo dal punto di vista teorico e metodologico.
Le domande sono chiaramente interconnesse dal momento che gli agenti reali, ovve-
ro quelli che interagiscono nell’economia reale mostrano comportamenti a volte molto
lontani dai canoni di razionalita` che abbiamo discusso. L’evidenza sperimentale su
questo e` consolidata e mette in evidenza modi diversi dell’irrazionalita` degli agenti
economici. In alcuni casi i soggetti sperimentali pur intendendolo, non riescono a mas-
simizzare la propria utilita`24. In altri casi, gli stessi teorici sono in disaccordo su quale
debba essere il criterio normativo di razionalita`25.
23 Riportiamo l’esempio originale sempre di Sen [165].
Suppose a person faces a choice at a dinner table between having the last remaining apple in the fruit
basket (y) and having nothing instead (x), forgoing the nice-looking apple. She decides to behave
decently and picks nothing (x), rather than the one apple (y). If, instead, the basket had contained two
apples, and she encountered the choice between having nothing (x), having one nice apple (y) and
having another nice one (z), she could reasonably enough choose one (y), without violating any rule
of good behaviour.
Un terzo tipo di violazione ragionevole di questo assioma e` dovuto a Ariel Rubinstein [147] p. 37:
Imagine there’s a handsome guy called Albert, who is looking for a date to take to a party. Albert
knows two girls that are crazy about him, both of whom would love to go to the party. The two girls
are called Mary and Laura . Of the two, Albert prefers Mary. Now imagine that Mary has a sister
, and this sister is also crazy about Albert. Albert must now choose between the three girls, Mary,
Mary’s sister and Laura. With this third option, I bet that if Albert is rational, he will be taking Laura
to the party.
24 L’indagine su questo fenomeno ha inizio intorno alla meta` degli anni 50 principalmente come critica
dell’adeguatezza descrittiva del criterio di massimizzazione dell’utilita` prevista [1].
25 Alcuni ritengono che l’ottimizzazione non sia l’obiettivo da perseguire, per esempio [176] [68]. Altri
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Una difesa standard dell’interesse metodologico nello studio dell’agente economico
idealmente razionale fa leva sull’analogia tra economia e fisica. Riportiamo alcuni punti
di vista illustri sull’argomento. Il primo e` da [133] che riportiamo per esteso.
Sotto quest’aspetto vi sono due grandi classi di scienze: quelle che, come
la fisica, la chimica, la meccanica, possono avere ricorso all’esperienza, e
quelle che, come la metereologia, l’astronomia, l’economia politica, non
possono, o difficilmente possono, avere ricorso all’esperienza, e che si
debbono contentare dell’osservazione. Le prime possono separare ma-
terialmente i fenomeni che corrispondono a una uniformita` o legge che
vogliono studiare, le seconde possono solo separarli mentalmente, teori-
camente; ma nell’un caso e nell’altro e` sempre il fenomeno concreto che
decide se una teoria si deve accogliere o no. Una teoria non ha, non puo`
avere, altro criterio di verita` se non il suo accordo pio` o meno perfetto coi
fenomeni concreti. Le scienze che possono fare uso soltanto dell’osser-
vazione, separano colla semplice astrazione certi fenomeni da certi altri;
le scienze che possono anche fare uso dell’esperienza concretano mate-
rialmente tale astrazione; ma per tutte le scienze l’astrazione rimane la
condizione preliminare e indispensabile di ogni ricerca.
[. . . ]
La meccanica razionale, quando riduce i corpi a semplici punti ma-
teriali; l’economia pura, quando riduce gli uomini reali all’ homo oeco-
nomicus, fanno uso di astrazioni perfettamente simili e imposte da simili
necessita`.
Alla parola “simili” Pareto aggiunge una nota che rimanda all’articolo con cui Vito
Volterra introduce il suo modello preda-predatore.
L’uomo reale compie azioni economiche, morali, religiose, estetiche, ecc.
Si esprime precisamente la stessa cosa dicendo: ‘studio le azioni economi-
che e faccio astrazione dalle altre’; oppure dicendo: ‘studio l’homo oeco-
nomicus, il quale compie solo azioni economiche.’ Similmente si esprime
la stessa cosa dicendo: ‘studio le reazioni dello zolfo e dell’ossigeno con-
creti, facendo astrazione dai corpi estranei che possono contenere’, oppu-
re dicendo: ‘studio le reazioni dello zolfo e dell’ossigeno chimicamente
puri’.
Considerazioni molto simili sono proposte da von Neumann e Morgenstern in [190]
in corrispondenza delle riflessioni sulla teoria dell’utilita` a cui oggi ci riferiamo con i
loro nomi.
L’uso esteso dell’analogia tra fisica ed economia cosı` usuale durante la prima meta`
del Novecento26, puo` essere letto secondo una duplice interpretazione. Da una parte la
ancora ritengono che l’egocentrismo debba lasciare il posto ad atteggiamenti intrinsecamente pro-sociali,
si veda per esempio [36].
26 Osserviamo a margine che rispetto ad alcuni problemi legati soprattuto alla finanza, l’analogia ha lascia-
to il posto alla fusione di economia e fisica nella disciplina nota appunto come econofisica. Un’agile
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possibilita` di ricondurre la metodologia economica a quella fisica doveva sicuramente
servire come strumento retorico per conferire, indirettamente, scientificita` a una disci-
plina in larga parte rivolta all’analisi di concetti psicologici e non direttamente osser-
vabili27. Dall’altra parte, le analogie fisiche suggeriscono implicitamente la futilita` di
ogni tentativo di rappresentare completamente la realta` nel modello formale. In questo
senso Pareto giustifica esplicitamente l’astrazione che porta a concentrare l’attenzione
su agenti idealmente razionali come necessaria alla costruzione del modello economico
e “imposta da simili necessita`” rispetto a quelle della fisica. Tuttavia le osservazioni
che abbiamo sviluppato in questo capitolo ci mettono in guardia rispetto ad accettare in
modo acritico questa “necessita`”. E` poco ragionevole infatti pensare che le deviazioni
dalle norme di razionalita` imposte dalla coerenza logica siano paragonabili alla presen-
za dell’attrito nello studio del moto. La richiesta, per esempio, che gli agenti economici
siano in grado di considerare (istantaneamente e infallibilmente) tutte le (infinite) con-
seguenze logiche delle loro conoscenze e`, nella maggior parte dei casi, praticamente
impossibile da soddisfare28. In pratica questo significa che l’ideale normativo fornito
dalla nozione di razionalita` come coerenza e` generalmente irraggiungibile. Considera-
zioni analoghe possono essere fatte a proposito della capacita` introspettiva degli agenti,
cioe` la loro capacita` di comprendere e distinguere le loro proprie preferenze. Ovvia-
mente queste considerazioni sui limiti cognitivi degli agenti reali hanno un carattere
generale, o per cosı` dire globale. Non e` dunque escluso che localmente le manifesta-
zioni palesi di incoerenza logica siano facilmente riconoscibili come comportamenti
irrazionali. Un individuo che asserisca una cosa e il suo esatto contrario nella stessa
frase perde immediatamente di credibilita`, come un individuo che non riesca a “ve-
dere” le implicazioni immediate delle proprie azioni, come per esempio non fermare
introduzione ai temi e ai metodi di questa area di ricerca e` reperibile in [105].
27 In particolare le preferenze e le opinioni, i due concetti eminentemente soggettivi che regolano, secondo la
teoria dell’utilita` classica, le azioni economiche degli individui razionali. La necessita` di questa retorica,
come ricordato in precedenza, dipendeva dalla cornice concettuale e ideologica del neopositivismo. In
questo senso risulta particolarmente rappresentativa la posizione espressa da Frank P. Ramsey [143] in
relazione alla metodologia delle preferenze (e opinioni) rivelate dal comportamento di scelta razionale di
un agente ideale:
Just the same thing is found in physics; men found that a wire connecting plates of zinc and copper
standing in acid deflected a magnetic needle in its neighbourhood. Accordingly as the needle was
more or less deflected the wire was said to carry a larger or a smaller current. The nature of this
“current” could only be conjectured: what were observed and measured were simply its effects. [. . .]
I do not want to discuss the metaphysics or epistemology of this process, but merely to remark that if
it is allowable in physics it is allowable in psychology also.
28 Per ragioni di spazio non abbiamo potuto sviluppare alcuna considerazione sulla complessita` della logica
classica. Si tratta, in buona approssimazione, del problema di definire, per esempio, la quantita` di tempo
necessaria a rispondere alla domanda se un certo enunciato q 2 EL e` una tautologia. Nel caso della
relazione di conseguenza j= che abbiamo incontrato nel Capitolo 2, sappiamo che la domanda j= q ?
ammette sempre risposta. Ma i risultati classici della teoria della complessita` computazionale ci dicono
che in generale non esiste un algoritmo efficiente per rispondere. Cio` sotto l’ipotesi che P 6= NP, ipotesi
generalmente accettata ma ad oggi non dimostrata e la cui determinazione costituisce uno dei problemi
del Millennio su cui il Clay Institute of Mathematics ha posto un premio di un milione di dollari.
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l’automobile di fronte a un ostacolo. Molto piu` complicato e` ragionare sulla coerenza e
incoerenza dei desideri e quindi delle preferenze degli individui. Anche se puo` risultare
frustrante, non sembra evidentemente irrazionale desiderare una giornata produttiva di
lavoro e al tempo stesso una giornata di riposo al mare.
Il tentativo di comprendere, in un’unica cornice teorica, lo standard normativo della
razionalita` come coerenza da un lato, e le regolarita` dei comportamenti “irrazionali”
dall’altro, ha portato negli ultimi decenni allo sviluppo dell’economia comportamentale
. Il paradigma piu` noto in questo campo e` quello di prospect theory originatosi in
[91] e che si concentra sullo studio delle deviazioni sistematiche29 del comportamento
osservato negli agenti reali rispetto ai criteri logici di razionalita` che si assumono in
economia matematica30.
Se prospect theory accetta la massimizzazione dell’utilita` come il criterio normativo
adeguato, altre teorie discordano. Alcuni infatti ritengono che l’ottimizzazione non sia
l’obiettivo da perseguire nella definizione della razionalita`31. Altri ancora ritengono che
l’egocentrismo non costituisca un’ipotesi metodologica adeguata e che debba lasciare il
posto ad atteggiamenti intrinsecamente pro-sociali32. Questi suggerimenti sono quindi
ortogonali alle considerazioni di Pareto [133] sull’opportunita` di distinguere nettamente
tra economia e morale:
Erra del pari chi biasima l’economia politica di non tenere conto della morale; tanto varrebbe accusare
una teoria del giuoco degli scacchi di non tenere conto dell’arte culinaria. Chi studia A separatamente
da B, cede semplicemente ad un’assoluta necessita` dello spirito; umano ma perche´ studia A non intende
menomamente affermarne la preminenza su B.
Ne risulta dunque un quadro molto complicato. Se il nostro scopo e` condurre un’a-
nalisi matematica dei fenomeni socio-economici siamo costretti a costruire per via di
idealizzazioni e astrazioni un modello formale, per forza di cose incompleto e stilizza-
to, della situazione concreta che ci interessa comprendere. In questo processo risulta
particolarmente vantaggioso sottoscrivere le ipotesi di individualismo metodologico33
che permettono, con una parafrasi di [156], la “microfondazione” dei fenomeni col-
lettivi. E in ambito economico-matematico risulta naturale pensare a un agente come
al massimizzatore di una funzione obiettivo. Questi passaggi, ognuno dei quali risulta
pragmaticamente difendibile, portano a risultati non banali, sia dal punto di vista tecni-
co – come vedremo nella teoria dell’equilibrio – che da un punto di vista concettuale.
Sotto ipotesi molto stringenti, infatti, si ottiene una risposta positiva alla domanda se
(una forma di) l’ottimo per la collettivita` sia raggiungibile unicamente attraverso la
29 L’indagine su questo fenomeno ha inizio intorno alla meta` degli anni 50 principalmente come critica
dell’adeguatezza descrittiva del criterio di massimizzazione dell’utilita` prevista [1].
30 E` interessante osservare come in ambito politico, l’evidenza sperimentale sull’“irrazionalita`” degli
individui e` alla base delle proposte di paternalismo libertario, come quella molto discussa di [182].
31 Contributi importanti in questo si devono a Herbert Simon [176] e piu` di recente a Gert Gigerenzer e
collaboratori [68].
32 Ritorneremo sull’argomento nel Capitolo conclusivo.
33 A queste ipotesi dedicheremo uno spazio piu` ampio nel Capitolo 10.
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realizzazione degli interessi personali. D’altra parte, in ognuno di questi passaggi fac-
ciamo ipotesi metodologiche impegnative, e che sappiamo non corrispondere del tutto
(e a volte in larga parte) al caso concreto che ci interessa analizzare.
Per ora basti sollevare la questione, senza tentare di dipanarla, relativa alla tensio-
ne tra la necessita` di fare ipotesi che in qualche modo snaturano l’oggetto di indagine
economica, e dall’altra il tentativo di estendere l’applicabilita` dell’analisi formale in
economia. Nel Capitolo 6 torneremo sulla questione interrogandoci sui limiti delle
soluzioni che ci accingiamo a illustrare e che porteranno al teorema fondamentale del-
l’economia del benessere. Nel farlo vedremo come l’interazione tra agenti razionali ed
egocentrici violi spesso criteri intuitivi di efficienza ed equita` sociali.
CAPITOLO 5
Il nucleo di un’economia di proprieta` privata
di solo scambio
Nel Capitolo 3 abbiamo isolato i massimi di Pareto come risultato di un criterio di
buona gestione economica (per ogni allocazione Y c’e` un massimo di Pareto che e`
unanimemente preferito a Y ) e di un buon criterio di razionalita` collettiva (un massimo
di Pareto e` caratterizzato dal fatto che non e` possibile aumentare contemporaneamente
l’utilita` di tutti gli agenti1). In questo capitolo ci chiediamo se sia possibile raffinare
le nostre scelte, cioe` isolare, tra i massimi di Pareto, delle allocazioni che rispondano
meglio alla richiesta di ottimalita` collettiva. Sappiamo dal teorema di Arrow che questo
non e` possibile senza l’intervento di ulteriori fattori esterni rispetto alla realizzazione
delle preferenze individuali.
Vedremo che l’aggiunta dell’ipotesi della proprieta` privata delle risorse iniziali2 as-
sieme alla, in qualche modo conseguente, possibilita` di formare delle coalizioni con
potere di blocco3 permette, in effetti, di formulare dei nuovi criteri di selezione tra i
massimi di Pareto e di identificarne un sottoinsieme che e` chiamato il nucleo dell’eco-
nomia di proprieta` privata. Di fatto, quindi inseriremo nella nostra analisi elementi di
interazione strategica tra gli individui che, per questo motivo, chiameremo spesso gio-
catori. Si compie in questo passaggio l’abbandono dell’ipotesi di indipendenza che ha
fatto da sfondo all’impossibilita` arroviana. Nel contesto che studieremo in questo capi-
tolo gli agenti saranno membri e fautori di coalizioni, ma sempre motivati dall’interesse
personale.
L’idea che un agente possa partecipare a una coalizione con tasso non solo 0 o 1
ma in [0;1]; coalizioni nebulose4, unito ad un argomento di scala, permette poi di far
sorgere dal mercato i prezzi.
1 Ancora una volta e` interessante evidenziare l’analogia con i due aspetti del concetto logico di coeren-
za, cioe` l’adeguatezza formale e quella materiale dell’efficienza paretiana. L’aspetto di buona gestione
economica e` catturato dall’esistenza di un ottimo di Pareto. L’analogia e` con il concetto di coerenza
come soddisfacibilita`, che abbiamo incontrato nella Sezione 2.1. L’aspetto che invece si riduce all’otti-
malita` collettiva e` lo stesso che abbiamo discusso a proposito dell’adeguatezza materiale delle regole di
aggregazione nella Sezione 2.2.2.
2 Questo significa che le risorse non sono inizialmente attribuite in blocco alla collettivita`, ma ripartite tra i
diversi individui.
3 Ogni coalizione, in particolare ciascun agente, non sara` disposta ad avere meno di quello che gia` ha.
4 Flou in francese, fuzzy in inglese.
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5.1. Nucleo dell’economia
Supponiamo, come nel Capitolo 1, che m agenti caratterizzati dalla loro relazione di
preferenza <i; 1  i  m; debbano dividersi delle risorse in quantita` totale W 2 Rl :
Come conseguenza dei risultati del Capitolo 3 supporremo anche che le preferenze <i
siano rappresentate da funzioni d’utilita` individuali continue5, ui:
Aggiungiamo ora a questo schema due ipotesi supplementari che cambieranno radi-
calmente la situazione.
(H.1) Egocentrismo delle preferenze. La funzione d’utilita` ui dell’individuo i dipende
solamente dal suo paniere di beni xi 2 Rl :
(H.2) Proprieta` privata. Le risorse totali W sono inizialmente suddivise tra gli indivi-
dui.
Chiameremo una economia che verifica le ipotesi (H.1) e (H.2) una economia di
proprieta` privata.
Ricordiamo che le funzioni d’utilita` ui = ui(x1; : : : ;xm); dove xi = (xi1; : : : ;x
i
l); dipen-
devano, nel Capitolo 1, dai panieri di beni di tutti, in particolare, non era escluso che gli
individui potessero tener di conto del benessere altrui. Ora i consumatori ignoreranno,
volontariamente o no, il paniere degli altri e importera` loro soltato di quello che va a
loro – e` la modellizazione dell’egoismo. Le funzioni d’utilita` ui dipenderanno solo dal
paniere xi dell’agente i: Scriveremo quindi
ui(xi) al posto di ui(x1; : : : ;xm)
e
xi <i yi al posto di (x1; : : : ;xm)<i (y1; : : : ;ym):
In questa situazione, il problema dell’allocazione di beni inizialmente collettivi non
potrebbe che generare una guerra, poiche´ ognuno vorrebbe il massimo per se´. L’ipotesi
(H.2) della proprieta` privata delle risorse, e cioe` che la guerra ci sia gia` stata e sia finita
con un qualche compromesso (che esclude, per il momento altre guerre), cambia la
situazione trasformando il problema della suddivisione di beni collettivi nel problema
degli scambi di beni privati personali: finita la guerra si puo` incominciare (sic!) una
economia privata di scambio6.
Sia nel modello arroviano del Capitolo 1 sia in quello paretiano del Capitolo 3 i beni
non appartenevano a nessuno e si trattava di ripartirli. Ora si suppone che l’agente i si
trovi in possesso del paniere w i 2 Rl+ e che le risorse totali dell’economia si ottengano
sommando queste quantita`,
W= w1+ : : :+wm:
Prima la collettivita` nel suo insieme disponeva di un veto sempre che questo fosse
espresso unanimente, ora ciascun individuo ha di che dire. Una qualche ridistribu-
zione (x1; : : : ;xm) potrebbe benissimo costituire un ottimo di Pareto ma, se l’agente i
preferisce a questa il suo paniere iniziale, cioe` w i i xi; semplicemente non l’accettera`.
5 Per questo, ricordiamo, bastera` che le preferenze siano continue.
6 Ovviamente, se l’individuo i inizialmente non possiede niente e` fuori dal gioco e puo` essere eliminato.
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Mentre il paradigma arroviano permette che la regola dell’unanimita` sia sufficiente, in
linea di principio, alla razionalita` collettiva e quindi all’esito ottimale per la societa`7
l’economia di proprieta` privata dovra` tenere in conto necessariamente gli m criteri di
razionalita` individuale:
xi <i w i 8i 2 S:
E non e` tutto. Anche alle coalizioni, cioe` ai sottogruppi di individui della societa`, e`
permesso bloccare delle allocazioni, cioe` esprimere una forma di veto. Infatti la coali-
zione A S puo` realizzare qualunque paniere di beni yi; i2A; purche´åi2A yi =åi2Aw i;
segue allora che ogni ridistribuzione (x1; : : : ;xm) verra` bloccata dalla coalizione A se
per qualche yi succede che yi i xi: L’allocazione (x1; : : : ;xm) per poter essere accetta-
bile alla coalizione A (cioe` presa in considerazione da A) dovra` soddisfare il seguente
criterio intermedio di razionalita`:
8A S; se å
i2A
yi =å
i2A
w i allora 9 i 2 A tale che xi <i yi:
Ci sono 2m   1 condizioni di questo tipo, dalla razionalita` collettiva, che porta al-
l’ottimalita` debole di Pareto (corrispondente ad A = S); alla razionalita` individuale
corrispondente a A= fig:
Si arriva quindi a definire accettabili solo le allocazione realizzabili che sfuggono a
qualunque veto.
5.1. DEFINIZIONE. In una economia di proprieta` privata si dice che una coalizione
A  S blocca l’allocazione (x1; : : : ;xm) se esistono panieri di beni yi 2 Rl+; i 2 A; tali
che
8i 2 A yi i xi e å
i2A
yi =å
i2A
w i:8
Si chiama nucleo N dell’economia l’insieme delle allocazioni accettabili cioe` realiz-
zabili e non bloccate da nessuna coalizione.
Osserviamo che, in particolare, le allocazioni del nucleo sono massimi di Pareto.
Prima di continuare e` opportuno discutere un po’ piu` dettagliatamente la nozione di
coalizione e, collegata a questa, la nozione di gioco cooperativo9.
5.2. Coalizioni e giochi cooperativi
Una coalizione in S e` un qualunque sottoinsieme di S: Se S ha m membri ci sono quin-
di 2m coalizioni (compreso la coalizione vuota). Chiaramente non tutte le coalizioni
possibili si formano, c’e` bisogno che gli individui che vi partecipano possano trovarvi
7 Anche se non dobbiamo dimenticare le difficolta` sollevate dal paradosso del paretiano liberale di Sen
nell’Esempio 1.7.
8 Ricordiamo che tutti i beni debbono essere distribuiti, questo giustifica l’uguaglianza.
9 Ritorneremo anche piu` avanti su queste nozioni; comunque, maggiori informazioni sulle nozioni di
nucleo, coalizioni e giochi si possono trovare rispettivamente in [85] [174].
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un’utilita`. In questo senso risultano interessanti famiglie C di coalizioni, C P(S);
chiamate strutture di coalizioni.
5.2.1. Strutture equilibrate di coalizioni
Se vogliamo farne un qualche uso, bisognera` identificare strutture di coalizioni rilevanti.
A questo, solitamente si arriva dopo un processo di tentativi, di deduzioni di fatti e cosı`
via (come del resto per quasi ogni definizione). Noi ci limiteremo a identificare alcuni
fatti rilevanti che ci porteranno alla definizione delle cosiddette strutture equilibrate
minimali di coalizioni.
Osserviamo che le coalizioni che non appartengono a C sono destinate a non avere
alcuna influenza su quello che succedera`. Quindi, nel contesto in cui ci stiamo muo-
vendo, sicuramente gli individui non vorranno rinunciare ad una loro presenza. Diremo
quindi che una struttura e` naturale se ogni individuo appartiene a una coalizione,
(5.1) 8i 2 S 9C 2 C tale che i 2C:
In casi semplici un individuo non appartiene a piu` coalizioni, cioe`
(5.2) per C; D 2 C vale C\D= /0:
Questo unito alla (5.1) restringe le strutture di coalizioni alle partizioni di S : S si scrive
come unione disgiunta di tutti gli elementi di C :
Ma, spesso succede che un individuo appartenga a piu` organizzazioni, che a titolo
diverso promuovono o difendono i suoi interessi. Se l’individuo i appartiene sia a C
sia a D non potra` essere rappresentato pienamente sia da C sia da D: Converra` allora
introdurre delle percentuali di rappresentanza a iC > 0 e a
i
D > 0 con a iC +a
i
D = 1 :
C rappresenta la frazione a iC > 0 dell’individuo i; D rappresenta la frazione a
i
D > 0
di i: Estendendo cio` al caso in cui un individuo possa appartenere a piu` coalizioni,
concludiamo che ad ogni coalizione C 2 C viene associata una famiglia di coefficienti
fa iCgi2C; dove a iC e` la frazione dell’individuo i rappresentato daC:
Si ritiene ora ragionevole aggiungere la richiesta che ogni coalizione rappresenti in
modo uguale i suoi membri: se i; j 2 C 2 C ; allora a iC = a jC: Indicheremo con aC
questo valore. Ad ogni coalizione C e` dunque associato un valore aC > 0 che e` la
frazione di ciascuno dei membri che essa rappresenta. D’altro canto l’individuo i ha
distribuito la sua rappresentanza tra varie coalizioni, riunendole dovra` ritrovare il tutto.
Concludiamo, avendo posto Ci := fC 2 C j i 2Cg;
8 i 2 S vale å
C2Ci
aC = 1:
Osserviamo che questo implica che almeno uno degli aC e` non nullo, cfr. (5.1), e
che, se C e` una struttura di coalizioni disgiunte, e` equivalente a (5.1).
5.2. DEFINIZIONE. Una struttura equilibrata di coalizioni e` un sottoinsieme C dell’in-
sieme delle parti di S;P(S); tale che ad ogni suo elemento o coalizioneC 2 C si possa
associare un numero aC > 0 che verifichi
(5.3) 8 i 2 S vale å
C2Ci
aC = 1 dove Ci := fC 2 C j i 2Cg:
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FIGURA 1. Rappresentazione del simplesso di R3 e dei suoi sottosimplessi.
Ogni struttura disgiunta e naturale e` equilibrata, mentre la struttura fatta da un indi-
viduo e da tutta la societa`, ad esempio, non lo e`.
Ci chiediamo ora: data una struttura equilibrata C P(S); i coefficienti aC;C 2 C ;
sono determinati in maniera unica? In generale, la risposta e` a questa domanda risulta
negativa; abbiamo invece una risposta positiva se la struttura C e` minimale, cioe` C non
contiene nessuna struttura C 0 che sia ancora equilibrata,
se C 0  C P(S); allora C 0 non e` equilibrata.
Si dimostrano allora (noi non lo faremo, si veda ad esempio [53]) i seguenti fatti.
5.3. PROPOSIZIONE. Ogni struttura equilibrata di coalizioni contiene una struttura
minimale.
5.4. PROPOSIZIONE. Sia C P(S) una struttura equilibrata minimale. Allora
(1) esiste una e una sola famiglia di coefficienti aC > 0 che verificano le relazioni in
(5.3),
(2) C contiene al piu` m coalizioni.
5.2.2. Simplessi e imputazioni compatibili
D’ora in poi identificheremo la societa` S di m individui con f1;2; : : : ;mg: Se s e` una
costante positiva, ad esempio s= 1; consideriamo il simplesso
S(S) := fx= (x1; : : : ;xm) 2 Rm+ j x1+ x2+ : : :+ xm = sg:10
A ogni coalizione A  S associamo la faccia o sottosimplesso S(A) del simplesso
S(S) definita da
S(A) :=

x 2 Rm+ j xi = 0 8 i =2 A e å
i2A
xi = s
	
:
10 Osserviamo che S(S) e` l’inviluppo convesso dei vettori es1 := (s;0; : : : ;0); e
s
2 = (0; s; 0; : : : ; 0); . . . ,
esm(0; : : : ; 0; s), cioe` e` costituito da tutti i vettori di Rm+ del tipo åmi=1 liesi con å
m
i=1 li = 1; S(S) e` an-
che la parte di piano passante per uno dei punti esi ; ortogonale al vettore (1; : : : ;1) di Rm e contenuta nel
quadrante positivo.
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Supponiamo che m agenti si vogliano dividere una somma s: Ogni vettore x 2 S(S)
rappresenta una possibile suddivisione, la i-sima componente di x e` quanto tocca all’a-
gente i: I vettori y 2 S(A) rappresentano le suddivisioni in cui tutto va ai membri della
coalizione A:
Denotiamo con FA l’insieme dei vettori che la coalizione A e` disposta ad accetta-
re. FA si chiama il valore o l’imputazione della coalizione A: Una domanda naturale e`
allora: assegnate le imputazioni FA; A  S; sotto quali condizioni le esigenze delle di-
verse coalizioniC di C sono compatibili, cioe` si puo` effettuare una suddivisione che sia
conveniente per tutte leC 2 C ? Equivalentemente, ci stiamo chiedendo sotto quali con-
dizioni esiste una struttura di coalizione C per cui
T
C2C FC 6= /0: Una risposta piuttosto
generale e` contenuta nel seguente teorema, di natura topologica e piuttosto complesso,
provato da Shapley [172].
5.5. TEOREMA (KKMS). A ogni coalizione A associamo un insieme chiuso (eventual-
mente vuoto) FA  S(S) in modo che
(5.4) S(B)
[
AB
FA 8B S:
Allora esiste una struttura equilibrata C di coalizioni e un x che appartiene a tutte le
FC;C 2 C ; \
C2C
FC 6= /0:
5.2.3. Alcune conseguenze del teorema KKMS
Rimandiamo una discussione del teorema KKMS di Shapley alla prossima sottosezio-
ne11. Al fine di esemplificazione un po’ la complessita` del teorema e, allo stesso tempo,
per usi futuri stabiliamo invece qui due altri teoremi (non difficili da dimostrare come
conseguenze del Teorema 5.5) che vanno sotto i nomi di grande (generalmente omesso)
e piccolo teorema di Knaster, Kuratowski e Mazurkiewicz (KKM e piccolo KKM) che
a loro volta implicano il celebre teorema di Brouwer.
5.6. TEOREMA (KKM). Nel simplesso S(S); dove S = f1; : : : ;mg; consideriamo m
chiusi F1; : : : ;Fm con la proprieta` seguente:
(5.5) S(A)
[
i2A
Fi 8A S:
Allora essi hanno almeno un punto in comune:
m\
i=1
Fi 6= /0:
DIMOSTRAZIONE. Definiamo le imputazioni FA = Fi se A= fig e FA = /0 altrimenti. Da (5.5) segue che la
famiglia di chiusi FA verifica le ipotesi del teorema di Shapley, quindi esiste una coalizione equilibrata C per
cui
T
C2C FC 6= /0: Facciamo ora vedere che questa struttura coincide con la struttura di coalizione D formata
dalle coalizioni fig; i 2 S: Ovviamente FC 6= /0 per ogni C 2 C ; quindi C  D : Essendo C equilibrata, per
11 Questa e la prossima sottosezione non sono essenziali per la comprensione dei risultati di questo capitolo.
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ogni i 2 S esiste C 2 C  D tale che i 2 C; ne segue C = fig; cioe` C = D ; e la tesi TC2D FC 6= /0 diventaT
iFi 6= /0: 
Osserviamo esplicitamente che il teorema KKMS e` una generalizzazione del teo-
rema KKM al caso in cui le famiglie di chiusi siano indicizzate sullo spazio delle
coalizioni, cie` dei sottinsiemi di S invece che su S:
5.7. COROLLARIO. Se la famiglia di chiusi Fi; i= 1; : : : ;m ricopre S(S);
(5.6) S(S) =
m[
1
Fi;
in modo che Fi contiene l’i esimo vertice e non incontra la faccia opposta,
(5.7) 8 i 2 S S(fig) 2 Fi e Fi\S(S fig) = /0;
allora i chiusi Fi hanno un punto in comune,
m\
i=1
Fi 6= /0:
DIMOSTRAZIONE. Per ogni B$ S abbiamo S(B) =
T
S figBS(S fig): Dalla seconda in (5.7) segue allora
S(B)\Fi = /0 se S fig  B;
cioe` S fig  B se e solo se i =2 B: Dalla (5.6) e dalla prima delle (5.7) segue quindi
S(B)
[
i2B
Fi
e la tesi segue dal grande KKM. 
5.8. TEOREMA (Piccolo KKM). Sia sempre S = f1; : : : ;mg; supponiamo che S(S) sia
ricoperto dall’unione di m chiusi K1; : : : ;Km;
(5.8) S(S) =
m[
i=1
Ki;
con la proprieta` che
(5.9) S(S fig) Ki 8i 2 S:
Allora essi hanno almeno un punto in comune:
m\
i=1
Ki 6= /0:
DIMOSTRAZIONE. Applichiamo il Teorema 5.5 alla famiglia FA; A S; definita da
FA :=
\
S figA
Ki;
in particolare, FS = /0 e FS fig = Ki: La (5.8) ci dice che
(5.10)
[
AS
FA 
m[
i=1
FS fig =
m[
i=1
Ki = S(S)
e la (5.9) che
8B 6= S
\
S fig
Ki 
\
S fig
S(S fig):
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Poiche´ \
S fig
Ki = FB e
\
S fig
S(S fig) = S(B);
troviamo che S(B) FB 8B 6= S: Cio` unito a (5.10) ci permette di concludere (via teorema KKMS) che esiste
una struttura equilibrata C P(S) tale che
(5.11)
\
C2C
FC 6= /0;
equivalentemente
T
C2C
T
S figKi 6= /0: Verifichiamo, infine che tutti i Ki; 1 i m figurano in questa inter-
sezione. Supponiamo che non sia cosı`, cioe` ci sia qualche j 2 S tale che S f jg non contenga alcun C 2 C ;
vale a dire
(5.12) 9 j 2 S tale che j 2C 8C 2 C :
Ora la struttura C e` equilibrata, esistono quindi coefficienti positivi aC con
(5.13) 8i å
C2Ci
aC = 1; Ci := fC 2 C jC 3 ig:
Prendendo i= j otteniamo C j = C ; quindi åC2C aC = 1. Cio` implica che åC2D aC  1 per ogni D  C con
eguaglianza se e solo se D = C : Le (5.13) implicano quindi Ci = C per ogni i 2 S; vale a dire che i 2C per
tutti gli i 2 S e per tutti iC 2 C : Essendo FS = /0 la (5.11) ci dice che la struttura C si riduce alla struttura fSg
in contraddizione con la (5.12). 
Illustriamo i due teoremi KKM nel caso del simplesso S(S) con S = f1;2;3g che si
identifica con un triangolo equilatero nel piano, si veda Figura 1. Il piccolo KKM dice
allora che, se si ricopre il triangolo con tre chiusi, ciascuno dei quali contiene un lato
distinto, allora essi hanno un punto in comune. Questo non e` piu` vero se si richiede
ai chiusi di contenere un vertice distinto. KKM (infatti, il corollario) dice che i chiusi
hanno ancora una volta un punto in comune se contengono ciascuno un vertice distinto
ma si richiede loro di non incontrare il lato opposto al vertice che contengono.
Infine usando (il piccolo) KKM si dimostra il celebre teorema di punto fisso di
Brouwer.
Sia
P := fp= (p1; : : : ; pl) j p1+ : : :+ pl = 1; pk  08kg
la chiusura di
P := fp= (p1; : : : ; pl) j p1+ : : :+ pl = 1; pk > 08kg
e denotiamo con
Pk := fp 2P j pk = 0g
la sua faccia k-esima. s
5.9. TEOREMA (Brouwer). Ogni applicazione continua f da un simplesso P in se´ ha
un punto fisso, cioe` esiste p 2P tale che f (p) = p:
DIMOSTRAZIONE. Poniamo
Kk := fp 2P j fk(p)  pk  0g; k = 1; : : : ; l:
Essendo f continua gli insiemi Kk sono chiusi; poiche´ fk(p) e` non negativo e, per pk = 0 abbiamo ovviamente
fk(p)  pk  0; Kk contiene la faccia Pk: Mostriamo che gli insieme Kk; k = 1; : : : ; l ricoprono P: Se cosı`
non fosse, troveremmo r 2P per cui tutti gli fk(r)  rk sono negativi e, sommando,
l
å
k=1
fk(r) 
l
å
k=1
rk < 0;
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ma, le singole somme valgono 1 poiche´ f (r) e r stanno nel simplesso, assurdo. Il piccolo KKM applicato
alla famiglia Kk ci dice che la famiglia dei Kk ha intersezione non vuota quindi esiste q con q 2 Kk per ogni
k; in particolare per ogni k abbiamo fk(q) qk  0: Se ora uno di questi termini fosse non nullo, avremmo
l
å
k=1
fk(q) 
l
å
k=1
qk > 0;
ma, come prima, questo e` assurdo. 
Si noti che l’affermazione nel teorema di Brouwer e` falsa se si sostituisce P con P:
Ad esempio, f (x) := (x+1)=2 manda l’intervallo aperto ] 1;1[ in se´ ma non ha punti
fissi in ] 1;1[:
Vale la pena aggiungere ancora qualche osservazione sul teorema di punto fisso di Brouwer, si
veda ad esempio [63].
Sia Sn la sfera n-dimensionale vista come bordo della palla chiusa B di Rn+1: Ricordiamo che
due mappe continue f ;g : Sn ! Sn si dicono omotope se esiste una mappa, chiamata mappa di
omotopia, H : Sn [0;1]! Sn continua tale che H(x;0) = f (x) e H(x;1) = g(x) per ogni x 2 Sn:
5.10. TEOREMA. Le seguenti tre affermazioni sono equivalenti
(1) (TEOREMA DI BROUWER) La mappa identica da Sn in Sn non e` omotopa ad una mappa
costante.
(2) Non esiste alcuna mappa continua F : B! Sn, B = cl(Bn+1), che lascia fisso il bordo,
F(x) = x 8x 2 Sn.
(3) (TEOREMA DEL PUNTO FISSO DI BROUWER) Ogni applicazione continua f : B! B,
B := cl(Bn+1), ha almeno un punto fisso, i.e., esiste almeno un x 2 B tale che f (x) = x.
DIMOSTRAZIONE. (1)) (2). Se F : B! Sn fosse una funzione continua con F(x) = x 8x 2 Sn allora
j(t;x) := F(tx), (t;x) 2 [0;1] Sn, sarebbe una omotopia tra j(1;x) = x e j(0;x) = F(0). Assurdo per il
teorema di Brouwer.
(2)) (3). Supponiamo che esista una funzione F : B! B continua con F(x) 6= x per ogni x 2 B. Allora
l’applicazione G : B! Sn, definita come quella che ad x associa l’unico punto di Sn che sta sulla semiretta da
f (x) a x, sarebbe una mappa continua da B in Sn, con G(x) = x per x 2 Sn. Assurdo per (2).
(3) ) (1). Se per assurdo esistesse una omotopia j : [0;1] Sn ! Sn tra l’identita` e una costante,
j(1;x) = x, j(0;x) = p, allora la funzione F : B! Sn, B= cl(Bn+1), data da
F(x) :=
(
j(jxj;x=jxj) se x 6= 0;
p se x= 0;
sarebbe una estensione continua dell’identita` su Sn a tutto B. Ma allora la mappa x avrebbe una estensione
F : B! Sn, e quindi F(x) : B! B non avrebbe punti fissi essendo F(x) = x sul bordo di B e F(x) 2 ¶B:
Assurdo. 
Infine osserviamo che vale
5.11. TEOREMA (di punto fisso di Brouwer). Sia K  Rn convesso compatto. Ogni mappa
continua f : K! K ha un punto fisso.
DIMOSTRAZIONE. Un teorema, a volte chiamato teorema di Dugundji, ci garantisce che ogni mappa con-
tinua da un insieme E di uno spazio metrico X (si legga RN ) in Rn ha una estensione continua da tutto X in
Rn con immagine contenuta nell’inviluppo convesso di f (E): Allora f : K ! K ha una estensione continua
F : Rn ! Rn, con immagine in K. Se B e` una palla contenente K, allora F(B) B e per il teorema di punto
fisso di Brouwer F ha un punto fisso, cioe` x 2 B tale che F(x) = x. Poiche´ d’altra parte F(x) 2 K si conclude
che x 2 K e quindi f (x) = F(x) = x. 
Piu` in generale vale
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5.12. TEOREMA. Sia E  Rn omeomerfo12 alla palla unitaria chiusa di Rn e sia f una mappa
continua da E in se´. Allora F ha un punto fisso.
DIMOSTRAZIONE. La mappa continua j 1  f j : B! B ha un punto unito, cioe` esiste x 2 B tale che
j 1( f (j(x))) = x: Chiaramente j(x) 2 E e` un punto fisso per f : 
5.2.4. Sul teorema KKMS
Vogliamo ora aggiungere alcuni commenti al teorema di punto fisso di Brouwer, i
teoremi KKM e il teorema KKMS13.
Il teorema di punto fisso di Brouwer, provato da Luizen Brouwer [34] nel 1912 (ma il lavoro
porta la data 1910), trova la sua motivazione iniziale nel tentativo di caratterizzare14 la topologia
di Rn; assieme ad altri risultati come, ad esempio, il teorema di Jordan, il teorema di invarianza
del dominio e il teorema di invarianza della dimensione15, dimostrati sempre da Brouwer in
dimensione qualunque.
Equivalenti formulazioni del teorema erano gia` state enunciate, in connessione con lo stu-
dio delle equazioni differenziali e, in particolare, con l’introduzione dei metodi topologici nello
studio delle orbite periodiche da Henri Poincare´ che in [137] [138], riferendosi a un lavoro di
Kronecker16, enuncia una generalizzazione del teorema degli zeri di Benhard Bolzano.
5.13. TEOREMA. Sia f : Q := fx 2 Rn j jxij  1; i = 1; : : : ;ng ! Rn una mappa continua, f =
( f1; : : : ; fn); tale che per i= 1; : : : ;n
fi(x1; : : : ;xi 1; 1;xi+1; : : : ;xn) 0 e fi(x1; : : : ;xi 1;1;xi+1; : : : ;xn) 0:
Allora esiste almeno un punto x 2 Q in cui f (x) = 0:17
mentre, sempre in un contesto simile, Piers Bohl nel 1904 (ma ignorato) [24] prova
5.14. TEOREMA. Non esiste una mappa continua f : Q := fx 2Rn j jxij  1; i= 1; : : : ;ng!Rn
sempre diversa da zero in Q e tale che per i= 1; : : : ;n fi = xi sul bordo di Q:
12 Ricordiamo che una mappa j : B! E si dice un omeomorfismo tra B ed E se e` iniettiva, surgettiva,
continua con inversa continua. Gli insiemi B ed E si dicono poi omeomerfi se esiste un omeomerfismo
j : B! E:
13 La letteratura sulla teoria dei punti fissi, estensioni e generalizzazioni, e sulle applicazioni all’econo-
mia e alla teoria dei giochi e` sterminata; ci limitiamo qui a menzionare alcuni riferimenti che il lettore,
interessato a saperne di piu`, puo` consultare: [9] [10] [11] [28] [35] [72] [134] [198].
14 In particolare nel tentativo di risolvere il quinto problema di Hilbert, se sia possibile caratterizzare i gruppi
di Lie come gruppi topologici che sono anche varieta` topologiche.
15 Per comodita` del lettore, ricordiamo:
TEOREMA (Jordan). Sia Jn un’immagine omeomorfa di Sn in Rn+1: Allora Rn+1 n Jn ha esattemente due
componenti connesse, ciascuna delle quali ha Jn come bordo.
TEOREMA (di invarianza del dominio). Sia U un aperto di Rn e h : U ! Rn un omeomeorfismo di U
sull’immagine. Allora h(U) e` aperto in Rn: In particolare, Rn e Rm non sono omeomorfi se n 6= m:
16 Piu` tardi dimostrera` [139] sostanzialmente l’invarianza del grado, che e` alla base della dimostrazione del
teorema.
17 Il teorema sara` ridimostrato e dimostrato equivalente al teorema di punto fisso di Brouwer da Carlo
Miranda [121], si veda [63].
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Ricordiamo che una mappa da un dominio W  Rn sul suo bordo ¶W che sia l’identita` su
¶W si chiama una retrazione. Il teorema dice quindi: per n  1 la sfera unitaria Sn 1 non e` un
retratto della palla unitaria Bn di Rn; e, come abbiamo visto, questo e` equivalente al teorema di
punto fisso di Brouwer.
Decine di teoremi sono risultati essere equivalenti al teorema di punto fisso di Brouwer; con-
seguentemente, decine di dimostrazioni equivalenti, ma diverse, sono disponibili. Si tratta co-
munque sempre di dimostrazioni di natura omotopica o omologica che, a volte, possono esser
guardate come dimostrazioni elementari: ad esempio, usando il teorema di Stokes,Z
W
dw =
Z
¶W
w ;
si dimostra immediatamente che non esiste una retrazione regolare di B= Bn in ¶B= Sn 1: per
assurdo se f fosse una retrazione e w la forma volume su Sn 1 allora
0<
Z
¶B
w =
Z
¶B
f (w) =
Z
B
f (dw) =
Z
B
f (0) = 0:
La dimostrazione di Brouwer usa tecniche di approssimazione simpliciali e la nozione di grado
topologico.
Nel 1928 Emanuel Sperner [181] provo` un lemma combinatorico che possiamo enunciare
in modo impreciso come ‘ogni colorazione di Sperner di una triangolazione di un n-simplesso
contiene una cella colorata con l’intero insieme di colori’ deducendone il teorema di invarianza
del dominio e della dimensione.
Per essere piu` precisi serve introdurre qualche definizione. Chiamiamo l’n-simplesso S fin
qui usato l’n-simplesso standard e, dati punti p0; p1; : : : ; ps in uno spazio affine normato (si pensi
ad un qualunque Rn) affine indipendenti (cioe` non contenuti in nessun (s 1)-piano) chiamiamo
l’inviluppo convesso di questi punti
fx=
s
å
i=0
lipi j0 li  1;
s
å
i=0
li = 1g
l’s-simplesso (chiuso) di vertici p0; p1; : : : ; ps, denotato s s o [p0; p1; : : : ; ps]. Il k-simplesso ge-
nerato da k+1 punti tra i vertici p0; p1; : : : ; ps si chiama una k-faccia di s s; l’unione delle facce
di dimensione  s 1 si chiama il bordo ¶s s di s s e s s n¶s s l’s-simplesso aperto. Le 0-facce
di s s sono i suoi vertici e le 1-facce [pi; p j] i suoi spigoli. Il diametro di s s e` la lunghezza del
suo spigolo piu` lungo.
Una suddivisione (simpliciale) S di un n-simplesso Dn e` una decomposizione di Dn in un
numero finito di n-simplessi s1; : : : ;sk tale che (1) l’intersezione di due qualunque simplessi in
S e` o vuota o una faccia comune dei due simplessi, (2) ciascun (n 1)-simplesso inS che non
sta in ¶Dn. Il piu` grande dei diametri dei si e` il passo della suddivisione. Esistono suddivisioni
che hanno passo arbitrariamente piccolo, vedi Figura 2. Infine si chiama portatore di un vertice
v 2S la faccia [pi0 ; : : : ; pis ] di dimensione piu` bassa di Dn che contiene v.
5.15. DEFINIZIONE. Sia S una suddivisione di Dn: Una etichettatura (colorazione) dei vertici
di S che assegna a ciascun vertice v 2S una delle lettere fpi0 ; : : : ; pisg dove [pi0 ; : : : ; pis ] e` il
portatore di v si chiama una etichettatura di Sperner diS :
Data una etichettatura di Sperner diS ; un n-simplesso si 2S si dice completo se i suoi vertici
sono etichettati p0; : : : ; pn:
5.16. LEMMA (Sperner). In ogni etichettatura di Sperner diS , il numero dei simplessi completi
e` dispari. In particolare, c’e` sempre almeno un simplesso completo.
Nel 1929 Knaster, Kuratowski eMazurkiewicz [96] deducono dal lemma di Sperner il teorema
KKM e da questo, come abbiamo visto, il teorema di punto fisso di Brouwer. Infatti, dato e > 0 si
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FIGURA 2. Suddivisione simpliciale equilatera e suddivisione baricentrica.
suddivida S in sottosimplessi di diametro minore di e:Ogni vertice v della suddivisione apparterra`
a qualche faccia o simplesso generato dalla coalizione i0; : : : ; ik dove, per l’ipotesi di KKM, ci
sara` almeno un indice i per cui v 2 Fi: Etichettando i vertici in questo modo, otteniamo una
etichettatura di Sperner; quindi esiste un sottosimplesso completo con verici vi 2 Fi i= 1; : : : ;m:
Facendo ora tendere il passo a zero, passando a una sottosuccessione, i sottosimplessi completi
convergono ad un punto che appartiene all’intersezione degli Fi:
Vale la pena fare qui due osservazioni. Il teorema di punto fisso di Brouwer e` chiaramente
legato alla soluzione di sistemi di equazioni: F ha un punto fisso se e solo se la mappa Identita F
ha uno zero. In linea di principio non e` invece chiaro come garantire l’esistenza di un punto che
verifichi una serie di diseguaglianze. Il teorema KKM da` appunto condizioni sufficienti per far
questo. D’altro canto si mostra, si veda [197], che il teorema KKM e` equivalente al lemma di
Sperner e al teorema di punto fisso di Browuer, quindi i tre risultati sono equivalenti.
Ancora, il teorema di punto fisso non da` informazioni su dove il punto fisso sia localizzato e
su come approssimarlo. Partendo da metodi combinatorici, vari algoritmi sono stati sviluppati a
partire dal lavoro di Herbert Scarf [154].
Un’importante estensione del teorema KKM e` il teorema KKMS, Teorema 5.5, provato da
Shapley al fine di semplificare la dimostrazione del teorema di Scarf, vedi Teorema 5.23 della
prossima sezione. Shapley prova una estensione del lemma di Sperner che usa etichettature su
coalizioni bilanciate. Non essendo la dimostrazione di Shapley, come del resto quella di Scarf,
semplice si e` generata una certa letteratura al riguardo18 che noi non discuteremo, rimandando
alle opere citate in nota e alle monografie generali che abbiamo menzionato all’inizio si questa
sezione19.
18 Si veda [134]: Kannai [93] prova che il teorema di Scarf e` equivalente al teorema di punto fisso di
Brouwer. Todd [184] usa il teorema di Kakutani [92] per provare un caso speciale di KKMS sufficiente
a provare il teorema di Scarf. Una dimostrazione ‘facile’ di KKMS basata su un teorema di coincidenza
di Ky Fan [103] viene data da Ichiishi [89]. Keiding and Thorlund-Peterson [95] provano il teorema di
Scarf usando KKM. Ancora, dimostrazioni di KKMS vengono date da Shapley e Vohra [173], usando
alternativamente o il teorema di Kakutani o il teorema di coincidenza di Fan; da Komiya [97], usando il
teorema di Kakutani, il teorema di separazione e un teorema di massimo di Berge; da Krasa e Yannelis
[99], usando il teorema di Brouwer, di separazione, e di selezione continua. Infine, Herings [82] da una
dimostrazione elementare di KKMS, usando solo il teorema di Brouwer ed il calcolo elementare.
19 Ovviamente, non discutiamo le estensioni del teorema di punto fisso e della teoria del grado a dimensione
infinita cui sono legati i nomi di Renato Caccioppoli, Juliusz Pawel Schauder, Jean Leray, : : :
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5.2.5. Giochi cooperativi
Ricordiamo che la societa` e` identificata con S = f1; : : : ;mg; gli elementi di S verranno
ora chiamati giocatori20 .
Per ogni sottoinsieme A di S; introduciamo la mappa di ‘proiezione’ pA : Rm !
Rcard(A) che ad ogni vettore v di Rm associa il vettore pA(v) di Rcard(A) ottenuto conser-
vando le componenti di v indicizzate da A ed eliminando le altre:
pA(v1; : : : ;vm) = (vi1 ; : : : ;vicard(A)) dove (i1; : : : ; icard (A)) 2 A:
I vettori pA(v); che si chiamano imputazioni, identificano cio` che e` rilevante per la
coalizione A o, nella terminologia che abbiamo usato in precedenza, il valore di A. Un
vettore v 2 pA(Rm+) e` da intendere come l’attribuzione di una utilita` vi a ciascun mem-
bro i della coalizione A; indipendentemente da quello che fanno gli altri giocatori: la
coalizione A e` in grado di garantire l’utilita` vi all’agente-giocatore i2 A; ed ovviamente
qualunque altra utilita` minore di vi. Le informazioni al riguardo sono complete e gli
agenti sono liberi di riunirsi in coalizioni. Il gioco per l’agente i consiste nel cercare
di massimizzare la sua utilita` al variare della coalizione A a cui potrebbe aderire. Il
gioco, introdotto essenzialmente da von Neumann, si veda [190] [112], non consiste,
come vedremo, nel cercare delle possibili strategie ma, piuttosto, nell’identificare come
soluzione un sottoinsieme dei risultati possibili con proprieta` speciali.
La situazione e` quindi descritta dalla seguente definizione.
5.17. DEFINIZIONE. Si chiama gioco cooperativo a m giocatori il dato, per ogni sot-
toinsieme non vuoto A di S (cioe`, per ogni coalizione), di un insieme di imputazioni,
cioe` di un sottoinsieme V (A) di pA(Rm)21; il valore di A; con la proprieta` che
V (A) pA(Rm+)V (A)22:
Il gioco puo` essere specificato con ulteriori condizioni. E`, ad esempio, naturale, da
vari punti di vista, richiedere che, se due coalizioni A e B sono disgiunte, allora la coali-
zione unione puo` assicurare ai suoi membri l’insieme delle imputazione (vi;w j)i2A; j2B
in V (A)V (B); semplicemente operando separatamente. Questa proprieta` si chiama
superadditivita`:
se A\B= /0; v 2V (A); w 2V (B) allora (v;w) 2V (A[B) oV (A)V (B)V (A[B):
Spesso si richiede superadditivita` stretta, cioe` che l’inclusioneV (A)V (B)V (A[B)
sia stretta, volendo esprimere il fatto che le possibilita` offerte alla coalizione tra A e B
aumentano unendo gli sforzi. D’altra parte, leggi anti-trust o l’inefficienza di coalizioni
troppo grandi potrebbero ridurre il profitto invece che aumentarlo.
20 Non necessariamente i giocatori sono persone; possono essere, ad esempio, obiettivi di una produzione o
fattori di produzione.
21 Le coalizioni si interessano solo dei loro membri.
22 Se la coalizione garantisce qualcosa, allora garantisce anche meno del qualcosa.
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Sono stati studiati e classificati molti tipi di giochi cooperativi, che si adattano a
specifiche situazioni. Tra questi, particolarmente impotanti sono i giochi cooperativi a
pagamenti trasversali.
Giochi cooperativi a pagamenti trasversali. Per questi giochi, le utilita` sono misurate
rispetto ad una unita` fissa e ciascun giocatore puo` trasferire parte del suo guadagno su
un altro membro della coalizione. In modo preciso, se la coalizione A puo` assicurare ai
suoi membri l’imputazione v 2 pA(Rm) allora puo` assicurare ogni altra imputazione u
tale che åi2A ui = åi2A vi; basta ripartire differentemente il guadagno totale. Ne deriva
che in questo caso V (A) ha la forma
V (A) =

v 2 pA(Rm) j åvi  v(A)
	
;
dove v(A) e` il guadagno totale massimo che la coalizione A puo` incassare contro ogni
difesa, il valore della coalizione. La proprieta` di superadditivita` prende allora una forma
piu` semplice:
se A\B= /0 allora v(A[B) v(A)+ v(B):
Ritorniamo al caso generale. Si sa dire poco sull’effettivo svolgimento del gioco
(ad esempio, sulla nascita e sulla morte delle coalizioni), un po’ piu` su quelle che si
chiamano le procedure di arbitrato che, in qualche modo, dispensano i giocatori dal
giocare effettivamente la partita. Fortunatamente, noi siamo qui interessati esattamente
a queste procedure.
Supponiamo che un arbitro proponga una imputazione v 2 pA(Rm); cioe` per ogni i
un’utilita` vi all’agente i: Perche´ questa sia accettabile dovra` essere realistica,
v 2V (S);
cioe` l’utilita` vi deve essere almeno pari a quella che l’agente riceverebbe senza far parte
della coalizione A: Poiche´ chiaramente
V (fig) =] ¥;v(fig)];
dove v(fig) e` l’utilita` massima che l’agente i puo` garantirsi da solo, perche´ l’arbitrato
sia accettabile bisognera` quindi che
vi  v(fig) 8 i 2 S:
Ma lo stesso diritto di rifiutare l’arbitrato ce lo hanno anche le coalizioni. Diciamo che
una coalizione blocca l’arbitrato v 2 Rm se esiste u 2V (A) con vi < ui8i 2 A:
5.18. DEFINIZIONE. L’insieme delle imputazioni di V (S) che non sono bloccate da
nessuna colazione si chiama il nucleo del gioco, in altri termini il nucleo del gioco e`
l’insieme degli arbitrati accettabili.
Non e` difficile dimostrare la seguente
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5.19. PROPOSIZIONE. In un gioco cooperativo a pagamenti trasversali il nucleo e`
l’insieme delle imputazioni v 2 Rm tali che
m
å
i=1
vi = v(S) e å
i2A
vi  v(A) 8A S:23
Il nucleo sembra quindi essere un modo soddisfacente di risolvere il problema del-
l’arbitrato. Ma esistono arbitrati? Cioe`, il nucleo e` sempre non vuoto? Purtroppo no;
anche per semplici giochi cooperativi a pagamento trasversale il nucleo puo` essere vuo-
to. Se si vuole che il nucleo non sia vuoto, in qualche modo, le coalizioni intermedie
non debbono essere troppo potenti rispetto ad S 24:
5.20. ESEMPIO (Spartizione a maggioranza). Sia da dividere una grossa somma (che
convenzionalmente identifichiamo con 1) tra tre persone a maggioranza. Chiaramente
V (A) =
(
0 se A= f1g;f2g;f3g;
1 se A= f1;2g;f1;3g;f2;3g;f1;2;3g;
e (x1;x2;x3) appartiene al nucleo se
x1  0;x2  0;x3  0;x1+ x2  1;x1+ x3  1;x2+ x3  1:
Sommando abbiamo quindi 2(x1+x2+x3) 3 in contraddizione con il fatto che l’utilita`
x1+ x2+ x3 = 1: Il nucleo e` quindi vuoto. La coalizione di due ha troppo potere.
5.21. ESEMPIO (Gioco a 3: un venditore e due compratori). Un venditore f1g vende
un bene che egli valuta a;mentre i due possibili acquirenti f2g e f3g lo valutano rispet-
tivamente b  c: Supponiamo a < b  c; che e` l’unica situazione in cui si ha un gioco
a 3 (se uno solo dei compratori valutasse il bene piu` del venditore, avremmo un gioco a
2 persone; nessun gioco se entrambi i compratori valutano il bene meno del venditore).
Le imputazioni sono allora
 V (f2g) =V (f3g) = 0; i giocatori f2g e f3g non dispongono del bene,
 V (f1;2g) = b; la coalizione possiede il bene e, se un altro compratore lo vuole,
non e` disposta a venderlo per meno di b;
 V (f1;3g) = c;
 V (f2;3g) = 0;
 V (f1;2;3g) = c:
Una allocazione (x;y;z) sta nel nucleo se
x+ z c; x+ y b; y+ z 0:
Da x+ y+ z= c e x+ z 0 segue y= 0; da x+ y 0 abbiamo anche x  b: Possiamo
quindi concludere che il nucleo e` costituito dai vettori
f(x;0;c  x) j b x cg:
23 In qualche modo gli interessi individuali rendono stabile il nucleo e conveniente cooperare, infatti nessuno
e` incentivato a uscire dalla propria coalizione.
24 D’altro canto neanche troppo deboli, rendendo non conveniente coalizzarsi, e lasciandoci con un nucleo
troppo grande (almeno se vogliamo perseguire la strategia che ci siamo dati).
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Supponiamo il gioco superadditivo e sia C una struttura naturale e disgiunta di coa-
lizioni che ricopre S; cioe` una partizione. Si vede allora facilmente che per tutte le
imputazioni v 2 Rm si ha
se pC(v) 2V (C) 8C 2 C allora v 2V (S):
In altri termini, se v e` realizzabile per tutte le coalizioni C; per quello che le concerne,
allora e` realizzabile per tutta la societa`: e` un modo per dire che le coalizioni intermedie
non sono troppo potenti. Purtroppo neanche questa condizione garantisce che il nucleo
sia non vuoto; lo garantisce pero` se richiediamo che essa valga per opportune strutture
di coalizioni.
5.22. DEFINIZIONE. Un gioco si dice equilibrato se, per ogni struttura equilibrata C e
per ogni imputazione v 2 Rm; si ha
se pC(v) 2V (C) 8C 2 C allora v 2V (S):
Facendo ora uso del teorema KKMS si dimostra il seguente teorema inizialmente
dimostrato da Herbert Scarf [153]25.
5.23. TEOREMA (Scarf ). Il nucleo di un gioco cooperativo e` non vuoto se
a. il gioco e` equilibrato e V (A) e` chiuso per ogni A S;
b. l’insieme
W (A) := fv 2V (A) j vi  v(fig) 8i 2 Ag
e` limitato e non vuoto 8A S:
Per completezza concludiamo questa sottosezione riportando la dimostrazione di
Shapley del Teorema 5.23, si veda [172] [53].
Il nucleo e` l’insieme degli arbitrati accettabili. Indichiamo con B(A) l’insieme delle imputazioni
v 2 Rm che sono bloccate dalla coalizione A S :
B(A) = fv 2 Rm j 9u 2V (A) : vi < ui 8ig(5.14)
= fv 2 Rm j pAv 2V (A)  int(Rm+)g(5.15)
e osserviamo che B(A) e` un cilindro: se v 2 B(A); allora v+w 2 B(A) purche´ wi = 08i 2 A: Il
nucleo e` allora dato da
N =V (S)\ (\ASB(A)):
Essendo l’insiemeW (A) limitato, esiste c> 0 tale che
(5.16) 8A S 8w 2W (A) 8i 2 A wi  v(fig) c:
Consideriamo il piano H in Rm definito da
v1+ : : :+ vm =
m
å
i=1
v(fig) mc
25 Si veda anche Olga Nikolaevna Bondareva [25] [26] per i giochi a pagamenti trasversali, e Louis Joseph
Billera [20] [21].
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e la famiglia D delle rette D ortogonali a H: Poiche´ il vettore e := (1; : : : ;1) e` ortogonale ad H,
ogni D 2D e` individuata da un unico v 2 H e si scrive come
D= fv+ te j t 2 Rg:
5.24. LEMMA. Per ogni v 2 H e ogni A S esiste un unico numero tA(v) tale che
D\B(A) = fv+ te j t < tA(v)g:
DIMOSTRAZIONE. Definiamo
IA(v) := ft j v+ te 2 B(A)g
e sia t 2 IA(v): Dalla definizione di B(A) esiste u 2V (A) tale che vi+ t < ui 8i 2 A: Segue
t 2 IA(v) e s< t) s 2 IA(v);
cioe` o IA(v) e` vuoto o tutto R o un intervallo chiuso o aperto con estremi  ¥;t:
Proviamo che IA(v) e` un intervallo non vuoto e limitato dall’alto. Infatti, preso w 2W (A) e scelto t1 <
mini2A(wi  vi); abbiamo vi+ t1 < wi 8i 2 A; quindi, per la definizione di gioco cooperativo, v+ t1e 2V (A);
in particolare, t1 2 IA(v): Scelto poi t2 > maxi2A(c  vi); abbiamo vi + t2 > c8i 2 A; cioe` v+ te =2W (A);
essendo poi possibile scegliere t2 in modo che t2 >maxi2A(v(fig)  vi; deduciamo anche che t2 =2 IA(v):
Proviamo che l’intervallo IA(v) non e` chiuso. Se l’estremo superiore di IA(v) appartenesse ad IA(v);
IA(v)=] ¥;t]; si potrebbe trovare u tale che vi+t < ui 8i: Potremmo quindi trovare s > t con vi+s < ui 8i;
cioe` v+se apparterrebbe ancora a IA(v); assurdo. 
5.25. LEMMA. La funzione tA : H! R e` continua
DIMOSTRAZIONE. Siano vn;v 2 H con vn ! v quando n ! ¥: Poniamo tn := tA(vn);t := tA(v): Per
definizione di tA abbiamo v+ te 2 B(A)8t < t; quindi
v+ te pA(int(Rm+)) B(A):
Se
tn := supftjvn+ te 2 v+ te pA(int(Rm+))g;
vale tn  tn: D’altra parte
tn := supft j te+ vn  v  te 2  pA(int(Rm+))g(5.17)
= supft j t+ vni  vi  t < 08i 2 Ag(5.18)
= inf
i2A
ft+ vi  vnig! t per n! ¥:(5.19)
Similmente,
tn  sn := ft jvn+ te 2 v+ te+pA(int(Rm+))g(5.20)
=max
i2A
ft+ vi  vnig! t per n! ¥:(5.21)
In conclusione, tn ! t per n! ¥: 
Definiamo ora
FA := fv 2 H jtA(v) =max
CS
tC(v)g:
Per il Lemma 5.24 gli FA ricoprono H e per il Lemma 5.25 sono chiusi, ma non possiamo
escludere che alcuni di essi siano vuoti. Se FS fosse non vuoto, allora esisterebbe v 2 H con
tS(v) = maxtA(v) e quindi necessariamente v+ tS(v) apparterrebbe a V (S); ma non a B(A) per
alcun A  S; quindi apparterrebbe al nucleo. Ma FS potrebbe essere vuoto! Si rimedia facendo
ricorso al teorema di Shapley.
Consideriamo il simplesso
S(S) := fv 2 Rm+ j
m
å
i=1
vi = mcg;
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dove c e` il maggiorante perW (A) definito sopra, e il suo simmetrico rispetto all’origine traslato
tramite il vettore (v(f1g); : : : ;v(fmg))
S0(S) = fv 2 Rm jvi  v(fig)8i 2 S;
m
å
i=1
(vi  v(fig) = mcg:
Se poniamo F 0A := FA\S0(A); abbiamo
S0(S) H e [AS F 0A = S0(S):
Mostriamo che vale l’ipotesi del teorema di Shapley
8C  S S0(C) [ACF 0A:
Sappiamo che
S0(C) S0(S) [ASF 0A;
bastera` quindi mostrare che
[A 6= S; A non contenuto in C]) F 0A\S0(C) = /0:
Supponiamo che esista v 2 F 0A\S0(C): Dire che v 2 S0(C) significa
(5.22) vi  v(fig) 08i 2C; vi  v(fig) = 08i =2C; å
i2C
(vi  v(fig)) = mc:
Poiche´ C ha meno di m elementi, esiste j 2 C tale che v j   v(f jg) <  c: Consideriamo la
coalizione J = f jg. Per definizione di tA
tJ(v) = v(f jg)  v j > c:
D’altra parte, dire che v 2 F 0A implica, in base alla definizione di F 0A; che per ogni i 2 S si ha
tA(v) tI(v) se I = fig:
Da questo deduciamo
(5.23) tA(v)> c
e
(5.24) v+ tA(v)e =2 B(fig); cioe` vi+ tA(v) v(fig)8i 2 A:
Affermiamo che la (5.24) implica che
(5.25) vi+ tA(v)  v(fig) c:
Rimandando la dimostrazione di (5.25), concludiamo da (5.23) e (5.25) che
vi  v(fig)< 0 8i 2 A
in contraddizione con (5.22) tutte le volte che A non e` contenuto in C:
Dimostriamo ora che (5.24) implica (5.25), dimostrando che (5.24) implica pA(v)+tA(v)pAe2
W (A). (5.25) segue allora da (5.16). Per questo, sia tn < tA(v) una successione convergente a
tA(v). Abbiamo v+ tne 2 B(A); dunque
pAv+ tnpAe 2V (A) pA(int(Rm+))V (A):
Poiche´V (A) e` chiuso, passando al limite anche pAv+tA(v)pae 2V (A): (5.24) implica allora che
pAv+ tA(v)pae 2W (A):
In conclusione possiamo applicare il teorema di Shapley e trovare una struttura equilibrata C
e una imputazione v 2 H tale che
v 2 \C2C F 0C
che si esprime come
8C 2 C 8A S t := tC(v) tA(v):
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In particolare, pCv+ tpCe appartiene a V (A) per tutti i C 2 C ; ma non appartiene a B(A)
qualunque sia A S (per la definizione di tA) e, essendo C equilibrata
v+ te 2V (S) e v+ te =2 [ASB(A)
che equivale a v+ te 2N :
5.2.6. Sul concetto di soluzione di un gioco cooperativo
Vogliamo infine aggiungere alcune considerazioni sui giochi cooperativi anche se que-
ste non sono strettamente rilevanti per il seguito.
La teoria dei giochi e` un insieme di metodi analitici pensati per aiutare a compren-
dere ogni attivita` descrivibile come un gioco, cioe` ogni attivita` competitiva in cui i
giocatori si confrontano tra loro seguendo certe regole e, piu` in generale, a compren-
dere fenomeni che osserviamo quando ‘decisori’ interagiscono; domini di riferimento
diventano allora, ad esempio, l’economia, la politica e la biologia. Le assunzioni di
base sono che i decisori sono razionali e tengono conto delle conoscenze o aspettative
degli altri decisori, cioe` ragionano in modo strategico. I modelli prevalenti della teoria
appaiono quindi come rappresentazioni con un elevato grado di astrazione di situazioni
della vita reale, descritti matematicamente. Questo infatti rende possibile, come ab-
biamo piu` volte detto e continueremo a dire, una precisa identificazione dei concetti,
la verifica della consistenza delle idee e l’indagine sulle implicazioni delle assunzio-
ni26. In quanto descrizione dell’interazione strategica un gioco specifica i vincoli con
cui ogni giocatore opera e l’interesse di ogni giocatore; questo porta a classificazioni
di vari tipi di giochi. Il ruolo prevalente dell’individuo o di gruppi di individui, che in
entrambi i casi operano per il loro interesse, porta alla suddivisione dei giochi rispetti-
vamente in non cooperativi e cooperativi. Ritorneremo brevemente nel Capitolo 9 sui
giochi non cooperativi, qui vogliamo aggiungere dei complementi a quanto abbiamo
gia` detto, in questa sezione, sui giochi cooperativi27.
Come abbiamo visto il concetto di soluzione di un gioco cooperativo consiste nell’i-
dentificare una classe di risultati – il nucleo nel caso del gioco di mercato – che per via
di un certo carattere di stabilita` catturano una naturale aspettativa del gioco28. Conse-
guentemente esistono vari concetti di soluzione. Limitandoci ai giochi con pagamenti
laterali vogliamo qui accennare a quattro di queste nozioni di soluzione.
26 Come abbiamo gia` visto e continueremo a vedere, questo pone pero` seri problemi sull’adesione dei model-
li alla realta` e sull’effettiva possibilita` di fare un uso previsionale o normativo delle conseguenze ottenute,
si veda, ad esempio [148].
27 A parte alcuni contributi di Emile Borel [29] intorno al 1920 (si veda anche [30]), si fa risalire la moderna
teoria dei giochi al lavoro di John von Neumann [188] e al ben noto volume di von Neumann e Oskar
Morgenstern [190]. Da allora la letteratura sulla teoria dei giochi e` diventata enorme, ci limitiamo qui a
citare solo alcune monografie [112] [94] [52] [90] [131] [175] [15] [60], [126] [130] [104], una raccolta
di saggi [49] e, tra i molti volumi meno tecnici, [102] [148] e, particolarmente, [111].
28 E` un po’ come se si avesse un’immagine del gioco e delle sue possibili soluzioni e la formulazione astratta
serva soprattutto a verificare se le aspettative sono coerenti o no con l’immagine.
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Le imputazioni stabili di von Neumann e Morgenstern
Il primo concetto di soluzione e` quello, storicamente onorato, proposto da von Neu-
mann e Morgenstern (e non limitato ai giochi a pagamenti laterali). Si dice che una
imputazione v domina l’imputazione w rispetto alla coalizione A se
 A e` in grado di garantire a se stessa v; cioe`
å
i2A
vi < v(A);
 ogni giocatore i che sta nella coalizione A preferisce v a w; cioe` vi  wi per ogni
i 2 A:
Se poi esiste A tale che v domina w rispetto ad A; diremo semplicemente che l’imputa-
zione v domina l’imputazione w: In generale puo` succedere che
 v domina w e w non domina v,
 w domina v e v non domina w;
 v domina w e w domina v;
 v non domina w e w non domina v;
inoltre, la relazione di dominanza non e` necessariamente transitiva. La definizione di
von Neumann e Morgenstern di soluzione di un gioco cooperativo e` quindi quella di
insieme di imputazioni stabili in accordo con la seguente definizione: un insieme di
imputazioni F si dice stabile se
(i) ogni imputazione che non appartiene ad F e` dominata da un’imputazione di F ,
(ii) ogni imputazione di F non e` dominata da un’altra imputazione di F:
Il nucleolo
Vediamo ora una seconda proposta che ha il pregio di associare un’unico vettore come
soluzione del gioco. Dati un’imputazione x e una coalizione A si pone
e(A;x) := v(A) å
i2A
xi;
in altre parole, e(A;x) e` la differenza tra quanto la coalizione A puo` procurarsi e quanto
otterrebbe se le venisse proposto x: Data l’imputazione x; ci sono 2m   1 coalizioni
che calcolano e(A;x); ordiniamo i risultati qi(x); i = 1; : : : ;n; n = 2m   1; in modo
decrescente
q1(x) q2(x) : : : qn(x)
e fomiamo il vettore
q(x) = (q1(x);q2(x); : : : ;qn(x)):
Ora, date due imputazioni x e y diremo che q(x)  q(y) se esiste un indice i > 1 tale
che
qi(x)< qi(y) e q j(x) = q j(y) 8 j < i:
Si definisce quindi nucleolo l’insieme delle imputazioni minimali rispetto alla relazio-
ne ; cioe` l’insieme delle imputazioni x per cui non esiste alcuna imputazione y con
q(y) q(x): In questa situazione si dimostra
5.26. TEOREMA. Consideriamo un gioco a pagamenti laterali. Allora
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 il nucleolo e` non vuoto e consiste di una sola imputazione,
 se il nucleo del gioco non e` vuoto, il nucleolo appartiene al nucleo.
L’indice di Shapley
Una terza definizione di soluzione si puo` dare in termini di indice di Shapley [171].
Osserviamo che la famiglia dei giochi a pagamenti laterali si identifica con l’insieme
di tutte le funzioni v definite sui sottoinsiemi della societa` S che hanno la proprieta`
v(T [C) v(C)+ v(T ) 8C;T  S con C\T = /0:
Diremo che una coalizione C e` vincente nel gioco v se
v(T ) = v(C\T ) 8T  S:
Ad ogni coalizione vincente (sempre che esista) e` associata una imputazione vincente
(Si(v)) che specifica l’utilita` che riceve il giocatore i; in linea di principio Si(v) dipende
anche dalla coalizione vincente che stiamo considerando. Supponiamo ora che
 Assioma I. SeC e` vincente per v alloraåi2C Si(v) = v(S); cioe` l’intera posta viene
consegnata alla coalizione vincente.
 Assioma II.Ordinando in maniera diversa i giocatori senza cambiare la loro forza,
la soluzione cambiera` in modo che ognuno avra` la stessa utilita` nei due giochi.
 Assioma III. Se u e v sono due giochi allora (Si(u+ v)) = (Si(u)+Si(v)):29
5.27. TEOREMA (dell’indice di Shapley). Esiste un’unica mappa (Si()) definita su tutti
i giochi (avendo fissato la societa`) che soddisfa i tre assiomi. Inoltre essa e` data da
Si(v) = å
i2T;TS
(jT j 1)!(m jT j)!
m!
 
v(T )  v(T  fig);
dove jT j e` il numero dei partecipanti alla coalizione T:
La soluzione di Nash al problema della contrattazione
Concludiamo questa sezione discutendo brevemente il problema della contrattazione e
la nozione di soluzione proposta da John Nash Jr. in [128]30.
Il problema della contrattazione per m agenti e` caratterizzato da due elementi: (1)
l’insieme delle possibili utilita` U  Rm; cioe` l’insieme delle m-ple di valori di utilita`
ai quali i giocatori possono pervenire, che si suppone chiuso, convesso e tale che U  
RM+  U , e (2) un valore u 2 U; anzi interno ad U; che rappresenta il valore che i
giocatori possono ottenere in caso di mancato accordo31. Si assume anche che l’insieme
fu 2U jui  ui 8i= 1; : : : ;mg sia non vuoto.
29 Osserviamo che l’assioma e` naturale se u= v; un po’ misterioso altrimenti.
30 Per maggiori informazioni e dettagli il lettore puo` vedere [118] e, soprattuto, [130], dove sono anche
discusse altri tipi di soluzioni, come la soluzione utilitarista e la soluzione di Kakai-Smorodinsky.
31 Si osservi che la cooperazione richiede l’accordo di tutti gli agenti, se un agente non partecipa l’unico
risultato possibile e` u:Non si perderebbe quindi in generalita` considerando il gioco ridotto a due giocatori
anzi, nella situazione generale in cui ci siamo messi, e` piuttosto innaturale poiche´ sarebbe naturale lasciare
la possibilita` di cooperazione parziale come abbiamo gia` visto in precedenza.
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Per soluzione del problema di contrattazione, relativamente alla classe U di pro-
blemi sopra individuati, una regola che ad ogni (U;u) come sopra assegni un vettore
(unico) f (U;u) 2U; cioe` una applicazione f : U ! Rm:
L’approccio di Nash e` quello di imporre condizioni ‘ragionevoli’ che una soluzione
f dovrebbe soddisfare e poi provare che c’e` una sola f che soddisfa queste condizioni.
La prima condizione che Nash richiede e` che la soluzione sia indipendente o meglio
covariante rispetto a cambiamenti di scelta dell’origine (IO) e di scelta di scala (IS)
dell’utilita` f , cioe`
(IO) Per ogni a = (a1; : : : ;am) e per ogni i= 1; : : : ;m vale
fi(U 0;u+a) = f (U;u)+a
doveU 0 = fu+a ju 2Ug:32
(IS) Per ogni b = (b1; : : : ;bm); bi > 0 vale
fi(U 0) = bi fi(U) 8 i
doveU 0 = f(b1u1; : : : ;bmum) ju 2Ug:
Osserviamo che (IO) e (IS) ci dicono in particolare che, anche se appaiono informazioni
cardinali sull’utilita`, in realta` non sono coinvolti confronti interpersonali di utilita`.
Nash richiede quindi che l’eventuale soluzione verifichi le seguenti condizioni
(PO) Pareto ottimalita`. f (U;u) e` un ottimo di Pareto debole, cioe` non c’e` nessuna
u 2U tale che ui > fi(U;u) per ogni i:
(RI) Razionalita` individuale. fi(U;u) ui 8 i:
(S) Simmetria. Se le componeti di u sono uguali (u = 0) e U e` invariante rispetto
alla permutazione degli assi, allora tutte le componenti di f (U;u) sono uguali.
(IAI) Indipendenza dalle alternative irrilevanti. Se (U;u) e (U 0;u) sono in U e
U 0 U; allora
f (U;u) 2U 0 ) f (U;u) = f (U 0;u):
e dimostra
5.28. TEOREMA (Nash). C’e` una e una sola soluzione f (U;u) definita su U che
verifica le condizioni (IO) (IS) (PO) (RI) (S) (IAI); inoltre,
f (U;u) = argmaxf
m
Õ
i=1
(ui ui ) ju 2U \ (u+Rm+)g:
Concludiamo con un esempio. Supponiamo che due persone, una ricca e una povera,
devono spartirsi una somma, diciamo 500 euro. Si puo` assumere che per la persona
ricca l’utilita` u di una somma x sia lineare, u(x) := cx; c > 0 piccolo: per lui avere
qualcosa in piu` non cambia sostanzialmente le cose, al raddoppiare della somma la sua
utilita` raddoppia. La persona povera ha invece una grande utilita` da principio, poi ha
un’atteggiamento di indifferenza rispetto a possibili guadagni (a meno che non voglia
32 Di modo che potremmo normalizzare i problemi a u = 0:
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ora agire da ricco); possiamo quindi assumere con Daniel Bernoulli che la sua utilita`,
se all’inizio possiede solo 100 euro, si possa esprimere come
v := log
100  x
100
:
Quindi se il ricco prende x le utilita` dei due giocatori sono
u= cx; v= log
600  x
100
:
Vediamo quindi che le possibili utilita` per i due giocatori sono le coppie (u;v) nel
convesso del quadrante positivo delimitato dalla curva
v= log
600 u=c
100
; 0 u=c 500:
Si verifica facilmente che la soluzione di Nash (u0;v0) in questo caso assegna la somma
x0 al ricco con 300 < x0 < 400 e la somma 500  x0 minore di 200 euro al povero: la
soluzione e` unica, sicuramente consevativa ma, forse non proprio equa.
5.3. Ritorno al nucleo dell’economia
L’analogia tra il concetto di nucleo di un gioco cooperativo e quello di nucleo di una
economia di proprieta` privata non e` puramente formale. Infatti ad ogni economia di
proprieta` privata si puo` associare un gioco cooperativo di modo che il nucleo dell’uno
corrisponda all’altro.
Per ogni coalizione A 6= /0 poniamo
R(A) := f(yi)i2A jyi 2 Rl+; å
i2A
yi =å
i2A
w ig
e, scrivendo semplicemente (yi) per (yi)i2A,
U(A) := f(ui(yi))i2A j (yi) 2R(A)g 33
di modo che U(A) e` l’insieme delle utilita` che la coalizione puo` assicurare ai suoi
membri eR(S) =R:
5.29. DEFINIZIONE. Si chiama gioco di mercato associato all’economia di proprieta`
privata il gioco cooperativo a m persone dove
8 A S V (A) :=U(A) pA(Rm+):34
33 Ricordiamo che ui e` la funzione d’utilita` dell’agente i:
34 Osserviamo che, come abbiamo gia` visto, si ha
U(A) pA(Rm+) =

x 2 pA(Rm+) j 9(yi) 2 pA(Rm+) : ui(yi) xi:
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5.30. PROPOSIZIONE. Se (x1; : : : ;xm) appartiene al nucleo dell’economia, allora l’im-
putazione (u1(x1); : : : ;um(xm)) appartiene al nucleo del gioco di mercato. Viceversa,
se (v1; : : : ;vm) appartiene al nucleo del gioco di mercato, possiamo trovare nel nucleo
dell’economia una allocazione (x1; : : : ;xm) tale che vi  ui(xi) 8i 2 S:
In particolare, il nucleo dell’economia di proprieta` privata e` non vuoto se e solo se
il nucleo del gioco di mercato e` non vuoto.
DIMOSTRAZIONE. Sia (x1; : : : ;xm) una allocazione nel nucleo dell’economia, xi 2 Rl+; e supponiamo che
l’imputazione (u1(x1); : : : ;um(xm)) sia bloccata da una coalizione A: Esiste allora una A imputazione v 2
V (A) tale che vi > ui(xi) per ogni i 2 A: D’altra parte, per la definizione di V (A) si puo` trovare una famiglia
(yi)i2A inR(A) verificante ui(yi) vi per ogni i 2 A: Si avra` allora ui(yi)> ui(xi) e la coalizione A blocchera`
l’allocazione (x1; : : : ;xm); una contraddizione.
Partiamo ora da (v1; : : : ;vm) nel nucleo del gioco di mercato. Possiamo trovare un’allocazione realizzabile
(x1; : : : ;xm) tale che ui(xi)  vi per ogni i 2 S: Se questa allocazione fosse bloccata da una coalizione A; si
potrebbe trovare una famiglia (yi)i2A in R(A) verficante ui(yi) > ui(xi) per tutti gli i 2 A; quindi ui(yi) >
vi;8i 2 A: La coalizione A dovrebbe quindi bloccare (v1; : : : ;vm) : assurdo. 
Per garantire che il nucleo dell’economia di proprieta` privata sia non vuoto ci siamo
quindi ricondotti a mostrare che il nucleo del gioco di mercato e` equilibrato, cosa piut-
tosto complessa in generale. Fortunatamente, per il gioco di mercato questa condizione
si trasforma in una condizione di convessita` piuttosto naturale.
5.31. PROPOSIZIONE. Se i preordini<i degli agenti i2 S sono convessi, allora il gioco
di mercato associato all’economia in considerazione e` equilibrato.
DIMOSTRAZIONE. Sia C una struttura equilibrata di coalizioni e sia v= (v1; : : : ;vm) una imputazione veri-
ficante pCv 2V (C) per ogniC 2 C : Si tratta di mostrare che v 2V (S): L’informazione pCv 2V (C); 8C 2 C ;
si scrive, come abbiamo gia` osservato, come: per ogni C 2 C esistono dei panieri di beni yiC; i 2C tali che
å
i2C
yiC =å
inC
w i e ui(yiC) vi 8i 2C:
Poiche´ la struttura C e` equilibrata, ad ogniC 2 C possiamo associare un coefficiente aC > 0 in modo che
8i 2 S å
C3i
aC = 1;
dove C 3 i e` l’insieme dei C che contengono i: Consideriamo l’allocazione (z1; : : : ;zm) in cui ogni zi e` una
combinazione convessa degli yiC;C 3 i
8i 2 Szi =å
C3i
aCyiC:
Essendo Rl+ convesso e contenente gli yi anche
(5.26) zi 2 Rl+ 8i 2 S:
Essendo i preordini convessi, le funzioni ui sono quasi-concave; segue allora
(5.27) 8i 2 S ui(zi)å
C3i
aCui(yiC) vi
visto che ui(yiC)  vi: Resta ora da mostrare che z e` realizzabile per concludere da (5.26), (5.27) e dalla
definizione di V (S) che v 2V (S): Abbiamo infatti
å
i2S
zi =å
i2S
å
C3i
aCyiC = å
C2C
å
i2C
aCyiC = å
C2C
aC
 
å
i2C
yiC

= å
C2C
aC
 
å
i2C
w i

å
C2C
å
i2C
aCw i =å
i2S
å
C3i
aCw i =å
i2S
w i
 
å
C3i
aC

=å
i2S
w i:

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5.32. TEOREMA. Consideriamo una economia di proprieta` privata dove i preordini<i
degli agenti i 2 S sono convessi e continui. Allora il suo nucleo e` un insieme chiuso,
limitato e non vuoto di Rlm+ :
DIMOSTRAZIONE. Cominciamo col dimostrare che il gioco di mercato associato verifica le ipotesi del Teo-
rema 5.23 e, conseguentemente, che il nucleo dell’economia e` non vuoto. Poiche´ R(A) e` compatto e U e`
continua, ancheU(A) e` compatto. Ne dedurremo ora che V (A) e` chiuso eW (A) e` limitato.
Sia fvng una successione di punti di V (A) convergenti a v in Rm+: Dobbiamo dimostrare che v 2 V (A):
Possiamo scrivere, per ogni n; vn = un wn con un 2U(A) ewn 2 pA(Rm+): EssendoU(A) compatto, possiamo
estrarre una sottosuccessione di funkg che converge, diciamo, a u¥; mentre fvnkg continua a convergere a v:
Segue che fwnkg converge a u¥   v che appartiene a pA(Rm+) poiche´ e` chiuso e contiene tutti i wnk : In
conclusione, v= u¥ w¥ appartiene aU(A) pA(Rm+):
Per definizione
W (A) = fw 2V (A) j wi  ui(w i)g e W (A)V (A) =U(A) pARm+:
Essendo U(A) limitato esistono costanti ci tali che vi  ci per tutti i v in V (A) e quindi inW (A). Segue che
ui(w i) wi  ci per ogni w 2W (A): QuindiW (A) l`imitato e non vuoto contenete almeno ui(w i):
Questo dimostra che il nucleo del gioco di mercato, e quindi dell’economia, e` non vuoto. Resta da
dimostrare che il nucleo dell’economia e` limitato e chiuso. Questo e` chiaramente limitato in quanto contenuto
inR(S) che e` limitato. Per mostrare che e` chiuso, consideriamo una successione di allocazioni f(x1n; : : : ;xmn )g
del nucleo convergenti a (x1; : : : ;xm) e mostriamo che il limite e` nel nucleo. Il limite appartiene a R(S) che
e` chiuso. Supponiamo che (x1; : : : ;xm) sia bloccato da una qualche coalizione A S; possiamo allora trovare
degli yi 2 Rl+ tali che
å
i2A
yi =å
i2A
w i e ui(yi)> ui(xi):
Di conseguenza, poiche´ xin ! x; per n grande si ha ui(yi)> ui(xin); 8i 2 A; cioe` le allocazioni f(x1n; : : : ;xmn )g
sono bloccate, per n grande, dalla coalizione A; contraddicendo il fatto che queste sono nel nucleo. 
La seguente proposizione, di quasi immediata dimostrazione, descrive i rapporti tra
gli elementi del nucleo e i massimi di Pareto.
5.33. PROPOSIZIONE. Si ha
 Ogni allocazione del nucleo e` un ottimo di Pareto debole.
 Ogni allocazione unanimemente preferita ad una allocazione del nucleo appar-
tiene al nucleo.
Indichiamo conP i massimi di Pareto stretti e ricordiamo che con N indichiamo
il nucleo dell’economia. Vale infine il seguente risultato.
5.34. PROPOSIZIONE. Cosideriamo una economia di proprieta` privata in cui i preordi-
ni di preferenza<i sono convessi e continui 8i2 S: AlloraN \P e` non vuoto, limitato
(ma non necessariamente chiuso) e vale
N N \P Rlm+ :
DIMOSTRAZIONE. Sappiamo che N e` non vuoto e se (x1; : : : ;xm) 2N possiamo trovare un massimo di
Pareto stretto (y1; : : : ;ym) che e` unanimemente preferito:
(x1; : : : ;xm) 2 (y1; : : : ;ym) Rlm+ :
Questa allocazione appartiene ancora al nucleo, cioe` (y1; : : : ;ym) 2N \P 6= /0, vale quindi la tesi N 
N \P Rlm+ : 
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5.4. Coalizioni e nuclei nebulosi: i prezzi
Abbiamo visto che l’attribuzione di risorse indifferenziate W alla comunita` porta alla
nozione di ottimo di Pareto. L’introduzione della proprieta` privata delle risorse assieme
alla possibilita` che hanno le coalizioni di bloccare permette di precisare considerevol-
mente le possibili scelte ottimali che abbiamo identificate con N N \P: L’ideale
sarebbe definire una scelta sociale senza ambiguita`, cioe` arrivare per eliminazioni suc-
cessive ad un insieme contenente un solo elemento. Non e` cosı` conN N \P : per
quanto questo insieme sia piu` piccolo di P; non si riduce in generale ad un insieme
costituito da un solo elemento. Ma si puo` fare un po’ di piu` sempre secondo la stessa
linea di ragionamento.
5.35. DEFINIZIONE. Conveniamo:
 Si chiama coalizione nebulosa ogni famiglia a = (a1; : : : ;am) di m coefficienti
non negativi (che possiamo supporre anche a somma 1). L’insieme degli i 2 S
per cui ai 6= 0 si chiama il suo supporto.
 Diciamo che la coalizione nebulosa blocca l’allocazione (x1; : : : ;xm) se e` possi-
bile trovare dei panieri di beni yi 2 Rl+; i 2 A; tali che
å
i2A
aiyi =å
i2A
aiw i e yi i xi 8i 2 A:
 Si chiama nucleo nebuloso e si denota con W l’insieme delle allocazioni realiz-
zabili che non sono bloccate da nessuna coalizione nebulosa.
Se ai = 1; 8i 2 A e ai = 0; 8i 2 S A la definizione precedente dice che l’alloca-
zione (x1; : : : ;xm) e` bloccata dalla coalizione A: Abbiamo quindi esteso la possibilita` di
bloccare dalle coalizioni alle coalizioni nebulose. Ovviamente
W N  Rlm+ ;
in particolare, ogni allocazione inW e` un ottimo di Pareto e ogni allocazione unanime-
mente preferita ad una allocazione diW appartiene aW :Mentre prima c’erano solo 2m
coalizioni con diritto di veto ora ce ne sono infinite, c’e` quindi da aspettarsi che W sia
molto piu` piccolo diN :
Per caratterizzare il nucleo nebuloso, associamo ad ogni allocazione (x1; : : : ;xm) l’in-
siemeX  Rl dei punti x 2 Rl tali che esiste una coalizione nebulosa a e dei panieri
di beni yi 2 Rl+; i 2 A verificanti
yi i xi 8i 2 A e x =å
i2A
ai(yi w i):
5.36. LEMMA. Vale
a. L’insieme X contiene l’origine se e solo se l’allocazione (x1; : : : ;xm) non ap-
partiene a W :
b. Se i preordini individuali <i sono convessi, allora l’insiemeX e` convesso.
DIMOSTRAZIONE. a. Dire infatti x = 0 significa dire che la coalizione nebulosa a blocca l’allocazione
(x1; : : : ;xm); che non apparterrebbe quindi al nucleo nebuloso.
b. Siano z e h due punti diX
z =å
i2A
gi(ui w i) con ui i xi
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h =å
i2B
bi(vi w i) con vi i xi
e l 2 [0;1]. Dobbiamo mostrare che x = lz +(1 l )h appartiene aX :
Ponendo A0 := A A\B;B0 := B A\B possiamo scrivere
lz +(1 l )h =å
A\B
[lgi(ui w i)+(1 l )bi(vi w i)]+
å
A0
lgi(ui w i)+å
B0
(1 l )bi(vi w i):
Per i 2 A\B il vettore
wi :=
lgi+(1 l )bivi
lgi+(l )bi
risulta essere una combinazione convessa di ui e di vi e, essendo il preordine convesso, risulta
wi i xi:
Infatti, se ui <i vi; l’insieme delle w preferite a vi e` convesso, contiene ui e vi dunque wi. Per transitivita`
allora wi i xi: Similmente, se vi < ui:
Si verifica ora che
lz +(1 l )h =å
A\B
(lgi+(l )bi)(wi w i)+
å
A0
lgi(ui w i)+å
B0
(1 l )bi(vi w i):
Poniamo
(5.28) ai =
8>>>><>>>>:
(lgi+(1 l )bi)(wi w i) per i 2 A\B
lgi per i 2 A0
(1 l )bi per i 2 B0
0 per i =2 A[B
e
(5.29) yi =
8><>:
wi per i 2 A\B
ui per i 2 A0
yi per i 2 B0
si verifica allora facilmente che x = lz +(1 l )h appartiene aX : 
Le allocazioni (x1; : : : ;xm) del nucleo nebuloso W sono allora esattamente quelle
per cui l’insieme convessoX non contiene l’origine. Per il Teorema 3.7 di Minkowski
l’ultima affermazione equivale a dire che X (sempre che non sia vuoto) puo` essere
separato dall’origine da un iperpiano da cui segue:
5.37. TEOREMA. Consideriamo una economia di proprieta` privata dove i preordini
individuali <i sono tutti convessi e una allocazione (x1; : : : ;xm) che non satura o sazia
alcun consumatore, cioe`
8 i 2 S 9zi 2 Rl+ : zi  xi:
Questa allocazione (x1; : : : ;xm) appartiene al nucleo nebulosoW se e solo se si possono
trovare coefficienti (p1; : : : ; pl) non tutti nulli tali che per ogni i 2 S
se yi xi allora
l
å
k=1
pkyk 
l
å
k=1
pkw ik:
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DIMOSTRAZIONE. La condizione di non saturazione ci dice cheX e` non vuoto. Dire che (x1; : : : ;xm) 2X
significa che possiamo separare X dall’origine, cioe` possiamo trovare dei coefficienti (p1 : : : ; pl) non tutti
nulli tali che, per ogni coalizione nebulosa a e ogni famiglia yi 2 Rl+; i 2 A verificante ui(yi)> ui(xi)8 i 2 A;
si abbia
l
å
i=k
pkxk =
l
å
i=k
å
i2A
pkai(yik w ik) 0:
Se ora consideriamo ad esempio la coalizione nebulosa definita da a j = 1 se j = i e a j = 0 altrimenti,
otteniamo per tutti gli y 2 Rl+ tali che ui(y)> ui(xi)
l
å
i=k
pkai(yik w ik) 0:
Il viceversa si mostra poi moltiplicando rispettivamente le ultime diseguaglianze per gli m numeri positivi
ai: 
Se rafforziamo leggermente le ipotesi, otteniamo come corollario un risultato il cui
significato economico appare piu` chiaramente.
5.38. COROLLARIO. Consideriamo una economia di proprieta` privata nella quale, per
ogni i 2 S; siano soddisfatte le seguenti due condizioni:
 i preordini <i sono convessi e continui,
 w i 2 int(Rl+); cioe` w ik > 0; per1 k  l;35
e sia (x1; : : : ;xm) una allocazione realizzabile che localmente non satura o sazia alcun
consumatore, cioe` verificante:
8 i2 S9(zi)n 2Rl+ tale che: 8n2N (zi)n  xi e (zi)n! xi quando n!¥:
Allora l’allocazione (x1; : : : ;xm) appartiene al nucleo nebuloso se e solamente se si
possono trovare dei coefficienti (p1; : : : ; pl) non tutti nulli tali che per ogni i si abbia
(5.30)
l
å
k=1
pkxik =
l
å
k=1
pkw ik
e
(5.31) se per y 2 Rl+ vale
l
å
k=1
pkyk 
l
å
k=1
pkw ik allora x
i <i y:
DIMOSTRAZIONE. Il Teorema 5.37 ci garantisce l’esistenza di pk tali che
l
å
k=1
pk(zik)n 
l
å
k=1
pkw ik;
passando al limite abbiamo quindi
(5.32)
l
å
k=1
pkxik 
l
å
k=1
pkw ik
e sommando queste diseguaglianze in i otteniamo
(5.33)
m
å
i=1
l
å
k=1
pkxik 
m
å
i=1
l
å
k=1
pkw ik:
35 In altre parole, ciascun agente inizialmente possiede qualcosa di ogni bene.
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dove, osserviamo, vale l’uguaglianza se e solo se vale l’uguaglianza nella (5.32). Ora, essendo (x1; : : : ;xm)
realizzabile, per ogni k vale
m
å
i=1
xik =
m
å
i=1
w ik
e moltiplicando per pk e sommando
m
å
i=1
l
å
k=1
pkxik =
m
å
i=1
l
å
k=1
pkw ik;
per cui la (5.30) e` stabilita.
Passando alla (5.31), il Teorema 5.37 ci da` una forma debole della (5.31):
yi xi implica
l
å
k=1
pkyk 
l
å
k=1
pkxik
che si scrive nella forma logicamente equivalente
l
å
k=1
pkyk <
l
å
k=1
pkxik implica x
i <i y:
Resta allora da dimostrare che per
(5.34)
l
å
k=1
pkyk =
l
å
k=1
pkxik
si ha ancora xi <i y: Questo segue dal fatto che, se vale la (5.34), esiste una successione fyng tale che:
yn ! y e 8n vale
l
å
k=1
pkynk <
l
å
k=1
pkxik
e quindi xi <i yn; come gia` dimostrato; segue allora xi <i y; passando al limite. Resta da dimostrare l’esistenza
della successione fyng: Poiche´ w i e` interno a Rl+ per ogni i possiamo trovare h 2 Rl+ tale che
l
å
k=1
pkhk <
l
å
k=1
pkw ik:
Si verifica allora facilmente che
yn := (1  1n )y+
1
n
h
e` una successione buona. 
Passando dal Teorema 5.37 al Corollario 5.38 abbiamo sostituito l’ipotesi di non-
saturazione globale con un’ipotesi di non-saturazione locale: per quanto piccolo si
scelga un intorno di xi l’agente i potra` trovarvi un paniere di beni zi che preferisce
strettamente a xi: La condizione locale ovviamente implica quella globale ma, se i pre-
ordini possono essere rappresentati da funzioni d’utilita` concave, allora la condizione
globale implica quella locale.
In questo passaggio si guadagna pero` una migliore interpretazione economica. I
coefficienti (p1; : : : ; pl) sono i prezzi rispettivi degli l beni. L’espressione ålk=1 pkw ik e`
la somma che puo` ottenere l’agente i vendendo quello che possiede inizialmente, l’e-
quazione (5.30) esprime che e` esattamente questa somma che dovra` pagare per ottenere
il paniere di beni xi: L’equazione (5.31) dice che l’agente i non ha modo di spendere
meglio il suo denaro, cioe` xi e` la migliore scelta per l’individuo i:
In questo capitolo abbiamo costantemente aumentato la possibilita` di cooperare tra
gli individui e ora ci troviamo ad aver isolato un insieme di allocazioni realizzabili W
caratterizzato in termini di prezzi. Le seguenti questioni si pongono naturalmente:
(a) Quale interpretazione dare alle coalizioni nebulose?
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(b) W e` non vuoto?
(c) W si riduce a un punto?
Con riferimento ad (a) l’interpretazione piu` soddisfacente sembra essere la seguente:
assieme a S si immagini una societa` Sn costruita sul modello di S; ma che contiene n
volte gli individui di S: Per ciascun i di S essa avra` n agenti del tipo i; cioe` dotati di
un preordine <i e di risorse w i: Una coalizione qualunque A di Sn e` definita dal dato
del tipo d’agenti rappresentati e dal numero di individui di ciascun tipo, cioe` da una
coalizione A di S e da un intero ani  n per ciascun i 2 A: Dire che la coalizioneA puo`
garantire il paniere di beni yi a ciascun membro di tipo i si esprime allora come
å
i2A
ani
n
yi =å
i2A
ani
n
w i
o, ponendo ani=n= ai come: åi2Aaiyi =åi2Aaiw i: Dire che l’attribuzione del paniere
xi a ciascun agente i e` bloccato dalla coalizioneA si scrive: 8i 2 A; yi i xi: L’analogia
con la definizione di coalizione nebulosa diventa allora evidente se si divide ogni ai per
åi2Aai ottenendo ancoraåi2Aaiyi =åi2Aaiw i;ma questa volta con ai 2 [0;1]:Quando
n!¥ gli ani possono esser scelti in modo che normalizzati convergano verso gli ai: Si
puo` quindi dire che le coalizioni nebulose di una economia assomigliano alle coalizioni
dell’economia iniziale, ma con un gran numero di individui. Se a questo si aggiunge
che il nucleo nebuloso W e` il limite dei nuclei delle economie approssimanti36, la cosa
sembra proprio ragionevole. Tra l’altro, in questo modo si potrebbe dimostrare che il
nucleo nebuloso e` non vuoto. Risulta invece molto difficile trattare la questione (c).
Nel prossimo capitolo faremo intervenire i prezzi nello studio di W e vedremo che
W coincide con gli equilibri di Walras della cosiddetta economia competitiva.
36 Si veda, ad esempio, [86].
CAPITOLO 6
Economia di proprieta` privata di solo scambio:
equilibri di Walras
Abbiamo concluso il capitolo precedente con la definizione di un insieme W di alloca-
zioni realizzabili, ciascuna associata ad un sistema di prezzi che appaiono non per un
intervento esterno ma per necessita` interne a una economia di proprieta` privata.
In questo capitolo riprendiamo l’analisi di una economia di proprieta` privata di so-
lo scambio considerando la nozione di prezzo come primitiva. Oltre alle ipotesi del
Capitolo 5 (egocentrismo delle preferenze, proprieta` privata delle risorse iniziali) fare-
mo anche qualche ipotesi supplementare (monotonia e regolarita` delle preferenze) che
elimineremo nel Capitolo 8 quando introdurremo anche la produzione.
6.1. Domanda individuale
L’introduzione di un sistema di prezzi p= (p1; : : : ; pl) significa semplicemente che gli
agenti si sono accordati su una unita` di conto. Questa permette di valutare la ricchezza
di ciascuno, e il trasferimento di un paniere di beni x 2 Rl+ dall’agente i all’agente j
avviene tramite il trasferimento di ålk=1 pkxk unita` di conto dall’agente j verso l’agente
i: In accordo con l’ipotesi di monotonia delle preferenze, cioe` del fatto che tutti i beni
sono desiderati, possiamo anche supporre che pk > 0 per ogni k = 1; : : : ; l: Conviene
osservare esplicitamente che l’unita` di conto non e` che una pallida astrazione della
moneta. Nella situazione in considerazione, questa non e` tesaurizzata e non esistono
banche centrali o organismi di credito; essa non trasmette, come nelle situazioni reali,
informazioni tra gli agenti o dal passato al futuro; ricordiamo, infatti, che nell’economia
che stiamo considerando gli agenti comunicano perfettamente e la conoscenza degli
agenti e` completa1.
Nel seguito supporremo, oltre alle ipotesi (H.1) e (H.2) che abbiamo gia` formulate
nel capitolo 5, l’ipotesi (H.3), e quindi:
1 Dal punto di vista dell’economia neoclassica in cui ci siamo messi il motore dell’economia e` lo scambio e
noi insisteremo in questo percorso; osserviamo pero` che per gli economisti, ad esempio keynesiani, non si
puo` comprendere l’economia, almeno delle societa` liberali e industriali, che tramite la moneta: per questi
non ci sarebbe quindi niente da aggiungere a questo punto.
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(H.1) Egocentrismo delle preferenze. La funzione d’utilita` ui dell’individuo i dipende
solamente dal suo paniere di beni xi 2 Rl :
(H.2) Proprieta` privata. Le risorse totaliW= (W1; : : : ;Wl) sono inizialmente suddivise
tra gli individui, w i; w i = (w i1; : : : ;w
i
l ); con Wk = å
m
i=1w ik:
(H.3) Per ogni i 2 S il preordine <i e` continuo, monotono e strettamente convesso2.
L’agente i e` dunque caratterizzato dalla sua relazione di preferenza <i; dalle sue
risorse iniziali w i 2 Rl+ e dalla sua funzione d’utilita` ui che dipende solo dal paniere di
beni xi assegnati all’agente i ed e` monotona e strettamente quasiconcava:
y 2 xi+Rl+ )y<i xi
[y<i xi; e y 6= xi])ly+(1 l )xi i xi:
In questo quadro, introduciamo un sistema di prezzi p= (p1; : : : ; pl); che per il mo-
mento possiamo pensare come vettore diRl+; assumiamo che gli agenti subiscano questi
prezzi senza poterli in alcun modo modificare e ci chiediamo quali saranno le reazioni
degli agenti.
L’agente i calcola nell’unita` di conto la sua ricchezza come
ri =
l
å
k=1
pkw ik =: p w i;
dove w ik e` la dotazione iniziale del bene k-simo dell’agente i: Il consumatore i puo` allora
permettersi di comprare ogni paniere y2Rl+ che costa meno di ri:Questi costituiscono i
panieri compatibili con il suo budget e formano l’insieme di budget B(p;ri) dell’agente
i che scriviamo semplicemente come B(ri)
B(ri) := fy 2 Rl+ j p  y rig:
L’agente i cerchera` quindi di massimizzare3 la sua funzione di utilita` ui in B(ri):
Si vede facilmente che
6.1. PROPOSIZIONE. Supponiamo che il prezzo di ciascun bene sia positivo, pk > 0
per ogni k = 1; : : : ; l: Allora
 L’insieme di budget B(r) e` convesso, compatto e non vuoto per ogni r  0:
2 Osserviamo che la monotonia non necessariamente implica xi + t i i xi per t 2 int(Rl+); ma, tenendo
conto della stretta convessita` dell’ordine, vale xi+lt i i xi per ogni l con 0< l < 1:
3 Il comportamento razionale dell’agente e` identificato con la massimizzazione della sua utilita`.
Afferma Edgeworth in [50] p. 6 che
il principio primo della scienza economica e` quello per cui ciascun agente e` guidato dal proprio
interesse
anche se poi lo stesso Edgeworth considera questo principio poco realistico, [50] p. 104,
l’uomo concreto [: : :] e` il larga misura un egoista spurio, un utilitarista misto.
Egli riteneva che l’ipotesi di uomo economico egoista non fosse fondamentalmente errata con riferimento
a quei particolari tipi di attivita` ai quali e` applicabile quello che definiva il ‘calcolo economico’, come la
‘guerra’ e la ‘contrattazione’. Si veda [159] per una discussione di questo punto.
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 Per ogni i2 S e ri  0 esiste un unico paniere di beni xi = xi(p)2 B(ri) che rende
massima la funzione d’utilita` ui in B(ri); cioe`
xi(p)<i y 8y 2 B(ri)
DIMOSTRAZIONE. Chiaramente B(r) e` non vuoto, convesso e chiuso; vale poi per ogni y 2 B(r)
0 yk  r=pk:
Per il teorema di Weierstrass esiste allora xi = xi(p) 2 B(ri) che massimizza ui in B(ri): Supponiamo
che ci sia un altro punto di massimo zi diverso da xi: Per la convessita` di B(ri) e la stretta convessita` di <i
abbiamo
B(ri) 3 1
2
(xi+ zi)i xi
e questo contraddice la massimalita` di xi: 
Osserviamo ancora che l’insieme di budget dell’agente i resta invariato se moltipli-
chiamo tutti i prezzi per una costante positiva. Possiamo quindi normalizzare i prezzi e
introdurre il dominio dei prezzi
P := fp 2 Rl j p1+ : : :+ pl = 1; pk > 08kg:
Introduciamo anche il simplesso (chiuso)
P¯ := fp 2 Rl j p1+ : : :+ pl = 1; pk  08kg
e la k-esima faccia del simplesso
Pk = fp 2 P¯ j pk = 0g
di modo che
P= P¯n[lk=1PK :
6.2. DEFINIZIONE. La funzione che ad ogni sistema di prezzo p 2P associa il paniere
di beni xi(p); piu` precisamente xi(p;w i); che l’agente i preferisce nel suo insieme di
budget si chiama la funzione domanda individuale dell’agente i e verra` denotata di(),
piu` precisamente di(;w i):
Si usa scriverere anche
di(p;w i) = arg maxfui(xi) jxi 2 Rl+ e p  xi  p w ig:
6.3. PROPOSIZIONE. Vale
(a) Per p 2P e i 2 S
p di(p) = p w i 4
(b) Le funzioni domande individuali di : P! Rl+ sono tutte continue.
4 Per finanziare la sua domanda, cioe` l’utilita` massima per lui, l’agente i dovra` vendere tutto quello che
possiede, non puo` conservare delle risorse non utilizzate.
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DIMOSTRAZIONE. (a) Se fosse p  di(p) < p w i; posto zi := (di1 + e; : : : ;dil + e) e scelto e sufficiente-
mente piccolo si avrebbe åik=i pkz
i
k < å
i
k=i pkw ik; quindi z apparterrebbe all’insieme di budget di i e, per la
monotonia, zi <i di(p):
(b) Supponiamo che per un qualche i si possa trovare una successione p(n) 2 P convergente a p 2 P per cui
di(p(n)) non converga a di(p) o, equivalentemente, che da p(n) non sia possibile estrarre una sottosuccessione
convergente a di(p): Dimostreremo che questo e` assurdo.
Poiche´ di(p(n)) appartiene a B(rin) con r
i
n = p(n) w i per k = 1; : : : ; l vale, Proposizione 6.1,
0 di(p(n)) rin=p(n):
Poiche´ p(n)k converge a pk > 0; 0 k l; possiamo trovare numeri positiviM>m> 0 tali chem p(n)k M:
Concludiamo allora che anche la successione di(p(n)) e` limitata:
0 di(p(n))
M
m
l
å
i=k
w ik:
Per il teorema di Bolzano-Weierstrass possiamo allora estrarre da di(p(n)) una sottosuccessione, che
continueremo a denotare di(p(n)); convergente a un qualche zi: Si vede immediatamente che zi appartiene
all’insieme di budget di i: Dimostriamo che in realta` zi = di(p) e questo concludera` la dimostrazione.
Si tratta di confrontare zi con un y nell’insieme di budget di i: Inizialmente supponiamo che valga
p  y< p w i:
Essendo la diseguaglianza stretta essa continuera` a valere in un intorno di p e quindi anche per tutti i p(n) a
partire da un opportuno indice N; conseguentemente
di(p(n))<i y 8n N:
Passando al limite, poiche´ anche la successione estratta di(p(n)) converge a zi; concludiamo che zi <i y:
Abbiamo quindi dimostrato che il paniere zi e` preferito a tutti i panieri che costano strettamente meno di ri:
Supponiamo ora che p y= ri: Approssimando y con yn := (1 1=n)y; poiche´ p yn < ri (tranne che nel caso
ri = 0 in cui tutto e` zero), troviamo zi <i yn e, passando al limite, zi <i y; cioe` zi massimizza la funzione di
utilita` di i nell’insieme di budget di i: Per l’unicita` concludiamo zi = di(p): 
Studiamo ora il comportamento del consumatore quando uno dei prezzi, diciamo p1
e` nullo o tende a zero. Se p1 = 0; il bene 1 e` gratuito; l’agente i; le cui preferenze
sono monotone, non sara` mai sazio del bene 1 e non sara` quindi in grado di formulare
la sua domanda5. Se p1 non e` nullo ma piccolo, la diseguaglianza p1  y1  ri per un
budget ri > 0 mostra che si puo` avere sempre piu` y1 quanto piu` p1 e` piccolo. Se piu`
prezzi, diciamo p1 e p2 vanno a zero, non necessariamente le richieste di entrambi i
beni y1 e y2 dovranno divergere, ma sicuramente la somma delle domande divergera`.
Piu` precisamente vale la seguente proposizione.
6.4. PROPOSIZIONE. Fissato un agente i2 S con ricchezza ri > 0 e un sistema di prezzi
in Pk; cioe` con pk = 0 vale:
(a) Non esiste in B(ri) nessun paniere di beni che l’agente i preferisce a tutti gli altri
8x 2 B(ri) 9y 2 B(ri) tale che yi x:
5 Qui stiamo assumendo che ci sia disponibilita` illimitata del bene 1; nel caso di disponibilita` limitata
di ogni bene, in particolare del bene 1, l’agente 1 chiedera` il massimo disponibile. Noi consideremo
prevalentemente il primo caso.
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(b) Se p(n) e` una successione in P convergente a p e se w ik > 0 per ogni k= 1; : : : ; l;
allora la domanda dell’agente i tendera` all’infinito
[w i 2 int(Rl+) e p(n)k ! 0])
l
å
k=1
dik(p(n))!+¥:
DIMOSTRAZIONE. (a) Per ogni x bastera` aumentare la sua componente k-sima e utilizzare la monotonia e la
stretta convessita` dell’ordine.
(b) Se infatti la successione p(n) restasse limitata si potrebbe dimostrare passando al limite su una sottosuc-
cessione che per ogni i c’e` un paniere che l’agente preferisce a tutti gli altri. 
6.2. Equilibri di Walras e teorema fondamentale dell’economia del benessere
Sara` possibile soddisfare tutte le domande individuali? Ovviamente bisogna che siano
compatibili con l’offerta di beni anzi, per via della monotonia, bisognera` che per cia-
scun bene l’offerta coincida con la domanda. Non essendoci produzione nella nostra
economia, l’offerta del bene k si riduce alla quantita` di bene k inizialmente presente e
ripartito tra gli agenti
Wk = w1k + : : :+w
m
k ;
mentre la domanda, sempre del bene k; si riduce alla somma delle domande individuali
d1k (p)+ : : :+d
m
k (p):
6.5. DEFINIZIONE. Essendo W il vettore offerta aggregata
W= (W1; : : : ;Wl)
e
m
å
i
di(p); dove di(p) = (di1(p); : : : ;d
i
l(p))
il vettore domanda aggregata, la funzione z(p) : P! Rl definita da
z(p) :=
m
å
i
di(p) W
si chiama la funzione eccesso di domanda6.
Un sistema di prezzi p 2P che verifichi
z(p) = 0
si chiama un sistema di prezzi di equilibrio. L’allocazione x(p) = (x1(p); : : : ;xm(p))
associata ad un prezzo di equilibrio, cioe` (d1(p); : : : ;dm(p)); si chiama l’allocazione di
equilibrio associata al sistema di prezzi di equilibrio p:
6 Sarebbe piu` preciso scrivere z(p;w):
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Diremo anche che
e := (w1; : : : ;wm; p1; : : : ; pl ; x1; : : : ;xm)
e` un equilibrio di Walras.
Per quanto abbiamo visto, e` immediato verificare che si ha:
6.6. PROPOSIZIONE. Sia p 2P un sistema di prezzi di equilibrio. Allora un’allocazio-
ne (x1; : : : ;xm) 2 Rlm e` un’allocazione di equilibrio associata a p se e solo se
(a) L’allocazione (x1; : : : ;xm) e` realizzabile, cioe` åmk=1 xi =W:
(b) Per ogni i 2 S vale p  xi = p w i:
(c) Per ogni i 2 S e per ogni y 2 B(p w i) si ha xi <i y:
Notiamo come la caratterizzazione precedente non sia altro che la caratterizzazione
delle allocazioni del nucleo nebuloso alla fine del Capitolo 5, per cui un’allocazione ap-
partiene al nucleo nebulosoW se e solo se e` un’allocazione di equilibrio relativamente
ad un sistema di prezzi p e all’attribuzione iniziale W ed e` realizzabile.
Vale ancora la seguente proposizione che raccoglie7 le principali proprieta` della
funzione eccesso di domanda z(p):
6.7. PROPOSIZIONE. Nelle ipotesi (H.1) (H.2) (H.3) per la funzione eccesso di doman-
da, che e` ben definita in P; valgono i seguenti fatti:
(a) z() e` continua in P.
(b) z() e` omogenea di grado zero.
(c) LEGGE DI WALRAS: p  z(p) = 0 in P:
(d) Per ogni p e per ogni k si ha zk(p) Wk:
(e) Se p(n) e` una successione che tende a p = (p1; : : : ; pr;0; : : : ;0)
8, allora, a patto
di supporre che gli w ik siano non nulli per tutti gli i e k; le successioni zk(p(n))
restano limitate per 1 k r mentre esistono indici k> r tali che zk(p(n))!+¥:
Il teorema fondamentale della cosiddetta teoria dell’equilibrio e` il teorema di esi-
stenza dell’equilibrio che qui enunciamo nel caso di beni liberamente disponibili o
illimitati9.
6.8. TEOREMA (Esistenza dell’equilibrio). Consideriamo un’economia di proprieta`
privata di solo scambio soddisfacente le ipotesi (H.1) (H.2) (H.3) e tale che ciascun
agente sia provvisto di tutti i beni, w ik 6= 0 per ogni i;k: Allora esiste almeno un sistema
di prezzi di equilibrio,
9q 2P tale che z(q) = 0:
7 Osserviamo solo che la proprieta` (e) della Proposizione 6.7 e` una conseguenza della Proposizione 6.4 e
della legge di Walras.
8 Pur di riodinare le componenti di p possiamo supporre che gli zeri si accumulino in fondo.
9 Come vedremo, nella prossima sottosezione, vale un teorema di esistenza anche nell’ipotesi che tutti i
beni (o parte) siano limitatamente disponibili.
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Il teorema fu enunciato da Leon Walras [193], sulla base del fatto che (per via della
legge di Walras e della possibilita` di normalizzare i prezzi) il sistema z(p) = 0 si ri-
duce ad un sistema di l  1 equazioni in l  1 incognite; questo, anche se ovviamente
conforta, non puo` costituire una prova di risolubilita` essendo il sistema nonlineare. Suc-
cessivamente la questione fu discussa nel famoso seminario diretto da Karl Menger10
negli anni 1930 a Vienna. E` da questo seminario che ebbero origine i primi contribu-
ti moderni di Abraham Wald [191] [192] e di John von Neumann [189]. La teoria
fu completamente formalizzato da Kenneth Arrow e Ge´rard Debreu [6] ed oggi ci si
riferisce all’insieme di questi risultati come alla teoria dell’economia di scambio di
Arrow-Debreu.
Rimandiamo la dimostrazione del teorema di esistenza dell’equilibrio alla prossi-
ma sottosezione. Qui continuiamo invece a commentare questo risultato e alcune sue
conseguenze.
6.9. TEOREMA (Primo teorema dell’economia del benessere). Un equilibrio di Walras
redistribuisce in modo Pareto ottimale l’assegnazione iniziale dei beni. Piu` precisa-
mente:
(a) Ogni allocazione di equilibrio e` un ottimo di Pareto stretto, unanimemente pre-
ferito all’allocazione iniziale
xi <i w i 8i 2 S:
(b) Ogni allocazione di equilibrio appartiene al nucleo nebuloso dell’economia.
DIMOSTRAZIONE. Sia (x1; : : : ;xm) l’allocazione di equilibrio al prezzo p.
(a) Supponiamo che l’affermazione non sia vera ed esista (y1; : : : ;ym) con
yi <i xi 8 i e 9 j tale che y j  j x j:
Allora p y j > p w j: Affermiamo che vale pure p yi  p w i: Se infatti fosse p yi < p w i; esisterebbe t > 1
tale che p  tyi < p w i; ma allora xi <i tyi e, poiche´ tyi < yi; concluderemmo xi i yi in contraddizione con
l’ipotesi di partenza.
Infine, da p  yi  p w i; sommando, ricaveremmo p  (åm1 yi åm1 w i)> 0; che dice che (y1; : : : ;ym) non
e` realizzabile.11
(b) Supponiamo, al contrario, che sia bloccata dalla coalizione nebulosa (a1; : : : ;am) con supporto A: per
ogni i 2 A esiste yi con
å
i2A
aiyi =å
i2A
aiw i e yi i xi:
Allora yi costa piu` di xi; p  yi > p w i:Moltiplicando per ai e sommando troviamo
p å
i2A
aiyi > p å
i2A
aiw i
che contraddice l’ipotesi.

Vale anche una sorta di reciproco del teorema precedente
10 Figlio dell’economista Carl considerato il fondatore della Scuola Austriaca di Economia.
11 Osserviamo che la xi <i w i 8i 2 S puo` essere precisata come
xi = w i o xi i w i:
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6.10. TEOREMA (Secondo teorema dell’economia del benessere). Sia x = (xi; : : : ;xm)
una ridistribuzione Pareto efficiente dell’allocazione iniziale (w1; : : : ;wm) in cui ogni
agente possiede parte di ogni bene, w ik > 0 per ogni k; i: Allora, pur di ridistribuire
l’assegnazione iniziale dei beni, diciamo w˜ con åmi=1 w˜ i = å
m
i=1w i; x e` l’allocazione
di equilibrio di Walras rispetto ad un opportuno sistema di prezzi e alla distribuzione
iniziale w˜; cioe` xi 2 di(p; w˜ i) per qualche p e per w˜:
DIMOSTRAZIONE. Cominciamo col provare che, se x e` un ottimo di Pareto stretto, allora xi = di(p;xi)
8i= 1; : : : ;m:
Definiamo
Si := fz 2 Rl+ j ui(z)> ui(xi)g; S := S1+ : : :+Sm:
Poiche´ le ui sono strettamente crescenti, ogni Si e` non vuoto, quindi S e` non vuoto; inoltre S e` convesso e
aperto (essendo le ui continue). Infine, poiche´ x e` un ottimo di Pareto stretto abbiamo åmi=1 xi =2 S; altrimenti,
troveremmo un’allocazione y= (yi) con yi 2 Si 8i e åi yi =åi xi =åiw i;ma, per costruzione, ui(yi)> ui(xi)
8i:
Possiamo allora separare S da åmi=i xi 6 inS e trovare p 2 Rl tale che
p  s> p 
m
å
i=1
xi 8s 2 S
In effetti, tutte le componenti di p sono positive perche´, se pn  0; avremo ovviamente en+åmi=i xi 2 S (dove
en e` il vettore con tutte le componenti nulle tranne quella di posto n-simo) la diseguglianza precedente ci
darebbe un assurdo.
Proviamo infine che xi = di(p;xi) 8i: Supponiamo che questo non sia vero; esiste allora i e si 2 Rl+ tale
che
p  si  p  xi e ui(si)> ui(xi):
ed, essendo ui continua, possiamo assumere che p  si < p  xi: Definiamo ora
q :=
1
m 1 (p  x
i  p  si)
e, per j 6= i;
s j = argmaxfu j(z j) j z j 2 Rl+ e p  z j  p  x j +qg:
Vale u j(s j)> u j(x j); p  s j = p  x j +q e åmj=1 s j 2 S; quindi
m
å
j=1
p  s j >
m
å
j=1
x j;
ma
m
å
j=1
p  s j =p  si+å
j 6=i
p  s j = p  si+å
j 6=i
(p  x j +q)
=p  si+å
j 6=i
+(m 1)q =
m
å
i=1
xi;
una contraddizione.
Per concludere la dimostrazione bastera` porre t i := xi w i; w˜ := w+ t e applicare quanto dimostrato a
w˜ per concludere xi = di(p;w i  t i) con åi t i = 0: 
Ci si riferisce al primo e al secondo teorema dell’economia del benessere come al
teorema fondamentale dell’economia del benessere.
Osserviamo che le procedure descritte nel Capitolo 5 e in questo sono profonda-
mente diverse: le prime richiedono una conoscenza perfetta da parte degli individui e
fanno intervenire tutti i gradi possibili di collaborazione (pur avendo come base l’in-
teresse individuale), nelle seconde l’individuo reagisce al sistema dei prezzi sulla base
delle proprie risorse e del proprio interesse personale senza preoccuparsi degli altri, se
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il prezzo e` stato scelto bene – e` un prezzo di equilibrio – l’aggregazione delle domande
individuali ci da` una allocazione realizzabile. Entrambe, pero`, portano allo stesso risul-
tato, mettendo in evidenza il ruolo dell’efficienza paretiana: ci puo` essere sicuramente
motivo di meraviglia in questo.
Ma il teorema fondamentale dell’economia del benessere ha anche un importan-
te ruolo ideologico, ancor piu` considerato che, come vedremo nel prossimo capitolo,
questi risultati valgono anche in un mercato con produzione. In essi gli economisti neo-
classici vedono spesso la dimostrazione della mano invisibile che porta la competizione
individuale a realizzare un equilibrio globale coerente in una economia di mercato com-
petitivo, facendo riferimento ad un famoso passo di Smith della Ricchezza delle Nazioni
[180]:
Ogni individuo cerca di impiegare il proprio capitale in modo da produrre il valore piu` grande. Solita-
mente egli non intende promuovere l’interesse pubblico ne´ conosce quanto egli lo stia promuovendo. Egli
e` interessato solo alla sua sicurezza e al suo guadagno. In questo egli e` guidato da una mano invisibile
che promuove un fine che non era nelle sue intenzioni. Perseguendo il suo proprio interesse, egli fre-
quentemente promuove quello della societa` piu` efficacemente di quanto non faccia quando egli intende
realmente promuoverlo.
Si potrebbe pero` dire che la meraviglia sia da attribuire piu` alla nostra astrazione
matematica che a come in realta` vanno le cose. Una cosa e` dimostrare che esiste un
prezzo di equilibrio nel nostro modello, altra cosa e` affermare che i prezzi osservati in
una economia di scambio sono quelli che equilibrano la domanda e l’offerta. Perche´
dovremmo credere che il risultato del libero scambio assomiglia ad un equilibrio di
Walras? Vediamo infatti che ci sono vari motivi che spingono ad essere prudenti.
(1) Ciascun consumatore deve conoscere i prezzi di ciascun bene, ma sembra non rea-
listico supporre che tutti i consumatori conoscano tutti i prezzi in ogni luogo e al tempo
fissato. Inoltre, cosı` facendo si ignora l’aspetto dinamico della scelta: alcuni degli
scambi dipendono da previsioni sui prezzi futuri e dalle offerte di mercato.
(2) Ciascun consumatore deve essere in grado di comprare o vendere le quantita` che
vuole di ogni bene al prezzo corrente, cosa poco realistica. Si potrebbe optare per una
economia di beni limitati, ma in questo caso un consumatore potrebbe desiderare di
comprare, ad esempio, dell’agnello al prezzo dato, ma non sa se il macellaio ha ancora
agnello.
(3) I consumatori possono non agire in modo razionale; in fondo, come diceva Jonathan
Swift, gli uomini non sono animali razionali, ma solo animali con capacita` razionale.
(4) L’equilibrio walrasiano non ci fornisce in nessun modo informazioni su come il
mercato realmente opera. Un meccanismo piuttosto irrealistico e` quello del banditore
walrasiano. Un banditore annuncia un prezzo p; se non e` quello di equilibrio, passa
ad annunciare un nuovo prezzo q con qk < pk; nel caso di eccesso di domanda in pk
positivo, e qk > pk; in caso di eccesso di domanda negativo, fino a raggiungere l’equi-
librio. Si tratta di un’idea, come vedremo, importante matematicamente, ma sembra
irrealistico che l’equilibrio si raggiunga nello stesso istante in tutti i mercati e per tutti i
consumatori. Nell’astrazione e` assente il processo temporale verso l’equilibrio.
(5) Non viene tenuto conto delle cosiddette esternalita`, cioe` situazioni in cui il consumo
di alcuni beni da parte di un consumatore altera l’utilita` di un altro consumatore. In
questo caso ciascuna funzione d’utilita` ui dipende da tutto il vettore x e non solo da xi:
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Si potrebbe ancora definire un equilibrio walrasiano. Ma si dimostrerebbe allora che i
consumatori non necessariamente saranno in grado di convergere verso un equilibrio e,
anche se questo accadesse, l’equilibrio non sarebbe in generale Pareto efficiente.
(6) Infine, ci si puo` chiedere se la teoria dell’equilibrio sia empiricamente verificabile?12
Piu` precisamente negli anni 1970 Hugo Sonnenschein pose la questione di decidere se la
fondazione individualistica della teoria dell’equilibrio potesse generare restrizioni non
banali e empricamente verificabili sull’eccesso di domanda aggregata o sulla doman-
da di mercato. Contributi di vari autori (tra cui Rolf Ricardo Mantel, Ge´rard Debreu,
Pierre Andre´ Chiappori e Ivar Ekeland) hanno risposto negativamente, in questo modo
mostrando una certa inabilita` da parte della teoria dell’equilibrio di generare predizioni
empiricamente falsificabili. Va detto che, pur non essendo l’eccesso di domanda speri-
mentalmente verificabile (tranne che all’equilibrio dove e` 0), a partire dagli anni 2000
si e` cercato di individuare quantita` dipendenti dalle fluttuazioni dei prezzi che siano
sperimentalmente verificabili, si veda [37].
C’e` una vasta letteratura che si preoccupa di creare modelli che permettano di supe-
rare queste critiche. Noi non entreremo ovviamente in dettagli. Ci permettiamo di met-
tere in evidenza che, come abbiamo gia` osservato, l’equilibrio garantisce l’efficienza
ma non l’equita`: si possono creare equilibri in cui coesistano persone “estremamente
povere e altri che nuotano nel lusso, finche´ i poveri non possono esser fatti star me-
glio senza dimunire il lusso dei ricchi”. D’altra parte, il concetto di equita` dipende
dall’etica prevalente nella societa` e dalla cultura della societa` stessa (compreso le ideo-
logie), quindi il raggiungimento di un equilibrio equo non puo` essere solo il risultato
di un comportamento razionale, sempre poi che razionale si identifichi con massimiz-
zazione, ma richiede una mediazione politica che arrivi dopo una analisi profonda e
la successiva evoluzione che, purtroppo, puo` anche risultare in una involuzione, della
cultura. Quanto visto pero` suggerisce che la competizione individuale sembra essere
quantomeno un aspetto importante e non trascurabile nell’analisi politico-economica.
6.3. Esistenza dell’equilibrio
Veniamo ora alla dimostrazione dell’esistenza di almeno un sistema di prezzi d’equi-
librio, in funzione anche delle condizioni al bordo assegnate alla funzione eccesso di
domanda, cioe` del comportamento di z(p) quando p 2 P converge ad un punto p¯ del
bordo di P; P¯nP:
Il caso di due soli beni con disponibilita` illimitata. Normalizziamo i prezzi come p =
(p1;1); la legge di Walras si scrive allora come
(6.1) p1z1(p1;1)+ z2(p1;1) = 0;
12 Verifiche sperimentali della teoria economica appaiono non fattibili in linea di principio per tempi lun-
ghi. Infatti, in tempi lunghi possono cambiare le funzioni di utilita` rendendo difficile la distinzione tra
incoerenza e cambiamenti di gusti.
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dove z= (z1;z2) e` l’eccesso di domanda, e l’esistenza di un sistema di prezzi di equili-
brio equivale all’esistenza di p1 tale che z1(p1;1) = 0:
Osserviamo che, quando p1 ! 0; necessariamente z1(p1;1)! +¥, altrimenti z1; e
di conseguenza anche z2; resterebbero limitate contrariamente al fatto che almeno una
delle zi deve divergere a +¥: Scrivendo la (6.1) come
z1(1;
1
p1
)+
1
p1
z2(1;
1
p1
)
lo stesso argomento ci dice che, per p1 !+¥; z2(1; 1p1 ) = z2(p1;1) rimane positiva; e,
ancora la (6.1) ci dice che per qualche p˜ grande vale z1(p˜;1)< 0: Il teorema degli zeri13
ci assicura allora che esiste p con 0< p < p˜ per cui z1(p;1) = 0:
Il caso di z(p) definita e continua in P¯: La seguente strategia risulta essere buona. Dato
un sistema di prezzi p 2 P¯; non di equilibrio definiamo un nuovo sistema di prezzi p0
cosı` determinato:
 alziamo il prezzo di un bene con eccesso di domanda,
 abbassiamo (o manteniamo) il prezzo dei beni con eccesso di domanda negativo,
 manteniamo inalterati i prezzi con zero eccesso di domanda,
 normalizziamo in modo da restare in P¯:
Il sistema di equilibrio dovrebbe quindi essere un punto fisso di questa trasformazione14.
Per implementare la nostra strategia abbiamo bisogno di una funzione h : P¯! P¯
tale che
(6.2)
8><>:
hi(p)> 0 se e solo se zi(p)> 0;
hi(p) = 0 se e solo se zi(p) = 0;
pi+hi(p) 0
E` facile verificare che due possibili scelte sono, ad esempio:
hi(p) =max( pi;kizi(p)); ki > 0
hi(p) =max(0;kizi(p)); ki > 0:
Se ora mostriamo che
(6.3)
l
å
k=1
 
pi+hi(p)

> 0;
risulta ben definita la mappa continua T : P¯! P¯
T (p) :=
p+h(p)
åli=1(pi+hi(p))
13 A volte chiamato anche teorema di Bolzano. Ricordiamo
6.11. TEOREMA (degli zeri). Sia f : [a;b]!R una funzione continua con f (a) f (b)< 0: Allora esiste x
con a< x < b tale che f (x ) = 0:
14 Ricordiamo, come gia` osservato: dire che la funzione f (x) ha un punto fisso e` equivalente a dire che
x  f (x) ha uno zero.
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che, conseguentemente, ha un punto fisso (per il teorema di punto fisso di Brouwer).
Dimostriamo allora la (6.3). Supponiamo che åli=1(pi + hi(p)) non sia positivo,
allora per via della terza condizione in (6.2), sara` åli=1(pi+hi(p)) = 0 per qualche p e,
usando la legge di Walras
0= (p+h(p))  z(p) = p  z(p)+h(p)  z(p) = h(p)  z(p):
Ma e` facile verificare dalla definizione di h(p) che hi(p)zi(p)  0 per ogni i; segue
hi(p)zi(p) = 0 per ogni i: D’altra parte pi > 0 per qualche i. Per questo i si ha allora
hi(p) =  pi < 0; quindi zi(p) = 0 che, per la 2 di (6.2), da` hi(p) = 0; una contraddi-
zione.
Sia allora p 2 P¯ un punto fisso di T; cioe`
(6.4) h(p) = l p;
con l = åli=1(pi + hi(p))  1: Moltiplicando per z(p) e usando la legge di Walras
troviamo
h(p)  z(p) = l p  z(p) = 0
e, come prima hi(p)zi(p) = 0 per ogni i: Ora zi(p)> 0 implicherebbe hi(p) = 0 in
contraddizione con la 2 di (6.2), quindi zi(p) 0 per ogni i:
Dimostriamo infine che zi(p) 0 per ogni i implica zi(p) = 0 per ogni i: Dall’ipo-
tesi segue pizi(p) 0 per ogni i; quindi o zi(p) = 0 e abbiamo concluso o zi(p)< 0
e, in questo caso pi = 0: Dalla (6.4) segue allora hi(p) = 0; cioe`, per (6.2), zi(p) = 0;
una contraddizione; in conclusione z(p) = 0:
In realta` l’ipotesi che abbiamo fatto e cioe` che la funzione eccesso di domanda z(p)
si possa estendere in modo continuo da P alla chiusura P¯ e` troppo forte. In generale da
ogni successione p(n) 2 P convergente a p¯ 2 P¯ si potra` estrarre una sottosuccessione
p(nk) per cui o z(p(nk)) diverge a+¥ o converge ad un valore finito, ma cosa succede ed
il valore dell’eventuale limite finito dipende dalla (sotto)successione in considerazione;
e tutto questo succede in (semplici esempi) di economie ragionevoli.
In effetti, la dimostrazione del teorema di esistenza dell’equilibrio di Walras sem-
bra richiede una sostanziale generalizzazione del contesto: il passaggio da funzioni a
funzioni a valori nei sottoinsiemi di un insieme, chiamate anche corrispondenze, e la
generalizzazione del teorema di punto fisso di Brouwer alle corrispondenze.
Il teorema di Kakutani. Una corrispondenza o mappa a valori insiemi da X in Y e`
una aplicazione F : X !P(Y ): Ovviamente ogni funzione f : X ! Y definisce una
corrispondenza F ponendo F(x) := f f (x)g:
Un punto x2 X si dice un punto fisso di una corrispondenza F da X in se´ se x2 F(x):
Si chiama grafico della corrispondenza F l’insieme
grafico(F) := f(x;y) 2 XY j y 2 F(x)g:
Si dimostrano facilmente le seguenti proposizioni.
6.12. PROPOSIZIONE. Siano X e Y sottoinsiemi di due spazi euclidei con Y compatto
e sia f una applicazione da X in Y: Sono fatti equivalenti:
 f ha grafico chiuso,
 f e` continua.
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6.13. PROPOSIZIONE. Siano X e Y sottoinsiemi di due spazi euclidei con Y limitato e
sia F una corrispondenza da X in Y con F(x) chiuso per ogni x: Sono fatti equivalenti:
(a) F ha grafico chiuso,
(b) Per ogni chiuso C  Y l’insieme fx 2 X jF(x)\C 6= /0g e` chiuso.
Possiamo ora dimostrare l’estensione del teorema di Brouwer dovuta a Shizuo Ka-
kutani [92].
6.14. TEOREMA (di punto fisso di Kakutani). Sia F una corrispondenza del simplesso
P¯ in se´. Supponiamo che F abbia grafico chiuso e che per ogni p gli insiemi F(p) siano
convessi, chiusi e non vuoti. Allora F ha un punto fisso:
9q tale che q 2 F(q):
DIMOSTRAZIONE. La dimostrazione consiste nell’‘approssimare’ F con delle applicazioni fn (cosa possi-
bile perche´ F ha valori convessi), applicare il teorema di Brouwer e passare al limite per n!+¥:
Decomponiamo il simplesso P¯ in simplessi simili, di lati n volte piu` piccoli e, quindi, di volume nl 1 piu`
piccolo. Serviranno nl 1 di questi simplessi per ricoprire P¯: Sia S uno di questi simplessi e siano fp1; : : : ; plg
i vertici di modo che ogni punto di S si puo` scrivere come p= ålk=1ak pk; dove gli ak sono coefficienti non
negativi di somma 1. Se ora, per ogni vertice pk di S si sceglie un punto qk in P¯ possiamo definire una
applicazione affine f : S! P¯ come
(6.5) f
  l
å
k=1
ak pk

=
l
å
k=1
akqk:
La suddivisione di P¯ e` quindi determinata dai vertici dei sottosimplessi che formano un reticolo Rn di latop
2=n: Per ogni p2 Rn ora scegliamo q in F(p) e procediamo come sopra in ciascuno dei sottosimplessi della
decomposizione. Osserviamo che, se due sottosimplessi S1 e S2 sono adiacenti, allora hanno in comune una
faccia e i suoi (l 1) vertici fp1; : : : ; pl 1g e la (6.5), con al = 0, mostra che f1 e f2 coincidono lungo questa
faccia. Le funzioni f i; definite su ciscun sottosimplesso Si si incollano in un’unica funzione fn : P¯! P¯ che
ha le seguenti proprieta`:
(a) fn e` continua,
(b) 8p 2 Rn vale fn(p) 2 F(p);
(c) su ciascuno dei sottosimplessi di lato
p
2=n e di vertici fp1; : : : ; plg  Rn; si ha
fn(
l
å
k=1
ak pk) =
l
å
k=1
ak fn(pk):
Ogni mappa fn possiede, per il teorema di Brouwer, un punto fisso qn = fn(qn) che apparterra` a un
qualche sottosimplesso con vertici fp1n; : : : ; plng  Rn: Possiamo allora scrivere grazie alle (c) e (b) sopra:
qn =
l
å
k=1
ank p
k
n =
l
å
k=1
ank fn(p
k
n)(6.6)
fn(pkn) 2F(pkn) 8k(6.7)
assieme alle
l
å
k=1
ank = 1 e a
n
k  0 8k(6.8)
jjpkn  p jnjj=
p
2=n per 1 k; j  n:(6.9)
Poiche´ le succesioni pkn e fn(p
k
n) stanno in P¯ e la successione ank in [0;1]; quando n tende all’infinito
possiamo estrarre sottosuccessioni, che continuiamo a chiamare nello stesso modo, convergenti
pkn ! pk(6.10)
Fn(pkn)! rk(6.11)
ank ! ak:(6.12)
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Passando al limite nella (6.9) otteniamo jjpk  p jjj= 0; cioe` pk = p j per 1 j;k l:Denotiamo con q questo
punto che non e` altro che il comune limite dele successioni fpkng :
(6.13) pkn ! q per 1 k  l:
Passando al limite nella (6.8) otteniamo
(6.14) ak  0 e
l
å
k=1
ak = 1:
Passando al limite nella (6.6), in virtu` delle (6.10), (6.11), (6.12), (6.13) otteniamo
(6.15)
l
å
k=1
akq=
l
å
k=1
akrk:
Il primo membro di questa eguaglianza e` q per via della (6.14). Per valutare il secondo membro teniamo
conto ancora delle convergenze in (6.10), (6.11), (6.13) e teniamo conto della (6.7). Poiche´ il grafico di F e`
chiuso e contiene i punti (pkn; fn(p
k
n)); contiene anche tutti i punti (q;r
K): Dunque gli rk appartengono tutti
a F(q) e, essendo F(q) convesso, anche il punto ålk=1akrk appartiene a F(q): In conclusione, l’equazione
(6.15) da` q 2 F(q): 
Osserviamo che, come mostra la definizione, da un lato il teorema di Kakutani segue
dal teorema di punto fisso di Brouwer; dall’altro chiaramente implica il teorema di
Brouwer: si conclude quindi che i teoremi di punto fisso di Brouwer e di Kakutani sono
equivalenti.
Il teorema di esistenza dell’equilibrio. Siamo ora in grado di dimostrare il teorema di
esistenza dell’equilibrio di Walras, che rienunciamo, mettendo in evidenza che l’ipotesi
che tutti gli agenti posseggano inizialmente una quota non nulla di tutti i beni garantisce
che siamo nelle condizioni al bordo per z(p) descritte nella Proposizione 6.7.
6.15. TEOREMA (Esistenza dell’equilibrio). Consideriamo un’economia di proprieta`
privata di solo scambio soddisfacente le ipotesi (H.1) (H.2) (H.3) e tale che ciascun
agente sia provvisto di tutti i beni, w ik 6= 0 per ogni i;k: Allora esiste almeno un sistema
di prezzi di equilibrio,
9q 2P tale che z(q) = 0:
DIMOSTRAZIONE. Ad ogni p 2P associamo l’insieme I(p) degli indici che coincidono con max j z j(p)
I(p) := fk jzk(p) =max j z j(p)g
(in altre parole isoliamo i beni per i quali l’eccesso di domanda e` massimo) e la faccia di P¯ corrispondente
P¯I(p) := fq 2 P¯ j qk = 0 8k =2 I(p)g
(cioe` consideriamo il sistema di prezzi per cui tutti gli altri beni sono gratuiti). Vedremo che il sistema di
prezzi che e` insensibile a questa revisione e` appunto un sistema di prezzi di equilibrio.
Per questo, definiamo la corrispondenza F da P¯ in se´ definita da
(6.16) F(p) =
(
P¯I(p) se p 2P
fq 2 P¯ j p q= 0g altrimenti:
Ad esempio se p= (p1; : : : ; pr;0 : : : ;0); dove le prime componenti sono non nulle, allora F(p) sara` l’insieme
degli q 2 P¯ del tipo q= (0; : : : ;0;qr+1; : : : ;ql):
Osserviamo che
p =2P ) p =2 F(p);
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in particolare gli eventuali punti fissi di F devono appartenere a P:Mostriamo ancora che q 2 F(q) se e solo
se q e` un sistema di prezzi di equilibrio. Supponiamo q 2 F(q) = P¯I(q); allora zk(q) = z j(q) per 1 j;k  l:
Il vettore z(q) ha dunque tutte le sue componenti uguali a un numero x : La legge di Walras si scrive come
0= z(q) q= x
l
å
k=1
qi = x :
L’eccesso di domanda e` quindi nullo per tutte le componenti e q e` un sistema di equilibrio. Viceversa, sia q
un sistema di equilibrio, allora tutti gli zk(q) sono nulli quindi I(q) coincide con l’insieme di tutti gli indice
da 1 a l e F(q) coincide con P¯; in particolare q 2 F(q):
La dimostrazione del teorema e` quindi effettivamente ricondotta a mostrare che la corrispondenza F
ha un punto unito e, tenuto conto del teorema di Kakutani, a mostrare che F ha grafico chiuso, visto che
ovviamente i suoi valori sono convessi, chiusi e non vuoti. Si tratta di mostrare che, se pn e` una successione
in P¯ convergente a p 2 P¯ e qn 2 F(pn) una sussessione convergente a q in P¯; allora q 2 F(p):
Supponiamo inizialmente che p 2 P: Allora tutti i pn tranne che un numero finito stanno in P e tranne
che per un numero finito di indici I(pn) I(p): Infatti dire che k =2 I(p) significa che si puo` trovare un indice
j 6= k tale che z j(p)> zk(p): Essendo z continua, questo implica che tranne che per un numero finito di indici
vale z j(pn)> zk(pn) e, cioe`, k =2 I(pn):15
Supponiamo ora che p appartenga al bordo di P¯; possiamo sempre ricondurci al caso in cui p abbia la
forma p = (p1; : : : ; pr;0; : : : ;0) con pk 6= 0 per k  r: Per k  r i pnk saranno non nulli a partire da un certo
indice. Consideriamo una prima situazione in cui un’infinita` di termini pn stiano in P e quindi esista una
sottosuccessione pnk a cui possiamo applicare la Proposizione 6.7: per k  r l’eccesso di domanda resta
limitato, mentre esiste k  r+ 1 per cui l’ecceso di domanda tende all’infinito. Per j abbastanza grande
l’eccesso di domanda massimo zk(pn j ) sara` realizzato per dei beni di indice k  r+ 1; vale a dire I(pn j ) 
fr+ 1; : : : ; lg dunque F(pn j ) sara` contenuto nell’insieme dei punti di P¯ le cui prime coordinate sono nulle,
vale a dire in F(p): In particolare qn j appartiene a F(p) a partire da un certo j e quindi varra` lo stesso per il
limite q:
Potrebbe darsi pero` una seconda possibilita` (senza che le due possibilita` si escludano): ci sono degli indici
k r+1 (per esempio gli ultimi s) e una infinita` di termini pn tali che pnk = 0 per k l  s+1 e pnk 6= 0 per
r  l  s: Questi formerebbero allora una sottosuccessione pn j tale che F(pn j ) sia l’insieme dei punti di P¯
le cui prime l  s componenti siano nulle. Essendo k  l  s; questo insieme e` contenuto in F(p): Cosicche´
qn j 2 F(p) e, passando al limite q 2 F(p): 
15 Abbiamo qui usato il ben noto teorema della permanenza del segno: se una successione di numeri fang
converge a un numero positivo a; allora definitivamente, cioe` a partire da un certo indice, la successione
e` positiva.

CAPITOLO 7
Economia di proprieta` privata di solo scambio:
complementi
In questo capitolo vogliamo ridiscutere quanto gia` fatto, e aggiungere alcune asserva-
zioni, usando il cosiddetto approccio differenziale, cioe` usando i metodi ed i risultati del
calcolo differenziale1. Per comodita` del lettore illustriamo, nella prima sezione, alcune
definizioni e nozioni fondamentali ed alcuni risultati di analisi matematica che verranno
poi liberamente usati nel seguito del capitolo.
7.1. Superfici, condizioni di ottimalita`, teorema di Kuhn-Tucker
Supporremo che il lettore conosca un po’ di calcolo differenziale per funzioni di una
variabile ed un po’ di algebra lineare.
7.1.1. Funzioni di piu` variabili
Cominciamo richiamando alcune semplici ma importanti definizioni.
Derivate direzionali, derivate parziali, differenziale
Siano A  Rn aperto, f : A! R una funzione e x0 2 A. Fissato un qualunque vettore
non nullo v 2 Rn, la mappa rv : R! Rn, rv(t) := x0+ vt, e` la parametrizzazione della
retta passante per x0 a t = 0 percorsa con velocita` costante v: Esiste allora e0 > 0 tale che
B(x0;e0) A e dunque per ogni v 2Rn rv(t) 2 A se jtj  e0=jvj e la funzione composta
(7.1) fv(t) := f (x0+ tv); t 2 r 1(A);
detta la restrizione di f alla retta per x0 di direzione v, e` ben definita almeno sull’inter-
vallo jtj< e0=jvj:
1 Per maggiori informazioni il lettore interessato puo` consultare, ad esempio, [118] [7] [101] [117] e per
gli aspetti piu` propriamente matematici [64] [65] [145] [146]. Per una discussione del contesto culturale
e delle sue interazioni con la matematica dalle origini fino alla fine del diciottesimo secolo il lettore puo`
vedere [66] [67]; in particolare, in [67] sono discussi gli sviluppi del calcolo differenziale che sono alla
base dei primi approcci matematici all’economia.
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Si dice che f ha derivata direzionale in x0 nella direzione v se fv e` derivabile in 0;
cioe` se esiste finito
(7.2) lim
t!0
f (x0+ tv)  f (x0)
t
= lim
t!0
fv(t) fv(0)
t
:
La derivata di fv in 0, f 0v(0), si chiama la derivata direzionale di f in x0 nella direzione
v e si indica con uno dei simboli
¶ f
¶v
(x0) 2 R; o anche Dv f (x0):
Siano ora (e1; e2; : : : ; en) la base standard (ma non sarebbe necessario) di Rn e
(x1; x2; : : : ; xn) il rispettivo sistema di coordinate.
7.1. DEFINIZIONE. La derivata direzionale di f in x0 nella direzione ei si chiama anche
la derivata parziale di f rispetto a xi e la si indica anche con uno dei simboli
¶ f
¶xi
(x0) =
¶
¶xi
f (x0) = Di f (x0) = fxi(x0) :=
¶ f
¶ei
(x0):
La (7.2) definisce la derivata parziale di f rispetto a xi in x0 = (x10; : : : ;x
n
0) come la
derivata della funzione di una variabile
x! f (x10; : : : ;xi 10 ;x;xi+10 ; : : : ;xn0)
in x = xi0. Pertanto la derivata parziale rispetto a x
i si ottiene considerando costanti le
variabili (x1; : : : ;xi 1;xi+1;xn) e derivando f (come funzione di una variabile) rispetto
a xi.
La sola esistenza di tutte le derivate parziali non implica in generale ulteriori pro-
prieta` per la funzione; una funzione puo` avere tutte le derivate direzionali nulle in un
punto x0 e non essere continua in x0: A distinguere le cose e` la possibilita` di approssi-
mare localmente f con una funzione lineare.
7.2. DEFINIZIONE. Si dice che f e` differenziabile in x0 se esiste una funzione lineare
L : Rn ! R, detta differenziale o applicazione lineare tangente ad f in x0 tale che
(7.3) lim
h!0
f (x0+h)  f (x0) L(h)
jhj = 0:
Se ARn e` aperto, si dice che f : A!R e` differenziabile in A se f e` differenziabile in
ogni punto di A.
Si vede facilmente
7.3. PROPOSIZIONE. Se f e` differenziabile in x0 con differenziale L, allora
(1) f e` continua in x0,
(2) f ha tutte le derivate direzionali in x0 e
(7.4)
¶ f
¶v
(x0) = L(v) 8v 2 Rn:
In particolare
 l’applicazione v 7! ¶ f¶v (x0), v 2 Rn, e` lineare, il differenziale, se esiste, e` unico.
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Viceversa, si dimostra, teorema del differenziale totale, che se le derivate parziali di
f esistono in un intorno di x0 e sono continue in x0 allora f e` differenziabile in x0:
Segue da (ii) Proposizione 7.3 che per ogni i= 1; : : : ;n
L(ei) =
¶ f
¶xi
(x0):
e la matrice associata all’applicazione lineare L e` la matrice 1n
(7.5) D f (x0) :=

¶ f
¶x1
(x0);
¶ f
¶x2
(x0); : : : ;
¶ f
¶xn
(x0)

;2
detta matrice jacobiana di f in x0. Si ha quindi
(7.6) L(h) =
n
å
i=1
¶ f
¶xi
(x0)hi = D f (x0)h righe per colonne:3
Come conseguenza della Proposizione 7.3 si ha
7.4. PROPOSIZIONE. Sia A Rn aperto e f : A! R una funzione. f e` differenziabile
in x0 2 A se e solo se f ha tutte le derivate parziali in x0 e
f (x0+h)  f (x0) D f (x0)h= o(jhj) per h! 0:
Si chiama vettore gradiente di f in x0 il vettore di Rn indicato con Ñ f (x0) o con
grad f (x0), definito da
(7.7) Ñ f (x0) :=

¶ f
¶x1
(x0);
¶ f
¶x2
(x0); : : : ;
¶ f
¶xn
(x0)

:4
Vale
(7.8)
¶ f
¶h
(x0) = D f (x0)h= Ñ f (x0) h= grad f (x0) h 8h 2 Rn:
Si vede che, seÑ f (x0) 6= 0, allora il vettoreÑ f (x0)2Rn punta nel verso di ‘massima
pendenza’.
Quanto sopra si estende a funzioni f : A Rn ! Rm dove A e` aperto.
7.5. DEFINIZIONE. Sia ARn, n 1, aperto e f : ARn!Rm, f = ( f 1; f 2; : : : ; fm),
m 1. f si dice differenziabile in x0 2 A se esiste una applicazione lineare L :Rn!Rm,
L= (L1; L2; : : : ; Lm), detta differenziale di f in x0 o applicazione lineare tangente ad f
in x0, tale che
(7.9)
f (x0+h)  f (x0) L(h)
jhj ! 0 per h! 0:
Se f e` differenziabile in ogni punto di A, si dice che f e` differenziabile in A.
2 In questa sezione scriveremo D f invece di Df ; come invece faremo nelle altre sezioni, per enfatizzare il
fatto che D f e` una matrice.
3 Se scriviamo i vetori, in particolare h; come colonne.
4 Si dovrebbe in realta` scrivere Ñ f come vettore colonna, ma non insistiamo su questo punto.
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Ovviamente f = ( f 1; f 2; : : : ; fm) e` differenziabile in x0 con differenziale dato da
L = (L1; L2; : : : ; Lm) se e solo se per ogni i = 1; : : : ;m f i(x) e` differenziabile in x0 con
differenziale Li. Inoltre si ha
(7.10) Li(h) =
¶ f i
¶h
(x0) =
n
å
j=1
¶ f i
¶x j
(x0)h j 8i= 1; : : : ;m:
Introducendo la matrice mn, detta matrice jacobiana di f in x0,
D f (x0) :=
h¶ f i
¶x j
(x0)
i
=
0BBBBBBBBBBB@
¶ f 1
¶x1
(x0)
¶ f 1
¶x2
(x0) : : :
¶ f 1
¶xn
(x0)
¶ f 2
¶x1
(x0)
¶ f 2
¶x2
(x0) : : :
¶ f 2
¶xn
(x0)
...
...
. . .
...
¶ fm
¶x1
(x0)
¶ fm
¶x2
(x0) : : :
¶ fm
¶xn
(x0)
1CCCCCCCCCCCA
;
si ha
L(h) =
0BBB@
L1(h)
L2(h)
...
Lm(h)
1CCCA= D f (x0)h:
In conclusione
7.6. PROPOSIZIONE. Sia ARn aperto e f :A!Rm una funzione, f =( f 1; f 2; : : : ; fm).
f e` differenziabile in x0 2 A se e solo se
(1) le componenti f 1; f 2; : : : ; fm di f hanno tutte le derivate parziali in x0,
(2) detta D f (x0) la matrice jacobiana in (7.5), si ha
f (x0+h)  f (x0) D f (x0)h= o(jhj) per h! 0:
Il differenziale di f : A  Rn ! Rm in x0 si indica anche con d f (x0) : Rn ! Rm e
dunque
(7.11) d f (x0)(h) := D f (x0)h h 2 Rn:
Spazio tangente e spazio normale al grafico
Sia f : A  Rn ! Rm differenziabile in un punto x0 interno ad A. Il grafico di f e`
definito come il sottoinsieme di RnRm dato da
G f :=
n
(x;y) 2 RnRm jy= f (x)
o
:
Chiamiamo piano tangente al grafico di f in x0 il sottoinsieme grafico dell’applicazionen
(x;y) 2 RnRm
y= f (x0)+D f (x0)(x  x0)o
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e spazio tangente al grafico di f in (x0; f (x0)) il suo traslato nell’origine di RnRm.
Tan (x0; f (x0))G f :=
n
(x;y) 2 RnRm
y= D f (x0)xo;
Ovviamente lo spazio tangente al grafico in (x0; f (x0)) e` anche il grafico dell’applica-
zione lineare tangente ad f in x0
x! D f (x0)x:
Chiaramente Tan (x0; f (x0))G f e` l’immagine della mappa lineare iniettiva da R
n in
RnRm data da x! (x;D f (x0)x), cioe`, in termini di matrici, Tan (x0; f (x0))G f = ImL
dove si e` posto
L :=
0BBBBBBBB@
Id
D f (x0)
1CCCCCCCCA
:
Evidentemente le colonne di L sono linearmente indipendenti; sono quindi una base di
Tan (x0; f (x0))G f .
Tan (x0; f (x0))G f e` caratterizzato come l’insieme dei vettori (x;y) di R
nRm tali che
D f (x0)x  y= 0. Introducendo la matrice m (n+m)
(7.12) A :=
0@ D f (x0)   Id
1A ;
l’equazione D f (x0)x  y= 0 si riscrive come
A

x
y

= 0
e quindi
Tan (x0; f (x0))G f = kerA:
Usando il prodotto scalare standard, si conclude che
7.7. PROPOSIZIONE. Le m righe della matrice (7.12), pensati come vettori di Rn+m,
sono una base dello spazio ortogonale a Tan (x0; f (x0))G f .
Il teorema di invertibilita` locale
Sia f : W  Rn ! Rn una applicazione. Se f e` lineare, f (x) = Ax, A 2 Mn;n(R),
l’invertibilita` di f , cioe` la risolubilita` in x di Ax = y per ogni y 2 Rn, e` equivalente
all’invertibilita` della matrice A e questa alla condizione detA 6= 0.
Per funzioni f : R! R derivabili, il calcolo ci dice che la condizione f 0 > 0 (o
f 0< 0) e` sufficiente a garantire la monotonia e quindi la invertibilita` di f e la derivabilita`
della funzione inversa. Inoltre, per funzioni con derivata continua, l’essere f 0(x0) 6= 0
in un punto x0 assicura l’esistenza di un intervallo I = I(x0;r) su cui f 0(x) ha lo stesso
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segno di f 0(x0). Segue la stretta monotonia, la continuita`, la derivabilita` di ( fjI) 1 e la
formula
( f 1)0(y) =
1
f 0( f 1(y))
8y 2 f (I):
Enunciamo ora un risultato di invertibilita` locale per funzioni f : Rn ! Rn di classe
C1; cioe` con derivate prime continue. La condizione f 0(x0) 6= 0 in una variabile viene
sostituita dalla condizione detD f (x0) 6= 05 di non degenerazione della matrice jaco-
biana: e` una similitudine piuttosto naturale se la si interpreta come condizione di non
degenerazione dell’applicazione lineare tangente h! D f (x0)(h) o, se si vuole, di non
degenerazione dello sviluppo di Taylor al primo ordine di f in x0,
f (x) = f (x0)+Ñ f (x0)  (x  x0)+o(jx  x0j) per x! x0:
Ricordiamo che fjU denota la restrizione di f adU W:
7.8. DEFINIZIONE. Una funzione f : W  Rn ! Rn si dice localmente invertibile se
per ogni x 2W esiste un intornoU di x tale che fjU e` iniettiva.
Si ha allora
7.9. TEOREMA (di invertibilita` locale). Sia f :W! Rn una applicazione di classe C1,
definita su un aperto W  Rn e sia x0 2 W. Se detD f (x0) 6= 0, allora esiste un intorno
aperto U di x0 tale che
(1) f ristretta ad U e` iniettiva,
(2) V := f (U) e` aperto, f e` aperta e ( fjU ) 1 :V !U e` continua,
(3) ( fjU ) 1 :V !U e` di classe C1 ed inoltre 8y 2V
(7.13) D( fjU ) 1(y) =
h
D f (x)
i 1
x := ( fjU ) 1(y):
Pertanto una funzione f :W!Rn definita su un apertoWRn di classeCk(W), k 1
(cioe` con derivate fino all’ordine k continue) con detD f (x) 6= 0 8x 2 W e` localmente
invertibile, aperta (l’immagine di un aperto e` aperta) e con inversa di classe Ck.
7.10. COROLLARIO. Sia f :WRn!Rn iniettiva e di classeC1(W). Se detD f (x) 6= 0
8x 2W, allora f (W) e` aperto e l’inversa f 1 : f (W)!W e` di classe C1 con
D f 1(y) = [D f (x)] 1; x := f 1(y) 8y 2 f (W):
Formula di Taylor al secondo ordine
Se f ha derivate parziali in un aperto A e queste sono continue in A, come abbiamo gia`
detto, si dice che f e` di classe C1 in A e si scrive f 2C1(A).
Se una funzione f : A! R, A aperto in Rn, ha le derivate prime in un intorno di
x0 2 A e se le derivate prime ammettono a loro volta derivate parziali in x0, si dice che
f ha le derivate seconde in x0. Se (x1; x2; : : : ; xn) sono le coordinate standard in Rn, la
5 “det” sta per determinante.
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derivata parziale seconda di f fatta prima rispetto a x j e poi rispetto a xi si indica con
uno dei simboli
¶ 2 f
¶xi¶x j
(x0); DiD j f (x0); oppure Di j f (x0):
La matrice nn di tutte le derivate seconde di f ,
H f (x0) := [DiD j f (x0)]
si chiama matrice hessiana di f in x0. In generale puo` succedere che
DiD j f 6= D jDi f per i 6= j;
come ad esempio per la funzione di due variabili
f (x;y) =
8<:y
2 arctan
x
y
se y 6= 0;
0 se y= 0:
per la quale ¶
2 f
¶x¶y (0;0) = 0 e
¶ 2 f
¶y¶x (0;0) = 1. Si ha pero`
7.11. TEOREMA (Schwarz). Sia f : B(x0;r) Rn ! R, r > 0. Se per i 6= j le derivate
parziali miste
¶ 2 f
¶xi¶x j
(x) e
¶ 2 f
¶x j¶xi
(x)
esistono in tutto B(x0;r) e sono continue in x0, allora
¶ 2 f
¶xi¶x j
(x0) =
¶ 2 f
¶x j¶xi
(x0):
Se una funzione f ammette derivate parziali seconde in un aperto A e queste sono
continue in A, si dice che f e` di classe C2 in A e si scrive f 2C2(A).
Un semplice corollario del teorema di Schwarz e`
7.12. COROLLARIO. Ogni funzione f 2C2(A) su un aperto A diRn ha le derivate miste
uguali, Di j f (x) = D ji f (x) 8x 2 A, 8i; j = 1; : : : ;n. In altre parole la matrice H f (x) e`
simmetrica 8x 2 A.
Procedendo per induzione su k si definiscono le derivate parziali di ordine k.
7.13. DEFINIZIONE. Se le componenti di una funzione f : A  Rn ! Rm, A aperto,
ammettono derivate parziali di ordine k in ogni punto di A e se queste ultime sono
funzioni continue in A, si dice che f e` di classe Ck(A) e si scrive f 2Ck(A) o, ove fosse
necessario, f 2Ck(A;Rm). Se f ammette in A derivate di qualunque ordine, si dice che
f e` di classe C¥ e si scrive f 2C¥(A) (o f 2C¥(A;Rm)).
Da quanto detto
C¥(A)Ck(A)Ck 1(A)   C2(A)C1(A)C0(A):
Applicando ancora una volta il teorema di Schwarz si ottiene
7.14. COROLLARIO. Sia A aperto in Rn. Allora per ogni f 2Ck(A) le derivate di f di
ordine minore o uguale a k non dipendono dall’ordine con cui vengono eseguite.
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Di conseguenza, per specificare una derivata di ordine k di una funzione di classe
Ck, bastera` specificare il numero di derivate che si fanno rispetto a ciascuna variabile.
Ad esempio, se f 2C6(R3), si parla della derivata sesta di f fatta 3 volte rispetto ad x,
due volte rispetto a y e una volta rispetto a z in (x0;y0;z0) e la si indica con
¶ 6 f
¶x3¶ 2y¶ z
(x0;y0;z0):
Si dimostra
7.15. TEOREMA (Formula di Taylor al secondo ordine). Sia f una funzione di classe
C2(B(x0;r)), r > 0. Per ogni h 2 Rn, jhj< r, si ha allora
f (x0+h)  f (x0) Ñ f (x0) h  12H f (x0)h h= o(jhj
2) per h! 0:
7.1.2. Sottovarieta` di Rn
Un passo essenziale nello sviluppo dell’analisi e della geometria e` la realizzazione
dell’idea intuitiva di superficie regolare. Una sfera o un cilindro sono superfici regolari
in R3, un cono no (non vicino al vertice). La nozione su cui questa idea si sviluppa
e` quella di diffeomorfismo, e l’analisi delle proprieta` relative fa un uso essenziale del
teorema di locale invertibilita`.
Diffeomorfismi e superfici parametrizzate
7.16. DEFINIZIONE. Siano X  Rr e Y  Rn. Una mappa j : X ! Rn si dice un
diffeomorfismo da X su Y se
(1) j e` una bigezione tra X e Y ,
(2) j ha una estensione di classeC1 ad un aperto W X di Rr,
(3) j 1 ha una estensione di classeC1 ad un aperto D Y di Rn.
Ovviamente j e` un diffeomorfismo da X a Y se e solo se j 1 e` un diffeomorfismo
da Y su X . Si dice che X e Y sono diffeomorfi se esiste un diffeomorfismo tra X e Y .
Ogni diffeomorfismo j : X ! Y e` una applicazione aperta da X su j(X), i.e., manda aperti di X
in aperti di Y , quindi e` un omeomorfismo tra X e j(X).
Se j :W!Rn e` un diffeomorfismo da un aperto WRr, l’immagine Y := j(W)
Rn si dice una superficie parametrizzata di dimensione r di Rn e la mappa j una
parametrizzazione regolare di Y . In questo caso j 2 C1(W) ed esiste una funzio-
ne y : W  j(W) ! Rr di classe C1(W ) definita su un aperto W  j(W) tale che
y(j(x)) = x per ogni x 2W.
Derivando l’ultima identita`, si ottiene
Dy(j(x))Dj(x) = Id per ogni x 2W;
percio` Dj(x) : Rr ! Rn e` iniettiva. Si e` provato
7.17. PROPOSIZIONE. Se j : W Rr ! Rn e` un diffeomorfismo da un aperto W di Rr
in Rn, allora r  n e, per ogni x 2 W, Dj(x) e` iniettiva. Percio` kerDj(x) = f0g o,
equivalentemente, Dj(x) ha rango massimo (= r).
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Sia W  Rr aperto e j : W! Rn un diffeomorfismo. Per y0 2 j(W), sia x0 2 W
l’unico punto tale che j(x0) = y0.
7.18. DEFINIZIONE. Si chiama spazio tangente alla r-superficie parametrizzata j(W)
in y0 2 j(W) il sottospazio lineare di Rn immagine dell’applicazione lineare tangente a
j in x0,
Tan y0j(W) := Im(Dj(x0)):
Il piano tangente a j(W) in y0 e` quindi il traslato di Tan y0j(W) dato dall’immagine
della applicazione x! y0+Dj(x0)(x  x0).
Essendo j un diffeomorfismo, Dj(x0) ha rango massimo (= r), dunque Tan y0j(W)
ha dimensione r.
Si deve osservare che lo spazio tangente a j(W) in un suo punto, per come e` stato
definito, dipende a priori dalla immersione j , e non solo dalla immagine j(W). Potreb-
be cioe` esistere un’altra immersione y : D!Rn da un aperto D di Rs con y(D) = j(W)
tale che si abbia y(u0) = y0 = j(x0) e Im(Dy(x0)) 6= Im(Dj(u0)). Questo non acca-
de perche´ dalla Proposizione 7.19 che segue si ha r = s e y = j h, per un opportuno
diffeomorfismo h : D!W. Percio`
Dy(u0) = Dj(x0)Dh(u0):
Essendo h non singolare, si conclude Im(Dy(u0)) = Im(Dj(x0)). Questo prova tra
l’altro che la dimensione di una r-superficie immersa dipende solo dalla superficie e
non dalla particolare immersione utilizzata per parametrizzarla.
7.19. PROPOSIZIONE. Siano W aperto in Rr, D aperto in Rs e j : W! Rn, y : D!
Rn due diffeomorfismi di classe C1. Se j(W) = y(D) allora esiste un diffeomorfismo
h : D!W di classe C1 tale che y = j h. In particolare r = s.
Un caso tipico di diffeomorfismo, e per un certo aspetto l’unico (si veda il Teore-
ma 7.21), e` quello dei grafici di funzioni di classeC1.
7.20. PROPOSIZIONE. Sia W  Rr aperto e f : W ! Rm una mappa di classe C1.
Allora la mappa j : W! RnRm data da j(x) := (x; f (x)) e` un diffeomorfismo di W
sul grafico di f
G f :=
n
(x;y) 2WRm jy= f (x)
o
:
In particolare, con le notazioni della Proposizione 7.20, Tan (x0; f (x0))G f = ImA dove
A e` la matrice (n+m)n data da
A=
0BBBBBBBB@
Id
D f (x0)
1CCCCCCCCA
Abbiamo gia` osservato, cfr. Proposizione 7.17, che, se f e` un diffeomorfismo lo-
cale, allora r  n e D f (x) ha rango massimo. Il seguente teorema da` una condizione
necessaria e sufficiente affinche´ una mappa sia localmente un diffeomorfismo.
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7.21. TEOREMA (di invertibilita` locale). Sia j : W! Rn una funzione di classe C1
definita su un aperto W  Rr, r < n. Se Dj(u0) ha rango massimo allora esiste un
intorno U di u0 in Rr tale che jjU e` un diffeomorfismo e j(U) e` un grafico rispetto ad
un r-piano coordinato di Rn.
Sottovarieta`
L’immagine di un diffeomorfismo j : W! Rn, W aperto di Rk, k < n, realizza solo
in parte l’idea intuitiva di “superficie” perche´ molti sottoinsiemi di Rn che vorremmo
fossere superfici di dimensione k non sono parametrizzabili su un aperto diRk mediante
un diffeomorfismo. Ad esempio, vorremmo una definizione che comprendesse tra le
superfici di dimensione 1 il cerchio S1 = fx2+ y2 = 1g  R2 che non e` omeomorfo al
alcun intervallo della retta.
7.22. DEFINIZIONE. Sia S Rn. Si dice che
(1) S e` localmente un grafico C1 r-dimensionale se per ogni x 2 S esiste un aperto
Wx  Rn tale che Wx\S e` un grafico C1 rispetto ad un r-piano coordinato,
(2) S e` una r-sottovarieta` C1 diRn se per ogni x2 S esiste un apertoWx Rn tale che
Wx\S e` diffeomorfo ad un apertoU Rr. r e` la dimensione della sottovarieta` S.
Segue immediatamente dalla Proposizione 7.20 e dal Teorema 7.21, cfr. la Proposi-
zione 7.17
7.23. TEOREMA. SRn e` una r-sottovarieta` C1 se e solo se S e` localmente un grafico
C1 r-dimensionale.
Ovviamente una r-sottovarieta`M ha in ogni punto x uno spazio tangente Tan xM. Lo
si puo` calcolare scegliendo un’arbitraria parametrizzazione regolare di un intorno di x,
j :W Rr ! Rn e calcolando
Tan xM = ImDj(u); j(u) = x:
Superfici immerse
Una generalizzazione differente dell’immagine di un diffeomorfismo e` la seguente.
7.24. DEFINIZIONE. Sia W  Rr aperto e sia j : W! Rn di classe C1. Si dice che j e` una
immersione se j e` iniettiva e per ogni u 2 W esiste d > 0 tale che la restrizione di j a B(u;d ) e`
un diffeomorfismo. L’immagine j(W) di una immersione j si chiama una r-superficie immersa6
di Rn. Il numero r e` la dimensione della r-superficie immersa j(W).
Questa volta la generalizzazione della nozione di diffeomorfismo e` fatta operando una loca-
lizzazione nello spazio dei parametri.
E` facile convincersi che esistono 1-superfici immerse che non sono, neppure localmente, il
grafico di una mappa C1 e quindi non sono 1-sottovarieta` C1 del piano. Viceversa, il cerchio
S1  R2, che e` una 1-sottovarieta` C1 del piano non e` una 1-superfice immersa non essendo
parametrizzabile con una mappa C1 definita su un intervallo aperto. Tuttavia,
6 Immersed-submanifold in inglese.
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(1) Se S  Rn e` una r-sottovarieta` C1, S e` localmente una r-superficie immersa essendo S
localmente diffeomorfa ad un aperto di Rr.
(2) Un’immersione j :W Rr ! Rn pur essendo iniettiva, non sempre e` un diffeomorfismo
sull’immagine. Di piu`, non e` in generale possibile estendere la mappa inversa j 1 :
j(W)!W di una immersione ad una funzione h :W!U di classeC1 definita su un aperto
W che contenga j(W). Non e` neanche detto che j 1 si possa estendere ad una funzione
continua, neanche in intorni arbitrariamente piccoli di punti dell’immagine j(W).
(3) Sia j : W! Rn una immersione. L’ostruzione a che j(W) sia una sottovareta` e` topo-
logica. Infatti, se j 1 : j(W) ! W fosse continua, allora j : W ! j(W) sarebbe un
diffeomorfismo.
Il teorema delle funzioni implicite
Sia data l’equazione lineare implicita in R2
ax+by= 0:
Se b 6= 0, si puo` ricavare la variabile y in funzione della x come y = ( a=b)x. Equi-
valentemente possiamo dire che le soluzioni (x;y) dell’equazione implicita ax+by= 0
sono il grafico della funzione di una variabile y= (a=b)x.
Se si passa a equazioni non lineari, ad esempio f(x;y) = 0 dove
f(x;y) = x2+ y2 1;
la situazione e` piu` complicata. Ad esempio l’insieme delle soluzioni di x2+ y2 1= 0
e` il cerchio unitario di R2: globalmente non e` un grafico, tuttavia a pezzi e` il grafico
di opportune funzioni o della variabile indipendente x o della variabile indipendente y
definite su intervalli.
Un teorema dovuto a Ulisse Dini assicura questo tipo di comportamento per una
generica equazione non lineare in n variabili sulla base di una informazione qualitativa
sull’equazione. Sia data una equazione non lineare
f(x) = 0; x= (x1; x2; : : : ; xn) 2 Rn
con f :Rn!R di classeC1 ed una sua soluzione x0. Se Df(x0) 6= 0, allora le soluzioni
dell’equazione f(x1;x2; : : : ;xn) = 0 vicino a x0 sono i punti del grafico di una funzione
di classe C1 di (n  1) variabili definita su un aperto di Rn 1. Ne segue che l’insieme
delle soluzioni, i.e., la linea di livello nulla di f ,
G :=
n
x 2 Rn
f(x) = 0o
e`, vicino a x0, una sottovarieta` di dimensione (n 1). Inoltre, lo spazio tangente in x0 a
G e` dato da
Tan x0G= kerDf(x0) = Ñf(x0)
?:
Il teorema del Dini si estende anche a sistemi di equazioni implicite
(7.14)
8><>:
f 1(x1; : : : ;xn) = 0;
: : :
fm(x1; : : : ;xn) = 0
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ed e` noto come teorema delle funzioni implicite. Ancora una volta il caso lineare e` illu-
minante. Supponiamo di avere una matrice C 2Mm;n(R) con m< n di rango massimo.
Riordinando le variabili, supponiamo che
C=

A B

con A 2Mm;n m(R) e B 2Mm;m(R) con detB 6= 0. Indicando con z= (x;y), x 2Rn m,
y 2 Rm, le coordinate in Rn, il sistema Cz= 0 si riscrive come
A B
x
y

= Ax+By= 0:
Essendo detB 6= 0, si ricavano dall’ultima equazione le m variabili y in funzione delle
n m variabili x,
y= B 1Ax:
Abbiamo provato che, se C ha rango massimo m, le soluzioni di Cz= 0 sono il grafico
della funzione (in questo caso lineare) delle n m variabili x data da y= B 1Ax.
Il teorema delle funzioni implicite estende la precedente affermazione al caso di un
sistema di equazioni non lineari.
Siano W  Rn aperto e f : W! Rm, m < n, f = (f 1; : : : ;fm) di classe Ck, k  1.
Consideriamo il sistema (7.14), o con notazione piu` compatta
(7.15) f(x1; x2; : : : ; xn) = 0:
Come nel caso lineare dividiamo le variabili in due gruppi x = (x1; : : : ;xr) 2 Rr e y =
(xr+1; : : : ;xn) 2 Rm, r+m= n. Indichiamo con
Dxf(x;y) 2Mm;r(R) e Dyf(x;y) 2Mm;m(R)
rispettivamente le matrici m r delle prime r colonne e mm delle ultime m colonne
di Df in (x;y),
Df =
0B@ Dxf Dyf
1CA :
7.25. TEOREMA (delle funzioni implicite). Siano W  Rn aperto, f : W! Rm una
applicazione di classe Ck(W), k  1, e sia n> m. Se in (x0;y0) 2W si ha
f(x0;y0) = 0; detDyf(x0;y0) 6= 0;
allora esistono un intorno aperto W di (x0;y0) 2RrRm, un intorno aperto U di x0 in
Rr e una funzione j :U ! Rn m tali che
(1) f :W ! Rm e` aperta,
(2) j e` di classe C1,
(3) si ha (
(x;y) 2W;
f(x;y) = 0;
se e solo se
(
x 2U;
y= j(x):
7.26. COROLLARIO. Nelle ipotesi e con le notazioni del Teorema 7.25 si ha
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(1) G\W e` il grafico della funzione j :U ! Rn m,
G\W =
n
(x;y) 2W
f(x;y) = 0o= n(x;y) x 2U; y= j(x)o;
(2) f(x;j(x)) = 0 8x 2U, e differenziando
(7.16) Dj(x) = 

Dxf(x;j(x))
 1
Dyf(x;j(x)) 8x 2U;
(3) il pezzo di linea di livello G\W e` diffeomorfo ad U, in particolare G\W e` una
(n m)-sottovarieta` di Rn con
(7.17) Tan zG= kerDf(z) 8z 2 G\W
o, equivalentemente,
(7.18) Tan zG? = Span
n
Ñf 1(z); : : : ;Ñfm(z)
o
8z 2 G\W:
7.27. TEOREMA (delle funzioni implicite, II). Siano W  Rn aperto, f : W! Rm una
funzione di classe C1 e
G=
n
x 2W
f(x) = 0o:
Se la matrice jacobiana Df(x) ha rango n in ogni punto x 2 G, allora G e` una (n 
m)-sottovarieta` di Rn e Tan xG= kerDf(x) 8x 2 G.
7.1.3. Condizioni di ottimalita`
In questa sezione finale illustriamo delle condizioni necessarie e sufficienti perche´ un
punto sia di minimo (massimo) per una funzione.
Punti critici
La seguente semplice osservazione viene spesso chiamata teorema di Fermat: se x0 e`
un punto interno ad A di minimo relativo per f in A e se f ha derivata direzionale nella
direzione v in x0, allora
¶ f
¶v (x0) = 0. In particolare
7.28. PROPOSIZIONE. Condizione necessaria affinche´ un punto x0 interno ad A sia un
estremo, cioe` un punto di minimo o di massimo, per una funzione f 2C1(A) e` che
(7.19) D f (x0) = 0 equivalentemente Ñ f (x0) = 0:
I punti x 2 A per cui Ñ f (x) = 0 si chiamano punti critici di f in A.
Mentre tutti i punti estremi interni di una funzione differenziabile sono punti critici,
non tutti i punti critici sono punti estremi, come del resto in una variabile. Per un
esempio in due variabili si consideri la funzione f (x;y) = x2  y2, (x;y) 2 R2, per la
quale (0;0) e` un punto critico che non e` ne´ di massimo ne´ di minimo: in questo caso e`
un punto di sella.
Supponiamo ora che f 2C2(A), A aperto in Rn, e che x0 2 A sia un punto critico di
f . La formula di Taylor centrata in x0 diventa
(7.20) f (x0+h) = f (x0)+
1
2
H f (x0)h h+o(jhj2) per jhj ! 0:
dove H f (x) = [Di j f (x0)] denota la matrice hessiana di f in x0. Dalla (7.20) segue
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7.29. PROPOSIZIONE. Sia f 2C2(A), A aperto in Rn e sia x0 2 A un punto critico di
f . Allora
(1) H f (x0)x x  0 8x 2 Rn e` una condizione necessaria perche´ x0 sia un punto di
minimo locale,
(2) H f (x0)x  x > 0 8x 6= 0 e` una condizione sufficiente perche´ x0 sia un punto di
minimo locale.
Ricordiamo che la positivita` di una forma quadratica, f(h) = Ah h relativa ad una matrice A 2
Mn;n simmetrica, si trova calcolando la segnatura della forma quadratica (h;k)! Ah  k, vale a
dire riscrivendo f come una somma di quadrati
Ah h=
n
å
i=1
miw2i
con un cambiamento lineare di coordinate, h=Rw, o, equivalentemente, decomponendo A come
A= RLRT , con R 2Mn;n e
L=
0BBB@
m1 0 : : : 0
0 m2 : : : 0
...
...   
...
0 0 : : : mn
1CCCA
diagonale. La segnatura di A e` il numero di elementi positivi, negativi e nulli sulla diagonale di
L che si dimostra essere indipendente dal cambiamento di variabile utilizzato.
Possiamo quindi rienunciare la Proposizione 7.29 come
7.30. PROPOSIZIONE. Sia f 2 C2(A), A aperto in Rn e sia x0 2 A un punto critico di f . Se
H f (x0) denota la matrice hessiana di f in x0, allora
(1) condizione necessaria perche´ x0 sia un punto di minimo locale e` che tutti gli autovalori
di H f (x0) siano non negativi,
(2) condizione sufficiente perche´ x0 sia un punto di minimo locale e` che tutti gli autovalori di
H f (x0) siano positivi.
Osserviamo che in R2 una forma quadratica Ah h e` positiva se e solo se trA> 0 e detA> 0.
Punti critici vincolati
Discutiamo ora alcune condizioni necessarie per i massimi e minimi di funzioni diffe-
renziabili in presenza di vincoli sulle variabili indipendenti.
SiaW un aperto diRn e SWRn. x0 2 S si dice dimassimo (risp. minimo) relativo
per f vincolato a S se esiste un intorno apertoW di x0 in Rn tale che f (x0) f (x) (risp.
f (x0) f (x)) per ogni x 2 S\W .
Enunceremo qui alcuni teoremi relativi al caso dei punti di massimo e minimi vin-
colati su vincoli “bilaterali lisci”, cioe`, vincoli che siano sottovarieta`.
7.31. DEFINIZIONE. Siano W un aperto in Rn, f : W! R una funzione di classe C1,
e G una sottovarieta` di dimensione r. Un punto x0 2 G si dice un punto critico per f
vincolato a G se
(7.21) Ñ f (x0)? Tan x0G:
7.1. SUPERFICI, CONDIZIONI DI OTTIMALITA`, TEOREMA DI KUHN-TUCKER 137
In altre parole x0 e` critico per f su G se le derivate nelle direzioni tangenziali a G in
x0 sono nulle,
¶ f
¶v
(x0) = D f (x0)(v) = Ñ f (x0)  v= 0 8v 2 Tan x0G:
7.32. PROPOSIZIONE. Sia j : W  Rm ! G  Rn una parametrizzazione iniettiva di
rango massimo di G in un intorno di x0 = j(u0) 2 G. Allora x0 2 G e` un punto critico
per f vincolato a G se e solo se
D( f j)(u0) = 0:
In particolare, se x0 e` di massimo o minimo relativo per f vincolato a G, allora x0 e` un
punto critico per f vincolato a G.
7.33. TEOREMA (dei moltiplicatori di Lagrange). SianoW un aperto diRn, f :W!Rm
di classe C1, m< n. Siano G := fx 2W jf(x) = 0g e x0 2 G tale che RankDf(x0) =m.
Sia poi f :W! R una funzione di classe C1. Sono fatti equivalenti:
(1) x0 e` un punto critico per f vincolato a G.
(2) Esistono costanti l 01 ; : : : ;l
0
m tali che
(7.22) D f (x0) =
m
å
i=1
l 0i Df i(x0):
(3) Esiste l 0 2 Rm tale che (x0;l 0) e` un punto critico libero per la funzione F :
WRr ! R
F(x;l ) := f (x) 
m
å
i=1
lif i(x):
I numeri l 01 ;l
0
2 ; : : : ;l
0
m si chiamano moltiplicatori di Lagrange.
Il teorema di Kuhn-Tucker
Date f ;j1; j2; : : : ; jm : Rn ! R funzioni differenziabili, daremo delle condizioni ne-
cessarie e delle condizioni sufficienti per la risolubilita` del problema di massimo
(7.23) f (x)!max in E :=
n
x 2 Rn
j j(x) 0; j = 1; : : : ;no:
Se x0 e` un punto di massimo di f in E e se j j(x0) < 0 8 j, allora x0 e` un massimo
interno ad E e quindi per il teorema di Fermat, D f (x0) = 0. Se j j(x0) = 0 e la matrice
jacobiana Dj(x0) ha rango massimo, allora x0 e` anche un massimo per f vincolato a
¶E := fx 2 Rn jj(x) = 0g e ¶E e` nell’intorno di x0 una sottovarieta` regolare. Percio`
D f (x0)(v) = 0 8v 2 Tan x0¶E; cioe` Ñ f (x0)? Tan x0¶E:
Segue dal teorema dei moltiplicatori di Lagrange che esistono per ogni j = 1; : : : ;n
numeri l 0j tali che
D f (x0) =
n
å
j=1
l 0j Dj j(x0):
Nel caso generale, puo` darsi che j j(x0) = 0 per qualche j e j j(x0)< 0 per altri. Per
x 2 E, indichiamo con J(x) l’insieme degli indici j tali che j j(x) = 0 e diciamo che il
vincolo j j e` attivo in x se j 2 J(x) .
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7.34. DEFINIZIONE. Un vettore h2Rn si dice una direzione ammissibile per E in x2 E
se esiste una successione fxkg  E tale che
xk 6= x 8k; xk ! x per k! ¥ e xk  xjxk  xj !
h
jhj :
Indichiamo con G(x) l’insieme delle direzioni ammissibili per E in x. Si verifica fa-
cilmente che G(x) e` un cono chiuso (non vuoto se E e` non vuoto), non necessariamente
convesso, che contiene le direzioni h per cui esiste una curva regolare r(t) a valori in E
con r(0) = x e r0(0) = h. Indichiamo poi con eG(x) il cono con vertice in 0, questa volta
convesso, delle direzioni che “puntano verso l’interno di E”
eG(x) := nh 2 Rn Ñj j(x) h 0 8 j 2 J(x)o:
E` facile verificare che G(x) eG(x).
7.35. DEFINIZIONE. Si dice che i vincoli sono qualificati in x0 2 E se
G(x0) = eG(x0):
Non sempre i vincoli sono qualificati; lasciamo al lettore il compito di verificare la
seguente
7.36. PROPOSIZIONE. Sia E := fx jj j(x)  0 8 j = 1; : : : ;mg. Se in x0 2 E vale una
delle condizioni seguenti, allora i vincoli fj j(x)g sono qualificati in x0:
(1) esiste h tale che per ogni j 2 J(x0) si ha o Ñj j(x0) h < 0 oppure j j e` affine e
Ñj j(x0) h 0,
(2) esiste x tale che 8 j 2 J(x0) o j j(x) < 0 e j j e` convessa oppure j j(x)  0 e j j
e` affine,
(3) i vettori Ñj j(x0) per j 2 J(x0) sono linearmente indipendenti.
Possiamo ora eneunciare una condizione necessaria perche´ x0 sia una soluzione del
problema (7.23).
7.37. TEOREMA (Kuhn–Tucker). Sia x0 una soluzione di (7.23). Se i vincoli sono
qualificati in x0, allora valgono le condizioni di equilibrio di Kuhn–Tucker: per ogni
j 2 J(x0) esiste l 0j  0 tale che
(7.24) Ñ f (x0) = å
j2J(x0)
l 0j Ñj j(x0):
Il Teorema 7.37 e` una semplice applicazione del seguente
7.38. LEMMA (Farkas). Siano v e v1; v2; : : : ; vp vettori di Rn. Esistono l j  0 tali che
v=
p
å
j=1
l jv j
se e solo se n
h 2 Rn
h  v j  0; 8 j = 1; : : : ; po nh 2 Rn h  v 0o:
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DIMOSTRAZIONE. Infatti, sia A la matrice A := [v1jv2j : : : jvn]. L’equazione Al = v ha una soluzione l  0
se e solo se 8h 0 con h  v 0 si ha
AT h 0;
cioe`, h  v j  0 8 j (abbiamo indicato con AT la matrice trasposta di A). 
DIMOSTRAZIONE DEL TEOREMA 7.37. Per ogni h 2 G(x0), sia r : [0;1]! E una curva con
r(0) = x0 e r0(0) = h. Poiche´ 0 e` di massimo per f (r(t)), deve essere ddt f (r(t))jt=0  0, cioe`
D f (x0) h 0 8h 2 G(x0);
quindi eG(x0) nh 2Rn h v 0o. ll Lemma 7.38 con v :=Ñ f (x0) e v j =Ñj j(x0) prova allora
la tesi. 
7.39. ESEMPIO. SiaP il problema di massimizzare x1 con i vincoli x1  0, x2  0, (1  x1)3 
x2  0. L’unica soluzione e` x0 = (1;0). Si vede che i vincoli non sono qualificati in x0 e non vale
il teorema di Kuhn–Tucker.
Osserviamo che la condizione (7.24) puo` riscriversi in analogia con il teorema dei
moltiplicatori di Lagrange come8><>:
D f (x0) = åmj=1l 0j Dj j(x0);
l 0j  0 8 j = 1; : : : ;m;
l 0j j j(x0) = 0 8 j = 1; : : : ;m:
Infatti la condizione l 0j j j(x0) = 0 implica l 0j = 0 se il vincolo corrispondente non e`
attivo.
Si osservi anche che le condizioni di Kuhn–Tucker sono le condizioni di equilibrio
per i punti estremi della lagrangiana
L (x;l ) := f (x)  å
j2J(x0)
l jj j(x)
sull’insieme K := f(x;l ) 2 RnR jj j(x) 0;l  0g.
Quando la funzione da massimizzare e` concava e i vincoli sono convessi, la lagran-
gianaL (x;l ) := f (x) å j2J(x0)l 0j j j(x) e` concava. Non e` quindi sorprendente che le
condizioni di equilibrio di Kuhn–Tucker siano anche sufficienti. Si ha
7.40. TEOREMA. Supponiamo che f sia concava e che le funzioni j j, j = 1; : : : ;m
siano convesse. Sia x0 2 E un punto in cui i vincoli sono qualificati. Allora x0 e` un
massimo vincolato per f se e solo se per ogni j 2 J(x0) esiste l 0j  0 tale che
(7.25) D f (x0) =
m
å
j=1
l 0j Dj j(x0):
DIMOSTRAZIONE. Se x0 e` un massimo per f , allora vale la (7.25) per il Teorema 7.37. Viceversa, dalla
concavita` di f e dalla (7.25) segue per ogni x 2 E
f (x) f (x0)+D f (x0)(x  x0) = f (x0)+ å
j2J(x0)
l 0j Dj j(x0)(x  x0):
Dalla convessita` delle j j e dal fatto che j j(x0) = 0 per j 2 J(x0) segue
j j(x) Dj j(x0)(x  x0); j 2 J(x0):
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Essendo l 0j  0 e j j(x) 0 per x 2 E, troviamo infine
f (x) f (x0)+ å
j2J(x0)
l 0j j j(x0) f (x0):

Osserviamo infine che nel caso del problema primale della programmazione lineare
in cui si minimizza una funzione lineare in un insieme poliedrale.(
c  x!min;
Ax b; x 0;
essendo il vincolo qualificato in ogni punto, il problema primale ha minimo x  0 se e
solo se valgono le condizioni di Kuhn–Tucker, cioe` esiste l  0 tale che
(c ATl )x= 0:
Programmazione lineare
Particolarmente interessante ed utile e` il caso in cui le funzioni f ;j1; j2; : : : ; jm :Rn!
R del paragrafo precedente siano funzioni lineari. Cominciamo con due esempi classici.
7.41. ESEMPIO (Il problema del trasporto). Supponiamo che un prodotto (ad esempio
petrolio) sia prodotto in un ammontare si in luoghi i = 1;2; : : : ;n (Arabia, Venezuela,
Alaska,. . . ) e sia richiesto sul mercato j, j = 1;2; : : : ;m (New York, Tokyo,. . . ) in una
quantita` d j. Se ci j e` il costo del trasporto da i a j, si vorra` minimizzare il costo del
trasporto da i a j rispetto ai vincoli del problema. Se fxi jg e` la quantita` di merce da
trasportare da i a j, il modello e` allora quello di trovare x= (xi j) 2 Rnm tale che8>>><>>>:
åi; j ci jxi j !min;
åni=1 xi j = d j; 8 j;
åmj=1 xi j  si 8i;
x 0:
Qui l’incognita e` un vettore a coordinate reali. Per altre merci, ad esempio automobili,
l’incognita potrebbe essere un vettore a coordinate intere.
7.42. ESEMPIO (Massimo guadagno da risorse disponibili). Avendo a disposizione
quantita` s1; : : : ;sn di prodotto base (risorse) si producono prodotti che si vendono al
prezzo p1; p2; : : : ; pn. Se ai j e` la quantita` di prodotto i, i = 1; : : : ;n per produrre j,
j = 1; : : : ;n, il modello e` allora8><>:
ånj=1 p jx j !max;
ånj=1 ai jx j  si;
x 0:
Negli esempi precedenti si vuole minimizzare o massimizzare una funzione obiettivo
lineare su un insieme ammissibile determinato da un numero finito di vincoli di egua-
glianza o diseguaglianza lineari: questo e` il generico problema della programmazione
lineare. Cambiando eventualmente segno alla funzione obbiettivo e/o ai vincoli di di-
seguaglianza, osservando che ogni vincolo di eguaglianza corrisponde a due vincoli di
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diseguaglianza, e infine sostituendo una variabile x non necessariamente a coordinate
non negative con x= u v, u;v 0, ci si riconduce quindi sempre al seguente problema
(7.26) f (x) := c  x!min in P :=
n
x
Ax b; x 0o
dove c;x 2 Rn, A 2Mm;n b 2 Rm.
Possono quindi verificarsi le seguenti situazioni:
(1) P e` vuoto,
(2) P non e` vuoto e la funzione obbiettivo f non e` limitata inferiormente inP ,
(3) P non e` vuoto e f e` limitata inferiormente; in questo caso, f ha un punto di
minimo, o, come si dice, il problema (7.26) ha una soluzione ottimale e il minimo
(come si vede facilmente) e` raggiunto in uno (o piu`) punti estremi7 del convesso
P .
Il problema diventa allora quello di discriminare le varie situazioni e quello di trovare i punti
estremi ottimali. Nelle applicazioni concrete, dove il numero di vincoli e` alto, l’efficienza del-
l’algoritmo di ottimizzazione e` un ulteriore problema. Rinunciando all’efficienza, un metodo
potrebbe essere il seguente.
Se si introducono nuove variabili x0 :=Ax b 0 chiamate variabili di scarto, si trasformano
i vincoli Ax b in
A0

x
x0

= b; A0 :=
 
A   Id
!
:
Scrivendo z= (x;x0) e F(z) := åni=1 cixi+å
m
i=1 0  x0i, il problema (7.26) si puo` riscrivere come
(7.27) F(z)!min in F :=
n
z
A0z= b; z 0o:
E` presto visto cheF e` non vuoto seP e` non vuoto e F e` limitata inferiormente suF se e solo
se f e` limitata inferiormente suP . Dunque F raggiunge il minimo in uno dei punti estremi diF
se e solo se f ha minimo inP . Determinati tutti i punti estremi diF si scelgono per confronto
diretto i punti estremi che realizzano il minimo di F .
Il problema (7.26) e` spesso chiamato il problema primale della programmazione
lineare. A partire da esso si definisce il problema duale della programmazione lineare
(7.28) g(y) := b  y!max in P =
n
y
AT y c; y 0o:
Osserviamo che (7.28) e` anche un nuovo problema di minimo
(7.29) h(y) := b  y!min in P =
n
y
  AT y c; y 0o
il cui duale e` proprio (7.26). Percio`
7.43. PROPOSIZIONE. Il problema duale della programmazione lineare (7.28) ha so-
luzione se e solo seP 6= /0 e g e` limitata superiormente.
7 Ricordiamo che un punto x0 di un convesso K Rn se non esistono x1;x2 2 K e l 2R tali che 0< l < 1
e x0 = lx1+(1 l )x2:
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Il seguente teorema spiega la relazione tra il problema primale e duale della pro-
grammazione lineare.
7.44. TEOREMA (Condizioni di equilibrio di Kuhn–Tucker). Si ha
(1) g(y) f (x) per ogni x 2P e ogni y 2P,
(2) f ha un minimo x 2P se e solo se g ha un massimo y 2P, e in questo caso
f (x) = g(y),
(3) siano x 2P e y 2P. Sono fatti equivalenti
(a) (c AT y)  x= 0,
(b) (Ax b)  y= 0,
(c) f (x) = g(y),
(d) x e` un minimo per f e y 2P e` un massimo per g.
Segue
7.45. COROLLARIO (teorema di dualita`). Siano (7.26) e (7.28) i problemi primale e
duale della programmazione lineare. Una ed una sola delle quattro alternative seguenti
puo` capitare:
(1) Esistono un minimo x 2P per f , un massimo y 2P per g e f (x) = g(y).
Questo caso accade se e solo seP eP sono entrambi non vuoti.
(2) P 6= /0 e f non e` limitata inferiormente inP .
(3) P 6= /0 e g non e` limitata superiormente inP.
(4) P eP sono entrambi vuoti.
Rimandiamo per una dimostrazione diretta di questi risultati ad esempio a [65],
ritorneremo nel Capitolo 9 sulla questione.
Ritorniamo invece al problema del trasporto esplicitando il suo problema duale. Supponiamo che
del greggio sia estratto in un ammontare si in luoghi i= 1;2; : : : ;n e che sia richiesto sui mercati
j, j = 1;2; : : : ;m  1 in quantita` d j. Sia ci j il costo unitario del trasporto da i a j. Il problema
del trasporto ottimo consiste nel determinare le quantita` di greggio fxi jg da trasportare da i a j in
modo da minimizzare il costo del trasporto
(7.30) å
i; j
ci jxi j !min;
pur soddisfacendo le richieste del mercato e le possibilita` della produzione
(7.31)
8><>:
åm 1j=1 xi j  si 8i;
åni=1 xi j = d j 8 j;
x 0:
Naturalmente una condizione necessaria per la risolubilita` e` che la produzione di greggio superi
le richieste del mercato,
m 1
å
j=1
d j = å
i=1;n
j=1;m 1
xi j 
n
å
i=1
si:
Passando alla notazione matriciale, se si pone8><>:
x := (x11; : : : ;x1m;x21; : : : ;x2m; : : : ;xn1; : : : ;xnm) 2 Rnm;
c := (c11; : : : ;c1m;c21; : : : ;c2m; : : : ;cn1; : : : ;cnm) 2 Rnm;
b := (s1;s2; : : : ;sn;d1; : : : ;dm)
7.2. TEORIA DEL CONSUMATORE 143
e si introduce la matrice A 2Mn+m;nm(R)
A :=
0BBBBBBBBBB@
u 0 0 : : : 0
0 u 0 : : : 0
0 0 0 : : : u
: : :
e1 e1 e1 : : : e1
e2 e2 e2 : : : e2
: : :
em em em : : : em
1CCCCCCCCCCA
dove u := (1;1; : : : ;1) 2 Rm, 0= (0;0; : : : ;0) 2 Rm e ei e` l’i-esimo vettore della base standard di
Rm, il problema del trasporto ottimo si riscrive quindi come8><>:
c  x!min;
Ax b;
x 0:
Il problema duale e` allora 8><>:
b  y!max;
AT y c;
y 0;
vale a dire, tenendo conto della forma di A e ponendo
y := (u1; u2; : : : ; un;v1; v2; : : : ; vm);
il problema di massimo 8><>:
åni=1 siui+å
m
j=1 d jv j !max;
ui+ v j  ci j 8i; j;
u 0; v 0:
Se interpretiamo ui come il pedaggio alla partenza e vi il pedaggio in arrivo richiesto dallo
spedizioniere, il problema duale puo` essere visto come quello di ottimizzare il guadagno del
trasportatore. Le ui e vi che risolvono il problema duale rappresentano quindi i pedaggi massimi
se non si vuole essere fuori dal mercato.
7.2. Teoria del consumatore
D’ora in poi supporremo che valgano tutte le ipotesi fatte nel capitolo precedente sulle
relazioni di preferenza e le funzioni che le rappresentano. In particolare, supporemo
che la relazione di preferenza< sia rappresentata da una funzione d’utilita` strettamente
monotona, strettamente quasiconcava e, non solo continua, ma anche differenziabile ed
anzi di classe C2 all’interno del dominio di definizione – si tratta ovviamente di una
ipotesi piuttosto forte. Supporremo, come si dice, che il mercato sia competitivo, cioe`
che il consumatore prenda i prezzi come dati indipendentemente dalle proprie decisio-
ni, che i prezzi siano lineari, cioe` il prezzo unitario pk di ciascun bene k sia fissato
indipendentemente dal livello degli scambi individuali, che i prezzi siano non negativi,
giustificati dalla libera disponibilita` dei beni e dall’assunzione che la relazione di pre-
ferenza sia localmente non satura: per ogni X e per ogni e > 0 esiste z tale che z  x
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e jjz  xjj < e; infine, supporremo che il mercato sia completo, cioe` che ciascun bene
possa essere scambiato.
Fissato un livello di ricchezza r  0; un sistema di prezzi positivo e, conseguente-
mente, l’insieme di budget
B(p;r) := fx j p  x rg;
come abbiamo visto, il problema di massimizzare l’utilita`
max
x2B(p;r)
u(x)
ha un’unica soluzione x(p;r); chiamata funzione domanda individuale o funzione do-
manda di Marshall, o di Walras, che verifica le proprieta`
 Omogeneita`. x(p;r) = x(a p;ar) per ogni sistema di prezzi positivo e per ogni
a > 0:
 Continuita`. x(p;r) e` una funzione continua in (p;r):
 Legge di Walras. p  x(p;r) = r:
E ancora, come si verifica facilmente,
 WARP8. Date due situazioni prezzi-ricchezza (p;r) e (p0;r0) vale: se px(p0;r0)
r e x(p0;r0) 6= x(p;r); allora p0  x(p;r)> r0:9
Cercheremo ora di trarre ulteriori informazioni, richiedendo maggiori proprieta` di
regolarita` alla funzione d’utilita`.
7.2.1. Preferenze regolari
Diremo che la relazione di preferenza < e` di classe Cr se gli insiemi di indifferenza
Ix := fy jy xg
sono sottovarieta` di classe Cr di Rl+: Come abbiamo visto nella Sezione precedente,
questo succede se< e` rappresentabile con una funzione d’utilita` di classeCr senza punti
critici. Ma in generale una relazione di preferenza e` solo localmente rappresentabile con
una funzione d’utilita` senza punti critici. L’ostruzione a questo e` topologica, infatti in
generale gli Ix non sono connessi; ma, si puo` dimostrare, si veda [117]: supponiamo
che gli insiemi di indifferenza siano connessi, allora < e` di classe Cr se e solo se e`
rappresentata una funzione d’utilita` di classe Cr senza punti critici.
Sia allora< una relazione di preferenza convessa e di classeC2 rappresentata da una
funzione d’utilita` u di classeC2 senza punti critici, sia Ix l’insieme di indifferenza per x
e sia Tx lo spazio tangente in x a Ix
Tx = fv 2 Rl jÑu(x)v= 0g:
8 Weak axiom of revelead preferences.
9 Si puo` dimostrare che WARP e` equivalente a:
(p0  p)  [x(p0;r0)  x(p;r)] 0
con diseguaglianza stretta se x(p;r) 6= x(p0;r0):Ma non insistiamo su questo punto.
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Allora x e` un punto di massimo per u ristretta allo spazio affine x+Tx; quindi la matrice
hessiana D2u e` semidefinita negativa su Tx; si dimostra, in effetti, che < e` convessa se
e solo se, per ogni x, la forma quadratica D2u e` semidefinita negativa su Tx:
Una delle ipotesi che abbiamo fatto fin dall’inizio (in modo da garantirci l’unicita` del
massimo della funzione utilita` nell’insieme di budget) e` che la relazione di preferenza
sia strettamente convessa. Ma, questo non esclude che la forma hessiana si annulli,
cioe` che x sia un punto critico degenere di u su x+ Ix: La non degenerazione puo` essere
espressa in termini di curvatura di Gauss di Ix: Questa si definisce come segue: si
consideri la funzione a valori sulla sfera (l 1)-dimensionale
g(y) :=
Du(y)
jDu(y)j ;
per ogni x la mappa Ñg(x) manda Tx in Tx; il determinante di questa mappa lineare e` la
curvatura di Gauss cx di Ix visto come bordo degli fy jy< yg e si calcola
cx = det
 Dg(x) g(x)
 g(x)T 0

=
1
jdu(x)jl+1 det
  D2u(x) Du(x)
 [Du(x)]T 0

Si ha allora: x e` un punto critico di u in x+Tx se e solo se cx = 0:
Nel seguito richiederemo alla preferenza< di essere differenziabilmente strettamen-
te convessa , intendendo con questo che sia strettamente convessa e che, in ogni punto,
degli insiemi di indifferenza valga cx 6= 0: Si dimostra che: < e` differenziabilmente
strettamente convessa se, per ogni x, la forma quadratica D2u(x) e` definita negativa su
Tx: o, equivalentemente, la cosiddetta matrice bordata hessiana di u definita da
D2u Du
DuT 0

abbia determinante non nullo.
In conclusione, oltre alle ipotesi (H.1), (H.2) e (H.3) del capitolo precedente suppor-
remo, nel seguito di questo capitolo,
(H.4) Per ogni i 2 S l’ordine <i sia rappresentabile da una funzione ui di utilita` stret-
tamente quasiconcava ed, anzi, concava, due volte differenziabile con continuita`
nella parte interna di Rl+; verificante
¶ui
¶xk
> 0; 8i;k e
det

D2ui(x) Dui(x)
Dui(x)T 0

6= 0; 8x:
7.2.2. Le funzioni domanda e costo
SiaU : Rl+!R una funzione d’utilita` per< di classeC2 verificante (H.4), e sia x(p;r)
il punto di massimo di U nell’insieme di budget B(p;r) corrispondente al sistema di
prezzi p e al livello di richezza r: Per semplicita` assumeremo d’ora in poi che x(p;r)
appartenga a int(Rl+); cioe` che abbia componenti strettamente positive. Osserviamo
anche che per l’ipotesi di non saturazione locale vale (legge di Walras) p  x(p;r) = r:
Per il teorema dei moltiplicatori di Lagrange segue allora che esiste l tale che la coppia
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(x;l ) e` soluzione del sistema di equazioni
(7.32)
(
DU(x) l p= 0
p  x  r = 0
La matrice Jacobiana in (x(p;r); p) e` data da
D2U  p
pT 0

;
e si verifica facilmente che, sulla base di (H.4), e` non singolare: il teorema delle funzioni
implicite ci dice allora che la funzione domanda x(p;r) e` una funzone di classe C2:
Dalla prima equazione in (7.32) ricaviamo anche
1
p j
¶U
¶x j
= l
sempre che x j > 0 e, come di solito, tutti i prezzi siano positivi. Ancora, se il moltipli-
catore di Lagrange e` non nullo, possiamo scrivere
¶U
¶xi
¶U
¶x j
=
pi
p j
;
cioe` il rapporto delle utilita` marginali e` uguale al rapporto dei prezzi.
La funzione
V (p;r) :=U(x(p;r))
si chiama la funzione valore o la funzione d’utilita` indiretta; non e` difficile mostrare che
 ¶V¶ r = l ; V (p;r) e` omogenea di grado zero,
 ¶V¶ pk  0
 V e` quasiconvessa in p; i sottolivelli fp jV (p;r) V¯g sono convessi.
Consideriamo ora il problema della minimizzazione del costo del consumatore
min
fx jU(x)ug
p  x;
cioe` cerchiamo il minimo che il consumatore deve spendere al prezzo p per raggiungere
il livello di utilita` u: Si vede che, se u U(0) e, come al solito, i prezzi sono positivi,
la soluzione h(p;u) esiste unica (se le preferenze sono strettamente convesse). h(p;u)
si chiama la domanda compensata o la funzione domanda di Hicks.
La funzione
e(p;u) =minfp  x jU(x) ug= p h(p;u)
si chiama la funzione costo. Si ha
 ¶e¶ pi  0;
¶e
¶u > 0;
 e(p;u) e` omogenea di grado uno in p;
 e(p;u) e` concava in p:
Inoltre, si dimostrano varie relazioni di dualita` (che qui non dimostriamo):
 Marshall-Hicks: x(p;r) = h(p;V (p;r)); h(p;u) = x(p;e(p;u));
 Utilita`-costo: V (;r) = e 1(;r); e(;u) =V 1(;u);
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 h(p;u) = Ñpe(pu);
 xi(p;r) = 
¶V (p;r)
¶ pi
¶V (p;r)
¶ r
;
 Slutsky: ¶xi(p;r)¶ p j +
¶xi(p;r)
¶ r x j(p;r) =
¶hi(p;u)
¶ p j
:
Infine la matrice, chiamata matrice di sostituzione,
¶xi(p;r)
¶ p j
+
¶xi(p;r)
¶ r
x j(p;r)
e` simmetrica e semidefinita negativa.
A parte dare opportune interpretazioni economiche delle formule stabilite sopra, ci
si puo` chiedere se vale la pena darsi da fare per trovare queste relazioni. Diamo solo
una giustificazione in connessione con la seguente domanda: data una funzione X(p;r);
quando questa e` la domanda di Marshall associata alla massimizzazione di preferenze
insaziabili? Ed ancor prima, perche´ farsi una tale domanda?
Nella pratica, e` spesso utile specificare una tale funzione. Si potrebbe allora sceglie-
re una funzioneU; trattabile facilmente, come funzione d’utilita` e procedere al calcolo
di x(p;r) e quindi al confronto con X(p;r):Ma quest risulta un’operazione complessa.
E` molto piu` semplice partire da una approssimazione trattabile dei dati sperimenta-
le X(p;r): Ma allora servirebbe una risposta positiva alla domanda posta, se si vuole
prendere come base la teoria sviluppata.
Specifichiamo allora una funzione regolare che sia omogenea di grado zero, obbedi-
sce alla legge di Walras con matrice di Slutsky simmetrica e semidefinita negativa. In
questa situazione si dimostra che e` possibile ‘integrarla’ e ottenere una funzione indi-
retta di utilita`, tramite cui e` possibile costruire una funzione diretta d’utilita`. Ma noi ci
fermiamo qui.
7.3. Teoria dell’equilibrio di Walras
Ritorniamo all’economia di proprieta` privata verificante le ipotesi (H.1), (H.2), (H.3),
con risorse totali W 2 Rl+ distribuite tra i diversi consumatori con paniere w i 2 Rl+ al-
l’agente i:Abbiamo visto che, se gli w i sono interni aRl+; esistera` almeno un sistema di
prezzi di equilibrio p2P e, in corrispondenza, un’allocazione (x1; : : : ;xm) di equilibrio.
Ricordiamo che il punto di equilibrio
e := (w1; : : : ;w l ; p1; : : : ; pl ;x1; : : : ;xm)
in (int(Rl+))mP (Rl+)m e` caratterizzato dalle condizioni
(a) L’allocazione (x1; : : : ;xm) e` realizzabile, cioe` åmk=1 xi =W:
(b) Per ogni i 2 S vale p  xi = p w i:
(c) Per ogni i 2 S e per ogni y 2 B(p w i); cioe` p  y p w i; si ha xi <i y:
Abbiamo anche visto che tutte le allocazioni di equilibrio sono ottimi di Pareto.
D’ora in poi supporremo anche che valga l’ipotesi di regolarita` (H.4).
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Sia (x1; : : : ;xm) un ottimo di Pareto e, per evitare problemi di bordo, supponiamo che
ciascun xi sia interno aRl+; cioe` tutti gli xik sono strettamente positivi. Dalla Proposizio-
ne 3.6 sappiamo che esiste una famiglia (a1; : : : ;am) di coefficienti positivi di somma
uno tale che (x1; : : : ;xm) massimizza åmi=0aiui; dove la funzione d’utilita` ui dipende
solo da xi ed e` regolare; in altre parole, (x1; : : : ;xm) risolve il problema
(P) Tra tutti gli (y1; : : : ;ym) con yik  0 e y1k + : : : ;ymk = Wk; 1  i  m e 1  k  l;
trovare il massimo di a1u1(y1)+ : : :+amum(ym);
o equivalentemente, per via della monotonia delle preferenze, il problema
(P’) Tra tutti gli (y1; : : : ;ym) con yik  0 eWk y1k  : : : ymk  0; 1 im e 1 k l;
trovare il massimo di a1u1(y1)+ : : :+amum(ym):
La teoria di Kuhn-Tucker ci garantisce che condizione necessaria e sufficiente perche´
questo accada e` che esistano moltiplicatori di Lagrange li  0 tali che per tutti gli i e k
si abbia
¶
¶xik
[
m
å
i=1
aiui(xi1; : : : ;x
i
l)+
l
å
k=1
lk(Wk 
m
å
i=1
xik)] = 0;
equivalentemente,
(7.33)
m
å
i=1
¶ui
¶xik
(xi) = lk;
o, in modo piu` sintetico, denotando con ¶ui(xi) il vettore di componenti ¶ui¶xik
(xi) e con
l il vettore (l1; : : : ;lk) 2 Rl+ e osservando che necessariamente ogni ai 6= 0 per la
monotonia delle funzioni d’utilita`,
¶ui(xi) =
l
ai
:
Questa formula esprime il fatto che i vettori ¶ui(xi) sono tutti colineari allo stesso
vettore l 2Rl+; dalla (7.33) e dall’ipotesi (H.4) vediamo anche che le componenti di l
sono tutte positive. Introducendo quindi
p :=
l
ålk
e gi :=
åk
ai
> 0
possiamo scrivere per ogni i
(7.34) ¶ui(xi) = gip
con p 2 P: A sua volta questa equazione esprime il fatto che, per ogni i; xi e` un punto
di massimo, con moltiplicatore di Lagrange gi; del problema
(Pi) Massimizzare ui(y) the le y 2 Rl+; yk  0 e p  y ri; dove ri := p  xi:
Abbiamo quindi provato che il problema (P) di dimensione ml si deconpone in m
problemi (Pi) di dimensione l:Una volta conosciuto p i problemi (Pi) sono indipendenti
l’uno dall’altro; in particolare, la condizione åyi =W e` scomparsa, ma e` realizzata per
via della buona scelta di p : e` quello che si chiama il ruolo decentralizzatore dei prezzi
in economia. Basta scrivere che gli xi sono soluzioni di (Pi):
[y 2 Rl+ e p  y ri] ) ui(xi) ui(y);
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ricordarsi dell’equazione
p  xi = ri8 i 2 S
e osservare che l’allocazione (x1; : : : ;xm) deve essere realizzabile, essendo un ottimo di
Pareto, åmi=1 xi =W; per ritrovare le condizioni (c), (b), (a) sopra che caratterizzano l’e-
quilibrio. Osserviamo che queste si applicano a tutte le ripartizioni iniziali (w1; : : : ;wm)
verificanti
p w i = ri:
Abbiamo quindi ridimostrato il secondo teorema fondamentale dell’economia del
benessere.
7.46. PROPOSIZIONE. Sia (x1; : : : ;xm) un ottimo di Pareto con xik > 0: Allora esiste un
unico vettore p 2P proporzionale a tutti i vettori ¶ui(xi); i 2 S;
8 i 2 S9gi > 0 : ui(xi) = gip:
Per qualunque ripartizione (w1; : : : ;wm); verificante
p w i = p  xi8 i 2 S;
il punto e := (w1; : : : ;wm; p1; : : : ; pl ;x1; : : : ;xm) e` un equilibrio.
In conclusione, ogni ottimo di Pareto interno a (Rl+)m e` una allocazione di equilibrio
con sistema di prezzi associato dato da (7.34), vale a dire
(7.35) p j =
¶ui
¶xij
(xi)
ålk=1
¶ui
¶xik
(xi)
:
Sfortunatamente, queste formule non possono servire per il calcolo effettivo dei prez-
zi di equilibrio, richiedendo la conoscenza dell’allocazione di equilibrio (x1; : : : ;xm);
mentre quello che in pratica e` noto e` solo la ripartizione iniziale (w1; : : : ;wm): Un’ec-
cezione e` costituita dal caso (x1; : : : ;xm) = (w1; : : : ;wm); equilibrio senza transazioni,
per cui si ha
7.47. PROPOSIZIONE. Sia w = (w1; : : : ;wm) un ottimo di Pareto con w ik > 0 per ogni
i;k: Definiamo il sistema di prezzi p 2P tramite la (7.35). Allora
e := (w1; : : : ;wm; p1; : : : ; p;w1; : : : ;wm)
e` un equilibrio, anzi e` l’unico equilibrio compatibile con la ripartizione iniziale w:
DIMOSTRAZIONE. E` chiaro che e e` un equilibrio. Supponiamo ce ne sia un’altro e0 = (w1; : : : ;q;x1; : : : ;xm)
compatibile con (w1; : : : ;wm): Allora l’allocazione (x1; : : : ;xm) e` unanimemente preferita a (w1; : : : ;wm) e,
essendo quest’ultima un ottimo di Pareto, le due coincidono: w i = xi per tutti gli i: Dalla caratterizzazione
degli equilibri vista sopra deduciamo ¶ui(w i) = liqi dove li e´ il moltiplicatore di Lagrange associato al
vincolo q  y= q w i: Ne segue che p e q sono due vettori proporzionali entrambi appartenenti a P; essi sono
quindi uguali. 
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7.3.1. Economie regolari
Come abbiamo visto, in termini differenziali, (x1; : : : ;xm) e` un equilibrio (di Walras)
se e solo se per qualche p 2 P e l = (l1; : : : ;lm) il seguente sistema di equazioni
(i= 1; : : : ;m) e` soddisfatto
(7.36)
8><>:
¶ui(xi) lip = 0
p  (xi w i) = 0
åxi åw i = 0
In questa formulazione la ricerca dell’equilibrio puo` essere affrontata in vari modi –
si possono usare il primo e l’ultimo sottosistema per determinare x e p in funzione di
l e quindi usare il sistema p(l )  (xi(l ) w i) per determinare l –, noi abbiamo scelto
essenzialmente di esprimere l e x come funzioni di p e considerare la funzione eccesso
di domanda aggregata
z(p) :=å
i
(xi(p) w i)
provando l’esistenza di un sistema di prezzi che l’annulla, cioe` di equilibrio.
Come piu` volte messo in evidenza, e` importante capire se e quando c’e` un unico
equilibrio, se gli equilibri sono finiti, o almeno isolati, se gli equilibri possono essere
infiniti e cosı` via. Si possono dare esempi di equilibri che costituiscono un continuo,
mentre risposte piu` precise e raffinate si deducono facendo uso di risultati di topolo-
gia differenziale. Noi rimandiamo, ad esempio, a [117] e aggiungeremo solo alcune
osservazioni sulle cosiddette economie regolari.
La matrice jacobiana Dz(p) della domanda aggregata e` singolare in ogni punto di
equilibrio per via della legge diWalras, ma, se differenziamo la legge diWalras abbiamo
pDz(p)+ z(p) = 0; vediamo quindi che Dz manda lo spazio tangente Tp in ogni punto
per cui z(p) = 0 in se´: se Dz come mappa tra gli spazi tangenti in p e` non singolare si
dice che il punto p e` regolare. Si dice che una economia e` regolare se ogni suo prezzo
di equilibrio e` regolare. Si dimostra10: le economie regolari hanno punti critici isolati.
Fissate le preferenze, identifichiamo una economia con la distribuzione iniziale w e
indichiamo la corrispondente domanda aggregata con zw(p): Il teorema delle funzioni
implicite ci garantisce che se p¯ e` un equilibrio regolare per l’economia w¯ allora local-
mente p puo` essere scritto come funzione di w : Questo ci dice immediatamente che
l’insieme delle economie regolari e` un insieme aperto in (int(Rl+))m: Ci dice anche
che l’insieme di equilibrio E := f(p;w) jzw(p) = 0g e` una sottovarieta` di classe C1 e,
ovviamente, w e` un’economia regolare se e solo se e` un valore regolare (immagine di
10 L’analogia da tenere presente e` la seguente. Un punto critico si dice non degenere se, in questo punto, la
matrice hessiana e` non degenere. Un classico teorema dice allora che: i punti critici non degeneri di una
funzione regolare sono isolati.
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un punto regolare) della mappa di proiezione p : (p;w) 2 E 7! w : Un famoso teorema,
lemma di Sard11, ci permette allora di concludere:
7.48. PROPOSIZIONE. Il complemento delle economie regolari ha misura di Lebesgue
nulla12; in particolare, le economie regolari sono dense tra tutte le economie.
11 Si ha, nella versione che qui interessa,
LEMMA DI SARD. I valori critici di una mappa C1 tra due sottovarieta` C1 della stessa dimensione ha
misura di Lebesgue nulla nell’immagine.
12 Ricordiamo che un sottoinsiene di Rn ha misura di Lebesgue nulla se per ogni e > 0 e` possibile ricoprirlo
con una famiglia numerabile di palle aperte di misura totale minore di e:

CAPITOLO 8
Economia di proprieta` privata con produzione:
equilibrio competitivo
In questo capitolo1 vedremo come le nozioni di ottimo di Pareto e di equilibrio si esten-
dono ad una economia con produzione purche´ si lasci il ruolo dominante ai consumato-
ri, cioe` si assuma che il motore dell’economia sia lo scambio. Come abbiamo gia` notato,
questo e` in contrasto, ad esempio, con l’economia marxista che attribuisce, invece, un
ruolo nettamente prevalente alla produzione.
8.1. Unita` di produzione
D’ora in poi includeremo quindi nella nostra economia delle unita` di produzione. Que-
ste (artigiani, agricoltori, imprese, : : :) producono qualcosa a partire da qualcosa d’altro
e si caratterizzano come delle scatole nere con entrata e uscita. Questo approccio ha
l’indubbio vantaggio di fornire una formalizzazione semplice (basta vedere cosa entra
e cosa esce) che permette una descrizione quantificabile. Ma, questa semplicita` lascia
notevoli dubbi sostanziali: il lavoro viene trattato come ogni altro bene e il capitale e`
assente – e sappiamo che il lavoro e il capitale sono due componenti importanti del
processo produttivo. Nella semplificazione in termini di scatola nera non ci sono inve-
stimenti, espansione o recessione che hanno bisogno della moneta per essere descritti
(economia keynesiana) ed ancora, dal punto di vista neoclassico, viene ignorato quello
che si chiama il rischio di impresa. Insomma si rinuncia a considerare la produzione
come un processo che invece viene nascosto all’interno della scatola e, per cosı` dire, si
fornisce una foto istantanea della situazione commerciale.
Le unita` di produzione sono quindi caratterizzate dal loro insieme di produzione Yj
contenuto in Rl : I vettori (y j1; : : : ;y
j
l ) rappresentano i possibili modi di funzionare: le
coordinate negative sono le entrate, le coordinate positive le uscite, le coordinate nulle
gli altri beni.
Illustriamo graficamente alcuni possibili insiemi di produzione nel caso di due soli
beni, si veda la Figura 1. In (a) i punti di Y con coordinate y1 < 0 formano un segmento
che va dal punto (y1;0) al punto (y1;ymax2 ); significando che a partire da una stessa
quantita` x1 =  y1 di bene 1 si puo` produrre quantita` diverse di bene 2, da zero fino a
1 In cui seguiamo molto da vicino [53].
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FIGURA 1. Tre tipi di insiemi di produzione.
ymax2 : In (b) compaiono punti con coordinate entrambe negative: l’impresa ha la liberta`
di distruggere quantita` di bene senza consumi supplementari o produzioni parassite. In
(c) l’impresa ha la possibilita` di invertire il processo di produzione: produrre il bene 2
a partire dal bene 1.
Anche se privi di motivazioni economiche, supporemo sempre che gli insiemi di
produzione siano chiusi. Ammetteremo che l’impresa possa essere inattiva, cioe` che
l’origine appartenga all’insieme di produzione, ma l’origine potra` essere l’unico punto
comune a Y e al cono positivo Rl+: Infatti, un punto y 6= 0 con coordinate tutte non
negative significherebbe produzione dal nulla. Non si escludera`, invece, che si possa
produrre ‘molto con poco’. Se si desidera escludere questo tipo di comportamento si
puo` richiedere, ad esempio, che l’insieme di produzione sia convesso. Questo infatti
implica che il rapporto
ymax2
 y1 =
quantita` prodotta
quantita` utilizzata
decresca quando  y1 tende all’infinito. La convessita` permette anche di ridurre il pro-
cesso di produzione ad una scala qualunque (il processo funziona con entrate e uscite
ridotte a meta`, senza escludere che una entrata ridotta a meta` possa assicurare un’uscita
ridotta solo di un terzo), di suddividere la produzione e di avere, come gia` detto, un
rendimento massimale decrescente quando le entrate crescono.
Profitto
Sia fissato un sistema di prezzi (p1; : : : ; pl); valido per i produttori sia in ingresso che
in uscita, e sia y 2 Y un vettore di produzione (per semplificare la scrittura supponiamo
FIGURA 2. Insieme di produzione (a) convesso (b) non convesso.
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FIGURA 3. Una funzione di produzione per cui G(p) e` costituito da un unico vettore di
produzione.
che le prime r coordinate siano positive e le altre negative). Il costo di produzione e`
allora
 pr+1yr+1  : : :  plyl
e l’ammontare della produzione
p1y1+ : : :+ pryr:
Il profitto e` allora dato da
p1y1+ : : :+ pryr+ pr+1yr+1+ : : :+ plyl =: p  y:
Si tratta di una forma lineare sui vettori di produzione, in particolare, se i prezzi rad-
doppiano e i vettori di produzione restano inalterati, allora il profitto raddoppia. Si noti
che il profitto puo` essere negativo, quindi, in realta`, una perdita.
Nel quadro in cui stiamo operando e` naturale cercare i vettori di produzione che assi-
curano il profitto maggiore. Si tratta ovviamente di una ipotesi (o una scelta) di compor-
tamento e non di una necessita` logica2. Comunque, in alcune situazioni, massimizzare
il profitto e` una buona scelta e, in ogni caso, e` una scelta semplice.
Offerta del produttore
Dal punto di vista della teoria neoclassica, dato un sistema di prezzi, solo i vettori di
produzione y 2 Y per i quali p  y e` massimo, denotati con G(p); sono interessanti
G(p) := fy 2 Y j p  y p  z 8z 2 Yg:
La funzione, o meglio la corrispondenza, che ad ogni p 2 Rl associa il sottoinsieme
G(p) di Y si chiama la funzione offerta del produttore. Ovviamente
G(t p) = G(p) 8 t > 0:
L’ideale sarebbe che l’insieme G(p) fosse costituito da un solo vettore di produzione,
come in Figura 3, ma in generale pero` si possono presentare due situazioni chiaramente
problematiche:
2 Nella realta` massimizzare il profitto non sempre e` la scelta migliore; molti sono i fattori che possono
concorrere, di tipo umano, sociale, politico, ed anche strettamente economico; spesso, puo` addirittura
essere difficile definire il profitto di una grande impresa, considerato che una variabile rilevante e` il futuro.
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FIGURA 4. Possibili situazione nel caso di una funzione di produzione lineare.
 L’insieme G(p) e` vuoto. Il criterio adottato e` troppo stretto, non ci sono vettori
di produzione che lo verificano. Ad esempio, per ogni y2Y c’e` un x 2Y tale che
p  x> p  y:
 L’insieme G(p) contiene piu` di un punto. Il modello non rende conto completa-
mente del comportamento del produttore.
La situazione appare chiaramente nel caso di due beni. Se con entrata y1  0 la pro-
duzione a pieno rendimento e` descritto dalla funzione di produzione y2 = f (y1)  0 e
accordiamo all’impresa la libera disposizione dei beni, abbiamo
Y = f(y1;y2) j y1  0; y2  f (y1)g:
Un caso particolarmente semplice e significativo e` quello in cui la funzione di produ-
zione e` lineare: f (y1) =  ay1: Vogliamo massimizzare il profitto p1y1+ p2y2 sull’in-
sieme di produzione; chiaramente si tratta di cercare, tra tutte le rette p1y1+ p2y2 = c
che intersecano Y quella per cui c e` massimo o, analiticamente,
massimizzare p1y1+ p2y2 per y1  0 e y2  ay1:
Lasciamo il compito al lettore di verificare, si veda Figura 4, che
G(p) =
8><>:
0 se p1=p2 > a;
/0 se p1=p2 < a;
f(y1; ay2 jy1  0g se p1=p2 = a:
Si dimostra, e la dimostrazione non e` difficile, la seguente proposizione.
8.1. PROPOSIZIONE. Si ha
 Supponiamo Y chiuso in Rl e tale che, se yn e` una successione in Y con jjynjj !
+¥ e yn=jjynjj! z; allora z appartiene a Rl+: Allora, per ogni sistema di prezzi
strettamente positivi, il profitto realizza il suo massimo in almeno un punto di Y:
 Supponiamo Y strettamente convesso. Allora, qualunque sia il sistema di prezzi,
il profitto realizzera` il suo massimo in al piu` un punto di Y:
Nell’economia che vogliamo discutere supporremo che ci siano p produttori Y1; : : : ;
Yp; yi = (yi1; : : : ;y
i
l) 2Yi esprime il fatto che yi e` realizzabile nell’unita` di produzione Yi:
Chiameremo insieme di produzione globale YS la somma degli insiemi di produzione
individuale
YS = Y1+ : : :+Yp = fy1+ : : :+ yp j yk 2 Yk; k = 1; : : : ; pg:
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Supporremo infine che nell’economia globale ci sia libera disponibilita` dei beni, cioe`
YS  Rl+:
Cio` significa che l’economia nel suo insieme puo` distruggere liberamentequalsiasi quan-
tita` di beni. Si tratta di un’ipotesi molto forte perche´ permette di distruggere immediata-
mente beni non desiderabili (come ad esempio emissioni nocive, rifiuti, : : :) e ci riporta
alla situazione in cui tutti i beni sono desiderabili; in qualche modo sostituisce l’ipo-
tesi di monotonia delle preferenze che abbiamo fatto discutendo un’economia di puro
scambio. In particolare, non c’e` ragione di avere prezzi negativi e possiamo assumere,
come nei capitoli precedenti, che tutti i prezzi siano non negativi.
8.2. Gli ottimi di Pareto
Vogliamo ora ripercorrere il cammino gia` fatto nel caso dell’economia di solo scambio,
aggiungendo la produzione. Inizialmente supporremo quindi che la societa` sia compo-
sta da p unita` di produzione che forniscono una capacita` aggregata di produzione YS e
da m consumatori, ciascuno caratterizzato da una funzione d’utilita` ui dipendente solo
dal paniere xi dell’i-simo agente, piu` precisamente
(J.1) La funzione d’utilita` ui e` quasiconcava, continua e dipende solo da xi:
Non supporremo per il momento che la nostra economia sia di proprieta` privata: le
risorse iniziali W 2 Rl+ sono, per il momento, attribuite alla societa`.
Diremo che una allocazione (x1; : : : ;xm) e` realizzabile se e` possibile produrre il pa-
niere di beni x1+ : : :+xm a partire dalle risorse inizialiW e delle capacita` produttive YS;
cioe`
x1+ : : :+ xm W 2 YS:
Quello che l’equazione esprime, infatti, e` che le risorse iniziali sono state impiegate a
produrre e i frutti sono stati ripartiti tra i consumatori. Si osservi che, se non c’e` pro-
duzione (equivalentemente se sostituiamo YS con 0), siamo esattamente nella situazione
dei capitoli precedenti. Conseguentemente, l’insieme delle allocazioni realizzabili e`
dato da
R := f(x1; : : : ;xm) 2 Rlm j
m
å
k=1
xi 2W+YSg:
Osserviamo cheR e` convesso se YS lo e`.
Riprendendo la Definizione 3.4 del Capitolo 3 poniamo:
8.2. DEFINIZIONE. Diciamo che una allocazione X e` un massimo (ottimo) debole di
Pareto se verifica la proprieta`
(P’) @(y1; : : : ;ym) 2R tale che ui(yi)> ui(xi) 8i;
diciamo che e` un massimo (ottimo) stretto di Pareto se verifica la proprieta`
(P) @(y1; : : : ;ym) 2R : ui(yi) ui(xi) 8i e u j(y j)> u j(x j) per qualche j:
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Esistono ottimi di Pareto? Si vede facilmente che la Proposizione 3.5 e la Proposi-
zione 3.6 del Capitolo 3 restano valide in questo nuovo contesto sempre che il nuovo
insiemeR sia compatto. La compattezza diR e` garantita dal seguente assioma
(J.2) L’insieme di produzione globale YS e` chiuso, convesso e contiene l’origine ma
nessun altro punto di Rl+; YS\Rl+ = f0g:
Si verifica facilmente che (J.1) implica
(J.2’) YS e` chiuso e, per ogni successione yn 2YS con jjynjj!+¥ e yn=jjynjj! u2Rl+,
si ha u= 0:3
Vale ora la proposizione seguente, che enunciamo senza dimostrazione.
8.3. PROPOSIZIONE. Supponiamo che YS verifichi l’assioma (J.2’). Allora l’insiemeR
e` compatto in Rlm:4
Le stesse dimostrazioni della Proposizione 3.5 e della Proposizione 3.6 permettono
ora di provare:
8.4. TEOREMA. Si ha
 Nell’ipotesi (J.2’), per ogni allocazione realizzabile (z1; : : : ;zm) esiste un ottimo
di Pareto stretto (x1; : : : ;xm) 2 R unanimemente preferito a (z1; : : : ;zm); cioe`
ui(xi) ui(zi)8 i:
 Nell’ipotesi (J.2) esiste inR almeno un ottimo di Pareto stretto.
Come prima denoteremo conP l’insieme degli ottimi di Pareto stretti e conP 0 gli
ottimi di Pareto deboli. Come abbiamo visto /0 6=P P 0: Poiche´ un punto di R che
non appartiene aP 0 e` il centro di una palla che non intersecaP 0; vale anche
8.5. PROPOSIZIONE. Nell’ipotesi (J.2’) l’insiemeP 0 e` compatto.
8.2.1. Imputazioni paretiane
Mostreremo ora che l’insieme P assomiglia a un simplesso. Come nel Capitolo 3
definiamo l’applicazioneU
U(x1; : : : ;xm) := (u1(x1); : : : ;um(xm)
da Rlm+ in Rm: Supporremo, magari aggiungendo una costante alle funzioni d’utilita`,
che ui(0) = 0; cosicche´
U(0; : : : ;0) = 0 2 Rm:
L’applicazione U e` continua, perche´ sono continue le ui; U(R) e` compatto, perche´ R
lo e`; infine,U(P 0) e` compatto, perche´P 0 lo e`.
Ogni vettore di U(R) si chiamera` imputazione; si dira` che l’imputazione w domi-
na un’imputazione v se si ha wi > vi per tutti gli i = 1; : : : ;m: Una imputazione v si
3 Nel caso di due beni questo implica in particolare che il rapporto (quantita` prodotta)/(quantita` utilizzata)
non deve andare all’infinito con il livello di attivita`, cosa vera se, ad esempio, l’insieme di produzone e`
convesso.
4 Si noti che, nell’ipotesi (J.2), l’insieme delle allocazioni realizzabiliR e` convesso e compatto.
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dira` paretiana se le sue componenti sono positive e se non e` dominata da nessun altra
imputazione
vi  0 e 8w 2U(R) Rm+ 9 i tale che wi  vi:
L’insieme delle imputazioni paretiane verra` denotato con U : Per definzione
(8.1) U  Rm+\
 
U(R) Rm+

:
8.6. PROPOSIZIONE. Supponiamo che valga (J.2’) e che i beni siano liberamente di-
sponibili, cioe` YS   Rl+: Allora l’insieme delle imputazioni paretiane U e` compatto
e contiene U(P):
DIMOSTRAZIONE. Poiche´ U(R) e` compatto, segue da (8.1) che U e` limitato; essendo poi U(R) Rm+
aperto, U e` anche chiuso, quindi compatto.
Sia poi (x1; : : : ;xm) un ottimo di Pareto stretto. Chiaramente l’imputazione u1(x1); : : : ;um(xm)) non e`
dominata da alcun altra imputazione. Se poi una delle sue componenti, diciamola prima, fosse negativa,
basterebbe distruggere il paniere di beni xi per ottenere l’allocazione realizzabile (0;x2; : : : ;xm) che il primo
consumatore preferisce a (x1; : : : ;xm) mentre gli altri consumatori sono indifferenti, contraddicendo al fatto
che (x1; : : : ;xm) e` un ottimo di Pareto stretto. 
Introduciamo il simplesso
S := fv 2 Rm j vi  0 e å
i
vi = 1g
e definiamo l’applicazione
s : Rm+ nf0g! S
come
s(w) :=
w
w1+ : : :+wm
:
8.7. PROPOSIZIONE. Supponiamo che valga (J.2’) e che l’origine non sia un ottimo di
Pareto, cioe` (0; : : : ;0) =2P 0: Allora l’applicazione s : U !S e` una bigezione continua
assieme alla sua inversa.
DIMOSTRAZIONE. Costruiamo esplicitamente l’inversa di s : Per ogni v 2 S consideriamo la semiretta
uscente dall’origine per v;
D(v) = flv jl  0g
e la ‘sua intersezione’ conU(R) Rm+ :
I(v) = fl  0 jlv 2U(R) Rm+g:
I(v) e` un intervallo, infatti, se a 2 I(v); si ha
av Rm+ U(R) Rm+;
in particolare, per 0< l < a;
lv= av  (a l )v 2 av Rm+;
dunque l 2 I(v): E` anche chiaro che I(v) contiene l’origine, quindi ha la forma [0;b [ o [0;b ]:
I(v) e` limitato, b <+¥: Se non lo fosse, per ogni intero n; nv apparterrebbe aU(R) Rm+; ci sarebbero
allora wn 2U(R) con wni  nvi 8 i: Poiche´ v appartiene a S; almeno una delle componenti vi e` positiva e wni
divergerebbe a +¥; contraddicendo la compattezza diU(R):
I(v) e` chiuso, b 2 I(v): Sia ln ! b : Per ogni lnv ce` wn 2U(R) tale che lnv 2 wn Rm+: Poiche´ U(R)
e` compatto, passando a una sottosuccessione, wn converge verso un w 2U(R) e, passando al limite, bw 2
w Rm+ cioe` b 2 I(v):
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bv 2 U : Altrimenti esisterebbe w 2U(R) con wi > bvi per ogni i e potremmo sceglier e > 0 per cui
wi b (1+e)vi; equivalentemente b (1+e)vi 2w Rm+:Quindi b (1+e)2 I(v) contraddicendo la definizione
di b :
Infine, per l’ipotesi che o =2U ; b 6= 0:
In conclusione I(v) = [0;b (v)] con 0< b (v)<+¥; qualunque sia v 2 S: Poniamo
t(v) = b (v)v 2U :
Si verifica immediatamente che t e` l’inversa di s : Ora s e` bigettiva e continua eU e S sono compatti, segue
t e` continua. Infatti, se F e` un chiuso (quindi compatto) in U vale t 1(F) = s(F) e s(F) e` chiuso perche`,
essendo s continua, s(F) e` compatto quindi chiuso. 
Concludiamo osservando che, se un’imputazione paretiana e` l’immagine tramite U
di una allocazione realizzabile, allora quest’ultima e` un ottimo di Pareto:
U(P 0)\Rm+ =U \U(R);
mentre possiamo solo dire cheU(P)U :
8.2.2. Caratterizzazione degli ottimi di Pareto in termini di prezzi
Dire che l’imputazione v e` paretiana significa che le possibilita` produttive e le risorse
iniziali non permettono di realizzare livelli d’utilita` individuali superiori a v1; : : : ;vm;
cioe` gli insiemi
A(v) = f
m
å
i=1
xi W j ui(xi)> vi8 ig
e YS hanno un’intersezione vuota. Un punto comune, infatti, permetterebbe di scrivere
åmi=1 xi W 2 YS con ui(xi) > vi per i = 1; : : : ;m; e l’imputazione (u1(x1); : : : ;um(xm))
dominerebbe v; che non sarebbe quindi paretiana.
Se ora supponiamo che YS sia convesso non resta altro che applicare il teorema di
separazione di Minkowski, per ottenere la seguente proposizione dove, ricordiamo, P¯ e`
il simplesso p1+ : : :+ pl = 1 di Rl+; cioe` l’insieme dei prezzi positivi normalizzati.
8.8. PROPOSIZIONE. Supponiamo che valga (J.1), cioe` che le funzioni d’utilita` ui siano
quasiconvesse e continue, supponiamo inoltre che le ui non abbiano massimo, cioe`
(8.2) 8 i 8x 2 Rl+ 9z 2 Rl+ tale che ui(zi)> ui(xi):
Supponiamo ancora che valga (J.2), cioe` che l’insieme di produzione globale YS sia
convesso chiuso e verifichi
(8.3) YS  Rl+ e YS\Rl+ = f0g:
Allora, per ogni imputazione paretiana v2U , esiste un sistema di prezzi p2 P¯ tale che
qualunque siano l’allocazione (x1; : : : ;xm) 2Rlm+ ; anche non realizzabile, e il vettore di
produzione y 2 YS si abbia
(8.4) se ui(xi)> vi8 i allora p 
 
åxi W  y
 0:
DIMOSTRAZIONE. Poiche´ v 2U(R) Rm+; esiste per ogni i un panier xi tale che ui(xi)  vi: Per l’ipotesi
(8.2), esiste per ogni i un paniere zi tale che ui(zi)> ui(xi): Il vettore åzi W appartiene ad A(v) che e` quindi
non vuoto. Applicando il teorema di separazione troviamo un vettore non nullo p tale che per ogni z 2 A(v)
e per ogni y 2 YS si abbia
(8.5) p  z p  y;
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da cui la (8.4) segue sostituendo z con åxi W:
Resta da dimostrare che che le componenti di p sono positive, bastera` poi normalizzare. Poiche´ YS 
 Rl+; nel secondo membro della (8.5) y puo` essere un qualunque vettore con componenti negative: fissato
z2A(v) vale p zå pkyk; 8yk  0: Se ora uno dei pk; ad esempio p1; fosse strettamente negativo, potremmo
scegliere y1 := n e yk = 0 per n 6= 1 ottenendo
p  z n( p1) 8n 2 N;
che e` chiaramente assurdo. 
Osserviamo che l’ipotesi (8.2) e` piuttosto naturale. Essa afferma che non e` possibile
soddisfare completamente l’individuo i al punto che egli non desideri nient’altro: qua-
lunque sia il livello raggiunto egli puo` voler aggiungere qualcosa che ama o liberarsi
di qualcosa che non ama. Questa ipotesi di insaziabilita` implica in particolare l’ipotesi
che abbiamo fatto in precedenza che 0 =2P 0: Vale infatti:
8.9. LEMMA. Nelle ipotesi della Proposizione 8.8:
(a) Per ogni i; x 2 Rl+; e e > 0 esiste x 2 Rl+ tale che
jjx   xjj  e e ui(x i)> ui(xi)8 i:
(b) Se Wk > 0 per k = 1; : : : ; l; allora l’allocazione nulla non e` un ottimo di Pareto.
DIMOSTRAZIONE. (a) Dalla (8.2) segue che esiste z2Rl+ tale che ui(zi)> ui(xi): Consideriamo la funzione
f(t) := ui(x+ t(z  x)); t 2 [0;1];
che e` continua, concava e verifica
f(0) = ui(xi)< ui(zi) = f(1):
Segue allora f(t)> f(0) per t 2 [0;1]: Scegliendo t = e=jjz xjj e x = x+ tjjz xjj; si ottiene jjx  xjj= e e
ui(x i) = f(t)> ui(x):
(b) Applicando (a) a x = 0; per ogni e > 0 troviamo una allocazione x tale che jjx ijj  e e ui(x i) > 0: Se e
e` scelto sufficientemente piccolo åx i W appartiene ancora a  Rl+ quindi a YS: L’allocazione x sara` allora
realizzabile e unanimemente preferita a 0: 
Il lemma precedente ci permette di indebolire l’ipotesi ui(xi)> vi in (8.4) a ui(xi)
vi:
Nelle ipotesi della Proposizione 8.8 diciamo che il sistema di prezzi p 2 P¯ sostiene
l’imputazione paretiana v 2U se
(8.6) ui(xi) vi ) p 
 
åxi W  y
 0
per ogni allocazione (non necessariamente realizzabile) x e ogni vettore di produzione
y 2 YS:
Come abbiamo visto, Proposizione 8.8, ogni imputazione paretiana e` sostenuta da
almeno un sistema di prezzi.
Un caso importante e` quello in cui åxi W  y = 0; cioe` quello in cui il vettore
di produzione scelto e` quello che permette di realizzare l’allocazione in questione. La
(8.6) diventa allora
p   åxi W  y= 0
che esprime eguaglianza tra il profitto dei produttori e la somma totale spesa dai consu-
matori.
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In altre parole, abbiamo che il minimo di p   åxi W  y per ui(xi)  vi e y 2 YS
e` zero ed e` raggiunto quando y permette di realizzare x: Piu` precisamente possiamo
enunciare:
8.10. COROLLARIO. Supponiamo che valgano le ipotesi della Proposizione 8.8, che il
sistema di prezzi p 2 P¯ sostenga l’imputazione v 2 U e che (x1; : : : ;xm) sia un’allo-
cazione realizzabile tale che ui(xi)  vi per i = 1; : : : ;m: Poniamo y = åxi W 2 YS:
Allora per ogni i
[x i 2 Rl+ e ui(x i) vi])p x i  p  xi(8.7)
h 2 YS )p h  p  y:(8.8)
DIMOSTRAZIONE. Dire che l’allocazione x e` realizzabile significa che y = åxi W appartiene all’insieme
di produzione YS: Per quanto visto allora
p   åx i W h 0= p   åxi W  y;
qualunque siano x i 2 Rl+ e h 2 YS: Questo si scrive anche come
m
å
k=1
(p x i  p  xi) p h  p  y:
Scegliendo allora x = x otteniamo la (8.8); scegliendo x j = x j per j 6= i e h = y otteniamo la (8.7). 
Come immediato corollario troviamo
8.11. COROLLARIO. Supponiamo valgano le ipotesi della Proposizione 8.8, sia x2P 0
un ottimo di Pareto e sia y= åxi W: Allora esiste un sistema di prezzi p 2 P¯ tale che
per ogni i
[x i 2 Rl+ e ui(x i) ui(xi)])p x i  p  xi(8.9)
h 2 YS )p h  p  y:(8.10)
L’interpretazione economica dell’ultimo corollario e` piuttosto chiara. Il vettore di
produzione y e` quello che permette di realizzare l’allocazione x e, per la (8.10), massi-
mizza il profitto globale. La (8.9) esprime il fatto che il paniere xi e`, tra tutti i panieri che
procurano al consumatore i una soddisfazione almeno uguale, quello che costa meno.
Supponiamo di volere raggiungere un ottimo di Pareto (x1; : : : ;xm): Abbiamo due
metodi a disposizione:
(1) Un primo metodo, piuttosto pesante, consiste nel chiedere ai produttori di produrre
y := åxi W e ai consumatori di consumare rispettivamente x1; : : : ; xm; spogliando di
ogni iniziativa gli agenti.
(2) Il secondo consiste nel fissare un sistema di prezzi che sostiene l’imputazione pa-
retiana v = (u1(x1); : : : ;um(xm)) e assegnare a ciascun agente livelli di utilita` rispetti-
vamente v1; : : : ; vm; e lasciare che i produttori massimizzino il loro profitto globale e i
consumatori raggiungano questi livelli di utilita` al costo piu` basso.
Ma, massimizzando il profitto possiamo ritrovarci con piu` vettori di produzione e
magari solo uno e` quello buono, minimizzando il costo di realizzazione del livello d’u-
tilita` ci ritroviamo con piu` panieri di beni; solo nel caso di unicita` abbiamo un criterio
non ambiguo. Ma c’e` di piu`. Assegnare un livello di utilita` sarebbe un compito arduo
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anche assumendo di conoscere le preferenze di ciascun agente. Sarebbe piu` comodo as-
segnare a ciascuno una somma da spendere. Questa scelta, in effetti, porta ugualmente
all’ottimo di Pareto. Infatti vale:
8.12. PROPOSIZIONE. Supponiamo valgano le ipotesi della Proposizione 8.8.
 Sia p 2 P¯ un sistma di prezzi che sostiene l’imputazione paretiana v 2 U e sia
x una allocazione realizzabile tale che ui(xi)  vi per 1  i  m: Se p  xi 6= 0;
allora
x i 2 Rl+ e p x i  p  xi ) ui(x i) vi(8.11)
h 2 YS ) p h  p 
 
åxi W

:(8.12)
 Sia (x1; : : : ;xm) 2 P 0 un ottimo di Pareto e p 2 P¯ un sistema di prezzi che
sostiene (u1(x1); : : : ;u(xm)): Se p  xi 6= 0; allora
x i 2 Rl+ e p x i  p  xi ) ui(x i) ui(xi)(8.13)
h 2 YS ) p h  p 
 
åxi W

:(8.14)
DIMOSTRAZIONE. La seconda parte e` un’ovvia conseguenza della prima. La formula (8.12) segue dal
Corollario 8.10, che ci da` anche
(8.15) x i 2 Rl+ e ui(x i) vi ) p x i  p  xi
che, a sua volta (poiche´ P) Q se e solo se nonQ) nonP), implica
(8.16) p x i < p  xi ) ui(x i)< vi:
Resta da considerare il caso in cui p  x i = p  xi: Poiche´ p; xi 2 Rl+; da p  x 6== 0 segue p  xi > 0:
Approssimando x i con x in verificanti p x in < p xi e applicando la (8.16) si ottiene ui(x in)< vi; da cui, passando
al limita, si ottiene ui(x i) vi: 
Vale la pena osservare che la (8.9) e la (8.13) sono diverse – la prima dice che l’a-
gente i cerca di raggiungere il livello d’utilita` ui(xi) al costo minore, la seconda che
l’agente i spende la somma p xi al meglio del suo interesse –, ma, nell’ipotesi piuttosto
debole che p  xi 6= 0; portano allo stesso risultato.
Infine insistiamo sul fatto che i risultati precedenti dipendono fortemente dalle ipo-
tesi di convessita` su YS e sui sopralivelli di ui:
8.3. Gli equilibri concorrenziali in una economia di proprieta` privata
Conservando tutte le ipotesi di convessita` e seguendo lo schema che abbiamo gia` di-
scusso nel caso dell’economia di proprieta` privata di puro scambio, vogliamo ora di-
scutere l’esistenza di equilibri concorrenziali in una economia di proprieta` privata con
produzione.
8.3.1. Gli equilibri concorrenziali
Come prima cosa bisognera` introdurre la nozione di prorpieta` privata non solo delle
risorse iniziali ma anche dei mezzi di produzione.
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Proprieta` privata
Le risorse totali W sono inizialmente suddivise tra gli m agenti; il paniere dell’agente i
e` w i; di modo che
W=
m
å
i=1
w i:
Ricordiamo ci sono p unita` di produzione caratterizzati da un loro insieme di produ-
zione Yk; 1 k  p; e l’insieme di produzione globale e` dato da
YS =
p
å
k=1
Yk:
Dire che una unita` di produzione e` di proprieta` privata consiste nello specificare le
seguenti due regole di gestione e di ripartizione dei benefici.
(1a) Regola di gestione. Il produttore massimizza il suo profitto: egli risponde a un
sistema di prezzi p scegliendo un vettore di produzione yk che massimizza p h
per h 2 Yk:
(1b) Regola di ripartizione dei benefici. Il profitto realizzato p  yk e` distribuito agli m
agenti secondo dei coefficienti q ik fissati inizialmente; la parte dell’agente i e`
q ikp  yk
e vale
8 i; q ik  0 e q 1k + : : :+qmk = 1:
Abbiamo gia` discusso la prima regola all’inizio del capitolo. Vale la pena sottolinea-
re che produttore qui sta per unita` di produzione. Si potrebbe parlare di produttore se
tutti i q fossero nulli tranne uno, ma anche in questo caso il produttore sarebbe princi-
palmente un consumatore che non reinveste il suo profitto5. Per comprendere la seconda
regola puo` essere utile pensare ai coefficienti q ik come alla quota di azioni dell’agente i
nell’impresa k: Il fatto che q ik + : : :+q
m
k = 1 significa che i benefici di ogni impresa k
sono completamente distribuiti: tutta la produzione va al consumo, non ci sono investi-
menti. Infine, osserviamo che l’azione dei produttori richiede la conoscenza del sistema
dei prezzi ma non dell’azione degli altri agenti economici.
Prezzi e allocazioni d’equilibrio
Chiaramente, rispetto a prima, per l’agente i cambia solo la sua disponibilita` finanziaria:
alla somma p w i proveniente dalla vendita delle sue risorse iniziali al prezzo di mercato
bisognera` aggiungere i dividendi delle diverse imprese che egli possiede. Il totale e`
dunque:
p w i+
p
å
k=1
q ikp  yk;
dove yk e` il vettore produzione adottato dall’impresa k:
Nello stesso spirito del Capitolo 6 si perviene alla seguente
5 Cosa chiaramente non conforme ne´ alla pratica ne´ all’etica del capitalista.
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8.13. DEFINIZIONE. Si dice che p 2 P¯ e` un sistema di prezzi di equilibrio e che
(xi; : : : ;xm) e` un’allocazione di equilibrio se valgono le seguenti condizioni.
(a) L’allocazione (xi; : : : ;xm) e` realizzabile
m
å
i=1
xi 
m
å
i=1
w i =
p
å
k=1
yk; conyk 2 Yk 8k:
(b) Per ciascun consumatore i si ha
p  xi = p w i+
p
å
k=1
q ik p  yk:
(c) Per ciascun consumatore i si ha
[x 2 Rl+ e p x  p  xi] ) ui(x i) ui(xi):
(d) Per ciascun produttore k si ha
h 2 Yk ) p h  p  yk:
Le condizioni (b) e (c) esprimono che ciascun consumatore sceglie quello che pre-
ferisce tra quello che puo` permettersi. La domanda totale e` allora åmi=1 xi: La condizio-
ne (d) esprime che ciascun produttore massimizza il suo profitto, si potrebbe scrivere
yk 2 Gk(p): L’offerta totale e` allora åpk=1 yk +W: La condizione (a) esprime che, se p
e` un sistema di prezzi d’equilibrio, la domanda totale e` uguale all’offerta totale per
ciascuno degli l beni.
Il teorema dell’equilibrio
Il problema e` ancora una volta mostrare che esistono degli equilibri per l’economia
in considerazione. Per questo ovviamente servono delle ipotesi che raccogliamo in
assiomi: Richiederemo che l’economia di produzione sia di proprieta` privata nel senso
illustrato prima e che valgano le seguenti condizioni:
(K.1) Le funzioni d’utilita` ui sono quasiconvesse, continue e dipendono solo da xi:
(K.2) Per ogni i si ha w ik > 0; 8k e ui(w i) ui(0) = 0:
(K.3) Gli insiemi di produzione Yk sono convessi, chiusi, contengono il cono  Rl+ e
non incontrano il cono Rl+; inoltre verificano
yk 2 Yk 8k e Y 1+ : : :+ ym = 0 ) yk = 08k:
Abbiamo gia` discusso le ipotesi (K.1) ew ik > 0; 8k: L’ipotesi ui(w i) 0 e` abbastanza
naturale: se le risorse iniziali danno all’agente i un livello d’utilita` negativo, egli puo`
sempre eliminare dal suo paniere il bene che non desidera e ricondursi al caso ui(0) = 0:
L’ipotesi (K.3) e` stata gia` discussa, vedi (J.2), ma nella sua parte finale richiede un po’
di piu`: se il bilancio globale delle imprese e` nullo, allora tutti i bilanci delle singole
imprese sono nulle. Si vuole evitare che le imprese operino a circuito chiuso (o di moto
perpetuo), nel senso che la loro produzione equilibra esattamente il loro consumo; alla
parte finale della (K.3) ci si riferisce spesso come alla irreversibilita` della produzione..
Vale allora
8.14. TEOREMA. Nelle ipotesi (K.1), (K.2), (K.3) esiste almeno un sistema di prezzi di
equilibrio e almeno una allocazione di equilibrio associata.
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La conclusione del teorema appare di notevole portata: si annuncia un sistema di
prezzi p; ciascun produttore massimizza il suo profitto e distribuisce il dividendo tra
gli azionisti, ciascun consumatore compra quello che preferisce tra le cose che puo`
pagarsi6 e il Teorema 8.14 ci assicura che e` possibile scegliere un sistema di prezzi in
modo da armonizzare il tutto, cioe` che valgano le (a), (b), (c), (d) della Definizione 8.13
che appunto esprimono le condizioni di compatibilita` tra le azioni dei produttori e dei
consumatori.
Ma e` opportuno attenuare gli entusiasmi. Puo` succedere che (d) porti a piu` vettori di
produzione yk e (c) a piu` panieri di beni xi e i produttori e i consumatori sono liberi di
fare scelte diverse: il teorema afferma che e` possibile fare queste scelte in modo che le
condizioni (a) e (b) siano soddisfatte, ma non da` indicazioni sul modo di procedere. Cio`,
ovviamente, sempre che le ipotesi (K.1), (K.2), (K.3) siano soddisfatte e ci sia libera
disonibilita` dei beni e irreversibilita` della produzione. Queste ipotesi sono, in fondo,
abbastanza naturali, tranne forse quella di convessita` dell’insieme di produzione, che
esclude le imprese a rendimento crescente.
D’altro canto, nel caso di rendimento crescente non e` chiaramente possibile ricon-
dursi alla massimizzazione del pofitto, qualunque sia il prezzo: piu` si produce piu` si
guadagna, non e` agendo sul sistema di prezzi che la produzione possa essere fermata
ad una quantita` data.
La questione si pone allora in modo diverso. Per un sistema di prezzi dato, il pro-
duttore dovra` valutare la domanda e produrre quello che potra` smaltire, deducendone il
livello di produzione adeguata hk(p) 2Yk: Siamo ovviamente fuori dallo schema in cui
abbiamo operato fino ad ora. Si potrebbe pero` continuare calcolando il profitto p hk(p)
e cercando prezzi pk 2 P¯ che lo rendano massimo. Infatti,
massimizzare p h(p) per p 2 P¯
e` il criterio che guida ilmonopolista, unico produttore. Il caso in cui, invece, piu` produt-
tori sono in grado di avere un’influenza sui prezzi e` quello dell’oligopolio. Questa pos-
sibilita` di influire unita agli obiettivi diversi (prezzi pk dipendono da k) creano una si-
tuazione di gioco competitivo, Ed e` in termini di teoria dei giochi che il problema viene
trattato solitamente. Noi non discuteremo le teorie del monopolio e dell’oligopolio.
Osserviamo che per la validita` dei risultati ottenuti fino ad ora e` essenziale che il
produttore subisca i prezzi e non li influenzi. Si ammette che le cose stiano realmen-
te in questo modo quando ci sono molti produttori di poca rilevanza individuale (la
scomparsa di uno non influenza il comportamento globale): e` la situazione chiamata di
concorrenza perfetta.
8.3.2. Esistenza degli equilibri concorrenziali
Questa sezione e` dedicata alla dimostrazione del teorema dell’equilibri, che abbiamo
enunciato alla fine della sezione precedente, Teorema 8.14. L’idea e` di applicare il teo-
rema di Kakutani ad una opportuna trasformazione che costruiremo per passi successivi
6 Si noti come tutti operano in modo individualistico.
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‘definita’ sull’insieme delle triple [v; p;(X ;Y )]; dove v 2U e` una imputazione paretia-
na, p 2 P¯ un sistema di prezzi, X = (x1; : : : ;xm) 2 R una allocazione realizzabile e
Y = (yi; : : : ;yp) un vettore di produzione legati da åxi W= åyk:
Cominciamo col definire
R˜ := f(X ;Y ) jX = (x1; : : : ;xm) 2R;Y = (yi; : : : ;yp)conyk 2 Yk;åxi W=åykg:
8.15. LEMMA. L’insieme R˜ e` non vuoto, convesso e compatto.
DIMOSTRAZIONE. Dire che l’allocazione X e` realizzabile significa che e` possibile trovare vettori di produ-
zione compatibili con lei, quindi R˜ e` non vuoto. Essendo R convesso e il vincolo in R˜ lineare, segue poi
che e` anche convesso.
Proviamo che R˜ e` compatto, equivalentemente che da ogni successione (Xn;Yn) in R˜ e` possibile estrarre
una sottosuccessione convergente a un punto (X ;Y ) 2 R˜: Per questo usiamo un argomento per assurdo che
abbiamo piu` volte usato.
Poiche´ R e` compatto possiamo estrarre da Xn una sottosuccessione convergente ad un X 2R: Conside-
riamo la sottosuccessione di Yn corrispondente e rinominiamo la successione ottenuta ancora come (Xn;Yn):
Proviamo che la successione jjYnjj e` limitata. Supponiamo al contrario che non lo sia, cioe` a meno di
passare a una nuova sottosuccessione Yn ! ¥: Le succesioni ykn=jjYnjj sono ovviamente limitate, possiamo
quindi supporre che convergano a un qualche uk Da
åxin W
jjYnjj =
y1n
jjYnjj + : : :+
ypn
jjYnjj
segue allora, poiche´ gli insiemi di produzione Yk sono chiusi e convessi e ykn 2 Yk; che
0= u1+ : : :+up con uk 2 Yk 8k:
Per l’ipotesi (K.3) gli uk sono tutti nulli mentre jj(u1; : : : ;um)jj= 1; assurdo.
Possiamo ora estrarre una sottosuccessione da (Xn;Yn) convergente a un qualche (X ;Y ) e passando al
limite sul vincolo lineare concludere che (X ;Y ) 2 R˜: 
Ad ogni imputazione paretiana, v 2U ; associamo il sottoinsieme di R˜
Y(v) := f(X ;Y ) 2 R˜ jui(xi) vig:
e l’insieme
F(v) := fp 2 P¯ j il sistema di prezzi psostienevg7
Si verifica facilmente
8.16. LEMMA. Vale
 La corrispondenzaY daU in R˜ ha grafico chiuso e, per ogni v 2U ;Y(v) e` un
sottoinsieme non vuoto, chiuso e convesso di R˜:
 La corrispondenza F da U in P¯ ha grafico chiuso e, per ogni v 2U ; F(v) e` un
sottoinsieme non vuoto, chiuso e convesso di P¯:
7 L’affermazione p 2F(v), vedi (8.6), significa
(8.17) ui(xi) vi e y 2 YS ) p 
 
åxi W  y
 0
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Il consumatore i ha un budget in equilibrio se
p  xi  p w i+
p
å
k=1
q ik p  yk;
mentre ha un budget in deficit se
p  xi > p w i+
p
å
k=1
q ik p  yk;
Nel seguito vogliamo penalizzare i consumatori che vivono al di sopra delle loro possi-
bilita` assegnando loro una utilita` nulla. Per questo introduciamo
I(p;X ;Y ) :=fi j p   xi w i  iå
k=1
q ik y
k> 0g
L(p;X ;Y ) :=fv 2U jvi = 0 per i 2 I(p;X ;Y )g:
8.17. LEMMA. La corrispondenza L da P¯ in R˜ ha valori non vuoti e grafico chiuso.
DIMOSTRAZIONE. Non e` possibile avere tutti i consumatori simultaneamente in deficit. In questo caso,
infatti,
p 
m
å
i=1
xi > p 
m
å
i=1
w i+
m
å
i=1
p
å
k=1
q ik p  yk > p W+ p 
p
å
k=1
yk;
in contraddizione con l’uguaglianza nella definizione di R˜: åmi=1 xi =W+åk=1 pyk: L’insieme I(p;X ;Y ) non
e` quindi mai uguale a S := f1;2; : : : ;mg: In accordo con la Proposizione 8.7 e le sue notazioni, se S(S n I)
designa la faccia del simplesso S
S(Sn I) := fw jwi = 08 i 2 Ig;
poiche´ I(p;X ;Y ) 6= S siamo sicuri che S(S n I) e` non vuoto e poiche´ l’applicazione s mette in bigezione
S(Sn I) e L(p;X ;Y ); anche quest’ultimo risulta non vuoto e chiuso.
Lasciamo al lettore il compito di completare la dimostrazione. 
Siamo ora in grado di dimostrare il teorema dell’equilibrio.
Consideriamo la corrispondenza G da U  P¯ R˜ in se´
G (v; p;(X ;Y )) := L(p;X ;Y )F(v)Y(v)
o, in altri termini, (w;q;(Z;T )) appartiene a G (v; p;(X ;Y )) se si ha simultaneamente
w 2 L(p;X ;Y ); q 2F(v); (Z;T ) 2Y(v):
Per applicare il teorema di Kakutani ci manca l’ipotesi di convessita` (U non e` convesso). Rime-
diamo a cio` tramite l’omomorfismo s tra U e il simplesso S; con inverso t; Proposizione 8.7.
Sostituiamo quindi U con S e consideriamo la corrispondenza G 0 da S P¯ R˜ in se´
G 0
 
v0; p;(X ;Y )

= s
 
L(p;X ;Y )
F t(v0)Y t(v0):
La corrispondenza G 0 verifica tutte le ipotesi del teorema di Kakutani, comprese le ipotesi di
convessita`. Infatti l’insieme S P¯R˜ e` convesso perche´ S; P¯; R˜ lo sono, F t(v0) eY t(v0)
sono convessi per il Lemma 8.16 e s
 
L(p;X ;Y )

e` una faccia del simplesso S quindi camvesso
anche lui. Gli insiemi G 0
 
v0; p;(X ;Y )

sono quindi sempre convessi.
G 0 ha quindi un punto fisso
 
v0; p;(X ;Y )

e, posto t(v0) = v 2 U ,  v; p;(X ;Y ) e` un punto
fisso di G ; cioe`
v 2  L(p;X ;Y ); p 2F(v); (X ;Y ) 2Y(v):
Verifichiamo ora che p e` un sistema di prezzi d’equilibrio e X un’allocazione d’equilibrio,
cioe` che le condizioni (a), (b), (c), (d) della Definizione 8.13 sono verificate.
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Da (X ;Y ) 2 R˜ segue X 2R e quindi (a).
La relazione (X ;Y ) 2Y(v) esprime il fatto che ui(xi) vi per tutti gli i: Poiche´ v e` un’impu-
tazione paretiana, l’allocazione (x1; : : : ;xm) e` un ottimo di Pareto. La relazione p 2 F(v) espri-
me il fatto che il sistema p sostiene l’imputazione paretiana v: Per la diseguaglianza ui(xi)  vi
il sistema p sostiene anche l’imputazione paretiana (u1(x1); : : : ;um(xm)): Esplicitando il fat-
to che p sostiene l’allocazione X ; vedi (8.6), per un qualunque vettore di produzione globale
h = h1+ : : :+h p con hk 2 Yk; si ottiene
p åxi W åhk  0
che, se teniamo conto della (X ;Y ) 2 R˜ cioe` di åxi W= åyk; diventa
p
å
k=1
 
p  yk  p hk 0; 8hk 2 Yk:
Scegliamo h1 qualunque in Y1 e applichiamo la diseguaglianza precedente con h2 = y2; : : : ;
h p = yp; se ne deduce
py˙1  p h1 8h1 2 Y1:
Similmente si mostra che la diseguaglianza vale per tutti i k e non solo per 1, quindi la (d) e`
soddisfatta: i produttori massimizzao il loro profitto.
Per verificare (b) e (c), supponiamo che uno dei consumatori, ad esempio il primo, presenti
un budget deficitario
(8.18) p  x1 > p w1+
p
å
k=1
q1k p  yk:
Dalla definizione di I;L; poiche´ v 2 L(p;X ;Y ) segue che v1 = 0: Per ipotesi ui(w i) e` positivo,
applicando quindi (8.6) all’allocazione (w1;x2; : : : ;xm) e al vettore di produzione globale y=åyk
e tenendo conto della åxi W= åyk; otteniamo
(8.19) p  (w1  x1) 0
Osserviamo ora che p  yk e` non negativo per ogni k (per vederlo basta scrivere p yk  p hk con
hk = 0 2 Yk) ricaviamo dalla (8.19)
p  x1  p w1+
p
å
k=1
p  yk
in contraddizione con (8.18). Concludiamo quindi che tutti i consumatori hanno un bilancio in
equilibrio
p  xi  p w i+
p
å
k=1
q ik p  yk 8 i:
o
(8.20) p  (xi w i 
p
å
k=1
q ik y
k) 0 8 i:
Sommando in i si trova
0
m
å
i=1

p  (xi w i 
p
å
k=1
q ik y
k)

p    må
i=1
xi W 
p
å
k=1
yk

= 0
170 8. ECONOMIA DI PROPRIETA` PRIVATA CON PRODUZIONE: EQUILIBRIO COMPETITIVO
perche´ (X ;Y ) 2 R˜: Concludiamo che i primi membri delle diseguaglianze in (8.20) sono nulli
(8.21) p  xi = p w i +
p
å
k=1
q ik p  yk:
Questo dimostra (b).
Poiche´ p w i > 0; essendo gli w ik > 0; e, come abbiamo visto, p yk  0 la (8.21) mostra anche
che
p  xi > 0 8 i:
La Proposizione 8.12, (8.13), ci da allora esattamente la condizione (c).
Questo conclude la dimostrazione.
8.4. Analisi marginale
In questa sezione abbandoniamo le ipotesi di convessita` relative alle relazioni di pre-
ferenza e agli insiemi di produzione. Conseguentemente, non possiamo piu` affermare
che gli ottimi di Pareto siano sostenuti da un sistema di prezzi ne´ che esistano punti di
equilibri concorrenziali. Cercheremo quindi delle regole di gestione semplici necessari
a realizzare un ottimo di Pareto dato. Per questo faremo uso di metodi infinitesimali o
marginali.
Assumeremo che le preferenze siano rappresentate da funzioni d’utilita` continue
(non necessariamente quasi convesse) che, per semplicita`, supporremo strettamente mo-
notone. Cio` ci permette di restringerci alla situazione in cui i prezzi sono positivi e tutti
i beni sono desiderati:
z 2 x+Rlm+ e z 6= x ) zi i xi per 1 i m:
L’insieme di produzione globale YS non sara` supposto convesso ma regolare, si veda
Capitolo 7, nel senso che il suo bordo e` una sottovarieta` differenziabile di codimensione
1 di Rl+; cioe` esiste (localmente) jS : Rl ! R differenziabile con continuita` tale che:
y 2 YS , jS(y1; : : : ;yl) 0
e
ÑjS 6= 0 per tutti gli y tali che jS(y) = 0:8
In questa situazione il bordo di YS; ¶YS; e` una ipersuperficie S che in ogni punto y ha
vettore normale dato da ÑjS(y); di conseguenza i vettori tangenti u aS (che originano
in y) sono caratterizzati da u ÑjS(y) = 0 e, in particolare, z 2 Rl appartiene al piano
tangente aS se e solo se
(z  y) ÑjS(y) = 0:
Sia dunque, con le notazioni che abbiamo usato fino ad ora, (x1; : : : ;xm) un ottimo
di Pareto (debole o forte), åmi=1 xi 2Rl+ il consumo globale corrispondente e y il vettore
produzione, y= åxi W 2 YS:
8 Ricordiamo che Ñ e` l’operatore Ñ= ( ¶¶y1 ; : : : ;
¶
¶yl
).
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8.18. PROPOSIZIONE. Sia (x1; : : : ;xm) un ottimo di Pareto e sia y= åxi W il vettore
di produzione associato. Allora
(1) y appartiene al bordoS dell’insieme di produzione YS;
(2) vale
(8.22) ÑjS(y) 2 Rl+:
DIMOSTRAZIONE. (1) Infatti se jS(y) < 0, esisterebbe u con tutte le componenti strettamente positive tale
che y+u 2 YS; quindi
m
å
i=1
(xi+
u
m
) = y+u+W 2 YS+W e xi+ um i x
i 1 i m;
contro l’ipotesi che x sia un ottimo di Pareto.
(2) Quanto appena visto ci dice che, se u ha tutte le componenti strettamente positive, allora y+ u 2 YS (a
meno che x non sia un ottimo di Pareto) si scrive anche come
(y+ int(Rl+))\YS = /0:
In mancanza di convessita` non possiamo separare i due insiemi, ma vale lo stesso che l’iperpiano H tangente
aS per y non incontra il cono aperto y+ int(Rl+); quindi (8.22). Infatti, se esistesse v 2 H con tutte le com-
ponenti strettamente positive, ci sarebbe un cammino differenziabile h(y) in S di cui v sarebbe la tangente
nel ponto iniziale:
h(t) 2S 8 t 2 [0;1[; h(0) = y; dh
dt
(0) = v:
Quindi hk(t) > hk(0) = yk per tutti i t sufficientemente piccoli. Per questi t gli h(t) apparterrebbero a
(y+ int(Rl+))\YS; assurdo. 
A parole, i vettori di produzione y associati a un ottimo di Pareto necessariamente
debbono appartenere a S e nel punto y la normale a S deve essere diretta nella di-
rezione del cono positivo di Rl : In particolare, possiamo definire il sistema di prezzi
p 2 P¯
(8.23) pk :=
¶jS
¶yk (y)
ålk=1
¶jS
¶yk (y)
che diciamo derivato9 dall’ottimo di Pareto x e dal vettore di produzione y:
Dato ora un vettore di produzioone globale y 2 YS; ci domandiamo sotto quali con-
dizioni un vettore infinitamente vicino y+ dy continua ad appartenere a YS? In altre
parole, quali sono i piccoli cambiamenti (dy1; : : : ;dyl) che si possono apportare al bi-
lancio di produzione (y1; : : : ;yl) restando tra le produzioni possibili? Nessun problema
se y e` interno a YS ma, se y2S ; ci sono problemi se dy; diretto non in modo opportuno,
fa uscire da YS: Nel senso infinitesimale o marginale valgono le
djS(y) =ÑjS(y) dy(8.24)
jS(y+dy) =jS(y)+djS(y):(8.25)
9 Osserviamo che, nel caso di insieme di produzione convesso e regolare, le nozioni di sistema di prezzi
derivato da o sostenuto da coincidono. Osserviamo pure che un insieme puo` essere convesso ma non
regolare e non convesso ma regolare.
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Quindi, se per y con jS(y) = 0; vogliamo che y+dy 2 Y;S cioe` jS(y+dy)  0; allora
l’accrescimento marginale di jS dovra` essere non positivo:
(8.26) djS(y) = ÑjS(y) dy 0
e si avra` uguaglianza se si vuole che y+dy 2S :
(8.27) djS(y) = ÑjS(y) dy= 0
Geometricamente: ÑjS(y) e` la normale esterna al bordo di YS: Dire che ÑjS(y)  dy e`
nullo significa che y+dy appartiene all’iperpiano tangente H aS ; dire che e` negativo
significa che y+dy sta dalla stessa parte di YS rispetto ad H:
Se p e` il sistema di prezzi derivato dall’ottimo di Pareto x e dal vettore di produzione
associato y; dividendo le (8.26) (8.27) per ålk=1
¶jS
¶yk
(y) otteniamo
y+dy 2 YS ) p dy 0(8.28)
y+dy 2S ) p dy= 0:(8.29)
Economicamente: Quando il bilancio di produzione passa da y a y+dy; il profitto passa
da p  y a p  (y+ dy); quindi p  dy rappresenta il profitto marginale. La (8.28) ci dice
che il profitto marginale e` sempre non positivo, ma e` possibile annullarlo mantenendo
il nuovo livello di produzione sulla superficieS ; (8.29). Possiamo quindi enunciare:
8.19. PROPOSIZIONE. Sia (x1; : : : ;xm) un ottimo di Pareto, y= åxi W il vettore pro-
duzione associato e z un vettore di produzione infinitamente vicino a y. Il profitto
marginale
p  (z  y)
e` negativo per z 2 YS e nullo per z 2S :
Ma quello che cerchiamo e` un sistema di prezzi e una reazione individuale degli
agenti che porti a realizzare l’ottimo di Pareto di partenza. Torniamo allora alla situa-
zione solita. Le risorse iniziali W sono ripartite tra gli m consumatori, le possibilita` di
produzione YS tra p imprese
W= w1+ : : :+wm; YS = Y1+ : : :+Yp:
Supponiamo che le funzioni d’utilita` sono monotone e differenziabili con continuita`.
Gli insiemi di produzione Yk sono definiti dalle funzioni jk; differenziabili con conti-
nuita`:
y 2 Yk , jk(y) 0:
Infine, supponiamo che Ñui e Ñjk siano non nulli.
In accordo con quanto visto, assumiamo come sistema di prezzi p 2 P¯ il sistema
di prezzi derivato dall’ottimo di Pareto e dal vettore di produzione globale, la funzione
jS e` associata all’insieme YS e supponiamo ÑjS non nullo. In questa situazione ab-
biamo visto che l’economia incorre in un profitto negativo o nullo. Lo stesso succede
individualmente per i produttori.
8.20. PROPOSIZIONE. Sia (x1; : : : ;xm) un ottimo di Pareto e siano y1; : : : ; yp vettori di
produzione verificanti
(8.30) y=åyk =åxi W:
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Per ogni k e per ogni vettore di produzione zk 2 Yk infinitamente vicino a yk vale
(8.31) p  (zk  yk) 0:
DIMOSTRAZIONE. Se scambiamo yk con zk e lasciamo gli altri termini invariati, la somma y aumenta di
zk   yk: Se zk appartiene a Yk; il vettore y+(zk   yk) appartiene a YS. La Proposizione 8.19 ci da` allora la
relazione cercata purche´ zk sia infinitamente vicina a yk: 
Confrontando la (8.31) con la relazione
Ñjk(yk)  (zk  yk) 0
ricaviamo che i vettori Ñjk(yk) sono tutti colineari con p e quindi fra di loro, in altre
parole gli iperpiani Hk tangenti a ¶Yk in yk sono tutti paralleli tra di loro. Per realiz-
zare l’ottimo cercato ciascun produttore dovra` annullare il suo profitto marginale. E i
consumatori?
8.21. PROPOSIZIONE. Sia (x1; : : : ;xm) un ottimo di Pareto e sia p 2 P¯ il sistema di
prezzi derivato. Per ogni i e ogni paniere di beni zi infinitamente vicino a xi e preferito
a quest’ultimo si ha
(8.32) p  (zi  xi) 0:
DIMOSTRAZIONE. Fissiamo i= 1 e sia z1 1 x1: L’allocazione (z1;x2; : : : ;xm) e` preferita a (x1;x2; : : : ;xm)).
Poiche´ quest’ultima e` un ottimo di Pareto la prima non e` reaizzabile
y=x1+ x2+ : : :+ xm+W 2 YS
z=z1+ x2+ : : :+ xm+W =2 YS:
Allora jS(y) = 0 e jS(z)> 0: Poiche´ z  y= z1  x1 e` infinitamente piccolo abbiamo
djS = ÑjS(y)  (z  y)> 0
che non e` altro che la tesi se si tiene conto della definizione di p; (8.23) 
Che zi sia preferito a xi significa che ui(zi)> u(xi) o, se sono infinitamente vicini,
Ñui(xi)  (zi  xi)< 0:
Come prima, deduciamo che i vettori Ñui(xi) sono tutti colineari con p e quindi fra di
loro, in altre parole gli iperpiani Hk tangenti alle superfici di livello di ui in xi sono tutti
paralleli tra di loro. Conseguentemente, la Proposizione 8.21 si esprime in una delle tre
forme seguenti:
zi i xi ) p  zi > p  xi
xi <i zi ) p  zi  p  xi
xi i zi ) p  zi = p  xi:
La prima dice che il consumatore i; che paga p  xi per ottenere xi; non puo` migliorare
marginalmente il suo consumo senza pagare di piu`. La seconda dice che un paniere di
beni infinitamente vicino a xi considerato inferiore gli costa meno. Le tre condizioni ci
dicono quindi che i consumatori annulleranno i loro costi marginali, p  (zi  xi):
Nel caso in cui le relazioni di preferenza siano convesse annullare il costo marginale
e` la stessa cosa che massimizzare la funzione d’utilita`, ritroviamo quindi
174 8. ECONOMIA DI PROPRIETA` PRIVATA CON PRODUZIONE: EQUILIBRIO COMPETITIVO
8.22. PROPOSIZIONE. Supponiamo che le funzioni d’utilita` siano quasi convesse e sia-
no x 2 int(Rlm+ ) e p 2 P¯ vettori dati. Se Ñui(xi) 6= 0; le affermazioni seguenti sono
equivalenti:
(a) p  (xi  zi) 0 per ogni zi vicino a xi e verificante xi <i zi:
(b) ui(zi) ui(xi) per zi 2 Rl+ verificante p  zi < p  xi:
DIMOSTRAZIONE. Sia zi 6= xi e verificante l’ipotesi in (b) p  zi < p  xi: Consideriamo la funzione f(t) :=
ui(txi+(1  t)zi)); si ha f 0(1) = Ñui(xi)  (xi  zi): Per la condizione in (a) allora Ñui(xi) = l p con l > 0;
essendo Ñui(xi) 6= 0: Segue f 0(1) > 0 e, per e abbastanza piccolo f(t) > f(1) per t 2 [1;1+ e]; cioe` yt :=
txi + (1  t)zi i xi: Questo dimostra la tesi in (b). Infatti, se si avesse ui(zi) > ui(xi) l’insieme dei beni
strettamente preferiti a xi conterrebbe zi e yt t 2 [1;1+e] e, essendo questo convesso, tutto il segmento [zi;yt ];
in particolare xi; per cui xi i xi assurdo.
Supponiamo ora xi e yi siano infinitamente vicini come in (a). Se zi 4i xi; cioe` ui(zi  ui(xi); si ha
Ñui(xi)  (xi  zi)  0: Da (b) si ha p  (xi  zi) > 0; segue allora Ñui(xi) = l p con l > 0; da cui segue il
risultato la tesi di (a). 
Abbiamo quindi trovato quello che cercavamo: Per realizzare l’ottimo di Pareto
(x1; : : : ;xm) si calcola il sistema di prezzi (p1; : : : ; pl) che ne deriva e si assegna a cia-
scun consumatore i la somma wi := p  xi: I consumatori reagiscono individualmente,
scegliendo quello che loro preferiscono tra le cose che possono permettersi (se le re-
lazioni di preferenza sono convesse) o annullando il loro costo marginale (se le rela-
zioni di preferenza non sono convesse), e gli imprenditori, sempre individualmente,
massimizzano il loro profitto globale (se i loro insiemi di produzione sono convessi) o
annullano il loro profitto marginale (se i loro insiemi di produzione non sono convessi).
La Proposizione 8.20 e la Proposizione 8.21 sono, pero`, da intendere come regole di
scelta compatibili con la realizzazione dell’ottimo, ma portano al risultato solo quando
non sono ambigue, cioe` designano per il consumatore i un solo paniere di beni e per
il produttore k un solo vettore di produzione, altrimenti il consumatore e il produttore
verrebbero lasciati con un ulteriore problema di scelta. Questo succede ad esempio in
mancanza di convessita`.
Ma c’e` di piu`. Mentre, nel caso convesso, l’annullamento del profitto marginale,
equivalente alla massimizzazione del profitto totale, appare come accettabile, nel caso
generale presenta situazioni paradossali.
Nel caso di rendimento crescente10 la teoria sviluppata mette gli imprenditori di
fronte a un dilemma: accettare di lavorare nella direzione di un ottimo sociale e regi-
strare un pesante deficit di gestione o realizzare un beneficio, sapendo che una migliore
utilizzazione delle risorse e dell’apparato produttivo sarebbe possibile: c’e` quindi un
conflitto tra l’imperativo della gestione individuale delle imprese e la gestione globale
dell’economia.
Annullare il profitto marginale e correre verso un deficit non puo` che apparire co-
me una regola innaturale di gestione delle imprese. Se si vuole questo, le alternative
possibili sembrano solo l’imposizione dello stato o che lo stato se ne assuma i costi;
10 I settori produttivi a rendimento crescente sono per natura quelli dove alcuni grandi imprese si dividono
il mercato.
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altrimenti non resta altro che la ricerca di una teoria economica diversa o almeno un
arricchimento della teoria. Ma noi concludiamo qui la nostra analisi.

CAPITOLO 9
Giochi non cooperativi
Come abbiamo gia` detto nella Sezione 5.2.61, la teoria dei giochi e` un insieme di metodi
analitici pensati per aiutare a comprendere ogni attivita` competitiva in cui i giocatori
si confrontano tra loro seguendo certe regole; tipico e` un gioco a due in cui o vince
l’uno o l’altro. Senza voler essere lontanamente esaustivi – come visto, la letteratura
sull’argomento e` enorme – ci limitiamo qui a presentare alcuni elementi introduttivi a
completamento dell’approccio competitivo all’economia e alle scelte sociali.
9.1. Giochi in forma normale e in forma estesa
Si distinguono due modelli o tipi di gioco di base: quelli strategici o, nella terminologia
di von Neumann e Morgenstern, in forma normale e i giochi in forma estesa.
Nei giochi stategici per ciascuno degli n giocatori e` dato un insiems Si di strate-
gie possibili si che specificano il comportamento del giocatore i in ciscuna situazione
intermedia e, infine, una funzione Gi(s1; : : : ;sn); Gi : Õni=i ! R; che rappresenta il
guadagno del giocatore i se il primo giocatore usa la strategia s1; il secondo la strategia
s2; : : : ; e l’n-simo giocatore la strategia sn: E` esclusa ogni forma di comunicazione o
collaborazione tra i giocatori, ciascuno sceglie la sua strategia senza conoscere la stra-
tegia degli altri e quello che si vorrebbe determinare e` una n-pla di strategie (s¯1; : : : ; s¯n)
di equilibrio. Nella formulazione di Nash, ([127] [129] ma l’idea puo` esser fatta risalire
almeno a Antoine Augustin Cournot [40], queste saranno caratterizzate dal fatto che
ciascun giocatore ha giocato al meglio in accordo con il proprio criterio e considerando
come dati le strategie degli altri. Piu` precisamente
9.1. DEFINIZIONE (Nash). Una n-pla di strategie (s¯1; : : : ; s¯n) si dice in equilibrio se
Gi(s¯1; : : : ; s¯i 1;si; s¯i+1; : : : ; s¯n) Gi(s¯1; : : : ; s¯i 1; s¯i; s¯i+1; : : : ; s¯n)
per ogni i= 1; : : : ;n e per ogni si 2 Si:
Non sempre esistono strategie di equilibrio e prima di arrivare al teorema di equilibi-
rio di Nash, che specifica giochi per per cui esiste sicuramente un equilibrio, studieremo
vari tipi di giochi.
1 A cui rimandiamo per una selezione di riferimenti bibliografici.
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Un gioco in forma estesa e` un gioco in cui si specifica la struttura sequenziale dei
problemi di decisione incontrati dai giocatori ad ogni passo; supporremo anche che il
gioco sia finito, cioe` termina dopo un numero finito di mosse, e che l’informazione sia
completa, cioe` ogni giocatore e` informato su cosa sia accaduto nelle mosse precedenti.
All’inizio del gioco ciascun giocatore prendera` in considerazione tutte le situazioni
in cui puo` venirsi a trovare, un insieme finito Si: Per siascun S 2 Si; egli scegliera`
un successore tra quelli a lui permessi. La collezione dei si(S); S 2 Si; costituisce
la strategia del giocatore i: A questo punto la partita ha uno svolgimento naturale e
si conclude con una situazione finale SF(s1; : : : ;sn): Se il guadagno associato alla n-
pla (s1; : : : ;sn) e` il guadagno associato a SF(s1; : : : ;sn); vediamo che ogni gioco a
informazione completa si puo` mettere in forma normale. In generale, giochi in forma
estesa a informazione completa diversi possono avere la stessa forma normale, ma vale
il seguente teorema, a volte chiamato teorema di Zermelo,
9.2. TEOREMA. Ogni gioco finito a informazione completa ammette un equilibrio.
Non daremo la dimostrazione di questo teorema per cui rimandiamo alla letteratura citata, ac-
cenniamo solamente all’idea. Due osservazioni sono rilevanti: (1) il numero di mosse di un
qualunque cammino che dalla situazione iniziale porta ad una situazione finale e` finito, come si
dice il gioco ha lunghezza finita (per lunghezza si intende in numero massimo di mosse necessarie
a finire la partita), (2) se si considera una situaziano intermedia e quello che segue, ignorando tut-
to il resto, si e` ancora in presenza di un gioco a informazione completa. Ora evidentemente ogni
gioco di lunghezza 1 ha soluzione che chiaramente e` un equilibrio. Se il gioco ha lunghezza 2, il
giocatore di turno che parte dal nodo iniziale si trova a dover scegliere tra cammini che portano o
a una situazione finale o a un gioco di lunghezza 1. Poiche´ il risultato di un gioco di lunghezza 1
e` noto, il giocatore che si trova a decidere inizialmente conosce il risultato di tutte le sue scelte e
puo` scegliere il ramo che lo porta al risultato per lui piu` conveniente; gli altri giocatori non hanno
obiezioni da fare e il loro potere decisionale e` al piu` quello di sceglier un sottogioco che non
alterera` il risultato finale. Siamo di nuovo in presenza di un equilibrio di Nash. Per dimostrare il
teorema bastera` quindi implementare una dimostrazione formale per induzione, ma la cosa non e`
completamente banale.
Si noti che il tipo di dimostrazione che ne risulta e` costruttivo, quindi produce un algoritmo
che possiamo applicare; una tipico caso in cui e` applicabile e` il gioco degli scacchi con i limiti
che derivano dal mettere in memoria tutte le strategie, che sono un po’ tante.
9.2. Alcuni giochi elementari
Passiamo ora in rassegna alcuni giochi elementari e, allo stesso tempo, importanti e
celebri. Contestualmente descriviamo anche il modo in cui questi siano il risultato
della rappresentazione matematica astratta di situazioni reali o plausibili. Per facilitare
l’esposizione consideriamo soltanto giochi finiti molto semplici, cioe` con due giocatori
e due strategie. Come vedremo nel Capitolo 10 la semplicita` matematica di questi
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esempi non impedisce loro di occupare un posto centrale nella riflessione sull’uso della
matematica in economia2.
Dilemma del prigioniero. Cominciamo dal gioco strategico forse piu` conosciuto dai
non specialisti, il Dilemma del prigioniero. La forma di gioco e` ispirata a uno scenario
di conflitto esacerbato sviluppato nel 1950 da Merrill Flood and Melvin Dresher, due
ricercatori della RAND corporation3. Due malviventi (i e j) vengono catturati e interro-
gati separatamente. A entrambi viene offerto di denunciare (D) l’altro in cambio della
clemenza nel caso in cui il socio scelga invece di coprire (C), o di una pena irrisoria nel
caso in cui anche il socio scelga di denunciare4. La rappresentazione in forma strategica
del gioco e` data nella figura Figura 1
FIGURA 1. Una rappresentazione in forma normale del Dilemma del Prigioniero.
(D;D) e` l’unico equilibrio di Nash.
Illustriamo ora in modo informale come si applica al Dilemma del prigioniero l’idea
centrale del concetto di soluzione per i giochi non cooperativi: la risposta ottimale alla
migliore strategia dell’avversario. Possiamo immediatamente identificare le risposte
ottimali nella forma strategica del Dilemma del prigioniero scomponendo in due matrici
individuali la sua forma normale. Nella prima, descritta nella Figura 2, indichiamo i
payoff di tutte le strategie a disposizione di i e nella seconda (Figura 3) i payoff delle
strategie a disposizione di j. Indichiamo con un asterisco le rispettive risposte ottimali.
E` immediato osservare come D sia una risposta ottimale di i alle strategie di j dal
momento che D e` la risposta ottimale di i sia a C che a D.
2 E` certamente questa possibilita` di trattare matematicamente situazioni realistiche che ha resto il lin-
guaggio dei giochi uno degli strumenti analitici piu` diffusi nelle scienze sociali. A titolo di esempio
rappresentativo si veda [155].
3 Ricordiamo come la RAND corporation ospitasse la think tank statunitense deputata all’elaborazione
strategica durante la Guerra Fredda. Tra le tante figure di rilievo che a vario titolo vi hanno contribuito
ricordiamo John von Neumann e Lloyd Shapley.
4 Riportiamo la versione originale.
Alice and Bob are gangsters in the Chicago of the 1920s. The District Attorney knows that they
are guilty of a major crime, but is unable to convict either unless one of them confesses. He orders
their arrest, and separately offers each the following deal: If you fail to confess but your accomplice
confesses, then you will be convicted and sentenced to the maximum term in jail. If you both confess,
then you will both be convicted, but the maximum sentence will not be imposed. If neither confesses,
you will both be framed on a tax evasion charge for which a conviction is certain.
Oltre che per la fomulazione originale, i lettori interessati possono consultare [141], ricco di dettagli
storici e culturali sul rapporto tra teoria dei giochi e guerra fredda.
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FIGURA 2. Risposte ottimali di i
Ma lo stesso vale per j, D e` la sua risposta ottimale alle strategie ottimali di i. Poiche´
D e` la risposta ottimale per entrambi i giocatori, e` del tutto naturale pensare che la cop-
pia (D;D) costituisca una soluzione strategicamente razionale del gioco. Il concetto di
equilibrio di Nash si basa essenzialmente su questa idea: una volta fatta la scelta della
propria strategia, nessun giocatore potra` aspettarsi di trarre beneficio dalla deviazione
unilaterale dalla strategia scelta. Osserviamo che in casi semplici come questo, l’eli-
minazione delle risposte non ottimali (o dominate) fornisce una procedura effettiva per
l’identificazione degli equilibri, se esistono.
Il gioco dell’euro. Come vedremo tra breve tutti i giochi ammettono un equilibrio, a
patto che ci accontentiamo di averlo nelle strategie miste. Anteponiamo, mediante il
gioco dell’Euro, la discussione informale del concetto alla definizione rigorosa. Nel
gioco dell’Euro i e j scelgono se giocare testa (T) oppure croce (C). Se compiono la
stessa scelta, i riceve 1 Euro da j, mentre se compiono scelte diverse, e` j a ricevere 1
Euro da i. Il gioco rappresentato nella Figura 4 cattura questa situazione adeguatamente.
Il gioco presenta due differenze importanti rispetto al Dilemma del prigioniero. La
piu` evidente, osservando la struttura di payoff, e` che si tratta di un gioco a somma nulla
e quindi di una situazione in cui non e` possibile che entrambi i giocatori siano vincenti:
i guadagna esattamente cio` che perde j, e viceversa. I giochi di questo tipo sono quindi
adatti a rappresentare scenari di competizione pura. La seconda osservazione che scatu-
risce dall’ispezione dei payoff e` che nessuna coppia di strategie soddisfa le condizioni
di equilibrio. Prendiamo il punto di vista di i. Se j sceglie T , la migliore risposta di i e`
T . Ma se i sceglie T , T non e` la migliore risposta di j. Ragionando in questo si vede
immediatamente come nessuna coppia di strategie sia in equilibrio. D’altra parte, con
l’introduzione del concetto di strategie miste, troviamo che il gioco ammette un’unico
equilibrio dato dal fatto che entrambi i giocatori giocano T e C con probabilita` 1=2.
Il gioco della caccia al cervo. Se esistono giochi che non hanno equilibri nelle strategie
pure, esistono anche giochi che hanno piu` di un equilibrio (nelle strategie pure), i giochi
FIGURA 3. Risposte ottimali di j
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FIGURA 4. Il gioco dell’Euro non ammette equilibri di Nash nelle strategie pure
di coordinamento. Ancora una volta prendiamo uno scenario realistico come base del-
la formulazione matematica del gioco, e ne prendiamo uno particolarmente importante
nello sviluppo della filosofia politica, quello descritto nel Discorso sull’ineguaglianza
da Jean-Jacques Rousseau . Un gruppo di cacciatori ha la possibilita` di cacciare col-
lettivamente un cervo (la preda piu` ambita) oppure individualmente una lepre (la preda
meno ambita). Nessuno, da solo, riesce a cacciare un cervo, mentre tutti i cacciato-
ri sono sufficientemente versati per poter catturare una lepre in autonomia. In questo
contesto, osserva Rousseau, il passaggio casuale di una lepre crea un incentivo per i
cacciatori a distogliere l’attenzione dall’obiettivo comune. Possiamo rappresentare la
versione a due giocatori che denominiamo i e j della Caccia al cervo mediante la for-
ma normale descritta nella Figura 5, dove C e L sono le strategie che corrispondono
rispettivamente a “cacciare il cervo” e “cacciare una lepre”.
FIGURA 5. Una rappresentazione in forma strategica del gioco della Caccia al cervo. Il
payoff legato al cervo e` 2 e quello alla lepre 1. (Si assume che la decisione di cacciare
equivalga all’effettiva cattura della preda).
Si vede immediatamente che (C;C) e (L;L) sono entrambi equilibri di Nash. Si pone
dunque in modo naturale il problema di selezionare uno dei due equilibri. Nonostante
la sua semplicita`, si tratta di uno dei problemi piu` dibattuti nella teoria dei giochi degli
ultimi decenni, e coinvolge aspetti metodologici, formali e sperimentali5.
5 Thomas Schelling, uno dei primi teorici dei giochi a formulare esplicitamente il problema, ha espresso
profondo scetticismo riguardo la possibilita` di darne una soluzione formale.
One cannot, without empirical evidence, deduce what understandings can be perceived in a non-zero
sum game of maneuver any more than one can prove, by purely formal deduction, that a particular
joke is bound to be funny [155], p. 164
Questo tipo di osservazione ha stimolato molto lavoro sperimentale sulle condizioni che favoriscono la
selezione di equilibri efficienti. Per una bibliografia recente si veda [45]. Un’altra reazione all’impasse
generata dalla molteplicita` degli equilibri e` quella di interpretarla come un segnale dell’inadeguatezza
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Gioco dell’ultimatum. Il gioco forse piu` discusso il letteratura e` un esempio di gioco
in forma estesa con informazioni perfette e va sotto il nome di gioco dell’Ultimatum
[75]. Chiamiamo i giocatori Proponente e Ricevente. Al Proponente vengono affidati
100 Euro che deve ripartire tra se` e il Ricevente. Se il Ricevente accetta la somma,
la divisione scelta da Proponente avviene effettivamente. Altrimenti nessuno ottiene
nulla6. Come deve comportarsi il Proponente per aderire ai canoni di razionalita` che
abbiamo assunto fino ad ora? Iniziamo osservando che la razionalita` della scelta del
Proponente dipende dall’ipotesi di conoscenza condivisa della razionalita` dei giocatori,
e in particolare dal fatto che il Proponente sa che il Ricevente massimizza la propria
utilita` personale. Sotto questa ipotesi risulta evidente che qualsiasi somma non nulla
debba essere accettata dal Ricevente. Quindi una soluzione razionale per il Proponente
e` la ripartizione in cui tiene per se` 99 dei 100 Euro. Come discuteremo nel Capito-
lo 10 questa soluzione e` incompatibile con alcune intuizioni elementari del concetto di
giustizia.
9.3. Giochi a somma nulla
D’ora in poi considereremo giochi a due persone a somma nulla, la situazione compe-
titiva piu` semplice da immaginare: il guadagno dell’uno e` la perdita dell’altro. I riferi-
menti naturale sono von Neumann [188] e von Neumann e Morgenstern [190] oltre alla
letteratura gia` citata.
Consideriamo allora un gioco con due giocatori P e Q; con insiemi di strategie ri-
spettivamente A e B e funzioni d’utilita` UP(x;y) e UQ(x;y) che rappresentano per ogni
scelta della strategia x 2 A da parte di P e y 2 B da parte di Q il guadagno per P e per
Q risultante dalle scelte x e y. Supponiamo ancora che il gioco sia a somma nulla, cioe`
che il valore comune K(x;y) :=UP(x;y) = UQ(x;y) sia allo stesso tempo il guadagno
per P e la perdita (meno il guadagno) per Q risultante dalla scelta delle strategie x e y.
dell’equilibrio di Nash come concetto di soluzione. In questo panorama il concetto di equilibrio correlato
di Robert Aumann ha svolto un ruolo particolarmente importante negli ultimi decenni. Nell’articolo che
ha iniziato questo filone di ricerca Aumann scrive
why should any player assume that the other players will play their components [of a Nash Equili-
brium] and indeed why should they? [: : :] In a two-person game, for example, Player 1 would play
his component only if he believes that Player 2 will play his; this in turn would be justified only by
2’s belief that 1 will play his component; and so on. [14]
6 Ariel Rubinstein [148] nota come il gioco catturi un’ampia serie di interazioni economiche reali:
In every visit to the supermarket, you are actually participating in an ultimatum game. You want a
carton of milk. The supermarket places an ultimatum before you – either buy it at the set price or
don’t buy it. There is no point in arguing with the cashier at the supermarket about the price of milk.
(p.108)
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Ciascun giocatore fa quanto di meglio gli e` possibile contro le strategie dell’altro
giocatore e, cosı` facendo, si aspetta, indipendentemente dalle stratege dell’altro, un
guadagno (d’ora in poi “payoff” nel linguaggio internazionale) dato da
Payoff(P) := inf
y2B
sup
x2A
UP(x;y) = inf
y2B
sup
x2A
K(x;y);
Payoff(Q) := inf
x2A
sup
y2B
UQ(x;y) = inf
x2A
sup
y2B
 K(x;y) = sup
x2A
inf
y2B
K(x;y):
Sebbene il gioco sia a somma zero i payoffs dei due giocatori non sono correlati ed
abbiamo in linea di principio solo
(9.1) sup
x2A
inf
y2B
K(x;y) inf
y2B
sup
x2A
K(x;y);
cioe`,
Payoff(P)+Payoff(Q) 0:
Charamente, se la diseguaglianza precedente e` stretta non c’e` nessuna scelta di strategie
che permette ai due giocatori di ottenere i loro payoff.
La prossima proposizione da` una condizione per l’esistenza di una coppia di strate-
gie ottimali, cioe´ di strategie che permettono a ciascun giocatore di ottenere il proprio
payoff.
9.3. PROPOSIZIONE. Siano A e B insiemi arbitrari e K : AB! R una funzione. Si
definiscano f : A! R e g : B! R rispettivamente come
f (x) := inf
y2B
K(x;y); g(y) := sup
x2A
K(x;y):
Allora esiste (x;y) 2 AB tale che
(9.2) K(x;y) K(x;y) K(x;y) 8x;y 2 AB
se e solo se f raggiunge il suo massimo in A, g raggiunge il suo minimo in B e
supx2A f (x) = infy2B g(y). In questo caso,
sup
x2A
inf
y2B
K(x;y) = K(x;y) = inf
y2B
sup
x2A
K(x;y):
DIMOSTRAZIONE. Se (x;y) soddisfa (9.2), allora
K(x;y) = inf
y2B
K(x;y) = f (x) sup
x2A
f (x);
K(x;y) = sup
x2A
K(x;y) = g(y) inf
y2B
g(y);
quindi supx2A f (x) = infy2B g(y) se teniamo conto di (9.1). Lasciamo il resto della dimostrazione al lettore.

Un punto (x;y) con la proprieta` (9.2) e` un punto di sella per K. Di conseguenza , nel
contesto dei giochi a somma zero, un punto di sella di K fornisce una coppia di strategie
ottimali ed e` presto visto che un punto di sella e` anche un equilibrio di Nash. Il valore
di K su una coppia di strategie ottimali si chiama il valore del gioco. Rimandiamo
la risposta, teorema di min-max, alla questione dell’esistenza di un punto di sella e
discutiamo brevemente il caso di giochi a somma nulla finiti.
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9.3.1. Strategie miste ottimali
Particolarmente interessante e` il caso di giochi finiti a somma nulla. Supponiamo
che le strategie dei due giocatori P e Q siano in numero finito rispettivamente SP :=
fEi; : : : ;Emg e SQ := fF1; : : : ;Fng: Possiamo allora rappresentare il gioco con una ma-
trice a m righe e n colonne con entrate
ai j =U(Ei;Fj)
dove U(Ei;Fj) e` la funzione utilita` risultante dalla scelta di Ei da parte di P e di Fj da
parte di Q: Il gioco consiste allora per P nello scegliere una riga i e per Q nello scegliere
una colonna j:
Se P sceglie la riga i si assicura, nella situazione piu` sfavorevole, un guadagno di
almeno min j ai j: La strategia max-min i¯ massimizza questo guadagno minimo e gli
assicura
max
i
min
j
ai j =: a:
Similmente per il giocatore Q: Adottando la strategia min-max j¯ minimizza la sua
perdita massima, perdendo meno che
min
j
max
i
ai j =: b :
In generale
a  ai¯ j¯  b
Se a = b ; le due strategie sono in equilibrio, nessuno dei due giocatori ha interesse
a cambiare strategia; P guadagnera` esattamente quello che aveva previsto e Q perdera`
esattamente quello che aveva previsto.
Se a < b ai giocatori non sembra restare altro che giocare d’astuzia. O forse no?
L’idea risale a Emile Borel [29] [30] e consiste nell’inglobare il gioco in un gioco
che lo estende. Assumiamo che P scelga Ei con probabilita` xi and Q scelga Fj con
probabilita` y j (magari su basi sperimentali, ad esempio come risultato della ripetizione
del gioco). Definiamo
A := fx 2 Rm
0 xi  1; må
i=1
xi = 1g;
B := fy 2 Rn
0 y j  1; nå
j=1
y j = 1g;
allora i payoff dei due giocatori sono dati da
(9.3) UP(x;y) = UQ(x;y) = K(x;y) :=å
i; j
U(Ei;E j)xiy j:
Poiche´ K(x;y) e` un polinomio omogeneo di grado 2, il teorema di min-max della
prossima sezione si applica e ci da`
9.4. TEOREMA (von Neumann). In un gioco finito a somma nulla esistono strategie
miste ottimali (x;y). Queste sono punti di sella della funzione payoff attesa in (9.3), e
per loro vale
max
x2A
min
y2B
K(x;y) = K(x;y) =min
y2B
max
x2A
K(x;y):
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FIGURA 6. La successione di curve di Henri Lebesgue: tutte di lunghezza
p
2
convergono ad una curva di lunghezza 1.
L’agente P; seguendo la distribuzioni di probabilita` x; si assicurera` una aspettativa
di guadagno, uguale al valore del gioco a strategia mista, superiore ad a; mentre Q;
giocando la sua strategia mista y si assicurera` una speranza di perdita inferiore a b :
9.3.2. Teorema di mini-massimo
Veniamo ora all’enunciato e alla dimostrazione del teorema di min-max. A cio` premet-
tiamo alcuni semplici fatti. Ricordiamo che una funzione f : Rn ! R si dice quasi-
convessa se i suoi insieme di sottolivello sono convessi, si dice quasiconcava se   f e`
quasiconvessa.
Ricordiamo ancora che una funzione f si dice continua in x0 2 Rn se, comunque
presa una successione fxkg tale che xk ! x0 e per cui f (xk) converge (quando k! ¥)
si ha f (xk)! f (x0) (sempre per k! ¥:)
Si dice invece che f e` semicontinua inferiormente (rispettivamente semicontinua su-
periormente) se, comunque presa una successione fxkg tale che xk ! x0 e per cui f (xk)
converge (quando k!¥) si ha che il limite di f (xk) e` minore o uguale (rispettivamente,
maggiore o uguale) a f (x0) (sempre per k! ¥:)
Molte sono le motivazioni per introdurre le funzioni semicontinue, particolarmente
in spazi metrici o in dimensione infinita:
 Si vede, con la stessa dimostrazione, che il teorema di Weierstrass di esistenza
del minimo di una funzione continua su un compatto vale anche per le funzioni
semicontinue inferiormente, in questo caso prende anche il nome di teorema di
Fre´chet-Weierstrass.
 L’estremo superiore (la funzione maggiorante piu` piccola) di una famiglia di
funzioni continue e` una funzione semicontinua inferiormente.
 Molte funzioni (piu` precisamente, funzioni di funzioni) importanti non sono con-
tinue, ma sono semicontinue: un classico esempio di Henri Lebesgue, si veda
Figura 6, mostra che la funzione lunghezza di una curva non e` continua per la
convergenza uniforme, mentre e` semicontinua inferiormente.
9.5. TEOREMA (di minimax). Siano ARm e BRn due insieme compatti e convessi
e sia K : AB! R una funzione tale che
(1) x! K(x;y) e` quasiconvessa e semicontinua inferiormente 8y 2 B,
(2) y! K(x;y) e` quasiconcava e semicontinua superiormente 8x 2 A.
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Allora K ha un punto di sella in AB.
DIMOSTRAZIONE. Tenendo conto della Proposizione 9.3 bastera` provare che i numeri
a :=min
x2A
max
y2B
K(x;y) and b :=max
y2B
min
x2A
K(x;y)
esistono e sono uguali. Si fissi y 2 B, la funzione x! K(x;y) ha massimo in qualche z(y) 2 A poiche´ A e`
compatto, e K(z(y);y) =minx2AK(x;y). Poniamo
h(y) := K(z(y);y); y 2 B:
Mostreremo ora che h e` quasiconvessa e inferiormente semicontinua, di conseguenza, esistera`
b := min
y2B

 min
x2A
K(x;y)

=max
y2B
min
y2A
K(x;y):
In modo simile si prova che esiste a.
Mostriamo che h e` quasiconvessa e semicontinua inferiormente, cioe`, per ogni t 2 R l’insieme
H :=
n
y 2 B
h(y) to
e` convesso e chiuso. Mostriamo che H e` convesso. Per ogni w 2 B consideriamo
G(w) :=
n
y 2 B
  K(z(w);y) to:
Per (ii), G(w) e` convesso e chiuso; inoltre, H  G(w) 8w, poiche´ K(z(y);y)  K((z(w);y) 8w;y 2 B. In
particolare, per x;y 2 H e l 2]0;1[ abbiamo u 2 G(w) 8w 2 B se u := (1 l )y+lx, quindi u 2 G(u), cioe`,
u 2 H. Cio` dimostra che H e` convesso. Proviamo ora che H e` chiuso. Sia fyng  H, yn ! y in B, allora
y 2 G(w) 8w 2 B, in particolare, y 2 G(y), cioe`, y 2 H che mostra che H e` chiuso.
Proviamo ora che a = b. Poiche´ b  a resta ovviamente da mostrare solo che a  b. Fissiamo e > 0 e
cosideriamo la funzione T : AB!P(AB) data da
T (x;y) :=
n
(u;v) 2 AB
K(u;y)< b+ e; K(x;v)> a  eo:
Vale T (x;y) 6= /0 poiche´ minu2AK(u;y) b e maxv2BK(x;v) a; inoltre, T (x;y) e` convessa. Poiche´
T 1(f(u;v)g) :=
n
(x;y) 2 AB
(u;v) 2 T (x;y)o
=
n
(x;y) 2 AB
K(u;y)< b+ e; K(x;v)> a  eo
=
n
x 2 A
K(x;v)> a  eony 2 B K(u;y)< b  eo;
T 1(f(u;v)g) e` anche aperto. Il teorema di Kakutani, che per comodita` del lettore rienunciamo nella forma
Teorema 9.6, ci dice che esiste un punto fisso per T , cioe`, che esiste (x;y) 2 AB tale che (x;y) 2 T (x;y),
cioe`, a  e < k(x;y)< b+ e . Poiche` e e` arbitrario, concludiamo che a b. 
E` subito visto che il Teorema 6.14 di Kakutani si puo` rienunciare nella seguente forma
9.6. TEOREMA (Kakutani). Sia K un insieme non vuoto, compatto e convesso e sia F : K !
P(K) una funzione tale che
(1) F(x) e` non vuoto e convesso per ogni x 2 K,
(2) F 1(y) e` aperto in K per ogni y 2P(K).
Allora F ha almeno un punto fisso, cioe`, esiste x tale che x 2 F(x).
9.7. Punti di sella e programmazione lineare. Il Teorema 9.4, pur assicurando l’esistenza di stra-
tegie miste ottimali, non e` costruttivo. Vogliamo ora far vedere che, nel caso di giochi finiti, e`
possibile ricondurre la ricerca delle strategie ottimali miste a un problema di programmazione
lineare per cui esistono algoritmi di soluzione. Osserviamo intanto che A e B sono insiemi com-
patti e convessi e che i vettori della base standard e1; e2; : : : ; em di Rm e e1; e2; : : : ; en di Rn sono
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i punti estremi di A e B: Essendo le funzioni x! K(x;y) e y! K(x;y) lineari, esse raggiungono
i loro massimi e minimi sui punti estremi, quindi
f (x) :=min
y2B K(x;y) = min1 jn
K(x;ei);
g(y) :=max
x2A
K(x;y) = max
1im
K(ei;y):
Si noti che f (x) e g(y) sono funzioni affini. Poniamo U := (Ui j), Ui j :=U(Ei;E j); allora mas-
simizzare f in A e` equivalente a massimizzare la funzione scalare z vincolata a z  K(z;ei) 8i e
x 2 A, cioe`, a risolvere 8>>>>>>>>><>>>>>>>>>:
F(x;z) := z!max;
z
0BB@
1
...
1
1CCA Ux;
åmi=1 xi = 1;
x 0:
In modo simile, massimizzare g in B e` equivalente a risolvere8>>><>>>:
G(y;w) := w!min;
w UT y 0;
åni=1 yi = 1;
y 0:
9.3.3. Dualita` convessa
Siano f ;j1; : : : ;jm :WRn!R funzioni convesse definite su un insieme convessoW.
Supponiamo per semplicita` che f e j := (j1; j2; : : : ; jm) siano anche differenziabili.
Poniamo
F :=
n
x 2 Rn
j j(x) 0; 8 j = 1; : : : ;mo:
Il problema primale dell’ottimizzazione convessa7, si veda anche il Capitolo 7, e` il
seguente problema di minimo
(9.4) SupponendoF 6= /0, minimizzare f inF :
La lagrangiana associataL :WRm+ a (9.4), definita da
(9.5) L (x;l ) := f (x)+l j(x); x 2W; l  0;
e` convessa in x per ogni fissato l e lineare in l per ogni fissato x. Le condizioni di
Kuhn–Tucker
(9.6)
8><>:
D f (x0)+l 0 Dj(x0) = 0;
l 0  0; x0 2F ;
l 0 j(x0) = 0;
7 Tra i molti testi sull’ottimizzazione convessa ci limitiamo a menzionare menzioniamo [54] [94] [146].
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come abbiamo visto nel Capitolo 7, sono allora sufficienti a caratterizzare i punti di
minimo di f suF .
Vediamo ora che le condizioni di equilibrio di Kuhn–Tucker (9.6) sono fortemente
correlate ai punti di sella della lagrangiana associataL (x;l ).
9.8. TEOREMA. Consideriamo il problema primale (9.4). Allora (x0;l 0) soddisfa le
(9.6) se e solo se (x0;l 0) e` un punto di sella perL (x;l ) in WRm+, cioe`,
L (x0;l )L (x0;l 0) cL(x;l 0)
per ogni x 2F e l 2Rm, l  0. In particolare, se le condizioni di equilibrio di Kuhn–
Tucker sono soddisfatte in (x0;l 0) 2F Rm+, allora x0 e` un punto di minimo per f in
F .
DIMOSTRAZIONE. Dalla convessita´ di x 7!L (x;l 0) e da (9.6) deduciamo
L (x;l 0)L (x0;l0)+
n
å
i=1

Ñ f (x0)+l 0 Dj(x0)
i
(x  x0)i =L (x0;l 0) = f (x0)
per ogni x 2W. In particolare,
f (x) f (x)+l 0 j(x0) =L (x;l 0) f (x0);
L (x0;l 0) f (x0)+l j(x0) =L (x;l 0):
Viceversa, supponiamo che (x0;l 0) sia un punto di sella perL (x;l ) on WRm+, cioe`,
f (x0)+l j(x0) f (x0)+l 0 j(x0) f (x)+l 0 j(x)
per ogni x 2W and l  0. Dalla prima diseguaglianza deduciamo
(9.7) l j(x0) l 0j(x0)
per ogni l  0. Cio` implica che j(x0) 0 e, a sua volta, che l0 j(x0) 0. Usando ancora (9.7) con l = 0,
otteniamo la diseguaglianza opposta, concludendo che l0 j(x0) = 0. Infine, dalla prima diseguaglianza e il
teorem di Fermat concludiamo
Ñ f (x0)+l 0 Ñj(x0) = 0:

Introduciamo il problema duale dell’ottimizzazione convessa. Per l 2Rm+, poniamo
g(l ) := inf
x2F
L (x;l );
doveL (x;l ) e` la lagrangiana in (9.5).
Poiche´ g(l ) e` l’inf di una famiglia di funzioni affini,  g e` convessa e finita su
G := fl 2 Rm jl  0;g(l )> ¥g:
Il problema duale della programmazione convessa e` allora
(9.8) Assunto G 6= /0, massimizzare g(l ) in G
o, equivalentemente,
(9.9) Assunto G 6= /0, massimizzare g(l ) in fl 2 Rm jl  0g:
9.9. TEOREMA. Se (x0;l 0) 2F Rm soddisfa le condizioni di equilibrio di Kuhn–
Tucker (9.6), allora x0 minimizza il problema primale, l0 massimizza il problema duale
e f (x0) = g(l 0) =L (x0;l 0).
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DIMOSTRAZIONE. Per definizione, g(l )= supx2F L (x;l ), e, ovviamente, f (x) := infl0L (x;l ). Quindi
g(y) f (x) per tutti gli x 2F e i l  0, cosicche´
sup
l0
g(l ) inf
x2F
f (x):
Poiche´ (x0;l 0) e` un punto di sella perL in WR+, la Proposizione 9.3 da` il risultato. 
9.4. Equilibri di Nash
Concludiamo questo capitolo enunciando e dimostrando il teorema di equilibrio di
Nash per giochi non necessariamente a somma zero (si veda Nash [127] [129], oltre
ovviamente la letteratura gia` citata) e, per semplicita`, a due giocatori. In questo caso la
nozione di equilibrio di Nash diventa
9.10. DEFINIZIONE. Siano A e B due insiemi e siano f e g due mappe da AB in R.
La coppia di punti (x0;y0) 2 AB si dice un punto o un equilibrio di Nash per f e g se
per tutti gli (x;y) 2 AB vale
f (x0;y0) f (x;y0); g(x0;y0) g(x0;y):
Ripetiamo, in un gioco a somma zero, cioe`, UP(x;y) =  UQ(x;y) =: K(x;y), ov-
viamente (x0;y0) e` un punto di Nash se e solo se (x0;y0) e` un punto di sella per
K.
9.11. TEOREMA (Nash). Siano A e B due insiemi non vuoti, convessi e compatti e siano
f ;g : AB! R due funzioni continue tali che x! f (x;y) e` concava per ogni y 2 B e
y! g(x;y) e` concava per ogni x 2 A. Allora esiste un punto di equilibrio di Nash per
f e g.
DIMOSTRAZIONE. Introduciamo la funzione F : (AB) (AB)! R definita da
F(p;q) = f (p1;q2)+g(q1; p2); 8p= (p1; p2); q= (q1;q2) 2 AB:
Chiaramente, F e` continua e concava in p per ogni fissato q. Affermiamo che esiste q0 2 AB tale che
(9.10) max
p2AB
F(p;q0) = F(p0;q0):
Prima di dimostrare l’affermazione, completiamo la dimostrazione del teorema sulla base della (9.10). Se
poniamo (x0;y0) := q0, abbiamo
f (x;y0)+g(x0;y) f (x0;y0)+g(x0;y0) 8(x;y) 2 AB:
Scegliendo x = x0, deduciamo g(x0;y)  g(x0;y0) 8y 2 B, mentre scegliendo y = y0, troviamo f (x;y0) 
f (x0;y0) 8x 2 A, quindi (x0;y0) e` un punto di Nash.
Proviamo (9.10). Poiche´ la diseguaglianza  e` ovvia, per tutti gli q0 2 AB, dobbiamo solo provare la
diseguaglianza opposta. Per assurdo supponiamo che 8q 2 AB esista p 2 AB tale che F(p;q)> F(q;q)
e poniamo
Gq :=
n
q 2 AB
F(p;q)> F(q;q)o; p 2 AB:
La famiglia fGpgp2AB e` un ricoprimento aperto di AB; conseguentemente esistono un numero finito di
punti p1; p2; : : : ; pk 2 AB tali che AB [ki=1Gpi . Scriviamo
ji(q) :=max

F(pi;q) F(q;q);0

; q 2 AB; i= 1; : : : ;k:
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Le funzioni fjig sono continue, non negative e, per ogni q, almeno una di loro non si annulla in q; possiamo
allora definire
yi(q) :=
ji(q)
åkj=1j j(q)
e la nuova mappa y : AB! AB come
y(q) :=
k
å
i=1
yi(q)pi:
La mappa y manda l’insieme convesso e compatto AB in se´, quindi ha un punto fisso q0 2 AB, q0 =
åiy(q0)pi. Essendo F concava,
F(q0;q0) = F

å
i
yi(q0)pi;q0


k
å
i=1
yi(q0)F(qi;q0):
D’altra parte, F(pi;q0)> F(q0;q0) se yi(q0)> 0, quindi
F(q0;q0)
k
å
i=1
y(q0)F(qi;q0)>
k
å
i=1
y(q0)F(q0;q0) = F(q0;q0);
una contraddizione. 
Come ci si puo` aspettare molte sono le varianti (ad esempio si puo` sostituire la
concavita` con la quasiconcavita`) e le generalizzazioni (il teorerema ha una formulazione
in dimensione infinita) e molte sono le dimostrazioni disponibili (si ricordi che molte
sono le formulazioni equivalenti del teorema di punto fisso di Brouwer), ma noi ci
fermiamo qui.
CAPITOLO 10
Alcune considerazioni conclusive
Impiegata con spirito critico e congiuntamente alla riflessione sugli aspetti e problemi effet-
tivi della realta` che intende inquadrare, la matematica e` [. . . ] strumento costruttivo, perche´
indocile e distruttivo: le contraddizioni incongruenze fratture asimmetrie che potrebbero
sfuggire a chi immaginasse una spiegazione mentalmente o cercasse solo di esporla a parole,
vengono messe in evidenza nella luce piu` cruda a chi ha presente quella struttura matematica
[. . . ]
(Bruno De Finetti, Un matematico e l’economia, Franco Angeli, 1969)
Penso che il tentativo di dare una spiegazione di carattere ontologico all’oggettivita` della
matematica miri a fornire ragioni che non sono parte della matematica a favore della verita`
degli enunciati matematici; analogamente, il tentativo di dare una spiegazione di caratte-
re ontologico all’oggettivita` dell’etica sarebbe un tentativo di fornire ragioni che non sono
parte dell’etica a favore della verita` degli enunciati etici. Considero entrambi i tentativi
profondamente fuorvianti.
(Hilary Putnam, Etica senza ontologia, Bruno Mondadori, 2005)
Il rimedio a un cattivo ragionamento sta in un ragionamento migliore, e il compito dell’analisi
razionale e` proprio quello di guidare il passaggio dal primo al secondo. E` senz’altro possibile
che in alcune loro affermazioni gli “autori illuministi“ non abbiano tenuto abbastanza conto
della necessita` di approfondire e procedere con prudenza. Ma difficilmente si puo` mettere per
questo sotto accusa la prospettiva illuminista nel suo complesso, e ancora meno contestare il
ruolo della ragione rispetto ai comportamenti giusti e alla buona politica sociale.
(Amartya K. Sen, L’idea di giustizia, Oscar Mondadori, 2010)
Il teorema fondamentale dell’economia del benessere e` spesso considerato1 il fulcro
matematico – e quindi apparentemente incontestabile – di un argomento che, in buona
sostanza, pone la “decentralizzazione” e la competizione nel libero mercato a fonda-
mento del benessere sociale. Lo scopo che ci siamo prefissati e` stato discutere questo
argomento con un duplice obiettivo. Da una parte descrivere le idee e i metodi, alcuni
nel loro dettaglio matematico, che conducono al teorema. Dall’altra mettere in evidenza
e analizzare da un punto di vista logico e concettuale le ipotesi che portano al risultato
e quindi a vagliarne l’interpretazione. Per farlo siamo partiti dalla seguente domanda
centrale:
Qual e` il modo migliore per allocare le risorse economiche
tra gli agenti razionali che costituiscono una societa`?
1 Principalmente dalla destra liberista, ma non solo.
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Le soluzioni o meglio le proposte di soluzione che abbiamo descritto e commentato
nei capitoli precedenti sono il risultato di riformulazioni specifiche del problema in cui
abbiamo reso matematicamente preciso cosa intendere per “migliore”, “risorse econo-
miche”, “societa`” e “agenti razionali”. Le scelte che abbiamo seguito in questo senso
hanno trasformato un problema reale dai contorni molto sfumati in diversi problemi
astratti, ma trattabili con rigore logico e strumenti matematici. Si pensi, per concre-
tezza, all’analisi del nucleo dei giochi cooperativi che, una volta stipulate le ipotesi
di modellizazione centrali, procede con metodi e tecniche (topologiche) che ben po-
co hanno a che vedere con l’interpretazione economica concreta che ne ha motivato lo
sviluppo. Non si tratta a nostro avviso di un caso isolato, ma di un esempio rappresen-
tativo dell’impostazione matematica dei problemi economico-sociali. In questo senso
troviamo condivisibile il punto di vista espresso Bruno De Finetti in [42], p. 205, che a
proposito del ruolo della matematica in economia osserva che questo e` il campo
dove maggiore appare il margine di arbitrarieta` o almeno di elasticita` nel tradurre in impostazione mate-
matica una congerie mal dominabile di fatti e concetti e problemi in cui e` anzitutto difficile discernere cio`
che e` piu` o meno contingente, accidentale, condizionato a circostanze variabili e transeunte, da cio` che in
certo senso e` significativo, invariante, essenziale.
Per questo, osserva De Finetti, proprio nel campo della teoria economica e piu` in gene-
rale delle scienze sociali, la matematica diventa “strumento costruttivo, perche´ indocile
e distruttivo”.
E` naturale riflettere, a questo punto, sulla rilevanza delle soluzioni che abbiamo de-
rivato nelle economie astratte dei capitoli precedenti rispetto al problema concreto di
partenza2. La conclusione e` animata da scetticismo e propositivita`. Da un lato la nostra
analisi mostra chiaramente i limiti dell’argomento che vede la promozione del libero
mercato e della competizione tra i membri della societa` come il “corollario pratico”
del teorema fondamentale. Tutt’altro. Pur essendo necessaria, l’impostazione forma-
le non sembra poter essere sufficiente alla comprensione teorica ne´ alla conseguente
realizzazione pratica del benessere sociale. Sembra invece ragionevole richiedere che
all’economia matematica si affianchi un’analisi concettuale (e sperimentale) dei feno-
meni sociali basata sulla discussione, sul costante argomentare con tolleranza, tra i
membri della societa`, che tenga conto delle diverse culture e della molteplicita` delle
possibili risposte, finalizzata alla migliore comprensione delle cose e ad una migliore
formazione o educazione della societa` stessa, operazione che sarebbe possibile almeno
come processo che aspiri alla liberta`, si veda [170]. Qui si colloca la parte propositiva
della nostra analisi, che tuttavia non ci proponiamo di sviluppare in questa sede.
Concludiamo invece articolando lo scetticismo nei confronti di una soluzione pura-
mente formale al problema del benessere sociale. Trovando ingiustificato l’argomento
secondo cui e` la pura competizione nel libero mercato a garantire il modo migliore di
raggiungere il benessere sociale, appare ingiustificata la promozione indiscriminata di
2 Nel farlo ci confronteremo con questioni molto sfuggenti sul ruolo della matematica in economia e nelle
scienze sociali. Lasceremo tuttavia questa discussione a un livello implicito confidando nel fatto che i
lettori interessati avranno gia` assimilato la nostra posizione in merito durante lo sviluppo degli aspetti piu`
propriamente matematici dei capitoli precedenti.
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questo tipo di interazione tra gli agenti3. Riconsideriamo quindi le ipotesi centrali che ci
hanno condotto al teorema fondamentale partendo, come naturale, dall’individualismo
metodologico.
10.1. Individualismo metodologico: razionalita` ed egocentrismo
Il concetto di individualismo metodologico trova la sua sistemazione teorica intorno
agli anni venti del novecento con Max Weber . Grossolanamente puo` essere descrit-
to come l’ipotesi secondo cui la spiegazione dei fenomeni socio-economici scaturisce
unicamente dalla comprensione dell’azione individuale, a cui quindi puo` essere ridotta
gran parte della scienza sociale4. La versione dell’ipotesi di individualismo in uso in
ambito economico e` informata prevalentemente dalla teoria della scelta razionale che,
come abbiamo visto, fa da sfondo alla costruzione di tutti i modelli di economia astratta
che abbiamo discusso in precedenza. A differenza quindi di altre impostazioni, tra cui
spicca quella di von Mises che ritiene l’azione umana come il dato della teoria econo-
mica5, in economia matematica l’individualismo metodologico e` declinato assumendo
che la scelta (cioe` l’azione economica) degli individui sia conforme agli standard nor-
mativi di razionalita` e le loro preferenze (e disposizioni all’azione) siano egocentriche.
Razionalita` ed egocentrismo, come ci accingiamo ad osservare, sono ipotesi che for-
zano le richieste di stabilita` ed efficienza delle soluzioni al problema centrale, ma non
sono sufficienti a forzarne l’equita`6. Al contrario, stabilita` ed efficienza sono spesso in
3 In altre parole, non appare fondato il punto di vista per cui l’immersione di ogni interazione economica
in un contesto di libero mercato produca, per forza bruta matematica, effetti economicamente vantaggiosi
per la societa` o una sua parte significativa.
4 Una formulazione particolarmente influente dell’ipotesi e` dovuta a J. Watkins [194]:
According to methodological individualism, the ultimate constituents of the social world are indivi-
dual people who act more or less appropriately in the light of their dispositions and understanding
of their situation. Every complex social situation or event is the result of a particular configuration
of individuals, their dispositions, situations, beliefs and physical resources and environment [. . . ] but
we shall not have arrived at rock-bottom explanations of such large-scale phenomena until we have
deduced an account of them from statements about [. . . ] individuals.
5 A tal proposito von Mises scrive [187], p. 19,
Human action is necessarily always rational. The term ‘rational action’ is therefore pleonastic and
must be rejected as such. When applied to the ultimate ends of action, the terms rational and irrational
are inappropriate and meaningless. The ultimate end of action is always the satisfaction of some
desires of the acting man.
6 In un certo senso, come osserva Ken Binmore [23], p. 183, l’ideologia della destra liberista aspira
esattamente a sostituire il concetto di equita` sociale con quello dell’equilibrio efficiente.
One often hears from the intellectual right that fairness is out of date because the market is now
available as a more successful means of getting society to an efficient outcome. As when the laws
of supply and demand finally overthrew the medieval concept of a fair price, hasn’t the time come to
admit that our intuition about a just society have been superseded by a new paradigm?
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antagonismo con i concetti di equita` e giustizia – ragionevolmente due tra gli elementi
costitutivi della “migliore” allocazione dei beni economici nella societa`.
Razionalita`
Abbiamo parlato di agenti e li abbiamo pensati come agenti economici, ma anche logi-
ci. Abbiamo equivalentemente parlato di individui, giocatori e consumatori. In alcuni
casi abbiamo ragionato sulle coalizioni mentre in nessun caso abbiamo escluso l’inter-
pretazione collettiva degli agenti come istituzioni. In tutte queste declinazioni abbiamo
sempre ipotizzato che gli agenti fossero razionali e idealizzati. L’idealizzazione riguar-
da principalmente le capacita` di ragionamento. Gli agenti reali, al contrario di quelli
ideali, hanno una capacita` di attenzione, osservazione e introspezione limitate, commet-
tono errori di calcolo e di ragionamento. L’economia matematica tuttavia tende a porsi
come obiettivo quello di descrivere come dovrebbero comportarsi gli agenti per agire in
modo economicamente razionale, piuttosto che descrivere gli effettivi comportamenti
degli individui. In questo senso l’irrazionalita` degli individui, intesa come violazione
delle norme che definiscono il concetto di coerenza, viene considerata, al pari dell’at-
trito, un’astrazione inessenziale del modello. Nel Capitolo 4 abbiamo espresso un certo
numero di riserve su questo punto di vista7.
Abbiamo descritto in qualche dettaglio due diverse formalizzazioni del concetto di
razionalita`, quella economica e quella logica. La prima muove dall’ipotesi che, fissato
un dominio di alternative X , un agente sia caratterizzato dalla sua relazione di preferen-
za (equivalentemente dalla sua funzione di scelta, o ancora equivalentemente, dalla sua
funzione di utilita`) su X . Le condizioni di ordine sulle preferenze individuali, abbiamo
visto a piu` riprese, svolgono il ruolo di un’assiomatizzazione del concetto di raziona-
lita` come massimizzazione dell’utilita` individuale. In altre parole la massimizzazione
dell’utilita` nel contesto normativo e astratto in cui ci siamo posti cattura la coeren-
za logica degli agenti, come abbiamo messo in evidenza nel dettaglio propriamente
logico-matematico nel Capitolo 2.
E` dunque il punto di vista normativo sul comportamento degli agenti economi-
ci che li spinge, logicamente, a massimizzare la propria funzione di utilita`. Questo,
7 La letteratura che cerca di rendere economicamente rilevante una concezione meno restrittiva della ra-
zionalita` individuale e` sterminata. Oltre ai riferimenti discussi nel Capitolo 2 i lettori interessati possono
consultare [169] come punto di partenza. Si tratta di una raccolta di saggi in cui Amartya Sen cerca di
promuovere un punto di vista piu` sostanziale che formale del concetto di razionalita`:
Rationality is interpreted here, broadly, as the discipline of subjecting one’s choices – of actions as
well as of objectives, values and priorities – to reasoned scrutiny. Rather than defining rationality
in terms of some formulaic conditions that have been proposed in the literature (such as satisfying
some prespecified axioms of “internal consistency of choice” or being in conformity with “intelligent
pursuit of self-interest”, or being some variant of maximizing behavior), rationality is seen here in
much more general terms as the need to subject one’s choices to the demands of reason. [169], p. 4.
Sono evidenti le difficolta` di catturare con precisione sufficiente a un’analisi rigorosa quali siano le “esi-
genze della ragione”. Questo, per inciso, e` uno dei motivi per cui l’idea di razionalita` come coerenza (o
massimizzazione) e` cosı` centrale nello sviluppo dell’economia matematica.
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senza l’imposizione di ulteriori condizioni8, e in particolare di un qualche confron-
to interpersonale tra le utilita`, porta a una versione puramente egocentrica dell’ipo-
tesi di individualismo metodologico di cui il paradigma paretiano e` l’espressione piu`
esacerbata.
Egocentrismo
La derivazione dell’impossibilita` dell’aggregazione razionale delle preferenze (delle
scelte) e dei giudizi individuali che abbiamo discusso nel Capitolo 1 e nel Capitolo 2
presuppongono, per cosı` dire, una forma di egocentrismo debole, per cosı` dire. Il pa-
radigma arroviano infatti non esclude che gli individui possano ordinare le alternative
sociali tenendo in considerazione il benessere altrui9.
Tuttavia, oltre alla richiesta che gli agenti individuali siano razionali nel senso appe-
na ricordato, il principio di Indipendenza10 esclude che nell’aggregazione delle prefe-
renze e dei giudizi individuali rispetto a due alternative, possano essere presi in consi-
derazioni fattori esterni alle preferenze degli individui su quelle alternative. Se da una
parte il principio di Indipendenza puo` essere giustificato su base puramente logica11,
dall’altra il principio di Indipendenza e` chiaramente il primo obiettivo della critica che
vede il paradigma arroviano inadeguato alla determinazione della soluzione “migliore”
al problema dell’allocazione. Ma non e` l’unico. Come abbiamo avuto modo di illu-
strare richiamando il paradosso del paretiano liberale di Sen nel Capitolo 1, nemmeno
il principio di unanimita`, apparentemente il meno controverso, puo` essere considerato
universalmente desiderabile.
Tra le molte possibili, abbiamo preso la strada paretiana per uscire dall’impasse
del teorema di Arrow. Questo passaggio si e` compiuto facendo cadere l’eventualita`
contemplata da Arrow che gli individui possano ordinare gli stati sociali tenendo in
considerazione il benessere altrui. Questa ipotesi, che abbiamo chiamato appunto di
egocentrismo, porta a una riformulazione del problema centrale in cui tutti gli agenti
sono ora razionali nel senso di massimizzare la propria utilita` escludendo che questa
possa prendere in considerazione l’utilita` altrui12. Si tratta del passaggio che porta alla
competizione pura.
8 Su cui ha molto insistito Amartya Sen.
9 Arrow esprime cosı` l’idea
It is assumed that each individual in the community has a definite ordering of all conceivable social
states, in terms of their desirability to him. It is not assumed here that an individual’s attitude toward
different social states is determined exclusively by the commodity bundels which accrue to his lot
under each. [5], p. 17.
10 A.5 nel Capitolo 1 e IAI nel Capitolo 2.
11 Ricordiamo che l’argomento che abbiamo sviluppato in dettaglio nella Sezione 2.2.2, mostra come il
principio di Indipendenza si collochi allo stesso livello del principio di composizionalita` della logica
classica.
12 Richiamiamo, senza poter entrare nel dettaglio, la tripartizione proposta da Amartya Sen [160]
dell’interesse individuale.
Self-centered welfare: A person’s welfare depends only on his or her own consumption, which rules
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10.2. Desiderata per una soluzione: Stabilita`, efficienza ed equita`
La cornice concettuale dell’individualismo pone importanti restrizioni sullo spazio delle
soluzioni accettabili per il problema centrale e in particolare la loro stabilita` ed efficien-
za. In questa sezione le discuteremo in confronto a un terzo desideratum, quello di
equita`. In parte la nostra analisi segue le riflessioni di Ken Binmore sul rapporto tra
teoria economica e teoria della giustizia [23] 13.
Stabilita` ed efficienza
L’analisi del teorema di Arrow ci ha portato a indebolire l’ipotesi di indipendenza, che
nel contesto paretiano abbiamo sostituito, mediante la cardinalizzazione della funzione
di utilita`, con deboli considerazioni interpersonali. Questo ci ha permesso di identifi-
care la “migliore” allocazione dei beni economici con un’allocazione ottima nel senso
di Pareto. Questa soluzione sposta dunque il peso sull’altro cardine dell’individuali-
smo, ovvero sulla razionalita` come massimizzazione dell’utilita` personale. L’ottimo
paretiano costituisce quindi una soluzione formale in cui le preferenze degli individui
raggiungono una soddisfazione sufficiente a garantire la seguente forma di stabilita` so-
ciale: in un ottimo non e` possibile migliorare la posizione di nessuno senza peggiorare
quella di qualcuno. Questa caratteristica dell’ottimo paretiano porta con se´ anche un
importante aspetto di efficienza. Non essendo migliorabile, nel senso specifico, l’ot-
timo garantisce che tutte le risorse siano (state) distribuite senza spreco. Questo ha
due connotazioni. Da un lato, costituisce un criterio di buona gestione economica, e
quindi, in un senso molto preciso, di coerenza della soluzione14. Dall’altro, in un ot-
timo, ogni preferenza individuale che puo` essere assecondata (senza cioe` diminuire la
soddisfazione di qualcun altro) viene di fatto assecondata.
Essenzialmente la stessa idea di stabilita` dell’ottimo paretiano si estende dagli indivi-
dui alle coalizioni, o piu` precisamente alle strutture equilibrate di coalizioni che abbia-
mo studiato nel Capitolo 6. Ricordiamo infatti come queste richiedano che la coalizione
out sympathy or antipathy toward others, as well as the effects of processes and relational concerns
on one’s own welfare.
Self-welfare goal: A person’s only goal is to maximize his or her own welfare, which rules out incor-
porating within one’s own objectives other considerations (such as the welfare of others), except to
the extent that it influences the person’s own welfare.
Self-goal choice: A person’s choices must be based on the pursuit of his or her own goals, which rules
out being restrained by the recognition of other people’s goals, except to the extent that these goals
shape the person’s own goals.
L’ipotesi di egocentrismo da cui abbiamo sviluppato il paradigma paretiano coincide con l’ipotesi di
self-centered welfare.
13 Mentre noi trattiamo in questo volume soltanto il caso statico, ovvero in assenza di tempo e di interazioni
ripetute, Binmore si concentra sull’aspetto dinamico e in particolare evolutivo, dell’etica applicata alla
teoria economica. Torneremo brevemente sul tema nella sezione finale.
14 Ricordiamo che sussiste un rapporto logico molto stretto tra il concetto di coerenza e quello di
soddisfacibilita`, catturato dal Lemma di esistenza del modello, si veda il Capitolo 2.
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C debba garantire a ognuno dei propri membri almeno quanto questi si potrebbero as-
sicurare senza partecipare a C. Infine, con l’introduzione della proprieta` privata e dello
scambio, il teorema fondamentale dell’economia del benessere indica l’equilibrio di
Walras come soluzione, la cui stabilita` dipende dall’uguaglianza tra domanda e offerta.
Qui, come abbiamo notato, si fa spesso riferimento all’immagine suggestiva della ma-
no invisibile per marcare l’efficienza della soluzione basata sul mercato perfettamente
competitivo.
La necessita` della stabilita` come condizione di coerenza di ogni possibile soluzione
all’interazione sociale motivata da interessi personali e` ancora piu` evidente nella teo-
ria dei giochi non cooperativi di cui abbiamo ripercorso alcuni risultati fondamentali
nel Capitolo 9. Qui, a differenza dell’equilibrio in un’economia puramente competitiva
in cui le azioni individuali sono ottimali rispetto, per esempio ai prezzi, la razionalita`
delle azioni individuali e` definita subordinatamente alla razionalita` delle azioni degli
altri giocatori. Giova ricordare che un gioco si dice cooperativo quando i giocatori sono
nella posizione di poter firmare un accordo vincolante sulle strategie di gioco15 e non
cooperativo altrimenti. Poiche´ nella pratica economica, assicurativa e giuridica nes-
sun contratto puo` dirsi completo o completamente vincolante16 la teoria dei giochi non
cooperativi muove da ipotesi di modellazione relativamente piu` realistiche e piu` affini
ad una visione liberista. L’assenza di accordi vincolanti pone l’accento sul fatto che,
sotto opportune ipotesi strutturali17, la razionalita` dei giocatori li obbliga a selezionare
la strategia che massimizza il loro payoff individuale. Il concetto di equilibrio di Nash
cattura precisamente la stabilita` che scaturisce dall’assenza di incentivi alla deviazione
unilaterale rispetto a una data n-upla di strategie in equilibrio18.
Dunque la stabilita` della soluzione – dal paradigma paretiano, a quello dell’equi-
librio generale passando per l’equilibrio di Nash – e` un desideratum che viene indi-
rettamente imposto dall’ipotesi di individualismo metodologico. Poiche´ la scelta di
ogni individuo e` unicamente guidata dalla massimizzazione della propria funzione di
utilita`, ogni soluzione dovra` essere sufficientemente stabile da neutralizzare le spinte
15 Non abbiamo insistito sugli aspetti contrattuali nel Capitolo 6, ma abbiamo assunto che l’appartenenza
a ogni coalizione C fosse completamente regolata in questo senso. Si tratta, anche in questo caso, di
un’astrazione (e quindi una semplificazione dalla realta`) di certo non banale.
16 Si veda, per esempio, [183].
17 Ovvero che la struttura del gioco – inclusi i payoff individuali – e la razionalita` dei giocatori sia cono-
scenza condivisa (common knowledge), cioe` tutti sanno che tutti sanno [. . . ] che tutti sanno che tutti sono
razionali e che conoscono la struttura del gioco.
18 Osserva Kenneth Arrow sul teorema del minimax
the only reason why we regard this solution as truly rational is that, if both players follow it, neither
one will have any incentive to change his strategy even if he founds out the opponent’s. [5], p. 20.
Robert Aumann [13] colloca l’idea al centro del pensiero economico:
The Nash equilibrium is the embodiment of the idea that economic agents are rational; that they
simultaneously act to maximize their utility. If there is any idea that can be considered the driving
force of economic theory, that is it. Thus in a sense, Nash equilibrium embodies the most important
and fundamental idea of economics, that people act in accordance with their incentives.
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centrifughe, per cosı` dire, dell’interesse individuale. Abbiamo osservato come nel caso
dell’ottimo paretiano e dell’equilibrio perfettamente competitivo sia possibile attribuire
una forma di efficienza, oltre che di stabilita`, alle soluzioni. Tuttavia la molteplicita`
degli equilibri puo` violare alcuni criteri molto intuitivi di efficienza19.
Per vederlo richiamiamo il gioco Caccia al cervo introdotto in precedenza. La Cac-
cia al cervo ha un interesse particolare che deriva dalla sua interpretazione politica. Si
tratta infatti di una forma di gioco in cui e` facile ravvisare gli elementi fondamentali del
concetto di cooperazione sociale. Riportiamo per maggior agio del lettore la struttura
di payoff che definisce il gioco.
FIGURA 1. Una rappresentazione in forma strategica del gioco della Caccia al cervo. Il
payoff legato al cervo e` 2 e quello alla lepre 1. (Si assume che la decisione di cacciare
equivalga all’effettiva cattura della preda).
Pur essendo (C;C) e (L;L) entrambi equilibri di Nash, (L;L) e` chiaramente ineffi-
ciente20. E` evidente che se i e j giocassero o potessero accordarsi su (C;C), otterrebbero
entrambi un esito migliore. Poiche´ stiamo assumendo che tale accordo non sia possibile
per la definizione di gioco non cooperativo abbiamo il problema di isolare criteri teorici
soddisfacenti che portino alla selezione dell’equilibrio efficiente. Osservando i payoff
della Figura 1 risulta evidente che le strategie (C;L) e (L;C) siano quelle a maggior
rischio per i e j rispettivamente. Impegnandosi nella caccia del cervo i rischia di non
prendere nulla se j non coopera e si accontenta della lepre. Per mettere in evidenza que-
sto aspetto si usa chiamare (C;C) l’equilibrio “payoff-dominant” mentre (L;L) quello
“risk-dominant”. In questa lettura, due giocatori che scelgono di giocare (L;L) attuano
una strategia di diffidenza, e quindi di non cooperazione21.
Se l’equilibrio di Nash puo` non garantire l’efficienza della soluzione nei giochi di
coordinamento come nella Caccia al cervo, esistono situazioni in cui garantisce una “so-
luzione” inefficiente. La Tragedia dei beni comuni e` forse il caso piu` studiato. Si tratta
di un problema portato all’attenzione generale dal biologo Garrett Hardin nel 196822
19 Per quanto la teoria economica sia in larga parte motivata dall’identificazione delle regolarita` e quindi
nella prevedibilita` dei fenomeni sociali di cui si interessa, la stabilita` della soluzione, di per se´, non e`
sufficiente.
20 O meglio, noi in quanto osservatori esterni riusciamo a confrontare le coppie di payoff sulla diagonale.
Non e` cosı` per i giocatori che possono soltanto “vedere” cosa succede loro riga per riga (per il giocatore
j) o colonna per colonna (i).
21 Non e` un caso che la Caccia al cervo sia una delle forme di gioco piu` studiate al confine tra teoria dei
giochi (evolutiva) e etica politica. Si veda, ad esempio, [177].
22 Riportiamo, per intero, il sommario dell’articolo [78]:
10.2. DESIDERATA PER UNA SOLUZIONE: STABILITA`, EFFICIENZA ED EQUITA` 199
nel trattare il problema della sovrappopolazione. Consideriamo un pascolo aperto a
tutti. Ogni pastore, secondo le ipotesi dell’individualismo metodologico, cerchera` di
farvi pascolare il maggior numero di animali possibile. In una situazione socio-politica
instabile, per esempio una punteggiata da guerre, epidemie, saccheggi, ecc., la mas-
simizzazione attuata da ogni pastore puo` essere sostenibile. Cessa tuttavia di esserlo
nel momento in cui la stabilita` socio-politica garantisce pace e prosperita` ai pastori, e
quindi alle greggi. In questo caso la razionalita` individuale dei pastori genera l’inevi-
tabile esaurimento del pascolo. L’aspetto tragico di questo e` che l’esito chiaramente
inefficiente per la societa` e` una conseguenza logica della razionalita` individuale23. Dal
punto di vista propriamente logico quindi la Tragedia risiede nel fatto che l’aggregato
di comportamenti individualmente coerenti da` luogo a uno stato sociale logicamente in-
coerente, nel senso che abbiamo precisato nel Capitolo 2 di non essere realizzabile. Si
tratta di un chiaro argomento a sfavore della tesi liberista: le ipotesi di individualismo,
in una situazione di interazione come quella descritta in modo astratto dalla Trage-
dia, non soltanto non portano all’emergere spontaneo della cooperazione sociale, ma
portano al suo esatto contrario.
Pur essendo spesso presentato in modo analogo e cioe` come paradosso della “irra-
zionalita` razionale”, il dilemma del prigioniero non ammette il tipo di interpretazione
che abbiamo appena dato alla Tragedia dei beni comuni. Riportiamo, per comodita`, la
rappresentazione in forma strategica del gioco nella Figura 2
FIGURA 2. Una rappresentazione in forma normale del Dilemma del Prigioniero.
(D;D) e` l’unico equilibrio di Nash.
Il motivo per cui il Dilemma del prigioniero ha alimentato piu` di mezzo secolo di di-
scussione e` il seguente. Osservando la Figura 2 notiamo immediatamente che giocando
(C;C) entrambi i giocatori otterrebbero un esito migliore di quello garantito dall’equi-
librio di Nash. Messa in altre parole, se fossero entrambi irrazionali (ma in un modo
molto specifico) i giocatori otterrebbero un esito strettamente migliore per entrambi ri-
spetto a quello che gli viene garantito dall’unica coppia di strategie in equilibrio. Que-
sto, in buona sostanza e` cio` che si intende dicendo che il Dilemma del prigioniero co-
stituisce un paradosso dell’irrazionalita` razionale. La formula e` certamente evocativa,
ma a differenza della Tragedia dei beni comuni si basa su un errore di interpretazione.
The population problem has no technical solution; it requires a fundamental extension in morality.
23 Osserviamo come la Tragedia dei beni comuni catturi uno degli aspetti piu` ricorrenti del comportamento
individuale nei confronti del patrimonio collettivo, e in primo luogo del patrimonio ambientale.
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Identificando il concetto di equilibrio di Nash come concetto di soluzione, definiamo la
scelta razionale di un individuo come la scelta della sua componente di un equilibrio
di Nash. Poiche´ la definizione di equilibrio e` costruita sul confronto di ogni strategia
di i con ogni strategia a disposizione di tutti gli altri giocatori, segue che i puo` con-
frontare paragonare soltanto le righe della Figura 2. Analogamente j puo` paragonare
soltanto le colonne. Nessuno dei due puo` quindi confrontare gli esiti sulla diagonale
della matrice, cosa che invece noi, che guardiamo il problema dall’esterno, possiamo
fare agevolmente. Quindi se e` evidente che (C;C) dia un esito migliore di (D;D) , e`
altrettanto vero che la natura non cooperativa del gioco rivela un’inadeguatezza evi-
dente di (C;C) come soluzione razionale: sarebbe ragionevole soltanto se entrambi i
giocatori avessero la certezza che l’altro giochi in quel modo. Ma se i sapesse che j ha
scelto C, allora, questa stessa informazione renderebbe immediatamente razionale, da
parte di i scegliere D. La matrice di utilita` che descrive il Dilemma del prigioniero e`
costruita esattamente per rendere (C;C) una scelta strategicamente irrazionale. Conti-
nuando con questo ragionamento osserviamo come il Dilemma del prigioniero sia un
gioco che ammette esiti Pareto efficienti che non sono in equilibrio24. In assenza di
elementi esterni alla struttura del gioco, per esempio di contratti vincolanti esercitabili
sulle scelte dei giocatori, e` strategicamente irrazionale scegliere fuori dall’equilibrio.
L’inferiorita`, in termini di utilita`, di (D;D), rispetto a (C;C) non puo` quindi essere
letta come “irrazionalita` razionale”, ma come il prezzo della mancanza di considerazio-
ni esterne rispetto alla massimizzazione dell’utilita` personale degli individui coinvolti
nell’interazione strategica.
Riportiamo, a margine, una variazione del Dilemma del prigioniero discussa da
Amartya Sen [160] nel contesto delle norme sociali. Il gioco della Promessa ha co-
me obiettivo quello di mostrare come un esito socialmente efficiente possa scaturire da
un’opportuna modifica alla struttura di payoff del Dilemma del prigioniero. L’idea e` di
incentivare l’impegno reciproco attraverso l’attribuzione di un bonus al comportamento
cooperativo25. La trasformazione dei payoff da` luogo a un nuovo gioco, descritto nella
Figura 3. Aggiungendo valore alla cooperazione (mediante la modifica opportuna della
struttura di payoff) il Dilemma del prigioniero viene trasformato in un gioco di coordi-
namento simile alla Caccia al cervo. Il problema diventa quindi quello di selezionare
tra i due equilibri quello Pareto-efficiente. Per farlo, osserva Sen, e` necessario prendere
in considerazione un contesto culturale in cui sia possibile riconoscere norme sociali
capaci di stabilire una fiducia reciproca tra i giocatori26.
24 Questo ci aiuta a distinguere immediatamente il Dilemma del prigioniero dalla Caccia al cervo, in cui uno
degli equilibri ha l’ulteriore proprieta` di essere efficiente. Soltanto quest’ultimo gioco, e non il Dilemma
del prigioniero, ci fornisce un modello adeguato per l’analisi formale delle condizioni di emergenza e
sostentamento della cooperazione, come nel caso paradigmatico del contratto sociale.
25 Osserviamo che la cooperazione nel Dilemma del prigioniero corrisponde all’omerta`. Si pone cosı` chia-
ramente il problema della scelta dei valori di riferimento. Ma gia` a questo livello informale risulta chiaro
come questa non possa essere effettuata all’interno della teoria dei giochi, ne´, in generale, di una teoria
formale.
26 Con le parole di Sen [161]
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FIGURA 3. Il gioco della Promessa
Equita`
Esistono dunque soluzioni stabili che non sono efficienti mentre alcune soluzioni effi-
cienti possono non essere stabili, come la cooperazione nel Dilemma del prigioniero.
In un senso piu` indiretto ma non meno rilevante manca di stabilita` una soluzione che
assegni tutti i beni a un unico individuo, poiche´ in pratica, un’allocazione del genere
darebbe ragionevolmente luogo a una rivoluzione. Si tratterebbe infatti dell’analogo
di cio` che nel contesto arroviano abbiamo chiamato dittatura e che in quella sede ci e`
sembrato naturale escludere immediatamente dalle possibili soluzioni del nostro pro-
blema di partenza. Tuttavia ricordiamo come l’esclusione della dittatura abbia richiesto
l’imposizione di una restrizione esplicita (assioma A.6) sulle regole di aggregazione.
Possiamo ora osservare che l’imposizione della restrizione e` resa necessaria dal fatto
che stabilita` ed efficienza non escludono l’iniquita`, di cui la soluzione dittatoriale e`
l’esempio per eccellenza.
Ancora una volta l’idea generale puo` essere messa a fuoco richiamando un gioco
molto semplice che abbiamo introdotto in precedenza, il gioco dell’ultimatum [75], in
cui il Proponente deve spartire una somma di denaro e il Ricevente deve decidere se
accettare oppure no, nel qual caso nessuno prende niente.
Un aspetto molto interessante del gioco dell’ultimatum e` costituito dai dati speri-
mentali a cui ha condotto negli ultimi due decenni. Con variazioni che dipendono dal
contesto socio-culturale, una proporzione che va da circa un quarto a quasi il 60% dei
soggetti sperimentali che giocano come Proponente, offre la divisione equa della som-
ma iniziale27. Una parte sostanziale dei giocatori sceglie dunque di comportarsi in modo
while there is no certainty that the game will equilibriate at the more favorable of the two equilibrium
points [. . . ], this can easily happen if the players have confidence in each other (in a way it cannot
under the true Prisoners’ Dilemma game).
27 Questi sono i risultati di esperimenti sul campo che gli autori di [81] hanno condotto in dodici paesi di
cinque continenti e appartenenti a vari gruppi socio-economici. Riportiamo la spiegazione offerta dagli
autori della deviazione che osservano rispetto all’ipotesi di razionalita` standard:
We suspect that a proximate reason for these behaviors is that situations cue emotional responses
which induce the behaviors we have measured. For example, many ultimatum-game respondents from
advanced societies, when facing a low offer, experience an emotional impulse to hurt the proposer for
being unfair, just as the subject might in a real life-bargaining situation. Similarly, the New Guinea
responders who rejected hyper-fair offers in the ultimatum game may have experienced the same
anxiety that emerges when somebody gives them an unsolicited gift in everyday life.
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conforme alle intuizioni elementari di equita` (o almeno piu` conformi di quanto non lo
sia la soluzione normativamente razionale fornita dalla teoria classica dei giochi).
Si tratta di risultati molto interessanti, specialmente se presi insieme ai dati che di-
mostrano le violazioni sistematiche dei soggetti sperimentali rispetto allo standard di
massimizzazione28. Se da una parte gli individui reali sono “irrazionali”, dall’altro ten-
dono a conformarsi a standard di equita` relativamente elevati. A tal proposito Ernest
Fehr e Klaus Schmidt hanno teorizzato un modello basato sull’avversione all’iniquita`
degli individui che si e` rivelato particolarmente influente [58].
Osserviamo infine come il comportamento degli individui negli esperimenti sul gio-
co dell’ultimatum siano legati molto strettamente a fattori culturali specifici. Poiche´
il gioco mette in evidenza non soltanto il modo in cui i giocatori ritengono razionale
giocare ma anche cio` che ritengono giusto o moralmente accettabile da parte degli altri,
la variabilita` interculturale dei dati sperimentali sul gioco suggerisce chiaramente la fu-
tilita` della ricerca di una soluzione completa e formale e quindi universale al problema
concreto che abbiamo preso in considerazione in questo volume.
Rimane pero` l’importanza – e in un senso che abbiamo cercato di rendere eviden-
te la necessita` – dell’analisi matematica del problema. Come abbiamo visto questa
trova nelle ipotesi di individualismo un linguaggio particolarmente adeguato. Si pen-
si alla struttura del paradigma paretiano in cui ogni individuo e` rappresentato dalla
propria funzione di utilita` e cioe´ dalla funzione obiettivo di cui la razionalita` come
coerenza richiede la massimizzazione. Da qui diventa poi naturale, da un punto di vista
logico-matematico, interrogarsi sulle condizioni sotto cui le massimizzazioni individua-
li possano essere aggregate, e quali siano le caratteristiche di un’eventuale soluzione.
Innegabilmente la possibilita` di raggiungere il benessere collettivo come “esternalita`
positiva” della ricerca del benessere individuale costituirebbe una soluzione particolar-
mente elegante al problema centrale. E come abbiamo visto l’esistenza della risposta
che fa da sfondo al teorema fondamentale dell’economia del benessere non e` banale,
sia dal punto di vista matematico che da quello concettuale. Si tratta quindi di un punto
di partenza importante per la comprensione della “congerie mal dominabile di fatti e
concetti e problemi”, che nelle parole di De Finetti caratterizza l’economia. Tuttavia
i molteplici argomenti che abbiamo ricordato e sviluppato in questo volume mostrano
che il solo risultato formale non sostiene favorevolmente il confronto con alcune in-
tuizioni elementari su quale debba essere la “migliore” ripartizione dei beni economici
nella societa`.
Dunque, se la soluzione offerta dalla teoria generale dell’equilibrio competitivo non
e` soddisfacente, dobbiamo fare meglio. In questo senso l’osservazione dei dati speri-
mentali e` molto preziosa in quanto fornisce gli spunti per una diagnosi dei limiti del
modello standard dell’economia del benessere. Da questi dati emerge una dipendenza
importante del comportamento economico degli individui da elementi culturali e morali.
L’interpretazione dei risultati comunque non e` priva di controversie [22].
28 Menzioniamo a tal proposito il sostanziale corpus di dati sperimentali che sottende la gia` citata prospect
theory di Kahneman e Tverski.
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Non possiamo considerare “irrazionale” un Proponente che decida di spartire equamen-
te una somma di denaro a cui altrimenti non avrebbe avuto accesso, come non possiamo
trascurare il ragionamento ovvero le ragioni che formano la base delle preferenze degli
individui29. Al tempo stesso il teorema di Arrow, nelle sue molte variazioni ci impedi-
sce di pensare che senza scambio, e in particolare senza discorso pubblico, sia possibile
raggiungere una soluzione soddisfacente per tutti. Come osserva Donald Davidson [41]
la razionalita` e` un tratto sociale, che si esercita soltanto attraverso la comunicazione30.
10.3. Dinamica, tempo e incertezza
Concludiamo con alcune riflessioni su argomenti che non abbiamo trattato, ma che han-
no una rilevanza diretta rispetto al problema di cui ci siamo occupati. Un’ipotesi che
abbiamo sottoscritto inizialmente e che abbiamo sempre mantenuto e` quella della stati-
cita` del modello economico di riferimento. Dal paradigma arroviano a quello paretiano,
dall’equilibrio competitivo fino a quello dei giochi non cooperativi, abbiamo assunto
che l’interazione tra agenti avvenisse una sola volta e in modo puramente sincronico.
L’aggiunta del tempo al modello di interazione socio-economica tra gli agenti per-
mette un arricchimento notevole nel potere espressivo del modello stesso. In parti-
colare diventa possibile prendere in considerazione la ripetizione delle interazioni e
l’incertezza dei loro esiti – due concetti fondamentali sia nell’ambito economico che
in quello etico-politico. Non potendo affrontare qui questi argomenti, ci limitiamo a
segnalare come la dinamica dell’interazione sociale apra in modo abbastanza naturale
a rivisitazioni importanti dell’individualismo metodologico. Le restrizioni normative
sulla razionalita` in presenza di incertezza danno luogo alla teoria dell’utilita` attesa at-
traverso i teoremi di rappresentazione di von Neumann-Morgenstern [190], Hernstein-
Milnor [83] e Savage [152]31. Il linguaggio della teoria dell’utilita` attesa permette la
formulazione di un risultato notevole all’intersezione tra teoria etica ed economica, il
cosiddetto teorema utilitaristico di John Harsanyi [79]. Supponiamo che gli indivi-
dui siano razionali nel senso della massimizzazione dell’utilita` attesa, e che esista una
rappresentazione delle preferenze collettive in termini di massimizzazione dell’utilita`
29 Questa e` la direzione della proposta di estensione del paradigma delle preferenze rivelate proposto, tra
gli altri, da Franz Dietrich e Christian List [47]. Si veda anche [55] per un discorso di ampio respiro
filosofico sull’argomento.
30 Nelle sue parole:
Rationality is a social trait. Only communicators have it.
Alcune conseguenze di questa posizione per la caratterizzazione formale del concetto di razionalita` sono
elaborate in [87].
31 Negli ultimi decenni l’economia matematica si e` orientata all’estensione della rappresentazione pro-
babilistica dell’incertezza, e alla conseguente generalizzazione del concetto di razionalita` come
massimizzazione dell’utilita` attesa. I lettori interessati possono consultare [69] e [70].
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attesa32. Harsanyi dimostra che se le preferenze collettive soddisfano l’assioma di una-
nimita`, allora e` possibile rappresentare l’utilita` attesa collettiva come la somma delle
utilita` attese individuali. Il teorema costituisce uno dei punti di partenza per la discus-
sione del rapporto tra etica ed economia poiche´ mette in rapporto la riflessione sulle
norme di comportamento degli agenti razionali in situazioni di rischio e quelle relative
all’equita`. Questo rapporto non e` sorprendente alla luce del fatto che l’idea di aleato-
rieta` e` intimamente connessa a quella di giustizia. Si pensi, per concretezza, al lancio
della moneta come sinonimo di imparzialita`.
Molte considerazioni di natura etica diventano immediatamente rilevanti nel caso dei
giochi ripetuti. La reciprocita` nel comportamento dei giocatori e` stata a lungo oggetto
di interesse nello studio delle condizioni che incentivano la cooperazione nel Dilemma
del prigioniero ripetuto33. La reciprocita` emerge quindi come condizione che media tra
stabilita`, efficienza ed equita` della soluzione dalla dinamica dell’interazione economica.
Questa riflessione costituisce il punto di partenza per la connessione feconda tra teoria
economica e teoria evolutiva. Tra i tanti contributi segnaliamo, oltre al gia` citato [23],
il volume [177] in cui Brian Skyrms applica le idee e metodi della teoria evolutiva dei
giochi allo studio dell’emergere e del perdurare del contratto sociale.
32 Cioe` estendiamo all’incertezza il paradigma paretiano e facciamo ipotesi analoghe a quelle di Arrow sulla
razionalita` individuale e quella collettiva.
33 Risultano particolarmente interessanti le considerazioni sulla strategia detta tit for tat. In buona sostan-
za la strategia, proposta da Anatol Rapoport per una competizione computerizzata volta a individuare
la migliore strategia per il Dilemma ripetuto, consiste nel cooperare al primo turno e successivamente
rispondere alla cooperazione con la cooperazione, e alla defezione con la defezione. Tra tutte quelle con-
siderate, tit for tat e` la strategia piu` semplice da descrivere e implementare, e nonostante cio` la migliore a
indurre la cooperazione nel dilemma ripetuto. Si veda [17] per i dettagli della competizione che ha dato
origine a questo filone di ricerca e [32], [3], [36], [57] per alcuni tra i tanti sviluppi notevoli.
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