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This thesis tests the hypothesis by Kandel (1975) that there is a specific sequence 
of drug use that users follow. Using the same scalogram analysis technique utilized by 
Kandel in her original Gateway Hypothesis study, a distinct sequence of use was 
discovered. This thesis is based on the National Survey on Drug Use and Health (2005). 
This study confirmed Kandel’s earlier findings in that this study determined that there is a 
sequence of drug use. The current study also confirms Kandel’s position that licit drugs 
precede the use of illicit drugs. This study’s findings differ from those of Kandel, 
however, in that tobacco and not alcohol was found to be the first drug of 
experimentation. In the current study, the data were divided into two age cohorts to 
determine if changing the legal drinking age had any impact on sequencing. Findings 
indicate that the change in the legal drinking age had no effect on sequences of drug use. 
Binomial logistic regression analysis results support the scalogram analysis findings, 
resulting in the rejection of the null hypotheses that there is no sequence to drug use, that 
the sequence is tobacco, alcohol, marijuana, hard drugs, and that the change in the legal 
drinking age would affect sequencing for those respondents who could not drink legally 
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Gateway hypothesis is one of the more controversial theses in the field of drug 
abuse research. Since the publication of Kandel’s groundbreaking study “Stages in 
Adolescent Involvement in Drug Use” in the journal Science in 1975 researchers have 
tried to determine whether the use of one drug leads to the use of other, more potent 
drugs. This hypothesis states that licit drug use almost always precedes illicit drug use.  
Currently the field is split into two camps. Some contend that licit drugs such as 
alcohol and tobacco serve as the gateway to the use of illicit substances. Others contend 
that the use of so-called “gateway” substances are correlated with the use of other 
substances use but cannot be said to cause subsequent use of other substances because 
causation cannot be established.   
Determining whether a gateway drug exists and/or whether a specific sequence of 
drug abuse is followed by the majority of users could be significant to the field of drug 
abuse prevention. The identification of a gateway substance or sequence of use would 
allow substance abuse prevention experts to focus their funding, energy and time on 
helping potential users avoid initial experimentation with gateway substances altogether, 
thereby reducing the risk of becoming a substance abuser. To that end, the current study 




This research paper explores three research questions:  
 
 Does a sequence to drug use by users of hard drugs exist?   
 
 What is the specific sequence of drug use followed by users of hard 
drugs?  
 
 Are there any differences in sequencing between the cohort of survey 
respondents who could drink legally at the age of 18 (those in the 35 
and over category) and at the age of 21 (those in the 34 and under 
category).  
 
The first two questions involve testing the Gateway Hypothesis (Kandel, 1975), 
which posits that there is a sequence of drug use followed by users of hard drugs and that 
said sequence is as follows: alcohol → tobacco → marijuana → hard drugs. In the current 
study, the Gateway Hypothesis was tested to determine if a sequence of use exists and, if 
so, whether the originally hypothesized sequence was supported by the current analysis. 
No inferences will be made regarding whether the use of one substance causes the use of 
another substance. Solely issues of sequencing are addressed here.   
The third research question concerns sequences of use for specific age groups.  It 
pertains to the change to the minimum legal drinking age. In the United States, The 
National Minimum Drinking Age Act of 1984 increased the legal drinking age from 18 to 
21 years of age (Hedlund, Ulmer and Preusser, 2001). This law was in effect in all 50 
states by 1988. The third research question focuses on whether this law had any effect on 
drug use sequences for respondents who could not legally drink until the age of 21. To 
test this, respondents were divided into two categories based on age. Since the drinking 
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age law was not enacted uniformly by all fifty states in the same year, age categories 
were created based on respondents being over the age of 18 in 1988 (to ensure no 
respondent was in an exempted category that could drink legally under the age of 21), the 
year the final state made 21 their legal drinking age (http://www.alcoholpolicy. 
niaaa.nih.gov.). All respondents fell into one of two age categories. Category one consists 
of respondents aged 34 and below while category two consists of respondents aged 35 
and above.  This law included a clause that allowed those under the age of 21 to drink 
legally if they were over the age of 18 when the new law went into effect.  
Wagenaar and Toomey (2002) reviewed 132 alcohol studies that were published 
from 1960 through 1999 to determine the impact of the minimum drinking age policy on 
youth drinking. The studies were examined for methodological quality and those that 
were found to be of acceptable quality were included for analysis. These works were 
divided into two categories. One category focuses on alcohol consumption and the other 
focused on traffic crashes. The findings indicate that when the drinking age was lowered, 
youth alcohol consumption was higher. Additionally, when the drinking age was raised, 
youth alcohol consumption decreased. None of the studies analyzed disputed this trend 
(pp. 209-213). 
With regard to the drinking age and traffic crashes, the evidence was mixed. Of 
the studies analyzed, 35% found no relationship between the drinking age and traffic 
accidents. The remaining studies found an inverse relationship with lower drinking ages 
contributing to an increase in traffic accidents. None of the studies indicated a positive 
relationship between the drinking age and traffic accidents (pp. 213-215).   
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One of the questions that will be answered by this thesis is whether or not the 
change in the drinking age impacted the drug use sequencing in any way. Wagenaar and 
Toomey (2002) found that the change seemed to impact youth traffic accident rates. It is 
predicted here that sequencing was unaffected by raising the drinking age. 
While raising the legal drinking age may have reduced underage consumption, 
leading to a decrease in teen automobile accidents, there are other benefits to reducing the 
consumption of alcohol both for teens and adults. According to Liska (2004), alcohol is 
America’s biggest drug problem. The author indicates that alcohol is the most widely-
used recreational drug in America and, citing data from the Department of Health and 
Human Services, points out that approximately ten percent of the population can be 
classified as problem drinkers while three percent of the population dies from some 
alcohol related cause. Liska proceeds to provide a list of social problems related to 
alcohol consumption based on his analysis. The list includes: 
 11 million accidental injuries annually  
 
 2 million alcohol-related arrests annually 
 
 Between 4000-5000 babies are born defective annually because of 
alcohol 
 
 In the United States, alcoholism is the third leading health problem 
 
 The economic cost of alcohol abuse was $184 billion in 1998 
 
 According to the Centers for Disease Control and Prevention, 300 
people die each day from an alcohol related illness or injury 
 
 Seven percent of college freshmen who drop-out cite drinking as the 
cause 
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 College students report spending 5.5 billion annually on alcohol. This 
is more than they spend on other beverages and text books combined 
 
 The number of college women who report drinking specifically to get 







Drugs are defined in terms of medical utility, illegality and psychoactivity. Each 
of these definitions has an essentialistic (i.e., objective) element.  Two of the three, 
medical utility and illegality, also have a constructionist or subjective aspect to them 
(Goode, 2005; pp. 8-10).  
According to the Medical Utility model, a drug is “any substance used to treat the 
body or mind” (Goode, 2005, p. 8). Thus, any substance used to treat an injury or disease 
can be classified as a drug. However, substances such as cocaine and heroin, which are 
not medically-accepted treatments, would not be classified as drugs according to this 
definition (Goode, 2005). Because few would argue that heroin and cocaine are not 
drugs, the “Medical Utility” model is incomplete as a stand-alone definition. 
The “Illegality” model defines drugs based on their legal status. In this frame, if it 
is legal to possess and sell a substance then that substance is not a drug. If it is illegal to 
possess and sell a substance, then it is a drug. Since this classification system is based 
solely on legal definition, it is possible for a substance to be classified as a “drug” in one 
jurisdiction and not in another (Goode, 2005). If illegal, then medicinal values of those 
substances also might not be recognized or approved.  Additionally, this definition would 
mean that alcohol and cigarettes would be classified as drugs when possessed and used 
by those legally not old enough to have and use them.  Currently in the United States, 
persons must be 21 years of age to possess alcohol and 18 years of age to possess 
cigarettes (Ksir, Hart and Ray, 2006).  Those who are in possession of cigarettes or 
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alcohol but who are not legally old enough to use them are committing status offenses.  
Those legally old enough to possess or use these substances are not in violation of laws 
regarding use and possession.  Thus, the legality approach is compromised in the cases of 
alcohol and cigarettes.   
Medical utility and legality approaches for defining what does and does not 
constitute a drug, whether legal or illegal, are both time and culture-bound. Such 
constraints should be noted in research which tests models such as the Gateway 
Hypothesis. These constraints help contextualize results in that time-boundedness and 
culture-boundedness affect whether use of certain drugs constitutes deviance. Generally 
speaking, deviance results in repercussions of both a legal and/or social nature. To have a 
fairly clear picture of the correlates of deviant drug use assists with programs and policies 
aimed at preventing or curtailing said use.   
From the psychoactivity frame, drugs are “any substances that have an effect on 
the mind” (Goode, 2005, p. 10). This is the only perspective that lacks a subjective 
element. This approach defines as a drug anything that has a psychoactive component, 
regardless of legality or medical utility. The limitation is that any substance which does 
not directly affect the mind is not a drug. This would mean that a number of medications 
available by prescription only (e.g., antibiotics,) should not be classified as drugs (Goode, 
2005).  




Types of Drug Use 
There are four types of drug use: legal instrumental, illegal instrumental, legal 
recreational and illegal recreational (Goode, 2005). Legal instrumental drug use refers to 
the use of any legal substance used for its intended purpose.  An example of legal 
instrumental drug use is taking a prescription analgesic for arthritis. Illegal instrumental 
use refers to taking any illicit/controlled substance without a prescription for a purpose 
other than what is medically intended. An example of this would be taking amphetamines 
without a prescription in an effort to lose weight.  
Legal recreational use involves ingesting a legal psychoactive substance (alcohol, 
tobacco) to achieve an “altered” state. This would include smoking by individuals over 
the age of 18 and drinking alcohol among those over the age of 21.  
Illegal recreational use involves the ingestion of a psychoactive substance for the 
sole purpose of getting “high” (Goode, 2005). This is the category of drug use that will be 
of concern in this paper. It includes all recreational drug use for individuals under the age 
of 18 (alcohol, tobacco, marijuana and hard drugs that have no medicinal purpose such as 
cocaine, heroin, methamphetamine, etc.).    
Table 1  Four Types of Drug Use 




Prescription analgesic taken for 
intended purpose. 
 
Taking someone else’s prescribed 
amphetamines to lose weight. 
 
Recreational  Smoking when older than 18. Smoking marijuana. 
 
(Table original to this work.  Based on author’s review of the literature) 
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Theories of Substance Abuse  
There are numerous theories of drug use but only a few of the more significant 
and widely held theories that may apply to the Gateway Hypothesis will be discussed 
here. One of the best known theories is Robert K. Merton’s (1968) theory of anomie. The 
use of the concept of anomie is associated with Durkheim’s classic work, Suicide 
(Durkheim, 1897, as translated by Spaulding and Simpson, 1951).  According to 
Durkheim, anomie refers to the sense of normlessness and meaninglessness that exists 
when there are no clear rules to guide behavior (Traub and Little, 1975). To Durkheim, 
anomie creates “a state of exasperation and irritated weariness which may turn against the 
person himself or another according to the circumstances” (1897, translated by Spaulding 
and Simpson, 1951, p. 355).  As adapted in Merton’s work, it is posited that deviance is 
the result of strain created when people are taught to be successful, but are cut off from 
legitimate avenues of success (education, opportunity, etc.). When people do not have 
access to the legitimate means of attaining success, they turn to illegitimate options in an 
effort to achieve success (Traub and Little, 1975).    
Merton (1968) argues that drug use occurs when people cease to pursue success, 
either legitimately or illegitimately, and become what he calls “retreatists.” For Merton, 
retreatists are people who have given up on the “American Dream” and who seek solace 
in alcohol and/or other drugs (pp. 207-209). To this end, alcohol and/or drugs replace 
both the prescribed goals of society and the accepted means of achieving them.   
To test the connection between anomie and drugs, Deibert (2003) examined data 
from the 1974 to 2000 Monitoring The Future survey. Using multivariate analysis, 
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Deibert focuses on variables concerning respondent attitudes toward social (economic 
and political) institutions. Deibert found that individuals who place higher levels of faith 
in social institutions use drugs at higher rates. Deibert attributes this to individualism. He 
contends that individuals who have more faith in social institutions also exhibit higher 
levels of individualism, with “a deep-seated commitment to individual rights and 
autonomy” (p. 9). 
Cloward and Ohlin (1960) support Merton’s contention regarding “retreatists” 
and augment his theory with their own research. They argue, like Merton, that alcoholics 
and drug addicts are individuals who have given up on the goal of being successful. It is 
the addict’s “double-failure” that is of interest to Cloward and Ohlin. They surmise that 
the addict finds it impossible to be successful using either legitimate or illegitimate 
means. Failing with both, the addict retreats into a subculture of drugs where few, if any, 
demands are placed on them.  
Sutherland’s (1974) Theory of Differential Association contends that like any 
behavior, criminality is learned through interaction with others. He writes that people 
learn deviance (drug use, in this case) through exposure to “intimate personal groups” 
who offer an “excess of definitions” which are favorable to the activity (pp. 75-76). 
Individuals who receive an excess of definitions that are favorable to the use of alcohol, 
tobacco, and/or other drugs are more likely to experiment. Those who do not are less 
likely to take up the activity. This theory may explain how some users overcome societal 
prohibitions against drug use and begin the Gateway process by experimenting with 
licit/illicit substances. There is an important caveat to this work; interactions, per se, are 
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not important.  Rather, it is the frequency and intensity of interactions with significant 
others that influence perceptions and behaviors. 
Dull (1983), utilizing self-report surveys and a random sample of 2000 licensed 
drivers in the state of Texas tested differential association theory by focusing on the 
respondent’s beliefs regarding how many or his/her friends drink, smoke and/or use 
marijuana. Using zero-order correlations, Dull found a strong connection between peer 
drug use and respondent drug use. These findings were consistent with regard to age and 
gender categories but not with regard to race.     
Orcutt (1984), utilizing self-report surveys, examined marijuana use by 987 
undergraduates at the University of Minnesota and at Florida State University. Orcutt 
focused on variables regarding personal and perceived peer use of marijuana. Utilizing 
zero-order correlations Orcutt found that as the number of interpersonal associations with 
drug using peers decreases, levels of marijuana use decline proportionally.  
Johnson, Marcos and Bahr (1987) utilized a self-reporting survey to sample 768 
high school students from, “a metropolitan area in the western United States” (p. 329). 
The trio used zero-order correlations to assess the impact on a number or variables, 
including parental attachment, religious attachment, educational attainment, conventional 
values and drug-using friends, on adolescent drug use. Findings indicate that having drug 
using friends more significantly influenced respondent drug use than did any of the other 
variables tested, offering further support for differential association theory. 
Hirschi (1969) argues in his social control theory that drug users suffer from a 
lack of social ties to society. He feels that it is not so much one’s ties to deviant groups 
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that encourage deviance but rather a lack of ties to society that leaves the individual free 
to engage in recreational drug use. The emphasis of this theory is upon what one has to 
lose rather than gain. If one has few ties to conventional society, then he/she has little to 
lose in the form of job, social standing, conventional friends, etc. and there really is no 
reason not to use illicit substances. According to Hirschi’s theory, being well-integrated 
into society therefore insulates against the use of recreational drugs. 
Social control theory was tested by Wiatrowski, Griswold and Roberts (1981). 
Utilizing data from the Youth in Transition Study, a longitudinal study involving 2213 
tenth-grade boys, the authors tested the effects of Hirschi’s four tenets of social control: 
attachment, commitment, involvement and belief. Findings generally support Hirschi’s 
theory but question the importance of commitment, offering another variable, dating, as 
potentially more important in explaining delinquency.    
Hirschi proposed a second theory on drug use with Michael Gottfredson called 
self-control theory. Gottfredson and Hirschi (1990) argue that a lack of self-control on the 
part of some individuals leads to drug use. Users, according to the theory, are only 
concerned with immediate gratification. Drug use leads to immediate pleasure and the 
result is that both short and long-term consequences are ignored. Gottfredson and Hirschi 
explain higher rates of delinquency, including drug use, on the part of males by 
reminding us that females have historically been watched more closely than males and 
therefore have fewer opportunities to engage in such behavior. 
According to self-control theory, parents of drug users have failed to effectively 
monitor, care for, punish or otherwise socialize their children and the end result is an 
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individual who lacks the internal impetus to resist impulsive, dangerous and/or otherwise 
harmful behavior (Gottfredson and Hirschi, 1990). Without these internal controls, 
individuals are more likely to succumb to the pressure and/or temptation to use drugs. 
Further, these individuals may not require peer pressure or need illegitimate opportunity 
to succumb to drugs. Rather, they may seek out opportunities to experiment with and 
otherwise use drugs of their own initiative. Such may be the extent, or lack thereof, of 
their self-control. 
Longshore (1998), using secondary data analysis of an evaluation of Treatment 
Alternatives to Street Crime (n=619) performed regression analysis on variables related 
to self-control and opportunity. Findings indicate that criminal offenses were more 
frequent when self-control was lower and that criminal offenses were more frequent 
when opportunity was higher. Self-control and opportunity together were stronger 
predictors of criminal behavior than either factor alone.  
Nakhaie, Silverman and LaGrange (2000) examined both self-control and social 
control to determine which had the greater effect on delinquent behavior. Utilizing data 
from the Study of Juvenile and Adolescent Behaviour, a survey of 2495 secondary school 
children in Edmonton, the authors examined indicators for both self-control and social 
control. They compared means and determined that self-control is the more significant 
factor in predicting delinquency. Nakhaie et al. (2000) also conclude that self-control is 
closely tied to social control in that self-control is often influenced by external groups 
(family, employers, peers).  
 13
Aker’s social learning theory is rooted in the work of Sutherland’s work (Goode, 
2005). The basic premise of social learning theory is that behavior is learned through 
exposure and reinforcement (positive and negative) (Akers, 1998). It is assumed that 
generally, rewarded behavior is repeated while behavior that is punished is subsequently 
avoided. This applies to practical and social outcomes. The term “practical outcome” 
refers to one’s experience with the drug in question. A pleasurable or negative experience 
will generally dictate future patterns of use or lack thereof.   
The same can be said of social outcomes. If peers respond positively to 
deviant/drug-using behavior then the effect of that response can be said to be reinforcing 
and the behavior will likely be repeated. If the peer response is negative, then the 
behavior has been discouraged. The type and extent of the response will encourage or 
discourage future deviant behavior according to this theory (Akers et al., 2004).  
Akers and Lee (1996) tested social learning theory using 404 cases from a five 
year longitudinal study on adolescent smoking. Akers and Lee contend that, “drug use is 
predicted to the extent that it has been differentially reinforced over abstinence and is 
defined by the individual as desirable or justified” (p. 319). Utilizing LISREL models and 
focusing on variables indicating duration, frequency and intensity of peer smoking, Akers 
and Lee (1996) found that the three were highly correlated with adolescent smoking 
patterns. These authors concluded that their findings supported social learning theory.   
Utilizing data from the Boys Town study of alcohol, tobacco and drug behavior 
(n=3,065) Akers and Lee (1999) focused on frequency of use and peer attitudes toward 
marijuana use. LISREL analysis determined that frequency of use was closely tied to, 
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“one’s own positive or negative definition of marijuana, differential peer association and 
reinforcement balance” (p. 13). The authors also found that movement from the 7th grade 
to the 12th grade exposes adolescents to a variety of, “associations, reinforcement and 
definitions favorable to substance abuse” (p. 19).   
Triplett and Payne (2004) tested social learning theory by focusing on using drugs 
as a solution for life’s problems. Utilizing the National Youth Survey, they analyzed the 
responses of 1,725 youths between the ages of 12 and 17. The duo focused on variables 
related to drug use among peers and peers’ perception of drug use. Using chi square and 
logit analysis, Triplett and Payne found that respondents who used drugs instrumentally 
were more likely to use drugs frequently than did those who did not use instrumentally. 
Others have examined the effects of various factors on adolescent drug use with 
mixed results. Hoffman and Johnson (1998) examined adolescent drug use utilizing 
22,237 cases data from the National Household Survey on Drug Use. Using cross-
tabulations and multivariate logistic regression models and focusing on family structure 
variables, they determined that adolescents who live in father-only homes or father-
stepmother homes are at greater risk for drug use while adolescents residing in father-
mother homes have the lowest risk for drug use. 
Duncan, Duncan and Strycker (2002) analyzed the influence of neighborhood 
structure on drug use. Utilizing data from 1,182 survey cases, census, police and 
observational data from 55 neighborhoods in the Pacific Northwest, the authors 
constructed multilevel latent variable models based on the following measures: poverty, 
the number of alcohol retail outlets, social cohesion, juvenile alcohol and drug arrests and 
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demographic variables. Findings indicate that alcohol was more readily available in 
stores located in low-income neighborhoods which lessened social cohesion. This, in 
turn, led to the perception that there was a greater problem with adolescent substance use 
in those same neighborhoods. 
Preston (2006), using 4,601 cases data from the 2001 National Household Survey 
of Drug Abuse examined the effects of strain on alcohol and drug use. Strain was 
measured in terms of how nervous the respondent rated himself/herself in various social 
situations. Logistic regression analysis revealed that strain was positively correlated with 
chronic marijuana usage but was a weaker predictor than both associations with drug 
using peers and “personal approval of drug use.”   
  Jeynes (2006) examined the link between religious commitment and drug 
consumption. Using 18,726 cases obtained from the National Education Longitudinal 
Study, Jeynes performed logistic regression analysis and determined that respondents 
who indicated that they are devoutly religious use alcohol, marijuana and cocaine less 
frequently that respondents who did not report being devoutly religious. This finding held 
true even when controlling for race and gender.  
Amoateng and Bahr (1986) also found religiosity to have a significant impact on 
levels of drug use. Utilizing a sample of 17,000 high school seniors from the Monitoring 
The Future survey, Amoateng and Bahr performed multiple regression analysis to 
determine the impact of religiosity (measure by frequency of church attendance and a 
question regarding the importance of religion is in the respondent’s life) on drug use and 
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determined that “those who were high on religion were less likely to have reported 
alcohol or marijuana use” (p. 63).   
Ward, Stafford and Gray (2006) used an experimental design to test rational 
choice theory. In their study, one hundred participants volunteered and were tested in a 
laboratory setting. In the study, each volunteer was presented with choices that would 
either result in rewards (receiving points) or punishment (losing points). Participants were 
given the opportunity to utilize a “preview button” to ensure correct answers in the 
beginning but later use of said button carried with it the risk of losing points. Regression 
analysis revealed that participants were more prone to risk-taking when certainty of 
punishment was low or when severity of punishment was low. Additionally, Ward et al. 
found that by increasing the reward for non-risk-taking behavior the probability of risk-
taking behavior decreases.    
 
Psychological Theories 
According to Goode (2005), psychological theories generally fall into two 
categories: “those emphasizing the mechanism of reinforcement and those stressing the 
personalities of the drug user abuser” (p. 62). In this section we will examine the three 
major psychological theories of drug use. These include reinforcement theory, inadequate 
personality, and problem behavior proneness.  
 Reinforcement theory examines the role of positive and negative 
reinforcement in substance abuse. The basic argument of reinforcement theory is that 
when one takes a psychoactive substance the pleasure received provides a strong 
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motivation to repeat the behavior (Bejerot, 1980; McAuliffe and Gordon, 1980). As one 
increases use, the pleasurable outcome is enhanced. However, continued use leads to a 
more pronounced tolerance for the drug. This means a user must increase his or her dose 
to account for both tolerance and the desire to experience a “high” equal to what was 
experienced at the time of original experimentation. The absence of the drug from the 
user’s system leads to withdrawal symptoms, which also motivate the user to consume 
the substance (negative reinforcement). 
The theory of inadequate personality states that drug users suffer from some type 
of emotional or psychological difficulty which is the motivating factor behind their use. 
According to this theory, people turn to drugs as a means of escaping from the problems 
or negative realities of their lives. Drugs are used to mask feelings of inadequacy and to 
escape from the problems and pressures of life (Ausubel, 1980; Wurmser, 1980).  
Problem-behavior proneness is a psychological theory of drug use that focuses on, 
“unconventionality and the willingness to take risks” (Goode, 2005, p. 66). Problem-
behavior proneness is predicated on the notion that the more an individual displays 
independence and shows a disregard for conventionality, the more likely he or she is to 
use drugs (Jessor & Jessor, 1980). While this theory may explain what type of person is 
more prone to drug use, it does not explain why some people become addicts while others 
do not.     
Additionally, there are three psychological theories that are unique to alcohol use. 
These include psychoanalytic theory, dependency theory and power theory (Rivers, 1994, 
p. 114). The following is a summary of each of the above theories. 
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Psychoanalytic theory is rooted in the work of Sigmund Freud. Freud postulated 
that mental illness is the result of unconscious conflict. The individual has a need to 
express “something,” but at the same time is driven to repress this need. Since the 
conflict is unconscious, the person suffering is unaware of the need itself and is only 
aware of the symptoms of the conflict. Freud felt that only through psychoanalysis could 
one get to the root of the conflict, find an acceptable outlet for expression, and overcome 
their suffering (Rivers, 1994). 
With regard to alcohol and alcoholism, proponents of psychoanalytic theory argue 
that alcoholics are suffering from a fixation at the oral stage of development. Drinking 
has become a substitute for breastfeeding. It satisfies the alcoholic’s oral fixation and re-
creates the breastfeeding experience. When drinking, the drinker feels warmth and 
security, like a baby in its mother’s arms (Rivers, 1994).  
Dependency theory argues that there are three types of alcoholics. The first type is 
the openly dependent. Blane (1968) argues that openly dependent alcoholics are people 
who shun independence and seek to exist in a child-like state, with others meeting their 
needs. Sometimes openly dependent alcoholics are people who attempted to make it in 
the real world but found life too challenging and overwhelming. Thus they have retreated 
back to a state of existence in which others take responsibility for them. Alcohol serves to 
alleviate their anxiety and plays a role in their ongoing effort to manipulate others into 
taking care of them. 
Counterdependent dependents are alcoholics who deny any dependency needs 
exist. They generally have been raised to believe that the individual should be capable of 
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taking care of one’s self and they avoid dependency relationships. The use of alcohol is a 
way of expressing dependency needs without making them known. The individuals fear 
that the display of any dependency needs will destroy his or her identity as self-sufficient 
(Blane, 1968). 
Dependent-independent alcoholics are individuals who vacillate between 
expressing and denying dependency needs. One minute they may behave in a fully 
dependent manner and the next they may dispute that any need exists. These types of 
alcoholics can be especially difficult to treat because they often manifest the worst 
symptoms of both openly dependent and counterdependent alcoholics (Blane, 1968).  
McClelland et al. (1968), in their power theory argue that personalized power is at 
the root of excessive drinking and that those who lack it are more likely to be alcoholics. 
Their argument states that when men drink in moderation they begin to experience 
altruistic feelings. They believe that they have the kind of power that can be used to help 
others. As men continue drinking (to excess), they begin to experience feelings of great 
personal power. This is expressed in their desire and attempts to dominate others. 
Proponents of this theory believe that men who drink excessively lack power in their 
everyday lives and alcohol provides them with an outlet for expressing power needs. 
Power theory does not apply to women in the way it does to men. Wilsnack 
(1973) found that alcohol consumption had little effect on notions of personal power with 
regard to women. Instead, she found alcohol consumption made women feel more 
feminine and inferred that excessive use may be related to doubt on the part of some 
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women regarding their femininity.  In either instance, power theory is consistent with 
typical gender roles. 
 
Biological Theories 
Biological theories of substance abuse are based on the premise that there is 
something innate to the individual that genetically predisposes one to substance abuse, 
compelling the user to use. This view includes the theory of genetic factors and the theory 
of metabolic imbalance. Each will be examined individually. 
Genetic factors as an explanation for substance abuse is based on the notion that 
some individuals, according to theory, possess a gene or combination of genes that make 
them more susceptible to certain types of substance abuse. The exact gene, or 
combination of genes, however, has yet to be identified (Goode, 2005).  Most of the 
support for this theory is derived from studies of twins and familial studies. For example, 
Schuckit et al. (1985) found that certain biological factors may increase the risk of 
alcoholism and that such factors include differences in metabolism, neuropsychological 
factors, the risk for other mental disorders and electrophysiological differences. It is 
difficult, however, to isolate these factors from other environmental factors and 
determine the extent to which these biological factors may play a role in addiction.  
Studies of twins are more divided with regard to findings. Some researchers claim 
that research supports the notion that genetic factors play a role with regard to alcoholism 
(Wodarz et al. 2006; Prescott, Aggen and Kendler, 2001; Rose, 1995). However, 
according to Ullman and Orenstein (1994), “no researcher claims that genetics can 
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predict alcoholism very well. Most children of alcoholics do not become alcoholic, and 
most alcoholics do not have alcoholic parents. This indicates that there is still a need for 
“research on the social-psychological factors involved in the etiology of alcoholism” (p. 
1).    This sentiment also is found among researchers who are searching for a potential 
genetic basis in alcoholism (see, e.g., Schuckit et al., 1985). 
The second biological theory is the theory of metabolic imbalance. This theory is 
based on the belief that some addicts may suffer from a form of metabolic imbalance and 
that by consuming a certain illicit substance (or substances) the user reaches the state of 
normality that most people feel without consuming drugs (Goode, 2005). When the 
drug(s) wears off, the user returns to his/her original state and a cycle of cravings emerge, 
driving the user to ingest drugs again and again in an effort to self-medicate (Dole and 
Nyswander, 1980). Neither of the biological theories can currently be substantiated 
definitively; however, research continues into the genetic and psychological aspects of 
drug use. 
 
The Gateway Hypothesis 
The Gateway hypothesis was first proposed by Denise Kandel (1975) in her 
article “Stages in Adolescent Involvement in Drug Use.” The Gateway hypothesis is the 
idea that users of hard drugs such as cocaine and heroin follow a logical sequence that 
begins with licit substances (alcohol and tobacco) and then leads on to marijuana and 






Stages of Drug Use (Source: Kandel, 1975, p. 912.) 
 
Kandel (1975), using data from two longitudinal surveys given to a random 
sample of 5,468 New York state high school students, determined that there were four 
stages to drug use for those who progress to hard drugs. Kandel examined students’ 
responses to questions regarding whether they had ever used and whether they had used 
in the past month any of 14 legal and illegal substances. Responses were used to establish 
a predicted sequence of use utilizing alcohol as the initial independent variable and other 
substances as both dependent (when following the use of another substance) and 
independent (when preceding the use of another substance) variables.  
Guttman scaling allowed Kandel to determine which respondents followed the 
predicted sequence and which did not. Findings indicated that alcohol and tobacco use 
almost always preceded the use of marijuana, while marijuana use was an important stage 
preceding the use of harder drugs. For example, only one percent of illicit substance users 
failed to experiment with licit substances first. Additionally, only two to three percent of 
users proceeded to illicit substances from licit substances without using marijuana 
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intermediately. Based on these findings, Kandel concluded that experimentation with 
marijuana was an important stage in drug use sequencing.      
In a follow-up study, additional empirical support for the Gateway Hypothesis 
was documented by Kandel and Yamaguchi (2002). The study relied on data from the 
National Household Survey on Drug Abuse, a national survey of non-institutionalized 
Americans over the age of 12.  The authors analyzed the data in order to depict models of 
sequence for drug use for 21,000 individuals between the ages of 18 and 40. Using a log 
linear quasi-independence model, the authors found pathways of use consistent with the 
diagram first offered in Kandel’s initial findings.  
It also was found that movement from one stage to the next was generally 
consistent with heavy use of a lower stage drug. In many cases marijuana users met the 
criteria for alcohol and/or tobacco addiction while cocaine users met the criteria for 
marijuana addition. The data also indicated that users who began experimenting at a 
young age tend to use more frequently and were at a higher risk for progressing to 
subsequent higher stages. 
Kandel, Treiman, Faust and Single (1974) utilized self-reporting surveys with 
matched identification codes collected from 1,110 New York State schoolchildren and 
their parents to test peer influence and other demographic factors on drug use. The 
identification numbers allowed the researchers to create “adolescent-parent-best school 
friend triads” (p. 445). Multiple regression analysis was performed to determine which 
demographic variables had the greatest effect on respondent drug use. Findings indicate 
that frequency of peer drug use had the greatest overall effect on respondent drug use. 
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Kandel et al. concluded that “the most important factor in marijuana use is the best 
friend’s frequency of marijuana use” (P. 445).     
Mills and Noyes (1984) utilized self-reporting questionnaires to survey 34,379 
8th, 10th and 12th graders in Maryland in 1978 and 1979. A random sample of 2,036 was 
drawn for in-depth analysis. Using scalogram analysis and logistic regression, Mills and 
Noyes determined that the use of licit substances preceded the use of illicit substances. 
Specifically, Mills and Noyes determined that alcohol and tobacco preceded the use of 
marijuana, which preceded the use of hard drugs. These findings support the gateway 
sequence proposed by Kandel.   
In a study by Hawkins, Hill, Guo and Batton-Pearson (2002), a group of 808 
Seattle school children were interviewed nine times over the course of 11 ½  years, 
beginning in the 5th grade, regarding their attitudes toward alcohol and drugs. The 
authors believed that the more favorably a drug was perceived, the more likely it was to 
be used earlier in a given sequence. Latent transition analysis was used to determine 
whether attitudes toward certain drugs became more or less favorable over time. The 
authors’ findings correlated with Gateway hypothesis sequencing. The authors’ found 
that respondents viewed alcohol more favorably than cigarettes; cigarettes more 
favorably than marijuana; and marijuana more favorably than hard drugs.     
Golub and Johnson (2002) studied drug use sequences utilizing National 
Household Survey on Drug Abuse data and Arrestee Drug Abuse Monitoring data. The 
collection process for NHSDA data was described above. Arrestee Drug Abuse 
Monitoring (ADAM) data was gathered quarterly by interviewing arrestees at the time of 
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their booking about their drug use. The data provided by some 7,713 arrestees was 
utilized in this study.  
Testing two hypotheses that inner-city New York residents would be less likely to 
follow the Gateway hypothesis sequence, Golub and Johnson (2002) used transition 
diagrams to establish a drug use sequence. The authors found that their sequence was 
consistent with that of Kandel and that the overwhelming majority of users began with a 
licit substance, progressed to marijuana, and (for the small minority of users who do 
progress to stage 4) ultimately ended with harder substances.   
A frequently found misconception regarding the Gateway hypothesis is that it 
implies that the use of one drug (usually marijuana) causes the use of another drug 
(Earleywine, 2002). Kandel (2002) never contends that the use of one substance causes 
the use of another, more serious substance (pp. 369-370). Instead, she posits that there is 
an association between the use of one substance and the subsequent use of other 
substances later. Kandel argues that with regard to causation, other factors, such as 
frequency of use, must also be examined. Frequency of use, she indicates, appears more 
closely tied to movement from one drug to the next than does mere use. 
Even if the impetus is on whether the Gateway sequence has convincing empirical 
support, there remains concern that such research fails to fully support the hypothesized 
sequence. Tarter et al. (2006) conducted a study utilizing diagnostic interviews in which 
224 males between the ages of 10 and 12 were evaluated and re-evaluated at ages 16, 19, 
and 22. Using one-way analyses of variance on the responses to test the Gateway 
sequence, the authors determined, “that there is a high rate of non-conformance with this 
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temporal order” (p. 2138). Specifically, the authors found that in neighborhoods where 
illicit drugs are readily available and where parental supervision is low, youths are likely 
to experiment with marijuana before experimenting with alcohol and/or tobacco products. 
The authors concluded that “consumption of marijuana prior to use of licit drugs appears 
to be related to contextual factors rather than to any unique characteristic of the 
individual” (p. 2138). Said findings were not rare, more than twenty percent of 
respondents reported using marijuana before alcohol and/or tobacco.  
Bell, Ellickson and Hays (1992) found similar patterns in their study on drug use 
sequencing. The authors used longitudinal scalogram analysis to analyze the responses 
from 4,145 students between the 7th and 10th grades drawn from ten schools 
participating in a multi-year drug prevention experiment. In this study, the authors made 
a distinction between experimentation (simply trying a substance) and regular use 
(weekly), which allows them to be more specific in constructing sequencing. While the 
overwhelming majority of respondents followed the Gateway sequence with regard to 
experimentation, a number of respondents, primarily ethnic minority respondents, 
followed different sequences when weekly use was the focus. For example, it was found 
that African-American students were as likely to use cigarettes before hard drugs as they 
were to use hard drugs before cigarettes. It was also found that among Asian students, 
regular alcohol use was found more at the end of the sequence than at the beginning.  
Kandel and Yamaguchi (1996) used data from a New York state epidemiological 
survey of 7,611 students in grades 7-12 regarding the use of alcohol and/or other drugs. 
The authors used log-linear analysis and regression analysis with covariates to establish 
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specific drug use sequences for the data set as a whole and for ethnic cohorts. Gateway 
hypothesis sequencing findings were consistent with past research for whites while some 
statistically significant variation was found for non-white cohorts. The more significant 
findings included: 1) for African-Americans, any licit drug use was a much weaker 
predictor of marijuana use, 2) while alcohol use was a much weaker predictor of 
marijuana use for Hispanics. These findings would seem to indicate that the Gateway 
sequence is a good predictor of drug use patterns for Whites but that other sequences may 
be better at predicting drug use sequences for non-whites.  
Golub and Johnson (2001) performed secondary analysis of data from the 
National Household Survey on Drugs and the Arrestee Drug Abuse Monitoring program. 
Utilizing logistic regression to analyze departure from the Gateway sequence, Golub and 
Johnson determined that skipping marijuana in the gateway sequence was much more 
common among respondents of the Arrestee Drug Abuse Monitoring program. They call 
into question to what extent arrestees are represented in other surveys and conclude that 
the gateway sequence may be flawed in that hard drug users are under-represented in 







This thesis relies on an analysis of data from the National Survey on Drug Use 
and Health, 2005 (NATIONAL SURVEY ON DRUG USE AND HEALTH, 2005 
[Computer file] (Icpsr04596-v1. 2006-11-16).  
 
Description of the Data Set Used 
The purpose of the National Survey on Drug Use and Health (2005) was to 
determine both quarterly and annual estimates of alcohol, tobacco and illicit drug use in 
United States households by members ages 12 and above. Specific questions regarding 
use focused upon whether or not one had ever used a particular substance, whether he/she 
had done so within the past year and whether he/she had done so within the last month. 
Drugs of interest were broken into categories and include: alcohol, cocaine and crack 
cocaine, hallucinogens, heroin, inhalants, marijuana, and non-medicinal use of 
prescription drugs including pain relievers, sedatives, stimulants and tranquilizers. 
Additionally, respondents were asked a variety of demographic questions including age, 
sex, household composition, socioeconomic status, educational attainment, ethnicity, 
marital status, mental health status, arrest record, needle-sharing and problems related 
directly to drug use. For respondents ages 12-17, a set of “youth experiences” questions 
were included to determine youth perception regarding drugs, drug availability, peers’ 
perception of drug use, etc (National Survey On Drug Use and Health, 2005).   
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Data were collected by more than 700 field investigators who were trained and 
overseen by Research Triangle Institute senior staff. Survey question responses were 
collected utilizing face-to-face interviews. Questions of a potentially sensitive nature 
were prerecorded on a computer. Respondents listened to the questions utilizing a headset 
and entered their answers directly into a computer without the field investigator knowing 
the response. All respondents who completed a full interview were paid a cash payment 
of $30 for his/her time and all data was gathered in compliance with federal law.   
 The sample includes non-institutionalized civilian respondents from all fifty 
states and the District of Columbia. Eight states contain 48% of the U.S. population and 
thus were identified as large sample states (California, Florida, Illinois, Michigan, New 
York, Ohio, Pennsylvania and Texas) and 3600 respondents were selected from each of 
these states to allow for direct state estimates. The remaining 43 states (including the 
District of Columbia) yielded approximately 900 respondents each, as this sample size 
was deemed adequate to extrapolate additional state-by-state estimates. In all, the public 
use file contains 55, 905 records. These data were available at no cost to ICPSR member 
institutions.  
 
Demographics of the Sample 
A demographic breakdown of the respondents included the following: 47.47% 
were male, while 52.53% were female. Of these respondents, 25.36% were married at the 
time of the survey while the remainder was either single, never married (50.41%), 
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divorced (6.17%) widowed (1.62%) or this question was skipped due to the respondents’ 
age being 14 and under (16.44%).  
Racial categories included Non-Hispanic whites (46.42%), Non-Hispanic 
African-Americans (12.56%), Non-Hispanic Native-American/Alaskan-Native (1.47%), 
Non-Hispanic Native Hawaiian-Other Pacific Island (0.47%), Non-Hispanic Asian 
(3.29%), Non-Hispanic more than one race (2.68%) and Hispanic (15.11%).    
Roughly 12% of respondents never graduated from high school while 22.36% had 
high school diplomas, 32.26% either had some college or were college graduates and 
33.41% were between the ages of 12 and 17.  
Data from the U.S. Census Bureau indicates that in 2005, 74.64% of the U.S. 
population was white while 12.13% were African American, 0.82% were American 
Indian or Alaska Native, 4.3 were Asian American, 6% were some other race and 1.93% 
were two or more races (2005 American Community Survey). These numbers are 
roughly equivalent to the numbers used in the data set except whites were under-sampled 
by approximately 10% and Asian Americans were under-sampled by approximately 1%. 
Overall, the percentages indicate that the findings of this study can, with 
acknowledgement of the facts above, be generalized to the larger U.S. population.   
Additionally, 23.48% of respondents reported coming from a family with less 
than $20,000 in total family income, while 36.25% reported an overall family income of 
between $20,000 and $49,999, 17.40% reported a total family income of between 
$50,000 and $74, 999, and 15.11% reported a total family income of $75,000 and above.  
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This data set was selected because of the comprehensive nature of the survey 
instrument and the reputation of the survey producer. The survey contains questions 
regarding a large variety of drugs.  Questions probe whether the respondent had ever 
used, age of first use, whether the respondent has used within the last year, and whether 
the respondent has used within the last 30 days.  
Despite the many strengths of the data set there are three weaknesses noted by the 
Research Triangle personnel. The first weakness is that responses to survey questions are 
self-reported, meaning accuracy depends on the truthfulness and memory of respondents. 
The second weakness of the survey is that it provides a one-time view of the respondents’ 
drug usage rather than a picture of how the respondents’ drug use has changed over time. 
Finally, this survey was targeted at non-institutionalized members of the U.S. only, which 
leaves out approximately two percent of the population. Those not included are active 
members of the military, people in mental institutions, and other voluntary and 
involuntarily institutionalized persons. Any and/or all of these groups may have drug use 
patterns which differ from the rest of the population (National Survey on Drug Use and 
Health, 2005). Thus, these data cannot confidently be used to establish statements about 
the relationship between residence type and substance use, and consequently cannot 
provide direction for prevention and intervention programs that are tailored to clients 
residing in different locales.  
Additionally, one other weakness of the survey should be mentioned. The 
responses provided for the variable population density are very limited and essentially 
place nearly every respondent in one of two (though there are three possible responses) 
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very broad categories (see Appendix A, population density question). The result is 
respondents are placed in a geographic region of greater than one million people or less 
than one million people. This is a poorly developed measure that is inconsistent with 
possible definitions of population density that are recommended by the U.S. Department 
of Agriculture (USDA). The USDA indicates that urban areas can be delineated in three 
conceptual ways, administratively, based on land-use and economically (Cromartie and 
Bucholtz, 2008). The use of any of these different methods will likely lead to different 
definitions of who is classified as living in an urban area and who is in a rural area. Any 
of these methods, however, would have been superior to arbitrarily choosing a population 
of one million as the categorical divider.  
The population density variable could also have been coded to utilize the 2003 
Rural-Urban Continuum Codes, which divide population into nine categories based 
county population (USDA Coding Scheme, 2003, based on the work of Brown, Hines 
and Zimmer, 1975). Nonmetro counties are broken into six categories and are classified 
as being areas in which the population is 20,000 or fewer while Metro areas are broken 
into three categories of more than 20,000. This more comprehensive classification system 
would have allowed for a more meaningful examination of the relationship between 
geographic residence and drug use. The classifications utilized by the Research Triangle 
Institute personnel are overly broad and essentially useless with regard to meaningful 
analysis and this is another limitation of the data.  
Within this conceptual framework, categories of data will be combined to create 
one age group for people who could drink legally at the age of 18 and another for those 
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who had to wait until age 21. Statistical analysis will be used to establish the sequence for 
both age groups. While it is expected that the change in legislation had some effect on 
overall drugs use (perhaps with regard to expediting the age of initial experimentation 
with marijuana for the “legally at 21” age group), it is not expected that experimentation 
with marijuana has displaced experimentation with alcohol in the overall sequence of 
events. 
 
Research Questions and Hypotheses 
The data were used to test three hypotheses related to Kandel’s version of the 
Gateway Hypothesis. (1) Is there is a sequence to the use of licit/illicit substances?  (2) If 
so, what is that sequence? (3) Is the sequence for people who could drink legally at the 
age of 18 the same as it is for the people who could drink legally until the age of 21.  
The research questions for the current study are:   
H1:  There is a specific sequence of drug use followed by illicit (hard) 
drug users. 
NH1:  There is no specific sequence of drug use followed by illicit (hard) 
drug users. 
 
H2:  The sequence of licit/illicit drug use is                                      
tobacco→alcohol→marijuana→hard drugs. 
NH2:  There sequence of licit/illicit drug use is NOT 
tobacco→alcohol→marijuana→hard drugs. 
  
H3:  The sequence of drug use for respondents who could legally drink 
at the age of 18 will be consistent with the sequence of drug use for 
people who could legally drink at the age of 21. 
NH3:  The sequence of drug use for people who could legally drink at the 
age of 18 will NOT be consistent with the sequence of drug use for 
respondents who could legally drink at the age of 21. 
. 
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The data in the National Survey on Drug Use and Health (2005) provided 
variables indicating the age of first use for a variety of licit and illicit substances. This 
ratio level data allowed for the construction of Guttman scales (scalogram analysis) 
utilizing questions regarding the initial age of experimentation with cigarettes, alcohol, 
marijuana, cocaine, crack cocaine, hallucinogens, heroin, pain-killers, sedatives, 
stimulants, and tranquilizers. Specifically, scalogram analysis was conducted using 
MATLAB 7.6 (The Mathworks, Inc., 2008) software to determine if a sequence of drug 
use exists.   
Knowing the age of first use allowed for the development of an ordered sequence 
of four drugs using an if/then construct. If the respondent began a sequence by using 
tobacco, as noted by his/her response to an age of first use question, then the respondent’s 
response to the second question in our sequence was analyzed. This continued throughout 
the four question sequence. If the sequence was correct then the age of the respondent 
should have increased with each subsequent question.  
 
Independent and Dependent Variables 
The first three age of first use questions in the sequence always involved tobacco, 
alcohol and marijuana, in that order. Tobacco was always an independent variable while 
alcohol and marijuana acted as both dependent and independent variables as respondents 
progressed through the first three questions. The fourth drug in the sequence is always a 
dependent variable.  
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If a respondent used the first drug (tobacco) in the sequence, it was then 
determined whether he/she went on to use the second drug (alcohol) in the sequence. If 
the respondent did use the second drug and the age of first use for the second drug was 
higher (older) than the age of first use for the first drug then the respondent can be said to 
have followed the predicted sequence and the process is repeated two more times (age of 
first use for alcohol vs. age of first use for marijuana; age of first use for marijuana vs. 
age of first use [hard drug]). Sequence order could be depicted in one of four ways (age is 
in parentheses): 
Tobacco (12) 
Tobacco (12) → Alcohol (13) 
Tobacco (12) → Alcohol (13) → Marijuana (14)  
Tobacco (12) → Alcohol (13) → Marijuana (14) → Hard Drug (15). 
If a respondent used the second or subsequent drugs but the age of first use is 
lower (younger) than the age of first use for the previous drug in the sequence then the 
respondent has not followed the predicted sequence and the response is classified as an 
error. Only respondents who reported using the drugs out of sequence were reported as 
errors. Respondents who used fewer than all four drugs in the sequence, but who did so in 
the predicted order, were not classified as errors. This is a limitation of this method of 
analysis but two things should be noted here. One factor is that very few individuals 
proceed to the use of hard drugs. By including respondents who stop short of that stage 
the majority of the sample is not eliminated or recorded as errors, skewing the results. 
Also, one of Kandel’s contentions is that licit drugs precede the use of illicit drugs. Since 
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more than 21,800 respondents in the current sample had tried marijuana, including 
respondents who do not progress to hard drugs, counting those respondents who did not 
proceed to hard drugs allows the more basic licit drug/illicit drug sequence to be more 
definitely established. 
Binomial logistic regression analysis was completed in SPSS in support of the 
Guttman scaling. In the regression analysis “ever used tobacco” was the independent 
variable and “ever used alcohol” was the dependent variable in that pairing, while “ever 
used alcohol” is the independent variable and “ever used marijuana” is the dependent 
variable in the subsequent pairing. For the remaining models, “ever used marijuana” is 
the independent variable with the contrast variable acting as the dependent variable (see 
appendix for list of the questions used and how they were coded). It should be noted here 
that for the logistic regression models all responses indicating the use of marijuana, 
cocaine, crack cocaine and heroin before the age of nine were eliminated (see appendix C 
for data reduction categories for drug variables). This was done to avoid skewed findings 
resulting from data entry error. Cronbach’s alpha was used as a proportional reduction in 
error measure. Cronbach’s alpha is appropriate for binomial logistic regression using 
nominal level data.              
 
Guttman Scaling 
With regard to the data, question responses can be classified as nominal, ordinal, 
and ratio. According to Lehman (1995), nominal data includes questions designed for a 
yes or no response. This is the most simplistic type of data and is the most restrictive in 
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terms of analysis. Ordinal data implies that responses can be put in order from lesser to 
greater but the distance between responses is unknown. This type of data typically allows 
for more analysis options than nominal data but not as many as ratio level data.  Ratio 
data has an absolute zero and the distance between responses is fixed. Ratio data allows 
for the most sophisticated analysis. The ever used data contained here is nominal, while 
the age-of-first-use variables are ratio. The demographic data can be classified as either 
nominal or ordinal.   
The primary statistical measure used in testing the first two hypotheses was 
Guttman scaling, which is also known as scalogram analysis. This is the form of analysis 
Kandel (1975) first used to establish the drug use sequencing order in her Gateway 
hypothesis using similar data. Kandel (1980) has used Guttman Scaling to reproduce her 
findings. She cites numerous published articles in which the method was used, stating 
that it is the statistical method most used in tests by other researchers to establish drug 
use sequences (Kandel, 2002). In that this study is designed to test Kandel’s theory that 
there is a definitive sequence to drug use, Guttman scaling will be used in an effort to be 
consistent with Kandel’s and others’ methods for establishing a sequence of drug use.  
Guttman scales were first introduced by Louis Guttman (1943), and were used to 
investigate morale issues in the United States armed forces. Guttman scales are used to 
analyze response patterns dealing with a single dimension of responses to a series of 
questions that range from less extreme to more extreme (Liao and Tu, 2006). Guttman 
determined that individuals usually fell into one of several response patterns depending 
on the number of questions being asked. Knowing this, he began grouping respondents 
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based on their answer sequences. He observed that respondents who answered positively 
with regard to more extreme questions generally responded positively to less extreme 
questions in the series.   
Guttman was careful to note that perfect scales are not found “in practice,” 
therefore the deviation from perfection is measured by a “coefficient of reproducibility,” 
which is the number of responses that did not follow the predicted pattern (1943, p. 140). 
To this end, a coefficient of reproducibility of 85 percent or higher is approximate to a 
perfect scale according to Guttman (1943) while Laio and Tu (2006) contend a 
coefficient of 90 percent or higher is desirable.   
Schooler (1968) cautioned that a coefficient of reproducibility of 0.90 or higher 
could occur by chance. He posits that it is possible for items on a list to have no 
relationship to certain other items “other than that their marginal frequencies happen or 
are constructed to fit convenient points in a cumulative distribution” (p. 300). Additional 
testing utilizing logistic regression should help determine if any spurious relationships 
exist among our models. 
For the purposes of this study, Guttman scales were used to identify and analyze 
response order. The data provide the respondents’ age of first use (ratio level data) for a 
number of licit and illicit substances and these scales make possible the creation of a 
testable sequence based on that information.  
The sequence tested here begins with tobacco use, continues to alcohol use, 
progresses to marijuana use and ends with one of eight harder substances. Using Guttman 
scales, a sequence was created utilizing the age of the respondent at the time of first drug 
 39
use.  Respondents whose behavior is  supportive of  hypotheses 1, 2, and 3 get 
progressively older as they follow the predicted sequence and are coded as 1 (as in ever).  
For example, a respondent might be twelve the first time he/she tried a cigarette, fourteen 
the first time he/she tried alcohol, sixteen the first time marijuana was tried and twenty 
years of age when first using hard drugs. If a respondent was twelve when he/she first 
used marijuana and fifteen when he/she experimented with alcohol, they fail to support 
the predicted sequence and said respondent is reported as an error (0 or never). The 
scores are then added together to create the Guttman score or scale.    
Respondents who never tried any of the above substances are not considered in 
the analysis. These individuals may be too young to have started a sequence or may be 
abstainers. Either way, they fail to support or refute the predicted sequence and are 
excluded for this reason.  
Any respondent who had tried any of the substances in the sequence is included in 
our findings. Because a majority of recreational substance users never progress to the use 
of hard substances, Matlab does not record respondents who fail to finish the predicted 
sequence as errors. Respondents who use tobacco and no other substance in the predicted 
sequence are considered to have followed the sequence for the purposes of analysis. 
Additionally, respondents who report having used tobacco and alcohol (in that order) or 
tobacco, alcohol and marijuana (in that order) are also considered to have followed the 
predicted sequence, despite the fact that they never tried hard drugs. In including these 
respondents, a clearer picture of the movement from licit to illicit drugs unfolds.      
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This analysis places the remaining respondents into one of two categories. Those 
who followed the predicted sequence are placed in one category while those who failed to 
follow the predicted sequence, who used marijuana before tobacco for example, are 
recorded as “errors.” If the percentage of respondents who followed the predicted 
sequence is greater than ninety percent, hypotheses one, two and three can be supported.  
Guttman scaling can determine if a sequence of drug use exists (Hypothesis 1) 
and, if so, to determine the specific sequence (Hypothesis 2). Here, Guttman scaling was 
used to determine if respondents followed a particular pattern of drug use. Specifically, 
the technique was used to determine if a majority of respondents followed the sequence: 
tobacco → alcohol → marijuana → hard drugs (with eight specific classes/types of drugs 
to be tested in the final position in the sequence). If the coefficient of reproducibility is 
0.9 or higher, then it can be said with confidence that the correct sequence has been 
established (Liao and Tu, 2006). If the score is less than 0.9, then the predicted sequence 
lacks support and Hypothesis 2 should be rejected.   
Lambda can be used as a proportional reduction in error measure (Garson, 2008). 
The purpose of using lambda is “to assure that the coefficient will be positive when the 
model helps and negative when, as is possible, the model actually leads to worse 
predictions than simple guessing based on the most frequent cases” (p. 32).  The Guttman 
scales constructed here consisted of age of first use variables, which are recorded as ratio 
level data but which were used to satisfy a series of used/did not use (if/then) questions 
with age as an indicator of error. Lambda, as used here, is a straightforward but 
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appropriate method of reliability analysis for the Guttman scales in question given the 







A single sequence of drug use was tested eight times with eight different hard 
drugs.  The first three drugs in the sequence were always tobacco, alcohol and marijuana, 
in that order. Cocaine, crack cocaine, heroin, hallucinogens, sedatives, tranquillizers, pain 
killers and stimulants were all tested in the fourth position (see Table 1 for number of 
users). Guttman scale results for all respondents by drug are provided in Table 2. For 
each sequence tested, a statistically significant coefficient of reproducibility was found. 
The numbers associated with the coefficient of reproducibility for each sequence tested 
reveal that there is a pattern of drug use consistent among the overwhelming majority of 
users in our sample regardless of age or drug of choice. Lambda results indicate that 
some of the scales are more reliable than others.  
Syntax was written and used in Matlab instructing the computer to run the 
predicted sequences again based on age cohorts. One cohort consisted of respondents age 
34 and under and the other cohort consisted of respondents age 35 and above. The 34 and 
under cohort would not have been able to drink legally in 1988 while the 35 and above 
cohort would have been able to do so. The computer then recalculated the results for all 






Comparison of Age Cohorts  
Because the age variable was coded in both a ratio and a categorical manner (see 
appendix A, variable AGE2), there are limits to how the two cohorts can be compared. 
Frequencies are the primary means of comparison; however, independent sample T-tests 
were performed. The results are listed in Tables 13-14, Appendix B. Table 13 includes 
results for mean age-of-first-use scores by drug for the two age cohorts. The results 
indicate that the ages-of-first-use for the drug categories examined in this paper are 
declining (Appendix B, Table 13). The 34-and-under cohort had an average mean age-of-
first-use that was between two and ten years less than the average age-of-first-use for the 
35-and-over cohort relevant to the drug in question. 
Additional binomial logistic regression analysis was performed on the variable 
my religious beliefs influence my decisions and its effect on age-of-first-use for alcohol, 
cigarettes and marijuana. Findings indicated that respondents who agreed or strongly 
agreed with the above statement had a mean average age-of-first-use that was older than 
the mean average age-of-first-use for respondents who disagreed or strongly disagreed 
with the above statement (Appendix B, Table 14). These findings were statistically 
significant. The results indicate that religiosity influences patterns of drug 
experimentation.             
When compared to the 34-and-under cohort, there are approximately four percent 
more women and four percent fewer men (see Appendix B, Tables 1-14 for side-by-side 
comparison of cohort analysis results). Whites made up approximately ten percent more 
of the 35-and-above cohort while the other racial categories are roughly equivalent to 
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their proportions in the U.S. population. The 35-and-above cohort is generally more 
affluent with ten percent more reporting total family incomes of $50,000 or higher. The 
biggest demographic difference between the two cohorts was with regard to the variable 
my religious beliefs influence my decisions. Seventy-seven percent of the 35 and over 
cohort either agreed or strongly agreed that religion influenced their decision-making 
versus thirty-five percent for the 34 and under category (Appendix B, Table 14). 
Analysis of all cocaine users (n=6,537), regardless of age revealed that 98.42% 
followed the predicted sequence: tobacco → alcohol → marijuana → cocaine (Lambda = 
.707). When users were separated into age cohorts (34 and below, 35 and above), cocaine 
users in the over 34 age cohort were about 1.1% less likely to follow the predicted 
sequence but still did so at an extremely high rate (see Table 2 for all Guttman scaling 
results).  
Analysis based on the entire sample indicated that heroin users (n=714) are 
especially likely to follow the predicted sequence: tobacco → alcohol → marijuana → 
heroin (Lambda = .575). Guttman scaling analysis indicates that 99.29% of all 
respondents who used heroin followed the predicted sequence. There was very little 
variation with regard to difference between or two age cohorts (less than 0.2%). Again, 
both groups followed the predicted sequence at a statistically significant rate (coefficient 
of reproducibility > .9). 
Crack cocaine (n=1,669) users nearly mirror heroin users in the rates at which 
they follow the predicted sequence.  Almost all (99.22%) followed the sequence: tobacco 
→ alcohol → marijuana → crack cocaine (Lambda = .569). When crack cocaine users 
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were divided into age cohorts, there was less than 0.4% difference in the percentage, with 
those who followed the predicted sequence in the 34 and under group having the slightly 
higher rate.     
Hallucinogens were the next category of hard drugs tested in the sequence. 
Approximately 97.47% of all users of hallucinogens (n=7,771) in the data set followed 
the predicted sequence: tobacco → alcohol → marijuana → hallucinogens (Lambda = 
.713). There was a 0.16% difference in the number of hallucinogen users who followed 
the sequence, with the 35 and over group having the higher rate. Regardless of age, 
however, both groups followed the sequence at a statistically significant rate (coefficient 
of reproducibility > .9). 
When all users of sedatives (n=1,263) were analyzed, it was determined that they 
followed the predicted sequence: tobacco → alcohol → marijuana → sedatives (Lambda 
= .667) at a rate of 98.99%. When differences in age are accounted for, it was determined 
that users age 34 and under follow the sequence at a rate that is slightly higher (0.37%) 
than users ages 35 and above. Again, both groups follow the predicted sequence at a 
statistically significant rate (coefficient of reproducibility > .9). 
Users of tranquilizers (all ages, n=4,557) followed the predicted sequence: 
tobacco → alcohol → marijuana → tranquilizers (Lambda = .662) at a rate of 98.06%. 
There is a 0.11% difference in the coefficient of predictability and again the younger 
group has the slightly higher rate. As with each of the above drugs, the sequence of use 
for both age cohorts is statistically significant (coefficient of reproducibility > .9). 
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Users of painkillers (n=8,702) followed the predicted sequence: tobacco → 
alcohol → marijuana → painkillers at a statistically significant rate of 95.25% (Lambda = 
.659). When divided into the two age cohorts, the most dramatic separation between the 
rates at which each group follows the predicted sequence can be seen. The 35 and under 
cohort follows the predicted sequence at a rate of 94.41% while the 36 and above cohort 
follows the predicted sequence at a rate of 97.36%. Here there is a difference of 2.95% 
and this is the only category for any of the hard drugs in which any group fails to follow 
the predicted sequence at a rate of less than 95%.  For youth, the difference in rates may 
be explained by the availability of prescription painkillers available in a parent’s 
medicine cabinet. This ease of access may move this drug ahead in the sequence.   
The final category of hard drugs examined in this analysis is stimulants. The rate 
at which all stimulant users (n=4,200) followed the predicted sequence: tobacco → 
alcohol → marijuana → stimulants was 98.07% (Lambda = .684). Similar rates were 
found when users were divided into our two age cohorts (98.05% for the 35-and-under 
group versus 98.11% for the 36-and-above group). Both groups followed the expected 
sequence at a statistically significant level of 95% or higher. 
The above statistical findings indicate that Hypotheses 1, 2, and 3 are supported 
by the data utilized here.  Guttman scaling analysis indicates that there is a sequence to 
drug use, that the sequence occurs in the order predicted, and that this sequence is 






















Alcohol 40,646 (72.71%) 15,247 (27.27%) 
Marijuana 21,986 (39.33%) 33,894 (60.63%) 
Cocaine 6,537 (11.7%) 49,354 (88.28%) 
Crack Cocaine 1,669 (2.99%) 54,206 (96.96%) 
Pain Killers 8,702 (15.57%) 46,416 (83.03%) 
Heroin 714 (1.28%) 55,157 (98.66%) 
Hallucinogens 7,771 (13.90%) 47,862 (85.61%) 
Sedatives 1,263 (2.26%) 54,429 (97.36%) 
Stimulants 4,200 (7.51%) 51,443 (92.02%)  





Table 3 Coefficient of reproducibility findings for all users by type of hard drug 
 
Sequence by Hard Drug 
Type 
 
Number of  Entries (n) 
 
Number of entries that 
followed predicted 



























































Table 4 Coefficient of reproducibility findings for users ages 35 and above, by hard drug 
 
 
Sequence By Hard Drug 
Type 
 
Number of Entries (n) 
 
Number of entries that 
followed predicted sequence 
(coefficient of 
reproducibility) 
Cocaine   
   34 and under 30,573 30,184 (98.73%) 
   35 and over 12,292 12,004 (97.66%) 
Heroin   
   34 and under 30,587 30,392 (99.36%) 
   35 and over 12,292 12,182 (99.11%) 
Crack cocaine   
   34 and under 30,569 30,363 (99.33%) 
   35 and over 12,292 12,163 (98.95%) 
Hallucinogens   
   34 and under 30,710 29,917 (97.42%) 
   35 and over 12,295 11,998 (97.58%) 
Sedatives   
   34 and under 30,680 30,403 (99.10%) 
   35 and over 12,295 11,998 (97.58%) 
Tranquilizers   
   34 and under 30,683 30,096 (99.09%) 
   35 and over 12,305 12,057 (97.98%) 
Pain Killers   
   34 and under 31,120 30,946 (94.41%) 
   35 and over 12,328 12,003 (97.36%) 
Stimulants   
   34 and under 30,689 30,092 (98.05%) 
   35 and over 12,298 12,066 (98.11%) 
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Logistic Regression 
Additional statistical analysis was performed to establish what effect selected 
demographic characteristics of the respondents had on whether or not they had ever tried 
marijuana, because marijuana is most often the drug at the center of the Gateway 
hypothesis debate. Because the variable ever tried marijuana is binomial, logistic 
regression was necessary to determine rates of probability. All ever tried questions 
(nominal level data) regarding substance use were coded in the binomial (1=Yes, 0 = No; 
see appendix A for all response code information). 
Logistic regression is used to determine the probability that an independent 
variable causes a particular outcome when the dependent variable is limited to 0 and 1.  
Logistic regression “measures the regressor’s independent contribution to variations in 
the dependent variable” by determining the “probability (p) that it is 1 rather than 0” (it is 
always reported as a figure ranging between 0 and 1). (Lea, 1997, p. 2). Logistic 
regression is similar to linear regression but logistic regression presents “technical 
problems” in that, “dependent variables can only take values of 0 and 1” (Lea (year) p. 
2). Logistic regression adjusts for this by taking the logit of p.  “Logit(p) is the log (to 
base e) of the odds or likelihood ratio that the dependent variable is 1” (p. 2) “Whereas p 
can only range from 0 to 1, logit (p) ranges from negative infinity to positive infinity. The 
logit scale is symmetrical around the logit of 0.5 (which is zero) (p 2). This is possible 
because the “logit scale is approximately linear in the middle range and logarithmic at 
extreme values” (p. 2).  
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Cronbach’s Alpha Reliability Estimate is appropriate for determining the 
consistency of logistic regression results. Cronbach’s Alpha is “applied when test items 
are scored dichotomously” (Brown, 2002, p. 17) as the data used here was. Alpha 
“provides an estimate of the internal consistency of the test” (p. 18). Cronbach’s alpha is 
reported as a number between 0.00 and 1.00 (p. 17). The score itself corresponds to the 
reliability of the test (p. 17). A score of .85 would mean that the test is 85% reliable (p. 
17). Chronbach’s Alpha does have its limitations as a measure of internal consistency. 
The formula is based on the notion that the more items there are in scale the more reliable 
it will be (Garson, 2008). The binomial logistic regression performed here was limited to 
two variables so logistic regression Alpha scores were low.      
Binomial Logistic regression was run on several variables to determine what 
effect, if any, several independent variables had on the dependent variable ever smoked 
marijuana. The variables tested include: ever smoked a cigarette, ever had drink of 
alcoholic beverage, gender, total family income, race, my religious beliefs influence my 
decisions, and education. Additional logistic regression was performed to test the effect 
of the independent variable ever used tobacco on the dependent variable ever had a drink 
of alcohol. Finally, the independent variable ever used marijuana was used to determine 
its effect on the dependent variables ever used cocaine, ever used crack cocaine and ever 
used heroin. All of the below tests were performed on the data set as a whole. However, 
if a respondent indicated that his or her age of first use for either of the drugs in question 
was below the age of nine, then the response was excluded from the analysis (to reduce 
coding errors that could skew the results) (See Appendix C, Tables 1-4 for variable 
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recode information).  No binomial logistic regression models were run on specific age 
cohorts since Guttman scale analysis determined that there was no difference in drug use 
sequences for the two age cohorts. The results of the binomial logistic regression findings 
are provided in Tables 5–18. 
Statistical analysis of the data indicated that the probability of having tried 
marijuana without first trying cigarettes is relatively small (Table 5). The findings 
indicate that fewer than one in ten respondents tried marijuana without having first tried 
cigarettes. Among those who have tried cigarettes, there is a 62.5% probability that they 
went on to experiment with marijuana (α =.694).   
 
Table 5 Probability of having tried marijuana (ever) by ever smoked a cigarette    
 





Smoked  cigarette (n=30,828) 
 
p = .625 
 
Never Smoked cigarette (n=24,032) 
 
 
p = .091 
 
 
The effect of having tried alcohol was also tested to determine its effect on the 
probability of having tried marijuana (Table 6). It was determined that the chances of 
someone experimenting with marijuana before having ever tried alcohol were very small 
(3.23%). Findings indicate that for respondents who have tried alcohol, there was a 
52.92% probability that they had also tried marijuana (α =.622). The association of both 
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alcohol and tobacco use to marijuana use will be examined more closely in the discussion 
section below. 
 
Table 6 Probability of having tried marijuana (ever) by ever had  
drink of alcoholic beverage  
 




Tried Alcohol (n=39,502) 
 
p = .524 
 
Never Tried Alcohol (n=15,228)  
 
 
p = .031 
 
With regard to the independent variable gender, findings indicate that males have 
a higher probability of having tried marijuana at least once than do females (Table 7). 
This finding is not surprising based on the male propensity for engaging in risky behavior 
and is consistent with the findings of a number of other research studies including those 
by the National Survey on Drug use and Health (2007) and Monitoring The Future 
(2006). The measure of internal consistency is low (α = .063) but this might be explained 













Table 7 Probability of having tried marijuana (ever) by gender   
 





Male  (n=26,420) 
 




p = .375 
 
 
A second logistic regression was run on the same dependent variable with a new 
independent variable, total family income. Total family income was broken into four 
categories and findings (see Table 8) indicate that there is an inverse relationship between 
the probability of having tried marijuana and total family earnings (α = .023, see above 
explanation). Individuals with a total family income of less than $20,000 per year were 
the most likely to have tried marijuana while individuals with the highest incomes were 
the least likely to have tried the substance. However, there is only a separation of 2.8% 
between the highest income group and the lowest income group, indicating that the 
differences in rates of experimentations are nominal at best. Unlike other, more expensive 
drugs it would appear that access to marijuana is not limited by socioeconomic status and 











Table 8 Probability of having tried marijuana (ever) by total family income 
 




Less than $20,000/year (n=13,063) 
 
p = .411 
 
$20,000 - $49,999/year (n=20,197) 
 
p = .387 
 
$50,000 - $74,999/year  (n=9,714) 
 
p = .386 
 
$75,000 and above (n=12,761) 
 
  
p = .385 
 
A third logistic regression was run using race as the independent variable. This 
variable is broken into seven categories (see Table 9). Native Americans had the highest 
probability of having tried marijuana (54.1%) while Asian-Americans had the lowest 
probability (20.6%). Whites had a higher probability of having tried marijuana (42.4%) 
than African Americans (35.7%), while Hispanics (31%) had a lower probability than 
both African-Americans and whites. Non-Hispanic Hawaiian/Pacific Island respondents 
had a probability of use of 45.6%, while respondents who cited more than one race as 
their ethnicity had a 43.4% probability of having tried marijuana. The probability for 
these last two groups having tried marijuana was slightly higher than the probability of all 
other ethnic groups other than non-Hispanic Native American. The findings indicate that 






Table 9 Probability of having tried marijuana (ever) by race   
 

















More than one race 
 
p =.434 
Non-Hispanic Hawaiian/Pacific Island 
 
p =.456 




The next variable examined for its effect on marijuana experimentation was My 
Religious Beliefs Influence My Decisions. The findings indicate that religious beliefs 
play some role in determining experimentation with marijuana (see Table 10). 
Specifically, those individuals who responded that they strongly disagree or disagree that 
religious beliefs influence their decision-making are much more likely to have tried 
marijuana (by nearly two to one) than those individuals who responded with strongly 
agree (Alpha=.258). However, the effects of religion seem somewhat diminished for 
those who responded agree. When compared with those who responded strongly agree, 
those who responded agree have a probability of having tried marijuana that is nearly 
15% higher. Additionally, those who responded with agree have about a 50% probability 
of having tried marijuana versus the roughly 60% probability faced by those who 
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responded with disagree or strongly disagree. These findings are open to interpretation 
but it would appear that people who are religion-centered in their decision-making are 
much less likely to experiment with marijuana than are people for whom religion is only 
one variable in the decision-making process.     
 
Table 10 Probability of having tried marijuana (ever) by my religious beliefs                     
influence my decisions 
 





Strongly Disagree (n=4,743) 
 








p = .506 
 
Strongly Agree (n=10,865) 
 
p = .361 
 
 
Another variable tested with logistic regression was education (see Table 11). 
There is a strong connection between progression from grade to grade and risk of having 
tried marijuana (α= negative number, probably due to coding method/error). There is a 
roughly five percent probability of having tried marijuana in elementary school. This 
probability jumps to nine percent with the transition to junior high (7th grade). The odds 
that students have experimented with marijuana are roughly one in three by the time they 
are in the 9th grade and again those odds increase precipitously with the transition to high 
school (four in ten). By the 12th grade the probability that any student has tried marijuana 
is one in two. For students who continue on to college, the highest probability of 
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marijuana experimentation would appear to be during the transitional freshman year 
(52.7%). The odds of experimenting with marijuana decline slightly during the 
sophomore and junior years (46.4%) but analysis indicates that the probability of 
experimentation with marijuana increases slightly during senior year and beyond 
(49.9%).   
 
Table 11 Probability of having tried marijuana (ever) by education 
 




Fifth grade or less (n=1,552)  
 
p = .053 
 
Sixth Grade (n=3,305) 
 
p = .044 
 
Seventh Grade (n=3,273) 
 
p = .087 
 
Eighth Grade (n=3,899) 
 
p = .187 
 
Ninth Grade (n=4,223) 
 
p = .298 
 
Tenth Grade (n=4,299) 
 
p = .397 
 
Eleventh Grade (n=4,508) 
 
p = .465 
 
Twelfth Grade (n=12,668) 
 
p = .492 
 
College Freshman (n=4,008) 
 
p = .513 
 
College Sophomore or Junior (n=6,601) 
 










The next variable tested against ever tried marijuana using logistic regression was 
ever tried a cigarette (see Table 12). Regression analysis indicated that the probability of 
having tried marijuana was six times higher for respondents who had smoked a cigarette 
than it was for respondents who had never tried a cigarette (α =.700). The two drugs 
appear highly correlated and the regression analysis findings support Guttman scaling 
results.  
 
Table 12 Probability of having tried marijuana (ever) by ever tried a cigarette 
 




Tried a cigarette (n=30,723)  
 
p = .620 
 
Never tried a cigarette (n=24,018) p = .090 
 
 
Age was the next variable tested with logistic regression. The findings indicate 
that the probability of having tried marijuana increase steadily as age increases (Table 13) 
(α score was a negative integer, likely indicating a variable coding error). These findings 
are consistent with the results for level of education and probability of having tried 
marijuana. Unfortunately, the data does not allow for discrimination between the two 
variables so the increasing probability of having tried marijuana cannot be definitely 
attributed to one or the other and doing so is beyond the scope of this research. This issue 
may be addressed in future research.  
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The data indicate that at the age of twelve there is a less than a two percent chance 
that a given respondent has experimented with marijuana. Within four years the odds of 
having experimented with marijuana have increased to nearly one in three. By the age of 
twenty the odds a given respondent has tried marijuana are better than one in two.    
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Table 13 Probability of having tried marijuana (ever) by age 
 




Respondent is 12 (n=2,907) 
 
p = .017 
 
Respondent is 13 (n=3,106) 
 
p = .057 
 
Respondent is 14 (n=3,164) 
 
p = .117 
 
Respondent is 15 (n=3,219) 
 
p = .209 
 
Respondent is 16 (n=3,192) 
 
p = .308 
 
Respondent is 17 (n=3,029) 
 
p = .390 
 
Respondent is 18 (n=2,550) 
 
p = .433 
 
Respondent is 19 (n=2,379) 
 
p = .487 
 
Respondent is 20 (n=2,290) 
 
p = .525 
 
Respondent is 21 (n=2,249) 
 
p = .532 
 
Respondent is 22 or 23 (n=4,502) 
 
p = .567 
 
Respondent is 24 or 25 (n=4,451) 
 
p = .548 
 
Resp. is between 26 and 29 (n=2,596) 
 
p = .521 
 
Resp. is between 30 and 34 (n=2,873) 
 
 
p = .502 
Resp. is between 35 and 49 (n=8,112) p = .570 
 
Resp. is between 50 and 64 (n=3,106) 
 
p = .387 
 
Resp. is 65 or older (n=2,010) 
 
p = .064 
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Population size seems to have little effect on the odds of having tried marijuana 
(Table 14). Individuals living in a city with a population of one million or more have a 
38.8% chance of having tried marijuana while respondents living in a city with a 
population of fewer than one million have a 40.4% chance of having tried marijuana 
(Alpha = .018). Individuals not living in a core based statistical area (CBSA; as 
determined by the Office of Management and Budget) had the lowest odds of having 
tried marijuana at 34.3%. Population size seems to have only a nominal effect on 
probability variance.  However, as was stated earlier the coding of this particular variable 
strenuously limits the ability to determine the affect of population size on patterns of drug 
use.   
 
Table 14 Probability of having tried marijuana (ever) by population density 
 




Segment in CBSA greater than 1 million 
(n=23,389) 
 
p = .389 
 
Segment in CBSA with fewer than 1 
million (n=27,240) 
 
p = .404 
 
Segment not in a CBSA (n=5,106) 
 
 
p = .343 
 
The next logistic regression model examined the effect of having tried marijuana 
on the probability of having tried cocaine. Findings indicate that fewer than one-half of 
one percent of cocaine users did so without first trying marijuana while the odds of a 
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respondent who had tried marijuana having tried cocaine are better than one in four (see 
Table 15; α =.565). These findings indicate that having tried marijuana is a significant 
indicator of having tried cocaine, which is indicative of previous Guttman findings.  
 
Table 15 Probability of having tried cocaine (ever) / ever tried marijuana 
 




Tried marijuana  (n=21,205) 
 
p = .285 
 
Never tried marijuana (n=33,529) 
 
p = .005 
 
 
The next logistic regression model tested the effect of having tried marijuana on 
having tried heroin. The findings indicate that having tried marijuana is a nominal 
indicator of having tried heroin (see Table 16). Roughly 2.9% of marijuana users can be 
expected to try heroin at some point. However, the odds of trying heroin without trying 
marijuana is less than one-half of one percent (α =.102). Again, this low alpha score may 
be the result of factoring only two variables together.   
 
Table 16 Probability of having tried heroin (ever) / ever tried marijuana 
 





Tried marijuana  (n=21,208) 
 
 
p = .029 




The next logistic regression model paired ever tried marijuana with ever tried 
crack cocaine. The findings indicate that having tried marijuana only increases the odds 
of having tried crack cocaine by about two percent (Table 17; α =.009). Additionally, the 
odds of having tried crack cocaine seems unusually high for people who have tried never 
tried marijuana when compared to the other logistic regression models. This phenomenon 
cannot be explained in this work but would be a good topic of analysis in future research. 
 
Table 17 Probability of having tried crack cocaine (ever) / Ever tried marijuana 
 




Tried marijuana  (n=21,208) 
 
p = .249 
 
Never tried marijuana (n=33,507) 
 
p = .230 
 
 
The final logistic regression model tested the effect of having ever smoked a 
cigarette on the probability of ever having tried alcohol. Findings indicate that the two 
variables are highly correlated (see Table 18). The probability of having tried alcohol for 
respondents who have tried cigarettes was 94.5% (α =.694). Respondents who had never 
tried cigarettes were only half as likely to have tried alcohol. This model is a strong 
indicator of the correlation between tobacco and alcohol and supports initial Guttman 






Table 18 Probability of having tried alcohol (ever) by ever smoked a cigarette 
 




Smoked  (n=30,828) 
 
p = .945 
 
Never Smoked (n=24,032) 
 







DISCUSSION & CONCLUSION 
 
 
In the initial analysis of the Gateway hypothesis a sequence of drug use was tested 
in which tobacco was the initial drug of use, followed by alcohol, then marijuana and 
finally hard drugs. Tobacco, it is posited, is the “gateway” drug that precedes other drug 
use. This position is in contrast to the original position of Kandel (1975), in which she 
predicted that alcohol would be the initial drug in any sequence of recreational drug use. 
Some might argue that the debate over whether tobacco or alcohol comes first in the 
sequence is inconsequential. Kandel (2002) now groups them together under the heading 
of licit substances and has shifted her focus from sequencing to frequency of use. 
Regardless, the question of sequencing has never been definitely established and is a 
good starting point for any discussion on recreational drug use. 
Kandel’s (1975) initial findings supported the hypothesis that alcohol is the 
“gateway” drug that precedes other drug use. The findings of this study indicate that 
tobacco acts as a “gateway” substance and precedes other licit and illicit drug use. What 
could account for such differing finding? One possible answer may lie in the types of 
data used. The data set used here is the result of a national survey and represents the 
general population of the United States while Kandel’s 1975 study focused on 
approximately 5400 high school students in the state of New York. There could have 
been something unique to that specific population that led those respondents to 
experiment with alcohol before tobacco. The data supporting Hypothesis 3 casts doubt on 
a generational explanation, as it was found that there was no significant difference in 
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sequencing between those who could drink legally at the age of 18 and those who could 
drink legally at the age of 21. Unfortunately, the scope of this study is too limited to 
definitively determine what led to the differences in findings. Future research could be 
pursued to determine the specifics behind the differences in findings.  
Despite the fact that these findings differ from Kandel’s (1975; 2000) with regard 
to licit drug sequencing, the data do support her overall contention that licit drugs precede 
the use of illicit drugs. This is an important outcome of the research and the findings are 
strengthened by the findings of others who have attempted to establish a sequence of 
experimentation using Guttman scales (Kandel, 1975; Fleming, Levinthal, Glynn and 
Ershler, 1989) and other methods (Bell, Ellickson and Hays 1992; Golub and Johnson, 
2001).  
The importance of the above finding has yet to be determined. Earleywine (2002) 
cautions that establishing a sequence indicates correlation but in no way establishes 
causation. The binary logistic regression performed for this study indicates that factors 
outside of the use of any particular substance contribute to the probability of trying 
recreational drugs. Though only a limited number of variables could be analyzed for this 
study, gender and the extent to which religion plays a role in decision-making seem to be 
related to the decision to use marijuana in a rather substantial way.  As such, it would 
support the finding of others who have studied gender and delinquency (Hirschi and 
Gottfredson, 1983; Heimer, 1996) and the relationship between religiosity and drug use 
(Amoateng and Bahr 1986; Jeynes, 2006).  
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In addition to factors tested and discussed here, there are three other significant 
issues that should be addressed. Two of the issues are raised by Kandel (1974, 2002); 
frequency of use and friends’ involvement with drugs. The third issue was raised by 
Golub and Johnson (2002) and involves the sources of data used in sequencing studies.  
Kandel et al. (1974) posited that the use of drugs by peers is strongly correlated to 
individual drug use. This position is supported by the works of Simons and Robertson 
(1998) and Maume, Ousey and Beaver (2005). All contend that attachment to deviant 
peers increases the odds of engaging in delinquent behavior, including drug use. This 
explanation for drug use, while incomplete seems more plausible than a “gateway” 
explanation in which the use of one drug propels a user to the use of another recreational 
substance. Association with drug using peers could indicate that one is open to the 
possibility of drug use (that the individual is actively seeking out drug using peers). 
Association with drug using peers would also provide a potential user with access to 
recreational drugs, sources of modeling and definitions of drug use that are favorable. 
Any and/or all of these factors could correlate significantly with regard to beginning drug 
use.  
Kandel (2002) also raises the issue of frequency of use as a factor in drug 
sequence. This issue makes sense from the reinforcement theory perspective. Simply 
using a drug cannot be the driving force behind continued progressive use. A majority of 
the public has tried either alcohol or tobacco but only a very small minority proceeds to 
hard drugs. Frequency of use serves as a potential explanation for why some progress 
from drug to drug while others do not.  
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According to Inaba and Cohen (2004), using substances frequently causes the 
body to build up a tolerance. Individuals who consume recreational drugs frequently find 
that they need to consume larger and larger amounts of the substance to become 
intoxicated. It makes sense that when one drug stops working effectively a user would 
seek out another, more powerful, substance. This could explain why some users of 
recreational drugs progress from licit to illicit substances while others do not. While the 
data set used in this research did contain some variables related to frequency of use, those 
variables were not related to the hypotheses being tested. Future research could focus on 
the relationship between frequency of drug use and drug sequence. 
A third issue that Golub and Johnson (2002) raise deals with whether or not it is 
even appropriate to make inferences regarding the sequence to hard drugs from most of 
the widely used data sets. Golub and Johnson note that most data sets fail to include 
incarcerated individuals who, according to Arrestee Drug and Alcohol Monitoring 
(ADAM) research, tend to follow different drug sequence sequences than the general 
population. Since so few people in the general population use or even try hard drugs, the 
authors question whether much faith can be put into previous research involving drug 
sequencing utilizing that population. 
Based on the above, it should be noted that the data used in this work excluded 
currently incarcerated individuals. Because of this, the ability to generalize the findings 
herein is called into question. Though it is beyond the scope and ability of this research, 
future research could and should focus on the similarities and differences of hard drug 
users who have been institutionalized and hard drug users in the general population. Such 
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research could shed light on either factors unique to both groups that facilitate hard drug 
use or factors that lead to incarceration for one group while allowing the other to remain 
free while continuing to use. 
The results of the Guttman scaling analysis that was completed to test hypothesis 
three differed little from the Guttman scaling analysis that was completed on the data set 
as a whole. This would indicate that the change in the drinking age had little effect on 
drug use sequences. This is not to say that the law has been ineffective in any way. On 
the contrary, Wagenaar and Toomey (2002) made two significant findings when they 
analyzed youth drinking and automobile accident trends from 1969-1999. The authors 
found that an inverse relationship exists between drinking age and youth consumption. 
As the drinking age increases, youth alcohol consumption decreases. The authors’ also 
noted that 65% of the studies they evaluated offered evidence that raising the legal 
drinking age was correlated with a decrease in youth related traffic collisions.  
There can be no doubt that the consumption of alcohol can lead to some serious 
and often deadly problems. But alcohol is just one of the two most widely used licit 
substances. While alcohol is the most widely used drug with regard to number of users 
(Liska, 2004), tobacco is the most widely abused substance (and most used in terms of 
number of doses) (Fields, 2006). Additionally, Fields (2006), citing SAMHSA (2004) 
data indicates that tobacco is the leading cause of preventable death in the United States. 
Approximately 1000 people die per day from tobacco-related illnesses, compared with 
350 per day for alcohol and 15 per day from hard drug use (cocaine, heroin, etc.). He 
goes on to state that tobacco use is related to the development of heart disease, 
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emphysema, chronic obstructive lung disease, peripheral vascular disease, 
cerebrovascular disease, and cancer.  
The debate over which drug is actually the most serious health problem is for 
other research to decide. What is of importance here is that so many people tend to 
concern themselves with how to keep illicit substances out of the hands of adolescents 
when the far greater threat to adolescents’ physical, emotional and financial well-being 
seems to be the licit substances. Regardless of whether adolescents experiment with 
alcohol or tobacco first, perhaps the notion of delaying experimentation with licit 
substances in order to delay experimentation with illicit ones should be secondary to the 
goal of delaying or even eliminating experimentation with licit substances to avoid 
health-related problems specifically associated with alcohol and tobacco use.   
Fields (2006) notes more than 75% of smokers started the habit in their teen years 
and that approximately 20% of high school seniors smoke daily. Liska (2004) adds that 
there are approximately 4.5 million adolescents between the ages of 12 and 17 (20%) 
who smoke. He adds that according to SAMHSA (2002) data, more high school women 
smoke than men. A fact that is particularly disconcerting given that more women 
currently die from lung cancer than from breast cancer (Fields, 2006).  Even more 
disconcerting is that fact that 20-25% of female smokers do not stop during pregnancy 
(Fields, 2006).  
The number of smokers between the ages of 18-25 has been growing steadily and 
is now over 40% (Liska, 2004). Every year approximately one-third of smokers try to 
quit but only three percent are successful on the first try (Levinthal, 2005). This in an 
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indicator of just how addictive nicotine, the active ingredient in tobacco, really is. Inaba 
and Cohen (2004), using SAMHSA data from 2002, note that of the 23 million people 
who have tried cocaine, only 600,000 (2.6%) went on to use daily. Of the 72 million 
people who have tried marijuana, only 6.8 million (9.4%) use it weekly. Of the 162 
million people who have tried cigarettes 66 million (41%) have used in the last month 
and 36 million (23%) smoke daily. More than 20 million Americans either smoke a 
tobacco product other than cigarettes or use smokeless tobacco (Fields, 2006). 
With regard to healthcare costs and lost productivity, smoking costs the county 
157 billion annually (Liska, 2004). That breaks down to about $3,391 per smoker or just 
over $7.00 per pack (Inaba and Cohen, 2004). Additionally, smoking shortens the 
average life span by more than 13 years (Liska, 2004).  
Similarly, more than 100,000 people die annually from an illness or alcohol-
related accident. (Liska, 2004). The economic impact of alcohol abuse exceeds 184 
billion annually (Inaba and Cohen, 2004). For young people, the costs do not end there. 
In addition to the amount of money spent on alcohol each year, recent studies conducted 
by the Harvard School of Public Health indicate that for college students who drink, 
alcohol-related problems are on the rise (Levinthal, 2005). Among respondents, almost 
30% reported missing a class because of alcohol while 35% reported doing something 
they later regretted. Twenty-one percent reported that they engaged in unplanned sex and 
another 21% reported having unprotected sex. One in five respondents reported having 
five or more alcohol-related problems. Clearly, both alcohol and tobacco represent 
significant threats to both America’s youth and society-at-large.  
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How does the above contrast with facts and figures regarding the most widely-
used illicit drug, marijuana? As stated previously, more than 72 million people in 
America have tried marijuana and roughly 6.8 million use the substance weekly. It is 
difficult to get an exact figure on the economic costs of marijuana. The National Institute 
of Health (2002), estimates that the economic impact of all illicit drug use was 180 billion 
dollars. While this figure is roughly 23 billion more than the cost of smoking, it is 5 
billion less than the cost of alcohol. If one combines the economic costs of the licit drugs, 
it notably exceeds the costs of all illicit drugs, including marijuana, by nearly two to one.  
Still, this is not to say that marijuana is not a dangerous drug or that less of an 
effort needs to be made to keep illicit drugs out of the hands of adolescents. The 
marijuana being produced and smoked today is between 4-15 times more potent than that 
which was smoked in the 1960’s and 1970’s (Inaba and Cohen, 2004). Marijuana 
cigarettes also have more tars than regular cigarettes and 70% more cancer-causing 
substances (Fields, 2006). This can lead to respiratory system problems and can 
negatively impact both the immune and reproductive systems (Fields, 2006). Perhaps 
most telling is a figure by the Substance Abuse & Mental Health Administration (2007) 
that indicated that in 2002 nearly one million people received treatment for marijuana.   
Licit drugs are clearly associated with the use of illicit drugs but from a practical 
standpoint, keeping licit drugs out of the hands of adolescents should be a priority for two 
reasons: those who have never tried alcohol and drugs are much less likely to experiment 
with marijuana (see Tables 7 and 8) and, ironically, licit drugs may be the greater threat 
to the health and safety of today’s youth. The licit drugs may be a gateway to harder 
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substances. Harder substances are more dangerous with regard to dose-for-dose potency. 
But in reality, so few people progress to trying cocaine, heroin and/or the other hard 
drugs that they are not currently a significant danger to the majority of today’s youth. The 
greater danger lies in the licit substances and prevention efforts should perhaps focus 
more on those areas as part of an overall drug prevention strategy. 
Stevens and Smith (2001) cite “delayed onset of use” as the number- one 
protective factor against abuse (p. 310).  The data here would support such a position. 
The question becomes: what is the best way to accomplish such a goal? Findings here 
indicate that religion playing a significant role in one’s life serves as a rather significant 
protective factor against use. Stevens and Smith reference religious involvement and a 
number of other factors that include clear messages regarding use, the influence of 
positive peers, a relationship with a caring adult, involvement in positive activities 
(school, athletic), and comprehensive, honest substance abuse education as being factors 
that contribute to a drug-free lifestyle. 
There are numerous possibilities regarding possible future research in the field of 
drug use and abuse. Based on findings in studies like this one and the work of Golub and 
Johnson (2002), a comparison of the drug sequence(s) followed by incarcerated hard drug 
users should be examined against the sequence followed by users who have never been 
institutionalized. Such a study could potentially identify risk factors common to both 
groups and lead to a more tailored prevention strategy.  
Additionally, research should focus on the role of peer relationships and drug use. 
The work of Kandel et al. (1974) and others indicates that peers’ use of drugs is 
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correlated to respondent drug use. Analysis of perception of peer drug attitudes and drug 
use and their effects on whether or not someone chooses to use drugs should be 
performed to assess their relative importance in recreational drug use initiation and 
continuation. 
Another area that could benefit from more research is frequency of use. Kandel 
(2002) has identified this as an area of potential importance with regard to the sequence 
of one drug to another, harder substance. This notion deserves further scrutiny and future 
research should endeavor to identify the factors that compel users to abuse recreational 
substances.  
Finally, the possibility of establishing a genetic predisposition for addiction still 
exists. Research should continue in this area of addiction studies until either the genetic 
factors in question have been identified or until the role of genetics in addiction has been 
effectively discounted. The potentially valuable discovery of one or more genetic factors 
that play a significant role in the physiology of addiction could lead to more tailored, 
effective prevention and intervention techniques. The potential impact of such a 
discovery on future generations makes this area of study both compelling and 
worthwhile. 
This study supports findings of a definitive sequence of drug use and is consistent 
with findings in other studies (Kandel 1975; Milles and Noyes 1984; Kandel and 
Yamaguchi 2000; Golub and Johnson (2001). This study specifically finds that tobacco 
and not alcohol is the first drug in the sequence and supports a broader finding of the use 
of licit substances preceding the use of illicit substances. This study does not show 
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causality. It does, however, indicate that the use of certain substances is correlated with 
the use of other substances. These findings are significant and can be used to more 















Survey Questions Used in Analysis 
(CIGEVER) Have you ever smoked part or all of a cigarette? (nominal) 
 
Yes = 1 
 
31,673 (56.66%) 
No = 2 24,232 (43.34%) 
 
(CIGTRY) How old were you the first time you smoked part or all of a cigarette? 
(ratio) 
 
Age Range = 1-61 
 
31,245 (55.89%) 
Never Used Cigarettes = 985 24,232 (43.34%) 
Bad Data (Logically Assigned) = 991 225 (0.40%) 
Don’t Know = 994 170 (0.30%) 
Refused = 997 33 (0.06%) 
 
(ALCEVER) Have you ever, even once, had a drink of any type of alcoholic 
beverage? Please do not include times when you only had a sip or two from a 
drink. (nominal) 
 
Yes = 1 
 
40,646 (72.71%) 
No = 2 15,247 (27.27%) 
Bad Data (Logically Assigned) = 991 2 (0.00%) 
Don’t Know = 994 7 (0.01%) 
Refused = 997 3 (0.01%) 
 
(ALCTRY) Think about the first time you had a drink of an alcoholic beverage. 
How old were you the first time you had a drink of an alcoholic beverage? Please 
do not include any time when you only had a sip or two from a drink. (ratio) 
 
Age Range = 1-70 
 
40, 049 (71.64%) 
Never Used Alcohol = 991 15,247 (27.27%) 
Bad Data (Logically Assigned) = 985 147 (0.26%) 
Don’t Know = 994 390 (0.70%) 
Refused = 997 65 (0.12%) 
Blank (No Answer) = 998 7 (0.01%) 
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(MJEVER) Have you ever, even once, used marijuana or hashish? (nominal) 
 
Yes = 1 
 
21,986 (39.33%) 
No = 2 33,894 (60.63%) 
Bad Data (Logically Assigned) = 85 1 (0.00%) 
Don’t Know = 94 8 (0.01%) 
Refused = 97 16 (0.03%) 
 
(MJAGE) How old were you the first time you used marijuana or hashish? (ratio) 
 
Age Range = 1-74 
 
21,813 (39.02%) 
Never Used Marijuana = 985 33,894 (60.63%) 
Bad Data (Logically Assigned) = 991 55 (0.10%) 
Don’t Know = 994 94 (0.17%) 
Refused = 997 41 (0.07%) 
Blank (No Answer) = 998 8 (0.01%) 
 
(COCAGE) How old were you the first time you used cocaine, in any form? 
(ratio) 
 
Age Range = 1-55 
 
6,467 (11.57%) 
Never Used Cocaine = 985 49,354 (88.28%) 
Bad Data (Logically Assigned) = 991 30 (0.05%) 
Don’t Know = 994 36 (0.06%) 
Refused = 997 14 (0.03%) 
Blank (No Answer) = 998 4 (0.01%) 
 
(COCEVER) Have you ever, even once, used any form of cocaine? (nominal) 
 
 
Yes = 1 
 
6,537 (11.7%) 
No = 2 49,354 (88.3) 
Don’t Know = 94 94 (0.0) 






(CRKAGE) How old were you the first time you used "crack?" (ratio) 
 
Age Range = 1-50 
 
1,669 (2.99%) 
Never Used Crack = 991 54,206 (96.96%) 
Bad Data (Logically Assigned) = 985 7 (0.01%) 
Don’t Know = 994 5 (0.01%) 
Refused = 998 12 (0.02%) 
Blank (No Answer) = 998 6 (0.01%) 
 
 
(HERAGE) How old were you the first time you used heroin? (ratio) 
 
Age Range = 1-47 
 
714 (1.28%) 
Never Used Heroin = 985 55,157 (98.66%) 
Bad Data (Logically Assigned) = 991 1 (0.00%) 
Don’t Know = 994 2 (0.00%) 
Refused = 997 4 (0.01%) 
Blank (No Answer) = 998 27 (0.05%) 
 
(HALLAGE) How old were you the first time you used hallucinogens? (ratio) 
 
Age Range = 1-68 
 
7,771 (13.90%) 
Never Used Hallucinogens = 985 47,862 (85.61%) 
Bad Data (Logically Assigned) = 991 28 (0.05%) 
Don’t Know = 994 44 (0.08%) 
Refused = 997 29 (0.05%) 












 (ANALAGE) How old were you the first time you used any prescription pain 
reliever that was not prescribed for you or that you took only for the experience 
or feeling it caused? (ratio) 
 
Age Range = 1-80 
 
8,702 (15.57%) 
Never Used Pain Relievers = 981 46,416 (83.03%) 
Never Used Pain Relievers (logically 
Assigned) = 985 
81 (0.14%) 
Bad Data (Logically Assigned) = 991 66 (0.12%) 
Don’t Know = 994 346 (0.62%) 
Refused = 997 91 (0.16%) 
Blank (No Answer) = 998 203 (0.36%) 
 
(TRANAGE) How old were you the first time you used any prescription 
tranquilizer that was not prescribed for you or that you took only for the 
experience or feeling it caused? (ratio) 
 
Age Range = 1-75 
 
4,557 (8.15%) 
Never Used Tranquilizers = 981 51,092 (91.39%) 
Never Used Tranquilizers (log. As.) = 985 9 (0.02%) 
Bad Data (Logically Assigned) = 991 25 (0.04%) 
Don’t Know = 994 81 (0.14%) 
Refused = 997 42 (0.08%) 
Blank (No Answer) =998 99 (0.18%) 
 
(STIMAGE) How old were you the first time you used any prescription stimulant 
that was not prescribed for you or that you took only for the experience or feeling 
it caused? (ratio) 
 
Age Range = 1-60 
 
4,200 (7.51%) 
Never Used Stimulants = 981 51,443 (92.02%) 
Never Used Stimulants (Log. As.) = 985 17 (0.03%) 
Bad Data (Logically Assigned) = 991 15 (0.03%) 
Don’t Know = 994 83 (0.15%) 
Refused = 997 31 (0.06%) 
Blank (No Answer) = 998 116 (0.21%) 
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( SEDAGE) How old were you the first time you used any prescription sedative 
that was not prescribed for you or that you took only for the experience or feeling 
it caused? (ratio) 
 
Age Range = 1-80 
 
1,263 (2.26%) 
Never Used Sedatives = 981 54,429 (97.36%) 
Never Used Sedatives (Log. Assign.) = 985 22 (0.04%) 
Bad Data (Logically Assigned) = 991 7 (0.01%) 
Don’t Know = 994 35 (0.06%) 
Refused = 997 16 (0.03%) 
Blank (No Answer) = 998 133 (0.24%) 
 
  (IRSEX) GENDER (REVISED) (nominal) 
 
Male = 1 
 
26,539 (47.47%) 
Female =2 29,366 (52.53%) 
 
 (IREDUC2) EDUCATION (REVISED) (ordinal) 
 
Fifth grade or less = 1 
 
1,555 (2.78%) 
Sixth Grade = 2 3,311 (5.92%) 
Seventh Grade = 3 3,279 (5.87%) 
Eighth Grade = 4 3,923 (7.02%) 
Ninth Grade = 5 4,245 (7.59%) 
Tenth Grade = 6 4,325 (7.74%) 
Eleventh Grade = 7 4,526 (8.10%) 
Twelfth Grade = 8 12,700 (22.72%) 
Freshman/13th Year = 9  4,014 (7.18%) 
Soph./14th year or Junior/15th year = 10 6,617 (11.84%) 
Senior/16th year or GradProf Sch. (or 











(NEWRACE2) RACE/HISPANICITY RECODE (7 LEVELS) (nominal) 
 
NonHisp White = 1 
 
36,014 (64.42%) 
NonHisp Black/Afr Am = 2 7,024 (12.56%) 
NonHisp Native Am/AK Native = 3 820 (1.47%) 
NonHisp Native HI/Other Pac Isl = 4 261 (0.47%) 
NonHisp Asian = 5 1,838 (3.29%) 
NonHisp more than one race = 6 1,501 (2.68%) 
Hispanic = 7 8,447 (15.11%) 
 
 (INCOME) TOTAL FAMILY INCOME RECODE (ordinal) 
 
Less than $20,000 = 1 
 
13,128 (23.48%) 
$20,000 - $49,999 = 2 20,268 (36.25%) 
$50,000 - $74,999 = 3 9,726 (17.40%) 
$75,000 or More = 4 12,783 (22.87%) 
 
(SNRLDCSN) Your religious beliefs influence how you make decisions in your 
life. (ordinal) 
 
Strongly Disagree = 1 
 
4,774 (8.54%) 
Disagree = 2 6,673 (11.94%) 
Agree = 3 14,464 (25.87%) 
Strongly Agree = 4 10,884 (19.47%) 
BAD DATA (Logically assigned) = 85  3 (0.01%) 
LEGITIMATE SKIP (Log assign.) = 89 2 (0.00%) 
DON'T KNOW = 94 222 (0.40%) 
REFUSED = 97 195 (0.35%) 
BLANK (NO ANSWER) = 98  12 (0.02%) 











(CRKEVER) Have you ever, even once, used “crack?” (nominal) 
 
Yes = 1 
 
1,683 (3.0%) 
No = 2 4,852 (8.7%) 
Never used cocaine (COCEVER=2) = 91 49,354 (88.3%) 
Don’t Know = 94 2 (0.0%) 
Refused = 97 10 (0.0%) 
Blank (No Answer) = 98 4 (0.0%) 
 
(HEREVER) Have you ever, even once, used heroin? (nominal) 
 
Yes = 1 
 
718 (1.3%) 
No = 2 55,157 (98.7%) 
Don’t Know = 94 27 (0.0%) 
Refused = 97 3 (0.0%) 
 
(AGE2) RECODE – FINAL EDITED AGE (ordinal) 
 
Respondent is 12 years old = 1 
 
2,911 (5.2%) 
Respondent is 13 years old = 2 3,111 (5.6%) 
Respondent is 14 years old = 3 3,168 (5.7%) 
Respondent is 15 years old = 4 3,232 (5.8%) 
Respondent is 16 years old = 5 3,209 (5.7%) 
Respondent is 17 years old = 6 3,047 (5.5%) 
Respondent is 18 years old = 7 2,563 (4.6%) 
Respondent is 19 years old = 8 2,387 (4.3%) 
Respondent is 20 years old = 9 2,296 (4.1%) 
Respondent is 21 years old = 10 2,257 (4.0%) 
Respondent is 22 or 23 years old = 11 4,512 (8.1%) 
Respondent is 24 or 25 years old = 12 4,461 (8.0%) 
Respondent is bet. 26 and 29 years old = 13 2,608 (4.7%) 
Respondent is bet. 30 and 34 years old = 14 2,887 (5.2%) 
Respondent is bet. 35 and 49 years old = 15 8,133 (14.5%) 
Respondent is bet. 50 and 64 years old = 16 3,111 (5.6%) 
Respondent is 65 years old or older = 17 2,012 (3.6%) 
 
(PDEN) POPULATION DENSITY –The variable PDEN is based on 2000 Census data 
and the June 2003 core-Based Statistical Area classifications provided by the Office of 
Management and Budget (OMB). (nominal) 
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Segment in a CBSA with 1 million or more 
persons = 1 
 
23,448 (41.9%) 
Segment in a CBSA with fewer than 1 
million persons = 2 
27,331 (48.9%) 





Age Cohort Analysis 





Age 34 and Under 
 








NonHisp Black/Afr Am 5,609 (13.15%) 1,414 (10.67%) 
NonHisp Native Am/AK 
Native 
645 (1.51%) 175 (1.32%) 
NonHisp Native HI/Other 
Pac Isl 
211 (0.50%) 50 (0.38%) 
NonHisp Asian 1,468 (3.44%) 370 (2.79%) 
NonHisp more than one 
race 
1,224 (2.87%) 277 (2.09%) 
Hispanic 7,066 (16.57%) 1,381 (10.42%) 
 
 





Age 34 and Under 
 
Age 35 and above 
  
 





$20,000 - $49,999 15,650 (36.70%) 4,618 (34.84%) 
$50,000 - $74,999 7,150 (16.76%) 2,576 (19.43%) 









Age 34 and Under 
 
Age 35 and above  
 
 
Segment in a CBSA with 






Segment in a CBSA with 




















Age 34 and Under 
 







Female 22,075 (51.76%) 7,291 (55.5%) 
 
 








Age 34 and Under 
 







Disagree 4,989 (11.70%) 1,684 (12.70%) 
Agree 9,229 (21.64%) 5,235 (39.49%) 




Table 6 Age cohort analysis: ever tried alcohol (entire sample). Frequencies 
 
 
Ever Tried Alcohol? 
 
Age 34 and Under 
 







No 13,791 (32.36%) 1,456 (11.00%) 
 
 
Table 7 Age cohort analysis: ever tried cigarettes (entire sample). Frequencies 
 
 
Ever Tried Cigarettes? 
 
Age 34 and Under 
 







No 20,718 (48.58%) 3,514 (26.51%) 
 
 
Table 8 Age cohort analysis: ever tried cocaine (entire sample). Frequencies 
 
 
Ever tried Cocaine? 
 
Age 34 and Under 
 







No 38,532 (90.36%) 10,822 (81.70%) 
 
 
Table 9 Age cohort analysis: ever tried crack (entire sample). Frequencies 
 
 
Ever Tried Crack? 
 
Age 34 and Under 
 




1,057 ( 2.48%) 
 
626 (4.78%) 
No 3,052 (7.16%) 1,800 (13.58%) 
No (COCEVER) 38, 532 (90.36%) 10,822 (81.64%) 
 
 
Table 10 Age cohort analysis: ever used heroin (entire sample). Frequencies 
 
 
Ever used Heroin? 
 
Age 34 and Under 
 







No 42,147 (98.89%) 13,010 (98.14%) 
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Table 11 Age cohort analysis: ever used marijuana (entire sample). Frequencies 
 
 
Ever use Marijuana?  
 
Age 34 and Under 
 




16, 013 (37.55%) 
 
6,346 (47.87%) 
No 26,621 (62.45%) 6,910 (52.13%) 
 
 
Table 12 Age cohort analysis: highest grade completed (entire sample). Frequencies 
 
 
Highest grade completed? 
 
Age 34 and Under 
 
Age 35 and above  
 




   216 (1.63%) 
Sixth Grade 3,154 (7.40%)    157 (1.18%) 
Seventh Grade 3,174 (7.44%)    105 (0.79%) 
Eighth Grade 3,629 (8.50%)    294 (2.22%) 
Ninth Grade 3,913 (9.17%)    332 (2.50%) 
Tenth Grade 3,889 (9.12%)    436 (3.29%) 
Eleventh Grade 4,025 (9.43%)    501 (3.78%) 
Twelfth Grade 8,272 (19.40%) 4,428 (33.40%) 
Freshman/13th Year 2,943 (6.90%) 1,071 (8.08%) 
Sophomore/14th year or 
Junior/15th year 
4,418 (10.36%) 2,199 (16.59%) 
 
Senior/16th year or GradProf 
















Table 13 Independent Sample T-Test of the relationship between the age cohorts and age 






Mean SD 2-tail sig. DF 
Analage       
34 and under 7,226 17.02 4.002 .000 8700 
35 and over 1,476 25.85 10.044 .000  
Cocage      
34 and under 4,065 18.17 3.152 .000 6465 
35 and over 2,402 22.40 5.896 .000  
Alctry      
34 and under 28,398 15.20 3.190 .000 40047 
35 and over 11,651 17.25 4.591 .000  
Mjage      
34 and under 15,869 15.60 2.948 .000 21811 
35 and over 5,944 18.20 5.488 .000  
Crkage      
34 and under 1,046 18.46 3.393 .000 1667 
35 and over 623 28.24 7.801 .000  
Hallage      
34 and under 5,826 17.11 2.893 .000 7769 
35 and over 1,945 19.30 5.082 .000  
Herage      
34 and under 471 18.28 3.752 .000 712 
35 and over 243 23.78 7.722 .000  
Sedage      
34 and under 572 16.76 4.170 .000 1261 
35 and over 691 21.22 8.356 .000  
Stimage      
34 and under 3023 16.75 3.427 .000 4198 
35 and over 1177 21.30 6.816 .000  
Tranage      
34 and under 3389 17.93 3.717 .000 4555 
35 and over 1168 25.80 9.904 .000  
Cigage      
34 and under 9887 16.32 2.893 .000 15844 






Table 14 Independent Sample T-Test of the relationship between and age of first use for 
(1) cigarettes; (2) marijuana and (3) alcohol and my religious beliefs play a role in my 






Mean SD 2-tail sig. DF 
 
Snrldcsn (1) 
     
   Agree 9,118 17.68 4.224 .000 14457 
   Disagree 5,341 16.83 3.535 .000  
Snrldcsn (2)      
   Agree 11,221 17.12 4.239 .000 18228 
   Disagree 7,009 16.33 3.739 .000  
Snrldcsn (3)      
   Agree 21,674 16.76 3.888 .000 32088 

















How old were you the 
first time you tried 




How old were you the 
first time you tried 
marijuana or hashish?  
 
 
Age Range 9-74 21, 668 Age Range = 1-74 21,813  
Never Used 
Marijuana 
33,894  Never Used 
Marijuana  
33,894  
Bad Data (Logically 
Assigned) 
55  Bad Data (Logically 
Assigned)  
55  
Don’t Know  94  Don’t Know  94  
Refused  41  Refused  41  
Blank (No Answer)  8  Blank (No Answer)  8  
Total 55,760 Total 55,905 
 
 











How old were you the 
first time you tried 
cocaine? 
  
How old were you the 
first time you tried 
cocaine? 
 
Age Range 9-55 6,186 Age Range 1-55 6,467 
Never Used Cocaine  49,354 (88.28%) Never Used Cocaine  49,354 (88.28%) 
Bad Data (Logically  30 (0.05%) Bad Data (Logically  30 (0.05%) 
Don’t Know  36 (0.06%) Don’t Know  36 (0.06%) 
Refused  14 (0.03%) Refused  14 (0.03%) 
Blank (No Answer)  4 (0.01%) Blank (No Answer)  4 (0.01%) 



















How old were you the 
first time you tried 
crack cocaine? 
  
How old were you the 
first time you tried 
crack cocaine? 
 
Age Range 9-50 1539 Age Range 7-50 1,669 
Never Used Crack 54,206 (96.96%) Never Used Crack 54,206 (96.96%) 
Bad Data (Logically 
Assigned)  
7 (0.01%) Bad Data (Logically 
Assigned)  
7 (0.01%) 
Don’t Know  5 (0.01%) Don’t Know  5 (0.01%) 
Refused  12 (0.02%) Refused  12 (0.02%) 
Blank (No Answer) 6 (0.01%) 
 
Blank (No Answer) 6 (0.01%) 















How old were you the 




How old were you the 
first time you tried 
heroin? 
 
Age Range 9-47 
 
634 Age Range 1-47 714 
Never Used Heroin 
  
55,157 (98.66%) Never Used Heroin  55,157 (98.66%) 
Bad Data (Logically 
Assigned) 
 





2 (0.00%) Don’t Know  2 (0.00%) 
Refused 
  
4 (0.01%) Refused  4 (0.01%) 
Blank (No Answer) 
  
27 (0.05%) Blank (No Answer)  27 (0.05%) 
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