Introduction
In [4] it is shown that the minimization of predicted miss (cf. [l, 51) for a partially observable linear system with control actions in the unit cube leads to the following stochastic differential equation for the best estim'ate & of the state &: di, =L(t)& dt+B(t)u(t, i,) dt+K(t)G(t) dw,, ( where b(t) = B'( t)5, and & is a nonzero vector evolving in a continuously differentiable way in time. If the nonlinear drift terln were not present, equation ( 1.1) would have a unique strong (i.e. adapted 'to ( w,)) so'tution for any initial value. In the presence of the nonlinear term we: could find a weak solution by means of the Girsanov measure transformation method (cf. [lo, 61) provided K(t)G(t) has rank d for all t (or, somewhat weaker, B(t) = K(t'G(t)@(t) for some matrix function e(t)). But this would mean that the dimension of the observed vector, which is r, should be at least a!; large as the dimension of the state vector, which is d, and, cp~C'*' such that the following holds:
(ii) The y"(t, z) are bounded by a constant uniformly in (?, z> and N, and they satisfy the Ito condition (1.3) with a constant K = KN depending on N (iii! For a-e. 0~ t 6 T there exists a set I; in R4, Lebesgue measure 0 such that, for 2 6z /;.
(iv) For all (t, x), IdO? x>l+ IWf, x>l+ Ibl(~9 x)1 s iu( 1+ IxIP), I = 1, . . . , q, for some nonnegative integer p.
(A4) Denote a = m'. Then there exists a (measurable, ( Y&-adapted) diagonalization C(t, x)A(t, x)C'(t, X) of V&, x,)a(t, x)[V(p(t, x~)]' (i.e. C orthogonal, A diagonal) such that $( t, X) = C( t, x)A '12( t, X) satisfies the Ito conditions and admits an inverse #-'(t, X) satisfying the polynomial growth condition (iv). Moreover, the (unique) strong solution ( Yr) of (where ( Gt) is a q-dimensional Brownian motion) has, for t > 0, a distribution of Y, which is absolutely continuous with respect to q-dimensional Lebesgue measure.
Apart from the technicalities, the decisive assumption is that the nonlinear drift term g can be expressed as a function y of the statistic cp( t, x), and that y itself can be approximated locally uniformly by smooth functions a.e. on (t, z) -space. For the example considered initially, p(t, X) = (&, X) and (AI)-(A3) are trivially satisfied if we take
(where $$( b( t)) is tilde column vector with components jign( bi( 1))) and approximate -sign(z) by the functions ( tA = indicator of A). (A4) reduces then to the requirement that
+'(t)=~~K(t)G(t)G'(t)K'(t)S,>O
for all 06 ts T.
For this implies that Y, has a density for all t > 0 (cf. [6] ). Let us now formulate the result we are going to prove.
Theorem. Under assumptions
2) has a weak solution.
Some prerequisites
Let us begin with some general remarks on Ito processes. Suppose that on some complete probability space (0, @, P) there is given an r-dimensional Wiener process ( w,, 9, j, 0 s t s T (with 9$ containing the 9-nullsets), and let (&) be a q-dimensional Ito process given by The (q X 1) -respectively (q X r) -matrix valued processes (A,) and (B,) are supposed to be measurable and adapted to (9,) for almost all (t, o) (cf. [ 131) . For simplicity, we require right now (it is not yet necessary at this point,, but we shall need it in the lemma anyway):
E,(x) is nonsingular for all (f, X) E [0, T] X C9. (2.4) ;
It can then be shown that there exist a q-dimensional Wiener process (i$, 9;) and a measurable 
(2.5)
Let (v, j be the (unique) strong solution of the equation 6) and denote by pLs and CL,, the measures induced on Cy by (&) and (q,), respectively'. We need one more assumption:
IASBBIW. Under assumptions (2.2)-(2.5) and (2.7) pE is absolutelv continuous with respect to j+ : pf (c ps. Next we note that the solution to (2.11) is pathwise unique. This is true since, for t s r,,, any solution to (2.11) solves (2.6) and is constant for t > 7,. Since as n --* 00 by virtue of (2.7j and (2.8).
Proof of theorem .
(For notational simplicity for scalar q.) Denote gN( t, x) = yN( t, q( t, x)) and let (6;) be the (unique) strong solution of the equation
=&,+FN(t)+GN(t)+BN(t), (3.1)
where the random functions F", GN and BN are defined in an obvious manner. By Ito's formula, the process X," = cp( t, &") satisfies the equation 
I t EIMN(t)-MN(s)14s6(t-s)r'd3
ElmN(r, eN)14dr s
~@--s)C5(m)
I for all OssstsT such that t--s<1 and all N-=1,2,..., with a constant C7 depending only on d, r, K, T and &). This implies that the random functions @", N=l,2,..., are tight in C4(d+1) (cf. [9] ). Hence we may extract a subsequence (N') = (N) such that the aN' converge to some limit <P in the sense of weak convergence of measures, and, by Skorokhod's imbedding theorem (cf.
[lo]), there exist processes all defined on the same probability space, such that &N is stochastically equivalent to QN and 8N' --) 4 a.e. in the nor'n of Cjtd +I! Note that all relations between the components of QN are preserved for the sN; in particular, (3.1) and (3.2) continue to hold, and cp( t, $' ) = 2;". For more details cf. [2, 3, 8, 9] . Hence, rehbelling, let us assume henceforth that QN -, @ a.e. in the norm of C4('+') for some limit process @ = (5, X, F, G, B, F, e, 6 ). It then follows that Tr=So+F(t)+G(t)+B(t), (3.7) xt =cp(O, &-J+~(r)+&t>+s<~>* (3.8) Moreover, the estimates (3.3)-(3.6) carry over to the limit: &,) = (a(&, X,, B(s), g(s) , s s t}) whose quadratic variation is given by (B), = I:, Z( s, 5) ds with W, 5) = 44 5) a(s, 6) vQ' (S, 6s) vQ (S, &b(s, 6) vQ (S, &) a(% 6:)vQ'k 6s) *
