The Entropy of Graded Algebras  by Newman, M.F et al.
Journal of Algebra 223, 85–100 (2000)
doi:10.1006/jabr.1999.8053, available online at http://www.idealibrary.com on
The Entropy of Graded Algebras
M. F. Newman and Csaba Schneider
School of Mathematical Sciences, The Australian National University,
Canberra ACT 0200, Australia
E-mail: newman@maths.anu.edu.au; csaba@maths.anu.edu.au
and
Aner Shalev
Institute of Mathematics, The Hebrew University, Jerusalem 91904, Israel
E-mail: shalev@math.huji.ac.il
Communicated by Efim Zelmanov
Received May 24, 1999
We define the entropy of a graded algebra A =Ln An by lim supn→∞ npdim An.
This is related to the notion of entropy in symbolic dynamics, and could serve
as a natural dimension concept for algebras with exponential growth. We study
the entropy of quotients and subalgebras of free associative algebras and free Lie
algebras. We also study the behavior of the entropy function under free products,
and obtain several characterizations of free algebras in terms of entropy. © 2000
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1. INTRODUCTION
Let A =Ln≥0An be a graded algebra over a field . Recall the homo-
geneous components An are linear subspaces of A such that AiAj ≤ Ai+j .
We define the entropy of A by
HA = lim sup
n→∞
n
p
dim An: (1)
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The term entropy is widely used in symbolic dynamics (see Lind and
Marcus [LM95]). If X is a shift space and BX its language then the
entropy of the shift space X is defined as
hX = lim sup
n→∞
1
n
log2 BnX;
where BnX is the set of words in BX whose length is n. If B is the
language of a shift space corresponding to a set of forbidden words F
then B can be viewed as a semigroup under concatenation. The semigroup
algebra B of B over the field  is graded and log2 HB = hX:
Several dimension functions have been introduced in Ring theory, the
notion of entropy can be regarded as adding to them. While the Gelfand–
Kirillov dimension [KL85] is useful in the context of algebras with polyno-
mial growth, and the super-dimension function [BK76] is used in the con-
text of algebras with subexponential growth, the notion of entropy seems
natural in the context of algebras whose growth is exponential.
In this paper we explore some basic properties of the entropy function.
Our primary contexts are associative and Lie algebras. The free associa-
tive algebra F on d generators is taken with the standard grading where Fn
is the linear span of all the monomials of length n. The standard grading
for free Lie algebras is defined similarly.
With a graded algebra A one associates a formal power series–the so-
called Hilbert series–defined by
At =
∞X
n=0
dim Antn:
It is clear that HA = 1/R, where R is the radius of convergence of At.
Hilbert series have been studied extensively in commutative algebra. It is
clear that finitely generated graded associative commutative algebras have
entropy 1. This also holds for PI algebras over a field of characteristic 0
[Ber82]. Anick [Ani82] studied Hilbert series of associative but not neces-
sarily commutative algebras. Some of his results are useful for our purpose.
Smith [Smi76] and Berezny˘ı [Ber80] considered the growth of enveloping
algebras. Note that if L is a graded Lie algebra, then its universal envelop-
ing algebra UL admits a natural grading induced from L. It is shown in
[Ber80] that L and UL have the same entropy.
Since our context is graded algebras we restrict attention to graded sub-
algebras, graded ideals and graded quotients. The word “graded” will fre-
quently be omitted; thus if we say that B is a subalgebra of a graded algebra
A then B =Ln≥0 B ∩An. The (homogeneous) elements in An are said to
have degree n. Note the free algebras and their graded quotients are gener-
ated by their elements of degree 1. Unless otherwise stated all our algebras
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are assumed to be infinite-dimensional and locally finite—that is each ho-
mogeneous component is finite-dimensional.
We also assume that associative algebras A are connected, that is A0 = ,
and that our Lie algebras are graded over the positive integers.
In this paper we study the entropy of associative algebras and Lie alge-
bras with particular emphasis on free algebras and how their entropy relates
to that of their quotients and their subalgebras.
In Section 2 we study the growth of power series whose coefficients satisfy
a recurrence relation. The result of this section (Lemma 2.1) is a useful tool
when investigating Hilbert series of associative algebras.
It is clear that if A is a free associative algebra of rank d then HA = d.
It is a consequence of Witt’s formula ([Bou75, Chap. II, Sect. 2, No. 3, The-
orem 2]) that the free Lie algebra of rank d also has entropy d. Section
3 deals with entropy of quotients. We observe in Theorem 3.1 and Corol-
lary 3.1 below that proper quotients of a free associative or Lie algebra
of rank d have entropy strictly less than d. Thus free algebras of rank d
are characterized by their entropy. A similar result holds for groups (The-
orem 3.3). The rest of the results in Section 3 concern algebras given by
a presentation. Let A be an associative algebra which is defined by d gen-
erators and r homogeneous relations. We show that HA ≥ d − r (The-
orem 3.4). We also observe that if r < d2/4 then HA > 1 (Corollary
3.4). This can be considered as a version of the Golod–Sˇafarevicˇ theorem
[Her68]. These results also hold for Lie algebras.
In Section 4 we study the entropy of subalgebras of free algebras. It is
clear that the entropy of a subalgebra of a free associative or Lie algebra
of rank d is at most d. The main result shows that finitely generated proper
subalgebras of a free Lie algebra of rank d have entropy strictly less than
d (Theorem 4.1). This does not hold for associative algebras; however,
we obtain a characterization of free finitely generated subalgebras of free
associative algebras which have maximal entropy (Theorem 4.2).
In Section 5 we examine the behavior of the entropy function under free
products. If A and B are associative algebras generated in degree 1, then
so is their free product Aq B. We prove that HAq B ≥ HA +HB
with equality if and only if both A and B are free (Theorem 5.1). This gives
another characterization of free algebras in terms of entropy.
While this paper is concerned with associative algebras and Lie alge-
bras, we note that every finitely generated not necessarily associative al-
gebra has finite entropy. Indeed, if A is the absolutely free nonassocia-
tive algebra of rank d, then an = dim An is the number of nonassocia-
tive monomials in d variables of length n (with arbitrary bracket arrange-
ments). It is well-known that an = dnCn where Cn =
(2n−2
n−1

/n is the
nth Catalan number (Cameron [Cam94, pp. 60 and 61]). It follows that
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HA = 4d. It would be interesting to find the entropy of the free Jordan
algebras.
2. LINEAR RECURRENCE
Sometimes the coefficients an = dim An of the Hilbert series of a locally
finite associative algebra A satisfy a linear recurrence relation. This is the
case, for instance, if A commutative or A is a quotient of a free associative
algebra over an ideal which is generated by finitely many monomials.
Suppose that the series ann≥0 satisfies
an = c1an−1 + c2an−2 + · · · + ckan−k; n ≥ k: (2)
This implies that the Hilbert series At is a rational function. We refer to
pt = tk − c1tk−1 − c2tk−2 − · · · − ck (3)
as the the characteristic polynomial of the recurrence relation. Suppose that
the roots of pt are λ1; : : : ; λs with multiplicities d1; : : : ; ds. Then there
are coefficients
c1;1; : : : ; c1;d1; c2;1; : : : ; c2;d2; : : : ; cs;1; : : : ; cs;ds
such that
an =
sX
i=1
di−1X
ji=0
ci;jin
jiλni :
See for instance [Cam94]. From this we see that
HA ≤ maxλ1; : : : ; λs:
It also follows that, if an is not identically 0, then HA ≥ minλ1; : : : ;
λs. Observe that when c1; : : : ; ck ≥ 0 the characteristic polynomial has a
unique positive root. The following lemma is useful when studying Hilbert
series of algebras.
Lemma 2.1. Let the series ann≥0 of non-negative integers satisfy the re-
currence relation 2 where coefficients are all non-negative. Let λ ≥ 1 be the
positive root of the characteristic polynomial of 2. If an is not identically
0 then
lim sup
n→∞
n
√
an = λ:
the entropy of graded algebras 89
Proof. It is well-known that the absolute value of each root of the char-
acteristic polynomial is bounded above by λ (see Marden [Mar66, Theorem
27,1]); therefore lim sup n
√
an ≤ λ. Without loss of generality we may assume
that a0 ≥ 1. Let i1; : : : ; im be those indices for which ci 6= 0 and let g be
their greatest common divisor. It is well-known that ng can be written as a
linear combination of i1; : : : ; im with non-negative coefficients for all large
enough n; so for these n we have ang ≥ 1. Suppose first that g = 1. By the
previous discussion we may also assume that an ≥ 1 for n ≥ 0. Using (2)
one can determine a series of non-negative coefficients ci1 ; : : : ; c
i
k such
that
ak+i = ci1 ak−1 + · · · + cik a0:
The series λnn≥0 is a solution of the recurrence relation, therefore
λkλn−1 = cn−11 λk−1 + cn−12 λk−2 + · · · + cn−1k λ0
≤ λk−1(cn−11 + cn−12 + · · · + cn−1k :
Hence
λn ≤ cn−11 + cn−12 + · · · + cn−1k
≤ cn−11 ak−1 + cn−12 ak−2 + · · · + cn−1k a0
= ak+n−1:
This implies that lim sup n
√
an ≥ λ, so the equality holds.
If g > 1 then consider the subseries bn = ang. As before we also suppose
that bn ≥ 1 for all n ≥ 0. The series bn satisfies the recurrence relation
bn = cgbn−1 + c2gbn−2 + · · · + ck′gbn−k′;
where k = k′g. The positive root of its characteristic polynomial is λg. From
the previous case we obtain
lim sup
n→∞
n
√
an ≥ lim sup
n→∞
ng
p
ang ≥ g
√
λg = λ
and the equality follows.
3. ENTROPY OF QUOTIENTS
A special property of associative algebras A generated in degree 1 is
that the series an = dim An is submultiplicative, that is anam ≤ an+m. This
observation follows easily from the fact that An+m = AnAm. As a conse-
quence we obtain the following simple lemma (see [LM95, Lemma 4.1.7 ]
and [Smi76]).
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Lemma 3.1. Suppose that A is an associative algebra generated in degree
1. Then limn→∞ n
p
dim An exists and is bounded above by
n
p
dim An for each
n ≥ 1. Consequently we have dim An ≥ HAn for all n.
A similar argument due to Bergman is mentioned in Smith’s paper
[Smi76], and shows that limn→∞ n
p
dim A1 + · · · + dim An exists for nonas-
sociative algebras which are generated in degree 1.
We can now deduce the following.
Theorem 3.1. Let I be a nonzero ideal in a free associative algebra A of
finite rank. Then HA/I < HA.
Proof. Let d denote the rank of A. Suppose that Q is the factor algebra
A/I and qn = dim Qn. Since I is nontrivial, there is an integer k > 0 with
qk < d
k. It follows from Lemma 3.1 that HQ ≤ k√qk < d.
Let A; I;Q; qn be as above and let e be the least integer with Ie 6= 0.
Then the proof shows that HA/I ≤ e√de − 1.
A more refined estimate can be obtained using Lemma 2.1. Fix a free
generating set X of A and introduce a linear ordering on X. Extend it to
a lexicographic ordering of the set of all monomials in X. Now let f ∈ I be
a nonzero element of degree e. Among all the monomials in the support
of f (namely, those occurring in f with a nonzero coefficient) let h be the
largest lexicographically. Let J = h be the ideal generated by h and set
Q′ = A/J. By Theorem 1.4 in Anick [Ani82] we have HQ ≤ HQ′.
Let q′n = dim Q′n. We claim that
q′n ≤ d − 1q′n−1 + · · · + q′n−e: (4)
To prove (4) observe that a basis Bn for Q′n is the (image of the) set of
monomials of degree n which do not contain h as a submonomial (these
are called h-free monomials). Let ctu; v be the common tail of monomials
u and v; namely the longest possible monomial w such that u = u′w and
v = v′w for some u′ and v′. Then
Bn =
[e
i=1 Bn; i where Bn; i = u ∈ Bn  length of cth; u = i− 1:
Note that for each u ∈ Bn; i we have u = vxw where w consists of the
last i − 1 letters of h, x is a free generator of A such that xw is not a tail
of h, and v is a monomial of Bn−i. This shows that Bn; i ≤ q′n−id − 1.
Summing over i we obtain (4).
Consider the polynomial
Pd; et = te − d − 1te−1 + · · · + 1; (5)
and let αd; e be the positive root of this polynomial. Then HQ′ ≤ αd; e by
Lemma 2.1.
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Note that if f = xe for some x ∈ X and e ≥ 1, and I = f , then we
easily obtain
qn = d − 1qn−1 + · · · + qn−e;
so the argument above allows us to determine HQ precisely.
This gives rise to the following.
Theorem 3.2. Let I be a nonzero ideal of a free associative algebra A of
rank d, and suppose e is the least integer with Ie 6= 0. Then HA/I ≤ αd; e.
Note that this is best possible for
A = 〈a1; : : : ; ad  ae1 = 0;
then HA = αd; e by Lemma 2.1.
Theorem 3.1 does not hold for all associative algebras.
Example 3.1. Let
A = 〈x; y; z xz; yz and Q = 〈x; y; z xz; yz; zz:
Then one verifies easily that dim An = 2n+1 − 1 and dim Qn = 2n + 2n−1.
Therefore Q is a proper quotient of A satisfying HQ = HA = 2.
It would be interesting to characterize graded associative algebras whose
entropy is larger than that of each of their proper quotients.
We now turn to Lie algebras.
Corollary 3.1. Let I be a nonzero ideal in a free Lie algebra L of finite
rank. Then HL/I < HL.
Proof. Let d be the rank of L and let U denote the universal enveloping
algebra of L/I. Then HL/I = HU by Berezny˘ı’s theorem [Ber80]. It is
well-known that U ∼= A/Iσ where A is a free associative algebra of rank d
and σ is the canonical embedding L→ A ([Bou75, Chap. I Sect. 1, No. 3,
Proposition 3]). Since I is nontrivial, Iσ must be nontrivial, thus U is a
proper quotient of A. Then, by Theorem 3.1, HU < d.
We use Corollary 3.1 to derive results on the torsion-free ranks of the
lower central factors of groups. Recall that if A is a finitely generated
abelian group then its torsion-free rank can be computed as dimA⊗
 and is denoted by rankA. Let γnG denote the nth term of the lower
central series of a group G.
Theorem 3.3. Let G be a d-generated group which is not free. Then there
exists an ε > 0 such that
rank γnG/γn+1G ≤ d − εn
for all sufficiently large n.
92 newman, schneider, and shalev
Proof. Write G ∼= K/N , where K is a free group on d generators, and
N is a nontrivial normal subgroup of K. Let LK =Ln≥1 γnK/γn+1K
be the graded Lie ring associated with the lower central series of K. Then
LK is a free Lie algebra of rank d over the integers . Let
I =M
n≥1
(
N ∩ γnK

γn+1K/γn+1K:
Then I is a nonzero ideal of LK, and
LK/I ∼= LK/N ∼= LG =M
n≥1
γnG/γn+1G:
Tensoring with  and applying Corollary 3.1 we obtain the result.
Theorem 3.1 and Corollary 3.1 give rise to a characterization of free
associative and Lie algebras in terms of their entropy. We denote the least
number of generators of an algebra A by dA.
Corollary 3.2. LetA be an associative or Lie algebra generated in degree
1. Then A is free if and only if dA = HA.
Let us now discuss some lower bounds on the entropy of algebras given
by a presentation in terms of generators and (homogeneous) relations. We
first recall a few results by Anick [Ani82] concerning the connection be-
tween Hilbert series of algebras and combinatorial properties of their defin-
ing set of relations. For power series
P
ant
n and
P
bnt
n over an ordered
domain we write
P
ant
n ≥P bntn if an ≥ bn for all n.
Lemma 3.2 ([Ani82, Theorem 2.6]). Let S be a set of homogeneous ele-
ments with degree at least 1 in a free associative algebra A. Let St denoteP
s∈S tdeg s and let Q = A/I where I is the ideal generated by S. Then
Qt ≥ At(1+ StAt−1: (6)
The set S in Lemma 3.2 is called strongly free if equality holds in (6). Re-
call that a set of monomials M = mi  i ∈ I in a free associative algebra
is combinatorially free if
• no mi is a submonomial of mj for i; j ∈ I and i 6= j;
• mi = x1y1 and mj = x2y2 imply x1 6= y2.
Lemma 3.3 [Ani82, Theorem 3.1]. Let S be a set of monomials in a free
generating set X for a free associative algebra A. Then S is strongly free if and
only if it is combinatorially free.
These results can be used to prove the following.
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Theorem 3.4. Let A be the associative algebra
〈
x1; : : : ; xd  f1; : : : ; fr

,
where fi are homogeneous polynomials in x1; : : : ; xd. Then HA ≥ d − r.
Moreover, for d > max2; r equality holds if and only if deg f1 = · · · =
deg fr = 1 and the fi are linearly independent.
Proof. There is nothing to prove if r ≥ d, so suppose that r < d. Con-
sider the associative algebra
A′ =
D
x1; : : : ; xd x1xdeg f1−1d ; : : : ; xrxdeg fr−1d
E
:
Then A and A′ have relations of the same degrees, and the relations of A′
are combinatorially free. Thus, by Lemmas 3.2 and 3.3 we obtain HA′ ≤
HA. Now if
A′′ = 〈x1; : : : ; xd x1; : : : ; xr 
then A′′ is a quotient of A′ and, since A′′ is free of rank d − r, we have
HA′′ = d − r. It follows that HA ≥ d − r. To characterize equality
observe that if one of the fi, say f1, is of degree at least 2, and we take
A′′ = 〈x1; : : : ; xd x1xd; x2; : : : ; xr 
then again A′′ is a quotient of A′. It is easy to verify directly (or by applying
Theorem 2.6 and Theorem 3.1 of [Ani82]), that
dim A′′n = d − r + 1 dim A′′n−1 − dim A′′n−2:
Using the characteristic polynomial it is routine to prove that HA′′ >
d − r when d > 2, as required.
Note that the algebra A = 〈x1; x2 x1x2 satisfies HA = 1 = d − r,
though its relation has degree 2.
While for a free associative algebra A and a principal ideal f  in A we
have HA/f  ≥ HA − 1, this is no longer true for nonfree algebras.
Consider the following example.
Example 3.2. Let
A = 〈x1; : : : ; xd xixj for 1 ≤ j < i ≤ d − 1
and f = xd. Then HA/f  = 1 since the set of monomials
xi11 xi22 · · ·xid−1d−1  i1; i2; : : : ; id−1 ≥ 0
forms a basis for A/f . Let Bn denote the set of all monomials which
are xixj-free for 1 ≤ j < i ≤ d − 1 and have length n. Then clearly
wxdxi;w
′xd−1 and w′′xd are in Bn if w ∈ Bn−2, w′; w′′ ∈ Bn−1 and
i ≤ d − 2. Setting an = dim An we obtain
an ≥ d − 2an−2 + 2an−1:
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Now the positive root of the characteristic polynomial is λ = 1 +√d − 2,
and HA ≥ λ by Lemma 2.1. Therefore HA → ∞ as d → ∞, while
HA/f  = 1.
In their celebrated paper Golod and Sˇafarevicˇ [GSˇ64] proved that if P
is a presentation of an associative algebra with d generators and at most
d − 12/4 relations, then the algebra presented by P must be infinite-
dimensional. Later Vinberg [Vin65] proved a stronger result replacing d−
12/4 with d2/4. It is not difficult to notice that in these results infinite-
dimensionality can be strengthened, and Koch [Koc77] used this observa-
tion in his paper to extend the Golod–Sˇafarevicˇ theorem to Lie algebras.
In the rest of this section we show how these methods and results relate
to the entropy notion.
Let A be a free associative algebra on d generators and R a set of ho-
mogeneous elements of A with degree at least 2. Let ri denote the number
of elements in R with degree i and Rt the formal power series Pn≥2 rntn.
If I is the ideal generated by R and Q is the factor algebra A/I then the
following holds.
Lemma 3.4. If 1− dt0+Rt0 converges and 1− dt0+Rt0 ≤ 0 for some
t0 ∈ 0; 1 then HQ > 1.
Proof. By a result of Vinberg [Vin65] we have that
Qt
1− t
(
1− dt + Rt ≥ 1
1− t :
Suppose that HQ = 1. Then Qt converges on the whole open interval
0; 1. Since 1− dt0 + Rt0 ≤ 0 for some t0 ∈ 0; 1 we have
Qt0
1− t0
(
1− dt0 + Rt0
 ≤ 0:
But this is clearly a contradiction.
Corollary 3.3. Let R be a subset of a free Lie algebra L of rank d
consisting of ri homogeneous elements of degree i (i ≥ 2). Let I be the ideal
of L generated by R and suppose that 1− dt0+Rt0 ≤ 0 for some t0 ∈ 0; 1.
Then HL/I > 1.
Proof. The universal enveloping algebra U of L/I is A/J where A is
a free associative algebra of rank d and J is the ideal generated by Rσ
where σ is the canonical map L → A. Since σ preserves degrees and
HU = HL/I the result follows.
Corollary 3.4. Let P be an associative or a Lie algebra presentation
containing d generators and r homogeneous relations of degree at least 2 with
r < d2/4. If A denotes the algebra presented by P then HA > 1.
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Proof. Suppose that the number of relations of degree i is ri withP
i≥2 ri = r. Since r is finite the series 1 − dt +
P
i≥2 riti converges on the
whole interval 0; 1. There exists t0 ∈ 0; 1 such that
1− dt0/22 + r − d2/4t20 ≤ 0:
It follows that
1− dt0 +
X
i≥2
rit
i
0 ≤ 1− dt0 + rt20 = 1− dt0/22 + r − d2/4t20 ≤ 0;
thus HA > 1 by Lemma 3.4 for associative algebras and Corollary 3.3 for
Lie algebras.
We conclude that at least d2/4 relations are required to present an asso-
ciative or Lie algebra on d generators with entropy 1. Moreover, it is clear
from the proof of the above corollary that if d > 2 then more than d2/4
relations are needed.
4. ENTROPY OF SUBALGEBRAS
We begin with Lie algebras.
Theorem 4.1. Let L be a free Lie algebra of finite rank and K a finitely
generated proper subalgebra of L. Then HK < HL.
As a preliminary to proving this we discuss some results and terminology
for associative algebras. Let A be a free associative algebra on a set X. A
subset S of A is said to be algebraically independent if it freely generates a
free subalgebra of A. Let L be the Lie algebra in A generated by X. Then
it is well-known that L is a free Lie algebra on X and we shall refer to the
elements of L as Lie elements of A.
Note first that if A is a free associative algebra of rank d, and B is
a subalgebra of A such that for some monomial h the support of each
b ∈ B is h-free, then HB < d. This follows from the fact that the ho-
mogeneous components of such a subalgebra B can be embedded into the
corresponding homogeneous components of A/h as vector spaces, and
HA/h < d by Theorem 3.1. An easy consequence of the above argu-
ment can be stated as follows.
Lemma 4.1. Let S be a finite set of homogeneous elements in a free as-
sociative algebra A on a finite set X. Suppose that for some x ∈ X no xk
(k ≥ 1) occurs in the supports of the elements of S. Let B be the subalgebra
of A generated by S. Then HB < HA.
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Proof. Let i be the largest integer such that xi is a subword of some
monomial in the support of some element of S. It is easy to see that
the monomials in the supports of the elements of B are x2i+1-free. Hence
HB < HA by the previous discussion.
Proof of Theorem 4.1. Let X be a free generating set for L, and embed
L in the free associative algebra A on X. Let S be a finite generating set
for K consisting of homogeneous elements. Without loss of generality we
may assume that there exists some x ∈ X such that x is not in the support
of any element of S. Indeed, since K is a proper subalgebra of L this can
always be achieved by performing a suitable linear transformation on L1.
Clearly, the support of Lie elements does not contain monomials of the
form xk for k ≥ 2. Let B be the subalgebra of A generated by S. Then by
Lemma 4.1, we have HB < HA. Since the homogeneous components
of K are embedded into the corresponding homogeneous components of B
as vector spaces, we obtain HK ≤ HB < HA = HL.
Theorem 4.1 implies that proper subalgebras of free Lie algebras with
finite co-dimension are not finitely generated.
Unlike the Lie algebra case, a free associative algebra of finite rank can
have finitely generated proper subalgebras whose entropy equals that of the
whole algebra. For instance let B be the subalgebra generated by the set of
monomials of length n ≥ 2 in a free generating set X for a free associative
algebra A. Then HB = HA = X.
It is a well-known fact in Information Theory that if 6∗ is a free semi-
group of rank d and S is a subset of 6∗ such that the subsemigroup
〈
S

generated by S is free on S then
P
i≥1 ri/di ≤ 1, where ri is the number of
elements in S with length i. The following extension has been obtained by
Kolotov [Kol78] (see also Theorem 5.6 in Cohn’s monograph [Coh85] for
a proof).
Lemma 4.2. Let S be a set of homogeneous polynomials in a free associa-
tive algebra A of rank d. For i ≥ 1 let ri denote the number of elements in S
whose degree is i. Suppose that the elements of S are algebraically independent.
Then
P
ri/d
i ≤ 1.
For S as above we define µS = Pi≥1 ri/di. Using the function µ it is
easy to characterize free subalgebras with maximal entropy in free associa-
tive algebras.
Theorem 4.2. Let S be a finite algebraically independent subset in a free
associative algebra A of rank d, and B the subalgebra generated by S. Then
HB = d if and only if µS = 1.
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Proof. Suppose S contains ri elements of degree i (i ≥ 1). Define bn =
dim Bn (n ≥ 0). Suppose that k = maxdeg s  s ∈ S. Then by Lemma 1.2
of [Ani82] we have that
b0 = 1
b1 = r1
b2 = r1b1 + r2
:::
bk = r1bk−1 + r2bk−2 + · · · + rk
bn = r1bn−1 + r2bn−2 + · · · + rkbn−k for n ≥ k:
The positive root of the characteristic polynomial of this recurrence relation
is d if and only if µS = 1. Thus by Lemma 2.1 HB = d if and only if
µS = 1.
5. ENTROPY OF FREE PRODUCTS
For two associative algebras over the same ground field one can define
their free product A q B. It is spanned by all products f1g1 · · · ftgt where
fi ∈ A and gi ∈ B. This can be formulated in terms of presentations. Let
A and B be associative algebras given by the presentations
X  ri; i ∈ I and Y  sj; j ∈ J;
respectively, where I and J are some index sets. Taking X and Y to be
disjoint, the free product Aq B is given by the presentation
X ∪ Y  ri; sj; i ∈ I ; j ∈ J:
The free product of two locally finite and connected algebras is also
locally finite and connected. Moreover if the two algebras are generated in
degree 1 then so is their free product.
Theorem 5.1. Let A and B be infinite-dimensional graded associative al-
gebras generated in degree 1. Then HAq B ≥ HA +HB, with equality
if and only if both A and B are free.
Proof. Let C = A q B and write C =Ln≥0 Cn. Let an; bn, and cn de-
note dim An, dim Bn and dim Cn, respectively.
Let Vi be a monomial basis of Ai and Wj a monomial basis of Bj . A basis
of Cn consists of all monomials vi1wj1 · · · vitwjt where vi ∈ Vi, wj ∈ Wj and
i1 + i2 + · · · + it + jt = n, j1; i2; : : : ; jt−1; it > 0, i1; jt ≥ 0. Each such basis
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element is a monomial in a basis of A1 and a basis of B1. The A-support
of this basis element is the subset of 1; : : : ; n at which a factor from A1
occurs. We denote the A-support of the above element by i1; j1; : : : ; it; jt.
We bound cn below by observing that the set denoted by i1; j1; : : : ; it; jt is
the A-support of ai1bj1 · · · ait bjt basis elements of Cn. Using the inequalities
ai ≥ HAi and bj ≥ HBj (Lemma 3.1) we see that ai1bj1ai2bj2 · · · ait bjt ≥
HAsHBn−s, where s = i1 + · · · + it = S. Letting S vary it follows that
cn ≥
nX
s=0

n
s

HAsHBn−s = HA +HBn:
In particular HC ≥ HA +HB.
To prove the second statement let us assume that A is not free, and
show that HC > HA +HB. First note that, since A is not free we
have a1 = dA > HA by Theorem 3.1. Let r = a1/HA > 1. For a
subset S of 1; : : : ; n and an element j ∈ 1; : : : ; n we say that j is an
isolated point in S if j ∈ S but j + 1; j − 1 6∈ S. The idea is now to produce
many subsets S as above with enough isolated points, and then to use these
subsets to increase the above lower bound for cn.
Fix a subset S and let i1; : : : ; it be as above. Let iS denote the number
of isolated points in S, namely, the number of indices j with ij = 1. Then
we have
ai1ai2 · · · ait ≥ a
iS
1 HAS−iS = riSHAS:
This yields
cn ≥
X
S⊆1;:::;n
riSHASHBn−S: (7)
Define α = HA/HA +HB, s = αn and m = n/2(n−3
s−1

/
(
n
s

.
Note that α > 0. The following lemma estimates the number of subsets
of size s with at least m isolated points. Our estimates below are far from
optimal, but they suffice for the purpose.
Lemma 5.1. The number u of subsets in 1; : : : ; n with size s and at least
m isolated points is greater than
(n−3
s−1

/2.
Proof. Let S be the set of s-element subsets of 1; : : : ; n. Fix j ∈
1; : : : ; n and note that the number of elements of S in which j is an
isolated point
(n−3
s−1

except for the two endpoints where it is
(
n−2
s−1

. It follows
that the total number
P
S∈S iS of isolated points is more than n
(
n−3
s−1

. Let
uk denote the number of elements of S with exactly k isolated points for
1 ≤ k ≤ s. Then PS∈S iS =Pkuk hence
n

n− 3
s − 1

<
sX
k=1
kuk =
X
k<m
kuk +
X
k≥m
kuk ≤ m

n
s

− u

+ nu:
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Therefore
u >
n

n− 3
s − 1

− n
2

n− 3
s − 1

n−m >
1
2

n− 3
s − 1

:
Let us now proceed with the proof of the theorem. Let 0 < β < α1 −
α2/2. We may suppose that n is large enough to give
n− 3
s − 1

2

n
s
 = sn− s − 1n− s
2nn− 1n− 2 ≥ β:
Restricting the sum in (7) to subsets S with S = s and iS ≥ m we obtain
cn ≥ β

n
s

rmHAsHBn−s:
Using the Stirling formula and the definition of s we obtain
n
s

HAsHBn−s ≥ cn−1/2HA +HBn;
for some positive constant c. Therefore
cn ≥ βcn−1/2rmHA +HBn;
that is
n
√
cn ≥ n
q
βcn−1/2rβHA +HB:
Letting n tend to infinity we obtain
HC ≥ rβHA +HB > HA +HB:
This theorem gives rise to another characterization of free algebras in
terms of entropy.
Corollary 5.1. Let A be a graded associative algebra generated in degree
1. Then A is free if and only if HAqA = 2HA.
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