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Abstract
The development of variational density functional theory approaches to excited elec-
tronic states is impeded by limitations of the commonly used self-consistent field (SCF)
procedure. A method based on a direct optimization approach as well as the maximum
overlap method is presented and the performance compared with previously proposed
SCF strategies. Excited-state solutions correspond to saddle points of the energy as
a function of the electronic degrees of freedom. The approach presented here makes
use of a preconditioner determined with the help of the maximum overlap method to
guide the convergence on a target nth-order saddle point. The method is found to
be more robust and to converge faster than previously proposed SCF approaches for
a set of 110 excited states of molecules. A limited-memory formulation of the sym-
metric rank-one method for updating the inverse Hessian is found to give the best
performance. A conical intersection for the carbon monoxide molecule is calculated
without resorting to fractional occupation numbers. Also, calculations are presented
using a self-interaction corrected functional. Since excited states are often strongly af-
fected by the self-interaction error when using Kohn-Sham functionals, self-interaction
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correction can significantly improve the accuracy of density functional calculations of
excited states, as illustrated here for excited states of the hydrogen atom and dihydro-
gen molecule.
1 Introduction
In the light of recent and rapid advancements in fields such as photocatalysis and ultrafast
spectroscopies, the availability of efficient and accurate computational methods to model
electronic excited-state properties of molecules has become increasingly important. A widely
used methodology to obtain excited-state properties of molecules is time-dependent density
functional theory (TDDFT).1–3 Practical applications of TDDFT rely on (i) linear response
to describe the perturbation of the electron density due to an external field, and (ii) the
adiabatic approximation, which neglects the time dependency of the functional derivative of
the exchange-correlation (xc) potential with respect to the density, the so-called xc kernel.
With those approximations, the computations can be carried out with local and semi-local
ground-state Kohn-Sham (KS)4,5 functionals without excessive computational requirements
and this has been found to give an adequate description of valence excitations in many
cases.1,6 On the other hand, the neglect of the time dependency of the xc kernel limits
the applicability of this approach and makes it, for example, inadequate for the description
of double excitations7–9 and conical intersections between ground and excited states.7,10
Moreover, due to the incorrect form of the potential at long range and to the lack of orbital
relaxation effects,11–13 TDDFT with KS functionals suffers from systematic errors when
applied to excited states that are diffuse, such as Rydberg states,6,14,15 or involve transfer of
charge between spatially separated regions.16–18
Some of these issues can be solved employing alternative DFT formulations where excited
states are obtained as single Slater determinant wave functions optimized for non-aufbau oc-
cupations using ground-state functionals. Here, one seeks a saddle point on the energy
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surface instead of a minimum. Thanks to the inclusion of state-specific orbital relaxation
effects, these methods can describe a broader range of excited states than linear response
TDDFT in the adiabatic approximation, and have, therefore, seen a revival of interest re-
cently.12,14,15,19–34
The excited-state DFT methodology that we consider here does not enforce orthogonality
constraints between the different excited-state solutions and the ground state, and, there-
fore, represents a straightforward extension of ground-state DFT4. Higher-energy stationary
points of ground-state density functionals obtained in this way do not necessarily represent
rigorous approximations to the exact stationary states.15,35 On the other hand, practice has
shown that excited-state DFT calculations are usually able to deliver useful approximations
to excited-state properties of molecules, such as excitation energies and potential energy sur-
faces.22,33 Some studies have also highlighted how the method can satisfactorily treat cases,
such as conical intersections, with strong static correlation, despite the single-determinant
approximation.21,21,32
From a more practical point of view, the lack of orthogonality and the single-determinant
approximation give rise to difficulties in the convergence of higher-energy solutions. First of
all, when lower-energy states of the same symmetry are present, variational collapse can oc-
cur due to mixing of occupied and virtual orbitals with the same symmetry. The commonly
used self-consistent field (SCF) approach can be combined with a maximum overlap method
(MOM),15,22,33 which prevents variational collapse. However, SCF convergence can still be
problematic when dealing with single determinants that include unequally occupied degen-
erate or near-degenerate orbitals. This situation is analogous to what happens for ground
states with vanishing HOMO-LUMO gap36 and can arise, for example, close to conical inter-
sections.37 One strategy that is often adopted is electronic smearing to obtain convergence
on an average occupied configuration.38 This, however, comes with the risk of introducing
4Sometimes, this method is known as ∆ self-consistent field (∆SCF),20,23,27,31,32,34 but here we prefer the
more general term ”excited-state DFT”, following Cheng et al.,15 avoiding the risk of relating the method to
a specific nonlinear variational procedure (such as SCF) and to the computation of a specific excited-state
property (the excitation energy through the energy difference, ∆, between excited and ground state).
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artifacts in the calculated excited-state properties, as will be demonstrated below.
There exist alternative nonlinear variational procedures for finding stationary points of
energy functionals based on direct optimization (DO) of the orbitals through unitary trans-
formations.39–42 Implemented with gradient-based unconstrained optimization algorithms,
this approach has been shown to be a more robust strategy for converging ground states
with DFT than SCF-based methodologies.39,43,44 However, the risk of variational collapse
impedes straightforward application of DO methods for locating saddle points of the energy
surface. One way of circumventing this problem is to convert the saddle-point optimization
to a minimization of the squared norm of the gradient of the energy with respect to the elec-
tronic degrees of freedom.20 Variational collapse is avoided by squared gradient minimization
but there is a series of drawbacks that have to be considered. First, the computational cost
is increased with respect to ground-state calculations, because the gradient of the squared
norm of the gradient is needed. Furthermore, this strategy requires more iterations than
SCF-MOM (when convergence can be reached),20 because squared gradient minimization is
less well conditioned than energy minimization.20,45 Lastly, this approach can converge on
points where the squared norm of the gradient has a minimum but is not zero. The initial
guess, therefore, needs to be sufficiently good.20
When the above mentioned practical issues have not represented a problem, excited-
state calculations using KS functionals have given more accurate results than linear-response
TDDFT for a number of challenging excited states. These include doubly excited states,20,22
core excitations,19 Rydberg15,20 and charge-transfer22,25,33,46 transitions, absorption spectra47
and structural dynamics23,48 in solution, including nonadiabatic dynamics.21,32 However, it
has been pointed out11,49 that many excited states, such as Rydberg, charge-transfer and
doubly excited states, are affected more by self-interaction error (SIE) than ground states at
the level of the commonly employed semi-local KS functionals. This unbalanced treatment
of self interaction can, for example, lead to systematic errors in calculations of excitation
energy.11 Self-interaction correction (SIC)50 applied to KS functionals corrects the long-range
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form of the effective potential, as has been demonstrated, for example, for Rydberg states49
and dipole bound anions;51 thus, it can improve the description of the excited states.52
However, it is challenging to perform fully variational calculations with SIC functionals
since they are explicitly orbital-density dependent and the energy is not invariant to unitary
tranformations among the equally occupied orbitals. While fully variational implementations
of SIC functionals has been developed for ground states,53–56 the excited state calculations
have so far not been fully variational.49
Here, we present a DO approach with the aim of improving on already existing excited-
state DFT methodologies in two ways: (1) ensuring convergence for different types of excited
states, including cases with unequally occupied degenerate orbitals, while avoiding varia-
tional collapse and without increasing the computational cost with respect to ground-state
DFT calculations; (2) allowing the use of non-unitary invariant functionals, such as SIC func-
tionals, in variational excited-state calculations. The proposed method uses a quasi-Newton
algorithm to directly converge on saddle points of any order with the help of a precondi-
tioner built from the eigenvalues of the Hamiltonian matrix at given intervals during the
optimization, and MOM constraints to prevent variational collapse. A preliminary evalua-
tion of the convergence properties of the DO-MOM method when using the Limited-memory
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm and a new limited-memory formu-
lation of Powell inverse Hessian update is presented in a conference proceeding.57 L-BFGS
is a quasi-Newton method commonly employed for minimization, and it was shown that the
application in the present context crucially depends on updates of the preconditioner and on
the MOM constraints in order to converge on a saddle point. The limited-memory Powell
inverse Hessian update was found to be less robust than L-BFGS,57 despite its ability to
generate indefinite Hessian approximations. It would be advantageous to attain convergence
on a target nth-order saddle point without relying on updates of the preconditioner, since it
requires costly diagonalization of the Hamiltonian matrix. In the present work, we extend
the limited-memory inverse Hessian update algorithm presented in reference57 to the sym-
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metric rank-one (SR1) formula. SR1 can develop negative eigenvalues58 and therefore has
the desired characteristics to minimize the dependency on the preconditioner.
The convergence properties of the DO-MOM method57 are tested on 110 singlet and
triplet excited states of small and medium size molecules, including tests of the new limited-
memory SR1 inverse Hessian update algorithm. Furthermore, we test the convergence with
respect to two challenging charge-transfer states of the nitrobenzene molecule, for which SCF-
MOM has been reported to fail,20,59 demonstrating that improved robustness and reduced
dependency on the preconditioner can be achieved with the new SR1 method. Finally, we
show how the DO-MOM method can converge for systems with unequally occupied (near-
)degenerate orbitals without tuning modifications, taking the conical intersection of two
excited states of carbon monoxide as a representative example. In each case, the performance
of DO-MOM is compared to that of a standard SCF-MOM method.
The DO-MOM method can be used for non-unitary invariant functionals such as SIC
functionals, as well as the unitary invariant KS functionals. We perform fully variational
excited-state calculations with SIC on the hydrogen atom and dihydrogen molecule and show
that the application of SIC in both ground- and excited-state calculations leads to significant
improvement in the excitation energy.
2 Theory
2.1 Excited-State DFT
2.1.1 Kohn-Sham Formulation
Within KS DFT,4,5 excited states of a spin-polarized system of N = N↑+N↓ electrons with
density n(r) = n↑(r) + n↓(r) can be found as saddle points of the energy surface defined by
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the dependence of the ground-state energy on the electronic degrees of freedom:15
EKS [n↑, n↓] = Ts [n↑, n↓] + Vext [n] + J [n] + Exc [n↑, n↓] (1)
where Ts [n↑, n↓] is the kinetic energy of the non-interacting N−electron system, Vext [n]
and J [n] are the energy due to the external potential and the Hartree electrostatic energy,
respectively:
Vext [n] =
∫
υext(r)n(r)dr (2)
J [n] =
1
2
∫ ∫
n(r)n(r′)
| r− r′ | drdr
′ (3)
while Exc [n↑, n↓] is the exchange-correlation (xc) functional. The KS kinetic energy and the
spin densities nσ(r) are given in terms of orthonormal KS orbitals ψnσ(r):
Ts [n↑, n↓] = −1
2
∑
nσ
fnσ
∫
ψ∗nσ(r)∇2ψnσ(r)dr (4)
nσ(r) =
∑
n
fnσ | ψnσ(r) |2 (5)
in which 0 ≤ fnσ ≤ 1 is the occupation number for orbital n with σ spin quantum number
(↑ or ↓).
Stationary states of the non-interacting N−electron system can be obtained by finding
extrema of the energy, eq. 1, subject to orbital orthonormality constraints:
∫
ψ∗nσ(r)ψmσ′(r)dr = δnmδσσ′ (6)
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For a fixed set of fσn, the stationarity condition leads to a set of nonlinear coupled equations:
fnσH
σ
KSψnσ =
∑
m
λσnmψmσ (7)
where the λσnm are Lagrange multipliers for the constraints, and H
σ
KS is the one-particle KS
Hamiltonian:
HσKS = −
1
2
∇2 + υext(r) +
∫
n(r′)
| r− r′ |dr
′ + υσxc(r) (8)
For a functional with a form given by eq. 1, any unitary transformation that mixes equally
occupied orbitals among themselves leaves the total energy unchanged. Therefore, the set of
orbitals that makes the energy stationary for given set of occupation numbers is not unique.
2.1.2 Self-Interaction Correction
In KS functionals, the Coulomb interaction between the electrons is estimated from the total
electron density, and hence it includes non-local self interaction. While the xc functional also
includes self interaction of opposite sign, a local or semi-local functional form cannot cancel
out the self Coulomb interaction and a SIE remains, as can be seen most clearly for one-
electron systems. Perdew and Zunger50 proposed the following procedure for removing self
interaction from a KS functional:
ESIC[n↑, n↓] = EKS[n↑, n↓]−
∑
nσ
(J [nnσ] + Exc[nnσ, 0]) (9)
where nnσ = |ψnσ|2 is an orbital density. This represents an orbital-by-orbital estimate of
the SIE that is exact for one-electron systems.
For a SIC functional, the stationarity condition leads to a set of nonlinear coupled equa-
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tions:
fnσ (H
σ
KS −Vnσ) ψnσ =
∑
m
λσnmψmσ (10)
where the Hamiltonian contains an orbital-density dependent part:
Vnσ =
∫
nnσ(r
′)
| r− r′ |dr
′ + υxc(nnσ) (11)
In contrast to KS functionals, SIC functionals are not invariant under unitary transforma-
tions of the equally occupied orbitals, and the optimal orbitals are uniquely defined as those
that extremize the energy of the given SIC functional.53–56,60–62 This corresponds to maxi-
mizing the self-interaction correction, and involves unitary optimization within the manifold
of occupied orbitals.
2.2 Self-Consistent Field
For unitary invariant functionals, eq. 7 can be simplified by choosing a unitary transforma-
tion that diagonalizes λσ while leaving the energy unchanged, leading to the generalized KS
eigenvalue equations in the canonical form:
HσKSψnσ(r) = nσψnσ(r) (12)
For the non-unitary invariant SIC functionals presented in the previous section, the Lagrange
matrix is not diagonal for the optimal orbitals that extremize the total SIC-DFT energy due
to the orbital-density dependence.55,60,63
Solutions to the KS equations are found iteratively, defining the SCF procedure. The
ground state corresponds to a minimum of the energy given by the functional and is ob-
tained if at each SCF iteration the orbitals are occupied according to the aufbau principle.
Saddle points on the energy surface are obtained for non-aufbau occupations and are in-
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terpreted as excited states.15,20,64 Non-aufbau occupations can be enforced during the SCF
cycle through the MOM method: at each iteration, the occupied orbitals are selected as
those that overlap most with the occupied orbitals of the previous iteration33 or with a set
of fixed reference orbitals15,22 (the latter strategy is also known as initial maximum overlap
method (IMOM)22).
2.3 Direct Optimization
Alternatively, the variational problem can be formulated as an optimization of the or-
bitals through application of a unitary transformation to a set of orthonormal reference
orbitals:39–42
φpσ(r) =
∑
q
Uσpqψqσ(r) (13)
The unitary matrix U can be parametrized as the matrix exponential:40,41
U = eθ (14)
where θ is required to be anti-Hermitian (θ = −θ†) in order to preserve the orbital or-
thonormality. In this way, the energy functional can be directly extremized in the linear
space formed by anti-Hermitian matrices, which makes it possible to use well-established
local unconstrained optimization strategies.58 The exponential transformation of molecu-
lar orbitals can be applied to both KS and SIC functionals, since it does not require the
functional to be unitary invariant (unitary optimization for SIC functionals means that the
elements of θ that mix occupied orbitals are non-zero in contrast to KS functionals, as ex-
plained in the next section). Moreover, gradient-based direct optimization (DO) ensures
more rigorous convergence compared to SCF.39,64
For excited states, the unconstrained search can be done with quasi-Newton methods
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that are able to locate saddle points. Compared to minimization, the search for a sad-
dle point is arguably a more challenging task, requiring an initial guess that is sufficiently
close to the wanted solution and a good approximation to the Hessian. Nevertheless, quasi-
Newton methods for saddle points have long been employed with some success in various
contexts, most notably transition-state searches on potential energy surfaces for atomic rear-
rangements.65–70 Here, we explore a strategy for DO of saddle points of KS and SIC density
functionals using quasi-Newton search directions starting from a guess obtained by promot-
ing one or more electrons from occupied to unoccupied orbitals of a converged ground-state
calculation.
3 Implementation
We have implemented DO-MOM with KS and SIC functionals in a development branch of
the Grid-based Projector Augmented Wave (GPAW)71–73 software using localized atomic
basis sets to represent the molecular orbitals.
3.1 Exponential Transformation
The spin index is omitted here for simplicity as the exponential transformation does not
mix orbitals with different spin quantum number. An initial guess for the optimal orbitals
(reference orbitals) is expanded into a linear combination of M localised basis functions:
φp(r) =
M∑
µ=1
Cµpχµ(r) (15)
The coefficients of this expansion must satisfy the orthonormality constraints:
∑
µν
C∗µpSµνCνq = δpq (16)
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with:
Sµν =
∫
χ∗µ(r)χν(r)dr (17)
The optimal orbital coefficients corresponding to an extremum of the energy functional can
be found through a unitary transformation of the Cµp:
Oµk =
M∑
p=1
Cµp
[
eθ
]
pk
(18)
The M ×M anti-Hermitian matrix θ contains the parameters that describe rotations of the
orbitals and is parametrized as:
θ =
 θoo θov
−θ†ov 0
 (19)
where the N×N block θoo contains the parameters that describe rotations mixing occupied-
occupied (oo) orbitals, while the N × (M −N) blocks θov mix occupied-virtual (ov) orbitals.
The total energy does not depend on rotations among the virtual orbitals and as a result
the virtual-virtual (vv) block is set to zero. Since θ is anti-Hermitian, the total number of
free parameters is N(2M −N). For KS functionals, the energy is invariant with respect to
unitary transformation of equally occupied orbitals and, therefore, the θoo block can be set
to zero without loss of generality.40 In this case, the number of degrees of freedom is reduced
to 2N(M − N) and the matrix exponential can be calculated using the equation given by
Hutter et al.40 For SIC functionals, θoo cannot be set to zero.
53 In this case, the scaling and
squaring algorithm of Al-Mohy and Higham74 as implemented in the SciPy library75 is used
to evaluate the matrix exponential.
In order to carry out the optimization efficiently, using a quasi-Newton method, or any
other gradient-based algorithm, the gradient of the energy with respect to the {θij} rotation
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parameters is needed:
∂E
∂θ∗ij
=
2− δij
2
[∫ 1
0
etθLe−tθdt
]
ij
(20)
where the matrix L has elements:
Llk = (fl − fk)Hlk + fkVlk − flV ∗kl (21)
In eq. 21, the Hlk are the elements of the Hamiltonian matrix in the basis of optimal orbitals:
Hlk =
∑
µν
O∗µlHµνOνk, Hµν =
∫
χ∗µ(r)HKSχν(r)dr (22)
while the Vlk are the elements of orbital-density dependent potentials due to SIC:
Vlk =
∑
µν
O∗µlV
k
µνOνk, V
k
µν =
∫
χ∗µ(r)Vkχν(r)dr (23)
For KS functionals, the Vlk become zero.
The integral in eq. 20 can be expanded in a series:
∫ 1
0
etθLe−tθdt = L+
1
2!
[θ,L] +
1
3!
[θ, [θ,L]] + . . . (24)
When the norm of the matrix θ is small (‖θ‖  1), the energy gradient can be estimated
accurately using only the first term of this series. During the optimization, the coefficients of
the reference orbitals are updated with those of the optimal or canonical orbitals at regular
step intervals and, in addition, each time the MOM (see next section) changes the orbital
occupations. At every update, the θ matrix is reset to zero; therefore, these updates avoid
‖θ‖ becoming too large, thus allowing to use only the first term of the series in eq. 24 to
estimate the gradient.
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3.2 Quasi-Newton Step
The computational effort of a quasi-Newton step based on updating the Hessian matrix
scales as O(n3),58 where n is the dimensionality of the optimization problem (the present DO
implementation based on exponential transformation scales as NM , where N is the number
of occupied orbitals and M the number of basis set functions). A less computationally
demanding approach is to update the inverse Hessian instead of the Hessian, since this does
not involve any matrix-matrix operation or solution of a linear system of equations. The
quasi-Newton step with inverse Hessian update is:
x(k+1) = x(k) −B(k)g(k) (25)
where B(k) is the approximate inverse Hessian at iteration k, and x(k) and g(k) are the vectors
of the {θij} independent variables and the analytical gradient, respectively.
When the inverse Hessian is updated, the arithmetic operations scale as O(n2),58 which
can become a bottleneck for systems with a moderate number of electrons and/or large basis
sets. To circumvent the costly operations embedded in the explicit update and storage of the
Hessian matrix, quasi-Newton algorithms can be formulated in a limited-memory version by
storing only vectors and scalars carrying the information necessary to propagate B implicitly.
In this case, the operations involved in one iteration scale linearly as O(mn), where m is the
number of previous steps used to update the current step.
L-BFGS is a commonly used limited-memory version of BFGS, which is generally con-
sidered to be the most effective inverse Hessian update for minimization. The L-BFGS
method has been implemented here as described in reference.58 In calculations of atomic
structures, the Powell (P) or SR1 Hessian update formulas, or a combination of the two,66,76
are preferred for saddle-point searches, because they are able to develop negative eigenvalues
contrary to the BFGS formula. Therefore, we have formulated and implemented limited-
memory variants of the Powell and SR1 inverse Hessian updates. The formulation is an
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extension of the approach presented by Anglada et al.,77 which is based on Powell Hessian
updates. The inverse Hessian update formulas for Powell and SR1, written in a compact
form, are:78
B
(k+1)
P = B
(k) + j(k)uT (k) + u(k)
[
jT (k) − (yT (k)j(k))uT (k)] (26)
B
(k+1)
SR1 = B
(k) +
j(k)jT (k)
jT (k)y(k)
(27)
where:
j(k) = s(k) −B(k)y(k), u(k) = y
(k)
yT (k)y(k)
(28)
and:
s(k) = x(k+1) − x(k), y(k) = g(k+1) − g(k) (29)
For any vector v(k) and approximation B
(k)
0 to the inverse Hessian (B
(k)
0 can in principle be
allowed to vary at each iteration), the vectors B
(k)
P v
(k) and B
(k)
SR1v
(k) can be computed using
the following recursive formulas:
B
(k)
P v
(k) =B
(k)
0 v
(k) +
k−1∑
i=k−m
j(i)uT (i)v(k)
+
k−1∑
i=k−m
{
u(i)
[
jT (i)v(k) − (yT (i)j(i))uT (i)v(k)]} (30)
B
(k)
SR1v
(k) = B
(k)
0 v
(k) +
k−1∑
i=k−m
j(i)jT (i)v(k)
jT (i)y(i)
(31)
which take into account the implicit information contained in the m most recent steps. Using
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this result, the quasi-Newton algorithm with limited-memory Powell or SR1 inverse Hessian
update can be formulated as shown in Algorithm 1.
Choose x(0), m and pmax;
k ← 0;
while not converged do
Choose B
(k)
0 ;
Compute p(k) ← B(k)g(k) using eq. 30 or 31;
if ‖p(k)‖ ≥ pmax then
p(k) ← pmax‖p(k)‖p(k)
end
x(k+1) ← x(k) − p(k);
if k > m then
discard vector pair {j(k−m),u(k−m)} and scalar r(k−m);
end
s(k) ← x(k+1) − x(k) and y(k) ← g(k+1) − g(k);
u(k) ← y(k)
yT (k)y(k)
;
Compute j(k) ← B(k)y(k) using eq. 30 or 31;
j(k) ← s(k) − j(k);
r(k) ← yT (k)j(k);
Store vector pair {j(k),u(k)} and scalar r(k);
k ← k + 1;
end
Algorithm 1: Quasi-Newton algorithm with limited-memory Powell or SR1 inverse Hes-
sian update. When the SR1 method is used (eq. 31), one can avoid computing and storing
the vector u(k). The computational cost of the operations involved scales linearly with n
if B
(k)
0 is selected to be diagonal.
Algorithm 1 is readily generalized to a combination of the Powell and SR1 updates, such
as the method proposed by Bofill.66,76 In Algorithm 1 we have also introduced a maximum
allowed step length, pmax. This is because, due to the approximate nature of the initial
approximation to the Hessian (see next section), initial steps may be too large, causing
departure from the basin of attraction of the desired saddle point. We have found that
pmax = 0.20 provides an adequate balance between stability and speed of convergence in
most cases. The SR1 update can become unstable if the denominator in eq. 27 is small.
To avoid such instabilities, the following procedure is adopted: if |jT (i)y(i)| < ε, where ε is
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a small number, then jT (i)y(i) is set to ε. When using ε = 10−12, we have found that this
procedure prevents the limited-memory SR1 algorithm from becoming unstable, without
affecting the rate of convergence.
3.3 Preconditioner
The preconditioner for the quasi-Newton step, represented by the matrix B
(k)
0 introduced in
the previous section, is chosen as the inverse of the following diagonal approximation to the
Hessian matrix:41
∂2E
∂2θij
≈ −2(i − j)(fi − fj) (32)
where the i are the eigenvalues of the Hamiltonian matrix. Eq. 32 is obtained by taking
the derivative of a linear expansion of the gradient (eq. 20) and neglecting second-order
derivatives of the potential. Previously, it has been shown that this type of preconditioner
can improve the convergence of Hartree-Fock (HF) and DFT calculations based on direct
minimization of the energy,20,39 when using the BFGS method.
At the beginning of the optimization, the preconditioner is generated using the eigenval-
ues and occupation numbers of the guess obtained by promoting electrons from occupied to
virtual orbitals of the ground state. As will be shown for the excited states of nitrobenzene,
it can happen that the number of negative eigenvalues of this initial approximate Hessian is
not consistent with the order of the saddle point corresponding to the target excited state.
To ensure that the preconditioner has the appropriate structure to guide the convergence
towards the target nth-order saddle point, the approximate Hessian of eq. 32 is recomputed
at regular intervals during the optimization and B
(k)
0 updated together with the reference
orbitals. In order to find the occupation numbers of the canonical orbitals, which are needed
to compute the preconditioner based on eq. 32, the MOM method is employed, (see next
section). Close to the target solution, the update of the preconditioner is not needed and
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can be avoided using a threshold on the magnitude of the energy gradient, which reduces
the computational cost by avoiding unnecessary diagonalization of the Hamiltonian matrix.
Finally, we note that the preconditioner derived from eq. 32 is not defined for oo terms,
since in this case f
(k)
i = f
(k)
j , and for degenerate ov pairs. For these cases, the preconditioner
is not used, corresponding to setting the elements of B
(k)
0 to 1.
3.4 Maximum Overlap Method
The MOM method is used to ensure that the character of the occupied optimal orbitals
is consistent with the initial guess and to choose the occupation numbers of the canonical
orbitals whenever they are needed, e.g. when updating the preconditioner according to eq.
32. The coefficients of the reference orbitals for the MOM, which are used to compute the
overlaps with the orbitals at a given step, are chosen as the coefficients Cµp of the orbitals
of the initial guess, and are fixed. Accordingly, the overlap matrix at step k has elements:
Ω
(k)
pl =
∑
νµ
C∗pµSµνO
(k)
νl (33)
where Sµν is defined according to eq. 17. The occupied orbitals are chosen as those with the
largest projections onto the occupied subspace of the initial guess orbitals:
ω
(k)
l =
[
N∑
p=1
(
Ω
(k)
pl
)2] 12
(34)
If the MOM detects a change of the character of the occupied optimal orbitals, the reference
orbitals for the DO are updated. Analogous expressions are used to obtain the occupation
numbers of the canonical orbitals when a Hamiltonian diagonalization is performed.
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4 Computational Methods
All the calculations presented in this work are performed with a development version of
GPAW where the DO-MOM method for KS and SIC xc functionals has been implemented.
The PAW method79 is used to treat the regions near the nuclei, core electrons of each atom
are frozen to the result of a reference scalar relativistic calculation of the isolated atom, and
valence electrons are represented in a basis of linear combination of atomic orbitals. For
all the basis sets considered in this work, the uncontracted functions are removed, as the
nodal structure of the orbitals around the nuclei is accounted for by the PAW correction.
The simulation cell has a uniform grid with grid spacing of 0.15 A˚, while the dimensions
of the box are chosen in such a way as to avoid effects due to truncation of the numerical
representation of the basis functions. For the DO-MOM calculations, a maximum allowed
step length, pmax, of 0.20 is utilized, while the memory m of L-BFGS and the limited-memory
Powell and SR1 algorithms is chosen as equal to 20. At every 20th step the preconditioner
based on eq. 32 is updated unless the root mean square of the gradient is less than 10−3
eV. Unless otherwise stated, convergence (both in SCF or DO calculations) is considered
achieved if the integrated value of the square of the residuals of eq. 7 (for KS functionals)
or 10 (for SIC functionals) is less than 4.0 · 10−8 eV2 per electron. All calculations are
performed within the spin-unrestricted formalism. Since each state is described by a single
determinant, open-shell singlets are not pure-spin states. Both the KS and SIC calculations
use the generalized gradient approximation (GGA) functional PBE.80
4.1 Convergence Tests
The robustness and rate of convergence of the DO-MOM method is assessed by performing
single-point calculations of the excited states of small and medium size molecules. The tests
include 52 singlet and the corresponding triplet excited states with the same occupations
of 18 small compounds from the benchmark set of reference,81 and the lowest singlet and
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triplet excited states of 3 medium organic compounds (acetone, benzene and naphtalene)
from reference,82 for a total of 110 states generated by single electron transition from the
ground state. These states are chosen because highly accurate reference data is available
making reliable assignment of the states possible, and due to the diverse character of the
electronic transitions. The test set includes 50 valence (V) excitations (n → pi∗, σ → pi∗
and pi → pi∗ transtions), 58 Rydberg (R), and 2 charge-transfer (CT) states (the lowest
singlet and triplet excited states of hydrogen chloride). The geometries are taken from
reference81 and reference.82 For the DO-MOM calculations three different inverse Hessian
update schemes are compared: L-BFGS, Powell and SR1 (the latter two according to the
limited-memory algorithm presented in section 3.2). We further compare DO-MOM to a
standard SCF-MOM method based on direct diagonalization of the Hamiltonian matrix, as
implemented in GPAW.72 For each molecule, the ground state is first converged using SCF.
Then, the initial guess for an excited state is generated by a one-electron excitation involving
the highest occupied and lowest unoccupied orbitals that define the character and symmetry
of the excited state. We use GPAW default parameters of the Pulay mixing of the density for
SCF-MOM. Convergence is obtained when the square of the residuals is less than 10−10eV2.
The maximum number of iterations for a calculation is 300. The aug-cc-pVDZ basis set83–85
is used.
The calculations of nitrobenzene test both SCF-MOM and DO-MOM with the L-BFGS
and the limited-memory SR1 quasi-Newton algorithms with respect to convergence to the
A1(npi → pi′∗) and A1(pi′ → pi∗) excited states. Using the ground-state orbitals, the initial
guess for the A1(npi → pi′∗) state is generated by promoting an electron from the highest
energy pi lone pair (npi) to the second lowest pi
∗ orbital (pi′∗), while for the A1(pi′ → pi∗) state
excitation is from the second highest occupied pi orbital (pi′) to the lowest unoccupied pi∗
orbital. The calculations are perfomed at the C2v geometry used in references.
20,59 The basis
set is def2-TZVP,86 as in the calculations presented in references.20,59
To further assess the robustness of the DO-MOM method in cases of orbital degeneracy,
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the potential energy curves (PECs) of the lowest 1Π(σ → pi∗) and 1∆(pi → pi∗) excited states
of carbon monoxide are calculated around the conical intersection. The DO-MOM PECs and
analytical atomic forces are compared with PECs and forces obtained using an SCF-MOM
method where convergence is attained through Gaussian smearing of both the hole and the
excited electron.23 Let N denote the number of valence electrons described explicitly and
M the total number of orbitals included in the calculation. At each SCF step, the hole i
and the excited orbital a are determined through the maximum overlap criterion and the
occupation numbers of the n lowest N orbitals and those of the m orbitals from N + 1 to M
are modified according to:
fn(n) = 1− si(n) (35)
fm(m) = sa(m) (36)
where si(n) and sa(m) are Gaussian functions of the KS eigenvalues:
si(n) =
1
Ai
exp
[
−(n − i)
2
2σ2
]
, sa(m) =
1
Aa
exp
[
−(m − a)
2
2σ2
]
(37)
with the normalization factors being such that the total number of electrons is conserved. The
width σ is chosen as 0.01 eV at the beginning of the SCF and then it is increased by 0.02 eV
every 40th iterations, until convergence is reached. A similar electronic smearing technique
has been used before to stabilize the SCF convergence in DFT calculations of PECs32 and
Born-Oppenheimer molecular dynamics simulations with DFT atomic forces.23,48,87 For all
the calculated points of both DO-MOM and SCF-MOM PECs, the guess orbitals are from a
ground-state calculation at the reference geometry81 where the interatomic distance is 1.134
A˚. The DO-MOM and SCF-MOM calculations of the PECs of carbon monoxide use a dzp
basis72 (default in GPAW).
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4.2 Self-Interaction Corrected Calculations
DO-MOM calculations were carried out of the ground and first three lowest excited states of
the hydrogen atom and of the ground and 1Σ+g (1σ
2
g → 1σ2u) doubly excited state of the dihy-
drogen molecule using both PBE and SIC-PBE. The basis sets are daug-cc-pV6Z excluding
g- and h-type functions for hydrogen, and aug-mcc-pVQZ excluding f -type functions for
dihydrogen, which leads to an excitation energy converged to within ∼0.01 eV (see Figure
S1 in the Supporting Information) The interatomic distance in dihydrogen is set to 1.4 A˚ as
in reference.22
5 Results
5.1 Convergence Tests
5.1.1 Benchmarks on Small and Medium Size Molecules
The results of the convergence tests on 55 singlet and 55 triplet excited states of small
and medium size molecules are reported in Tables 1 and 2. The average, maximum and
Table 1: Convergence properties of the SCF-MOM and DO-MOM methods for 52 singlet excited
states of molecules from the benchmark set in reference81 plus the lowest excited states of acetone,
benzene and naphtalene. For the DO-MOM methods, one iteration corresponds to one energy
and gradient evaluation, while for SCF-MOM it represents one energy evaluation and finding the
solution for the eigendecomposition of the Hamiltonian matrix.
SCF-MOM DO-MOM
L-BFGS Powell SR1
Convergence failures 17 2 10 0
Avg no. iterations 22.9 13.9 20.5 12.3
Max no. iterations 96 32 69 17
Min no. iterations 15 9 9 9
Local saddle points 0 1 1 1
minimum number of iterations are reported after excluding the cases that do not converge
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Table 2: Convergence properties of the SCF-MOM and DO-MOM methods for 55 triplet states
with the same occupations as the singlet states in Table 1. The calculations corresponding to one
iteration are the same as in Table 1.
SCF-MOM DO-MOM
L-BFGS Powell SR1
Convergence failures 15 0 11 0
Avg no. iterations 23.0 13.8 19.1 12.1
Max no. iterations 121 35 44 16
Min no. iterations 15 9 11 10
Local saddle points 0 3 1 5
for any of the methods. Figure 1 shows the number of iterations needed to converge the
singlet states.
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Figure 1: Number of iterations needed to reach convergence of the singlet excited states.
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SCF-MOM fails to converge within the maximum number of iterations threshold in about
30% of the cases. All the quasi-Newton algorithms employed within the DO-MOM framework
are more robust and show a faster rate of convergence than SCF-MOM. The best performance
is obtained with limited-memory SR1 inverse Hessian update, for which all calculations
converge, and convergence takes on average about 11 iterations less than SCF-MOM for
both singlet and triplet states. L-BFGS also performs well, being able to converge in all
cases except two (the 1∆(pi → pi∗) states of carbon monoxide and dinitrogen). We note that
in some cases a gradient along a direction of negative curvature can be zero because the
orbitals forming the corresponding ov pair belong to different irreducible representations of
the molecule symmetry point group. This happens in particular for first-order saddle points,
in which only one ov pair is associated with a direction of negative curvature (an exception
is represented by the lowest excited state of ammonia, which has A1 symmetry). This
occurrence may in part explain the good performance of L-BFGS, which is in general more
suited for minimization. The limited-memory Powell inverse Hessian update in DO-MOM
is considerably less robust and efficient than SR1 and L-BFGS. One of the most successful
schemes for updating the Hessian in calculations of saddle points for atomic rearrangements is
the combination of SR1 and Powell updates proposed by Bofill.66,76 We have tried a limited-
memory formulation for updating the inverse Hessian along the same lines and observed that
it gives similar performance as Powell inverse Hessian update. This is consistent with the
fact that in the Bofill update the coefficient representing the weight of the Powell correction
tends to 1 when the optimization approaches the stationary point.
Figure 2 shows the number of iterations needed by DO-MOM with SR1 update to con-
verge the singlet excited states for which the other methods fail. On average these difficult
cases require more iterations than the cases presented in Figure 1. Among the states that
are difficult to converge are those where excitation occurs from or to a degenerate pair of pi
orbitals, such as the Π and ∆ states of hydrogen chloride, carbon monoxide, dinitrogen and
acetylene, while others are high-lying Rydberg states, most of which involve near-degenerate
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Figure 2: Total number of iterations when DO-MOM with limited-memory SR1 inverse
Hessian update is used to converge the singlet excited states for which SCF-MOM fails.
p-type Rydberg orbitals.
The SCF converge problems for states where degenerate orbitals are unequally occupied
arise because the electron density represented by a single determinant of KS orbitals obtained
at each step is not well defined and this can lead to oscillations between different critical
points.39 Several options can be used to help convergence of the SCF: different mixing of the
density, SCF extrapolation techniques such as the direct inversion in the iterative subspace
(DIIS),88,89 or tuning modifications such as damping, level shifting of the iterations, or
electronic smearing.36 However, DO is able to follow the same solution more consistently
without such modifications. It can obtain convergence in these difficult cases if the chosen
quasi-Newton method guarantees sufficiently accurate Hessian updates for the given form
of the preconditioner, as shown here. The robustness of the DO approach in calculations
involving orbital degeneracies has been previously recognized for ground states of systems
with vanishing HOMO-LUMO gap.39
For some excited states, a DO method can converge on a solution with higher energy than
the solution obtained by SCF or another DO method for the same excited state. For example,
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the solution obtained for the 11E(n→ 3p) state of ammonia with L-BFGS or SR1 DO-MOM
lies ∼0.03 eV higher in energy with respect to the SCF-MOM solution. The occurrence of
these solutions, which we refer to as ”local saddle points”, is indicated in Tables 1 and 2. We
stress that the multiple solutions that are obtained for a particular case are all saddle points of
the same order and correspond to the same excited state. Similar to what is observed here for
saddle points, the geometric direct minimization method of reference39 exhibits a tendency
to converge on local minima of energy functionals compared to SCF minimizers. Defining
the ”optimal” approximation to an excited state among multiple variational solutions might
not be trivial. Indeed, variational solutions of a nonlinear optimization are in general not
orthogonal to one another, and hence higher solutions are not necessarily upper bounds to
the exact excited states, but only upper bounds to the ground state.90 Besides, for many
practical applications, such as calculations of PECs or molecular dynamics, one is usually
only interested in consistently converging on the same stationary point For these cases,
DO-MOM can be used without modifications. For cases in which the lowest energy saddle
point of a given excited state is desired, a possible strategy could be to combine the DO
approach with techniques for guiding the convergence towards a global solution, such as the
one presented in reference.91
Finally, we note that due to the small size of the molecules considered here, the compu-
tational effort of SCF-MOM and DO-MOM is comparable, as indicated by similar values of
the elapsed time per iteration. For larger systems, care must be taken that the memory of
the quasi-Newton algorithm used within DO-MOM, which here is chosen as m = 20, does
not degrade the computational performance of the method. From test calculations, where
we compare the convergence of L-BFGS and SR1 with different levels of memory, we find
that SR1 tends to become less robust with lower memory faster than L-BFGS. Therefore,
for large systems, L-BFGS might represent the best compromise between speed of conver-
gence and computational effort among the various limited-memory inverse Hessian update
schemes.
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5.1.2 Nitrobenzene
Figure 3 illustrates the frontier molecular orbitals involved in the electronic transitions that
lead to the A1(npi → pi′∗) and A1(pi′ → pi∗) excited states of nitrobenzene. Both states have
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Figure 3: Ground-state frontier molecular orbitals of nitrobenzene and depiction of the
electronic transitions involved in the A1(npi → pi′∗) (Left) and A1(pi′ → pi∗) (Right) excited
states. The labels of the orbitals are according to the notation from reference.59 The orbital
surfaces are drawn at an isovalue of 0.1 A˚−3/2.
charge-transfer character: in the case of the A1(npi → pi′∗) state, one electron moves from
the nitro group to the benzene ring, while in the case of the A1(pi
′ → pi∗) state, the direction
of the charge transfer is opposite, from the benzene ring to the nitro group. Figure 3 also
schematically illustrates that the highest occupied orbitals, including the orbital from which
excitation occurs, are all closely spaced in energy, covering a range of around 1 eV, despite
being localized on different regions of the molecule. Charge transfer from such a subset of
closely spaced orbitals is expected to be accompanied by a change of the energy ordering of
the occupied orbitals.
Hait et al.20 and Mewes et al.59 have shown that SCF-MOM-based techniques fail to
converge to the A1(npi → pi′∗) and A1(pi′ → pi∗) states, respectively. When the overlaps
used to find the occupation numbers with the MOM at one step are computed with respect
to the orbitals from the previous step, collapse to the ground state occurs; while if the
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overlaps are computed with respect to the initial set of orbitals, the iterative procedure
does not converge. In accord with this, our SCF-MOM calculations exhibit large and rapid
oscillations without convergence in 300 iterations. This failure is likely caused by the presence
of orbitals energetically close to the npi and pi
′ orbitals from which excitation occurs, and
to rearrangements in the order of the orbital energy levels. DO-MOM, however, is able to
converge both of these challenging cases.
Figure 4 shows the convergence of energy and gradient in a DO-MOM calculation of the
A1(npi → pi′∗) state using the L-BFGS method, where the preconditioner is updated after the
MOM determines a change in the occupation numbers. After 13 steps of the optimization,
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Figure 4: Convergence of excitation energy and root mean square of the gradient in a DO-
MOM calculation of the A1(npi → pi′∗) excited state of nitrobenzene using L-BFGS.
a change of the character of the occupied orbitals is detected and, as a result, the MOM
induces a change in the occupation numbers, which restores the character of the initial
guess. Application of the MOM constraints is accompanied by a jump in the energy as can
be observed from Figure 4. After that, the energy is converged to 10−6 eV in ∼50 steps.
While the approximate Hessian at the initial guess has six negative eigenvalues, the converged
solution is a ninth-order saddle point. This is a consequence of a significant rearrangement
in the ordering of the orbitals induced by the charge transfer, which stabilizes the orbitals
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localized on the nitro group, including the hole, and destabilizes the orbitals localized on
the benzene ring. When L-BFGS is used, it is essential to apply the MOM constraints and
update the preconditioner in order to achieve convergence to the target excited state. This
is illustrated in Figure 5, which shows a DO calculation with L-BFGS starting from the
same initial guess as in Figure 4 but where the MOM is not applied and the preconditioner
is not updated. In this case, the hole which has an initial npi character, acquires during the
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Figure 5: Convergence of excitation energy and root mean square of the gradient in DO
calculations using L-BFGS (Left) and the limited-memory SR1 method (Right) without the
MOM and with a preconditioner fixed at the guess for the A1(npi → pi′∗) state of nitrobenzene.
DO the character of the pi orbital depicted in Figure 3 (the npi and pi orbitals are allowed to
mix because they both belong to the A2 irreducible representation in the C2v point group
symmetry), and the calculation eventually collapses to a third-order saddle point. Figure 5
also shows a DO calculation without the MOM and with a fixed preconditioner when the
approximate inverse Hessian is updated using the limited-memory SR1 method. Despite an
initial approximate Hessian with a lower number of negative eigenvalues compared to the
Hessian of the target solution, the DO with SR1 update is able to converge to the ninth-
order saddle point corresponding to the A1(npi → pi′∗) state. This can be explained with the
ability of SR1 to develop negative eigenvalues, while L-BFGS cannot. The squared gradient
minimization method of reference20 is also able to converge to the A1(npi → pi′∗) state of
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nitrobenzene. However, due to the need to compute the derivative of the squared norm of
the gradient at each step, the minimization involves larger computational effort per iteration
than the present DO-MOM calculations.
In the case of the A1(pi
′ → pi∗) excited state, the converged solution is found to be
a fourth-order saddle point, while the approximate Hessian at the initial guess generated
from the ground-state orbitals (see Figure 3) has three negative eigenvalues. As for the
A1(npi → pi′∗) state, a DO calculation with L-BFGS can converge to the target solution only
if the MOM is used and the preconditioner updated during the optimization.57 Figure 6
shows the convergence of DO-MOM calculations using limited-memory SR1 inverse Hessian
update with and without preconditioner. It is found that DO-MOM with SR1 update is
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Figure 6: Convergence of excitation energy and root mean square of the gradient in DO-
MOM calculations of the A1(pi
′ → pi∗) excited state of nitrobenzene using limited-memory
SR1 with (Left) and without (Right) preconditioner.
able to converge to the A1(pi
′ → pi∗) state even without the use of a preconditioner, although
large oscillations of the energy are observed at the beginning of the optimization and almost
four times as many steps are required to achieve convergence compared to a calculation that
uses the preconditioner. These results show that the limited-memory SR1 method developed
in the present work is less sensitive to the quality of the preconditioner and is able to build a
better approximation to the inverse electronic Hessian when used in optimizations of excited
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states within DFT compared to a standard implementation of the most used L-BFGS quasi-
Newton algorithm.
All calculations presented above use a maximum step length, pmax, of 0.20, which is
the value found optimal in most of the cases. However, a pmax of 0.25 leads to smaller
oscillations at the beginning of the optimization and faster convergence in the case of the
DO-MOM calculations with SR1 (see Figures S2 and S3 in the Supporting Information). The
use of a fixed allowed step length is a limitation of the current implementation. To ensure
smooth and monotonic convergence for a broad range of systems, a trust region scheme could
be introduced.
5.1.3 Potential Energy Curves of Carbon Monoxide
The electron configuration of the ground state of carbon monoxide is
(1σ)2(1σ∗)2(2σ)2(2σ∗)2(1pi)4(3σ)2(1pi∗)0(3σ∗)0. The lowest singlet excited states arise
from σ → pi∗ and pi → pi∗ single-electron excitations. Among the states with these
configurations, the 11Π and 11∆ can be approximated using a single determinant.
KS DFT has several difficulties describing the 11Π and 11∆ states and their conical
intersection. Firstly, the determinant obtained from a single-electron transition between
orbitals of the same spin has a broken spin symmetry, since the pure singlet open-shell state
is a symmetry-adapted linear combination of two determinants with the same configuration.
Secondly, KS DFT neglects the multireference character of the wave functions arising from
mixing of configurations involving the degenerate pairs of 1pi and 1pi∗ orbitals. Finally,
at the conical intersection the 1pi orbitals become degenerate with the 3σ orbital, further
increasing the multireference character of the states. The strong static correlation prevents
the SCF-MOM method with integer occupation numbers from converging. Convergence can
be achieved by smearing the hole and excited electron over the degenerate orbitals. We
emphasize that the aim here is not to assess the accuracy of DFT with KS functionals in
the description of the excited states, for which highly accurate multireference calculations
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are available when the molecules are small, but rather to demonstrate the ability of the
DO-MOM method to handle a challenging case without ad hoc modifications to achieve
convergence.
The PECs of the 11Π and 11∆ states of carbon monoxide around the conical intersection
computed using SCF-MOM with Gaussian smearing and DO-MOM are shown in Figure 7
together with the analytical atomic forces for selected points on the 11∆ curves. For the
Gaussian smearing SCF-MOM calculations, far from the conical intersection, the occupation
numbers of the 1pi orbitals are 1 (11Π state) or 0.5 (11∆), while the occupation of 3σ is either
0 (11Π) or 1 (11∆). Close to the conical intersection, the hole can be smeared over both
the 1pi and 3σ orbitals (see Tables S3 and S4 in the Supporting Information). When this
happens, the SCF-MOM PECs display some artefacts. The PEC of 11Π shows discontinuities
around the three points for which the smearing is largest. The only point of the PEC of 11∆
for which the hole is smeared over three orbitals coincides approximately with the point of
crossing of the two curves (R∼1.56 A˚). The analytical forces computed at this point are not
consistent with the slope of the 11∆ curve.
On the other hand, the curves obtained with DO-MOM PECs and integer occupation
numbers do not exhibit discontinuities and the computed atomic forces are consistent with
the slopes of the curves. We further note that Gaussian smearing SCF-MOM converges
on higher-energy solutions, with the 11Π and 11∆ PECs computed with DO-MOM lying
respectively ∼0.1 and ∼0.3 eV lower in energy with respect to the SCF-MOM PECs. This
also affects the relative position of the two conical intersections.
Electronic smearing is often employed together with the SCF method to converge excited-
state DFT calculations, especially in molecular dynamics simulations.21,23,87,92,93 The results
presented here show that one needs to carefully check whether artefacts are introduced due
to the smearing. The DO-MOM method can converge energy and forces even in cases of
degeneracies without the need of smearing.
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Figure 7: Potential energy curves of the 11Π (black) and 11∆ (blue) excited states of carbon
monoxide computed with the DO-MOM method (top) and a variant of SCF-MOM using
Gaussian smearing of the hole and excited electron (bottom). The red lines represent the
analytical atomic forces at selected points.
5.2 Calculations with Self-Interaction Correction
5.2.1 Hydrogen Atom
Table 3 reports the energy and eigenvalue of the occupied orbital for the ground state and
each of the three lowest excited states of the hydrogen atom computed with PBE and SIC-
PBE using DO-MOM, as compared to the experimental values of the ionization energy.
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The PBE functional displays a well-known systematic underestimation of the energy of the
Table 3: Total energies (E) and orbital eigenvalues () of the ground and the three lowest excited
states of the hydrogen atom computed using DO-MOM with PBE and SIC-PBE and experimental
values of the ionization (I) energy.94 The values in parenthesis represent the differences with respect
to the experimental energies. All values are in eV.
PBE SIC-PBE Exp.94
Electronic state E  E  -I
1s -13.60(0.00) -7.59(6.01) -13.60(0.00) -13.60(0.00) -13.60
2s -3.70(-0.30) -2.23(1.17) -3.40(0.00) -3.40(0.00) -3.40
2p -3.81(-0.41) -1.91(1.49) -3.40(0.00) -3.40(0.00) -3.40
3s -1.73(-0.22) -1.13(0.38) -1.50(0.01) -1.50(0.01) -1.51
excited states (linear-response TDDFT with PBE predicts no bound Rydberg states for
the hydrogen atom).15 The inability of excited-state DFT with KS semi-local functionals to
describe Rydberg series of atoms has been traced back to the fact that the long-range form
of the effective potential is incorrect (see, for example, reference15).
The SIE of a one-electron system cancels exactly for the SIC-PBE functional. As a
result, the SIC-PBE energy values are accurate for the basis set used. Furthermore, for
a given state the eigenvalue of the occupied orbital coincides with the total energy and is
independent of the occupation number, i.e. for a one-electron system the SIC functional
restores the derivative discontinuity that is missing in the approximate functional.50
5.2.2 Dihydrogen Molecule
Gill et al.22 have recently reported SCF-MOM calculations of the 1Σ+g doubly excited state
of dihydrogen using xc fuctionals for several choices of the fraction of exact exchange. Their
results show that GGA and hydrid functionals with small fraction of HF exchange severely
underestimate the excitation energy because the SIE in the excited state is significantly larger
than in the ground state. The DO-MOM PBE calculation of the 1Σ+g state is in line with
this observation. The PBE excitation energy is 27.25 eV, with a deviation of 1.50 eV from
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the full configuration interaction (CI) result of reference22 (28.75 eV). The one-electron SIE
calculated according to eq. 9 using the density and the orbitals converged with PBE is ∼-1.69
eV, compared to an SIE of ∼-0.10 eV for the ground state. Therefore, most of the error in
the excitation energy comes from an imbalance in the SIEs. If the self-interaction correction
is applied non-variationally, the resulting excitation energy is equal to 28.83 eV, which is
closer to the full CI result. Further improvement is obtained with the fully variational SIC-
PBE calculations giving an excitation energy of 28.79 eV, only 0.04 eV larger than the full
CI energy. The remaining error is due to the approximate treatment of correlation and to
the use of different basis sets in the DO-MOM SIC-PBE and full CI calculations.
These results illustrate how self-interaction correction in variational DFT calculations of
excited states can be an effective route to correct the unbalanced SIE between ground and
excited states in calculations based on semi-local functionals.
6 Concluding Remarks
DO has long been known to be a robust and computationally competitive alternative to SCF
in ground-state calculations.39,43,44 Calculations using single-determinant excited-state DFT
and DO have been limited to minimization of the squared norm of the gradient, while DO of
saddle points has been considered to be too difficult, due to the need of a better approxima-
tion to the Hessian and the risk of variational collapse. Here, a DO method is presented that
overcomes these challenges by: (1) employing a newly developed limited-memory formulation
of quasi-Newton SR1 inverse Hessian update that is able to build a better approximation
to the Hessian for saddle-point searches than the BFGS update commonly employed in
minimization, and (2) avoiding variational collapse by using MOM constraints. Since only
one gradient evaluation is required at each step, the computational cost is the same as for
ground-state calculations. We further note that even if DO-MOM has been presented here
in the context of excited-state DFT, it can be applied with any other method where the
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objective is to optimize a set of orthogonal orbitals, provided that the appropriate form of
the L matrix is used in the expression of the gradient, eq. 20.
We find that DO-MOM in combination with a localized basis set representation of the
orbitals outperforms the conventional SCF-MOM approach both in terms of robustness and
speed of convergence for a benchmark set of 110 excited states. The best performance
is obtained with the limited-memory SR1 inverse Hessian update algorithm when using a
memory of 20 iterations. Furthermore, tests on challenging charge-transfer excited states of
nitrobenzene show that the limited-memory SR1 method is more robust than L-BFGS for
saddle-point optimization, being less dependent on the preconditioner. Therefore, DO-MOM
with limited-memory SR1 inverse Hessian update is a promising method for excited-state
calculations of large systems, where diagonalization of the Hamiltonian matrix needed to
compute the preconditioner is prohibitive. These tests were limited to valence and Rydberg
excited states of small and medium size molecules. In future work these tests will be extended
to include larger molecules and to long-range charge-transfer states.
DO-MOM is able to converge single-determinant excited states close to conical inter-
sections, which often require fractional occupations in SCF approaches, as demonstrated
here for the first two singlet excited states of carbon monoxide. This makes it possible
to assess more rigorously the applicability of single-determinant density functional meth-
ods for modelling conical intersections as compared to methods that explicitly take into
account static correlation effects. Crucially, such benchmarks are currently lacking despite
the fact that excited-state DFT has been proposed in the context of nonadiabatic dynam-
ics simulations.21,32 Formally, the single-determinant approximation is a clear limitation of
excited-state DFT. Multiconfigurational effects can be taken into account within, for ex-
ample, ensemble DFT.95 Extending the applicability of DO-MOM requires handling the
simultaneous optimization of the orbitals and the occupation numbers.96
Finally, our implementation of DO-MOM can be used with non-unitary invariant func-
tionals, such as SIC functionals. As pointed out earlier,11,49 SIEs of semi-local functionals
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can be large for excited states. Our test calculations using the lowest doubly excited state of
dihydrogen as an example, indicate that SIC can alleviate these problems. Work is ongoing
to asses the performance of SIC functionals in calculations of Rydberg states of molecules.
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