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Sustainability has emerged as a concern of central relevance. As a
wicked problem, it poses challenges to business-as-usual in many
areas, including that of modeling. This article addresses a question
at the intersection of model-driven engineering and sustainability
research: “How can we better support sustainability by bringing
together model-driven engineering, data, visualization and self-
adaptive systems, to facilitate engagement, exploration, and un-
derstanding of the effects that individual and organizational choices
have on sustainability?” We explore this question via an idealized
vision of an evaluation environment that facilitates integration and
mapping of models from multiple diverse sources, visual explo-
ration, and evaluation of what-if scenarios, for stakeholders with
divergent perspectives. The article identifies research challenges to
be addressed to enable decision making to support sustainability and
provides a map of sustainability modeling issues across disciplines.
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1 INTRODUCTION AND BACKGROUND
Sustainability, the capacity to endure [59], has emerged as a con-
cern of central relevance for society. However, the nature of sus-
tainability is distinct from other concerns addressed by computing
research, such as automation, self-adaptation or intelligent systems.
It demands the consideration of environmental resources, economic
prosperity, individual wellbeing, social welfare, and the evolvability
of technical systems [15]. Thus, it requires a focus not just on pro-
ductivity, effectiveness, and efficiency, but also the consideration of
longer-term, cumulative, and measurable effects of systemic tech-
nology interventions, as well as lateral side-effects not foreseen at
the time of implementation. Furthermore, sustainability includes
normative elements and encompasses multi-disciplinary aspects and
potentially diverging views. As a wicked problem (see sidebar A),
it challenges business-as-usual in many areas of engineering and
computing research.
The complexity of these integrated techno-socio-economic sys-
tems and their interactions with the natural environment is driving
attention in several areas. These areas include means for under-
standing the emergent dynamics of these interactions and supporting
better decision making through predictive simulation and system
adaptation. At the heart of this is the notion of a model, an abstrac-
tion created for a purpose. Models are used throughout sustainability
research (e.g., for hydrology or pollution analysis) as well as soft-
ware engineering (e.g., for automated code generation). Models
have a long history in research related to sustainability. The Global
Modeling (GM) initiatives that started in 60’s and 70’s developed
and used large mathematical dynamic global models to simulate
large portions of the entire world [22]. GM in general was applied
to human decision-making in domains such as economics, policy,
defence, minimization of poverty and climate change. The goal of
GM is to offer a prediction of the future state of the world, or parts of
it, using (perhaps heavily) mathematical equations and assumptions.
Mathematical models offer a framework of stability that is useful in
domains such as climate modeling, but it may not be the same in the
case of social sciences domains.
In GM, several models can be seen as “modules” of a larger one,
where outputs of one model are inputs for other(s) model(s). This
vision of modularity was perhaps very advanced for its time. The
idea of building models of complex systems based on simpler models
has progressed enormously in the engineering domains, software
engineering included. However, in the areas of social and natural
sciences it is not the case [21]. The intention of initiatives related
to GM, e.g., International Futures [6] or the GLOBIOM model [5],
have common qualities shared by our proposal. However, GM did
not present software engineering practices as a relevant aspect, partly
due to the state of software engineering in those years.
Model-driven engineering (MDE) [63] advocates the use of mod-
els that are successively refined and help analyze system properties.
This article addresses a question at the intersection of MDE and
sustainability research: “How can we better support and automate
sustainability by bringing together models, data, visualization, and
self-adaptive systems to facilitate better engagement, exploration,
and understanding of the effects that individuals’ and organizational
choices have on sustainability?”. The authors addressed this question
with members from the MDE, sustainability design and sustainability
modeling communities, building on earlier contributions [27].
The article conducts a focused review of converging research
in MDE, data integration, digital curation (see sidebar B), public
engagement, and self-adaptive systems with the perspective of sus-
tainability as a driving motivation. We draw upon a vision of a highly
capable integrated environment that facilitates integration of models
and data from multiple diverse sources and visual exploration of
what-if and how-to scenarios for multiple constituencies. This lens
is especially effective for such a review due to its central relevance
and urgency, but also because of the massively heterogeneous nature
of data required to understand sustainability. We note the limitations
of existing approaches and the common assumptions around re-
ductionist modeling perspectives, quantification of uncertainty, and
resolution of conflicts and contradictions. These issues are leveraged
to identify and characterize emerging research challenges.
2 SUSTAINABILITY MODELING
Modeling has been the essential mechanism to cope with complexity.
While in science, models are used to describe existing real world
phenomena, in engineering, models are mostly used to describe
a system that is to be developed. Thus, engineering models are
typically constructive, while scientific models, e.g., mathematical
models and stochastic models, are typically used to predict real
world aspects.
Modeling underpins many activities related to sustainability. As
such, research in MDE can provide a framework for conceptualizing
and reasoning about sustainability challenges. One key challenge
is how to support decision-making and trade-off analysis to guide
behavior of (self-adaptive) systems used for addressing sustainability
issues. For this purpose, we present an idealized vision of a con-
ceptual model-based framework, termed Sustainability Evaluation
ExperienceR (SEER, cf. Figure 1). This system enables broader en-
gagement of the community (e.g., scientists, policy makers, general
public), facilitates more informed decision-making through what-if
scenarios and directly uses these decisions to drive the automatic
and dynamic adaptation of self-adaptive systems (SAS) [24]. We
elaborate this vision not as a design for a system to be implemented,
but as a framework that enables us to distill the main nine capabilities
needed to tackle this multidisciplinary challenge. Since we argue
that MDE is one of the main enablers for a system like the SEER,
we contemplate the challenges for MDE research that lie ahead.
2.1 Vision
This paper introduces the SEER, a conceptual entity that brings
together sustainability scientists and decision makers, whose output
can be used to guide dynamic adaptation of an SAS. As such, the
SEER focuses on 1) enabling scientists to integrate and then test
their heterogeneous models with an existing knowledge base; 2)
enabling individuals and policy makers to explore economic, social,
and environmental impact of decisions, investigate trade-offs and
alternatives, and express preferences; 3) automating the acquisition
of contextual data and enactment of decisions by directly feeding
into the knowledge that guides the adaptation of an SAS. The SEER
will give the context to introduce the nine capabilities.
2.1.1 Model Integration. Scientists need to be able to continu-
ously integrate new knowledge into the SEER in the form of models
or data. For example, an agronomist can contribute a biomass growth
model corresponding to a newly discovered cultivation technique, or
a city can decide to openly disclose urban data. Scientists can further
connect this contributed material to available and relevant open data.
Furthermore, they could investigate the consistency and validity of
their models by testing them in combination with other existing
domain models. This would help scientists to reach a common view
or to highlight important divergences for discussion. To this end, the
SEER must provide facilities for flexible data and model integration
(C1), model curation (C2), as well as enable trustworthy open-world
contributions (C3). The SEER should also support those scien-
tists in investigating the consistency between heterogeneous models,
accommodating different and possibly divergent world views (C4).
2.1.2 Model Exploration and Investigation. On the basis of
this knowledge, individuals, communities, and policy makers would
explore scenarios, evaluate tradeoffs along the five sustainability
dimensions [15] (technological, environmental, social, individual,
economic) or planetary boundaries [61], and explore direct, enabling
and structural effects (see sidebar C). Hence, the SEER must enable
use by the population at large (C8). For example, a farmer who is
considering building a biowaste plant to become energy independent
could investigate the consequences of this idea. This analysis needs
to include basic information about the farmer’s preferences and the
current as-is situation, and to elicit any required information which is
not available. To analyze this issue, the SEER needs data and model
sources, such as an operational model of the farm or the heating
system of the house. The SEER visualizes the analysis results
to facilitate exploration. For example, economic analysis might
suggest that heating with biowaste is more cost effective than oil.
However, the user may doubt this assertion and wish to investigate
the result, so the SEER should provide a transparent rationale and
quantification of uncertainty (C6), as well as expose the underlying
data. In addition to generating what-if scenarios (C5), the SEER
should be capable of generating suggestions (C7) of how to reach
user specified goals including quantifiable impacts.
2.1.3 Model Automation. Strategic choices typically require
a set of well-defined steps to implement them, a process that can
benefit significantly from automation. This is especially pertinent
when those steps are controlled by an SAS, e.g., smart cities or
smart buildings. In such cases, decisions are used directly to drive
the run-time adaptation of the SAS. For example, when a farmer
chooses to grow a specific crop, the SEER could continuously adjust
the irrigation system to deliver the appropriate amount of water to
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Figure 1: The Sustainability Evaluation ExperienceR
to determine adaptation needs (C9) to enable broader engagement
from the various sustainability stakeholders and would hence serve
as an adaptation trigger for an SAS.
3 MDE FOR SEER
This section revisits the capabilities introduced in the previous sec-
tion, and discusses how techniques from the MDE community and
other associated communities can support them.
MDE aims at raising the level of abstraction at which a software
system is designed, implemented and evolved to improve the man-
agement of intrinsic complexity [36]. In MDE, a model describes an
aspect of a system and is typically created for specific development
purposes. Separation of concerns is supported through the use of
different modeling languages, each providing constructs based on
abstractions that are specific to an aspect of a system. But systems
like the SEER also require, as a central function, a set of abilities
to curate diverse collections of data and manage them throughout
a long-lasting lifecycle to address concerns such as authenticity,
archiving, transformation, reuse, appraisal, and preservation. In
this context, data monitoring involves the continuous, automated
acquisition of new data sets.
3.1 Accommodate Flexible
Data and Model Integration (C1)
The MDE community has been investigating how to integrate engi-
neering models for various purposes (e.g., analyses, code generation,
simulation, execution). In addition to comparison operators such as
those that can be defined in the Epsilon Comparison Language [46],
the community has developed various composition operators for
model refinement/decomposition [56], model consistency or impact
analyses [37] and model merging and weaving [17]. While these
composition operators have been extensively studied for homoge-
neous and structural models [25], recent efforts are also considering
behavioral and heterogeneous models [47].
In the software and systems modeling community, research on
domain-specific modeling languages (DSMLs) is investigating tech-
nologies for developing languages and tools that enable domain
experts to develop solutions efficiently. Unfortunately, the current
lack of support for explicitly relating concepts expressed in different
DSMLs makes it difficult for domain experts to reason about infor-
mation distributed across models describing different system views.
Supporting coordinated use of DSMLs led to the grand challenge
of the globalization of modeling languages [26] and the GEMOC
initiative. Beyond the current investigations that focus on relating
languages of similar foundations, sustainability issues will impose
additional research challenges relating to multi-scale, uncertainty,
and approximation or discontinuity.
An alternative to integrating DSMLs is to integrate models by
co-simulation or model translation. For example, the Functional
Mock-up Interface (FMI) is a tool independent standard to support
both model exchange and co-simulation of dynamic models using
a combination of xml-files and compiled C-code [7]. FMI is cur-
rently supported by over 130 modeling and simulation tools. Model
translation approaches construct model transformation algorithms
that integrate models by mapping them into a common modeling for-
malism. For example the work described in [21] transform System
Dynamics models into Discrete Event System Specification (DEVS)
models, which can then be integrated further with other discrete
modeling formalisms, e.g., state automata.
Unlike software-intensive systems, the SEER requires integration
of numerous scientific models, regulations, preferences, etc., when
making predictions and in order to consider the many trade-offs
when looking for potential solutions. The challenges for integrating
models within a SEER are due to the following factors:
Different Foundations: In traditional MDE, foundational notions,
e.g., hierarchy/containment or references, are used in constructing
models; different notions are used in other modeling spaces (e.g.,
derived attributes in MetaDepth [32]). The integration process must
acknowledge and align these different notions.
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Different Technological Spaces: Models may be constructed using
mechanisms from different technological spaces (e.g., databases,
formulae such as ODEs), with varying assumptions about a) the
basic building blocks of modeling, b) how those building blocks
can be composed, c) how the well-formedness of models can be
established and d) how well-formed models can be manipulated.
Different Levels and Degrees of Abstraction: Integrating mod-
els involves more than just establishing a consistent vocabulary:
disparate models will use different abstractions (e.g., patterns spe-
cific to the type of model), different layers and layering structures
(e.g., networking layers versus atmospheric chemistry model layers)
and different forms of granularity (e.g., a grid of contemporane-
ous rainfall observations over a large area versus a time series of
measurements of cumulative water flow at one location in a river).
Different Scales: to integrate models at different scales, a model
integration approach would have to clearly distinguish:
i) Which models belong to which layers of abstraction (for example,
given a predictive model of evapotranspiration that can be con-
structed for Earth as a whole, for a continent or a watershed, which
one is relevant when integrating this with a model of crop production
at a country level?)
ii) Which specific model out of a set of alternatives to use when
there is no evidence demonstrating superiority of one model over
another (for example, with insufficient ground truth to distinguish
between two multispectral classifications, what characteristics of the
classifiers would help the system to choose an option?)
iii) How conflicts or inconsistencies between models and/or data
are resolved (for example, given a set of decision trees which risk
being overfitted to their training data, is it necessary to employ an
ensemble method such as random forest?)
Different Domains: In order to meaningfully integrate data from a
variety of domains, it needs to be carefully described with metadata.
This should include descriptions of units, phenomena measured and
other conceptual aspects, which are vital for communication when
data is released ”into the wild”.
Composability: A crucial capability for the SEER is to automati-
cally identify which data can and cannot logically be combined. For
example, a user might be interested in assessing the economic value
of a national park by overlaying its bounds on maps of ecosystem
services. Such maps might be calculated in different ways, leading
to conflicting results. For example, carbon capture per hectare may
be computed for specific land covers by methods which rely on
different assumptions about underlying physical processes. Should
results derived from such data sets be averaged, or be shown as
alternatives? A robust approach to this automated matching requires
semantics to describe the underlying worldview implicit in each
estimate (see section 3.4).
3.2 Curate and Evolve Models (C2)
The SEER must facilitate continuous management of models to
ensure the generation of valid what-if and how-to scenarios. Model
management involves supporting updates to models and to model
integration. Key activities include model import and creation (e.g.,
scientific model creation out of data sets), enhancing model quality
and representation of different views.
There are two approaches to scientific model creation: either 1)
start with a skeletal model with a few initial data points and incre-
mentally collect relevant data while refining the model relationships,
or 2) build a model based on analysis of all accessible data.
From the perspective of the robust management of MDE products
over time, version control is essential to reflect the state of the model
at the time when a data set was imported. When this initial data set
does not conform to later, updated versions of the model, mainte-
nance challenges arise for the data sets. Conceptual approaches for
version control in MDE have been developed, based on techniques
for comparing and differencing models [33] as well as merging mod-
els. More recently, tools such as EMF Store [45] and CDO [4] have
been developed, which are closely aligned with version control sys-
tems such as git. Conflicts are common with such approaches, and
hence support for detection and resolution are critical. Such tools
typically are combined with those for comparison and differencing
(for detection), and merging (resolution).
From the perspective of digital curation, larger concerns around
provenance, authenticity and stewardship become paramount. The
provenance of data has been a central concern in fields such as
databases and e-Science [19, 55, 64]. Provenance modelling ini-
tiatives have focused on conceptual frameworks for representing
generally applicable elements that capture provenance information
in standardized ways [69]. Concepts such as Research Objects cap-
ture more than the data set to support the flexible reuse of various
products in research workflows and in particular, model-based sci-
entific workflow software such as Kepler and Taverna [14]. Again,




To enable trustworthy open-world contributions, everybody should
be allowed to contribute to the SEER, regardless of their social
background, domains of expertise, or technical qualifications. A
simple example of the utility of such contributions are the citizen-
science projects. For instance, the UK’s Spring Watch program
enlists radio listeners to report, via text and/or photographs, the
observations of native wild life species, which can be a cost-free
tool for observing, recording, and where necessary taking actions for
preserving biodiversity. Contributions to the SEER would consist
not only of data or models, but also of new mappings or relationships
for integrating data and models.
To foster trust towards and use of the contributions, their prove-
nance must be publicly availed. This is essential in order to [64]:
(a) assure potential data users of the quality of the given data (pro-
viding answers to such questions as: what is the data source, were
the derivation methods of the current data sound?); (b) support the
owners and users with the audit trial (who is using the data? are
there any errors in the data generation?); (c) provide recopies for
replicating data derivation in order to maintain currency of the data,
as well as to maintain clear derivation recipes; (d) support attribution
of data for both copyright and liability assignment purposes, and (e)
provide information about the data context, and for data discovery.
Currently data curation is being tackled by open-world contribu-
tions that have little provenance, so the quality of that data and the
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collection processes are questionable. For example, in the CAR-
MEN bioinformatics project [1], researchers can submit data and
the metadata that describes it. However, provenance information is
limited to the identity of the source.Yet, it is widely acknowledged
that, in order to provide credible provenance for scientific workflow,
one needs to report provenance not only of the provided data (e.g.,
its sources and their views, including interests, purpose, concepts,
principles, knowledge [41]) but also the process through which the
data is derived (e.g., used methodology, and technologies for data
collection) [41, 64].
In MDE’s few open repositories for models, e.g., ReMoDD [35]
or the ATL Metamodel Zoo [3], the situation is even worse, as
little information is kept on the provenance or quality of the models,
despite the long established specification of provenance requirements
for e-Science systems [54].
The challenges for trustworthy open-world contributions pertain
to:
Subject of Provenance [64], or the provenance of data and its
workflow: It is not clear at what level of detail provenance infor-
mation needs to be gathered (e.g., what granularity should the data
be collected, e.g., rainfall per cm2 or km2?). Which sources are
acceptable, for what purposes [41]? When pulling together several
data sets, or starting analysis for a given purpose, are the used data
collection methods and technologies compatible / appropriate for the
said purpose? Who must take responsibility for errors in data collec-
tion or derivation? Eventually, how do the sources, their properties
and the workflow affect the data quality, and how can the quality be
separated from the notion of provenance itself?
Provenance Representation [64]: Should data be annotated di-
rectly with the provenance details (e.g., many scientific workflow
tools, such as Taverna, record the provenance data implicitly in event
logs [31]), or should provenance be derived at each workflow stage
from the previous one? What syntax and semantics should be used
to represent it? Can these be applicable across all kinds of domains,
as the SEER has to integrate environmental, economic, technical,
societal, individual, policy, and cultural aspects of life?
Storing Provenance [64]: What are the costs of collecting and
storing the provenance data at various granularity? Clearly, the
richer the provenance data, the more it will affect the scalability of
data collection and storage.
Integration: If the system accommodates import of new concepts
of all kinds, we face integration challenges, for example to find the
best, i.e., most reasonable, or most flexible open interfaces and com-
mon description language. Furthermore, the research community
must let the ontology evolve iteratively, by adding new parts.
Trust: How do you foster trust, or calculate trust into the given
model’s output? How do we build trust models? How can we
apply theoretical research models in the real world while large scale
empirical evidence is still missing?
Relationship between Risk and Trust: How to deal with the inher-
ent relationship between risk and trust? What are the risks involved
in trusting a given model/data/process, and how to quantify these?
Contrary to public perception, high trust does not mean low risk.
Currently research is ongoing on ways for handling many of the
above mentioned challenges for controlled environments, such as for
scientific work flows within tools like Taverna1 and Kepler2 (here
data sets and workflows are provided only by scientists or models by
research groups who stake their professional reputation against the
quality of their contributions). When the controls for contributions
are removed, however, these challenges redouble and multiply.
3.4 Accommodate Different World Views (C4)
The breadth of the impact of sustainability across five dimensions
and multiple time scales, from human to global, inevitably brings
with it differing and irreconcilable worldviews, and separates stake-
holders socially and temporally.
To avoid bias, the SEER should provide all possible futures ac-
commodating multiple and potentially divergent worldviews to the
user given the available data and models. Therefore, the SEER
must acknowledge that a model is constructed with its own (often
implicit) worldview [51]. Model integration requires combination
of the views, which can be challenging or even impossible if they
contradict.
The modeling community deals with situations where worldviews
are assumed to be consistent across stakeholders if they share the
same modelling background [50]. In most engineering environments
this is acceptable, since even large-scale systems have an ultimately
”bounded” set of stakeholders. In these scenarios, any necessary
negotiation of conflicting worldviews is a question of social organi-
zation and not addressed in modeling.
Traditional MDE normally resolves contradictions under model
integration using constraints and transformations. This is feasible
because even when the worldview is not fully shared, there should
be overlap arising from agreement on a metamodeling stack (e.g.,
3-tiered) and technology (e.g., the Eclipse Modeling Framework
(EMF)). This cannot be assumed in modeling for sustainability,
where the social structure is so disconnected that the common as-
sumption of consistent worldviews in MDE cannot hold. Different
modelling schools need to be integrated and multiple contradictory
worldviews need to be made explicit and embraced.
The worldview has to become an explicit part of the modeling
infrastructure, and several possible scenarios arise:
Matching Worldviews: In some cases, worldviews can be rec-
onciled. However, there may be no ”actual” user/modeler who
possesses this integrated view. How can this integrated view be
derived/validated?
Incommensurable Worldviews and Models: Considering the fun-
damentally distinct nature of the types of concerns of interest for
the stakeholders in sustainability, perspectives on what seems to
be a common concern will not only disagree on the weighting of
importance of particular aspects, such as ”individual agency”, but
also on what this concern means, and how to evaluate it.
Contradictory Worldviews: It should not be assumed that recon-
ciliation of contradicting worldviews is always desirable and appro-
priate. Sometimes it may be desirable and useful to keep track of
contradictions between models. To discuss this, we provide a few
examples for worldviews that disagree at least partially:
Incommensurable: In California, environmental sustainability can




preserving existing wetlands versus restoring a urban landscaping
back towards the natural desert environment it was taken from.
Contradictory: In many developing cultures, big families still
form the heart of the community. In many developed cultures, fam-
ily structures have been overshadowed by career paths requiring
mobility. One consequence is that two-income families struggle
with local support systems for their kids while grandparents live far
away and struggle with lonely old age. Neither worldview is wrong,
but they cannot be consolidated completely.
The research challenge arising from this is not an unrealistic
attempt at consolidating all existing worldviews. Instead, what we
need are modeling concepts and mechanisms that allow us to contrast
different worldviews to illustrate and explore conflicts between the
assumptions and implications of two or more worldviews [51]. One
option would be to use System Dynamics to reach a group consensus
and enhance systems thinking [68].
However, System Dynamics on its own is arguably incapable of
securing consensus [42]. Because it lacks the awareness of social
theory required to distinguish consensus from coercion, it must be
positioned within a critically aware systems thinking framework that
reflects upon its own selectivity, aims to emancipate marginalized
perspectives and worldviews, and allows for pluralism in methods
and theories [53].
A useful starting direction in tackling these issues could be pro-
vided by model documenting guidelines (e.g., the ODD protocol
[39, 40]) that help to systematize and disambiguate categorizations
of heterogeneous models, though full resolution of integration of
such models is an open challenge.
3.5 Generate What-If Scenarios (C5)
The system should support the generation of what-if scenarios based
on multiple types of models to project the scenarios’ effects with
regard to the five sustainability dimensions. Interactive exploration
of the scenario as well as the involved data and models should be
possible. Here, it is important that the user of the SEER gets a feeling
about how a possible future scenario may look and what effects
the anticipated changes will have on the different sustainability
dimensions. For example, what would a world look like that no
longer used fossil fuel? To help SEER users understand the what-if
scenarios and make the experience even more tangible, visualization
techniques going beyond the presentation of numbers are needed.
What-if scenarios require query formulation, which is supported
through query languages. These languages have been investigated
by the MDE community with an intensive focus on automatic model
management (e.g., constraints, views, transformation). MDE pro-
vides languages for expressing structural queries based on first order
logic (e.g. OCL [58]), use of optimization and search techniques
combined with models [20, 34] as well as for behavioral queries
based on temporal logic [52]. These languages rely on the mod-
eling language specification for expressing queries related to the
corresponding concepts or their associated behavioral semantics.
The concept of Model Experiencing Environments (MEEs) [57] has
been introduced as an approach to support complex model and data
integration, while offering customizable interfaces to access model
analysis results and their visualizations.
The need for broad engagement with diverse communities and
decision makers requires an ability to process questions articulated
within the mental models and terminologies used by communities,
and support cross-domain compatibility and mapping across various
domains. Different impacts must be presented back to the user (using
different kinds of visualizations), in such a form that the indicators
and their underlying assumptions can be deeply and interactively an-
alyzed for a better understanding. Current practices must be adapted
to support the what-if scenario capability. This requires a bridging
of the gap between the indicators and the modeling concepts manip-
ulated by the SEER. The user must be able to express the indicators
of interest, and the specific views to be used for representing them.
3.6 Provide Transparent Reasoning
and Quantification of Uncertainty (C6)
If users do not feel that they understand what is happening in a
system and why, they are less likely to trust it. Therefore, trust-
worthiness can only be established if the reasoning provided by the
SEER is transparent, meaning that users can understand where data
comes from, to what degree it is reliable, and how it is combined in
order to generate predictions.
Intra-model relationships have been a general focus of interest
in the MDE community. User-defined mappings between MDE
models are supported via model management tools such as the Atlas
Model Weaver, EMF Compare, or the Epsilon Comparison Lan-
guage (ECL). These approaches enable users to describe mappings
between models and model elements, and attach semantics to the
relationships that are produced. Such models are usually within a
single technological space (e.g., EMF). There are also software com-
ponent interface definitions, such as OpenMI and Taverna, which
provide APIs that allow models to be configured to exchange data
at run-time within workflows. While such technology is meant to
be model agnostic, it supports connection of models from within a
technological space. Additionally, such frameworks effectively fo-
cus on mappings between data, where the models are used to enable
the construction of such mappings.
There has been limited research in the MDE community on dy-
namic model selection from a large set of models or on run-time
conflict resolution between models from disconnected domains and
disciplines (most conflict resolution has focused on resolution be-
tween models from single or related domains). Current work on
justifying model integration reasoning is centered around such topics
as edit-aware modeling tools that keep track of the steps that the mod-
elers take in modifying the model (e.g., [10]) and tool support that
allows one to keep track of all the versions of a model (e.g., Sparx
Time Aware Modeling, Magic Draw Comparer, EMFCompare).
In goal modeling, the impact of alternative solutions on stake-
holders’ objectives is modeled to allow reasoning about trade-offs.
Based on such models, explanations may be given of what influ-
ences what. It is still challenging to generate clear explanations
of scenarios built on top of widely different types of models, each
requiring different argumentation and concepts. For example, when
analyzing a chart with a Pareto front to make an allocation decision,
the farmer might see a cutoff on one dimension. She might ask
”but couldn’t I do this?”, e.g. increase output beyond x? The SEER
would need to be able to explain that the Pareto front does not only
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take into consideration physical possibilities, but also considers legal
constraints.
Within the domain of environmental modeling, there has been
some consideration of integration challenges, e.g. [71], particularly
in relation to the propagation of uncertainty through a series of
chained models and its communication in a usable form at the end
of the analysis [11]. ’Models’ in that context, however complex,
are concrete mathematical transformations which represent physical
processes such as soil erosion, or non-physical processes such as
market fluctuations. As such they are materializations of the more
abstract class of models with which the SEER must work, and form
just part of the set of components of which it must be composed.
However, many of the insights from the above research also apply
to an integrated system such as SEER: for example, the importance
of semantics and controlled vocabularies in describing requirements,
constraints or phenomena, and the fact that physical models may
also be matched and merged as appropriate.
The uncertainty of available data and information hinders the
precise specification of certain models and their parameters. Uncer-
tainty may be, for example, epistemic, linguistic or randomized [38]
and can derive from many sources including measurement, data
transformation, inaccurate definition of the phenomenon of interest
or generalizations made to ensure tractable computation. As such,
Uncertainty Analysis (UA) and Sensitivity Analysis (SA) are pre-
requisites for model building [28]. While UA aims to quantify the
overall uncertainty associated with the model response as a result
of uncertainties in the model input, SA can be used to quantify the
impact of parameter uncertainty on the overall simulation/prediction
uncertainty. This makes it possible to distinguish between high-
leverage variables, whose values have a significant impact on the
system behavior, and low-leverage variables, whose values have min-
imal impact on the system [43, 72]. Such approaches can be used
for various purposes, including model validation, evaluating model
behavior, estimating model uncertainties, decision-making using
uncertain models, and determining potential areas of research [48]
and a variety of SA techniques have been developed to achieve such
purposes [49]. However, federating several models is likely to result
in the potential problem of enlarging the parameter space, which will
require the automated detection of hotspots in the parameter space
using approaches such as the ones proposed by Danos et al. [30].
Neverthless, not all sources of uncertainty are known, and many
are difficult to quantify. Uncertainty which can be assessed statisti-
cally may be communicated, for example, using probabilities, which
are easily combined across a wide variety of well-supported frame-
works and languages, e.g. UncertML [70]. Fuzzy sets are more
complex to combine across domains, but can still be represented in
mathematical form. However, on many occasions a quality assess-
ment is not easily mapped to a value scale, or a problem does not
become apparent until a dataset or model is used, or compared to
better alternatives that were not originally available. This is a clearly
recognized challenge in citizen science (CS), where a number of ini-
tiatives aim to harmonize metadata standards [12], to adapt existing
data formats to the CS context [65], to develop robust ontologies to
capture heterogeneous data collection protocols and to allow flexible
annotation by contributors and expert evaluators alike [9, 13]. Only
through such concerted efforts can a potential user assess whether the
reliability of a contributed resource matches their criteria, making it
fit-for-purpose.
3.7 Generate Suggestions (C7)
The system should be capable of generating suggestions of how to
achieve the user’s specified goals. This generation of suggestions
is based on the capability to create what-if scenarios (C3), as those
are needed to build a knowledge base for a recommender system.
Based on such a what-if scenario knowledge base, a recommender
system can generate how-to scenarios by using model inference.
Inferred models can be compared to current ones and criteria applied
to select the most appropriate candidate solutions, e.g., the closest to
the current situation. Therefore, the SEER has to calculate different
alternatives to minimize negative impact on the different sustain-
ability dimensions. To do so, the system has to be informed what a
user may and may not change, e.g., they cannot change the weather.
Furthermore, the SEER needs to know user preferences in order
to make adequate individual suggestions. Such user preferences
include the modeling view of the system under consideration, the
agency over individual elements, and the scale at which they can be
changed. The preferences could even be changed at run-time and
the model recalculated based on the updated constraints [66].
3.8 Enable Use by the Population at Large (C8)
Since the SEER is to be used by the population at large, careful
consideration must be given to human factors and ergonomics in
system design. Some example issues to be addressed here include
simple ways to establish and update preferences and goals (e.g., via
graphical or voice-based interfaces); results interpretation (e.g., via
visualization or voice feedback explaining the results’ implications);
customization of interactions for different user groups (e.g., domain-
specific model customization support for specialist users). The
quality of the users’ experience [18] should also be considered,
accounting for the users’ emotional and physiological states, the
situational characteristics of the experience and the experience of
model use itself [8].
3.9 Evaluating Adaptation for Sustainability (C9)
Based on the sustainability evaluation performed by the SEER, adap-
tation triggers may be generated to guide the self-adaptation of an
SAS. In the original framework proposed by Kephart and Chess [44],
an SAS has four key stages (MAPE-K loop): Monitoring environ-
ment and system conditions, Analysis to determine whether system
needs to self-reconfigure, Planning for how to adapt the system
safely to satisfy new requirements/needs, and Execution of the adap-
tation plan. All four stages make use of a Knowledge resource.
While the original intent for Knowledge was for static information
(e.g., sensor properties, policies, constraints, etc.), for our purposes,
we realize the Knowledge resource with the SEER. As such, the
SEER becomes a dynamic source of sustainability-evaluation knowl-
edge that incorporates input from the stakeholders, scientific models
and their integration, open data, results of what-if scenario explo-
ration, user needs, etc. to guide the self-adaptation of an SAS. The
entire MAPE-K loop is hence open for human assessment and feed-
back to derive a recommendation that can either be realized by an
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automated adaptation or realized by human intervention. For ex-
ample, Bruel et al. [16] present a smart farming system including
an irrigation system that determines and delivers the right amount
of water every day in order to maximize produced biomass, based
on current water stress, the climate series, biomass models and the
farmer’s input.
4 CONCLUSION
In this article, we explained each capability needed by the SEER in
more detail, and reported on how MDE has already contributed to-
wards that capability. However, most of the disciplines in Computer
Science (CS) have to come together to realize the SEER vision out-
lined above. Therefore, we use the ACM Computing Classification
System [2] to assess the CS disciplines and create a simplified heat
map (see Figure 2) where we indicate for each top-level category
whether or not we, i.e., the 16 authors, believe it is not relevant
(white), relevant (blue), or highly relevant (red) to realize the SEER.
Whenever we feel that some subcategories are notably more impor-
tant than others, they are mentioned explicitly in the appropriate
cells of the heat map. The heat map represents the biased view of
the authors, and as a result, the importance of some categories might
have been misjudged. In general, it can be supposed that expertise
in CS is needed across all capabilities, that each of the CS categories
is highly relevant for at least one of the capabilities, and finally that
MDE is highly relevant across all capabilities.
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A WICKED PROBLEMS
The concept of ’Wicked problems’ was first described in the context
of planning by Rittel and Webber [60]. The concept has been used
in sustainability-related domains to conceptualize issues including
climate change, controlling pandemics and reducing social injus-
tice. Often misunderstood within computing as simply ’difficult’
problems, the concept rather points to the inadequacy of problem-
solution pairs when used to identify and address complex issues in
such situations. The crucial challenge in many situations lies instead
in the multiplicity of legitimate and legitimately contradictory per-
spectives and worldviews about what the issues are. Those views
cannot simply be reduced to a ’correct’ problem definition using
logical operations, but require a discursive process to articulate a
definition of the issues to address [23, 60, 67].
B DIGITAL CURATION
Data curation is a type of digital curation, which involves the active
management and preservation of digital resources for future use.
Digital resources extend far beyond what is commonly understood as
data and include artifacts as diverse as scientific models, engineering
models, and electronic records. Curation aims to ensure the quality
of resources and provide a record of provenance to make resources
discoverable and meaningful and instill trust in their authenticity.
The ability to effectively create, share and manage diverse assets for
current and future use is critical for a sustainable society. Supporting
trust provides a crucial objective for curation activities, but curation
applies not only to resources that are assumed to be trusted a priori.
As Rusbridge et al. point out, ’long term stewardship of digital
assets is the responsibility of everyone in the digital information
value chain’ [62]. Crucial curation activities may be carried out
by actors that are not information professionals, such as citizen
scientists annotating and releasing a data set. This is especially
pertinent in our scenario, where many activities of curating data
sets and models take place ”in the wild” [29] beyond the narrowly
controlled confines of a rigorously defined data curation workflow.
C ORDERS OF EFFECTS ON
SUSTAINABILITY
Any given (software) system exercises three types of effects on
sustainability of its situated environment [15]: Immediate effect
occurs due to the production and immediate use of the system, e.g.,
direct environmental impact of the SEER includes the amount of
energy and effort spent on the development, and the reduction of
energy consumed by using SEER to find (and set up) a low energy
boiler.
Enabling effect comes from the ongoing use of a system, e.g., as
SEER promotes more energy efficient choices to all its users, the
system would enable reduction of energy use for heating, lighting,
transportation, etc., which cuts down the amount of energy resources
needed. Yet, it also increases use of broadband for model evaluation,
possibly require additional servers to process the vast number of
models that the open participation of users from several domains
requires, thus increasing energy and broadband consumption.
Structural effects arise due to the long-term reaction of the dy-
namic socio-economic system to the presence and use of the system,
including lifestyle and economic/structural changes. For instance, if
many farmers look for an energy efficient way of selling their pro-
duce, with SEER recommending e-trade, the trade may move from
physical markets to e-shops and e-markets, thus changing the selling
and shopping behaviors as well as markets in a given community.
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Figure 2: Simplified Capability Heat Map
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