Earthquake rupture models inferred from inversions of geophysical and/or geodetic data exhibit remarkable variability due to uncertainties in modelling assumptions, the use of different inversion algorithms, or variations in data selection and data processing. A robust statistical comparison of different rupture models obtained for a single earthquake is needed to quantify the intra-event variability, both for benchmark exercises and for real earthquakes. The same approach may be useful to characterize (dis-)similarities in events that are typically grouped into a common class of events (e.g. moderate-size crustal strike-slip earthquakes or tsunamigenic large subduction earthquakes). For this purpose, we examine the performance of the spatial prediction comparison test (SPCT), a statistical test developed to compare spatial (random) fields by means of a chosen loss function that describes an error relation between a 2-D field ('model') and a reference model. We implement and calibrate the SPCT approach for a suite of synthetic 2-D slip distributions, generated as spatial random fields with various characteristics, and then apply the method to results of a benchmark inversion exercise with known solution. We find the SPCT to be sensitive to different spatial correlations lengths, and different heterogeneity levels of the slip distributions. The SPCT approach proves to be a simple and effective tool for ranking the slip models with respect to a reference model.
I N T RO D U C T I O N
In recent years, finite-fault source inversions have become a standard tool to image the kinematic space-time evolution of the earthquake rupture process. Due to increased and often real-time availability of seismic and geodetic data, and advancements in inversion techniques and computing facilities, such source inversions are conducted routinely for large events, and solutions are often presented hours after a large earthquake (United States Geological Survey's 'finite-fault models', http://earthquake.usgs.gov/ earthquakes/eqinthenews/, and California University of Technology's 'Source Models of Large Earthquakes', http://www. tectonics.caltech.edu/slip_history/index.html). Often, refined source inversions are then subsequently published to examine and study the details of the rupture kinematics (e.g. Hayes et al. 2010; Wei et al. 2012; Fielding et al. 2013; Yue & Lay 2013) .
Such earthquake rupture models constitute an important resource for subsequent studies on fault mechanics, seismotectonic interpretation, stress modelling and ground-motion simulations. However, there are several impeding issues regarding the reliability of the inverted models arising from the ill-posed nature of the inverse problem, limited and non-uniform data coverage, differences in selection and processing of the available data, incompletely known Earth structure, and variations in a priori assumptions on the faultgeometry (Beresnev 2003; Mai et al. 2007; Shao & Ji 2012) . Hence, earthquake source inversions come with considerable uncertainty, which however is only rarely investigated in as much detail as by Hartzell et al. (1991 Hartzell et al. ( , 2007 , Custodio et al. (2005) , Monelli & Mai (2008) , Monelli et al. 2009 and Razafindrakoto & Mai (2014) .
Often, several rupture models have been published for the same earthquake, but source parameters (e.g. slip on the fault) visually appear vastly different from each other. Results from a 'blind test' of earthquake source inversions (Mai et al. 2007 ) indicate (1) that a good-fit to the data does not necessarily yield a correct source model and (2) that accuracy is not ensured even with near-fault data, known Earth structure and fault geometry. The performance of source inversion codes, and the resulting uncertainties in kinematic source parameters are still not well understood. We thus strive to gain further insight into source-model uncertainties, to understand the factors that cause the model variability, and to identify the robust features of these source models. To this end, the source inversion validation (SIV, http://equake-rc.info/siv) project (Page et al. 2011; Mai 2013) provides benchmark exercises and corresponding datasets to facilitate verification of inversion (and forward-modelling) codes, as well as the comparison and validation of the inferred rupture models.
Kinematic finite-fault models employ several parameters to describe the spatiotemporal rupture evolution, namely the final slip on the fault, the rise-time (duration of slip at each point of the fault), the rupture onset time, and the rake (angle of slip direction). Typically, the parametrization involves an elementary source time function defined for the entire rupture plane, which can be repeated to build so-called multitime-window inversions (Olson & Apsel 1982; Cohee & Beroza 1994; Wald & Heaton 1994 ). Simple source model parametrizations employ regular grids over a single plane, while more complex ones may comprise multiple fault segments to capture complex faulting geometry. First order earthquake source parameters like hypocentre location and local magnitude are generally independently derived, while seismic moment is an immediate outcome of the inversion.
This study focuses on evaluating the intra-event differences of distributed slip on a single fault plane (henceforth called slip models or simply 'models') by means of a rigorous quantitative analysis of the observed variability. Our analysis considers various cases for spatial distributions of final slip. To develop a quantitative understanding and statistically robust approach, we adopt the spatial prediction comparison test (SPCT) proposed by Hering & Genton (2011) . The SPCT was developed for general spatial (random) fields, and is here applied for comparing characteristics of earthquake slip on a fault. Our analyses consider two specific cases: (1) synthetic slip models generated as stochastic random fields whose spatial complexities are controlled by spatial correlation lengths and heterogeneity levels and (2) inverted source models from a series of SIV benchmark exercises.
We first present a brief review on the testing procedure of the SPCT, which is then applied to a set of synthetic slip models with varying characteristics in random field parametrization. In this case, the reference model is computed as the average of the tested slip models. Subsequently, we perform the SPCT-procedure on inverted rupture models that are obtained for a benchmark exercise with known ('true') solution that serves as the reference model. We conclude with discussing the results in terms of further applicability of the SPCT, and present limitations and possible extensions of the approach.
S PAT I A L P R E D I C T I O N C O M PA R I S O N T E S T
The testing procedure of the SPCT is an extension of the time series test introduced by Diebold & Mariano (1995) to spatial random fields. The SPCT yields a statistical test for testing the null hypothesis that there is no significant difference, on average, between two competing spatial predictions. The results of the SPCT can thus be used to determine which of two competing models better matches a reference model.
The major advantage of the SPCT method is that it does not require any assumption on the distribution of the prediction errors computed from a loss function; they can be Gaussian or nonGaussian, and may or may not have zero-mean. In addition, any loss function can be used in the SPCT that provides statistical tests that account for intensity or/and location errors. For example, the square and absolute error loss functions inform about intensity errors, while the correlation skill measures location errors. Hence, SPCT results have to be interpreted in the context of the chosen loss function.
Assume a spatial process {Z (s) ∈ R : s ∈ ⊂ R 2 } has been observed at discrete locations (possibly on a grid) denoted by s 1 , s 2 , . . . , s n , where s i is the spatial location and is the entire domain of the process. This spatial process is predicted by two sets of spatial prediction models denoted byẐ 1 (s) andẐ 2 (s). A general
of the spatial process, and an arbitrary prediction model [Ẑ P (s i )] n i=1 ; this loss function quantifies the difference between the prediction model and a given realization. Among the many possible loss functions, the following ones have proven to be particularly effective (Hering & Genton 2011; Gilleland 2013a) :
Square error (SE) loss at location
Absolute error (AE) loss at location
Correlation loss (or correlation skill)
In eq. (3),Z andZ P are the estimated means for the observed and predicted values, respectively, andσ Z andσ P are their estimated standard deviations. In these three loss functions, both the SE and AE loss functions account for intensity errors, and the correlation skill measures location errors. While smaller values resulting from the SE and AE loss indicate better prediction performance, the opposite applies for the correlation loss for which larger values imply better prediction performance.
In fact, the spatial process of interest is then the loss differential, D(s), given as
where f (s) is the mean trend, and δ(s) is a mean-zero stationary process with unknown covariance function
That is, we are not comparing the loss function of a prediction model and a particular realization with each other, but the differences in loss functions for two prediction models,Ẑ 1 (s) andẐ 2 (s) with respect to a common realization or reference model, Z (s). The test procedure of the SPCT using the loss differential therefore tests the null hypothesis thatẐ 1 (s) andẐ 2 (s) have equal predictive ability on average with respect to Z (s), that is
where | | is the area of the domain and E is expectation. If the mean trend is constant in space, that is, f (s) = μ, then the null hypothesis becomes H 0 : μ = 0. Under increasing domain asymptotics, the mean loss differential,
as the number of points n approaches infinity (Park et al. 2009) , and its variance is given by
In eq. (7), C(h i j ) is the covariance function that describes the structure of spatial dependencies in the loss differential associated with δ(s) (h i j is the distance between points s i and s j ). Following Hering & Genton (2011) , to estimate the unknown covariance function, we choose to first estimate the semivariogram γ (h i j ) given by the following equation:
where N (h i j ) is the set of all pairs of points that are separated by h i j , and |N (h i j )| is the total number of these points. Because the empirical semivariogramγ (h i j ) cannot be computed at all lag distances but only at distances h i j separating observations, and due to variability inγ (h i j )-values (in particular at larger h i j ; see Fig. 11 for example), it is not ensured that eq. (8) Cressie (1993) .
The covariance function C(h i j ) is then given by the relationship
According to eqs (6) and (7), the test statistic proposed by Hering & Genton (2011) , under the assumption of constant trend, is then obtained as
whereθ is the estimated value of the (unknown true) parameter θ. We analyse the resulting test statistic in terms of p-values. The null hypothesis (eq. 5) is not rejected (that is, we have no evidence that two competing models do not have-on average-equal predictive ability with respect to the reference model), if the p-value is greater than a chosen statistical significance level (e.g. 5 per cent). Otherwise, the null hypothesis is rejected indicating that the two competing models have significantly different predictive ability on average. We report our findings for the most common significance levels in statistical analysis, that is 10, 5 and 1 per cent (Fisher 1925) . Lower significance levels result in more conservative statistical tests. The test above assumes that the mean trend f (s) is constant over space. However, if a trend is known or suspected, it can be estimated using ordinary least squares (OLS), and then removed from D(s), so that the test S V can be computed for D(s) −f (s) instead (Hering & Genton 2011; Gilleland 2013a) .
Since the SPCT procedure is only related to the distance between two spatial locations, it can be used on gridded and non-gridded spatial fields. Generally, the fields are assumed to be isotropic when fitting the semivariogram models to the data. Directional semivariograms can be used to examine whether isotropy is present. If the process is found to be anisotropic, the SPCT can be performed based on an anisotropic semivariogram model (Cressie 1993) .
In this study, all analyses are conducted assuming isotropic parametric semivariogram models to fit the empirical semivariogram. The widely used exponential model is our first choice, given as
In case a good-fitting semivariogram cannot be obtained with this simple model, we apply the hole-effect model that may better characterize the spatial fields used in this study. It is given by (Cressie & Wikle 2011 )
where h is distance, and a, b and c are positive parameters to be estimated in eqs (10) and (11). In order to decide whether or not to reject the null hypothesis, the 5 per cent level is our first choice. If differentiating competing models becomes difficult using the 5 per cent level, we also test at the 10 per cent level.
Below, we summarize the main steps of test procedure of the SPCT:
(1) Choose the loss function and compute the loss differential (eq. 4).
(2) Estimate the empirical semivariogram (eq. 8).
(3) Choose an appropriate parametric semivariogram (eqs 10 or 11) to fit the empirical semivariogram and apply weighted leastsquares technique to estimate the parameters.
(4) Compute the test statistic (eq. 9).
(5) Calculate the p-value.
(6) Examine whether or not to reject the null hypothesis at a chosen significance level, and conclude whether or not two competing models have equal predictive ability on average with respect to the reference model.
S Y N T H E T I C S L I P M O D E L S
To test the SPCT methodology and gain an understanding of its capabilities and limitations, we start our analysis with a controlled experiment using synthetic slip models. The goals is to also examine which loss function(s) may be best suited to characterize and quantify the differences in slip models with varying degree of spatial heterogeneity. Synthetic slip models are generated using the approach of Mai & Beroza (2002) in which earthquake slip distributions are modelled based on the von Kármán autocorrelation function. Its power spectral density in wave number domain is given by
where H is the Hurst exponent, k is wave number, and a x and a z are the correlation lengths in along-strike and downdip direction, respectively. Mai & Beroza (2002) show that the correlation lengths scale with earthquake size (magnitude), while Hermitian symmetry. This spectral characterization of the slip distribution is then transformed into the spatial domain through inverse Fourier transformation. Since the distribution of random phase angles can be controlled through the choice of specific random seed values, we can regenerate slip distributions that only differ in terms of the scale lengths of the spatial heterogeneity patterns, but maintain their overall characteristics ( Fig. 1) . We generate synthetic slip distributions on a predefined plane of 65 × 21 km 2 , with sub-fault size of 1 × 1 km 2 , and scaled uniformly to moment magnitude M w 7.0. We then compare various classes of slip models using the SPCT to determine whether significant differences exist between these models and to help assess which model-on average-is best with respect to the reference case. Classes of slip models are generated based on variations in the parameters of the von Kármán autocorrelation function (eq. 12). These variations include the different ranges of values (from small to large). Testing a wider range of parameter is possible, but in the context of examining heterogeneity of earthquake slip, we restrict our analysis to a series of test models that cover the expected physical range, while a large number of test models with smaller differences between them will not provide any additional information.
Variable correlation lengths and fixed seed
Applying the von Kármán model, we generate six synthetic slip models by systematically changing the correlation lengths according to a x = a z = [4 + 3(i − 1)]km, i = 1, . . . , 6, but fixing H = 0.4 (Fig. 1) . In this case, we fix the random seed, so that high and low slip zones appear in the same general region of fault plane. Fig. 1 reveals that these six competing models are visually almost indistinguishable. Denoting these as Model-1 to Model-6, we compute the reference model (or 'mean model') as the average of these six synthetic distributions. Depending on the particular study, the reference model can be an observed (slip) distribution, a known distribution (from a controlled experiment), or any other sensible reference distribution. Due to the choice of the average model as reference, all six slip distributions visually appear to be close to the reference model.
Applying the SPCT to these six models with respect to the reference model, we cannot reject the null hypothesis (eq. 5) for all models, even at the 10 per cent level, considering the correlation skill. Hence, statistically there are no significant differences on average between these models in terms of location error. This fact is actually a verification of what we would expect to observe from Fig. 1 , so this means that the finding of the SPCT is consistent with expectations. However, using the SE and AE loss functions, the null hypothesis (eq. 5) is rejected for each pair of models even at the 1 per cent level, that is, the differences between each pair of models from the reference model become significantly different from each other on average. Hence, in this case the test remains inconclusive to assess which model best matches the reference model.
Next, we compare these six synthetic models in terms of the mean loss differentialsD (eq. 4) for different loss functions (Fig. 2) . Smaller square or absolute errors mean that a particular slip model better matches the reference solution. In contrast, higher correlation Fig. 2 then reveals that Model-3 best matches the reference model (and hence is called the 'best model'), becauseD is negative in the row for the SE and AE loss functions, and positive in the row for the correlation skill. Similarly, Model-4, Model-2, Model-5, Model-6 and Model-1 come out as being ranked second, third, fourth, fifth and sixth, respectively. To examine the robustness of the SPCT approach and investigate its results for many realizations of statistically equivalent slip distributions, we repeat this experiment 1000 times by using different random seeds. Table 1 reports correspondingly the percentage of cases for which the null hypothesis has been rejected for different loss functions. The ensemble results are almost identical to the initial example: based on the SE and AE loss functions, the null hypothesis is mostly rejected for each pair of models even at the 1 per cent level, but for the correlation skill we almost always cannot reject the null hypothesis for all models, even at the 10 per cent level. This statistical experiment reveals that the SPCT approach is stable and that the test result is insensitive to the change in correlation length for fixed Hurst number and fixed random seed.
Variable correlation lengths and random seeds
Building on the previous case, we now consider different randomseed values to generate the slip models (Fig. 3) . Locations of high and low slip on the fault plane vary, and the size of the slipping patches increase. However, the small-scale roughness, controlled by H , is identical for all six slip realizations. The mean distribution of these six distributions is considered as reference model (Fig. 3) . By construction, these six competing models are quite different from each other, while each shares some common features with the reference model. It is difficult to visually assess the differences in these models, but some underlying information can be obtained by applying the SPCT. Model-2 is significantly different from Model-1, Model-4 and Model-6 at the 10 per cent level. According to the mean loss differentials, the values of Model-6 are all positive in its row, indicating that Model-6 is best, and Model-2 is worst (because of the negative values in its row).
Performing again 1000 replications of this experiment, we aggregate the results in Table 2 that shows the percentage of cases for which the null hypothesis is rejected for different loss functions. For all loss functions, this percentage is found to be less than 30 per cent. Note that the random seed determines the phase spectrum of the randomized von Kármán distribution, and hence controls the spatial locations of high and low slip values. Combined with our analysis in the previous subsection, we observe that the test statistic exactly reflects these spatial differences, and is therefore sensitive to changes of the random seed value.
Variable correlation lengths, Hurst numbers and fixed seed
Modifying the first set of slip distributions, this class of models has identical correlation lengths and random-seed values as in Section 3.1 (Fig. 1) , but now we change the Hurst exponent from Model-1 to Model-6, taking on values of 1.5, 1.3, 1.0, 0.8, 0.5 and 0.3, respectively (Fig. 5 ). The reference model is computed again as the mean of all six slip models. visual differences between these models are not very obvious, aside maybe from the variations in small-scale roughness through the changing Hurst exponent. However, the SPCT approach allows for discriminating these models. Under the SPCT, Model-4 and Model-5 are the same on average, but significantly different from all other models at the 5 per cent level (Fig. 6 ) according to the SE and AE loss functions. Comparing the mean loss differentials, we find that Model-5 is closer to the reference model than Model-4. Model-6 is not significantly different from Model-1 on average, but is significantly different from all other models at the 5 per cent level and has positiveD in the corresponding row. Therefore, Model-6 is most different from the mean model. In terms of the correlation skill, we find from the SPCT that Model-6 is significantly different from all other models except Model-1 at the 5 per cent level. Checking also the values ofD, we conclude that Model-6 is worst and Model-5 is best in terms of how close they are to the reference model. Table 3 reports the test results of the SPCT for 1000 replications. When using the SE and AE loss functions, some percentages are greater than 79 per cent, while others are lower than 45 per cent. According to the correlation skill, all values are very small except when comparing Model-5 and Model-6. Overall, this test case generates similar results as reported in Section 3.1, with only low sensitivity to changes in correlation length and Hurst number for fixed random seed.
Variable correlation lengths, Hurst numbers and random seeds
Now we consider the most complex, but perhaps also the most realistic case. Correlation lengths and Hurst number are variable (chosen as in the previous class of slip realizations), and different randomseed values are chosen for the six models. Thus, the variability in these slip realization is immediately visually evident. The reference model is again computed as the mean of all six slip realizations (Fig. 7) . Because of different random-seed values, and variations in the random-field parameters, there are no obvious similarities between these six models and they all differ from the reference model. Hence, an intuitive or visual judgment which of the six models best matches the reference case is impossible. However, the SPCT approach provides this information.
The results are obtained by comparing these six models with the SPCT (Fig. 8) . Based on the SE and AE loss functions, Model-2 is statistically indistinguishable from Model-5 and Model-6, on average, and is significantly different from all other models at the 5 per cent level. However, Model-5 and Model-6 differ significantly from each other at the 5 per cent level, and they reveal significant difference on average from all other models at the 5 per cent level. According to the mean loss differentials, we conclude that Model-5 is best, and Model-2 and Model-6 are ranked second and third respectively. In addition, Model-4 is worst because of the positiveD in the corresponding row.
Using the correlation skill, the SPCT only finds that Model-6 is significantly different from Model-4 and Model-5, on average, at the 10 per cent level. Comparing the values of the mean loss differentials, we obtain that Model-2, Model-5, Model-3, Model-1, Model-6 and Model-4 come out as being ranked first, second, third, fourth, fifth and sixth, respectively. This result is slightly different from that found using the SE and AE loss functions. The results for 1000 replications (Table 4 ) are similar to those of Section 3.2: the percentage of cases for which the null hypothesis is rejected remains small and is not much different from each other. This illustrates more evidently that the test result is very sensitive to changes of the random seed value.
I N V E RT E D S L I P M O D E L S F RO M A B E N C H M A R K E X E RC I S E
The four case studies in Section 3 indicate that the SPCT based on the loss differential is well suited to test which of two competing slip models better matches a common reference model, and to determine whether a significant difference exists on average. We also find that results may be different for different loss functions that account for intensity or location errors, implying that one has to choose the loss function based on the desired criteria or characteristics of the slip distribution that one wants to compare.
In this section, we perform a comparative analysis on slip models obtained in the context of benchmark exercises for the source inversion validation (SIV) project. The SIV efforts aim at better understanding the capabilities and limitations of finite-fault earthquake source inversion in order to robustly quantify the corresponding uncertainties. To this end, a series of benchmark exercises are constructed in which simulated rupture models for hypothetical earthquakes are used to generate synthetics datasets (seismic and geodetic). The input rupture model is initially concealed from the SIV-participants who therefore invert the given datasets in a blind-test mode to retrieve kinematic source parameters. Further details on the benchmark exercise and corresponding results can be found at http://equake-rc.info/SIV/sivtools/ list_solutions_for_benchmark/inv1. Here we make use of the SIV benchmark in which the input source model is constructed from a spontaneous dynamic rupture calculation. Given 40 distributed observation points, the modelling teams inverted the corresponding synthetic waveforms to find the best-fitting rupture model. We investigate how their distributions of final slip compare with the known input slip distribution. Hence, in the context of Section 3, the reference model is given as an independent slip distribution that is not computed from the tested models themselves. Fig. 9 depicts the reference model, and the six different models obtained by different participants using different inversion procedures. All models cover the domain of 33 × 16 km 2 , sampled by 1 × 1 km 2 cells. Obviously, these six slip distributions are visually very different from each other, in particular in terms of spatial resolution. The goal is to quantify which of these six proposed solutions best matches the known but independent reference model.
To compare these six slip models with the reference model, many methods can be applied. First, we calculate the differences of mean slip value and seismic moment between different slip models and the reference model (Table 5 ). It can be seen that Model-3 and Model-4 have small absolute differences, and hence are close to the reference model in terms of these overall macroscopic source parameters. In addition, we compute effective source dimensions and effective mean slip (Mai & Beroza 2000) , shown for the reference model in Fig. 10 . Table 6 compares these measurements using the ratio between the original dimensions (L = 33 km, W = 16 km) and the corresponding effective dimensions, that is, L = L eff /L and W = W eff /W and effective mean slips. Results depend on the chosen quantity, for example, Model-3 is closest to the reference model according to the effective length, but Model-1 is best by comparing the effective width. Using the effective mean slip Model-6 is nearest to the reference model. Even when combining these results, it remains difficult to determine which model best matches the reference model. We thus apply the SPCT to compare these models to obtain additional insight into (dis-)similarities of these models.
In applying the SPCT, we first examine whether the parametric semivariogram model fits the empirical semivariogram and whether isotropy is a reasonable assumption. Fig. 11 illustrates this process for Model-1 and Model-4. These two slip distributions are representative of the general behaviour of slip-inversion results, including their empirical and fitted hole-effect semivariograms and the corresponding empirical directional semivariogram for different loss functions. We find that the hole-effect model well describes the empirical semivariogram (Fig. 11, left column) . We can check for isotropy from the empirical semivariogram by direction. If isotropy is perfectly satisfied, covariance values should be equal at identical distances in different directions, that is, the right column plots of Fig. 11 would show perfect semicircles extending outwardly from the origin (at coordinate [0, 0] ). Here we find there are some departure from isotropy, but none that strongly violates the isotropy assumption. Therefore, we only consider isotropic semivariograms in this analysis.
The findings of the SPCT and the mean loss differentials are summarized in Fig. 12 . Based on the SE loss function, Model-3 is significantly different from all other models at the 5 per cent level, and has negative in the corresponding row, while Model-2, Model-4 and Model-5 differ significantly from each other at the 5 per cent level. Hence, Model-3 is most similar to the reference model. When considering the mean loss differentials, we are able to rank Model-2, Model-4, Model-1, Model-5 and Model-6 as second, third, fourth, fifth and sixth, respectively.
Based on the AE loss function, Model-3 is best (negativeD in its row) with the statistical significance at the 5 per cent level, and Model-4 is significantly different from Model-2 and Model-5 on average at the 5 per cent level, and Model-1 and Model-2 differ significantly from each other on average at the 5 per cent level. On the basis of the mean loss differentials, we therefore rank Model-2, Model-1, Model-4, Model-6 and Model-5 as second, third, fourth, fifth and sixth, respectively. According to the correlation skill, the SPCT finds that Model-3 differs significantly from Model-1, Model-5 and Model-6 on average at the 5 per cent level. The mean loss differentials reveal that Model-3, Model-4, Model-2, Model-1, Model-5 and Model-6 rank as first, second, third, fourth, fifth and sixth, respectively. Only the ranking of Model-4 is different from that found with the SE loss function.
Combining the results from these three loss functions, we conclude that Model-3 is the model that best reproduces the known (true) reference model, while Model-5 and Model-6 are far from the reference model. (Fig. 9, top) . Slip values in each subfault are shown in grey scale, contoured at 0.3-m intervals. Side boxes show effective length L eff and effective width W eff in down-dip (D x ) and along-strike direction (D z ), respectively.
D I S C U S S I O N
The SPCT is applied here to quantitatively compare earthquake slip models, which is typically difficult to achieve when targeting the spatial characteristic of the slip distributions. The SPCT based on the loss differential provides a novel testing procedure that can be applied for any loss function. It can also be used to test which of two competing slip models better matches a reference model, and to determine whether a significant difference exists on average. We find that for different loss functions, the results of the SPCT are generally different. Since both the SE and AE loss functions account for intensity errors, their results are similar. The correlation skill measures location errors, and hence the corresponding results are slightly different from the findings with the SE and AE loss functions. We also find that for the examples presented, the SE and AE loss functions may be better suited to discriminate the different slip models than the correlation skill, potentially due to the relative small location errors among different slip models. Therefore, these data are best analysed in terms of the effective loss functions for different data.
Advantages of the SPCT are, for instance, that no distributional assumptions are imposed, that it can be applied efficiently to either gridded or non-gridded spatial fields, and that the procedure is both fast and straightforward to apply. The limitations of the SPCT are related to whether or not a parametric semivariogram model may well fit the empirical semivariogram, which in turn impacts strongly the final results. So if valid parametric semivariograms cannot be found for the empirical semivariograms, then the SPCT approach cannot be applied. Of course, the majority of cases will not suffer from this drawback.
For earthquake rupture models, slip distributions from different inversion procedures may not be given over the same area, or may even be specified over entirely different geometries. To quantitatively compare these vastly different slip models, the SPCT can be applied only after some manipulation of the given slip distribution. For instance, we could define an enlarged area that encompasses all slip models, and then interpolate slip values onto a common grid. This approach may suffer from the fact that many zero-values over large areas of slip models will negatively affect the SPCT results. Furthermore, earthquake source inversions estimate the distribution of rupture time, rise time, rake angles, or even the entire slip-rate history on points of the fault. An application of SPCT to these 2-D fields is straight-forward, the extension of using SPCT on timedependent quantities possible, but has not been attempted yet.
In addition, for a real earthquake, there is no reference model or known true solution. However, a reference model could be defined, for instance using a statistical measure based on the available solutions (e.g. the mean or median model). Applying then the SPCT to these available solutions (or models) and comparing them to the defined reference model helps to analyse and understand the relative uncertainties in these solutions. Without defining a reference model, comparisons can still be made between pairs of models, to test whether or not these two models differ significantly from each other on average.
CONCLUSION
We have compared earthquake slip models by applying the SPCT that provides a statistical procedure to test which of two (or any number of) competing models better matches a given reference model. The reference model can be computed from the test models themselves, but ideally should be an independently available slip distribution. The SPCT extracts underlying information when comparing two predictions with the reference field. In this study, we first consider synthetic slip distributions, generated using a von Kármán autocorrelation function whose three parameters are varied in a systematic manner. The insight from the synthetic test helps us to understand the subsequent application of the SPCT to inverted slip models of a benchmark exercise. We use three different loss functions to compare different models, applying suitable parametric semivariogram models to fit the empirical semivariograms. This approach allows for determining the most similar or most dissimilar model with respect to the reference model, and to rank all competing models. Thus, the SPCT approach helps to quantify the variability in earthquake rupture models by comparing different inverted slip models.
To assess the stability and sensitivity of the SPCT, we apply the method to 1000 stochastic realizations to generate statistically identical random slip distributions for which the location of highand low-slip regions on the fault vary. The results indicate that the SPCT is rather insensitive to variations in random-field parameters (correlation length, Hurst number) if the random-phase information is not changed. Hence, the SPCT does not detect variations and short spatial scales. In contrast, it reliably discriminates slip distributions with variability in the locations of regions with high-and low-slip. We therefore conjecture that the SPCT can be applied, potentially with additional refinements and improvements, to automatically discriminate, quantify and rank similarities in slip distributions, and any other (geophysical) 2-D scalar field. Extensions to three dimensions and time-dependent fields are possible, but beyond the scope of this study.
Future work will focus on considering new and stronger loss functions, for instance, the warping loss function (Gilleland et al. 2010) , which accounts for both intensity and location errors. In addition, we can apply the SPCT to other rupture parameters, for instance rise time or slip duration. Besides, the current SPCT approach lacks the ability to estimate the magnitude and location of a statistically significant spatial signal. For this purpose, local methods like the false discovery rate (FDR; Benjamini & Heller 2007) or enhanced FDR (Shen et al. 2002) can be used. We plan to implement such local methods into our testing procedure and to compare them to the SPCT results for better quantifying the variability of earthquake slip models, and to finally rank them with respect to a chosen reference model.
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