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Resumen: En este art´ıculo presentamos un me´todo para la generacio´n de conjuntos
filtrados de documentos empleando te´cnicas de recuperacio´n de informacio´n. Esto
se presenta en el contexto de la deteccio´n de plagios externos, aunque las te´cnicas
detalladas en este art´ıculo son aplicables a cualquier tipo de documentos o con-
sultas. La produccio´n de conjuntos filtrados, y por ende la limitacio´n del espacio
de bu´squeda del problema, puede resultar en una gran mejora de rendimiento y es
utilizada hoy en d´ıa en gran cantidad de aplicaciones reales, como buscadores web.
Respecto a la deteccio´n de plagios en documentos, la base de datos de textos con
los que comparar el candidato sospechoso es potencialmente grande, y por lo tanto
es muy recomendable aplicar te´cnicas de generacio´n de conjuntos filtrados.
Palabras clave: Conjunto Filtrado, Recuperacio´n de Informacio´n, Deteccio´n de
Plagios.
Abstract: In this paper we present an approach to generate document filtered sets
using information retrieval techniques. This is presented in the context of external
document plagiarism detection, although the techniques detailed in this paper are
applicable to any sort of documents or queries. Producing filtered sets, and hence
limiting the problem’s search space, can be a tremendous performance improvement
and is used today in many real world applications such as web search engines. With
regards to document plagiarism detection, the database of documents to match the
suspicious candidate against is potentially fairly large, and hence it becomes very
recommendable to apply filtered set generation techniques.
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1 Introduction
External plagiarism detection is a complex
task that attempts to determine if a suspi-
cious document is an appropriation of an-
other document which belongs to a set of
candidates (Potthast et al., 2009). It is a
very expensive task given that the number of
documents to compare against is potentially
large. To perform this operation in an effi-
cient way, it is recommended to generate a
filtered set of the mentioned candidate docu-
ments, in order to be able to later on apply
over this subset a more complex and costly
function that will detect the corresponding
plagiarized document, if any (Stein, zu Eis-
sen, and Potthast, 2007).
To develop and measure the approaches
described in this paper we have used the 1st
International Competition on Plagiarism De-
tection (Potthast et al., 2009) as framework.
The committee of this competition provides
annotated corpora as well as a definition of
the measures to evaluate our methods. Con-
cretely, it provides a source documents cor-
pus, containing those that may have been
plagiarized, and a suspicious documents cor-
pus, containing those that might include the
plagiarism itself. The documents included
are mostly written in English, but some of
them are also in Spanish and German.
The system that we are developing to
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detect document plagiarism is composed of
three major modules, similar to what is de-
scribed in (Stein, zu Eissen, and Potthast,
2007): corpus document filtering, document
selection and passage matching. In this paper
we will describe the first of these components,
which reduces the candidate document search
space by identifying those that are likely to
be the source of the plagiarized document.
To accomplish this we create an inverted in-
dex of the source documents from our corpus
and perform n-gram queries against it, simi-
lar to what is described in (Kasprzak, Bran-
dejs, and Krˇipacˇ, 2009).
The remainder of this paper is structured
as follows. In the second section we will de-
scribe the methods implemented in our sys-
tem. The third one contains the experimen-
tal results, and the fourth and last discusses
such results and proposes future work based
on our current research.
2 Methods
The component that we have developed con-
tains an indexing phase and the filtering it-
self. To implement this, we needed to allow
the storage of our corpus’ contents into an in-
verted index, and querying against it. There-
fore, we required to have a full-text search
engine, and we chose Lucene (Gospodnetic,
Hatcher, and McCandless, 2009) for this pur-
pose.
2.1 Indexing
The first step in order to produce a filtered
set is to index the documents from our cor-
pus of candidate documents to be the source
of the plagiarism, given that we will have a
large amount and we require fast retrieval.
Lucene creates an inverted index that will al-
low efficient multi-word queries.
2.2 Filtering
In order to produce a filtered set of docu-
ments, we must calculate the similarity be-
tween the suspicious document and every
candidate that we have indexed. Then, we
will extract those documents that have the
highest similarity scores, and these will com-
pose the corresponding filtered set.
The main difference between our approach
and the one described in (Kasprzak, Bran-
dejs, and Krˇipacˇ, 2009) is the document scor-
ing function. The aforementioned paper pro-
poses a method to calculate this score based
on the number of words that appear in both
documents. In our case, however, we apply
a more complex function that takes into con-
sideration several factors. Concretely, we use
the document scoring function implemented
by Lucene, called Lucene’s Practical Scoring
Function, which is applied over a query and a
document, and is defined as shown in the fol-
lowing equation (Gospodnetic, Hatcher, and
McCandless, 2009; Manning, Raghavan, and
Schu¨tze, 2008):
score(q, d) = C(q, d) ·QN(q) ·
·
∑
t∈q
(tf(t) · idf(t)2 ·
· B(t) ·N(t, d))
where q is a query, d is a document, tf(t)
is the term frequency of term t in document
d, idf(t) is the inverse document frequency
of term t, C(q, d) is a score factor based on
how many of the query terms are found in the
specified document, QN(q) is a normalizing
factor used to make scores between queries
comparable, B(t) is a search time boost of
term t in the query q, and N(t, d) encapsu-
lates a few boost and length factors. The
result of this function will be a normalized
similarity value between 0 and 1.
In our system, the queries will be n-grams
extracted from the documents that we want
to classify as plagiarized or not. We have ex-
perimented with two ways of extracting these
n-grams: fixing a given n-gram size, or using
sentences (i.e. n-grams delimited by punctu-
ation symbols). The score of a document will
be the maximum given by any of its n-grams.
3 Experimentation
To experiment with the system described in
this paper, we used the external plagiarism
corpus from the 1st International Competi-
tion on Plagiarism Detection (Potthast et
al., 2009). Concretely, we indexed all 14, 429
source documents and extracted an automat-
ically generated random set of 80 documents
from the suspicious ones. Our goal is, for ev-
ery plagiarized document, to create a filtered
set that is minimal in size and contains the
aforementioned one.
We used three metrics to evaluate our sys-
tem, all of them returning percentage values.
The first one, recall, measures how many of
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the plagiarized documents are in the gener-
ated filtered set. Then, precision measures
how many elements have been filtered and
do not belong to the filtered set, regardless
of whether the plagiarized ones are included
or not. Finally, f-score is defined as a combi-
nation of recall and precision.
Given that there is a trade-off in our ex-
periments between recall and precision, we
used f-score to determine the best result,
given that this measure is a combination of
the previous two.
3.1 Filtered set size
Our first experiment consisted in fixing the
filtered set size and observing what is the
impact of this value in recall, precision and
f-score. The filtered set will be filled with the
documents that contain the highest similar-
ity scores. The queries used by the informa-
tion retrieval system are sentences extracted
from every suspicious document. We identify
sentences based on spacing and punctuation
symbols. The results from this experiment
are shown in Table 1.
Table 1: Metrics using different filtered set
sizes and based on sentence queries.
Size Recall Precision F-score
1 0.12 1.0 0.21
10 0.37 1.0 0.54
100 0.59 0.99 0.74
500 0.75 0.97 0.85
1000 0.81 0.94 0.87
2000 0.87 0.88 0.88
5000 0.97 0.74 0.84
10000 0.99 0.58 0.73
As we see in the previous table, recall in-
creases with the filtered set size, and preci-
sion decreases (by definition). We find that
the maximum f-score value happens when we
have a filtered set of between 1, 000 and 2, 000
elements, being this about one fourteenth or
one seventh of our source documents cor-
pus, given that this one contained more than
14, 000 documents. Recall for this configura-
tion is relatively high, between 81% and 87%,
which means that we can reduce the problem
size by about one fourteenth or one seventh
and still have a good coverage.
One big advantage of this approach is that
it transforms the complexity of the problem
from linear to constant, based on the num-
ber of elements that will compose the filtered
set. This will allow us to ensure that our
plagiarism detection software finishes within
a given time window, making it suitable for
real-life use cases. Other authors, such as
(Grozea, Gehl, and Popescu, 2009), have also
chosen to convert this problem into linear
complexity as a way of making it computa-
tionally tractable.
3.2 Similarity score threshold
The second approach that we experimented
with to generate filtered sets was to use a sim-
ilarity score threshold, and only include those
candidate documents that had the highest
scores for any given suspicious document n-
gram query. We considered different thresh-
olds, including in the filtered set only those
documents that had a similarity score equal
or greater than this value. In this experiment
we used a fixed n-gram size of 50 words. The
results from this experiment are shown in Ta-
ble 2.
Table 2: Metrics using different similarity
score thresholds and based on n-gram queries
of size 50.
Threshold Recall Precision F-score
0.1 1.00 0.53 0.69
0.2 0.93 0.90 0.92
0.3 0.81 0.98 0.89
0.4 0.70 1.00 0.82
0.5 0.56 1.00 0.72
0.6 0.52 1.00 0.68
0.7 0.32 1.00 0.49
0.8 0.18 1.00 0.30
0.9 0.18 1.00 0.30
1.0 0.01 1.00 0.03
As we can see in the previous table, re-
call decreases as the threshold grows, and the
opposite happens for precision. This is be-
cause higher thresholds are more restrictive
and therefore will lead to smaller filtered sets.
The f-score measure has a maximum value
when the threshold is 0.2, so this would be
the approximate optimal value for a similar-
ity score threshold.
3.3 N-gram size
Finally, we experimented using different n-
gram sizes as information retrieval queries.
In addition, we kept the 0.2 threshold restric-
tion. The results from this experiment are
shown in Table 3.
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Table 3: Metrics using different n-gram sizes
as queries and a score threshold of 0.2.
Size Recall Precision F-score
10 1.00 0.42 0.59
20 1.00 0.64 0.78
50 0.93 0.90 0.92
100 0.96 0.95 0.95
200 0.80 0.97 0.87
500 0.47 0.97 0.63
1000 0.25 0.97 0.40
As we see in the previous table, recall de-
creases when the n-gram size increases, and
the opposite applies to precision. However,
this tendency is inverted for recall between
sizes 50 and 100. This could be due to noise
and the nature of the corpora used in our
experimentation. Therefore, the optimal n-
gram sizes are those two values.
4 Conclusions and future work
In this paper we have described a method
for filtered set generation using information
retrieval techniques and changing different
parameters such as filtered set size, similar-
ity score threshold and n-gram size. As ex-
pected, looser restrictions produce larger fil-
tered sets with high recall, whereas stronger
restrictions produce smaller filtered sets with
low recall. Choosing the appropriate pa-
rameter values will depend on the user’s
needs. However, we believe that fixing the
filtered set size is the best option given that
it will transform the complexity of the prob-
lem from linear to constant, hence ensuring
that the corresponding plagiarism detection
software finishes within a given time window.
We believe the methods described in this
paper to be useful for external document
plagiarism detection, as they reduce by a
large factor the number of documents to com-
pare against, improving performance consid-
erably. Furthermore, most of these methods
are language agnostic, so they can be easily
applied to iberian languages, for instance.
As future work we would like to build a
query level ranker that is applied over the
filtered set documents and extracts those n-
grams that have been plagiarized. This can
be done using textual entailment recognition
techniques, for instance. These approaches
are computationally expensive, so we will
most likely choose stronger restrictions to
produce small filtered sets, sacrificing by a
few points the accuracy of our overall system
in favor of better performance.
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