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Estimating the dimension of an Hilbert space is an important component of quantum system
identification. In quantum technologies, the dimension of a quantum system (or its corresponding
accessible Hilbert space) is an important resource, as larger dimensions determine e.g. the perfor-
mance of quantum computation protocols or the sensitivity of quantum sensors. Despite being a
critical task in quantum system identification, estimating the Hilbert space dimension is experi-
mentally challenging. While there have been proposals for various dimension witnesses capable of
putting a lower bound on the dimension from measuring collective observables that encode correla-
tions, in many practical scenarios, especially for multiqubit systems, the experimental control might
not be able to engineer the required initialization, dynamics and observables.
Here we propose a more practical strategy that relies not on directly measuring an unknown
multiqubit target system, but on the indirect interaction with a local quantum probe under the
experimenter’s control. Assuming only that the interaction model is given and the evolution corre-
lates all the qubits with the probe, we combine a graph-theoretical approach and realization theory
to demonstrate that the system dimension can be exactly estimated from the model order of the
system. We further analyze the robustness in the presence of background noise of the proposed esti-
mation method based on realization theory, finding that despite stringent constrains on the allowed
noise level, exact dimension estimation can still be achieved.
I. INTRODUCTION
The dynamics of a closed quantum system is deter-
mined by its Hamiltonian thus its identification is a cen-
tral task for all quantum protocols. In finite interacting
qubit systems, the Hamiltonian can be usually charac-
terized by single qubit energies and qubit-qubit interac-
tions, and, importantly, by the system dimension, that
is, the number of qubits. These three sets of parameters
include all the information describing the system prop-
erties. For example, in a spin-1/2 system, identifying
Zeeman energy shifts [1–3] yields information on the spin
species. By identifying the spin-spin interaction Hamilto-
nian, we obtain information on (1) the system graph [4],
(2) the coupling type, and (3) the relative spin positions
from the coupling strengths [1, 3, 5, 6]. Identifying only
the first two pieces of information (graph and coupling
type) enables writing a general model for the spin sys-
tem. Then, to further specify the system, one needs to
identify not only the coupling strengths, but also impor-
tantly the number of spins in the system. In this paper,
we focus on estimating the dimension of the Hilbert space
(or the number of qubits) under the assumption that we
know (1) the graph structure of the system and (2) the
coupling type.
The dimension of the Hilbert space (or system dimen-
sion) is indeed an important information for any quantum
device. The performance of quantum protocols, such as
the computational complexity of quantum algorithms [7]
or quantum process tomography [3], is strictly dependent
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on the dimension. In addition, in our recent work [8], we
demonstrated that the dimension also determines what
experimental resources, such as the number of sampling
points and the total time evolution, are needed to char-
acterize the rest of the Hamiltonian parameters. These
dimension-dependent quantities are important for prac-
tical applications of quantum engineering. Therefore, di-
mension estimation is a significant task in quantum sys-
tem identification.
The estimation of the system dimension was first ad-
dressed by Brunner et al [9] by introducing the concept
of dimension witnesses. Dimension witnesses are a test
giving a lower bound on the system dimension that can
reproduce the measurement data [9–18]. Recently, there
have been experimental efforts to demonstrate several
theoretical proposals for dimension witnesses [19–21] that
typically require measuring all correlations generated in
the system.
Here, we are interested instead in exact dimension es-
timation. In previous studies, a lower bound on the di-
mension was provided just from performing correlation
measurements in an arbitrary quantum system, without
any prior information about the Hamiltonian. Here we
assume instead that the interaction model (defined more
precisely in Def. 1) is given as prior information. How-
ever, although graph structure and coupling type are
known, the exact Hamiltonian is still unknown, since we
cannot hope to measure all the correlations in the sys-
tem if the dimension of the target system is unknown. We
thus focus on an alternative, and more practical scenario,
where the target system cannot be directly observed or
controlled, but interacts with a single quantum probe un-
der the experimentalist’s control. We will exploit the
dynamics of the quantum probe to estimate the target
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2system’s dimension.
To identify a linear time-invariant (LTI) system in the
state-space representation, a popular system identifica-
tion methodology [22] is the eigensystem realization al-
gorithm (ERA), which is derived from realization theory.
Zhang and Sarvoar [1] discussed the first application of
ERA to quantum Hamiltonian parameter estimation. A
key step of the algorithm is the singular value decompo-
sition of a Hankel matrix, whose elements are the mea-
surement data at equally spaced sampling times. In the
noiseless case, the rank of the Hankel matrix is equiva-
lent to the model order, which is the degree of the char-
acteristic polynomial of the irreducible transfer function
describing the system dynamics in the Laplace space [23].
This can be interpreted as the minimum number of in-
dependent state variables required to fully describe the
dynamics of the system.
In a general many-body interacting system, the state
variables are the observables, including the observable to
be directly measured and the operators generated from
the dynamics, which can be indirectly observed and con-
trolled. Then, the key insight into dimension estimation
is that the number of generated correlations will strongly
depend on the system dimension, and we can thus expect
that the dimension will be a function of the model order,
which is revealed by realization theory and experimental
measurements.
The paper is organized as follow. We first provide an
intuitive description of the dimension estimation scheme
in Sec. II, in order to provide a simple example of what
would be necessary to implement it in practice. This sim-
ple example, and in particular the goal of the dimension
estimation scheme and the prior information needed, is
made more precise in Sec. III, where we provide the def-
inition of the interaction model by applying recursively
constructible families of graphs. Then, in Sec. IV we
demonstrate that the exact dimension estimation of the
system can be achieved via single-probe measurement if
the interaction model is given as prior information and
all the qubits are correlated to the probe. As an exem-
plary system, we consider the one-dimensional spin chain
model with nearest-neighbor coupling. We also discuss
the estimation performance in the presence of noise in
Sec. V, before concluding remarks in Sec. VI.
II. INTUITIVE PICTURE OF DIMENSION
ESTIMATION SCHEME
Before giving the details of the dimension estimation
protocol, we present a simple example in order to present
a more concrete picture of the scheme. We assume that
the target system can be characterized by a known in-
teraction model (see Section III). For example, we could
consider a spin-1/2 chain with XY Hamiltonian,
H =
N−1∑
k=1
Jk
2
(SxkS
x
k+1 + S
y
kS
y
k+1)
(we will use this same example in Sec. V to demonstrate
dimension estimation in the presence of noise.) Although
we know the general model of the system, the Hamilto-
nian is still unknown since we do not have the values Jk
and, importantly, we do not know the chain length N .
The goal is to estimate N , so that we can obtain the
system dimension 2N , by letting the target spin chain
interact with a quantum probe (here spin #1).
The dynamics of the quantum probe is measured at
successive time steps by measuring the expectation value
of a (set of) quantum observable(s) O(t) on the probe.
To do so, we repeatedly initialize the probe in a state
such that 〈O(0)〉 6= 0, and let the system evolve for time
tj = jdt, j = 0, 1, · · · , z, acquiring the expectation val-
ues {y(j)} = {〈O(tj)〉}. These measurement results can
be used in eigenvalue realization theory to determine the
size of the system (with a procedure explained in details
in Section IV), by considering an increasing number z
of total measurements. Intuitively, this is because if the
number of measurements is too small, the set of {y(j)}
is not enough to identify the system; but after measur-
ing enough y(j), additional measurement do not provide
additional information, and this is reflected in the prop-
erties of the realization built from the measurement out-
comes. Finally, the prior information about the interac-
tion model can be used to convert from the realization
properties to the system dimension.
In the following two sections we define more rigorously
the interaction model and provide an explicit procedure
for determining the system dimension from realization
theory.
III. INTERACTION MODEL
Our dimension estimation method requires some prior
information on the target quantum system. Since the sys-
tem Hamiltonian and dimension are unknown, we want a
prescription for carefully defining what prior information
is needed, which relies on graph theory.
Generally, an interacting qubit system can be repre-
sented by a graph G = (V (G), E(G)) with the set of
vertices V (G) representing qubits and the set of edges
E(G) representing the connectivity between every pair of
qubits [24]. In the following, we denote by |V (G)| the
number of vertices, and by |E(G)| the number of edges in
the graph G. Operations on the graph are called primary
operations, and include adding and deleting vertices and
edges [25]. While edges generally describe qubit-qubit in-
teractions, here we keep the network topology separated
from the actual coupling strength, with the graph only
encoding information on the former. Thus, we consider
an unweighted and undirected graph. We characterize
the graph of the system by taking the following rules on
edges:
Rule 1: The single-qubit energy term can be described
by a self-loop, which joins a single vertex to itself.
3Rule 2: The qubit-qubit interaction term can be de-
scribed by a proper edge, which joins two distinct ver-
tices.
Taking into account these rules, an interacting qubit sys-
tem can be described by the adjacency matrix Ξ(G):
[Ξ(G)]ij =

1, a vertex vi has self-loop, i.e. i = j.
1, vertices vi and vj are adjacent.
0, otherwise ,
which shows the graph structure of the system.
The interaction model is determined by the graph
structure and the coupling type between every pair of
qubits. Before introducing our definition of interaction
model, let us first explain the logic flow to obtain the
definition. Recall that we are interested in the relation
between the dimension and the model order. Let us de-
note by dim(H) = 2N the dimension of the Hilbert space
H and by n the model order. Considering the N -qubit
system, we are interested in the function f : N→ N such
that N = f(n). Although we cannot always analytically
derive the exact form of f , we are still able to derive a
recurrence relation that f must satisfy. Once we obtain
f , then we can obtain the system dimension as a function
of the model order.
As mentioned, the graph structure is determined by
the adjacency matrix. When we say “fixing the graph
structure”, we mean that for a given sequence of graphs
{Gk}k≥1, the rule that each corresponding adjacency ma-
trix satisfies is fixed. Recall that the construction of the
adjacency matrix is dependent only on the elementary
operations. Therefore, fixing the rule means that a se-
quence of graphs {Gk}k≥1 is constructed from a given
initial graph G0 by a repeating a succession of fixed ele-
mentary operations. In graph theory, {Gk}k≥0 is called
recursively constructible family of graphs [26]. For ex-
ample, let us consider the following one-dimensional Ising
model without transverse fields, i.e. no self-loops: H =∑N−1
k=1
Jk
2 S
α
k S
α
k+1, where iS
α
k ∈ su(2) [27], is an arbitrary
operator acting on k-th spin. The fixed elementary op-
eration is to add one vertex and proper edge from the
right side which joins neighboring vertices. Let us label
each spin by 1, 2, 3, · · · from the left side. In this case, the
initial graph G0 is the first spin. The corresponding adja-
cency matrices for the sequence of graphs {G1,G2,G3, · · · }
are given by:
[Ξ({Gk≥1})]i,j =
{
1, when i = j ± 1
0, otherwise.
Suppose that we want to estimate the dimension by
measuring only the first spin (quantum probe). We first
have to obtain the relation N = f(n), which depends on
the coupling type between every pair of spins and the rule
that each adjacency matrix has to satisfy. Then, we find
the model order n through our measurement to obtain
the dimension dim(H) = 2f(n) (See Fig. 1).
⋮
dim(ℋ') = 2+ = 2,(-.)𝑛'𝑛+𝑛0
Model order
⋮⋮
Dimension
Experiment Theory Result𝑛 = 𝑛', 𝑛+, 𝑛0 ⋯
𝑁 = 2, 3, 4,⋯	
𝑓 𝑓8' dim(ℋ+) = 20 = 2,(-9)dim(ℋ0) = 2: = 2,(-;)
FIG. 1. Dimension estimation conceptual scheme. We
first derive the function f such that N = f(n). Through the
measurement, we can determine the model order n, yielding
the system dimension as dim(H) = 2N = 2f(n).
Since elementary operations can be defined in any spa-
tial dimensions, this approach is valid generally even for
higher spatial dimensions. Now, we are ready to define
an interaction model. Taking into account the fact that
we are interested only in the connectivity of the spins, the
graphs must be connected, undirected, and unweighted.
Then, an interaction model can be defined as the follow-
ing:
Definition 1. Interaction model: An interaction
model M is defined by a coupling type and a recursively
constructible family of connected graphs {Gk}k≥0, which
are undirected and unweighted.
In the following, when we mention fixing an interaction
model, we always mean that we fix (1) the coupling type,
(2) the initial graph G0, and (3) the repeated succession
of elementary operations. These steps lead the sequence
of {|V (Gk)|}k≥0 to satisfy an explicit recurrence relation.
In the following, we clarify this point by combining the
graph-theoretic approach just discussed, and the ERA
approach to Hamiltonian identification [1].
IV. NOISELESS DIMENSION ESTIMATION
As explained in Sec. II, we wish to estimate the system
dimension by looking at the properties (in particular the
model order) of its realization, which can be evaluated
by experimental measurements. To achieve this goal, we
want to relate the dimension 2N of the qubit system to
the model order n. We proceed by first relating the sys-
tem dimension to the number of the elements in the ac-
cessible set, and then linking it to the model order.
A. Accessible set
We consider an N -qubit system which can be repre-
sented using an orthonormal operator basis B = {iOi}.
As explained later, the chosen basis must yield a min-
imal state-space realization of the quantum system. In
our examples, this condition is obtained for a particu-
larly simple choice, where the operators Oi are tensor
4products of Pauli matrices and identity matrix, such that
iOi ∈ su(2N ).
For an interacting N -qubit system, the Hamiltonian H
can be written as:
H =
M∑
m=1
θmSm,
where θm ∈ C \ {0} are the parameters, and iSm ∈ B.
The set Γ of these operators,
Γ = {Sm | iSm ∈ B, m = 1, 2, · · · ,M},
is a subset of the whole basis and can be interpreted as
a representation of the interaction model M for a fixed
dimension 2N . We further introduce the observable set
G0 = {Πl | iΠl ∈ B, [Πl, H] 6= 0}.
Here we restrict the Πl to be observables on the quantum
probe, in accordance with our model, even if more gener-
ally the observable set can include any observable. Note
that if we consider not a basis element, but a general
observable Ξp =
∑
l ν
(p)
l Πl (ν
(p)
l ∈ R), we should include
into the observable set G0 all the basis operators in the
linear expansion of Ξp (See [1] for an example).
For a given graph G, we consider the following iterative
procedure [1, 8, 28, 29]:
Gj(G) ≡ Gj−1(G) ∪ [[Gj−1(G),Γ]], (1)
where
[[Gj−1(G),Γ]] ≡ {Oi|tr(O†i [g, γ]) 6= 0, g ∈ Gj−1(G), γ ∈ Γ},
(See Appendix A for an example of the construction.)
Due to the finite dimension of su(2N ), the iterative
procedure in Eq. (1) will saturate, and we can obtain a
saturated set of operators G(G). G(G) is called accessible
set, and includes all the operators generated from the
observable set through the dynamics, in particular those
describing correlations between the quantum probe and
other qubits in the system. Let us denote the number of
elements in the accessible set by |G|.
Note that given a basis B, if we fix the observable
set G0 and the model representation Γ, G(G) is uniquely
determined and has a finite size; therefore, |G| is also
unique. This is true for any dimension of the model rep-
resentation: for a given modelM, if all the qubits in the
system are correlated with the quantum probe, increasing
the graph size Gk will lead to an increase of the accessible
set dimension. Then, for a fixed basis B and observable
set G0 (yielding a G containing correlations with all the
system’s qubits), a succession of elementary operations
on the graph leads to a recurrence relation satisfied by a
sequence {|G(Gk)|}k≥0. As the increase in |V (Gk)| leads
to an increase in |G(Gk)|, |G(G)| is a strictly increasing
function of N ,
d
dN
|G| > 0. (2)
B. Model Order and System Dimension
While Eq. (2) ensures that one can determine the sys-
tem dimension (or N) from |G|, we would like to relate
N to a directly measurable quantity, the model order n.
In particular, here we show that if we choose an operator
basis B such that it yields an equivalent classical sys-
tem with a minimal state-space representation (that is,
both controllable and observable as defined below), we
will have n = |G|, thus providing the desired relationship
between model order and system dimension.
First, let us write the state-space representation of the
system. As this approach has already been described
elsewhere [1, 8], here we give only a short review as rele-
vant to our dimension estimation scheme.
Given a basis B = {iOl}, let xl(t) be the expec-
tation value of its elements Ol. From the basis vec-
tors in G(G), we construct the coherent vector, x(t) =
(x1(t), · · · , x|G|(t))T ∈ R|G|×1 with dimension dim(x) =
|G|. Its time evolution is governed by x˙(t) = A˜x(t),
where A˜ ∈ R|G|×|G| is a skew-symmetric matrix, with
non-zero elements given by the Hamiltonian parameters.
Let y(t) ∈ R be the output data obtained via the output
matrix C ∈ R1×|G|. Then, the dynamics of the system
can be described by the following “classical” state-space
representation:
x˙(t) = A˜ x(t), y(t) = C x(t) (3)
The quantum evolution has thus been reduced to an
equivalent classical LTI system, with controllability and
observability properties given by the usual classical defi-
nition [22, 30, 31]. (A˜,C,x(0)) in Eq. (3) is the realiza-
tion of the irreducible transfer function T (s),
T (s) = C(sI− A˜)−1x(0) = P (s)
Q(s)
,
where I is the |G| × |G| identity matrix and the system
initial state must be chosen such that x(0) 6= 0. P (s)
and Q(s) are polynomials in s, and in particular Q(s) is
called the characteristic polynomial of T (s). The model
order n is defined as [23]:
n = deg(Q(s)). (4)
From a practical point of view, it is convenient to con-
sider Eq. (3) in the discrete-time representation:
x(j + 1) = Ax(j), y(j) = Cx(j), (5)
where we set x(j) ≡ x(jdt), y(j) ≡ y(jdt) and A ≡ eA˜dt.
Since any matrix exponential is a nonsingular matrix, we
have:
rank(A) = dim(x(t)) = |G|.
5From Eq. (5), we can construct the following Hankel ma-
trix:
Hrs =

y(0) y(1) · · · y(s− 1)
y(1) y(2) · · · y(s)
...
...
. . .
...
y(r − 1) y(r) · · · y(r + s− 2)
 .
Hrs can be decomposed into
Hrs = OrCs,
where Or and Cs are called observability and controlla-
bility matrix, respectively, defined as:
Or =
(
C CA · · · CAr−1)T
Cs =
(
x(0) Ax(0) · · · As−1x(0)) .
From minimal realization theory [22, 30, 31], a system
is minimal (that is, controllable and observable) if and
only if
rank(Or) = rank(Cs) = rank(A) = |G|.
From Sylvester inequality [32] we also have rank(Hrs) =
|G|. Given that the rank of the Hankel matrix is equiv-
alent to the model order [30], rank(Hrs) = n(r, s ≥ n),
we finally obtain:
|G| = rank(Hrs) = n. (6)
Combining Eqs. (2) and (6), the model order n is a
strictly increasing function of the number of qubits N ,
dn
dN
> 0, (7)
and there exists function N = f(n) linking the two.
Then, provided one can find a basis B such that the
equivalent classical state-space representation of the
quantum model is minimal, we can link the quantum
system dimension to a measurable quantity (the Hankel
matrix rank). Although the requirement to find such a
basis is a limitation of our method, checking controllabil-
ity and observability is straightforward. We do not even
need to calculate the rank of the Hankel matrix, we can
simply determine whether the system is minimal from the
degree of the characteristic polynomial of the irreducible
transfer function (See Eq. (4) and Appendices. A, B).
Note that controllability and observability of the equiv-
alent classical system is a sufficient but not necessary
condition for Eq. (7). Thus, it is sometimes possible (as
shown in Appendix B) to perform dimension estimation
even when these conditions do not hold.
We summarize the previous results in the following the-
orem, after introducing the concept of system space, as
the space given by S = (G0,M, ρ0), that is, the three
quantities that for a given basis uniquely determine the
dynamics of the system and thus the accessible set G:
Theorem 1. Given a system space S = (G0,M, ρ0) ex-
pressed in a basis yielding a minimal realization of the
equivalent classical system, and whose quantum dynam-
ics generates correlation between the observed quantum
probe and the rest of the qubits, the dimension of the
quantum system H is given by:
dim(H) = 2fS(n),
where n = rank(Hrs) (r, s ≥ n) is the model order of the
system and fS is a strictly increasing function uniquely
determined by the system space S.
To determine both n and fS , we can perform the fol-
lowing systematic procedure that estimates the dimen-
sion of an unknown quantum system.
Step 1: From the prior information about the interac-
tion model and selecting a basis that gives a minimal
realization, we theoretically obtain a recurrence relation
between the model order and the quantum system di-
mension, yielding the function fS(n).
Step 2: We repeatedly prepare the initial state of the
probe so that x(0) 6= 0, and measure the probe at
equally spaced sampling points, obtaining the outcomes
y(j) = y(jdt). (see Sec. V for details on how to choose
the sampling time dt from the sampling theorem).
Step 3: We construct a sequence of square Hankel ma-
trix {H2,2,H3,3, · · · ,Hk,k, · · · }, and calculate their de-
terminant. In the absence of noise, the dimension of the
total system is given by the minimum n such that the
Hankel matrix determinant is zero:
min
n
det(Hn+1,n+1) = 0.
In the presence of noise, we can simply construct a large
enough Hankel matrix and determine the corresponding
n by finding a singular value λn such that λn  λn+1.
(For details, see Sec. V).
C. Examples of Noiseless Dimension Estimation
Let us show a few examples of the dimension esti-
mation procedure for spin chain systems with nearest-
neighbor couplings. Here, let the initial state of the quan-
tum probe be the eigenstate of the observable which is
measured so that x(0) 6= 0. Also, we assume that the rest
of spins are in the maximally mixed state 1 /2, reflecting a
practical scenario, where these spins are inaccessible and
thus cannot be initialized. This scenario is especially per-
tinent when we consider a system at room temperature:
a paradigmatic example is the NV center spin, which
can be used as a quantum probe to determine the Hamil-
tonian (and thus the structure) of other electronic and
nuclear spins in a room-temperature molecule [33, 34].
6We first consider the following nearest-neighbor cou-
plings without transverse fields:
Hint =
N−1∑
k=1
(Ak
2
Sαk S
α
k+1 +
Bk
2
SβkS
β
k+1 +
Ck
2
SγkS
γ
k+1
)
,
where {iSαk , iSβk , iSγk} ∈ su(2) are the general spin-1/2
operators acting on k-th spin. Suppose that our quantum
probe is coupled to the spin chain as a first spin.
For the first example, let us consider the Heisenberg’s
model. For this case, Ak 6= 0, Bk 6= 0, but Ck 6= 0.
We can choose either G0 = {Sα1 }, {Sβ1 } or {Sγ1 } for our
observable to measure. For this choice, the system is
minimal. By induction, we can obtain the following re-
lation:
n =
{
4N−1 − 1 (N : odd)
4N−1 (N : even)
.
Therefore, the dimension of the total system for each case
is given by:
dim(H) =
{
2
√
n+ 1 (N : odd)
2
√
n (N : even)
. (8)
As a second example, let us consider the exchange
model. For this case, we can choose Ak 6= 0, Bk 6= 0
and Ck = 0. Choosing G0 = {Sα1 } or {Sβ1 } enables us
to obtain the smallest value of n. For this choice, the
system is minimal. By induction, we can obtain the fol-
lowing relation [8]: n = N . Therefore, the dimension of
the total system is given by:
dim(H) = 2n. (9)
As a third example, let us consider the Ising model. For
this case, we can choose Ak 6= 0, Bk = Ck = 0. Choosing
G0 = {Sβ1 } or {Sγ1 }, we obtain n = 2 [8]. In this case the
iteration Eq. (1) saturates very quickly. Accessible set
contains the correlation operator of the quantum probe
and the spin next to the probe. This is an example of
the case where only some spins become correlated to the
probe; therefore, Theorem. 1 does not hold for this case.
In order to obtain the dimension of the total system, we
can employ the pulse sequence presented in [8] to obtain
the exchange coupling in a good approximation.
Next, let us consider the case with transverse field,
H =
N∑
k=1
Ωk
2
Sγk +Hint,
where Ωk 6= 0. For the Heisenberg’s model, by choosing
G0 = {Sα1 } or {Sβ1 }, the system is minimal and we can
obtain: n = 22N−1. Therefore, the dimension of the total
system is given by:
dim(H) =
√
2n. (10)
For both the exchange model (Ak 6= 0, Bk 6= 0 and Ck =
0) and Ising model (Ak 6= 0, Bk = Ck = 0), by choosing
G0 = {Sα1 } or {Sβ1 }, the systems are minimal, and we
can obtain: n = 2N [1, 8]. Therefore,
dim(H) = 2n2 . (11)
Thus, in order to estimate the dimension of the Ising
model, we can as well apply a transverse field to real-
ize the global information propagation, so that all the
spins become correlated to the quantum probe, instead
of applying the control sequence presented in [8].
V. NOISY DIMENSION ESTIMATION
Finally, let us consider how the presence of background
noise affects the estimation scheme. The measurement
outcomes at each sampling time can then be written as
y(j)+ζ(j), where ζ(j) is the noise. The added noise usu-
ally leads the experimental Hankel matrix, of dimension
r× r, to have full rank, rank(Hr,r) = r. It becomes then
challenging to extract the exact model order n. We will
show that it is still possible to obtain information about
the “true” rank of the ideal Hankel matrix, by looking at
the singular values of the noisy matrix, at least for weak
enough noise.
Let Hr,r be the r × r Hankel matrix obtained from
the noisy experimental data. While we expect Hr,r to
be full rank, the true model order is n < r. Then, if the
noise is weak, so that the experimental Hankel matrix
is close enough to the ideal one, we expect that its sin-
gular values {λk}rk=1 in decreasing order would be such
that: λ1 ≥ λ2 ≥ · · ·λn  λn+1 ≥ · · ·λr > 0. Indeed,
although {λl}rl=n+1 are non-zero due to the noise, they
should still be small, provided the noise is comparatively
small. Therefore, by constructing a sequence of singular
value ratios {λk/λk+1}r−1k=1, we can expect to be able to
determine the most probable model order n by finding a
sharp peak at λn/λn+1.
We investigate the robustness of this method by sim-
ulating the nearest-neighbor exchange model without
transverse field H =
∑N−1
k=1
Jk
2 (S
x
kS
x
k+1 + S
y
kS
y
k+1) for
N = 4, 5, 6 qubits. For this Hamiltonian, the true model
order is n = N . The quantum probe is the first qubit,
and we estimate the model order by measuring only X1.
From the sampling theorem, the sampling time dt can be
chosen as dt = pi/ωmax, where ωmax is the largest eigen-
value of the Hamiltonian. We note that in principle, ωmax
is unknown. An upper bound can be determined only by
assuming a maximum system dimension and a maximum
parameter strength (and then assuming all the coupling
take this maximum value).
We consider an added noise ζ(j) characterized by a
normal distribution with variance 10−7 − 10−4, which
corresponds to 35− 20 [dB]. The results of these simula-
tions are shown in Figs. 2-4.
We can conclude that when the Signal-to-Noise Ratio
(SNR) is large enough, the final peak tends to occur at
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FIG. 2. N = 4: Actual model order is n = 4. We plot the me-
dian of the ratios between the singular values {λk/λk+1}15k=1
over 500 random Hamiltonian realizations as a function of
the possible model order k. We choose the sampling time dt
by assuming that the number of qubits N could be at most
10 and all the coupling strengths take the possible maximum
number 100 (this assumptions set ωmax). For each Hamilto-
nian, we construct 100 × 100 Hankel matrix H100 and esti-
mate {λk/λk+1} 100 times to evaluate the average. Solid line
with circles: σ2 = 10−7; dashed line with circles: variance
σ2 = 10−6; dotted line: variance σ2 = 10−5; dashed-dotted
line: variance σ2 = 10−4. The error bars are the median of
the standard deviation of the singular value ratio over 500
random Hamiltonian realizations. The final sharp peak oc-
curs at k = 4, and from k = 5 the ratios are almost the same.
The final peak becomes sharper as the variance of the noise
becomes smaller.
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FIG. 3. N = 5: Actual model order is n = 5. Simulation
details are the same as in Fig. 2. The final sharp peak occurs
at k = 5, and from k = 6 the ratios are almost same. The final
peak becomes sharper as the variance of the noise becomes
smaller.
the true model order. Also, the weaker the noise, the
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FIG. 4. N = 6: Actual model order is n = 6. Simulation
details are the same as in Fig. 2. We can see that when
SNR ≥ 25dB the final peak occurs at k = 6, and we can see
the flatting part from k = 7. The final peak becomes much
sharper as the variance of the noise becomes smaller.
sharper the peak at the true model order. We find, how-
ever, that when the number of qubits increases, the peak
becomes less sharp. This means that we need larger SNR
to estimate the dimension of the total system. From these
results, we can expect that from N = 7, we need at least
SNR ≥ 35dB, which is demanding to realize in current
laboratory conditions. Therefore, we can conclude that
this method can be useful only for a few-body interact-
ing system. Also note that the method is model-sensitive,
which means that the function that we have to use to es-
timate the dimension of the system is strictly sensitive to
the interaction model. Thus, we need to use the modified
function for the suspected model to find the dimension.
For example, if we allow some noise on XY Hamiltonian,
for example, Ck  1, in this case, we need to employ the
function for the Heisenberg’s model.
VI. CONCLUSIONS
We have theoretically studied the problem of estimat-
ing the dimension of an interacting qubit system. We
assumed that the target system model is given as prior
information, but that the system can be accessed only
indirectly via a quantum probe. These assumptions con-
siderably relax the required experimental resources, as
well as other implicit assumptions about the controlla-
bility and observability of the target system. Provided
the coupling model allows the generation of non-local
correlations with the quantum probe during the system
dynamics, the dimension of the system can be exactly
estimated from sampling the quantum probe evolution
at discrete time steps. The estimation is based on mea-
suring the rank of the Hankel matrix constructed from
8the experimental data, a step in the recently proposed
procedure for the similar problem of Hamiltonian identi-
fication [1, 8, 29].
This study provides a useful application of local quan-
tum probes, which can serve as a quantum sensor to de-
termine the exact dimension of the system. Our method
can also be employed more broadly to determine the di-
mension of a general interacting N−body qudit system,
i.e. a system with dimension dim(H) = dN : as long as
d and the interaction model M are given, conservation
of the operator algebraic structure ensures that a similar
procedure than described here can be applied.
In the presence of noise, which changes the rank of
the experimentally obtained Hankel matrix, we numeri-
cally show that the dimension of the system can still be
estimated by finding the final peak in the sequence of ra-
tios of the Hankel matrix singular values. We conclude
that the methodology has an acceptable performance for
weak noise and small number of qubits. Also, the method
is model-sensitive because we must employ the modified
function for the suspected model to find the dimension if
we allow some noise on the model itself.
As an outlook, we remark that the same method could
be applied to the exact dimension estimation of an open
quantum systems. Based on the application of ERA
in the open quantum system identification, as proposed
in [29], we can also determine the dimension with Marko-
vian dynamics if the model of the coupling and decoher-
ence dynamics are both given as prior information.
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Appendix A: Example: Finding the model order n
for the Ising model with transverse field
An important step in dimension estimation is to find
the function N = f(n) that links the system dimension to
the model order n. Here we provide an explicit example
on how to find this function for the Ising model with
transverse field. The procedure for other models would
be analogous.
Specifically, here we want to derive Eq. (11), using a
proof by induction. Let us consider the following Hamil-
tonian:
H =
N∑
k=1
Ωk
2
Szk +
N−1∑
k=1
Jk
2
SxkS
x
k+1.
The operator set for this model is thus Γ(N) =
{Sz1 , ... , SzN , Sx1Sx2 , ... , SxN−1SxN}. Let us choose
G0 = {Sx1 } as the observable set. The interaction model
is described by the sequence of graphs satisfying the fol-
lowing adjacency matrices:
[Ξ({Gk≥1})]i,j =
{
1, when i = j ± 1 and i = j
0, otherwise.
with the coupling type of nearest-neighbor Ising coupling
with single qubit energies.
In order to make sure that 〈Sx1 (0)〉 6= 0, we can choose:
ρ0 =
1
2
(
1 1
1 1
)
⊗ 1
2N−1
1⊗(N−1).
For any system dimension (that is, any number N
of qubits), we can perform the iterative procedure of
Eq. (1). Given the chosen observable set, G0 = {Sx1 },
[[G0, Γ
(N)]] = {Sy1} so that
G1 = G0 ∪ [[G0, Γ(N)]] = {Sx1 , Sy1}.
Since Sy1 does not commute with the Hamiltonian,
it will yield further contributions under the operation
[[Sy1 ,Γ
(N)]] = {Sx1 , Sz1Sx2 }. We thus obtain
G2 = {Sx1 , Sy1 , Sz1Sx2 }.
Similarly, we can calculate G3 = G2 ∪ [[G2,Γ(N)]], which
contains new contributions arising from Sz1S
x
2 :
G3 = {Sx1 , Sy1 , Sz1Sx2 , Sz1Sy2}.
This iterative procedure saturates after (2N − 1) steps,
as no new operators are generated. We then obtain the
following accessible set:
G(N) = {Sx1 , Sy1 , Sz1Sx2 , Sz1Sy2 , ... ,
Sz1 · · ·SzN−1SxN , Sz1 · · ·SzN−1SyN},
(A1)
as it can be proved by induction:
1. N = 2: By the iterative procedure in Eq. (1), the
accessible set can be explicitly found to be:
G(2) = {Sx1 , Sy1 , Sz1Sx2 , Sz1Sy2},
which satisfies Eq. (A1).
2. N = w + 1 (∀w ∈ N): Let us assume that for w
qubits we obtained
G(w) = {Sx1 , Sy1 , Sz1Sx2 , Sz1Sy2 , ... ,
Sz1 · · ·Szw−1Sxw, Sz1 · · ·Szw−1Syw}.
Then, for N = w + 1, the Hamiltonian operator set is:
Γ(w+1) = Γ(w) ∪ {Szw+1, SxwSxw+1}
and by the iterative procedure in Eq. (1) we obtain:
G(w+1) = G(w) ∪ {Sz1 · · ·SzwSxw+1, Sz · · ·SzwSyw+1},
9which yields:
G(w+1) = {Sx1 , Sy1 , Sz1Sx2 , Sz1Sy2 , ... ,
Sz1 · · ·SzwSxw+1, Sz1 · · ·SzwSyw+1}.
This demonstrates that Eq. (A1) also holds forN = w+1.
Therefore, we can conclude that for the Ising model with
transverse field, Eq. (A1) holds, yielding
|G(N)| = 2N.
By constructing a state-space representation, the sys-
tem matrix A˜ becomes a 2N × 2N skew-symmetric ma-
trix with the only nonzero elements A˜2k,2k−1 = Ωk and
A˜2k+1,2k = Jk. Since we want to measure G0 = {Sx1 },
the output matrix is C =
(
1 0 · · · 0) ∈ R2N . Given
the initial state, the initial coherent vector is x(0) =
(1, 0, · · · , 0)T ∈ R2N×1, and (A˜,C,x(0)) generates an
irreducible transfer function T (s) = C(sI− A˜)−1x(0) =
P (s)/Q(s), where deg(Q(s)) = 2N . Note that as we
mentioned in the Sec. I, the model order is the number
of poles of the irreducible transfer function; therefore,
given an irreducible transfer function T (s) = P (s)/Q(s),
we have always n = deg(Q(s)). From Eq. (6), when the
system is minimal, we also have deg(Q(s)) = |G|. In this
way, we can check observability and controllability of the
system by finding the degree of the transfer function’s
characteristic polynomial.
For the Ising model with transverse field, since |G| =
deg(Q(s)) = 2N , the system is minimal, and the model
order is n = 2N , that is, the system dimension is given
by
dim(H) = 2N = 2n/2.
Note that for the other models presented in Sec. IV, a
similar proof can be applied.
Appendix B: Example of dimension estimation
without controllability or observability
Here, let us show an example to show that dndN > 0
cannot ensure that the system is minimal. This can be
understood in the following. While the operators de-
scribing full correlation between the rest of qubits and
the single quantum probe can be directly generated, but
the choice of the initial states and the measurement ob-
servables can also change the controllability and observ-
ability of the system. An example is associated with the
following Hamiltonian:
H =
N−1∑
k=1
(Jk
2
SzkS
z
k+1 +
Lk
2
SzkS
x
k+1
)
.
Suppose that we choose G0 = {Sx1 } or G0 = {Sy1}. Ac-
tually, the model orders for these different choices of ob-
servable sets are the same. Let us choose G0 = {Sx1 }.
Then, from the iterative procedure in Eq. (1), we can
obtain:
G = {Sx1 , Sy1Sz2 , Sy1Sx2 , ...,
Sy1 · · ·SyN−1SzN , Sy1 · · ·SyN−1SxN},
which contains all the directly generated operators de-
scribing the correlations of all qubits with a single quan-
tum probe, and
|G| = 2N − 1.
By constructing a state-space representation, A˜ becomes
a (2N−1)×(2N−1) skew-symmetric matrix with the only
nonzero elements A˜2k,2k−1 = Jk and A˜2k+1,2k−1 = Lk.
Since we want to measure G0 = {Sx1 }, our output ma-
trix should be C =
(
1 0 · · · 0) ∈ R1×(N−1). From
the initial sate, our initial coherent vector is x(0) =
(1, 0, · · · , 0)T ∈ R(2N−1)×1. Then, we can find that the
irreducible transfer function T (s) = P (s)/Q(s) has the
property of deg(Q(s)) = 2N − 2, which means that the
model order is
n = |G| − 1 = 2N − 2,
and
dn
dN
> 0
so that n is an increasing function of N . In this case, the
system dimension becomes:
dim(H) = 2N+12 .
However, we have n 6= |G|, which indicates that the sys-
tem cannot be minimal. This shows that there exist sys-
tems either not controllable or observable, even if we can
directly generate the operators describing the correlation
between all the qubits and a single quantum probe. In
this particular case, the system is both not controllable
and not observable because
rank(Or) = rank(Cs) = |G| − 1,
which means that there is an extra operator generated,
which is not needed to be counted in order to describe
the dynamics of the system, and the system can be re-
duced into the one with the effective size. Therefore, the
controllability and observability are strictly dependent on
the choice of the observable set G0 and the initial state
ρ0.
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