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Scaling of variational quantum algorithms to large problem sizes requires efficient optimization of
random parameterized quantum circuits. For such circuits with uncorrelated parameters, the pres-
ence of exponentially vanishing gradients in cost function landscapes is an obstacle to optimization
by gradient descent methods. In this work, we prove that reducing the dimensionality of the pa-
rameter space by utilizing circuit modules containing spatially or temporally correlated gate layers
can allow one to circumvent the vanishing gradient phenomenon. Examples are drawn from random
separable circuits and asymptotically optimal variational versions of Grover’s algorithm based on the
quantum alternating operator ansatz (QAOA). In the latter scenario, our bounds on cost function
variation imply a transition between vanishing gradients and efficient trainability as the number of
layers is increased toward O(2n/2), the optimal oracle complexity of quantum unstructured search.
I. INTRODUCTION
Variational quantum algorithms [1] are a class of quan-
tum algorithms especially suited to near-term appli-
cations including eigenvalue estimation [1–7], quantum
compiling [8, 9], linear systems [10, 11], and quantum dy-
namics [12–16]. They consist of a random parameterized
quantum circuit (RPQC) module coupled via quantum
measurement to a classical module for cost function op-
timization. The RPQC component of a variational quan-
tum algorithm is constructed by contracting layers of
correlated or uncorrelated parameterized quantum gates
in a sequence that depends on the application at hand.
Correlated gate layers in RPQCs, or, more generally, in
quantum neural networks, can be motivated by the task
of generating target states with desired symmetries or co-
herence properties, whereas uncorrelated gates are often
utilized to simulate random unitary operations or scram-
ble quantum information. Examples of quantum algo-
rithm modules involving application of correlated gate
layers to a compound quantum register [17] include co-
herence generation by a tensor product of Hadamard
gates in quantum phase estimation [18] and quantum al-
gorithms for linear equations [19], and sequential appli-
cation of identical two-qubit unitary operators for gener-
ating translationally invariant quantum states [20, 21].
The classical module of a variational quantum algo-
rithm involves a classical decision problem which deter-
mines that an estimate of the cost function either sat-
isfies a condition for optimality or requires further op-
timization according to an update rule for the RPQC.
When the update rule involves a gradient descent-based
optimization step, the presence of “barren plateau land-
scapes” (BPL) [22] in cost functions of generic variational
quantum algorithms presents a challenge for efficient op-
timization of RPQCs [23–26]. One strategy for circum-
venting BPL in variational quantum algorithms utilizing
hardware-efficient RPQCs (e.g., bricklayer circuits [27]
with depth scaling as log n) consists of using local op-
erators to define the cost function [28]. For short-depth
variational quantum algorithms that admit a faithful cost
function defined by a sum of local observables, this strat-
egy increases the efficiency of the RPQC update and
hence the trainability of the algorithm. However, for
quantum algorithms that require polynomial [29] or ex-
ponential circuit depth [30], or require the use of a cost
function defined by a non-local observable (e.g., quantum
communication protocols that rely on collective measure-
ments for their efficiency [31]), variational versions re-
quire new approaches for avoiding BPL.
In this work, we show that it is possible to avoid BPL
in certain variational quantum algorithms and algorithm
modules by using RPQC architectures containing cor-
related parameters, even when the cost function is de-
fined by a global operator such as a projection onto a
pure state of the full register. Our first examples include
variational quantum compiling with spatially correlated,
separable Clifford gate layers (Section III) and Haar ran-
dom m-qubit gates (Section IV). The rest of our analysis
is concerned with circuits inspired by the quantum alter-
nating operator ansatz (QAOA) [32]. We show that BPL
are avoided in a quantum approximate optimization al-
gorithm for a simple MaxCut problem when either local
cost functions are used or when global cost functions are
combined with correlated ansatz parameters and large
circuit depth (Section III B and Appendix C).
Finally, our main result consists of a proof that QAOA-
inspired variational versions of Grover’s algorithm [33,
34] exhibit a transition from BPL at low circuit depths to
trainability at circuit depths that coincide with a high al-
gorithm success rate (Section V). In precise terms, if the
number of oracle applications scales as 2cn−log2 n, with
0 < c < 1/3, then the variational quantum search ex-
hibits BPL. However, if the number of oracle applications
scales as 2cn−log2 n, with c > 1/2, then the variational
quantum search does not exhibit BPL. We conclude that
trainability of these variational versions of Grover’s al-
gorithm requires a circuit depth that coincides (up to a
logarithmic correction) with the optimal oracle complex-
ity of quantum unstructured search. Both interlayer and
spatial correlation of parameters is crucial to this result;
removing the constraint of interlayer parameter correla-
tion implies BPL for circuit depths coinciding with the
optimal oracle complexity.
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2II. BACKGROUND
The mathematical setting for studies of BPL in vari-
ational quantum algorithms is a parameterized set of n-
qubit quantum states {|ψ(θ)〉 : θ ∈ Ω ⊂ Rm} ⊂ C2n ,
where Ω is a compact set of parameters equipped with a
probability density p : Ω→ [0, 1]. Performance of the al-
gorithm is quantified by a cost function random variable
X(θ) = 〈ψ(θ)|O|ψ(θ)〉, (1)
where O is a bounded, self-adjoint operator. In this work,
we examine the following property:
Definition 1. (Barren plateau landscape) The cost func-
tion X(θ) exhibits a BPL with respect to θj if it is con-
tinuously differentiable on a compact subset A ⊂ Ω of
the parameter space and if for every  > 0, there exists
0 < b < 1 such that PA(| ∂X∂θj | ≥ ) ∈ O(bn), where PA is
the probability measure on A induced from p.
We often choose A such that X(θ) has global minima
in A. In this case, presence of the BPL for A precludes
efficient trainability of the variational quantum algorithm
by gradient descent. Further, one may be interested in
training a submodule of an RPQC, in which case the
subset A defines the parameter space of the submodule.
BPL are expected in randomly initialized quantum
neural networks [22] and, when BPL is avoided for a
given cost function, one can consider the cost function
to exhibit a large gradient (relative to the generic case).
Because many quantum algorithms utilize layers having
the same structure, one can search for variational ver-
sions of these algorithms by using RQPCs with spatially
correlated or temporally correlated layers. For exam-
ple, spatially correlated quantum circuits (e.g., permu-
tation invariant, translation invariant, etc.) appear in
the transition functions that define 1-D quantum cellular
automata [35], in algorithms for quantum state transfer
[36], and quantum convolutional neural networks [37].
In this work, we analyze variational quantum algo-
rithm modules for which the strategy of spatially or
temporally correlating parameters allows to circumvent
BPL, even when the cost function is obtained by a global
measurement of the variational state. This strategy can
also avoid BPL for full variational quantum algorithms,
as we show for the case of two variational versions of
Grover’s algorithm for quantum unstructured search. In
general, the strategy of using spatially correlated varia-
tional quantum algorithms to avoid the BPL can be con-
sidered as a kind of initialization scheme, different from
the initialization schemes proposed in Refs. [38] and [39].
III. LARGE GRADIENTS IN SEPARABLE
CIRCUITS
A. Global cost functions
In the task of variational quantum estimation of the
ground state energy of a n-qubit Hamiltonian H with
spectrum in [0, 1], one can define a real cost function
random variable by
CR(θ) = 〈ψ(θ)|H|ψ(θ)〉 (2)
where |ψ(θ)〉 = R(θ) |0〉⊗n, R : [−pi, pi)×M → U(2n) is
a RPQC that maps M angles to the unitary group on n
qubits. We assume that there exists θ0 such that ground
state of H takes the form |ψ(θ0)〉, since this assumption
implies both the faithfulness of the cost function and the
fact that the orbit of the RPQC on |0〉⊗n contains the
ground state.
To illustrate the BPL phenomenon for the cost func-
tion (2), we first analyze the simple case when H is
taken to be the global projection H = |0〉〈0|⊗n, which
allows (2) to also be considered as the cost function for
local variational quantum compiling of the identity oper-
ator [8, 9]. When a cost function of the form (2) is defined
by H acting non-trivially on each qubit, we refer to it as
a global cost function. Consider a sequence of Clifford
gates V (j)(θ) :=
∏L
i=1 e
−i θ
(j)
i
2 σy , j = 1, . . . , n, that con-
stitute an n-qubit RPQC L(θ) = ⊗nj=1 V (j)(θ). We take
{θ(j)i } to be a set of Ln independent, uniform random
variables on (−pi, pi]. In [28] it was shown that, with re-
spect to uniformly distributed θ, the variance of ∂νCL(θ)
vanishes exponentially with n (i.e., as bn with 0 < b < 1),
where ∂ν symbolizes the partial derivative with respect
to any angle argument in CL(θ). Since E
(
∂νCL(θ)
)
= 0,
Chebyshev’s inequality implies
P
(|∂νCL(θ)| ≥ ) ≤ E((∂νCL(θ))2)
2
=
bn
2
. (3)
Inequality (3) implies that the gradient is (almost ev-
erywhere) exponentially concentrated at 0, which is the
defining feature of the BPL phenomenon.
Alternatively, a simpler quantum circuit can be con-
structed by perfectly correlating the angles θ(j)i for all lay-
ers j, forming the permutation invariant circuitM(θ) :=(∏L
i=1 e
−i θi2 σy
)⊗n
(see Fig. 1a). The circuit M(θ) can
be considered as a L-dimensional submanifold of the nL-
dimensional manifold that defines R(θ). Importantly,
this correlated RPQC does not lose its descriptive power
for variational quantum compiling of the ground state of
H given the input state |0〉⊗n, since the cost function still
attains the value 0. In fact, one finds that
CM(θ) = 1− cos2n
(
θ1 + . . .+ θL
2
)
(4)
3FIG. 1. RPQCs for circuit modules with correlated parameters. a)M(θ) in Section III with Y (θ) := e−i θ2σy . b)W(θ) in Section
IV. c) M(θ, γ)L in the less efficient variational version of Grover’s algorithm. Each layer j ∈ {1, . . . , L/2} is associated with
parameters (θ2j−1, θ2j , γ). d)M(β, γ)L in quantum alternating operator ansatz for the ring-of-disagrees problem analyzed in
Appendix C with correlated mixer layers and correlated driver layers. A local factor in the driver layer is given by U = ei
γ
2
σz⊗σz ,
and a local factor in the mixer layer is given by X(β) := e−iβσx .
which attains the minimum value 0 at the (L − 1)-
dimensional critical submanifold defined by
∑L
i=1 θi = 0
mod 2pi. This critical submanifold contrasts with that
of CL(θ), which attains its minimum at a single point.
Because E
(
∂νCM(θ)
)
= 0, where ∂ν again symbolizes a
partial derivative with respect to an argument of CM(θ),
we find that (see Appendix A)
Var
(
∂νCM(θ)
)
= E(
(
∂νCM(θ)
)2
) ∼ n
1
2
4
√
2pi
. (5)
Because (5) is polynomially increasing with n, there is no
BPL phenomenon for this variational quantum compiling
task. However the scaling in (5) is valid only for pure
input states. For instance, taking an input state ρ⊗n
with ρ = diag(1− δ, δ), where δ < 1/2, one finds that
CM(θ) = 1−
(
δ − (1− 2δ) cos2
(
θ1 + . . .+ θL
2
))n
.
(6)
Figure 2 shows the results of Monte Carlo integration
over [−pi, pi)×L with L = 4 of Var (∂νCM(θ)) for cost
functions (4) and (6) with δ = 0.01 and δ = 0.10 for
n = 1, . . . , 60 qubits. For δ = 0.01, which corresponds to
input states close to the pure state manifold, the variance
of the gradient of (6) does not increase asymptotically,
but instead exhibits a crossover. The BPL phenomenon
is clearly seen in the curve in Fig. 2 corresponding to
δ = 0.10 in (6). The data show that even when the RPQC
parameters are correlated, trainability of a variational
quantum algorithm can depend sensitively on the purity
of the input register.
Although the circuitM(θ) is permutation invariant, it
is not necessary that the input state or global projection
H have any symmetry under a subgroup of the symmetric
group in order for the BPL phenomenon to be absent for
CM(θ). This fact is a consequence of the form of the
variational quantum compiling cost function (2) which is
invariant under H 7→ UHU∗, |0〉⊗n 7→ U |0〉⊗n for any
unitary U such that [M(θ), U ] = 0.
The BPL phenomenon can also be avoided in spatially
correlated, separable RPQC when the circuit layers do
not commute. As an example, consider the variational
quantum compiling task defined by the RPQC
R(β, α)L =
←−−−−∏
j=1,...,L
e
−i βj√
n
Jxe
−i αj√
n
Jy , (7)
where αj and βj are uniformly distributed on [−pi, pi) for
all j. We take a global cost function having the form
of (1) with H = |0〉〈0|⊗n. The RPQC in (7) generates
an asymptotically normal quantum statistical model, i.e.,
the circuit generates normally distributed rotations from
the uniform random angles β and α [40]. The cost func-
tion is asymptotically equal to
CR(β,α)L ∼ cos2n

√(∑L
j=1 βj
)2
+
(∑L
j=1 αj
)2
2
√
n

(8)
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FIG. 2. Monte Carlo integration of Var
(
∂νCM(θ)
)
with L = 4
for (4) (black) and for (6) with δ = 0.01 (blue) and δ = 0.10
(red) for n = 1, . . . , 60 qubits. The asymptotic O(√n) behav-
ior can be seen in the top trace, as predicted by (5). The blue
and red traces are asymptotically exponentially vanishing, in-
dicating BPL for the cost function in (6). 5×104 samples are
used for each n.
for large n. Equation (8) is nonzero and independent of
n as n → ∞, therefore it cannot exhibit the BPL phe-
nomenon. Adding temporal correlations to the RPQC by
taking, e.g., a subset of the αj to be equal, only increases
|∂αjCR(β,α)L |, thereby enhancing trainability.
B. Local cost functions
In contrast to a global cost function, a local cost func-
tion is defined by an H in (2) which is a sum of operators
that each act trivially on at least one qubit. Often, each
operator in the sum that defines a local cost function
has a small support, e.g., on k  n qubits. In [28],
faithful local cost functions were shown to circumvent
the BPL phenomenon for variational quantum compil-
ing when the RPQC is in a class of hardware-efficient
quantum circuits containing uncorrelated gates, includ-
ing such circuits as L(θ). Local cost functions also al-
low to circumvent the BPL phenomenon in the case of
the correlated RPQC M(θ). This can be seen by tak-
ing Hamiltonian H = |0〉〈0|⊗n, input state |0〉⊗n, and
RPQC M(θ), and defining a faithful local cost func-
tion via C(L)M(θ) := 1− 1n
∑n
j=1 trM(θ) |0〉〈0|⊗nM(θ)†Oj ,
where Oj := |0〉〈0|j ⊗ Ij . Due to permutation invariance
of the RPQC, it is clear that C(L)M(θ) is independent of n,
and it follows that the variance of ∂νC
(L)
M(θ) is indepen-
dent of n, which precludes BPL behavior.
In a less trivial setting, we show in Appendix C that
a local cost function for a simple quantum approximate
optimization algorithm (namely MaxCut on regular, de-
gree 2, connected graphs, i.e., the ring of disagrees [32])
does not exhibit BPL. The RPQC of this variational algo-
rithm consists of alternating applications of a translation
invariant layer of correlated two-qubit gates and a layer
of spatially correlated single qubit rotations, as shown in
Fig. 1d. If a global cost function is used instead, e.g., by
defining the cost function via a projection onto the sub-
space of maximum cut states, then BPL is avoided only
if the RPQC has correlated parameters between layers
of the same structure, and the RPQC has depth expo-
nential in n. This suggests that when faithful local cost
functions exist, they are preferable for training quantum
approximate optimization algorithms with uncorrelated
layers.
IV. LARGE GRADIENTS IN ξ-SEPARABLE
CIRCUITS
Whereas the RPQC considered in Section III involved
correlated single qubit gates, the RPQCs of principal in-
terest in variational quantum algorithms contain layers
with multi-qubit gates, e.g., quantum data bus ansatze
for variational quantum state preparation [41], or lay-
ered hardware-efficient ansatze that appear in variational
quantum algorithms for spectrum estimation [6]. For
such applications, a global cost function can be defined
as in (2), except the RPQC involves non-local unitary
operations. In this section, we show that the BPL phe-
nomenon is avoided in a generic correlated separable set-
ting, namely when n qubit registers are grouped into ξ
registers of m qubits (n = ξm with m, ξ ∈ N) and the
RPQC is a tensor product of Haar-distributed unitaries
which is invariant under permutation of the m-qubit reg-
isters (see Fig.1b).
We consider variational quantum estimation of the
ground state energy of the global observable H =⊗ξ
j=1Oj , where Oj are self-adjoint linear operators on
(C2)⊗m with operator norm 1, and the input state is
τ =
⊗ξ
j=1 ρj . The global cost function is given by
CW(θ) := 1− trHW(θ)τW(θ)† (9)
where W(θ) is defined RPQC that has the translation-
invariant formW(θ) = W (θ)⊗ξ, where W (θ) is a unitary
on m-qubits. The structure of W(θ) is taken to have
the same form as in Ref. [22], and is motivated by the
design of a uniformly random unitary operation on the
ξ-qubit register. Specifically, W (θ) =
∏ζ
i=1 e
−i θi2 σf(i)Gi,
where Gi ∈ U(2m) is an unparameterized unitary and
f : {1, . . . , ζ} → {1, . . . ,m} is a given function. The
generator σf(i) is a Pauli matrix acting on qubit regis-
ter f(i). A uniform distribution on the n-qubit Clifford
group constitutes a 2-design for U(2n) and it has been
shown that 2-designs on n qubits can be implemented by
5using O(n2) gates from a generating set of one- and two-
qubit gates [42, 43]. Local random quantum circuits on
n qubits consisting of O(t10n2) gates suffice to simulate
approximate unitary t-designs [44].
With the structure of the RPQC fixed, we find that
∂νCW(θ) =
−i
2
ξ∑
`=1
∏
h6=`
trWBρhW
†
BW
†
AOhWA

trWBρ`W
†
B [σf(ν),W
†
AO`WA]
 (10)
where WA =
∏ζ
i=ν e
−i θi2 σf(i)Gi, WB =∏ν−1
i=1 e
−i θi2 σf(i)Gi, and ∂ν is a partial derivative
with respect to any element of {θi}ζi=1.
For the special case of input state τ = ρ⊗ξ, and ob-
servable H = O⊗ξ, (10) simplifies to
∂νCW(θ) =
−iξ
2
(
trWBρW
†
BW
†
AOWA
)ξ−1
trWBρW
†
B [σf(ν),W
†
AOWA]. (11)
Due to the fact that for unitariesWA andWB the second
trace factor in (11) has modulus between 0 and 4, we
relabel the modulus of the second trace factor as c. The
first trace factor determines the scaling of Var∂νCW(θ)
with ξ. In particular, one finds that
c−2Var∂νCW(θ) =
ξ2
4
∣∣E (trWBρW †BW †AOWA)2(ξ−1) ∣∣
(12)
where E := EWA,WB is the expectation with respect to
normalized Haar measure on U(2m). To carry out the ex-
pectation over WB , we use Egorychev’s method to write
the right hand side of (12) as a contour integral over a
circle of radius  centered at the origin
c−2EWB
(
(∂νCW(θ))2
)
=
ξ2 (2(ξ − 1))!
4
· ∣∣ 1
2pii
∫
|t|=
dt t−(2ξ−1)
∫
dµ(WB)e
ttrXAWBρW †B
∣∣ (13)
where XA := W
†
AOWA.
The integral over Haar measure in (13) is an example
of a Harish-Chandra-Itzykson-Zuber integral and can be
evaluated explicitly. Since the spectrum of XA is the
same as the spectrum of O, the right hand side of (13)
is independent of WA, and therefore the final result for
Var∂νCM(θ) is
c−2Var∂νCW(θ) =
ξ2 (2(ξ − 1))!q
4∆(λ(ρ))∆(λ(O))∣∣ 1
2pii
∫
|t|=
dt t−(2ξ−1+(
2m
2 )) det
[
etλi(O)λj(ρ)
]
i,j
∣∣ (14)
where for any self-adjoint linear operator A on m qubits,
λ(A) is defined as the vector of eigenvalues of A in as-
cending order, ∆(λ(X)) =
∏
1≤i<j≤2m λj(A) − λi(A) is
the Vandermonde determinant, and q :=
∏2m−1
j=1 j! is a
constant.
The scaling of the right hand side of (14) can be readity
calculated in the simple case of m = 1, ρ = diag(1−δ, δ),
where 0 < δ < 1/2, and O = |0〉〈0|. In this case, (14)
becomes (now with n = ξ, since m = 1)
c−2Var∂νCW(θ) =
ξ2 (2(ξ − 1))!
4(1− 2δ)
∣∣ 1
2pii
∫
|t|=
dt t−2ξet(1−2δ)
∣∣
=
ξ2(1− 2δ)2ξ−2
4(2ξ − 1) (15)
where the residue theorem was used to evaluate the in-
tegral over the circular contour. Similar to the result
of Section III, one finds that the BPL phenomenon is
avoided for pure input state (δ = 0), but is encountered
for δ 6= 0. To maintain a constant variance as ξ → ∞,
the input state ρ can be taken with δ = log ξ4ξ−4 , i.e., with
purity scaling as
trρ2 ∼
(
1− log ξ
4ξ − 4
)2
. (16)
V. TRAINABILITY OF VARIATIONAL
ALGORITHMS FOR UNSTRUCTURED SEARCH
We now analyze BPL for variational quantum algo-
rithms for unstructured search. A near-optimal version
of Grover’s algorithm has been proposed which utilizes
a quantum circuit consisting of alternating applications
of the local rotation U = e−
2pii
n Jy and the Grover oracle
V = I− 2 |0〉〈0|⊗n [33]. The alternating structure of the
circuit is reminiscent of quantum algorithms based on the
quantum alternating operator ansatz (QAOA) [32, 45].
However, in QAOA, the unitary V traditionally takes the
form V =
∏k
j=1 Vj , where {Vj}j is a set of commuting
unitaries. To formulate a variational version of the near-
optimal Grover’s algorithm in [33], one may consider an
RPQC of the alternating form
R(α, γ)L :=
←−−−−∏
k=1,...,L
eiαkJyeiγk|0〉〈0|
⊗n
. (17)
Although the RPQC in (17) contains the optimal circuit
in Ref. [33], it is not clear that it can be efficiently opti-
mized. This is is especially true given that short depth
sequences of alternating unitaries (e.g., one application of
a unitary of the form UV where U , V are 2n×2n unitary
matrices) generically require large depth sequences of al-
ternating unitaries to be compiled using gradient descent
optimization (e.g., unitaries of the form (WT )d
2
where
W , T are random 2n × 2n unitary matrices and d is the
Hilbert space dimension) [46].
In this section we show that by taking parameters in
R(α, γ)L to be equal among layers with the same struc-
ture, and thereby reducing the dimension of the parame-
ter space to two, the BPL phenomenon can be avoided in
6variational Grover’s algorithm for sufficient circuit depth.
Conversely, failing to correlate the parameters in this
way necessarily leads to BPL during circuit optimiza-
tion. These results suggest that the optimal submanifold
of parameters in variational versions of Grover’s algo-
rithm also defines a trainable submanifold, i.e., a param-
eter space in which the optimum can be efficiently found
by gradient descent methods. We note that although
the original Grover’s algorithm is optimal in the sense of
having the minimal number of applications of the oracle
operation [47], variational versions of Grover’s algorithm
are likely to be useful in development of quantum search
algorithms with optimal total depth complexity [48].
A. Less efficient version of variational Grover’s
algorithm
To gain analytical insight into the BPL phenomenon
in the variational version of Grover’s algorithm, we
first analyze a less efficient version of Grover’s algo-
rithm first introduced in [33]. In this algorithm, an n-
qubit register is first prepared in a superposition |φ1〉 =
1√
2
(|my = −n/2〉+|my = n/2〉) of the lowest and highest
weight eigenvectors of Jy (in the n-qubit, i.e., spin-n/2,
representation of SU(2)). This initial state is acted upon
by layers of the unitary S = e−i
2pi
n JyeiγCe−i
2pi
n Jye−iγC ,
where γ ∈ (0, pi) and C := |0〉〈0|⊗n is the generator of
the Grover oracle, i.e., the solution bitstring. Instead
of quantifying the algorithm performance by using the
distance of SL |φ1〉 to the solution bitstring |0〉⊗n, the
algorithm performance is quantified by the distance of
SL |φ1〉 to |φ2〉, where |φ2〉 is the zero eigenvector of Jy.
There are two reasons for quantifying algorithm perfor-
mance in this way: (1) Sn/2 is a unitary operator that, at
O(γ), acts as a rotation in the two-dimensional subspace
spanned by |φ1〉, |φ2〉, (2) The squared modulus of the
amplitude for the solution bitstring |0〉⊗n in the state |φ2〉
is 12n
(
n
n/2
) ∼ ( 2pin)1/2, so if the algorithm produces the
state |φ2〉, the solution bitstring can be obtained prob-
abilistically with expected success rate O(n−1/2) [33].
One can compare this success rate to the success rate
O(1) in Grover’s original algorithm, and also compare
the O(2n2+ 14 log2 n−log2 γ) required number of iterations
to the O(2n/2) iterations in Grover’s original algorithm.
The less efficient version of Grover’s algorithm described
here is still an improvement over classical unstructured
search.
We consider a variational version of this algorithm by
taking the RPQC (Fig. 1c)
M(θ, γ)L =
←−−−−−−∏
j=1,...,L/2
eiθ2jJye−iγCeiθ2j−1JyeiγC (18)
(L ≡ 0 mod 4 so that an even number of iterations are
used), and keeping the same initial state |φ1〉 and desired
final state |φ2〉. The cost function is a function of θ =
(θ1, . . . , θL), γ and L, and is given to O(γ2) by
CM(θ,γ)L := 1− |〈φ2|M(θ, γ)L|φ1〉|2
= 1− γ2
(
n
n/2
)
22n−1
∣∣∣ L−1∑
`=0
(−1)` cos nθ˜`
2
∣∣∣2 +O(γ4)
(19)
where θ˜` =
∑`
k=1 θk are the partial sums of the varia-
tional parameters, and θ˜0 := 0 (see Appendix B for proof
of (19)). Note that the cost function CM(θ,γ)L has the
form in (1) if one takes O = I−|φ2〉〈φ2|, which is a global
projection. If the parameters θj are perfectly correlated
to a single varying parameter θ, as they are in in Ref. [33],
the expression in (19) simplifies to
CM(θ,γ)L = 1− γ2
(
n
n/2
)
22n−1
sin2 (L−1)nθ4 sin
2 Lnθ
4
cos2 nθ4
. (20)
From (20), it follows that the cost function is mini-
mized at O(γ2) for θ = 2pin , which is the value used
in Ref. [33]. The cost function in (20) further satisfies
E
(
dCM(θ,γ)L
dθ
)
= 0 with respect to the uniform measure
on [0, 2pi). In Appendix B, we also show that(
dCM(θ,γ)L
dθ
)2
≤
(
n
n/2
)2
n2γ4
24n−2
4L6
9
. (21)
Using (21) in (3) gives
P
(∣∣∣dCM(θ,γ)L
dθ
∣∣∣ ≥ ) ≤ 4( nn/2)2n2L6γ4
9224n−2
(22)
with respect to the uniform measure on [0, 2pi). From the
asymptotic equality
(
n
n/2
) ∼ 2n√
pin/2
, one concludes that if
L ∼ 2cn−log2 n and 0 < c < 1/3, then the right hand side
of (22) is O(b−n) with b = (1/4)1−3c. This fact implies
that at O(γ2), the cost function (20) exhibits the BPL
phenomenon if the RPQC is not taken to have sufficient
depth.
To determine a critical RPQC depth for which the BPL
phenomenon is absent, we note that if L is such that
E
(∣∣∣dCM(θ,γ)Ldθ ∣∣∣) is bounded away from zero as n → ∞,
then CM(θ,γ)L does not exhibit the BPL phenomenon. In
the present case, the fact that dCM(θ,γ)Ldθ is positive on the
interval (2pi (L−2)n(L−1) ,
2pi
n ) implies the following lower bound
E
(∣∣∣dCM(θ,γ)L
dθ
∣∣∣) ≥ 1
2pi
∫ 2pi/n
2pi
(L−2)
n(L−1)
dθ
dCM(θ,γ)L
dθ
=
(
n
n/2
)
γ2nL2
pi22n
∼
√
2nL2
pi3/22n
. (23)
7FIG. 3. (Left) Logarithm of the result of Monte Carlo integration (n = 4, 6, . . . , 28 and L = 4, 8, . . . , 48) of the O(γ4)
contribution to E
((
dCM(θ,γ)L
dθ
)2)
. Each data point is the mean of 20,000 samples from [0, 2pi). (Right) Logarithm of the
result of numerical integration (n = 4, 6, . . . , 24 and L = 4, 8, . . . , 48) or Monte Carlo integration (n = 26, 28 and L = 4, 8, . . . , 48)
of E
((
dCR(α,pi)L
dα
)2)
.
The asymptotic inequality (23) shows that the expec-
tation is bounded away from zero if L ∼ 2cn− 12 log2 n,
with c ≥ 1/2. One concludes that the circuit M(θ, γ)L
can be efficiently optimized by gradient descent methods
at circuit depths comparable to those required for suc-
cessful algorithm performance. In Fig. 3, the integral
γ−4E
((
dCM(θ,γ)L
dθ
)2)
is computed by Monte Carlo in-
tegration. The O(La2−bn) scaling behavior is observed,
which supports our prediction of an asymptotic crossover
from BPL phenomenon at low L to absence of BPL phe-
nomenon at high L.
Returning to the more general cost function (19), the
question remains whether it is possible to avoid the
BPL phenomenon when the angles θk rotation layers
{eiθkJy}k=1,...,L−1 vary independently. To show that it
is not possible to avoid the BPL phenomenon for (19),
consider a circuit depth L ∼ (2n/2− 12 log2 n) which we have
shown allows to avoid BPL if the angles θk are perfectly
correlated. For a parameter θk situated at a layer k in
the circuit that satisfies L− k ∼ (2cn) with 0 < c < 1/2,
one finds that
∣∣∣∂θkCM(θ,γ)L∣∣∣2 ≤
(
n
n/2
)2
γ4n2(L− 1)2(L− k)2
24n−2
∼ 2
pi
γ4
((
1
2
)1−c)n
(24)
From (3), it is then clear that P (
∣∣∣dCM(θ,γ)Ldθk ∣∣∣ ≥ ) is
exponentially vanishing with n, which implies the BPL
phenomenon for such parameters. Therefore, allowing
the angles in θ to be uncorrelated implies that an expo-
nential number of them are untrainable.
B. Variational Grover’s algorithm
In Ref. [33], it was shown that for initial state |φ1〉, the
RPQC R(α, γ)L in (17) with αk = 2pi/n and γk = pi for
all k obtains asymptotic fidelity 1 with the solution bit-
string |0〉⊗n when L ∼ 2n/2, thereby achieving the opti-
mal oracle complexity for quantum unstructured search.
We now consider the presence of the BPL phenomenon
for the case of perfectly temporally correlated local ro-
tations αk = α ∈ [0, 2pi) for all k, while maintaining the
structure of the optimal oracle in Ref. [33] (γk = pi for
all k). The cost function is defined by
CR(α,pi)L = 1− | 〈0|⊗nR(α, pi)L |φ1〉 |2 (25)
as a function of α, L, and n only.
Figure 3 shows the logarithm of the second moment
of ∂αCR(α,pi)L . For each L, the asymptotically linearly
decreasing behavior with n indicates that for a fixed num-
ber of layers, the second moment of the derivative of the
cost function decays exponentially with n. Therefore, for
a fixed depth, the cost function (25) exhibits the BPL
8phenomenon. The remaining task is to determine a func-
tional dependence of the depth L on problem size n that
avoids BPL for the cost function (25).
To do this, we note that for n & 16, a least squares
fit of the second moment of the derivative of (25) to the
function bLa produces a ≈ 5. This result is also observed
to hold for the cost function (20) for all n. On the other
hand, for every L, a least squares fit of the second mo-
ment of the derivative of (25) to the function d2−rn for
n ≥ 14 produces r ≈ 1.8, whereas the same fit for second
moment of the derivative of (20) gives r ≈ 1.9. These re-
sults allow us to conclude that the second moments of the
gradients of both (20) and (25) are well fit by a scaling
function of the form (const.) L
5
21.8n for n ≥ 14. It follows
that the crossover from BPL behavior to trainability car-
ries over from the less efficient variational Grover’s algo-
rithm defined by (18) to the efficient variational Grover’s
algorithm defined by R(α, pi)L. In particular, if L ∼ 2cn
with c < 1.8/5 = 0.36, the BPL phenomenon is encoun-
tered. For the less efficient version of variational Grover’s
algorithm, this critical value of c = 0.36 derived from a
fitting analysis can be compared to the analytical esti-
mate of the critical value c = 1/3 derived from (22).
VI. CONCLUSIONS
Strategies for efficient optimization of variational quan-
tum algorithms, and quantum neural networks in gen-
eral, are a prerequisite for the success of machine learn-
ing methods in quantum computation. We have shown
that correlation of RPQC parameters spatially or tem-
porally can be used to mitigate or avoid barren plateau
landscapes (BPL) in specific variational quantum algo-
rithms. The main consequence of correlation of RPQC
parameters is the reduction in volume (in quantum state
space) that can be accessed by the RPQC. Therefore,
for generic variational quantum algorithms with a given
RPQC structure, a tradeoff is expected between algo-
rithm complexity and trainability via parameter correla-
tion. An example of this is provided by our analysis of a
global cost function for the quantum approximate opti-
mization algorithm in Appendix C, which requires expo-
nential depth in order to avoid the BPL phenomenon for
a correlated RPQC. However, for variational versions of
quantum unstructured search (Section V), the use of cor-
related RPQCs increases trainability while maintaining
algorithm performance and complexity.
The present results broaden the set of available strate-
gies for defining efficient variational quantum algorithms
for near term quantum processors. In future work, it
would be interesting to explore the idea of correlating pa-
rameters as a pre-training approach (followed by training
where the correlation is relaxed) in variational quantum
algorithms.
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Appendix A: Proof of (5)
Taking θν to be the parameter of interest, one finds from (5) that
E
(
(∂νC)
2
)
= n2
∫
dµ(θ) cos2(2n−1)
(∑L
i=1 θi
2
)
sin2
(∑L
i=1 θi
2
)
(A1)
where dµ(θ) =
∏L
i=1 dθi
(2pi)L
. Making the linear change of variables vj =
∑j
i=1 θi mod 2pi, j = 1, . . . , L, which changes
neither the measure nor the domain of integration, one obtains the integral
E
(
(∂νC)
2
)
= n2
∫
dvL
2pi
cos2(2n−1)
(vL
2
)
sin2
(vL
2
)
=
2n2
4n− 1
∫ pi
2
−pi2
du
2pi
cos4n u
=
n2
24n(4n− 1)
(
4n
2n
)
∼ n
1
2
4
√
2pi
(A2)
where u = vn2 and we use the asymptotic form
(
2`
`
) ∼ 22`√
pi`
for the central binomial coefficient. Note that the result is
independent of L.
Appendix B: Proof of (19) and (21)
We define the partial sums θ˜j :=
∑j
k=1 θk, j = 1, . . . , L (taking θ˜0 = 0 by definition), and the SU(2) coherent states
|z〉 := (1 + |z|2)−n/2 ezJ− |0〉⊗n, where J− := ∑nj=1 σ(j)− . We make use of the following rotation formula that holds
for a ∈ R:
e2iaJy |z〉 =
∣∣∣z cos |a| − a sin |a||a|
z a sin |a||a| + cos |a|
〉
(B1)
and the SU(2) coherent state inner product in the spin j = n/2 representation
〈z|z′〉 = ((1 + |z|2)(1 + |z′|2))−n/2 (1 + zz′)n . (B2)
For small γ, the random parameterized quantum circuit forM(θ, γ)L appearing in (18) can be written
M(θ, γ)L = e−iθLJy (1 + iγ |z = 0〉 〈z = 0|)
e−iθL−1Jy (1− iγ |z = 0〉 〈z = 0|)
...
e−iθ2Jy (1 + iγ |z = 0〉 〈z = 0|)
e−iθ1Jy (1− iγ |z = 0〉 〈z = 0|) . (B3)
At O(γ2), the cost function is given by
CM(θ,γ)L = 1−
γ2
2n
(
n
n/2
)∣∣− 〈z = 0|φ1〉+ 〈z = 0|e−iθ˜1Jy |φ1〉 − 〈z = 0|e−iθ˜2Jy |φ1〉+ · · · − 〈z = 0|e−iθ˜L−1Jy |φ1〉∣∣2
(B4)
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where we have used the fact that
(|φ2〉 , eiϕJy |z = 0〉) = 12n/2√( nn/2) for any ϕ ∈ [0, 2pi). We now use (B1) and (B2)
to evaluate
〈z = 0|e−iϕJy |b+〉 =
( (
1− i tan ϕ2
)n(
1 + tan2 ϕ2
)
2
n
2
+
(
1 + i tan ϕ2
)n(
1 + tan2 ϕ2
)
2
n
2
)
=
√
2
2n/2
cos
nϕ
2
. (B5)
Using this formula in (B4), one obtains (19).
Equation (21) is proved by writing
∣∣∣dCM(θ,γ)L
dθ
∣∣∣ ≤ ( nn/2)γ2
22n−1
[∣∣∣ (L− 1)n sin (L−1)nθ4 cos (L−1)nθ4 sin2 Lnθ4
2 cos2 nθ4
∣∣∣
+
∣∣∣Ln sin2 (L−1)nθ4 cos Lnθ4 sin Lnθ4
2 cos2 nθ4
+
n sin2 (L−1)nθ4 sin
2 Lnθ
4 sin
nθ
4
2 cos3 nθ4
∣∣∣]
≤
(
n
n/2
)
γ2
22n−1
[
L2(L− 1)n
2
+
∣∣∣g(θ)∣∣∣]
≤
(
n
n/2
)
γ2n
22n−1
3L2(L− 1)
2
≤
(
n
n/2
)
n · 3L3γ2
22n
(B6)
where
g(θ) :=
Ln cos Lnθ4 cos
nθ
4 + n sin
Lnθ
4 sin
nθ
4
2 cos3 nθ4
(B7)
and where in the second inequality we used maxθ∈[0,2pi)
∣∣∣ sinmnθ/4cosnθ/4 ∣∣∣ = m for m ≡ 0 mod 4 and n ≡ 0 mod 2. To derive
the third inequality, we note that θ = 2pin is a critical point of g(θ) and it is the only zero of the denominator of
g(θ) in the period 4pin . Like the Dirichlet kernel, the global maximum of g(θ) is expected to occur at a zero of the
denominator.
Appendix C: Avoiding BPL in the ring of disagrees algorithm
The RPQC has the quantum alternating operator ansatz (QAOA) form consisting of alternating driver and mixer
layers
M(β, γ)L :=
←−−−−∏
k=1,...,L
e−iβkJxe−iγkC (C1)
with γj ∈ [0, pi/2) and βj ∈ [−pi, pi) and C = n2 − 12
∑n
j=1 σ
(j)
z ⊗ σ(j+1)z (see Fig. 1d). A 2-local cost function is
defined by C(L)(β, γ) = 〈ψ(β, γ)|C|ψ(β, γ)〉 where |ψ(β, γ)〉 =M(β, γ)L |ψ0〉 and |ψ0〉 is the maximal eigenvector of
Jx on n qubits (i.e., ∝ (|0〉+ |1〉)⊗n). In the ring of disagrees problem, one seeks parameters in (C1) such that C(L)
is maximized. Here we consider the BPL phenomenon for the mixer parameters βj for small values of the driver
parameters γj . The contribution to C(L) of linear order in the γj is given by
C(L) =
n
2
+
n
2
L−1∑
j=0
γj sin 2xj +
∑
i≤j
O(γiγj) (C2)
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where xj = βj+1 + · · ·+ βL. It is evident that there is no BPL for C(L) due to the fact that E
(|dC(L)/dβj |) ∈ O(n)
for all j. Therefore, C(L) allows to efficiently train the mixer angles βj in the ring of disagrees problem when the
driver layers consist of short time evolutions generated by C.
For comparison, a global cost function that again identifies the maximal ring of disagrees is given by taking
C(G) = 〈ψ(β, γ)|O|ψ(β, γ)〉 with O = ∑2k=1 |ψk〉 〈ψk|, where |ψ1〉 = (|0〉 ⊗ |1〉)⊗n/2, |ψ1〉 = (|1〉 ⊗ |0〉)⊗n/2, i.e., the
degenerate highest eigenvectors of O. Using uncorrelated mixer angles βj implies that a subset of mixer angles
exhibits BPL regardless of circuit depth (cf. the analogous observation in Section V). We therefore correlate the
driver parameters (i.e., γj = γ for all j) and the mixer parameters (i.e., βj = β for all j), and expand to linear order
in γ. The result is given by
C(G) =
1
2n−1
− nγ
2n
(
cos((2L+ 1)β)− cosβ
sinβ
)
+O(γ2) , (C3)
for which one finds that
E
((
dC(G)
dβ
)2)
∼ (2L+ 1)
2n2γ2
22n
∫ pi
−pi
dβ
2pi
sin2((2L+ 1)β)
sin2 β
=
(2L+ 1)3n2γ2
22n
(C4)
where we have used the L→∞ asymptotic in the first line, and the L1 norm of the Fejér kernel in the second line of
(C4). Therefore, BPL is encountered if L ∼ 2cn− 23 log2 n with c < 2/3. Conversely, the logarithmic divergence of the
L1 norm of the Dirichlet kernel implies that
E
(∣∣∣dC(G)
dβ
∣∣∣) ∼ (2L+ 1)nγ
2n
∫ pi
−pi
dβ
2pi
∣∣∣ sin(2L+ 1)β
sinβ
∣∣∣
≥ (2L+ 1)nγ ln(2L+ 1)
pi22n−1
, (C5)
from which it follows that no BPL is encountered if L lnL scales as 2n−log2 n.
Note that a proof of computational universality of QAOA [49] requires that the (βj , γj) can be varied, so the
question remains whether the quantum approximate optimization approach to MaxCut still works for an RQPC
defined by QAOA having correlated driver or mixer layers. For the ring of disagrees problem with 4 ≤ n ≤ 10, we
find numerically that maxβ,γ C(L)(β, γ) with (β1 = . . . = βL and γ1 = . . . = γL) is increasing with L, suggesting that
in this case, layer-correlated QAOA provides a suboptimal, but low-dimensional, approach to the ring of disagrees
problem.
