Abstract-This paper addresses the resource allocation problem for multiple media streaming over the Internet. First, we present an end-to-end transport architecture for multimedia streaming over the Internet. Second, we propose a new multimedia streaming TCP-friendly protocol (MSTFP), which combines forward estimation of network conditions with information feedback control to optimally track the network conditions. Third, we propose a novel resource allocation scheme to adapt media rate to the estimated network bandwidth using each media's rate-distortion function under various network conditions. By dynamically allocating resources according to network status and media characteristics, we improve the end-to-end quality of services (QoS). Simulation results demonstrate the effectiveness of our proposed schemes.
I. INTRODUCTION
T HERE has been tremendous interest in audiovisual streaming over the Internet recently. However, efficient delivery of streaming media over the Internet presents many challenges. On one hand, the current Internet only provides best-effort service and it does not provide quality of service (QoS) guarantee or provision for multimedia services. Specifically, network conditions and characteristics such as bandwidth, packet loss ratio, delay, and delay jitter vary from time to time. On the other hand, many media encoders generally do not take the network conditions into account. In general, different kinds of media have different characteristics. Real-time media such as video or audio is delay sensitive but capable of tolerating certain degree of errors. Nonreal-time media such as Web data is less delay sensitive but requires reliable transmission. Consequently, different types of media may have different quality impairments under the same network condition. Therefore, designing a high-quality multiple media streaming system that can cope with varying Internet conditions becomes important.
To date several schemes have been developed for QoS management, including resource reservation, priority mechanism, and application control. Resource reservation (e.g., RSVP) is the most straightforward approach [1] . However, RSVP requires that all routers have QoS supports. In addition, it may tend to over-allocate resources for QoS guarantee, thus leading to network under-utilization. In priority-based mechanisms, different data packets or streams are labeled with different priorities and treated differently in the network routers. This is also called dif-ferentiated service (DiffServ). However, the exact mechanism for setting the priority levels and mapping from the application priority levels to the router priority levels, the router mechanism for controlling these levels and the performance gains for defining priority classes are under investigation [2] , [3] . In application control, the QoS is enforced by congestion control and transmission-rate adaptation [4] - [6] . The advantage of it is that there is almost no need to change the router or network itself, the main challenge, however, is to design efficient congestion and flow control.
To efficiently transport media over the Internet, both real-time and nonreal-time systems are expected to react to congestion by adapting their transmission rates and maintain the inter-protocol's fairness. Since a dominant portion of today's Internet traffic is TCP-based, it is very important for multimedia streams to be "TCP-friendly," by which we mean a media flow generates similar throughput as a typical TCP flow along the same path under the same condition with lower latency. There are two existing groups of TCP-friendly flow-control protocols for multimedia streaming applications: 1) sender-based rate adjustment and 2) model-based flow control. Sender-based rate adjustment [4] , [5] , [7] performs additive increase and multiplicative decrease (AIMD) rate control in the sender as in TCP. The transmission rate is increased in a step-like fashion in the absence of packet loss and reduced multiplicatively when congestion is detected. This approach usually requires the receiver to send an acknowledgment for every received packet to detect congestion indications, such as packet loss and timeouts. The drawbacks of this approach are as follows: 1) Network congestion could severely degrade the performance since frequent feedback packets are needed for flow control.
2) The time-varying network status cannot be reflected since the control scheme is independent of packet loss ratio, bandwidth variation, and adjusting interval.
Model-based flow control [8] - [10] , on the other hand, uses a stochastic TCP model [11] , which represents the throughput of a TCP sender as a function of packet loss ratio and round trip time (RTT). Since this protocol can run in the receiver, the congestion problem in the reverse path can be avoided. However, this approach also has its shortcomings. First, the available bandwidth may be over-estimated or under-estimated for high packet loss ratio. Second, the estimated packet loss ratio is not for the next time interval so as to affect the accuracy of the throughput calculation. Third, sending rate is reassigned to meet the calculated bandwidth and its fluctuation is not suitable for continuous media.
1520-9210/01$10.00 ©2001 IEEE To address the above issues, we propose a new multimedia streaming TCP-friendly protocol (MSTFP) to iteratively combine forward estimation of network condition with information feedback control to optimally track network status. Our proposed MSTFP is well suited for continuous media streaming since it integrates accurate throughput calculation with historyrelated rate adjustment.
In some applications where audio, video and data, or a set of visual elements are delivered simultaneously over the Internet, the media rates are usually aggregated. To make the aggregated bit-rate equal to or less than the Internet available bandwidth, independent control for each media is usually employed by allocating a fixed rate to each media. However, this may lead to large variations in quality among different media and thus cause inefficient utilization of the Internet resource.
Unlike independent control, joint control only needs to maintain a constant aggregate bit-rate while allowing bit-rate of each media to vary. Recent studies have shown that joint control is more efficient than independent control for multiple media coding [12] - [14] . However, none of these approaches takes the time-varying network conditions into account. Since different media may have different quality degradations under various network situations, it is intuitive to move bits from less active and lightly degraded media to more active and heavily degraded ones.
In order to alleviate the aforementioned problems, we further propose a novel resource allocation scheme for multiple media streams to achieve end-to-end optimal quality according to the estimated network bandwidth and media rate-distortion functions.
The rest of this paper is organized as follows. In Section II, we present our end-to-end architecture for multiple media streaming over the Internet. In Section III, we first describe an Internet packet loss ratio model for forward estimation, followed by the description of available bandwidth estimation algorithm and sending rate smoothing scheme. Then, a new TCP-friendly protocol is proposed with combination of forward modeling and feedback control. In Section IV, we present our novel resource allocation algorithm. Section V gives simulation results and Section VI provides conclusions and discussions.
II. AN END-TO-END TRANSPORT ARCHITECTURE FOR MULTIMEDIA STREAMING
In media streaming, multiple servers and multiple clients are usually deployed in the same session. Fig. 1 depicts a general architecture where several continuous media servers play back multimedia streams for heterogeneous clients over the Internet. Each server is able to support a large number of requests simultaneously. Each client, on the other hand, is able to request services from different servers. Since each client has its own bandwidth requirement, usually it is difficult to achieve the optimal end-to-end QoS. In this paper, resource allocation is performed in the sender to achieve such a goal. Fig. 2 depicts our proposed end-to-end transport architecture for multimedia streaming over the Internet. The media data is first controlled by the global buffer in the sender and then transmitted using our proposed TCP-friendly protocol. On the re- ceiver side, the control data such as packet loss ratio and packet transmission time are fed back to the encoder while received data are de-multiplexed and decoded. Consequently, the encoder uses the feedback information to forwardly estimate the channel status and control the media quality. As a result, by combining the estimated bandwidth with media characteristics, this architecture can deliver multiple media streams with good visual quality across the congested network.
The key components in this framework consist of MSTFP, global buffer control, and quality adaptation and resource allocation. MSTFP periodically monitors network status and regulates the server's transmission rate. Forward channel estimation and network status feedback are iteratively integrated to optimally track network condition.
Global buffer control module controls synchronization of various media. Different media is jointly controlled so that the buffer space can be optimally allocated to each media. As men-tioned above, bits are moved from less active and lightly degraded media to more active and heavily degraded ones.
Quality adaptation and resource allocation adjusts the quality of the transmitted streams. First, this module periodically estimates the available bandwidth from MSTFP. Second, network-adaptive rate-distortion functions for each media are modeled. Third, bit allocation among each media is performed to adapt each media's rate to its available resource.
We will present details for those modules in the following sections.
III. MULTIMEDIA STREAMING TCP-FRIENDLY PROTOCOL

A. Packet Loss Model
In the Internet environment, data are transmitted on a packet-by-packet basis. When delivered over the Internet, usually a packet is either received correctly or lost. These losses are mainly caused by network congestion and queueing delay. A packet loss model determines the probability of the event that a packet is lost.
We tend to model packet loss in the Internet over a period of time. It is useful to know how much past information is necessary to calculate the parameters of a loss model. Assume the packets can be represented as a binary time series , where takes 1 if the th packet has arrived successfully and 0 if it is lost.
To precisely represent the loss status of the Internet, we use two kinds of information. The first one is the number of loss packets and the number of received packets; while the second one is the length of the good runs and the length of loss runs. The length of good runs is the length of the portions of the trace that consist solely of consecutive 1s. Similarly, the length of loss runs is the length of the portions of the trace that consist solely of consecutive 0s.
The typically used packet loss models are the Bernoulli model and the two-state Markov model. In the Bernoulli model [15] , packets are assumed to be independent and identically distributed. Under this assumption, this model can be characterized by a single parameter, packet loss ratio . It can be estimated from a sample trace, i.e., , where is the number of times the value 0 occurs (packet is lost) in the observed time series and is the total number of samples in the time series. The length distributions of good runs and loss runs are , and , , respectively. In the two-state Markov model (see Fig. 3 ) [15] , the loss process is modeled as a discrete-time Markov chain with two states. The current state of the stochastic process, depends only on the previous value . Unlike the Bernoulli model, this model is able to capture the dependence between consecutive losses with an additional parameter.
The transition probabilities between the two states are calculated as and . The maximum likelihood estimators for and are and , respectively, where is the number of times in the observed time series when 1 follows 0 and is the number of times when 0 follows 1. is the number of 0s and is the number of 1s in the trace. It can be derived that the length distributions of good runs and loss runs are , and , , respectively. This model can be characterized by the following matrix that includes two parameters, and : (1) Note that if equals , the two-state Markov model is equivalent to the Bernoulli model, meaning the probability of loss is independent of the previous state. In addition, the relative values of and provide us information about how burst the losses are. Specifically, if
, the loss of current packet is more likely provided that the previous packet was lost rather than received successfully. If , on the other hand, the loss of current packet is more likely if the previous packet was not lost.
In this paper, we use this two-state Markov model (Gilbert model) to model packet loss in the Internet.
B. TCP-Friendly Protocol for Multimedia Streaming
For audio/video streaming application, it is desirable to adjust its transmission rate according to the perceived congestion level in the network. Through this adjustment, a suitable loss level can be maintained and bandwidth can be shared fairly between connections.
To reach such a goal, we take the characteristics of packet loss and bandwidth fluctuation into account. We propose a new MSTFP that minimizes the number of future packets likely to be dropped and smoothes the sending rate. Our MSTFP works as follows. The receiver monitors the network condition and gathers related information; while the sender changes its sending rate according to the available network bandwidth estimated from the packet loss ratio, RTT, and retransmission timeout (RTO) values.
The MSTFP protocol is composed of a sender part and a receiver part. The sender transmits data packets to the receiver at a certain rate. The header of the sender-side packet includes the packet sequence number, time stamp indicating the time when the packet is sent ( ), and the size of the sending packet. The receiver sends feedback to the sender at regular intervals. The receiver-side packet consists of the time interval of a packet spent in the receiver side ( ), the time stamp of the packet sent from the sender ( ), the estimated packet loss ratio, and the rate at which data is received. Based on the receiver's feedback, the sender adjusts its sending rate in a TCP-friendly manner.
The process of optimally tracking of network conditions using MSTFP consists of four stages: 1) estimating packet loss ratio; 2) estimating RTT and RTO;
3) estimating available network bandwidth; 4) adjusting sending rate.
1) Packet-Loss-Ratio Estimation:
The receiver monitors the network condition and records the states of lost or received packets. The state transition probability is first calculated using the formula introduced in the previous section. Then the probability of the event that the trace is in the loss state is given by (2) 2) RTT and RTO Estimation: Based on the receiver's feedback packet, the sender adjusts the current RTT using the following equation:
where RTT current round trip time; RTT estimated round trip time; now time stamp indicating the time at which the packet was received in the sender; weighting parameter that is set to 0.75 in our work. Note that this weighting parameter is set to 0.875 in the traditional TCP congestion control algorithm. Considering the real-time requirement, we choose a smaller weighting value such that the recent RTT value has a higher impact on the RTT estimation.
After calculating the RTT, the RTO can be defined as
where is recommended to be 4; RTT is the estimated round trip time; and RTTVAR is a smoothed estimate of the variation of RTT which can be represented as
where RTTVAR is the current RTT variation, and the weighting parameter is set to 0.25, as discussed in [16] . 3) Available Bandwidth Estimation: After the above procedures, the sender estimates current available network bandwidth. The typical formula used to estimate the network throughput is [4] , [5] , [9] rcvrate RTT (6) where is a constant that is usually set to either 1.22 or 1.31, depending on whether the receiver uses delay acknowledgment. As discussed in Section I, this formula is not suitable for estimating bandwidth in some cases. In other words, since (6) does not take timeouts into account, it usually overestimates the connection throughput when loss ratio is higher than 5%. Padhye et al. [11] proposed a formula to calculate the network throughput. Afterward, several people adopted this formula in their studies [6] , [8] . This formula is given by (7), shown at the bottom of the page, where
PacketSize size of the sending packet; RTT estimated round trip time; RTO retransmission timeout; packet loss ratio. It can be seen that RTO has been considered in this formula. Note that in [6] , [8] , [11] , and [17] , the current packet loss ratio and RTT are used, which is not suitable for the future bandwidth estimation at the next time interval. In our approach, the calculated RTT and are all estimated for the next time interval, which can be used to estimate the future available bandwidth using (7).
4) Network-Based Sending Rate Adjustment:
Having learned the available bandwidth, the sender can adjust its sending rate based on the estimated value. Note that the TCP-throughput model is based on the previous loss and delay observed during the lifetime of a connection. However, rate adjustment decisions need to be made based on the current loss and delay values. As the observed losses and round trip delays vary dynamically, using TCP-throughput model as the only criterion for rate adjustment results in a rather fluctuant sending rate that might lead to annoying perceived quality for multimedia. Usually TCP congestion control is based on AIMD, which increases its transmission rate by an additive increase rate (AIR) without facing losses and decreases its transmission rate by a multiplicative decrease rate (MDR) otherwise. In our scheme, we use the estimated network bandwidth to dynamically adjust the sending rate. To smooth the sending rate, we alter the transmission rate according to some network-related information, such as network congestion degree (i.e., packet loss ratio), bandwidth variation, and adjusting interval, as follows.
• Increment in transmission rate: appropriate if the sender experiences loss when transmission rate is less than the available connection capacity.
• Slight reduction in transmission rate: appropriate if the sender experiences loss when transmission rate is at or around the available connection capacity.
• Aggressive reduction in transmission rate: appropriate if the sender experiences congestion loss when transmission rate is higher than the available connection capacity. Quantitatively, we use the following procedure to control the sending rate related to the current packet loss ratio, bandwidth rcvrate PacketSize RTT RTO (7) variation, and adjusting interval (see (8) at the bottom of the page) where now time stamp indicating the time at which the current adjustment happened; lastchange time stamp indicating the time when last adjustment occurred; currate current sending rate; currate updated sending rate; weighting parameter for rate smoothing that is set to 0.75 in our work; reduction factor that determines the degree of the reaction of the sender's losses. A higher value results in a faster reduction of the transmission rate but a more oscillatory behavior. A lower value, on the other hand, leads to more stable rate value but results in longer convergence period. Note that is related to the adjustment interval. In our scheme, this reduction factor is set based on the adjustment interval. Considering the tradeoff between convergence time and stability, is constrained between 1 and 2. The advantage of our scheme is that the sending rate can be increased or decreased very smoothly according to the networkrelated information. In other words, MSTFP has less variation in the transmission rate and is less sensitive to packet loss. In summary, our proposed MSTFP has two good features: "TCPfriendliness" and "rate smoothness."
IV. RESOURCE ALLOCATION FOR MULTIMEDIA STREAMING
Dynamic resource allocation is essential for distributed multimedia systems that support application-level control. As described in Section II, it can be implemented by integrating global buffer control, media rate control, and dynamic network bandwidth estimation. One of the challenges of resource reallocation is global coordination of the feedback information from multiple streams.
Since bandwidth resource is scarce in today's Internet, it is important to manage available bandwidth resource in an optimal way, e.g., send the most relevant contents to the receiver according to the available bandwidth. If the essential (e.g., higher priority) contents are available with acceptable quality, the final quality may be higher than that if all the contents are available with unacceptable quality.
Different applications such as file-transfer, web browsing, and audio/video streaming have different tolerances to mismatches between sending rate and network bandwidth. For example, file-transfer does not have real-time constraint. Audio/video streaming, on the other hand, has real-time constraint. The difference between the sensitivities to human aura and visual systems indicates that the audio and video should be handled differently when adverse conditions arise, thereby affecting the playback of media streams. It is known that the aural sense is more sensitive to disturbances than the visual one. Therefore, it is appropriate to assign higher priority to audio than video. If data needs to be discarded when congestion occurs in the network, it is preferable to discard the video data first. For the video data, in some applications it may also be possible to use receiver's information, e.g., delete backgrounds or transmit high-priority objects when there is not enough bandwidth available, to improve the subjective quality. In some other applications, we may just transmit the important layers such as base layer and lower enhancement layers when bandwidth is limited. Therefore, selectively protecting the scene content according to the priority of its relevance and its application is very useful and important for the final subjective impact.
Our objective of resource allocation is to minimize the overall distortion under the total bit-rate constraint. We classify media streams into two types: one is continuous media (CM); while the other is noncontinuous media (NCM). MSTFP is used for delivering CM, such as audio and video, and TCP is adopted for transmitting NCM, such as emails and web traffic. We denote the sending rate of th media stream for the CM as , the distortion obtained in this stream as , and the quality-impact degree of this stream as . We further denote the sending rate of th media stream for the NCM as , which is determined by the maximum tolerant latency of the media. Then our resource allocation problem is formulated as Minimize subject to CM NCM (9) where is the total bit budget for the current time instant obtained from MSTFP, i.e., currate 
Note that each CM media has its own rate and distortion relation given by . The above optimization problem heavily depends on this R-D function. In streaming media over the Internet, the distortion is composed of the source distortion and the network distortion. The former is caused by media rate control and the latter is caused by Internet transmission. Considering the similar characteristic of audio and video in rate control, we will use video as an example of CM to demonstrate our resource allocation scheme in this paper.
It is well known that packet loss ratio greatly affects media quality. Frossard analyzed the packet-loss effect on MPEG-2 video quality [18] . Moving picture quality metric (MPQM) is used to evaluate the subjective video quality. Video quality rating is scaled from 1 to 5. It is shown that the video quality remains constant as packet loss ratio is within a certain range. When packet loss ratio is beyond a certain value (e.g., about 10 ), the video quality drops sharply. It is also shown that, the higher the bit-rate (the smaller the quantization parameter), the sharper dropping of video quality after that value. We apply this approach to MPEG-4 video and obtain similar results, as shown in Fig. 4 . Fig. 5 shows the relation between MPEG-4 video quality and encoding bit-rate under packet loss ratio of 10 . From Fig. 5 , it can be seen that there is an optimal point in which best quality is achieved. We observe that joint analysis of rate control with packet loss can obtain good visual quality. Such an observation is important for developing our network-adaptive resource allocation schemes.
In the following, we will present our new network-adaptive rate control scheme for MPEG-4 MoMuSys codec consisting of multiple video objects (MVOs) and network-adaptive bit allocation scheme for MPEG-4 progressive fine granularity scalable (PFGS) multilayer scalable codec [19] .
A. Network-Adaptive Rate Control for Multiple Video Objects in MPEG-4
MPEG-4 is an object-based video coding standard in which a visual scene is typically composed of video objects (VOs). Each VO is individually coded to give rise to an elementary stream, which can be individually accessed and manipulated. The composition information is sent in a separate stream. For MVO streams, foreground objects receive most attention from the viewer, while background objects is less important. In addition, foreground objects usually change rapidly, while background objects change slowly. Therefore, they may have different impact on overall video quality.
Similar to other video coding standards such as MPEG-1, MPEG-2, and H.26x, the bit-rate of video encoder can be affected by choosing a quantizer of each DCT transformed macroblock. Since the network bandwidth used for transmission of the coded video sequence is finite, a rate-control system is needed for achieving the best buffer occupancy related to the available network bandwidth. Since the MPEG-4 coder is designed for coding each video object plane (VOP) independently, each VOP can be assigned different quantizer to regulate its bit-rate according to the global rate target that should be network and buffer controlled.
In this section, we describe a rate control scheme for MVOs that achieves minimal distortion in a global scene. Fig. 6 illus- trates the block diagram of the proposed rate control scheme for MVOs. Compared to the standard rate control schemes in MPEG-4 [13] , [14] , our proposed approach has the following new features:
• new rate-distortion model that adapts to the varying network condition; • global buffer updating to control frame skipping and synchronization among various objects; • dynamically allocate target bit-rate among different objects according to the estimated network bandwidth.
1) Network-Related R-D Model:
In the current MPEG-4 rate control scheme, the number of bits corresponding to shape, motion, and texture information can be directly predicted by taking the observed value from the previous VOP of the same type and the same object. The employed stochastic model of the texture coding process consists of rate prediction function and distortion prediction function. Chiang et al. [20] proposed the following two quadratic functions to predict the number of bits that used to encode the th VOP and estimate the corresponding distortion:
where MAD is the mean absolute difference of the th VOP, and , , , and are control parameters. Appropriate updating of control parameters has been developed. However, packet loss occurred during video transmission is not considered in the above functions. As stated earlier in this section, the varying packet loss ratio and the sending rate have impact on video quality. Video quality deteriorates quickly as the packet loss ratio and the sending rate beyond a certain point. To take the packet loss ratio into account, we modify (12) as follows: (13) where is an additional control parameter.
2) R-D Model Updating:
In (11)- (13), all the control parameters vary with time and depend on the coding types of a VOP. The rate-distortion model should be updated based on the encoding results of the current frame as well as those from a specified number of previous frames. Assuming that the sequence properties vary slowly, the estimation of the model parameters { } can be done by the least mean squares (LMS) approach as in [14] .
There are different strategies for model estimation and updating. In our approach, we try to ensure that the derived functions have realistic dependence on the quantization parameter ( ). A different set of model parameters are kept for the VOP and are updated after encoding each VOP by applying the LMS adjustment on a data set consisting of most recent observations. Each resultant function is then checked for monotonicity in the interval [ ]. If the monotonicity test fails, the control parameters are calculated by a convex linear combination of those control parameters. Mathematically, if the initial coefficients are , , , and the coefficients from the previous model are , , and , then the control parameters can be updated as follows: (14) (15) where is obtained so that the polynomial (16) is nondecreasing in the interval [ ]. Finally, is updated by the LMS approach.
3) Target Bit Allocation and Quantization Adjustment: The objective of rate control is to allocate the target bits properly so as to minimize the overall distortion to achieve the optimal quality for all the video frames. Considering the quality impact of different VOs, a natural choice for the objective of rate control is to minimize the weighted average of the distortion of the different VOs. Such a problem can be represented as minimize subject to (17) where is the total bit-rate budget for the current time instant obtained from the buffer control algorithm and the MSTFP protocol, and is the weighting factor for the th VO. By assigning larger weighting factors to the semantically more important VOs, the encoder is indirectly instructed to be more careful with them than with other less important objects. Setting all weighting factors to be equal, i.e., , results in a dynamic allocation of the rate aiming at minimizing the average distortion over the global scene.
In our scheme, two different approaches can be used to determine the weighting factor for each video object. One is to allow users to assign these factors, , for each VOP to represent the priority of the VOP since each object may have different impact. The other is to calculate the factors based on the characteristics of each object, such as size, motion, and distortion. In this way, the weighting factor for object is given by
where SIZE , MOT , and MAD are the size (number of macroblocks), motion (value of motion vector component), and MAD of object , normalized by the total SIZE, MOT, and MAD of all the objects, respectively. The weights satisfy and , whose values can be assigned based on users' interest.
In order to maintain constant quality for whole video sequence, the of each VOP is limited to the range from 1 to 31. It is allowed to change within the pre-defined range ( ), i.e., , where subscript represents the current number and represents the previous one.
4) Joint Global Buffer Control:
Joint global buffer control is used to control frame skipping and synchronization among various objects. Using the proposed MSTFP protocol, we first estimate the current available network bandwidth ( ).
Together with the number of bits spent in the previous time instant ( ), the frame rate ( ), the size ( ), and the occupancy ( ) of the encoder buffer, the target rate and global buffer are then updated for each frame. The total target bits from the joint buffer control are allocated for each VOP. The buffer size is changed to . The occupancy of the buffer is changed as follows:
is larger than a given buffer margin , the encoder skips the encoded frames until the buffer occupancy lower than . The buffer occupancy is reduced by bits when one frame is skipped. In our scheme, frame skipping occurs after all the VOs in the scene have been encoded. This is because when the global scene is considered, all the VOs composed of the scene should be encoded at the same frame rate.
B. Network-Adaptive Bit Allocation for Scalable Video
In this section, we present a network-adaptive bit allocation scheme for multilayer scalable video codec. We use PFGS video codec as an example although our approach can be applied to any scalable codec such as fine granularity scalable (FGS) [21] . In our scheme, we combine PFGS codec with network-adaptive unequal error protection (UEP) across packets. We strongly protect the base layer of PFGS against packet loss so as to be decodable even if no enhancement layers are available by employing UEP based on Reed-Solomon (RS) forward error correction (FEC) code.
The difficulty encountered in joint bit allocation between source and Internet channel is how to add FEC so that the decoder can still recover the lost frames correctly. Obviously, it can be observed that under a given channel rate, the additional FEC packets reduce the available rate for source coding, thus resulting in a tradeoff between source coding and FEC. In this paper, we address how to optimally allocate bits between source and FEC based on the R-D function such that the decoder can still successfully recover the lost packets. Specifically, in our scheme the optimal bit allocation is dynamically adjusted according to varying video characteristic and network condition. We formulate this problem as follows. Let denote the network bandwidth available for transmission at time . Let and denote PFGS source rate and rate of FEC packets, respectively. Furthermore, let and represent PFGS source distortion and distortion from FEC packets, respectively. Then the problem becomes how to allocate the available bit-rate at time so that the optimal and are obtained by minimizing end-to-end video distortion under the following constraint:
, i.e., minimize subject to (20) The block diagram of our bit allocation scheme for the PFGS source and UEP is illustrated in Fig. 7 . PFGS source coder encodes input video into two layers: one is the base layer (BL) that carries the most important information; the other is the enhancement layer (EL) that carries less important information. The EL bit stream can be truncated anywhere. These layers are packetized and protected against packet loss according to their importance and network status using different FEC. The channel estimation module adaptively updates the network status as discussed before. On the receiver side, channel decoder reconstructs packets for each layer and display video after source decoding. To efficiently deliver video over Internet, several error resilience mechanisms have been adopted in the video coder, such as error localization, data partition, error concealment, etc.
The idea of FEC across packets is to transmit additional packets that can be used in the receiver to reconstruct lost packets. Our FEC scheme uses RS codes across packets. RS codes are perfectly suitable for error protection against packet loss, because they are the only known nontrivial maximum distance separable codes, i.e., there are no other existing codes that can reconstruct erased symbols from a smaller fraction of received code symbols [22] . An RS ( ) code with length and dimension encodes information symbols containing bits per symbol into a codeword of symbols. With the knowledge of error position, RS ( ) can generally correct up to symbol errors. To evaluate the performance of an RS ( ) code, we need to know the probability that more than packets are lost. We can compute this probability if we know the probability of which packets are lost within packets.
As stated above, we use the two-state Markov model to estimate network status. This model is determined by the distribution of error-free intervals (gap). Let gap length be the event that after a lost packet, packets are received and then another packet is lost. The gap density function gives the probability of gap length , i.e.,
. The gap distribution function is the probability of gap length greater than , i.e., . They can be derived as for for (21) for for .
Let be the probability of packet losses within the next packets followed by a lost packet. It can be calculated using recurrence, as shown in (23) at the bottom of the page. Then, the probability of lost packets within packets is for (24) where is the average of packet-loss probability. Now, the probability that more than packets are lost within the packets can be represented as . This probability is the residual loss probability experienced by a video decoder after RS decoding, which can be used to design the overall system if how many losses are acceptable for a video decoder is known.
In the multilayer scalable video coder such as PFGS, the impact of the residual loss probabilities of different layers on the video quality is not equal. This layered coding framework is well suited for prioritized transmission. Base layer can be assigned to a high-priority class while enhancement layers can be assigned to lower priority classes. Since the current Internet only provide best-effort service, prioritized transmission can be achieved by applying unequal loss protection scheme to different layers. In our work, unequal loss protection is achieved by protecting different layers with different FEC codes. More specifically, strong channel-coding protection is applied to the base-layer data stream to produce a higher-priority data class while weaker channel-coding protection is applied to the subsequent enhancement layers to produce low-priority classes. This will result in that the base-layer data stream will experience a lower packet-loss probability while delivered over Internet. The packetization of PFGS with UEP is depicted in Fig. 8 . The transmission order for the packets is marked as dash line.
It is well known that efficient FEC codes are desirable to enable error recovery with as little overhead as possible. For RS for for . Fig. 9 . Generation of FEC packets using fixed-length packetization scheme.
code used in our work, maximizing the FEC code rate for specific network condition is quite important to improve the protection efficiency. We should point out that, since the data packet sizes are not fixed, for a block of data packets, the resulting FEC packets are all of the maximal size (denoted as PacketLen1).Meanwhile, stuffing is needed for the data packets. This will decrease the utilization efficiency of the available bandwidth.
To increase the bandwidth utilization, the error resilient entropy code (EREC) approach [23] is applied in this work (see Fig. 9 ) to reassemble different packets of data into packets to form a block of packets (BOP). The basic idea of EREC is to reorganize the variable-length blocks into the EREC frame structure such that each block (slice in PFGS case) starts at a known position within the code. In this way, the decoder can independently find the start of each block. The EREC frame structure is composed of slots of length (equal to PacketLen2 in this case) bytes to yield total length of bytes to transmit. The slots of data can be transmitted consecutively without risk of any loss of synchronization. Each EREC frame can be used to transmit up to variable-length blocks of data, provided that the total data to be coded does not exceed the total available bits. The EREC places the variable-length blocks of data into the EREC code structure using a bit-reorganization algorithm that relies only on the ability to determine the end of each variable-length block. The details of the bit-reorganization algorithm can be found in [23] .
By using the EREC approach, fixed length packetization is achieved. Small stuffing is needed in this fixed-length packetization scheme. The packet size changes from PacketLen1 to PacketLen2. The bandwidth utilization is improved approximately by PacketLen2 PacketLen1 PacketLen2 100%. Since some error resilience mechanisms have been used in PFGS, the distortion for packet loss may just affect the slice. On the encoder side, distortion for each slice can be measured independently in advance. Let stand for the source perceptual distortion-rate function. Our problem is finding the optimal FEC scheme ( ) for different layers to minimize the end-to-end distortion Minimize (25) where distortion that th packet at th layer is lost; distortion weight for the th layer; number of layers to be transmitted. Based on the decoder performance of PFGS, if the corresponding packet at any lower layers is lost, the packet of this layer is treated as lost whether or not it is received.
V. SIMULATION RESULTS
In this section, we implement our proposed architecture and algorithms. The purpose of this section is to demonstrate the following:
1) MSTFP can track varying bandwidth well, be TCP-friendly, and have a smooth sending rate; and 2) our resource allocation scheme can adapt each media rate to the available estimated bandwidth with good perceptual media quality under varying network conditions. We used the network simulator (NS) Version 2 [24] to study the performance of the MSTFP protocol and the resource allocation schemes for the MPEG-4 MVOs and multilayer scalable video. The network topology in the simulation consists of a single shared bottleneck link, as shown in Fig. 10 . The senders reside on one side of the link and the receivers are on the other side. All links except the bottleneck link are sufficiently provisioned to ensure that any drops/delays occurred are only caused by congestion at the bottleneck link. All links are drop-tail links. In the simulations, the background traffic consists of infinite-duration TCP-based connections, e.g., TCP1, TCP2, and infinite-duration real-time-adaptive protocol (RAP) connections, e.g., RAP1, RAP2, proposed by Rejaie et al. that properly model the real-time Internet traffic [4] .
A. Performance of MSTFP
We define the "friendliness" metrics as follows. Let denote the total number of monitored MSTFP connections and denote the total number of monitored TCP connections. We further denote the throughputs of MSTFP connections as and those of TCP connections as . Then the average throughputs of MSTFP and TCP connections are, respectively, defined as and (26) The friendliness measure is defined as (27) To evaluate "rate smoothness" of MSTFP connections, let , respectively, represent the sending rates at different time instances of the th MSTFP connection and , respectively, represent the sending rates at different time instances of the th TCP connection, then sending-rate variation of MSTFP and TCP connections are, respectively, defined as and (28) The smoothness measure is defined as (29) Note that means the th MSTFP connection is smoother than the th TCP connection. Fig. 11 depicts the simulation results of throughput for different connections. The friendliness measures, calculated using (27), are 1.04 between MSTFP and TCP and 2.01 between RAP and TCP. It can be easily seen that our proposed MSTFP is friendlier to TCP than RAP.
The sending rates for different connections are illustrated in Fig. 12 . The smoothness measures, calculated using (29), are 0.29 between MSTFP and TCP and 0.31 between MSTFP and RAP, respectively. From Figs. 11 and 12 , we can see that our proposed MSTFP renders smoother sending rate than TCP and RAP.
B. Performance of Resource Allocation Scheme
To demonstrate the effectiveness of network bandwidth adaptation to varying network conditions, we use our proposed protocol, MSTFP, to track varying network bandwidth. Fig. 13 shows the tracking results using MSTFP. The upper figure shows bandwidth variation from 320 kb/s to 480 kb/s and the lower figure shows bandwidth variation from 80 kb/s 140 kb/s. It can be seen from Fig. 13 that given varying network bandwidth, MSTFP can track the available network bandwidth well.
1) Performance of the Network-Adaptive Rate Control Scheme:
This simulation is to demonstrate the effectiveness of our proposed network-adaptive rate control scheme. In this simulation, we used a standard MPEG-4 codec with MVOs and the unrestricted motion vector modes to test two rate control schemes: 1) our network-adaptive MVOs rate control and 2) MPEG-4 standard MVOs rate control (Q2) without the knowledge of network bandwidth and packet loss ratio. We made a minor change on the frame-skipping in the MPEG-4 Q2 scheme to maintain all the objects of the same scene to a constant frame rate. In both cases, the first frame was intra-coded and the remaining frames were inter-coded. The testing video sequence is News. Fig. 14 illustrates the VOs for sequence News. The sequence consists of four objects: 1) background (obj0), 2) monitor (obj1), 3) newscasters (obj2), and 4) subtitle (obj3). Among these four objects, background and subtitle are less important than the other two. In our simulation, the weighting factors for these objects are, respectively, selected as 0.7, 1.2, 1.2, and 0.2 according to its own quality impact.
We use PSNR as a metric to measure video quality. For an 8-bit image with intensity values between 0 and 255, the PSNR is defined as PSNR RMSE , where RMSE stands for root mean squared error. Given an original image and the compressed or degraded image , the RMSE can be calculated as RMSE
A fair comparison of PSNR between the two rate-control methods with different frame skipping is not trivial. A rate-control technique that skips more frames would typically spend more bits per coded frame and could easily have a very high average PSNR per coded frame. In the rate-control testing in MPEG-4, it was decided that, when a frame was skipped, the previous encoded frame should be used in the PSNR calculation because the decoder displays the previous encoded frame instead of the skipped one. We calculate the average PSNR using this approach in our simulations.
To demonstrate the effectiveness of our network-adaptive rate control scheme for different applications, we conducted simulations at two different bit-rates: high bit-rate and low bit-rate. At high bit-rate, News, was coded in CIF at a temporal resolution of 15 fps (frame per second) under network condition from 320 kb/s to 480 kb/s. At low bit-rate, it was coded in CIF at a temporal resolution of 10 fps under network condition from 80 kb/s to 140 kb/s. In both cases, the corresponding packet loss ratio varies from 0.5% to 5%.
Case 1: High Bit-Rate: We perform simulation using our network-adaptive rate control scheme at a high bit-rate for News. Fig. 15 shows comparison results of PSNR using our proposed rate control scheme and MPEG-4 Q2 scheme. In order to show the results clearly, we only show the simulation results of two objects in one figure. This figure shows that we obtain higher PSNR values except for background. Fig. 16 shows comparison results of PSNR using our proposed rate control scheme (solid line) and the MPEG-4 Q2 scheme (dashed line). Having considered the varying network condition and different quality impact of each video object, we distributed available bits to more important objects such that the global quality is improved. Fig. 17 shows comparisons of the reconstructed frames of sequence News using our rate control scheme and the MPEG-4 Q2 scheme. In this figure, the upper left image is the reconstructed 80th frame using our rate control scheme; while the upper right image shows the reconstructed 80th frame using the MPEG-4 Q2 scheme. The lower left image of the figure shows the reconstructed 90th frame using our proposed rate-control approach and the lower right image is the reconstructed frame using MPEG-4 Q2 scheme. Table I depicts the comparison results of average PSNR for each object and whole sequence using our proposed networkadaptive rate control scheme and the MPEG-4 Q2 scheme.
From Figs. 15-17 and Table I , it can be seen that our proposed network-adaptive rate control scheme outperforms the MPEG-4 Q2 scheme at high bit-rate both subjectively and objectively.
Note that we get lower PSNR for object 0 in Fig. 15 and Table I , because object 0 is background and we assign fewer bits to it in our proposed rate control scheme to achieve better quality for the foreground objects.
Case 2: Low Bit-Rate: We perform simulation using our network-adaptive rate control scheme at low bit-rate. Fig. 18 shows the comparison results of PSNR for News sequence at low bit-rate using our proposed rate control scheme and the MPEG-4 Q2 scheme. In order to show the results clearly, we only show the simulation results of two objects in one figure. It can be seen from Fig. 18 that we obtain higher PSNR values for monitor and newscasters; while obtaining lower PSNR values for subtitle and background. Since monitor and newscasters are foreground objects, which are more sensitive to users perceptual quality, we achieve higher PSNR in the global scene, as depicted in Fig. 19 . Fig. 19 shows comparison results of PSNR using our proposed rate control scheme (solid line) and the MPEG-4 Q2 scheme (dashed line). In both cases, the PSNR values of the tested video drops sharply due to frame skipping. We can see that the number of frames skipped is reduced using our scheme. Notice that at the initialization stage, our scheme gets poorer quality than the MPEG-4 Q2 scheme. Actually, there are several frames skipped in that stage. This is because the joint global buffer control is adopted for frame skipping in our rate control scheme. When the buffer occupancy is over a certain margin, frame is skipped and buffer occupancy is decreased by the frame size rather than set to 0 in the MPEG-4 Q2 scheme. This frame-skipping policy will increase the stability of network overload, but results in a longer convergence period. One possible approach for solving this problem is to use a pre-fetching buffer. Table II depicts comparison results of the average PSNR for each object and whole sequence using our proposed networkadaptive rate control scheme and the MPEG-4 Q2 scheme.
From Figs. 18 and 19 and Table II , it can be seen that our proposed network-adaptive rate control obtains better results than the MPEG-4 Q2 scheme at low bit-rate. Note that we get lower average PSNR for object 0 and object 3, which are background and text, respectively. This is because we assign fewer bits to them in our rate control scheme to achieve better quality for the foreground objects.
2) Performance of the Network-Adaptive Bit Allocation Scheme:
This simulation is to demonstrate effectiveness of our proposed network-adaptive bit allocation scheme for PFGS. In this simulation we tested: 1) our network-adaptive bit allocation scheme and 2) PFGS without knowledge of network bandwidth and packet loss ratio. In both cases, the first frame was intra-coded and the remaining frames were inter-coded. The testing video sequence is Foreman, which is coded in CIF at a temporal resolution of 15 fps. We conducted simulations under network condition from 320 kb/s to 480 kb/s. The corresponding packet loss ratio varies from 0.5% to 5%. Fig. 20 shows comparison results of PSNR for Foreman sequence using our proposed bit allocation scheme and the PFGS scheme. It can be seen that, overall, our scheme outperforms the PFGS scheme, especially in the packet loss cases. It can also be seen that the video quality achieved by our approach changes Fig. 18 . Comparisons of PSNR for different objects using our approach and the MPEG-4 scheme. Fig. 19 . Comparison of PSNR for whole scene of News using our approach and the MPEG-4 Q2 scheme. more smoothly. In contrast, the quality of the reconstructed sequences using the PFGS scheme is more fluctuant. Note that in Fig. 20 for few frames, the PSNR values for the PFGS scheme are higher than ours. This is because we spend some bits for error protection from the source in the PFGS scheme according to its layer priority and estimated network bandwidth, while for the PFGS scheme, all the bits are allocated to the source. It can be seen from Fig. 20 that when packet loss does occur, we achieve significantly better PSNR compared to the PFGS scheme. In addition, since errors due to network congestion occurred randomly and are reflected at different frame locations, we get slightly different performance in terms of PSNR in the same simulation condition. Table III depicts comparison results of average PSNR for whole sequence and average overhead using our proposed network-adaptive bit allocation scheme and the PFGS scheme. Fig. 21 shows two reconstructed frames of sequence Foreman using our bit allocation scheme and the PFGS scheme. In this figure, the upper left image is the reconstructed 29th frame using our bit allocation scheme; while the upper right image shows the reconstructed 29th frame using the PFGS scheme. The lower left image shows the reconstructed 46th frame using our proposed bit allocation approach and the lower right image is the reconstructed frame using the PFGS scheme.
From Figs. 20 and 21 and Table III , it can be seen that our proposed network-adaptive bit allocation approach obtains better results than the PFGS scheme under packet loss network both subjectively and objectively.
In summary, the simulation results presented in this section demonstrate that: 1) our MSTFP can keep good track of network bandwidth through forward estimation and information feedback control. Moreover, it is very TCP-friendly and smoothes sending rate; 2) our resource allocation approach can achieve better overall quality than the MPEG4 Q2 scheme for MVO at low and high bit-rates in packet-loss environment; Fig. 21 . Comparisons of the reconstructed 29th frame (top) and 46th frame (bottom) of sequence Foreman. The images on the left are reconstructed by our scheme and those on the right are reconstructed by the PFGS scheme. 3) our resource allocation approach can achieve better overall quality than that in multilayer scalable codec (PFGS) under packet-loss environment.
VI. CONCLUSIONS AND DISCUSSIONS
This paper addresses how to allocate bits among different media types/objects based on the estimated network available bandwidth so as to obtain good perceptual quality for multimedia streaming over the Internet from an end-to-end perspective. The main contributions of this paper are summarized as follows.
• We proposed a new multimedia streaming TCP-friendly protocol (MSTFP) that combines forward estimation of network condition with feedback control for optimal network status tracking. MSTFP is able to adaptively estimate the network bandwidth and reduce sending-rate variation.
• We designed a global buffer control algorithm to synchronize various media types and achieve R-D-based optimal bit allocation according to network conditions. • We proposed a novel quality-adaptation resource allocation scheme to periodically estimate the available bandwidth using MSTFP. Combining the estimation of available network bandwidth with the media characteristics, our proposed resource allocation scheme for multiple media streams achieves significant improvement in the end-to-end QoS. Simulations using MPEG-4 MoMuSys codec with MVOs and PFGS codec with multilayer demonstrated that our proposed MSTFP adapts fairly well to network bandwidth variations and that our proposed resource allocation scheme achieves good end-to-end visual quality across relatively congested connections at both high and low rates.
In this paper, we used the maximal transmission unit (MTU) of the network as the packet size to ensure the efficiency of network utilization. Studying the relation between packet loss ratio and packetization length is one of the future works. In addition, we studied the bit allocation between source coding and channel FEC based on R-D. A study of bit allocation among source coding, FEC, and ARQ for video streaming over the Internet is another interesting topic for future work [25] .
