In CSMA networks, there is significant overhead associated with packet transmission, including header and contention overhead. For applications where packets are small, such as Voice over IP (VoIP), these overheads mean that a majority of the transmission time is wasted. Packet aggregation is a technique to amortize the per-transmission overhead over multiple aggregated packets. However, existing heuristics are limited, often not considering multi-rate wireless MAC, or operation in a Wireless LAN (WLAN) environment. In this paper we formulate the problem of optimal aggregation for a multi-rate CSMA MAC protocol and show that it is NP-hard. We then propose two heuristics that solve the aggregation problem for multi-rate WLANs. The first, which we call Data Rate based Aggregation protocol (DRA), divides packets in the MAC queue into groups based on their data rate. DRA then aggregates packets in the same group and broadcasts the aggregated frame at the data rate of that group. DRA substantially increases throughput compared to state of the art aggregation protocols; in certain cases achieving up to a 200% increase in the number of VoIP calls supported by a single 802.11g AP. The second heuristic, which we call Data Rate based Aggregation with Selective Demotion (DRA-SD), enables cross data rate aggregation. Through preliminary evaluation, we show that selectively demoting packets can further improve performance.
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I. INTRODUCTION
WiFi networks have seen tremendous growth over the last several years. There are over half million free and pay WiFi locations worldwide [1] and an estimated 149 million home networks; a number expected to grow to a billion by 2030 [2] . A majority of these home networks are also expected to be wireless. However, Wifi network performance is limited due to the bandwidth constraints faced by these networks.
Header and contention overheads significantly affect the capacity of CSMA networks. These overheads are important. Contention overhead, for example, ensures that fair and effective contention for the medium is possible. However, these overheads reduce the bandwidth available for application traffic. For applications that generate small packets, such as VoIP, the overheads can take up more transmission time than the actual application traffic. Moreover, as the physical layer is improved, and new higher data rates are made available, the need for backwards compatibility dictates that the time spent on overhead remains the same while transmission time for application traffic is reduced. This happens, for example, when 802.11 b and g nodes co-exist and 802.11g nodes have to spend a substantial portion of transmission time on PLCP header transmission. This further exacerbates the overhead problem.
A. Motivation -VoIP Over WiFi
VoIP over Wifi (VoWifi) is an example of the type of applications that suffer most from the overheads of 802.11 networks due to the use of small packets. VoWifi calls have significantly increased over the past several years [3] and are predicted to continue increasing in the near future [4] . Wireless LANs (WLANs) need to be capable of meeting this exceeding demand and effectively handling multiple streams of data of varying sizes. However, current WLAN protocols are not efficient enough to do so, especially in the presence of applications that generate small packets, such as VoIP [5] , [6] . Capacity models [5] , [7] - [9] and measurement based works [6] , [10] , [11] show that 802.11b/g APs can carry a very small number of VoIP calls. The overhead of carrying small packets causes VoIP calls to take up much more bandwidth at the physical layer than required by VoIP applications. For example, measurement studies show that a single 64kbps VoIP call reduces ongoing UDP traffic throughput by 900kbps [11] . This limits the number of VoIP calls that can be carried by an 802.11 AP and, in the presence of similar applications that generate small packets, affects the performance of co-existing traffic, such as video streaming traffic.
B. Packet Aggregation
Packet aggregation is a technique that combines multiple application packets into a single MAC frame to improve the performance of WLANs [12] - [15] . Packet aggregation addresses the high overhead problem described above by amortizing the overhead over multiple packets. Initial aggregation protocols combine all packets in the MAC queue, irrespective of destination, and broadcast the aggregated frame [16] , [17] . We call this approach Basic Aggregation (BA). BA does not consider the presence of multi-rate MAC protocols. In an environment where different destinations experience different link quality, the AP must broadcast the aggregated frame at a low enough data rate to ensure that it is received by all destinations [18] . This can cause a significant loss in capacity as packets on high data rate links get demoted to low transmission rates. This impact is not seen in previous studies because the evaluations assume that all links transmit at a fixed rate: the highest rate supported by the radio [16] , [17] . In practice, applying aggregation without consideration to the packet data rates can cause excessive packet demotion, often leading to inefficient operation.
More recently, Destination based Aggregation (DA) was proposed where packets that have the same destination are aggregated and unicast to that destination [13] , [19] . Previous works have used DA to improve back haul traffic in wireless mesh networks [19] . DA is also similar to the aggregation mechanism that is part of the 802.11n standard; however, to the best of our knowledge, its use for improving the performance of WLANs has not been investigated. We show DA has limited aggregation potential. Furthermore, both BA and DA transmit packets in-order. In-order transmission simplifies aggregation, but in general, misses out on more effective packet combinations that reduce the overall number of transmissions.
C. Contributions of the paper
In this paper we formulate the optimal aggregation problem. Our formulation aims at minimizing total transmission time. We show that determining the optimal aggregation setting is NP-hard and present two heuristics to solve the aggregation problem. The first heuristic disables packet demotion completely. The second heuristic allows selective packet demotion, only when it leads to a reduction in transmission time. Specifically, this paper makes the following contributions.
1) We show that, in certain cases, BA can lead to severe performance deterioration and is therefore not an effective aggregation mechanism for multi-rate WLANs. We also show that DA when applied to 802.11 b/g WLANs, can significantly improve downlink performance. 2) We formulate the problem of optimal aggregation in the context of multi-rate WLANs. We use transmission time as a metric to compare the performance of different aggregation mechanisms and to formulate the problem of optimal packet aggregation for the downlink. In the general case, and assuming packet reordering, we show that the problem is NP-hard. 3) We present Data Rate based Aggregation (DRA), an efficient light weight heuristic that aggregates packets for all links that have the same data rate and allows packet reordering. These two properties allow DRA to have a large number of opportunities to aggregate packets and, hence, perform better than DA. At the same time, disabling packet demotion enables DRA to outperform BA. We show that DRA increases WLAN capacity substantially in the scenarios we considered; by up to 200% compared to DA in the presence of coexisting non-VoIP traffic. 4) Our second heuristic, Data Rate based Aggregation with Selective Demotion (DRA-SD), is a first attempt at an algorithm that allows selective demotion of packets. This demotion is allowed when it leads to a reduction in transmission time. Our evaluation of DRA-SD in basic scenarios shows that selective demotion is promising. The remainder of this paper is organized as follows. Section II explains the network structure we study and shows the inefficiency of 802.11 WLANs. Section III shows by example how previously proposed aggregation mechanisms work and how an optimal aggregation protocol for a multi-rate WLAN should work; this leads to Section IV where we present a formulation of the optimal aggregation mechanism for a multirate WLAN and show that determining the optimal aggregation setting is NP-hard. Section V presents the heuristics we propose to solve the aggregation problem and Section VI evaluates the performance of these heuristics. We conclude in Section VII.
II. BACKGROUND AND MOTIVATION: INEFFICIENCY OF 802.11
To motivate packet aggregation, we provide a simple 802.11 capacity analysis and show that it is highly inefficient for applications that generate small packets. Without loss of generality, we assume a single WLAN cell and do not consider the impact of interference external to the cell (e.g., from nearby cells [20] , [21] ). The single-cell network structure consists of an Access Point (AP), connected to the wired infrastructure, and stations associated with it.
We define the bandwidth utilization of a flow (U ) to be the portion of the medium consumed by that flow. U can be determined by three values: the application throughput requirement (t), the data rate at which the station communicates with the AP (R), and the efficiency of the network system (E). We define E as the ratio of the application payload transmission time (T p ) to the total transmission time (T p +T o ). E determines how much of the medium is used up by communication overhead and how much by application traffic. T o is the time spent in transmitting overhead and includes all possible overheads such as header overhead, contention overhead and protocol overhead. Assuming that medium capacity is not exceeded, bandwidth utilization is given as U = t ER . That is, for low efficiency, the same traffic takes up a larger portion of the medium. Figure 1 shows the performance, per the model given above, of an 802.11g WLAN when carrying VoIP traffic. We modeled a G729 codec and included all overheads. These figures do not model collisions and therefore provide upper bounds for capacity and efficiency. Figure 1( Maximum data rate at which packet i can be transmitted
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Data rate of packet m in combination l MT U Maximum Transmission Unit Table I  SUMMARY OF NOTATION MAC). At the physical layer, the PLCP headers require a fixed 20μs to transmit. Other overheads contributing to the inefficiency include the protocol spacing overheads SIFS and DIFS, as well as the time required to transmit the ACK.
According to Figure 1 (b) an 802.11g WLAN can theoretically support a maximum of 61 G729 VoIP calls with 10ms packetization interval; meaning that a call with 8kbps application throughput requirement actually takes up almost 900kbps. This result is similar to performance observed in previous works [11] . Figure 1 
III. AN AGGREGATION EXAMPLE
We use an example scenario to compare the aggregation mechanisms discussed in Section I and show how an optimal aggregation algorithm would work. The metric we use to compare the aggregation mechanisms is the total transmission time, T , as it directly maps to performance [22] , [23] . Given a certain amount of data to be transmitted at particular data rates, the mechanism that has a lower value of T will give higher network capacity. We now show how to calculate the transmission time of a particular transmission schedule.
Consider a WLAN that consists of a single AP and the stations associated with the AP. The notation we use is explained in Table I . The transmissions in the WLAN can be at one of b data rates: R 1 , R 2 , . . . , R b . The maximum transmission unit for the WLAN is MTU. Given a snapshot of this system with n packets and the vector R max defined as follows: R max = {R maxi : Maximum data rate at which packet i can be transmitted} where 1 ≤ i ≤ n, and R 1 ≤ R maxi ≤ R b , the transmission time of these n packets is given as
We use the scenario depicted in Figure 2 to compare the aggregation mechanisms. Figure 2 shows the MAC queue of an access point with twelve packets. The packets are represented as N:D:S; N is the node ID of the next hop for the packet, D is the maximum data rate for this packet and S is the size Figure 2 . Aggregation schedules when using BA, DA or optimal aggregation of the packet in bytes. For this example, the MTU is set at 1700 bytes. The figure shows three aggregation schedules: DA, BA and the optimal schedule. Within each schedule the first block of each frame represents the transmission data rate of the frame. BA and DA aggregate packets in order. Optimal represents the aggregation setting that gives the lowest transmission time possible; the optimal schedule aggregates packets out-of-order when it lowers the total transmission time. The total transmission times (excluding acknowledgements and protocol overheads such as SIFS, DIFS, etc.) are 1556μs, 1840μs, 1504μs, and 1338μs for no aggregation, BA, DA, and Optimal, respectively.
There are a number of observations that can be made from this example. First, BA produces fewer frames compared to DA. Second, BA can increase total transmission time by increasing the number of packets transmitted at lower data rates. Third, if out-of-order aggregation is allowed, there is more opportunity to aggregate packets. Finally, in some cases packet demotion improves performance; the first two frames in the aggregated schedule do this. It was better to combine the packets in a frame transmitted at a lower data rate rather than transmitting multiple frames.
Packet demotion provides higher aggregation opportunity and so can reduce the number of frames transmitted. However, it also leads to more packets at lower data rates. Therefore, packet demotion should be done selectively. The net effect of packet demotion on total transmission time is the difference between the increase in transmission time due to transmitting more packets at lower data rates and the decrease in transmission time due to transmitting fewer frames. As shown in the example above, and in more detail in Section VI, excessive packet demotion, as done by BA, leads to severe performance degradation.
IV. OPTIMAL AGGREGATION
In this section, we formulate the problem of optimal aggregation for multi-rate wireless LANs. Although in general aggregation is an online problem, to simplify the presentation in this section we consider building an aggregation schedule only for the packets that are available when the algorithm runs.
The goal of optimal aggregation is to provide an aggregation schedule that gives the minimum transmission time. Generating an aggregation schedule is a two part process. The first is an assignment of packets to data rates. We refer to the set of all possible packet to data rate assignments as Π and use Π l to denote a particular assignment l. Π lm represents the data rate of packet m in assignment l. Once a packet to data rate assignment is done, the second part of the aggregation schedule is aggregating packets at the same data rate. We discuss the two parts in detail below and show that the optimal aggregation problem is NP-hard.
1) Choosing a packet to data rate assignment: Considering the WLAN described in Section III, each packet to data rate mapping candidate, Π l , is a vector of n elements where each element represents the data rate assigned to the corresponding packet. The optimal aggregation problem has to look at every possible mapping, the set Π, and choose one that gives the minimum transmission time. This can be formally stated as follows
where N Ri is the number of frames transmitted at data rate R i , p Ri is the number of packets that make up the N Ri frames, meaning the number of packets in the packet vector for which the condition Π lm = R i is true. s Ri is the combined size of the packets for which the condition Π lm = R i is true. The two constraints ensure that the packet mapping vector is legal and no packet is transmitted at a data rate higher than its maximum data rate.
2) Aggregating Packets given a Mapping: The second step is calculating N Ri for each data rate R i , given a mapping Π l . There are a number of ways to aggregate packets to get N Ri . Packets can be aggregated based on the destination, based on the next hop, based on data rates, etc. This part considers one data rate at a time, therefore, the maximum aggregation potential can be achieved by considering all packets at that data rate. So we use aggregation based on data rates.
The problem of determining N Ri is presented formally as follows. Given a finite set of packets, P, with packet sizes S p where p ∈ P , find a partition of P in to a set F of k disjoint frames such that v f ≤ MT U, where f ∈ F and v f is the size of frame f .
This problem is a bin-packing problem [24] . The individual packets are items to be placed in bins; the frames represent bins. The frames have a maximum size which cannot be exceeded by packets assigned to them. We mathematically formulate the problem below where x i,j indicates whether packet j is part of frame i.
This formulation means that every packet is part of exactly one frame and none of the frames has a size greater than the MTU. Solving these two coupled components gives the optimal aggregation schedule.
Complexity of Optimal Aggregation: In this section we study the complexity of the optimal aggregation problem. As mentioned, the problem has two components. We show that solving the optimal aggregation problem for a multi-rate WLAN is NP-hard.
Since each packet can be assigned to multiple data rates (those lower than or equal to its maximum data rate), there are exponentially many legal mappings in general. For example, assuming a uniform distribution of data rates amongst the packets, on average each packet can be assigned any of n where n is the number of packets. Therefore, the set Π for optimal aggregation, the number of possible packet to data rate mappings, has an exponential number of elements.
The second component calculates the optimal transmission schedule generated by aggregating packets in every data rate. This problem is the bin-packing problem which is known to be NP-hard [24] .
Combining the two components, to get the minimum transmission time, b bin-packing problems are solved (one for each data rate) an exponential number of times (one for each of the valid packet to data rate mappings). This makes the optimal aggregation problem NP-hard.
There exist efficient approximation algorithms to solve the bin packing problem with tight bounds, such as the first-fit algorithm [24] . However, to find the combination of packets that minimizes the transmission time, all possible packet combinations have to be looked at, i.e. the problem remains NP-hard. In this paper we propose two linear time heuristics that produce effective schedules while significantly reducing the number of packet mapping combinations to analyze.
V. AGGREGATION HEURISTICS
In this section we develop two heuristics that improve aggregation performance and are computationally feasible. The first heuristic, presented in Section V-A, completely disables packet demotion and hence only one packet combination is considered. The second heuristic, presented in Section V-B, allows selective packet demotion; the number of packet demotions considered is linear in terms of the number of data rates. We discuss implementation details of these heuristics in Section V-C.
A. Data Rate Based Aggregation (DRA)
We use observations from BA to develop DRA. Aggregation improves performance by reducing the number of transmissions; the potential loss in performance in BA comes from packet demotion. Based on these observations we design DRA to disable packet demotion. DRA, shown in Algorithm 1, divides packets in the AP queue into groups. Each group consists of packets that are to be transmitted at the same data rate. DRA aggregates packets from the same group together and broadcasts the aggregated frame at the data rate for that group; avoiding the loss in performance linked with aggregating across data rates. Therefore, unlike basic aggregation, DRA never performs worse than baseline operation with no aggregation. Also, since there is no packet demotion the complexity of the aggregation problem is reduced to solving b binpacking problems. We use the first fit algorithm [24] to solve the bin-packing problems which provides larger aggregation potential by allowing packets to be aggregated out-of-order. DRA is an online algorithm that generates one frame at a time, every time the AP gets a transmission opportunity. Generating each frame requires at most checking each packet size once so if there are n packets in the MAC queue the algorithm is O(n).
B. Data Rate based Aggregation with Selective Demotion (DRA-SD)
The example scenario in Section III shows that in some cases aggregating across multiple data rates can lead to better performance. However, considering every possible packet demotion leads to exponential complexity. DRA does not allow packet demotion and therefore cannot take advantage of such aggregation opportunities. In this section, we present an extension of DRA that allows selective demotion of some packets; we call this heuristic Data Rate based Aggregation with Selective Demotion (DRA-SD).
We use the observation that demoting a large amount of data is unlikely to yield better solutions because any gain in reducing the number of transmissions is likely to be offset by the loss of efficiency from demotion. Thus, DRA-SD focuses on demoting packets that are less than MTU.
DRA-SD works as follows. DRA is run for every data rate to generate one aggregated frame per data rate. The aggregated frames generated are then merged across data rates. A cross data rate merge is done if two conditions are satisfied. (1) the demotion does not increase the number of frames at the lower data rate; the two frames being merged have a combined size of less than MTU so that the number of total transmissions is decreased. (2) The transmission time of the merged packet at the lower data rate is not more than the total transmission time of transmitting the two frames at their original data rates. This is a low-complexity implementation of packet demotion that does not consider complex packet demotion patterns which might give higher performance gains. However, as shown in Section VI-D, compared to DRA, in certain scenarios this implementation significantly reduces delay while slightly increasing network throughput.
There are other ways of aggregating with packet demotion that can further improve network performance. DRA-SD limits demotion to taking the first frame generated by DRA and demoting it if overall transmission time is reduced. Another mechanism would be to generate all possible aggregated frames at a higher data rate and then taking the smallest frame generated and demoting this frame to a lower data rate if its individual packets can be downgraded and incorporated into different frames at the lower data rate. Such an algorithm could give a higher performance improvement compared to DRA-SD, but requires more computation. We leave the development and evaluation of more complex packet demotion algorithms for future work.
C. Implementation
In this section we discuss the implementation details of our aggregation heuristics. At the sender side the heuristics are implemented as part of the MAC transmission functionality. When a node gets a transmission opportunity it runs the aggregation protocol and transmits the aggregated frame. The receiver is implemented as a shimmer layer that sits on the MAC layer. The MAC layer passes up received aggregated frames and the shimmer layer extracts, and forwards to higher layers, only the packets that are destined to it; discarding the remaining packets in the frame.
It should be noted here that the functionality of the 802.11 MAC protocol was not modified making these aggregation protocols compatible with unmodified 802.11 nodes. A number of implementation decisions were made and these are discussed here.
Schedule: There are a number of ways that the aggregation schedule of DRA could be implemented. For example, round robin between the data rates. This maintains fairness between the various data rates, however, if the number of nodes in each data rate is not the same then this might lead to unfairness. Another example is weighted round robin between the data rates. Lower data rates could be given low weight and a significantly larger amount of high data rate traffic could be accommodated in the network.
The packet transmission schedule implemented in DRA is clear from Algorithm 1. The first packet in the MAC queue is picked and is the first packet added to the aggregated frame. This ensures that each data rate gets medium access proportional to the traffic generated for that data rate. We leave evaluation of alternative scheduling algorithms for future work.
Reliability: DRA, DRA-SD and BA broadcast packets to multiple recipients and without some form of reliability the delivery ratio for these algorithms can suffer. We use directed broadcast [25] , where the broadcast packet is to be acknowledged by exactly one recipient; previous works use similar techniques to build reliability into aggregation traffic [17] . We discuss below how our algorithms choose the recipient that acknowledges the aggregated frame. Note that application level reliability can always be built on top of this mechanism.
Data Rate Selection: Aggregation reduces acknowledgement traffic and this reduction affects the performance of data rate selection algorithms, such as ARF. The choice of node that acknowledges the directed broadcast can significantly reduce this effect. In DRA and DRA-SD, the node that has spent the largest time without sending an acknowledgement to the AP is selected to acknowledge the directed broadcast. The packet destined to this node is made the first packet in the aggregated frame, signalling to this node that it is to acknowledge the frame. This ensures that data rate information for all nodes is sequentially updated.
Waiting Time: One important decision is how long a node should wait for packets before it generates an aggregated frame and transmits its. Increasing wait time allows a higher aggregation opportunity but also increases delay. In our implementation of aggregation we generate and transmit an aggregated frame whenever the AP gets a transmission opportunity. This does not add artificial delays to the traffic.
Packet Reordering: DRA and DRA-SD have the ability to reorder packets at the AP to increase the aggregation opportunity. These reordered packets are put back into their original order by a shimmer layer above the MAC layer at the receiver side. Packets are passed to the higher layer in their correct order.
D. Fairness and Starvation
The use of packet reordering in DRA and DRA-SD raises the question of how fairness is affected. DRA and DRA-SD always include the head of the transmit queue in the aggregated frame. This inclusion ensures fairness because of the following reasons: (1) using the head of queue means that the number of transmissions at each data rate is proportional to the amount of traffic generated at that data rate, and (2) this implementation guarantees an upper limit on how much a packet in the transmit queue can be delayed. Assuming a packet is the n th packet in the AP queue; the packet has to wait for at most n − 1 transmissions before it can be transmitted. In the worst case, each packet before the n th packet aggregates with packets after this packet and causes each of the n − 1 transmissions to be of MT U bytes. The wait for the n th packet is therefore bounded by the transmission time of n − 1 packets of MTU bytes each. This ensures that none of the nodes starve.
VI. PERFORMANCE EVALUATION
In this section we evaluate the performance of the aggregation mechanisms discussed above. We compare the performance of these algorithms with the case when No Aggregation (NA) is used.
A. Experimental Setup
We use Qualnet 4.5 [26] for our simulations. The network consists of a wired and a wireless part connected through the AP. All wireless nodes are connected to the AP and all wired nodes are one hop from the AP on the wired infrastructure. The MAC protocol used is 802.11g, the nodes are static and the simulation uses static routing. This set up ensures that the only factors affecting performance are the network load and aggregation performance. Nodes are placed randomly. We simulate realistic channels using Ricean fading and use the Auto-Rate Feedback data rate selection algorithm, both of which are built into Qualnet [26] . We present our results along with the 95% confidence interval. For traffic we use the following sources.
• Video Streaming: We simulate a 10 Mbps HDTV stream that generates 1250 packets/second and the size of each packet is uniformly distributed between 500 bytes and 1500 bytes.
• FTP: We simulate an FTP download where each packet is 512 bytes and the packet generation schedule is determined by FTP traces by Qualnet [26] .
• VoIP: We simulate two way VoIP calls where talk time of either end is exponentially distributed and each end of the call takes turn transmitting packets.
• HTTP: We simulate HTTP connections where a user browses a server and requests pages. The HTTP connections are simulated using browsing traces. 
B. Evaluation in Perfect Channel Condition
We first evaluate the relative performance of DA, DRA and BA in the presence of small sized packets. The connections are set up such that half are downlink and the other half are uplink. Each connection transmits 92 byte packets every 10ms; each packet is then appended with a UDP, IP and MAC header and transmitted. For this study there is no fading and the data rate is fixed at 6 Mbps for each link. Figure 3(a) shows the result of this experiment. BA and DRA perform identically in this experiment. This is because when all links in a WLAN communicate at a single data rate and all packets are of the same small size then BA behaves exactly like DRA (this is the optimal solution). However, in this scenario, DA performs worse compared to both BA and DRA because it is restricted to aggregate packets with the same source. DA can support 19 connections whereas DRA and BA support 20 connections.
The middle portion of Figure 3(a) shows the interesting performance region in the DA/DRA comparison. At low load there is sufficient capacity to carry all traffic and aggregation is not necessary. Conversely, at high loads, the queue sizes increase and DA gets enough aggregation opportunity to perform similar to DRA. The middle region, when network capacity is reached, DRA performs better by aggregating a larger number of packets than DA which is only aggregates packets with the same destination.
The next experiment considers a more general multi-rate WLAN. We use a single WLAN 802.11g AP set up with nodes uniformly distributed in the AP coverage area. The link between each node and the AP is assigned a data rate depending on the distance of the node from the AP. Figure 3(b) shows the relative performance of BA and DRA. We see that for this downlink traffic set up BA throughput can match offered throughput for up to 45 connections whereas DRA matches offered throughput for up to 70 connections after which DRA throughput falls for some data rate combinations.
C. Accounting for Fading
In this section we compare the performance of DA, BA and DRA to NA for a number of traffic mixes under more realistic channel conditions. The traffic mixes we use in this section are chosen for two reasons: (1) These traffic mixes represent the major classes of traffic in current wireless networks. (2) Also, these mixes clearly show the benefit of using aggregation. The performance gain of DRA and DRA-SD, compared to BA and DA, is substantial in the presence of applications that generate a mix of packet sizes. We consider the following traffic mixes.
HDTV and VoIP Traffic: We first evaluate how all aggregation mechanisms compare to NA when the WLAN carries HDTV and VoIP traffic. This is a typical traffic mix for a home wireless network. This scenario has three HDTV downlink streams and the number of VoIP calls are increased from 1 to 9. Figure 4 shows the effect on HDTV throughput and delay as the number of VoIP calls are increased. BA performs the worst while DRA has the best performance. Since BA aggregates as many packets as possible, if even one of these packets is at a low data rate then the whole aggregated frame is transmitted at the low data rate. In a multi-rate environment BA can cause performance to be worse than using no aggregation.
NA uses the medium inefficiently, transmitting each packet separately and causing HDTV throughput to decrease, and delay to increase. The limited aggregation potential of DA improves performance only slightly. DRA has the best performance in terms of both throughput and delay. DRA is able to aggregate VoIP packets with packets from the HDTV streams and hence carry VoIP traffic with low delay and minimal effect on the HDTV performance. Figure 5 shows the performance of the VoIP calls. The number of VoIP calls sustainable is considered as the number of calls that can be maintained while the packet loss rate is less than 2%. A higher packet loss rate would severely deteriorate call quality. Both BA and NA cannot sustain even a single call with the three HDTV downlink streams running. DA can support three calls before the packet loss rate exceeds 2% while DRA supports all nine VoIP calls; a 200% improvement over DA. Furthermore, DRA is able to cut down end-to-end VoIP delay to almost half that of DA. HDTV and HTTP Traffic: Next we evaluate the performance when HDTV traffic coexists with HTTP traffic. Figure 6 shows the performance for this scenario. As the number of HTTP connections is increased HDTV throughput drops and delay increases. Similar to the previous experiment, BA performs the worst, followed by NA and then DA. DRA is able to merge HTTP traffic with the HDTV stream effectively carrying the HTTP traffic "for free". Based on these traffic mixes, it is clear that BA is not an effective aggregation mechanism.
FTP, HDTV and HTTP Traffic: We now discuss a traffic mix with a downlink FTP flow, a downlink HDTV video stream and an increasing number of HTTP connections. For the FTP flow we evaluate performance by setting the TCP MSS to 512 bytes and 1024 bytes. These MSS values are chosen based on the MTU used for our experiments; we use an MTU of 1700 bytes. Therefore, the 512 bytes MSS allows aggregation of FTP packets with each other and also with packets from the HTTP flow. However, the 1024 bytes MSS only allows aggregation of FTP packets with packets from the HTTP flow.
The results of this experiment are shown in Figure 7 . additional HTTP traffic is aggregated with the FTP and HDTV packets, generating slightly larger frames but causing only a slight change in HDTV delay. Using a smaller MSS, therefore, enables DRA to aggregate traffic effectively.
Comparing the performance of MSS of 512 bytes and 1024 bytes also shows some interesting trends. First, increasing the MSS causes a drop in DA throughput. This is because FTP packets become too large to be aggregated and each FTP packet is transmitted separately, reducing efficiency. In case of DRA the network throughput increases when the MSS is increased. This is because larger packets mean longer transmission times; this leads to larger delays and hence more HDTV packets get queued up. The large number of queued up packets allows more out-of-order aggregation opportunity. Therefore, DRA is able to carry traffic effectively for both MSS values.
The performance gain due to packet reordering is also clear from Figure 7 . Packet reordering does not increase throughput significantly, however, it has a substantial effect on delay. Figure 8 shows the significantly higher number of reordered HDTV packets because of this behavior. As the number of HTTP connections increases, the number of outof-order packets drops because some of the free capacity in frames is taken up by HTTP packets. This experiment clearly shows the possible benefit of out-of-order aggregation. For the larger MSS, increasing the number of HTTP connections has a similar gradual decreasing effect on the throughput of all three mechanisms. FTP, HDTV, and VoIP traffic mixes show similar results but are not shown here due to space constraints. 
D. DRA-SD Performance Evaluation
In this section we evaluate DRA-SD performance. We use the FTP, HDTV and VoIP traffic mix. The FTP and HDTV connection is on a 48 Mbps link and the VoIP calls are on 54 Mbps links. Figure 9 shows the performance. In terms of throughput DRA-SD shows a very slight gain over DRA, however, the major difference is in delay. DRA-SD, by aggregating across data rates, is able to demote VoIP packets when it improves performance.
VII. CONCLUSION
In this paper we show that aggregation mechanisms proposed by previous works are ineffective in multi-rate WLANs. We formulate the optimal aggregation problem for a multirate WLAN and show that the optimal problem is NPhard. We then propose two heuristics to solve this problem. The first heuristic, DRA, achieves significant improvement in performance, compared to state of the art aggregation protocols, by aggregating packets for each data rate separately; DRA disables cross data rate aggregation and allows outof-order aggregation. In certain cases, DRA shows up to a 200% increase in VoIP capacity of WLANs in the presence of co-existing non-VoIP traffic. The second heuristic, DRA-SD, allows limited cross data rate aggregation and shows that selective packet demotion can be used to reduce WLAN delays in certain cases.
