In the present paper a generalization of Gurland distribution [3] is obtained as a beta mixture of the generalized Poisson distribution (GPD) of Consul and Jain [2]. The first two moments of the distribution and a recurrence relation among probabilities are obtained. The present distribution is supposed to be more general in nature and wider in scope.
(1.2) Here 1 F 1 (a; c; x) represents the confluent hypergeometric series given by 1 F 1 (a; c; x) = 1 + a 1.c x + a(a+1) 1.2.c(c+1) x 2 + ...
( 1.3) The distribution (1.1) was derived by supposing that the number of insect larvae per egg mass has a Poisson distribution with parameter θ = φp, where p, which is the probability that an egg hatched into a larva, is assumed to be a random variable having a Beta distribution. The distribution was subsequently studied by Katti [4] who called it typeH 1 distribution. The mean and the variance of this distribution are:
(1.5) A generalized verson of the Gurland distribution (1.1) can be obtained using generalized Poisson distribution (GPD) of Consul and Jain [2] given by its pmf
It can be seen that the Poisson distribution is a particular case of the generalised Poisson distribution just mentioned when λ 2 = 0 = λ 3 . The mean and variance of this gneralised Gurland distribution can be obtained as µ
(1.7) As the GPD (1.6) is much general in nature and wider in scope, (see Consul [1]) the obtained generalized Gurland distribution is potentially more general in nature and wider in scope.
2.A Generalized Gurland Distribution:
The GPD (1.6) can be put in the form
We compound this distribution with the beta distribution of first kind in the following way :
2) Thus we find
The distribution may be termed as the generalized Gurland distribution (GGD). 3.Moments : The mean of GGD (2.3) can be obtained as E(X) = E(E(X/P )) E(X/P ) i.e. the conditional expectation of X given P can be obtained by taking λ 1 = φp, λ 2 = φθp and λ 3 = φθδp in the expression for mean of the GPD given in (1.7) as E(X/P ) = φp (1−φθp−φθδp) and thus
After a little simplification thus we find the mean of the GGD as µ
Where 2 F 1 (a, b; c; x) represents the Gaussion hypergeometric function given by 2 F 1 (a, b; c; x) = 1 + a.b
2) Similarly the second moment about origin of the GGD can be obtained as E(X 2 ) = E[E( 
and thus
It can be seen easily that at φ = 0 = θ , the two moments of the GGD reduce to the respective moments of the Gurland distribution.
Recurrence Relation :
Denoting the probability function of the GGD (2.1) by P (x; φ, δ, a, b, θ), we have
. 1 F 1 [a + x + 1; a + b + x + 1; −δ(1 + (x + 1)θθ + (x + 1) 2 δφ)]
This recurrence relation among probabilities of the GGD may be helpful in evaluating the probabilities for higher values on the basis of the probabilities for lower values . References: 1. Consul,P.C.;Generalized Poisson distribution , New York , Dekker. 2. Consul,P.C. and Jain,G.C.; A generalization of Poisson distribution, Technometrics, vol.15, [791] [792] [793] [794] [795] [796] [797] [798] [799] .Gurland,J.;A generalized class of contagious distribution, Biometrics, vol.14, .Katti,S.K.;Interrelations among generalized distributions and their components,Biometrics,vol.22,44-52.
