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Abstract
The discovery of two-dimensional (2D) materials possessing switchable spontaneous polarization
with atomic thickness opens up exciting opportunities to realize ultrathin, high-density electronic
devices with potential applications ranging from memories and sensors to photocatalysis and so-
lar cells. First-principles methods based on density functional theory (DFT) have facilitated the
discovery and design of 2D ferroelectrics (FEs). However, DFT calculations employing local and
semilocal exchange-correlation functionals failed to predict accurately the band gaps for this fam-
ily of low-dimensional materials. Here, we present a DFT+U+V study on 2D FEs represented by
single-layer α-In2Se3 and its homologous III2-VI3 compounds with both out-of-plane and in-plane
polarization, using Hubbard parameters computed from first-principles. We find that ACBN0, a
pseudo-hybrid density functional that allows self-consistent determination of U parameters, im-
proves the prediction of band gaps for all investigated 2D FEs with a computational cost much
lower than the hybrid density functional. The inter-site Coulomb interaction V becomes critical for
accurate descriptions of the electronic structures of van der Waals heterostructures such as bilayer
In2Se3 and In2Se3/InTe. Pertinent to the study of FE-based catalysis, we find that the application
of self-consistent U corrections can strongly affect the adsorption energies of open-shell molecules
on the polar surfaces of 2D FEs.
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I. INTRODUCTION
Ferroelectrics (FEs) with tunable electric polarization are technologically important func-
tional materials used in a wide range of applications such as non-volatile memories, field
effect transistors (FETs), sensors, and solar cells1–4. To realize high-density electronic de-
vices, it is essential for a ferroelectric to maintain robust room-temperature polarization at
the nanoscale. However, conventional perovskite ferroelectrics such as Pb(Zr, Ti)O3 suffer
from the finite size effect: the out-of-plane polarization will disappear when the film thick-
ness is below a critical value of a few nanometers due to the depolarization field arising from
an incomplete screening of surface charges. This becomes a major obstacle for the scal-
ing of ferroelectric-based electronic devices. For example, the first commercial ferroelectric
random-access memory appeared in the early 1990s5, but current state-of-art technology
node remains to be 130 nm because a thick perovskite layer (≈70 nm) is needed to maintain
the polarization6. Developing ultrathin ferroelectrics with large switchable polarization at
room temperature is an actively pursued goal.
Two-dimensional (2D) materials with atomic thickness possessing spontaneous switch-
able polarization offers a potential solution to the scaling issue of ferroelectrics. The ex-
istence of 2D ferroelectricity was predicted more than fifty years ago by Onsager using a
2D Ising model7. More recently, first-principles methods especially density functional the-
ory (DFT) calculations have played an important role in advancing the development of 2D
ferroelectrics, successfully predicting a few 2D materials with ferroelectric polarization. For
example, graphene-based materials functionalized with hydroxyl groups were predicted to
be ferroelectric by Wu et al. based on DFT calculations8. Shirodkar and Waghmare demon-
strated with Landau theory analysis and first-principles calculations that the K3 mode of
the centrosymmetric 1T (c1T ) structure of MoS2 monolayer could lead to the trimerization
of Mo atoms, resulting in a distorted 1T (d1T ) phase with a spontanenous polarization of
0.18 µC/cm29. Bruyer et al. later confirmed in theory that monolayers of transition-metal
dichalcogenides MX2 (M = Mo, W; X = S, Se, Te) in the d1T phase are all ferroelectric,
though only d1T -MoS2 is lower in energy than its c1T counterpart
10. The ferroelectricity
in 2D materials has also been confirmed in experiments. Notable examples are CuInP2S6
11,
α-In2Se3
12, SnTe13, d1T -MoTe214, and WTe2
15.
In practice, 2D FEs with out-of-plane (OP) polarization is generally favored over those
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with in-plane (IP) polarization for high-density integration via downscaling of the lateral
dimensions. Using DFT calculations, Ding et al. predicted a family of III2-VI3 2D materials
such as α-In2Se3 (Fig. 1) exhibiting both spontaneous OP and IP electric polarization at
room temperature, which can be reversed with the assistance of a modest OP or IP electric
field16. Immediately following the prediction, Zhou et al. reported experimental evidences
supporting the presence of OP polarization and ferroelectric domains in 10 nm multilayered
α-In2Se3 nanoflakes using piezoresponse force microscopy
12. Since then, a few more experi-
mental studies have confirmed the existence of both OP and IP polarization in α-In2Se3
17–21
with a thickness down to 3 nm19. More recently, Wan et al. successfully fabricated a 2D
ferroelectric FET consisted of graphene and layered α-In2Se3, demonstrating nonvolatile
memory after repeated writings of more than 105 cycles22,23.
Similar to their perovskite counterparts, 2D FEs may also find their applications in the
fields of solar cells, photocatalysis, and optoelectronics. An accurate prediction of their
electronic structures is essential for guided design and development of 2D FE-based devices.
The DFT method within the Kohn-Sham formalism has become the first choice for reliable
and efficient numerical simulations of condensed matter systems. The accuracy of DFT relies
on the approximations to the exchange-correlation (XC) energy functional, and the local-
density approximation (LDA)24 and the generalized-gradient approximation (GGA)25 are
the most popular ones in the solid-state community. However, the remnant self-interaction
error (SIE)26 within LAD and GGA makes it challenging to correctly describe the electronic
structures of systems with strongly localized electrons. A consequence of the SIE is the over-
delocalization of d and f electrons27, and thus a substantial underestimation of fundamental
band gaps. By adding a fraction of the exact Hartree-Fock (HF) exchange, hybrid functionals
reduce electron over-delocalization as the exchange term cancels the SIE originated from the
Hartree term28–30. However, within the plane wave framework, hybrid functional calculations
are much more demanding computationally than (semi-)local DFT due to the nonlocal
nature of Fock exchange operator. Furthermore, the reliability of hybrid functionals in
predicting band gaps of low-dimensional materials systems is questionable31 considering that
the rapid variation of screened Coulomb interactions is not captured by hybrid functionals
assuming fixed dielectric screening. Specific to 2D FEs, the OP polarization will give rise to
a built-in electric field that strongly bends the bands32, a feature may further complicating
the electronic structure description. In this work, we aim to identify a cost-efficient first-
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principles method to accurately predict the electronic properties of 2D FEs.
Here we focus on the DFT+U method33–39, an approach derived from the mean-field Hub-
bard model to correct the SIE at relatively low computational cost. The Hubbard parameter
U represents the strength of the on-site (screened) electron-electron Coulomb repulsion. By
adding an energy penalty of U for paring electrons in localized orbitals, the DFT+U method
alleviates the SIE of the chosen Hubbard manifold, leading to improved descriptions of some
strongly correlated solids. Therefore, the value of U is critical for the accuracy of the
DFT+U method. It is a common practice in literature to evaluate U semi-empirically by
fitting to experimental properties (e.g., band gap) and to assume U being element-specific
and transferable across different materials systems for simplicity. However, as intrinsic to
the Hubbard model, the U parameter should depend on the local atomic environment and is
thus Hubbard-site specific. Since the Hubbard hamiltonian acts on atomic-like local orbitals
that are often taken directly from pseudopotentials, the U value is also sensitive to the con-
struction of the pseudopotential (e.g., the oxidation state of the reference state)40. To make
DFT+U fully ab initio, it is highly desirable to determine U self-consistently for a given
atom in a given material from realistic electronic structure calculations. Several schemes
for first-principles calculations of Hubbard parameters have been developed, such as linear
response constrained density functional theory (LR-cDFT) approach41 and constrained ran-
dom phase approximation42–49. Timrov et al. recently reformulated the LR-cDFT approach
in the framework of density functional perturbation theory (DFPT), enabling efficient cal-
culations of site-dependent Hubbard parameters for all inequivalent Hubbard sites without
using a supercell50.
The newly developed Agapito-Curtarolo-Buongiorno-Nardelli (ACBN0) pseudohybrid
Hubbard density functional allows a direct self-consistent evaluation of U parameters51. In
ACBN0, the local Coulomb and exchange integrals are expressed in terms of renormalized
occupation matrices and renormalized occupations constructed from a localized basis set
attached to the Hubbard atom. In a similar spirit, Lee et al. 52 and Tancogne-Dejean et
al. 53 respectively extended ACBN0 to allow a self-consistent determination of the inter-site
interaction V which represents the Coulomb repulsion strength between electrons on neigh-
boring sites. Previous studies have shown that DFT+U+V provides improved descriptions
of electronic properties for materials such as charge-ordering and covalently bonded insu-
lators54,55 where nonlocal correlations are important. For low-dimensional materials, the
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inclusion of V helps to capture the effects due to local variations of screening of Coulomb
interactions52,56–58.
In this work, we first perform a self-consistent DFT+U study on 2D FEs represented by
monolayer α-In2Se3 and its homologous III2-VI3 compounds, aiming to identify an accurate
and efficient first-principles method for these complex low-dimensional materials. Taking α-
In2Se3 as an example, we compare the U values computed with different schemes including
LR-cDFT, DFPT, and ACBN0, and the resulting DFT+U band structures. It is found that
the band gap is not sensitive to U corrections applied to In 4d or 5p states, whereas the
use of Hubbard U on Se-4p states greatly improves the PBE band value. The inclusion of
inter-site interactions V between valence s and p electrons of In and Se further increases the
band gap. For all III2-VI3 compounds investigated, ACBN0 yield band gaps nearly matching
HSE06 results. Notably, the inter-site V correction is important for accurate descriptions
of the electronic properties of van der Waals (vdW) heterostructures such as bilayer In2Se3
and In2Se3/InTe. Finally, we demonstrate the importance of using self-consistent Hubbard
parameters for quantitive predictions of adsorption energies of open-shell molecules on polar
surfaces of 2D FEs with DFT+U .
II. THEORY
In this section, we offer a brief introduction to the DFT+U approach and selective first-
principles methods for the calculations of Hubbard parameters. Interested readers should
refer to the original papers for detailed discussions.
A. DFT+U
The DFT+U33–35 method was formulated to correct the DFT energy by treating the
electronic interactions between localized electrons in a separate way. The total energy is
defined as
EDFT+U = EDFT + EU
= EDFT + EHub −Edc.
(1)
EDFT is the standard DFT energy obtained with an approximate XC functional such as LDA
or PBE. EHub is the Hubbard correction term that considers the on-site Coulomb interactions
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between electrons in localized orbitals of interest. Edc is the double-counting correction that
removes the electronic correlations already included in EDFT. In the rotational-invariant for-
mulation proposed by Dudarev et al. 36, the Hubbard energy Ehub as a function of occupation
matrix nIσ of a localized basis set {|φIm〉} attached to atom I can be written as
Ehub =
U I
2
∑
σ,m,m′
nIσmmn
−Iσ
m′m′ +
U I − JI
2
∑
σ,m6=m′
nIσmmn
Iσ
m′m′ (2)
where σ is the spin index, m is the magnetic quantum number for a specific angular momen-
tum l (−m ≤ l ≤ m), and U I and JI are the spherically averaged on-site Coulomb repulsion
and exchange interaction, respectively. For a periodic system, the occupation matrix nIσ is
the projection of the occupied Kohn-Sham (KS) states |Ψσνk〉 to localized states |φ
I
m〉:
nIσm1,m2 =
Nk∑
k
Nocc∑
ν
〈Ψσνk|φ
I
m2
〉〈φIm1 |Ψ
σ
νk〉 (3)
where Nk is the total number of k points in the first Brillouin zone and ν is the band
index that runs over Nocc occupied bands. The total number of localized electrons N
Iσ is
expressed as N Iσ =
∑
m n
Iσ
mm. The Hubbard manifold on which the Hubbard Hamiltonian
acts is defined through the projector Pˆ Im1m2 = |φ
I
m2
〉〈φIm1|.
The double counting term is assumed as the Hubbard energy when the occupations of
each localized orbital are either 1 or 0 ((nσmm)
2 = nσmm), leading to
Edc =
U I
2
N I(N I − 1)−
JI
2
∑
σ
N Iσ(N Iσ − 1) (4)
with N I =
∑
σN
Iσ. The Hubbard correction then has a simple form:
EU = EHub −Edc
=
∑
I,σ
U Ieff
2
∑
m,σ
{
nIσmm −
∑
m′
nIσmm′n
Iσ
m′m
}
=
∑
I,σ
U Ieff
2
Tr[nIσ(1− nIσ)]
(5)
where U Ieff ≡ U
I − JI is the effective Hubbard interaction parameter. To unclutter the
narrations, we will refer Ueff as U and omit the spin index σ in the following discussions
unless explicitly stated otherwise.
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B. Hubbard U from linear response theory
The Hubbard correction depends strongly on the interaction parameter U . It is desirable
to calculate U in an internally consistent way. Here we outline the key steps in LR-cDFT for
first-principles calculations of Hubbard U41. In LR-cDFT, U is interpreted as the correction
needed to recover the piece-wise linear behavior of the the total energy with respect to
the orbital occupation, and thus can be computed from the second-order derivative of the
energy. The total energy as a function of the localized orbital occupation qI of Hubbard site
I is given by
E({qI}) = min
ρ,λI
{
EDFT[ρ] +
∑
I
λI(nI − qI)
}
(6)
where ρ is the (spin) charge density and λI is the Lagrange multiplier employed to constrain
the site occupation nI defined as the trace sum of the occupation matrix (Eq. 3). The phys-
ical interpretation of the Lagrange multiplier is to apply a perturbing potential of strength
λI to localized orbitals on site I. The Hubbard U I can then be computed as ∂2E/∂(qI)2
via finite differences, a process requiring the evaluation of the total energy for a perturbed
system with constrained qI . In practice, it is more convenient to work with the Legendre
transform of Eq. 6 which leads to a modified energy functional that depends on {λI}:
E({λI}) = min
ρ
{
EDFT[ρ] +
∑
I
λInI
}
(7)
Then the total energy as a function of on-site occupations nI (computed using the ρ that
minimizes Eq. 7) is given via a Legendre transform,
E¯({nI}) = E({λI})−
∑
I
λInI (8)
from which the first and second derivatives can be readily evaluated with
∂E¯
∂nI
= −λI (9)
∂2E¯
∂(nI)∂(nJ )
= −
∂λI
∂nJ
. (10)
Technically, the perturbed ground state |Ψkν〉 is obtained by solving following modified KS
equation,
(Hˆ + λJ Vˆ Jpert)|Ψkν〉 = ενk|Ψkν〉 (11)
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where Hˆ is the unperturbed KS Hamiltonian and Vˆ Jpert is the perturbing potential operator
which is the sum of projectors on localized orbitals associated with atom J , Vˆ Jpert =
∑
m Pˆ
J
mm.
All the values of nI are then collected for the perturbed ground state; by varying λJ , we
can construct the response matrix χIJ = ∂n
I/∂λJ , and the Hubbard U is the inverse of
the response matrix: U I = −χ−1II , as derived from Eq. 10. However, as pointed out by
Cococcioni et al. , the complete definition of Hubbard U is
U I = (χ−10 − χ
−1)II (12)
where χ0 is the response matrix of independent electron systems, resulting from the rehy-
bridization of localized orbitals due to perturbations. In realistic DFT calculations, χ0 is
evaluated with nI at the first iteration of the perturbed runs and χ is evaluated at self-
consistency. It is noted that the off-diagonal elements χ−1IJ represent inter-site interactions
V in the extended Hubbard model55. In practical calculations of periodic systems, a large
supercell is often needed to make sure the localized perturbation not interacting with its
images.
C. Hubbard U from density functional perturbation theory
Recently, Timrov et al. reformulated LR-cDFT within the framework of DFPT50. The
main steps are (1) substitute finite differences with continuous derivatives; (2) recast per-
turbations in supercells as a sum of monochromatic (wave-vector-specific) perturbations in
a primitive cell in reciprocal space. The response matrix χIJ obtained by substituting Eq. 3
into Eq. 10 reads:
χIJ =
∑
m
∂nIm1m2
∂λJ
=
∑
m
Nk∑
k
Nocc∑
ν
[
〈Ψνk|Pˆm2m1 |
∂Ψνk
∂λJ
〉
+〈
∂Ψνk
∂λJ
|Pˆm2m1 |Ψνk〉
]
(13)
where the LR KS wavefunction |∂Ψνk
∂λJ
〉 can be computed using the ordinary first-order per-
turbation approach (see details in ref.50). This real-space implementation of χIJ within
DFPT is essentially the same as that in LR-cDFT, leading to no computational advantage
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as localized perturbations still have to be applied to each unique Hubbard atom one at a
time in the supercell.
The second step is to recast perturbations in a supercell of size L1×L2×L3 as sums over
monochromatic perturbations in a primitive unit cell on a grid of q points defined by
qklm =
k¯
L1
b1 +
l¯
L3
b2 +
m¯
L3
b3 (14)
where {b1,b2,b3} are the reciprocal lattice vectors of the primitive unit cell, and k¯, l¯, m¯ are
integer numbers with 0 ≤ k¯ < L1, 0 ≤ l¯ < L2, 0 ≤ m¯ < L3. The atomic index I in a supercell
now corresponds to two indices (s, l) which means the sth atom in the lth primitive unit
cell. Similarly, J is replaced with (s′, l′). The response matrix expressed in the reciprocal
space has following form:
χsl,s′l′ =
∑
m
∂nslm1m2
∂λs′l′
=
∑
m
1
Nq
Nq∑
q
eiq(Rl−Rl′ )∆s
′
qn
s
m1m2
(15)
where Nq is the number of q points, Rl is the Bravais lattice vector of the lth primitive
unit cell, and ∆s
′
qn
s
m1m2
is the lattice-periodic response of the localized orbital occupation
to a monochromatic perturbation of wave vector q. Detailed implementations of ∆s
′
qn
s
m1m2
can be found in ref.50. Compared to LR-cDFT, the DFPT approach is computationally
cheaper by removing the need of supercell calculations, and has better numerical stability
and convergence.
D. Hubbard U from ACBN0
Agapito et al. introduced an efficient approach to calculate the U and J values self-
consistently51. In ACBN0, electron-repulsion integrals are efficiently evaluated using pseudo-
atomic orbitals (PAO) expressed as a linear combination of three Gaussian-type orbitals
(3G). The KS orbitals are projected onto the PAO-3G basis set using a noniterative scheme
by filtering out Bloch states with high-kinetic-energy components59. This then allows the
constructions of real-space density matrices and occupation numbers needed to compute the
the Hartree-Fock energy associated with the chosen Hubbard manifold {m} given by
E
I{m}
HF =
1
2
∑
{m}
∑
α,β
P¯ Iαmm′ P¯
Iβ
m′′m′′′(mm
′|m′′m′′′)
−
1
2
∑
{m}
∑
α
P¯ Iαmm′P¯
Iα
m′′m′′′(mm
′′′|m′′m′)
(16)
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where P¯ Iσmm′ (σ = α, β) is the renormalized density matrices
P¯ Iσmm′ =
Nk∑
k
Nocc∑
ν
N¯ IσΨνk〈Ψ
σ
νk|φ
I
m〉〈φ
I
m′ |Ψ
σ
νk〉 (17)
with N¯ IσΨνk being the renormalized occupations
N¯ IσΨνk =
∑
{I}
∑
m
〈Ψσνk|φ
I
m〉〈φ
I
m|Ψ
σ
νk〉. (18)
Following the treatment introduced by Mosey et al.60,61, the two sums in Eq. 18 run over
all atomic orbitals of the system that are attached to atoms of the same type as Hubbard
site I (referred to as {m¯} in Ref.59). The introduction of renormalized occupations into
the density matrices accounts for the effects of screening. Note that 0 ≤ N¯ IσΨνk ≤ 1: in the
limit of N¯ IσΨνk = 1, Eq. 16 is the exact HF energy, whereas for N¯
Iσ
Ψνk
= 0, the DFT energy
is recovered without Hubbard corrections as it should be for a fully delocalized Bloch state.
The comparison of Eq. 16 and Eq. 5 leads to density functionals of U and J59,62:
U =
∑
{m}
∑
αβ P¯
α
mm′ P¯
β
m′′m′′′(mm
′|m′′m′′′)∑
m6=m′
∑
α n
α
mmn
α
m′m′ +
∑
{m}
∑
α n
α
mmn
−α
m′m′
(19)
J =
∑
{m}
∑
α P¯
α
mm′P¯
α
m′′m′′′(mm
′′′|m′′m′)∑
m6=m′
∑
α n
α
mmn
α
m′m′
(20)
with the atomic index I omitted.
E. Hubbard V from eACBN0
In the extended Hubbard model or DFT+U+V approach, the inter-site Hubbard param-
eter V represents the strength of Coulomb interactions between neighboring Hubbard sites.
Here we mostly follow the procedure of extended ACBN0 (eACBN0) developed by Lee et al.
that enables self-consistent calculations of both U and V 52. In eACBN0, the renormalized
occupation number for the pair of I and J is defined as
N¯ IJσΨνk =
∑
{I,J}
∑
i,j
[
〈Ψσνk|φ
I
i 〉〈φ
I
i |Ψ
σ
νk〉+ 〈Ψ
σ
νk|φ
J
j 〉〈φ
J
j |Ψ
σ
νk〉
]
. (21)
In close analogy to ACBN0, the renormalized density matrix for the pair is given by
P¯ IJσij =
Nk∑
k
Nocc∑
ν
N¯ IJσΨνk 〈Ψ
σ
νk|φ
I
i 〉〈φ
J
j |Ψ
σ
νk〉. (22)
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After expressing the inter-site HF energy with renormalized density matrices and occupations
for the pair, one can obtain a density functional for V IJ ,
V IJ =
∑
ijkl
∑
αβ
[
P¯ IIαik P¯
JJβ
jl − δαβP¯
IJα
il P¯
JIβ
jk
]
(ij|kl)∑
αβ
∑
ij
[
nIIαii n
JJβ
jj − δαβn
IJα
ij n
JIβ
ji
] (23)
where nIJσij is the generalized occupation matrix defined as
nIJσij =
Nk∑
k
Nocc∑
ν
〈Ψσνk|φ
I
i 〉〈φ
J
j |Ψ
σ
νk〉 (24)
For eACBN0 computations, we use the onsite Hubbard interaction as Ueff ≡ U − J where U
and J are given by Eq. 19 and Eq. 20, respectively, and the inter-site one by Eq. 23.
III. COMPUTATIONAL METHODS
All DFT calculations are performed with QUANTUM ESPRESSO63,64 using PBE XC func-
tional25 and norm-conserving (NC) pseudopotentials. A slab model with a vacuum layer
along the z axis of at least 15 A˚ is used to model 2D FEs. The dipole correction in the
center of the vacuum is employed to remove the artificial electric field and unphysical dipole-
dipole interactions between the slab and its periodic images. The in-plain lattice constants
and atomic positions are fully relaxed using PBE XC functional with an energy conver-
gence threshold of 10−5 Ry, a force convergence threshold of 10−4 Ry/Bohr, and a 8× 8× 1
Monkhorst-Pack k-point grid for Brillouin zone sampling. The kinetic energy cutoff for
plane wave expansion is 80 Ry. The cold smearing of Marzari-Vanderbilt is chosen as the
orbital occupation scheme with a temperature equal to 1 mRy/kb. All electronic properties
(e.g., band structure) are then computed using PBE optimized structures. We find that the
dipole correction has little impacts on the optimized structures but generally reduces the
band gap slightly.
For hybrid functional HSE0665 band gap calculations, we use a 4 × 4 × 1 q-point grid
in combined with a 8 × 8 × 1 k-point grid. The HSE06 band structure is obtained via
Wannier interpolation66 using Wannier9067 code interfaced with Quantum ESPRESSO. The
self-consistent U values within the ACBN0 approach are computed using AFLOWpi68 and the
NC pseudopotential library bundled the package (the same ones for structural optimiza-
tions). In the case of DFPT for Hubbard parameters, the Lo¨wdin orthogonalized atomic
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wave functions are used in the self-consistent field (SCF) calculations, followed by pertur-
bative calculations using a 2× 2× 1 mesh for q space sampling and a convergence threshold
of 1.0×10−8 for the response function. The Hubbard V parameters are calculated with
eACBN0 using an in-house version of QUANTUM ESPRESSO52 and GBRV ultrasoft pseudopo-
tentials69. Fully converged values are obtained when the difference between the energies in
the self-consistent loop is less than 10−8 Ry. We consider all the inter-site interactions of
Eq. (23) between the I and J atoms of which inter-atomic distance is less than 6.0 A˚ and
set the onsite U for s-orbitals to be zero as discussed before52.
IV. RESULTS AND DISCUSSIONS
A. Benchmark study of monolayer α-In2Se3
We first focus on the electronic structure of monolayer α-In2Se3 given that its room-
temperature ferroelectricty has been confirmed experimentally. The 2D α-In2Se3 is a
covalently-bonded quintuple layer stacked in the sequence of Se-In-Se-In-Se with each layer
containing only one type of atom arranged in a triangular lattice. Our optimized IP lattice
constant with PBE is 4.10 A˚, and the band gap is 0.80 eV, in agreement with previous DFT
results16,70. The structural origin of ferroelectricity in α-In2Se3 lies at the displacement
of the central Se layer with respect to the top and bottom In-Se layers, which breaks the
centrosymmetry along both OP and IP directions (Fig. 1). The projected density of states
(PDOS) obtained with PBE (Fig. 2a) reveals that the valence states near the Fermi level
(EF ) are predominantly consisted of In-5p and Se-4p states and the conduction states are
mostly of Se-4d, Se-4p, and In-5s characters. The low-dispersion deep levels between −16
to −10 eV are from Se-4s and semi-core In-4d states. We note here that such electronic
structure is very different from those of conventional ferroelectrics such as PbTiO3 where the
states near EF are of Ti-3d and O-2p characters. It is well established that the emergence of
ferroelectricity in perovskites is due to a delicate balance between the long-range Coulomb
interactions (favoring the breaking of inversion symmetry) and the short-range repulsions
(favoring the non-polar high-symmetry phase), and the p-d hybridization between transition
metal and oxygen atoms weakens the short-range repulsions thus responsible for the ferro-
electric distortions71. It is evident that monolayer α-In2Se3 with mostly p-p hybridization
13
does not fit into this picture, hinting at a different mechanism for ferroelectricity at reduced
dimensions.
The DFT+U method has the flexibility to choose the Hubbard manifold, namely the lo-
calized orbitals on which the Hubbard Hamiltonian will act. It is more common to apply U
corrections to localized d or f states. However, previous investigations with ACBN0 demon-
strated the importance of introducing on-site repulsions to electrons on p-states (e.g., O-2p
in ZnO51) as well. To serve as a complete test, we investigate following two cases: U applied
to Se-4p and In-4d states denoted as {Up(Se), Ud(In)}, and U applied to Se-4p and In-4p
states denoted as {Up(Se), Up(In)}. The U parameters are computed using LR-cRT, DFPT,
ACBN0, and eACBN0, respectively. It is noted that the break of inversion symmetry along
the OP direction makes all five atoms unique Hubbard sites.
Table I reports the U parameters estimated with different first-principles schemes and the
corresponding band gaps (Eg). The LR-cRT method has been widely used in the literature
because of its computational simplicity, however, its application to fully occupied localized
orbitals is more problematic due to the small linear response to perturbations72. This is
the case for In-4d which has a shell filling of d10: the single-shot LR-cRT calculations using
a unit cell and a 2 × 2 × 1 supercell both yield unphysically large U values (thus omitted
in Table I). In comparison, DFPT and ACBN0 are capable of determining Ud(In) with
comparable magnitudes. The high values of Ud(In) (≈ 13–15 eV) are unsurprising given
that the magnitude of U is proportional to the occupancy of the localized orbital; large U
values were previously reported for d10 transition metals such as Zn2+ (Ud = 12.8 eV) in
ZnO51. In the case of Up(Se), the values obtained with the LR method depend on the size of
supercell, i.e., Up(Se1) changes from 7.83 eV in a unit cell to 5.32 eV in a 2×2×1 supercell.
The LR values are significantly higher than those obtained with self-consistent schemes
(Up = 3–4 eV). In a recent study of LiFePO4, it was also observed that the single-short LR
value of U for Fe-3d is ≈ 7 eV, much higher than the DFPT value of ≈ 5 eV73. The Hubbard
U parameters for In-5p states estimated with different methods are comparable, and they
are all small values which are expected from the 5p0 configuration of In3+ if In2Se3 is fully
ionic. It is noted that different Se (In) atoms acquire different values of Up (Ud) despite being
of the same species in the same material, which is the consequence of the OP polarization
breaking inversion symmetry. This confirms Hubbard interactions are sensitive to the fine
details of local atomic environments, and should not be considered as transferable/tunable
14
parameters.
The band gaps computed using self-consistent Hubbard parameters (Eg = 1.34 and 1.32
eV for DFPT and ACBN0, respectively) all improve upon the PBE value (0.80 eV), agreeing
well with the HSE06 result (1.48 eV). We find that the band gap of α-In2Se3 is insensitive
to Hubbard corrections applied to In-4d states but correlates positively with Up(Se). As
shown in Fig. 2d, the effect of a high value of Ud(In) is to downshift the deep-lying flat 4d
bands that are already disentangled from the 4p states of Se near the Fermi level at the PBE
level (Fig. 2a). Therefore, the band gap does not dependent on Ud(In). The improvement
of band gap prediction with ACBN0 mainly comes from the on-site Coulomb interactions
on Se. This is different from ZnO where a large U correction to Zn-3d is needed to reduce
the p-d repulsion between the low-lying Zn-3d bands and the O-2p bands that dominate the
valance band edge51. The high value of Up(Se) from LR-cDFT leads to a larger band gap.
The comparison of the band structures of PBE, ACBN0, and HSE06 is shown in Fig. 3. We
find that ACBN0 has almost the same band dispersion as the hybrid functional HSE06 for
states over a broad energy range from −8 to 4 eV.
We further perform DFT+U+V computations using the eACBN0 method to study the
role of inter-site interactions V in improving the band gap of α-In2Se3. We obtain a band gap
of 1.79 eV that is larger than those from DFT+U and HSE06. This trend is consistent with
a recent study on low-dimensional materials (e.g., 2D black phosphorous)52. Considering
that HSE06 may not capture the rapid variation of Coulomb screening in low-dimensional
materials31, the inter-site Hubbard interaction in eACBN0 approach could compute the band
gap more accurately. In Table II, the calculated Hubbard U and V values are summarized.
Since the band gap is insensitive to the inclusion of In 4d-orbital, we p-orbitals as a mainfold
for onsite interaction and s- and p-orbitals for inter-site interactions, respectively. As shown
in Table II, the obtained on-site U values are quite comparable to the values from DFPT and
ACBN0 in Table I. Moreover, the converged inter-site V well reflects the variation of local
screening in direction perpendicular to the plane. We also confirm that the converged V
decreases rapidly as the interatomic distance increases (not listed in Table II). In Fig. 4a, we
compare the band structures obtained with PBE, ACBN0 and eACBN0, respectively. Like
bands from ACBN0 and HSE06 in Fig. 3, the conduction bands obtained from the eACBN0
method are almost rigidly shifted up with respect to those from PBE approximations. We
also compute the PDOS from the eACBN0 method in Fig. 4b and find that the contributions
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from each orbitals are similar to those from ACBN0 in Fig. 2c while all conduction bands
are rigidly shifted. We note that the inclusion of In-4d for U and V interactions does not
affect the band dispersions and PDOS, though giving a slightly larger band gap of 1.86 eV.
From this benchmark study, we make following arguments. The on-site Hubbard U can
be considered as a “fingerprint” of local atomic environment: it does not have a simple
dependence on the element type or crystal structure, which highlights the necessity of using
self-consistent values to be fully ab initio. The three self-consistent schemes for computing
Hubbard parameters, DFPT, ACBN0, and eACBN0, give comparable values, and are nu-
merically more stable than the single-shot LR method. The flexibility to choose the Hubbard
manifold to some extent increases the variational degrees of freedom of DFT+U , though in
practice it may be less straightforward to choose the optimal sets of localized states to ap-
ply Hubbard corrections. We argue band gaps computed using self-consistent U are less
sensitive to the choice of Hubbard manifold, as supported by Table I where two choices of
Hubbard manifolds result in similar band gap values.
B. Band gaps of III2-VI3 2D FEs
In the seminal work of Ding et al., a family of III2-VI3 compounds, Al2S3, Al2Se3, Al2Te3,
Ga2S3, Ga2Se3,Ga2Te3, In2S3, and In2Te3, were predicted to be ferroelectric when they
adopt the same structure as that of monolayer α-In2Se3. This offers a platform to test the
performance of DFT+U using self-consistent Hubbard parameters. We calculate the band
gaps for all known III2-VI3 2D FEs using PBE and ACBN0, respectively. In our benchmark
study of α-In2Se3, each atom is treated as a unique Hubbard site due to symmetry breaking.
Nevertheless, we expect in some cases it might be computationally tedious to treat all
symmetry-inequivalent sites as unique Hubbard sites. At the lowest approximation, it is
still reasonable to use the same U for atoms of the same species, which is equivalent to
averaging on-site interactions over these atoms. To gauge the subtle effect of applying
averaged U corrections, we compare the results obtained using two (element-specific) U ’s
and five (site-specific) U ’s, denoted as ACBN0+2U and ACBN0+5U , respectively. The
HSE06 value is chosen as the reference because of the lack of experimental band gaps for
these newly discovered 2D FEs.
Figure. 5a compares the band gaps calculated using PBE, ACBN0+2U , ACBN0+5U ,
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and HSE06. It is clear that PBE substantially underestimates the band gaps for all III2-VI3
compounds. The band gaps predict with ACBN0+2U and ACBN0+5U are comparable to
HSE06 results, with ACBN0+5U being slightly better that ACBN0+2U . This confirms
the applicability of ACBN0 to a broader range of III2-VI3-type 2D FEs. We also note the
correlation between the band gap, the electronegativity (χe), and the self-consistent value
of Hubbard U of group-VI elements (S, Se, and Te). First, the band gap increases with
the difference in the electronegativity (∆χe) of group-III and group-VI elements (Fig. 5b).
Taking Ga2Te3 as an example, it has the smallest band gap, and ∆χ
e = 0.29 (χe(Ga) = 1.81,
χe(Te) = 2.1) is also the smallest among all 9 compounds. In comparison, Al2S3 has the
largest ∆χe as well as the largest band gap. Second, the U value of an element depends on
its electronegativity, as we find Up(Te) < Up(Se) < Up(S) that is consistent with the trend of
χe(Te) < χe(Se) < χe(S). For the same group-VI element, the U value also scales with ∆χe
of the material. For example, Up(S) in In2Se3 is smaller than that in Al2S3 while the former
has a smaller ∆χe. This further supports our previous argument that U is not element but
site/material specific. We may also take advantage of this feature to use the self-consistent
U to differentiate atoms of the same element in complex materials such as charge-ordering
transition metal oxides.
C. VdW heterostructures of 2D FEs
The 2D vdW heterostructures consisted of multiple layers of 2D materials are becom-
ing an increasingly important platform to realize novel emergent phenomena74. From a
device perspective, the absence of surface dangling bonds in 2D materials and the weak
vdW interactions between different layers ensure an atomically sharp interface across the
heterojunction, beneficial for obtaining stable and reproducible device characteristics75. The
incorporation of 2D FEs into vdW heterostructures allows for convenient control of electri-
cal properties such as band gap, band alignments, and charge transport via external electric
fields. An important consequence of an OP polarization is a built-in electric field and thus
an electrostatic potential across the material. It was suggested that one can take advantage
of the vacuum level difference between the two surfaces of 2D FEs to realize water split-
ting with near-infrared light76. Our investigations demonstrate that ACBN0 improves the
band gap prediction for freestanding monolayer III2-VI3 2D FEs. Using α-In2Se3 bilayer
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and InTe/In2Se3 as examples, we further analyze the performance of PBE, ACBN0, and
eACBN0 on vdW heterostructures. The in-plane lattice constants and atomic positions are
optimized using PBE with the inclusion of Grimme dispersion corrections (DFT-D3)77. It
is noted that the dipole correction has negligible impacts on the optimized geometries but
slightly reduces the electronic band gaps.
For α-In2Se3 bilayer with the same polarization direction for each layer, PBE predicts
a nearly semimetal state (Eg < 5 meV) while ACBN0 yields a small (indirect) band gap
of ≈0.02 eV, as shown in Fig. 6a. The direct band gap at the Γ point predicted by PBE
and ACBN0 are 0.11 and 0.05 eV, respectively, both lower than the HSE06 value of 0.26 eV
(obtained with 8 × 8 × 8 k/q-point grids). This suggests both methods fail to capture the
correct charge transfer between outermost layers due to the strong perpendicular electric
field. In comparison, eACBN0 predicts a band gap of 0.44 eV, indicating a better description
of the charge distribution along the OP direction. This is supported by the close agreement
between eACBN0 (1.13 D) and HSE06 (0.95 D) values of the calculated dipole moments.
Likewise, the computed band gaps for α-In2Se3/InTe heterostructure highlight the important
role of inter-site Hubbard interactions in 2D FE materials. The band gaps of the system
from PBE and ACBN0 are found to be 0.06 and 0.14 eV, respectively, while the gap from
eACBN0 is 0.37 eV (Fig. 6b), comparable to the HSE06 result of 0.29 eV. Here, we also
observe eACBN0 predicts a larger band gap than HSE06, consistent with previous studies.
D. Adsorption energy of small molecules
It is well established that ferroelectricity can affect the electronic structure of the sur-
face and thus adsorption energies and catalytic properties, making ferroelectrics promising
candidates for tunable catalysis78–81. It was recently proposed that α-In2Se3 may act as a re-
versible gas sensing substrate because NH3, NO and NO2 have different adsorption energies
on the two oppositely charged surfaces82. The ability to accurately predicate the adsorption
energy is essential for the understanding of the adsorption mechanisms on catalytic surfaces.
However, local and semi-local density functionals often failed quantitatively to predict the
adsorption energies of small molecules on metal surfaces (e.g.,CO on Cu) because of the
incorrect predictions of the positions of the frontier orbitals of molecules83.
Here we first carry out a benchmark study of the adsorption of hydroxyl radical (HO)
18
on both surfaces of monolayer α-In2Se3 by constructing the energy profile as a function of
adsorption distance using PBE, ACBN0, and HSE06, respectively. The adsorption energy
is defined as Eads = Etotal − Emolecule − EIn2Se3 , where Etotal, Emolecule, and EIn2Se3 are the
energies of the gas molecules adsorbed on the monolayer, isolated gas molecules, and single-
layer In2Se3 , respectively. Notably, we also investigate the effects of adding self-consistent U
corrections to the oxygen 2p states of HO, denoted as ACBN0+Up(O). Four adsorption cases
(Fig. 7a) are explored, O-end adsorptions on P+ and P− surfaces and H-end adsorptions on
P+ and P− surfaces. The HO remains perpendicular to the slab when varying the adsorption
distance. The results are presented in Fig. 7b. We find that PBE strongly overestimates
not only the binding strength compared to HSE06 but also the change in adsorption energy
of HO due to polarization switching: the PBE value of Eads for O-end adsorption changes
from −0.21 eV on P− surface to −0.28 eV on P+ surface, though the HSE value changes
slightly from −0.006 eV to −0.02 eV. ACBN0 calculations with self-consistent Up(Se) and
Ud(In) improve the overall predictions of adsorption energies compared to PBE though the
results remain qualitatively different from HSE06. It turns out the ACBN0 Up value of
the O-2p state in an isolated HO molecule is as large as 7.74 eV. After applying Hubbard
U corrections to the oxygen atom of the hydroxyl radical, the ACBN0+Up(O) calculations
nearly reproduce the HSE adsorption energies in all four cases (Fig. 7b). Our results suggest
the importance of applying self-consistent U corrections to localized states of both adsorbates
and substrates.
We then calculate the adsorption energies Eads of HO, NO, and CO on both polar surfaces
of In2Se3 by fully optimizing the atomic positions of gas molecules using a unit cell of In2Se3
sheet with its in-plane lattice constants and atomic positions fixed. Specifically, ACBN0+Up
denotes the DFT+U method in which self-consistent Hubbard corrections are applied to
both In2Se3 (In-4d and Se-4p) and the 2p states of gas molecules: Up(O)= 7.74 eV for HO,
Up(O)= 2.47 eV and Up(N)= 0.95 eV for NO, Up(O)= 3.61 eV and Up(C)= 0.20 eV for CO.
Table IV reports the adsorption energies computed with different methods. We find that for
closed-shell molecule CO, the three methods, PBE, ACBN0, and ACBN0+Up predict similar
adsorption strengths that are insensitive to the charge states of polar surfaces. Consistent
with our benchmark study, the PBE and ACBN0 values of Eads are much larger (more
negative) than ACBN0+Up for HO adsorbed on both surfaces of In2Se3, with the former
two methods indicating a chemical adsorption while the latter method implying a physical
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adsorption. Interestingly, the adsorption energies for the open-shell molecule NO computed
with PBE, ACBN0, and ACBN0+Up are comparable. We also examine the effects of vdW
interactions using the semi-empirical DFT-D3 method. The inclusion of dispersive effects
generally increases the binding energies and reduce the adsorption distances.
The substantially different adsorption strengths of HO predicted by PBE(ACBN0) and
ACBN0+Up can be understood by inspecting the spin-resolved band structures and density
of states. As shown in Fig. 8, the oxygen 2p states hybridize strongly with the states of
In2Se3 over a broad energy window within PBE (ACBN0), indicating a strong charge transfer
between In2Se3 and HO. Particularly, both PBE and ACBN0 predict a half-filled metallic
system for HO adsorbed on the P− surface. In comparison, the use of Up(O) noticeably
downshifts the bands of O-2p characters such that states near Ef remain dominated by
In2Se3, consistent with a low Eads and a physisorption character.
V. CONCLUSION
In this work, we investigate the electronic structures of III2-VI3-type 2D FEs with
DFT+U and DFT+U+V methods using self-consistent Hubbard parameters. Our results
show that U values computed with first-principles schemes, DFPT, ACBN0, and eACBN0,
are comparable with each other. The self-consistent U is sensitive to the local atomic envi-
ronment and can potentially serve as a useful local descriptor to differentiate atoms of the
same element type in complex materials. The band gaps and band dispersions predicted
with ACBN0 are comparable with those calculated with hybrid functional HSE06 for all
studied 2D FEs. Importantly, the inclusion of inter-site Coulomb interaction V is critical
for improved descriptions of the electronic structures of vdW heterostructures involving 2D
FEs and more covalent 2D materials such as InTe. We further find that it is important
to apply self-consistent U corrections to both adsorbates and substrates to obtain accurate
adsorption energies of small molecules on 2D FEs.
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TABLE I. Comparison of on-site Hubbard U values (in eV) and the corresponding band gaps for
monolayer α-In2Se3. The out-of-plane polarization points from Se1 to Se3 as shown in Figure 1.
The LR-cDFT values obtained with a unit cell are given in square brackets.
{ Ud(In), Up(Se) } { Up(In), Up(Se) }
Atom LR-cDFT DFPT ACBN0 LR-cDFT DFPT ACBN0
Se1 5.32 [7.83] 3.85 3.83 5.32 [7.83] 3.91 3.79
In1 - 12.81 15.40 0.78 [0.86] 1.26 0.02
Se2 5.66 [5.86] 3.44 3.56 5.66 [5.86] 3.42 3.52
In2 - 13.89 15.32 0.78 [0.80] 1.05 0.02
Se3 5.86 [8.40] 3.71 3.11 5.86 [8.40] 3.72 3.07
Eg 1.57 [1.94] 1.34 1.32 1.57 [1.94] 1.33 1.30
Eg(PBE) = 0.80
Eg(HSE06) = 1.48
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TABLE II. Self-consistent on-site Hubbard U values for Se and In p-orbitals and inter-site Hubbard
Vαβ values (in eV) between α- and β-orbitals (α, β = s, p) belong to the nearest neighboring atoms
of monolayer α-In2Se3 obtained from eACBN0 method. The out-of-plane polarization points from
Se1 to Se3. The notation for U follows Table I. The table for Vαβ can be read as follows: the inter-
site Vss between the s-orbital of In1 atom (denoted as In1-s) and s-orbital of Se1 atoms (denoted
as Se1-s) is 0.84 eV and so on.
{ Up(In), Up(Se) }
Se1 In1 Se2 In2 Se3
4.06 0.11 3.58 0.12 3.14
Vss, Vsp, Vpp
Se1-s Se1-p Se2-s Se2-p
In1-s 0.84 1.66 0.78 1.52
In1-p 0.64 1.70 0.61 1.59
Se2-s Se2-p Se3-s Se3-p
In2-s 0.90 1.66 0.84 1.53
In2-p 0.64 1.68 0.57 1.61
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TABLE III. Self-consistent on-site Hubbard U values (in eV) from ACBN0 for monolayer III2-VI3
compounds (III=Al, Ga, In; VI=S, Se, Te). Hubbard corrections are applied to the p-states of Al,
S, Se, and Te, and to the d-states of Ga and In, respectively. The out-of-plane polarization points
from VI1 to VI3.
Atom Al2S3 Al2Se3 Al2Te3 Ga2S3 Ga2Se3 Ga2Te3 In2S3 In2Te3
VI1 4.73 4.01 3.23 4.42 3.76 2.51 4.62 3.18
III1 0.01 0.02 0.05 19.93 20.06 20.20 15.28 15.60
VI2 4.36 3.72 3.03 4.19 3.60 2.90 4.26 3.01
III2 0.01 0.02 0.06 19.81 19.98 20.20 15.16 15.57
VI3 3.85 3.24 2.38 3.48 2.99 2.53 3.71 2.45
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TABLE IV. Polarization-dependent adsorption energies in eV for small molecules on single-layer
α-In2Se3 for 1.0 monolayer coverage. The adsorption distances in A˚ are given in square brackets.
Method
HO NO CO
P+ P− P+ P− P+ P−
PBE −0.794 [1.65] −0.968 [1.62] −0.019 [3.53] −0.047 [3.05] −0.008 [3.72] −0.011 [3.74]
ACBN0 −0.558 [1.74] −0.720 [1.63] −0.022 [3.53] −0.083 [3.19] −0.009 [3.72] −0.012 [3.54]
ACBN0+Up −0.019 [3.32] −0.011 [3.67] −0.069 [3.41] −0.119 [3.21] −0.009 [3.74] −0.009 [3.47]
PBE+D3 −0.885 [1.65] −1.066 [1.57] −0.079 [3.27] −0.119 [2.93] −0.071 [3.66] −0.087 [3.29]
ACBN0+D3 −0.650 [1.69] −0.816 [1.58] −0.083 [3.31] −0.154 [3.07] −0.073 [3.66] −0.093 [3.20]
ACBN0+Up+D3 −0.080 [2.97] −0.051 [3.62] −0.131 [3.27] −0.188 [3.07] −0.089 [3.32] −0.113 [2.86]
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FIG. 1. Schematic of two-dimensional ferroelectric α-In2Se3. Each atomic layer in the quintuple
layer has only one type of atom arranged in a triangular lattice. The displacement of the central
Se layer gives rise to both in-plane polarization (PIP) and out-of-plane polarization (POP). The
switch of POP will lead to the reversal of PIP.
32
(c) (d)
PBE LR-cDFT: Up(Se)(b)
ACBN0: {Up(In), Up(Se)} ACBN0: {Ud(In), Up(Se)}
(a)
FIG. 2. Comparison between the band structures and projected density of states of monolayer α-
In2Se3 obtained with (a) PBE (b) Hubbard U computed with LR-cDT and applied to Se-4p states
(c) ACBN0 with U corrections applied to Se-4p and In-5p states (d) ACBN0 with U corrections
applied to Se-4p and In-4d states. The density of states of In-4d are scaled to 20% of their original
values in the plots.
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FIG. 3. Comparison of the band structures of monolayer α-In2Se3 computed with PBE, ACBN0,
and HSE06, respectively. The valence band maximum is set as the Fermi level.
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FIG. 4. (a) Comparison of the band structures of monolayer α-In2Se3 computed with PBE (black),
ACBN0 (blue), and eACBN0 (red), respectively. The valence band maximum is set as the Fermi
level. (b) Projected density of states computed from eACBN0. The density of states of In-4d are
scaled to 20% of their original values in the plots.
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FIG. 5. (a) Comparison of band gaps predicted by PBE, ACBN0+2U , and ACBN0+5U using
HSE06 values as the reference. (b) Correlation between band gaps, Hubbard U values of group-VI
elements computed with ACBN0, and electronegativity difference (∆χe) of III2-VI3 compounds.
The solid line in blue is the linear fit of Eg versus ∆χ
e.
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FIG. 6. Comparison of PBE, ACBN0, and eACBN0 band structures of (a) α-In2Se3 bilayer and
(b) In2Se3/InTe vdW heterstructure.
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FIG. 7. (a) Schematics of OH adsorptions on the polar surfaces of α-In2Se3. (b) Adsorption energy
(Eads) versus adsorption distance employing PBE, ACBN0, ACBN0+Up(O), and HSE06.
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FIG. 8. Comparison between the spin-resolved band structures and density of states (DOS) of HO
adsorption on P− (left) and P+ (right) surfaces of α-In2Se3 obtained with (a) PBE (b) ACBN0
(c) ACBN0+Up(O). The blue and red solid lines in the band structure represent spin-up and spin-
down states, respectively. Filled red and blue curves in the DOS plot represent spin-up and spin
down states of In2Se3, the green line denotes O-2p states, respectively.
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