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Abstract
We consider a generalization of Einstein-Sasaki manifolds, which we
characterize in terms both of spinors and differential forms, that in the real
analytic case corresponds to contact manifolds whose symplectic cone is
Calabi-Yau. We construct solvable examples in seven dimensions. Then,
we consider circle actions that preserve the structure, and determine con-
ditions for the contact reduction to carry an induced structure of the same
type. We apply this construction to obtain a new hypo-contact structure
on S2 × T 3.
MSC classification: 53C25; 53D20, 53C30.
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Introduction
Einstein-Sasaki manifolds can be characterized in terms of real Killing spinors
[14]; infinite families of explicit examples of Einstein-Sasaki manifolds have been
constructed in [16, 10]. These examples are in fact toric contact manifolds (see
[21]). More generally, one can consider the geometry associated to a gener-
alized Killing spinor [2]. Both Killing and generalized Killing spinors can be
associated to other geometries (see [1]), but we shall only consider generalized
Killing spinors associated to SU(n)-structures on manifolds of dimension 2n+1.
These structures correspond ideally to restrictions of Calabi-Yau structures to
a hypersurface. In fact, we can think of an SU(n)-structure as given by a real
one-form α, a real two-form F and a complex n-form Ω, and the associated
spinor is generalized Killing if and only if
dF = 0, d(α ∧ Ω) = 0 .
Every hypersurfaceM in a Calabi-Yau manifold of real dimension 2n+2 has an
SU(n)-structure of this type, where F and α∧Ω are the restriction of the Ka¨hler
form and complex volume. In the real analytic category, the converse also holds
(see [9] for the five-dimensional case, and Proposition 2 for the general case).
Realizing M explicitly as a hypersurface in a Calabi-Yau manifold is
generally a matter of solving certain evolution equations; in the Einstein-
Sasaki case, however, the Calabi-Yau structure is simply the induced conical
1
SU(n+ 1)-structure on M × R+. Thus, the Calabi-Yau manifold M × R+ is
both the Riemannian and symplectic cone over M . In this paper we consider
the intermediate case in which we have a generalized Killing spinor, and the
SU(n)-structure on M is a contact metric structure, thereby inducing a conical
symplectic form onM ×R+; by [15], α-Einstein-Sasaki manifolds belong to this
class. In this context, contact means that dα = −2F . If (M,α) is a real an-
alytic contact manifold with a real analytic SU(n)-structure as above, it turns
out that the symplectic cone M × R+ has a compatible Calabi-Yau metric; in
other words, the Calabi-Yau metric whose existence is guaranteed by the above-
mentioned embedding result has conical Ka¨hler form, although the metric itself
may not be conical (Theorem 3).
Not many examples of SU(n)-structures of this type are known, excepting
those that are actually α-Einstein-Sasaki. There are solvable non-compact ex-
amples in five dimensions [11], an example in seven dimensions related to gener-
alized G2-structures [13], and a two-parameter family of examples in the sphere
bundle in TCP2 [8]. Notice however that examples of α-Einstein-Sasaki mani-
folds which are not Einstein are known, the simplest being the Heisenberg group
in arbitrary odd dimension [24]; more complicated α-Einstein-Sasaki structures
were constructed in [3].
The 7-dimensional example in [13] is constructed as a compact quotient of
the Lie group SU(2) ⋉ϕ R
4, where ϕ is given by quaternionic multiplication.
In Section 3 we show that this example is unique in the class of semidirect
products H⋉V of dimension higher than three, with H compact Lie group and
V representation of H . Motivated by this uniqueness, we consider semidirect
products H ⋉V with H solvable, obtaining new seven-dimensional examples of
contact SU(3)-structures associated to a generalized Killing spinor. In fact, we
classify the three-dimensional solvable Lie groupsH which give rise to structures
of this type on a semidirect product H ⋉R4 (Theorem 5).
Our main result is aimed at constructing more examples by using the contact
reduction. We start with a manifoldM of dimension 2n+1, a generalized Killing
spinor ψ and an SU(n)-structure which is a contact metric structure. Moreover,
we assume that S1 acts on M preserving the SU(n)-structure. Under certain
conditions on this action, one can define the contact reductionM//S1, which is
a contact manifold of dimension 2n− 1 [17], and inherits a Riemannian metric
and spinor as well. In Theorem 12 we prove a necessary and sufficient condition
for this induced spinor to be generalized Killing; more precisely, this condition
involves the derivative of the norm of the fundamental vector field, and it is
satisfied by circle actions with constant orbit length. The proof depends on a
study of “basic” spinors in the context of Riemannian submersions, which we
carry out in Section 4.
Whilst serving as motivation for the study of these structures, the existence
of a Calabi-Yau cone is not used directly; in particular, our main result holds
in the smooth category. However, if Calabi-Yau cones do exist, then the cone
over M//S1 is the symplectic reduction of the cone over M . It is well known
that the symplectic reduction of a Ka¨hler manifold is again Ka¨hler [20], but
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Ricci-flatness is not preserved in general. Thus, our result gives in particular
sufficient conditions for the Calabi-Yau condition to be preserved under Ka¨hler
reduction. The odd-dimensional analogue of Ka¨hler reduction was considered
in [18], where it was shown that the Sasaki condition is preserved under contact
reduction. Neither is the Einstein condition preserved in this situation; however,
our result gives sufficient conditions for the Sasaki reduction of a Einstein-Sasaki
manifold to be α-Einstein (Corollary 14).
As an application of our theorem, we obtain a new example on the compact
manifold S2 × T 3.
1 Generalized Killing spinors
LetM be an oriented spin manifold of dimension n; the choice of a Riemannian
metric g on M determines the principal bundle PSO of oriented orthonormal
frames. More generally, if G is a subgroup of GL(n,R), a G-structure PG
on M is a reduction to G of the bundle of frames. In this section we shall
consider two types of G-structures associated to a spinor, corresponding to the
subgroups SU(n) ⊂ GL(2n,R) and SU(n) ⊂ GL(2n + 1,R). The first type
corresponds to Calabi-Yau geometry; more precisely, an SU(n)-structure PSU
on a manifold of dimension 2n is called Calabi-Yau if it admits a torsion-free
connection. In particular, a Calabi-Yau structure determines a Riemannian
metric with holonomy contained in SU(n).
The Lie group Spin(n) acts on PSO on the right via the 2:1 homomorphism
Ad: Spin(n)→ SO(n) . (1)
A spin structure on M is a principal bundle over M with fibre Spin(n) and an
equivariant 2:1 map
Ad: PSpin → PSO .
Let Σ = Σn be a complex irreducible representation of the Clifford algebra
Cl(n) ⊃ Spin(n); a spinor on M is a section of the associated bundle
PSpin ×Spin(n) Σ .
We shall need explicit formulae for the representation Σ. Let v0, v1 be a
basis of C2 with v0 = ( 10 ) and v1 = (
0
1 ); a basis u0, . . . , u2n−1 of Σ = (C
2)⊗n is
given by
uk = van−1 ⊗ · · · ⊗ va0 , where k =
∑
0≤r<n
ar2
r .
We think of the ar as elements of Z/2Z. The Clifford algebra Cl(2n) acts
irreducibly on Σ by
e2j · uk = −(−1)
aj−1+···+a0van−1 ⊗ · · · ⊗ vaj ⊗ v1−aj−1 ⊗ vaj−2 ⊗ · · · ⊗ va0
e2j−1 · uk = i(−1)
aj−2+···+a0van−1 ⊗ · · · ⊗ vaj ⊗ v1−aj−1 ⊗ vaj−2 ⊗ · · · ⊗ va0
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where j ranges between 1 and n. The representation Σ is also an irreducible
representation of Cl(2n + 1); more precisely, denoting temporarily by ⊙ the
Clifford multiplication of Cl(2n), we set
e2n+1 · uk = (−1)
an−1+···+a0+ni uk,
ej · uk = −e2n+1 · ej ⊙ uk , j = 1, . . . , 2n.
There is a choice of sign involved in this definition; in this paper we shall only
consider this representation of Cl(2n + 1), which is characterized by the fact
that the volume element e1 · · · e2n+1 acts as i
n+1.
Restricting the action to the groups Spin(2n), Spin(2n+ 1), one finds that
the stabilizer of u0 is SU(n) in both cases. However, Σ is only irreducible
as a Spin(2n + 1)-module, whilst as a Spin(2n)-module it splits into the two
components
Σ+ = Span{uk | an−1 + · · ·+ a0 = 0 mod 2} ,
Σ− = Span{uk | an−1 + · · ·+ a0 = 1 mod 2} .
As a consequence of the above, Calabi-Yau manifolds, namely Riemannian
manifolds of dimension 2n with holonomy SU(n), can be characterized by the
existence of a parallel spinor. Indeed, the orbit Spin(2n)u0 defines a bundle
PSpin ×Spin(2n) Spin(2n)u0 ⊂ PSpin ×Spin(2n) Σ , (2)
and a section ψ of this bundle defines a principal bundle
PSU = {u ∈ PSpin | [u, u0] = ψ},
which has the stabilizer SU(n) as its fibre. Since the kernel of (1) is not contained
in SU(n), the principal bundle PSU ∼= Ad(PSU) is in fact an SU(n)-structure.
Hence, the covariant derivative of ψ with respect to the Levi Civita connection
can be identified with the intrinsic torsion of PSU. In particular, if ψ is parallel,
one obtains a Calabi-Yau structure on M .
There are other, weaker conditions that it is natural to impose on a spinor.
The authors of [2] propose the following: a generalized Killing spinor M is a
spinor ψ satisfying
∇Xψ =
1
2
Q(X) · ψ , Q ∈ Γ(Sym(TM)) . (3)
Here, as throughout the paper, ∇ denotes the Levi-Civita connection. Gener-
alized Killing spinors arise naturally, by restriction, on oriented hypersurfaces
in manifolds with a parallel spinor; in this setting, the tensor Q corresponds to
the Weingarten tensor. There are also partial results in the converse direction
(see [22, 2, 9]).
In particular, consider the case of a hypersurface M inside a manifold with
holonomy SU(n+1). The restriction of the parallel spinor gives a section of (2)
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onM , thus defining an SU(n)-structure PSU on the 2n+1-dimensional manifold
M . To this SU(n)-structure one can associate forms α, F and Ω such that
α = e2n+1, F = e12 + · · ·+ e2n−1,2n,
Ω = (e1 + ie2) ∧ · · · ∧ (e2n−1 + ie2n),
(4)
where e1, . . . , e2n+1 is the coframe associated to to any local section of PSU,
and ejk is short for ej ∧ ek. One can also read off the forms F and Ω ∧ α as
pull-backs of the Ka¨hler form and the complex volume form on the Calabi-Yau
manifold. We shall say that PSU is the restriction of the Calabi-Yau structure
to the hypersurface.
Regardless of whether the SU(n)-structure on M arises from restricting a
Calabi-Yau structure, assuming (3) holds, one can relate the covariant derivative
of the forms α, F and Ω to the tensor Q. This will enable us to rewrite the
generalized Killing spinor equation (3) in terms of differential forms in the next
section.
Lemma 1. Let M be a Riemannian spin manifold of dimension 2n+1, and let
ψ be a section of (2) satisfying (3). If α, F and Ω are the forms associated to
the SU(n)-structure defined by ψ, then
∇Xα = (−1)
nQ(X)yF
∇XF = (−1)
nα ∧Q(X)
∇XΩ = (−1)
n+1iα ∧ (Q(X)yΩ) + i(−1)nQ(X, e2n+1)Ω
where we have used the identification TM ∼= T ∗M given by the metric.
Proof. We work on the principal bundle PSU ∼= Ad(PSU). Let ω be the restric-
tion to PSU of the Levi-Civita connection form. According to the orthogonal
decomposition
so(2n+ 1) = su(n)⊕ 〈J〉 ⊕ u(n)⊥ ,
where
J = e21 − e12 + · · ·+ e2n,2n−1 − e2n−1,2n ,
we can decompose ω as ωsu + kJ + ω
⊥. Here, ehk is the square matrix of order
2n+ 1 with entries aij , all equal to zero except ahk = 1. Then
∇Xψ = ω(X)u0 = k(X)Ju0 + ω
⊥(X)u0 = −
1
2
ni k(X)u0 −
1
2
(ω⊥)ijei · ej · u0,
where
ω⊥ =
∑
1≤i<j≤2n+1
(ω⊥)ij(eij − eji) .
Now, by (3),
ni k(X)u0 − (ω
⊥)ij(X)ei · ej · u0 = Q(X) · u0;
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looking at the definition of the Clifford action, from which it follows in particular
that for 1 ≤ j ≤ n
e2j · e2n+1 · u0 = −e2n+1 · e2j · u0 = (−1)
n+1e2j−1 · u0,
e2j−1 · e2n+1 · u0 = −e2n+1 · e2j−1 · u0 = (−1)
ne2j · u0,
one concludes that
(ω⊥)ij = 0, j < 2n+ 1, (ω
⊥)i,2n+1(X) = (−1)
n+1Q(X, J(ei)),
k(X) = −
1
n
(−1)nQ(X, e2n+1).
Now observe that
Jα = 0 JF = 0, JΩ = −niΩ;
hence,
∇Xα = ω(X)α = ω
⊥(X)α = (−1)nJ(Q(X)) .
The rest of the statement is proved in the same way.
Remark. The forms α, F and Ω determine the SU(n)-structure PSU. Therefore,
one can express the intrinsic torsion of PSU in terms of ∇α, ∇F and ∇Ω;
however, the intrinsic torsion turns out to be entirely determined by dα, dF
and dΩ (see [7]).
2 Calabi-Yau cones
In this section we restrict to the real analytic category, and give a twofold
chacterization of contact SU(n)-structures associated to a generalized Killing
spinor, in terms of differential forms and Calabi-Yau cones.
First, we need to consider a broader class of SU(n)-structures.
Proposition 2. Let M be a real analytic manifold of dimension 2n+ 1 with a
real analytic SU(n)-structure PSU. The following are equivalent:
(i) The section of the vector bundle (2) associated to PSU is a generalized
Killing spinor.
(ii) The differential forms α, F and Ω associated to PSU satisfy
dF = 0, d(α ∧ Ω) = 0.
(iii) A neighbourhood of M × {0} in M × R has a Calabi-Yau structure which
restricts to PSU.
Proof. Assume that (i) holds, and let ei be the local orthonormal frame associ-
ated to a section of PSU. Since Q is symmetric, it follows that∑
i
ei ∧Q(ei) = 0.
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By Lemma 1, and using the fact that the Levi-Civita connection is torsion-free,
dF =
∑
i
ei ∧∇eiF = (−1)
n
∑
i
ei ∧ α ∧Q(ei) = 0.
Likewise,
d(α ∧ Ω) = (−1)n
∑
i
ei ∧ ((Q(ei)yF ) + iQ(ei, e2n+1)α) ∧ Ω ;
since for any vector field Y one has
(
Y yF − iY + iα(Y )α
)
∧Ω = 0,
we find that
d(α ∧ Ω) = (−1)n
∑
i
ei ∧ iQ(ei) ∧ Ω = 0,
meaning that (ii) holds.
The fact that (ii) implies (iii) follows from the theory of exterior differential
systems. Reference [9] contains a detailed proof of the five-dimensional case,
which can be generalized to arbitrary dimension because the exterior differential
system associated to the group SU(n) is involutive [5, 7].
Finally, (iii) implies (i) because every Calabi-Yau manifold carries a parallel
spinor ψ, and its restriction to a hypersurface satisfies
∇X ι
∗ψ =
1
2
Q(X) · ι∗(∇Xψ),
where Q is the Weingarten tensor (see e.g. [2]).
Remark. The assumption of real analyticity in Proposition 2 is certainly neces-
sary to prove that (i) or (ii) imply (iii), due to a result of Bryant [4]. However,
the fact that (i) implies (ii) does not require this hypothesis. A five-dimensional
version of Proposition 2 is proved in [9], where the SU(2)-structures defined by
a generalized Killing spinor were introduced under the name of hypo structures.
In that paper it was also proved, by considering the intrinsic torsion, that (ii)
implies (i) without assuming real analyticity. We expect a similar result to hold
in arbitrary dimension.
Remark. The passage from (ii) to (iii) can be described in terms of evolution
equations, in the sense of [19]. Indeed, suppose there is a one-parameter family
(α(t), F (t),Ω(t)), of SU(n)-structures onM , with t ranging in the interval (a, b);
then the forms
α(t) ∧ dt+ F (t), (α(t) + idt) ∧ Ω(t) (5)
define a Calabi-Yau structure onM×(a, b) if and only if (ii) holds for, say, t = 0
and the evolution equations
∂
∂t
F (t) = −dα(t),
∂
∂t
(α(t) ∧ Ω(t)) = idΩ(t) (6)
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are satisfied. Conversely, ifM is compact (iii) implies that one can find a solution
of these equations with (α(0), F (0),Ω(0)) corresponding to PSU. Indeed, the
exponential map enables one to identify a tubular neighbourhood ofM inM×R
with a product M × (a, b), in such a way that the vector field ∂
∂t
has unit norm
and is orthogonal to the hypersurfaces M × {t}, with the effect of casting the
Ka¨hler form and complex volume in the form (5). Thus, Proposition 2 can be
viewed as an existence result for solutions of (6).
A special situation of Proposition 2 is when Q is a (constant multiple of)
the identity. Then the spinor ψ is called a real Killing spinor, and it is the
restriction of a parallel spinor on the Riemannian cone over M . The general
situation has been studied in [1]; in our case, the restriction of the Calabi-Yau
structure is an Einstein-Sasaki structure. In particular, this means that M is
a contact metric manifold, with contact form α. We define the symplectic cone
over (M,α) as the symplectic manifold
(
M × R+,−
1
2
d(r2α)
)
. (7)
If M is Einstein-Sasaki, the symplectic cone is Calabi-Yau with the cone metric
r2g + dr2; it is understood, here and wherever we refer to Calabi-Yau struc-
tures on symplectic manifolds, that the Ka¨hler form coincides with the given
symplectic form.
More generally, we say that an SU(n)-structure on a manifold M of dimen-
sion 2n + 1 is contact if dα = −2F ; this means that α is a contact form, and
F is the pullback to M ∼= M × {1} of the conical symplectic form (7). We
shall consider a weaker condition than Einstein-Sasaki, corresponding ideally to
contact SU(n)-structures PSU such that the symplectic cone is Calabi-Yau, but
not necessarily with respect to the cone metric.
Theorem 3. Let M be a real analytic manifold of dimension 2n+1 with a real
analytic, contact SU(n)-structure PSU. The following are equivalent:
(i) The section of (2) associated to PSU is a generalized Killing spinor.
(ii) The differential forms α, F and Ω associated to PSU satisfy
dα = −2F, α ∧ dΩ = 0.
(iii) A neighbourhood of M ×{1} in the symplectic cone M ×R+ has a Calabi-
Yau metric which restricts to PSU.
Proof. The fact that (i) implies (ii) and (iii) implies (i) is a consequence of
Proposition 2.
To see that (ii) implies (iii), one applies Proposition 2, deducing that a
neighbourhood N of M × {0} in M × R has a Calabi-Yau structure restricting
to PSU on M ∼=M × {0}. Under the diffeomorphism
M × R ∋ (x, t)→ (x, et) ∈M × R+,
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the conical symplectic form reads
ω0 = e
2t(α ∧ dt+ F ).
Thus, it suffices to prove that there is a diffeomorphism of a neighbourhood N ′
ofM×{0} into N that is the identity onM×{0} and pulls back the Calabi-Yau
symplectic form into the conical symplectic form.
Let α, F , Ω be the forms on N given by the restriction of the Calabi-Yau
structure to each hypersurface N ∩(M×{t}). By construction, the Ka¨hler form
is given by
ω1 = α ∧ dt+ F.
Consider a time-dependent vector field Xs on N , and let φs be the flow of Xs,
which satisfies
φ0(x, t) = (x, t),
∂
∂s
φs(x, t) = (Xs)φs(x,t) .
It is a general fact that for every form β, one has
φ∗sLXsβ =
∂
∂s
φ∗sβ. (8)
Up to restricting N , we can define a one-parameter family of symplectic forms
by
(ωs)(x,t) = (1− s)e
2t (α(x, 0) ∧ dt+ F (x, 0)) + s (α(x, t) ∧ dt+ F (x, t)) ,
thus interpolating between the conical symplectic form ω0 and the Ka¨hler form
ω1. We shall determine Xs in such a way that φs : N
′ → N is well defined for
0 ≤ s ≤ 1, and
ω0 = φ
∗
sωs. (9)
Equality certainly holds for s = 0; taking the derivative with respect to s and
applying (8), we get
0 = φ∗s (LXsωs + ω1 − ω0) = φ
∗
s (d(Xsyωs) + ω1 − ω0) .
The two-form ω1 − ω0 is cohomologically trivial on N , because it vanishes on
M ×{0}, that we may assume to be a deformation retract of N . It follows that
ω1 − ω0 = dβ for some 1-form β. Thus, it suffices to require
Xsyωs = −β,
which determines Xs because the ωs are symplectic forms, to ensure that (9)
holds. With this definition, Xs vanishes on M ×{0}. Hence, the flow φs is well
defined for all s (indeed, constant) at t = 0, and up to restricting N ′, we can
assume that φs is well defined for 0 ≤ s ≤ 1. Now set Φ = φ1 : N
′ → N ; this
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is a diffeomorphism that pulls back the Ka¨hler form to the conical symplectic
form. Since Φ(x, 0) = (x, 0), we have the following diagram
(N ′, ω0)
Φ // (N,ω1)
M × {0}
Id //
OO
M × {0}
OO
where the vertical arrows are inclusions. Since the diagram commutes, the
pullback under Φ∗ of the Calabi-Yau structure on M × R restricts to PSU on
M × {0}.
Remark. Again, the assumption of real analyticity is only essential to prove the
implication (ii) =⇒ (iii). We shall not need this hypothesis in the rest of the
paper.
Remark. In the proof of Theorem 3, the Calabi-Yau structure on N can be
described in terms of the evolution equations (6), by requiring that eachM×{t}
be orthogonal to the unit vector field ∂
∂t
. However, the map Φ does not preserve
this description. Thus, when working onN ′, the one-parameter family of SU(n)-
structures induced by the inclusions M × {t} ⊂ N ′ will not satisfy, in general,
the evolution equations. From the side of N , this means that one should not
expect “conical” evolution.
Hypo-contact manifolds, namely five-dimensional manifolds with
SU(2)-structures satisfying Theorem 3, have been studied in [11], which
contains a classification of solvable Lie groups with invariant hypo-contact
structures.
3 Seven-dimensional semidirect products
In this section we give new examples of SU(3)-structures in seven dimensions
satisfying Theorem 3. More precisely, we consider semidirect products H ⋉ V ,
with H a Lie group, and V a representation of H , generalizing the example
SU(2) ⋉ R4 of [13] (also reviewed in Section 6). We show that this example is
unique among those with H compact and connected, at least when the overall
dimension is higher than three. We then classify the solvable 3-dimensional Lie
groups H such that some semidirect product H ⋉ R4 admits a left-invariant
contact SU(3)-structure whose associated spinor is generalized Killing.
Proposition 4. Let H be a compact connected Lie group, and ϕ : H → V a
representation of V . Then the semidirect product H ⋉ϕ V has a left-invariant
contact structure if and only if H ⋉ϕ V is either SU(2)⋉ϕ H or U(1)⋉C.
Proof. By definition, H ⋉ϕ V is the product H × V with multiplication law
given by
(h, v)(h′, v′) = (hh′, ϕ(h)v′ + v).
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Now let α be a left-invariant one-form. We can write α(e,0) = (αH)e+αV , where
αH is a left-invariant one-form on H and αV is in V
∗. Then
α(h,v) = L
∗
(h,v)(αH + αV ) = L
∗
hαH + ϕ(h
−1)αV . (10)
Hence if e1, . . . , en is a basis of h and e
1, . . . , en the dual basis of 1-forms, at
h = e, we find
(dα)(e,v) = (dαH)e −
n∑
i=1
ei ∧ (ϕ∗eei)αV .
If α is contact, then
dim{(ϕ∗eei)αV } = dim
{
Xy (dα)(e,v) | X ∈ V
}
≥ dimV − 1.
Hence, the orbit of αV in V
∗ has at most codimension 1, and sinceH is compact,
this means that H acts transitively on the sphere in V ∗.
Now let K be the stabilizer of αV in V
∗; suppose by contradiction that K
is not discrete, and take k in K. Then (10) gives
α(k,v) = L
∗
kαH + αV .
Restricting α to K ⋉ϕ V , we find
dα|K⋉ϕV = (dαH)|K .
Now consider the element
β = (dα|K⋉ϕV )e ∈ Λ
2(k⊕ V )∗;
by above, β is really contained in Λ2k∗. Moreover, since K is compact, the exact
form dαK cannot be a symplectic form on K, and so there is a subspace W ⊂ k
with
β|W = 0, dimW >
1
2
dimK.
In particular, the restriction of dαe to V ⊕W ⊂ T(e,0)(H ⋉ V ) is zero. Since
H/K is the sphere in V , we have
dimH = dimK + dimV − 1,
and therefore
dim V + dimW > dimV +
1
2
dimK =
1
2
(dim V + dimH) +
1
2
.
Thus, α is not contact.
We have shown that, if α is contact, then H acts transitively on the sphere
in V with discrete stabilizer K. If V has dimension two, this implies trivially
that H = U(1). If V has dimension n > 2, the exact homotopy sequence
0 = pi1(S
n−1)→ pi0(H)→ pi0(K)→ 0
implies that K is connected, and therefore trivial. Then H acts on Sn−1 both
transitively and freely, giving H = SU(2) and V = H.
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Now let H be a solvable 3-dimensional Lie group, and let e1, e4, e6 be an in-
variant basis of one-forms, where the indices have been chosen for compatibility
with (4) (see Lemma 6 below). Up to a change of basis (see [12]), the structure
equations of H are given by exactly one of the following:
de1 = 0, de4 = 0, de6 = 0; (11)
de1 = 0, de4 = ±e16, de6 = e14; (12)
de1 = 0, de4 = e14, de6 = e16; (13)
de1 = 0, de4 = 0, de6 = e16; (14)
de1 = 0, de4 = 0, de6 = e14; (15)
de1 = 0, de4 = Ae14, de6 = e14 + e16. (16)
In (16), A is a non-zero real constant; the case A = 0 corresponds to (14) under
a change of basis.
We can now state the main result of this section.
Theorem 5. Let H be a solvable 3-dimensional Lie group. Then there exists
a semidirect product H ⋉R4 admitting a left-invariant contact SU(3)-structure
whose associated spinor is generalized Killing if and only if H has structure
equations (11–14).
The rest of this section consists in the proof of Theorem 5. We shall start
by giving a “structure lemma”. As a preliminary observation, notice that “ro-
tating” Ω, i.e. multiplying it by a constant eiθ, preserves the condition of
Theorem 3.
Lemma 6. Let H be a three-dimensional Lie group and V a four-dimensional
representation of H. Suppose the semidirect product G = H ⋉ V has a left-
invariant SU(3)-structure (α, F,Ω), with
dα = −2F, dΩ ∧ α = 0.
Then, up to rotating Ω, we can choose a left-invariant basis e1, . . . , e7 of one-
forms on G satisfying (4), with
de2, de3, de5 ∈ Span{e2, e3, e5, e7} ∧ Span{e1, e4, e6}, (17)
and e1, e4, e6 invariant extensions of forms on H ⋉ {0} ⊂ G.
Proof. By invariance, we can work on the Lie algebra g of G. As a vector space
g = h⊕ V , and the Lie bracket satisfies
[h, h] ⊂ h, [h, V ] ⊂ V, [V, V ] = 0. (18)
We first show that the characteristic vector field is in V . Consider the linear
map
g ∋ X
φ
−→ XyF ∈ g∗ ;
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by construction, the kernel of φ is spanned by the characteristic vector field e7.
Since the restriction of the exact form F to the abelian Lie algebra V is zero,
φ(V ) is contained in h∗; by a dimension count, this implies that kerφ ⊂ V , and
so the characteristic vector field is in V .
Now consider the restriction of Ω to V . This is a complex 3-form satisfying
e7y (Ω|V ) = 0.
Since V has dimension four, this means that ReΩ|V and ImΩ|V are linearly
dependent, and one can multiply Ω by some eiθ, obtaining ReΩ|V = 0. In other
words, (e7)
⊥ ∩ V is special Lagrangian in (e7)
⊥. Now recall that the structure
group SU(3) acts transitively on special Lagrangian subspaces of C3; hence, we
can complete e7 to a basis e1, . . . , e7 of g, consistent with (4), such that
(e7)
⊥ ∩ V = Span{e2, e3, e5}.
Accordingly, h∗ = Span{e1, e4, e6}, so by (18)
d(g∗) ⊂ Span{e1, e4, e6} ∧ g∗. (19)
Imposing now dΩ ∧ α, we find
d(e136 + e145 + e235 − e246) ∧ e7 = 0,
which by (19) splits into
d(e136 + e145 − e246) ∧ e7 = 0, de235 ∧ e7 = 0 ;
from the second of which (17) follows.
Next we prove the “if” part of Theorem 5, by giving explicit examples for
each solvable Lie group (11–14).
Abelian case. Let a, b be real parameters with
c = a2 + b2 > 0.
Every choice of a and b as above determines a semidirect product R3⋉R4, with
an invariant basis of one-forms satisfying
de1 = 0,
de2 = −
a
c
(a2 − 2b2)e56 +
b
c
(2a2 − b2)(e15 + e26) + ae34 − 3
b2a
c
e12 −
1
2
ce17,
de3 = be36 − be45 + ae13 + ae24 +
1
2
ce47,
de4 = 0,
de5 = −
a
c
(a2 − 2b2)(e15 + e26) + be34 +
b
c
(2a2 − b2)e12 − 3
ba2
c
e56 +
1
2
ce67,
de6 = 0,
de7 = −2e12 − 2e34 − 2e56.
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Consider the SU(3)-structure determined by the choice of basis e1, . . . , e7. It
is straightforward to verify that dα = −2F and dΩ ∧ α = 0; it follows that
this structure is contact and, by Theorem 3, the associated spinor is generalized
Killing. Applying Lemma 1, we see that in the chosen frame the tensor Q is
given by the diagonal matrix
diag
(
1−
1
4
(a2 + b2), 1 +
1
4
(a2 + b2), 1 +
1
4
(a2 + b2),
1−
1
4
(a2 + b2), 1 +
1
4
(a2 + b2), 1−
1
4
(a2 + b2),−3−
3
4
(a2 + b2)
)
.
Case (12). This is a twofold case, since there is a choice of sign involved. Let
a be a real constant; consider the semidirect product H ⋉ R4 with structure
constants determined by
(
0, 0,−ae15,−ae16, ae13, ae14,−2e12 − 2e34 − 2e56
)
.
By the same argument as before, the frame e1, . . . , e7 determines a contact
SU(3)-structure whose associated spinor is generalized Killing, and the tensor
Q is given by
diag(1, 1, 1, 1, 1, 1,−3).
For the opposite sign, consider the group given by
(
0,−2a2e17 + 2ae36 − 2ae45, ae15, ae16, ae13, ae14,−2e12 − 2e34 − 2e56
)
.
The frame e1, . . . , e7 determines a contact SU(3)-structure whose associated
spinor is generalized Killing, and Q is determined by
diag(1− a2, 1 + a2, 1, 1, 1, 1,−3− a2).
Case (13). Let a be a real constant; consider the semidirect product with
structure constants determined by
(
0,−
1
2
a2e17 + ae34 + ae56,
1
2
a2e47 − ae24, ae14,
1
2
a2e67 − ae26,
ae16,−2e12 − 2e34 − 2e56
)
.
The frame e1, . . . , e7 determines a contact SU(3)-structure whose associated
spinor is generalized Killing, and Q is determined by
diag
(
1−
1
4
a2, 1 +
1
4
a2, 1 +
1
4
a2, 1−
1
4
a2, 1 +
1
4
a2, 1−
1
4
a2,−3−
3
4
a2
)
.
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Case (14). Consider the semidirect product with structure constants deter-
mined by
(
0,
1
2
e13 −
3
8
e17 +
1
2
e24 + e56,
1
2
e12 − e34 +
3
8
e47 +
1
2
e56, 0,
− e26 +
1
2
e36 −
1
2
e45 +
3
8
e67, e16,−2e12 − 2e34 − 2e56
)
.
The frame e1, . . . , e7 determines a contact SU(3)-structure whose associated
spinor is generalized Killing, and Q is determined by
1
16
diag (13, 19, 19, 13, 19, 13,−57) .
There are exactly two cases not appearing in the above examples, and so the
proof of Theorem 5 is reduced to the following non-existence result.
Lemma 7. Let H be a solvable Lie group with structure equations (15) or (16).
Then there is no representation of H on R4 for which H ⋉ V has a contact
SU(3)-structure whose associated spinor is generalized Killing.
Proof. Suppose H ⋉ V has an SU(3)-structure of the required type, and choose
a basis of invariant one-forms on H ⋉ V as in Lemma 6. Since SO(3) ⊂ SU(3)
acts transitively on two-planes in R3 ∼= 〈e1, e4, e6〉, we can assume that
{α ∈ h∗ | dα ∧ α = 0} ⊃ Span{e1, e4}.
By acting further with an element of U(1) ⊂ SO(3), we can also assume that
de1 = 0. It follows that
de1 = 0, de4 = Ae14, de6 = Be14 + Ce16,
where A B, C are constants. If A is zero, then by hypothesis H is nilpotent,
and C = 0; otherwise, A, B and C are all non-zero.
Let βj be a basis of the space (17), and set de
i =
∑
i aijβj . Imposing the
linear conditions dF = 0, dΩ ∧ α = 0, we find
de2 = (2C − a39)e
56 + a17(e
45 − e36) + a13(e
15 + e26) + (2A− a25)e
34
− (C +A− a39 − a25)e
12 + a21(e
13 + e24) + a18e
47 + a1,12e
67 + a14e
17,
de3 = a2,10(e
45 − e36)− e24a25 + a21e
12 + a28e
47 + a2,12e
67 − a18e
17
− (a21 − a2,11)e
34 − (B + a17)(e
15 + e26) + (A− a25)e
13 − a2,11e
56,
de5 = −a17e
13 − a39e
26 − a2,10e
34 + a13e
12 + a3,12e
67 + (C − a39)e
15 + a2,12e
47
− a1,12e
17 − (B + a17)e
24 − (a13 − a2,10)e
56 + a2,11(e
45 − e36).
Now, the condition d2 = 0 determines an ideal J of real polynomials in aij ,
A, B and C. Lie groups with a structure of the required type correspond to
points in the affine variety V (J) determined by J . For the nilpotent case, we
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are interested in points with A = C = 0. Calculations with CoCoA[6] show that
the polynomial B3 lies in the ideal J + ({A,C}), and so V (J) has no points
with A = C = 0, proving the statement in the nilpotent case.
For the case of (16), an analogous computation yields
a2,12
(
(a14)
2 + (a2,12)
2
)
∈ J.
It follows that V (J + a2,12) = V (J). On the other hand, it turns out that
BC(B2 + 9C2) ∈ J + a2,12.
This means that V (J) has no points with both B and C different from zero,
proving the rest of the statement.
4 Spin structures and submersions
A contact reduction is a two-step process, in which one first takes a submanifold,
and then a quotient. The purpose of this section is to establish some formulae
which will be needed to study the second step. It is in the context of Riemannian
submersions that these formulae are presented most naturally.
To begin with, we study the relation among the Levi-Civita connections on
the base and total space of a generic Riemannian submersion, using the language
of principal bundles. Let Mm be a manifold with an SO(m)-structure Pm. Let
Mk be a manifold with an SO(k)-structure Pk, and let pi : M
m → Mk be a
Riemannian submersion. The tangent bundle ofMm has an orthogonal splitting
H⊕ V , where V = kerpi∗. This defines a reduction of Pm to
G = SO(k)× SO(m− k) .
Indeed, if we let G act on Rm according to the splitting Rm = Rk ⊕ Rm−k, the
reduction PG is defined by
H = PG ×G R
k, V = PG ×G R
m−k.
We have a commutative diagram
PG
dπ //

Pk

Mm
π // Mk
where dpi maps a frame u : Rm → TxM
m to a frame
dpi(u) = pi∗ ◦ u|Rk : R
k → Tπ(x)M
k .
We say that a (local) section sm of PG is pi-related to a section sk of Pk if the
diagram
PG
dπ // Pk
Mm
sm
OO
π // Mk
sk
OO
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commutes. Then sng is pi-related to sk for all SO(m− k)-valued functions g.
If V is a G-module, an equivariant map fm : PG → V is basic if the diagram
PG
dπ //
fm   A
AA
AA
AA
A
Pk
fk~~}}
}}
}}
}
V
commutes for some fk. Then fk is uniquely determined, and SO(k)-equivariant;
we say that fm is pi-related to fk.
One can also regard fm as a section [sm, xm] of PG×GV where xm = fm◦sm.
In this language, a basic section [sm, pi
∗xh] is pi-related to [sh, xh] if sm is pi-
related to sh. Moreover, all basic sections have this form. For instance, a section
of H is basic if it is pi-related to a vector field on Mk in the usual sense.
Let ωk be the Levi-Civita connection form on Pk, so that the tautological
form θk satisfies
dθk + ωk ∧ θk = 0 . (20)
The tautological form on Pm restricted to PG can be written as θm = (θh, θv).
By construction θh = (dpi)
∗θk. Then (20) yields
0 = (dpi)∗(dθk + ωk ∧ θk) = dθh + (dpi)
∗ωk ∧ θh . (21)
On the other hand, the connection form ωm restricted to PG is an so(m)-valued
1-form, which we can decompose into blocks as
ωm =
(
ωh −A
T
A ωv
)
.
Lemma 8. If X is a “horizontal” vector field on PG, in the sense that θv(X)
is zero, then
ωh(X) = (dpi)
∗ωk(X) .
Proof. At points of PG, the analogue of (20) yields
0 = (dθh + ωh ∧ θh −A
T ∧ θv, dθv +A ∧ θh + ωv ∧ θv).
Comparing with (21), it follows that
(ωh − (dpi)
∗ωk) ∧ θh = A
T ∧ θv. (22)
This means that ωh is not pi-related to ωk. However, consider the standard
isomorphism
∂ : Rk ⊗ Λ2Rk → Λ2Rk ⊗ Rk.
Equation (22) tells us that, if we define a map
β : PG → R
k ⊗ Λ2Rk, 〈β, θh(X)〉 = (ωh − (dpi)
∗ωk)(X),
then ∂β = 0 and so β = 0. Thus, if X is horizontal then
(ωh − (dpi)
∗ωk)(X) = 0 .
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Remark. To illustrate the meaning of A, apply the formula
∇mX [s, x] = [s, s
∗ωm(X)x+ dx(X)] ;
for a horizontal vector field Y , which we write as a section [s, h] of H, we find
that the component in V of its covariant derivative satisfies
(∇mXY )v = [s, s
∗A(X)h] .
Thus, A is the principal bundle version of the O’Neill tensor.
In order to pass from SO(n)-structures to spin structures, consider the chain
of inclusions
SO(k)→ SO(k)× SO(m− k)→ SO(m) ,
which gives rise to a commutative diagram
Cl(m) Spin(m)oo
Ad // SO(m)
Cl(k)
jmk
OO
Spin(k)oo
jmk
OO
Ad // SO(k)
jmk
OO
(23)
Explicitly, if e1, . . . , em is the standard basis ofR
m, we define the homomorphism
of Clifford algebras jmk by
jmk (ei) = ek+1 · ei .
The homomorphism is not unique, but this choice has the advantage that
it makes the two half-spin representations Σ2n± into (irreducible) Cl(2n − 1)-
modules. A more relevant consequence of the definition is the equality
jml ◦ j
l
k = j
m
k for k < l < m .
We can now return to Riemannian submersions, and introduce spinors in the
picture. The first problem is defining the spin structure on Mk in terms of the
spin structure on Mm. We shall assume from now on that V is parallelizable.
Then we can replace G with SO(k) in the construction; indeed, in the rest of
this section we set
G = SO(k) ⊂ SO(m) .
Suppose that Mm is spin, and fix a spin structure on Mm, i.e. a principal
bundle PSpin with structure group Spin(m) and a 2 : 1 equivariant projection
Ad : PSpin → Pm. We define a principal bundle with fibre Spin(k)
P = Ad−1(PG)
on Mm. The diagram (23) shows that P is a good candidate for the pullback
to Mm of a spin structure on Mk. We shall now make this notion precise.
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Denoting the generic point of PG by (x;u), where x is inM
m and u is a point
in the fibre of x, the manifold Pk can be identified with the quotient PG/ ∼,
where (x0;u0) ∼ (x1;u1) if and only if pi(x0) = pi(x1) and there is a basic section
s such that s(xi) = ui. By construction, sections of PG/ ∼ can be identified
with basic sections of PG. Similarly, we say that a section s˜ of P is basic if
Ad(s˜) is basic, and define an equivalence relation on P by (x0; γ0) ∼ (x1; γ1) if
and only if pi(x0) = pi(x1) and there is a basic section s˜ such that s˜(xi) = γi.
Lemma 9. P/ ∼ is a spin structure on Mk. Accordingly, a spinor on Mk is
given by a basic section of P×Spin(k)Σ
k, and its Levi-Civita covariant derivative
is given by
∇[s˜, pi∗ψ] = [s˜, s˜∗(dpi)∗(ωkψ) + pi
∗dψ] ,
where s˜ is a local basic section of P and ψ : Mk → Σk.
Proof. For the first part, it suffices to show that Ad : P/ ∼→ PG/ ∼ is a two-
sheeted covering. Suppose that Ad(x0; γ0) ∼ Ad(x1; γ1). Then there exists a
section s of PG with s(xi) = Ad(γi). Since PG is trivial on the fibres of pi, we
can lift s to a unique section s˜ of P with s˜(x0) = γ0. Hence Ad(s˜(xi)) = Ad(γi),
and
(x0; γ0) ∼ (x1; γ1) ⇐⇒ s˜(xi) = γi .
The pullback (dpi)∗ωk is clearly a torsion-free, so(k)-valued connection form,
and therefore coincides with the Levi-Civita connection.
Remark. The operator ∇X defined in Lemma 9 is defined for arbitrary X on
Mm. It represents the Levi-Civita covariant derivative on Mk when X is the
basic lift of a vector field on Mk; when X is vertical, ∇X is zero.
The spinor bundle on Mm can be identified with
P ×Spin(k) Σ
m ,
where the action of Spin(k) on Σm is induced by the map jmk of Diagram 23; the
connection form ωm defines a covariant derivative operator ∇
m on this vector
bundle. The operator ∇ of Lemma 9 can clearly be defined for basic sections of
any bundle associated to P ; in particular, we can compare ∇ and ∇m on basic
sections of P ×Spin(k) Σ
m. This will be the main result of this section, which
will only be stated for k = m − 1, since we are ultimately interested in U(1)
reductions. This assumption, by which nothing would have been gained up to
this point, has two useful consequences: we can represent A(X) by a H-valued
one-form, namely
A = [s, s∗Ajej ],
and ωv vanishes. To state the result, we need to introduce the vector bundle
map
j : P ×Spin(k) Cl(k)→ P ×Spin(k) Cl(m),
induced by jmk = j
m
m−1.
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Proposition 10. Let s˜ be a basic section of P and ψm : M
k → Σm. Then
∇mX [s˜, pi
∗ψm] = ∇X [s˜, pi
∗ψm]−
1
2
j(A)(X) · [s˜, pi∗ψm] .
Proof. By Lemma 8 and Lemma 9, if X is horizontal
∇X [s˜, ψm] = [s˜, s˜
∗(dpi)∗(ωkψm)(X) + pi
∗dψm(X)] =
= [s˜, s˜∗ωh(X)pi
∗ψm + pi
∗dψm(X)] .
On the other hand, recall the expression of ωm, which can be rewritten as
ωm = ωh +
∑
1≤j<m
Aj(emj − ejm) ;
the second component acts on spinors as
−
1
2
∑
j
Ajem · ej .
Thus, for the covariant derivative ∇m we obtain
∇mX [s˜, pi
∗ψm] = [s˜, s˜
∗ωm(X)pi
∗ψm + pi
∗dψm(X)]
=
[
s˜, s˜∗ωh(X)pi
∗ψm −
1
2
s∗Aj(X)em · ej · ψm + pi
∗dψm(X)
]
.
The statement now follows from the definition of j.
5 Contact reduction and spinors
This section contains the main result of this paper. We return to the situation of
Theorem 3, with a slight change of language: now, we regard the contact struc-
ture and metric as fixed, and identify a rank one complex bundle of “compatible”
spinors, determined by the U(n)-structure. The reduction from U(n) to SU(n)
is represented by the choice of a unit section of this bundle. We show that, in
the presence of a circle action that preserves the contact metric structure and a
compatible spinor, one can define a compatible spinor on the contact reduction.
Applying Proposition 10, we are able to determine sufficient conditions for the
generalized Killing condition to be preserved by the reduction process. In the
language of Theorem 3, at least in the real analytic category, this means that
the symplectic reduction of a symplectic cone with a Calabi-Yau metric is again
Calabi-Yau, under certain conditions.
Let M be a 2n+ 1-dimensional manifold. A U(n)-structure PU on M iden-
tifies differential forms α, F by
α = e2n+1, F = e12 + · · ·+ e2n−1,2n ;
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like in Section 1, we say that the structure is contact if dα = −2F . In this case,
we shall also refer to PU as a contact metric structure.
Now suppose that M is spin; let PSpin be a spin structure compatible with
the given metric and orientation. The preimage of U(n) under Ad is a connected
subgroup U˜(n) ⊂ Spin(2n+ 1). Passing to the principal bundles, the preimage
of the U(n)-structure under Ad is a U˜(n)-reduction of PSpin; we shall denote it
by PU˜. Thus, a spinor on M is a section of
PU˜ ×U˜(n) Σ
2n+1 .
By [15], Σ2n+1 splits as Σ2n+10 ⊕ · · · ⊕Σ
2n+1
n as a representation of U˜(n), where
in particular
ψ ∈ Σ2n+10 ⇐⇒ e
2n+1 · ψ = i2n+1ψ , e2k−1,2k · ψ = −iψ. (24)
Thus, we have identified the bundle of compatible spinors
PU˜ ×U˜(n) Σ
2n+1
0 , (25)
whose sections ψ are characterized by
α · ψ = i2n+1ψ , F · ψ = −niψ .
Assume now that S1 acts on M preserving both metric and contact form,
so that the fundamental vector field X satisfies
LXα = 0 = LXF .
The moment map is defined by
µ = α(X) ;
we assume that 0 is a regular value of µ. Denote by ι :M0 →M the hypersurface
µ−1(0). The contact reduction of M is by definition [17]
M//S1 =M0/S
1 .
By construction, α(X) = 0 on M0, and the tangent bundle of M0 consists of
vectors Y with
0 = d(α(X))Y = −(Xy dα)Y = −2dα(X,Y ) = F (X,Y ) . (26)
In the pullback bundle ι∗PU, consider the set PU(n−1) of those frames u such
that
[u, e2n−1] = tXp(u) ,
where t is a positive function. This defines a U(n−1)-structure onM0, inducing
in in turn a contact U(n − 1)-structure on M//S1. Moreover, we can define a
unit normal vector field ν, by
νp(u) = [u, e2n], u ∈ PU(n−1) .
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We can also think of ν as the vector field dual to the one-form t−1XyF , and
write
ν = (t−1XyF )♯.
We now show that the choice of an invariant compatible spinor on M de-
termines a compatible spinor on M//S1. By (26), the inclusion of R2n−1 into
R2n+1 that determines the U(n − 1)-structure on M//S1 corresponds to the
basis
e1, . . . , e2n−2, e2n+1 . (27)
Accordingly, the algebra homomorphism j2n+12n−1 of (23) is given by
j(ek) = e2n−1 · ek .
Using j, we can view Σ2n+1 as a Cl(2n−1)-module that splits into two irreducible
components, one of which is isomorphic to Σ2n−1; it can be identified by the
action of the volume element.
Lemma 11. The space of spinors in Σ2n−1 ⊂ Σ2n+1 that are compatible with
the U(n− 1)-structure determined by the frame (27) is given by
Σ2n−10 = {ψ − e2n−1 · ψ, ψ ∈ Σ
2n+1
0 }.
Proof. If a spinor in Σ2n+1 satisfies the compatibility conditions (24) with
respect to to the U(n− 1)-structure, then in particular it belongs to
Σ2n−1 ⊂ Σ2n+1. Therefore, it suffices to check that for ψ in Σ2n+10
j(e2n+1) · (ψ− e2n−1 ·ψ) = e2n−1 · e2n+1 · (ψ− e2n−1 ·ψ) = i
2n−1(ψ− e2n−1 ·ψ),
and, for 1 ≤ k < n,
j(e2k−1,2k) · (ψ − e2n−1 · ψ) = (1− e2n−1) · e
2k−1,2k · ψ = −i(ψ− e2n−1 · ψ).
Now define a principal bundle PU˜(n−1) on M0 so that
PU˜(n−1) //

ι∗PU˜

PU(n−1) // ι∗PU
is a commuting diagram of principal bundles on M0, and all maps are equivari-
ant. A section ψ of (25) pulls back to a section ι∗ψ of
PU˜(n−1) ×U˜(n−1) Σ
2n+1
0 .
Now assume that ψ is S1-invariant. With Lemma 11 in mind, we define
ψπ = ι∗ψ − t−1X · ι∗ψ, which we rewrite as
ψπ = ι∗ψ + iν · ι∗ψ .
By Section 4, the spin structure and the spinor ψπ onM0 induce a spin structure
and spinor onM0/S
1. By Lemma 11, this spinor is compatible with the contact
metric structure of M0/S
1. We can now state our main result.
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Theorem 12. Let M be a manifold of dimension 2n+ 1 with a contact U(n)-
structure (g, α, F ) and a compatible generalized Killing spinor ψ, so that
∇2n+1Y ψ =
1
2
Q(Y ) · ψ , Y ∈ TM ,
where Q is a symmetric endomorphism of TM . Suppose furthermore that S1
acts on M preserving both structure and spinor, zero is a regular value for the
moment map µ, and S1 acts freely on µ−1(0). Then the spinor ψπ induced on
M//S1 is compatible with the induced contact metric structure; in addition, ψπ
is generalized Killing if and only if at each point of µ−1(0)
dt ∈ Span{XyF, α},
where X is the fundamental vector field associated to the S1 action, and t its
norm. In this case,
∇2n−1Y ψ
π =
1
2
j(B(Y )) · ψπ , Y ∈ T (M//S1),
where B is the symmetric endomorphism of T (M//S1) given by
B(Y, Z) = −Q(Y, Z)−Q(t−1X, t−1X)α(Y )α(Z).
In the statement of Theorem 12, ∇2n+1 denotes the covariant derivative
on M , and ∇2n−1 the covariant derivative on M//S1 defined in Lemma 9; we
shall also consider the covariant derivative ∇ on M0. Our calculations will also
involve the Weingarten tensor W of M0 ⊂ M , and the H-valued one-form A
determined by the Levi-Civita connection on M0 (see Proposition 10). Finally,
from now on Y represents a generic basic vector field on M0. We can now
establish some useful formulae.
Lemma 13. In the hypotheses of Theorem 12 (with no assumptions on ψπ), at
each point of M0
(−1)nQ(Y, ν)α+A(Y ) +W (Y )yF ∈ Rν , (28)
Q(Y, t−1X) = (−1)nα(W (Y )), (29)
W (X) = 2(dt)♯yF + (−1)nQ(X, t−1X)α. (30)
Proof. By definition, the tensor A is characterized by
〈A(Y ), Z〉 = 〈∇Y Z, t
−1X〉 = 2F (∇2n+1Y Z, ν)
for all horizontal vector fields Y, Z on M0. By Lemma 1, it follows that
0 = LY F (Z, ν) = (∇
2n+1
Y F )(Z, ν) + F (∇
2n+1
Y Z, ν) + F (Z,∇
2n+1
Y ν) =
=
1
2
(
(−1)nα(Z)Q(Y, ν) + 〈A(Y ), Z〉+ 2F (Z,−W (Y ))
)
.
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This expression also vanishes trivially for Z = X , and so (28) follows.
To prove the second equation, one uses Lemma 1 and the fact that Q is
symmetric, from which
W (Y, α♯) = 〈∇2n+1Y α, ν〉 = (−1)
n2F (Q(Y ), ν) ,
which is equivalent to (29).
Finally, one can write
W (X) = −∇2n+1X (t
−1XyF ) =
(
−∇2n+1X t
−1X
)
yF + (−1)nQ(X, t−1X)α;
on the other hand, one has
0 = LX〈t
−1X, ·〉 − 〈∇2n+1X (t
−1X), ·〉 − 〈t−1X,∇2n+1X 〉
= −〈∇2n+1X t
−1X, ·〉 − 〈t−1X,∇2n+1X〉, (31)
whence ∇2n+1X (t
−1X) = −2(dt)♯, giving (30).
We can now prove Theorem 12.
Proof of Theorem 12. By the analogue of Proposition 10 for immersions (see
e.g. [2]), the covariant derivatives on M0 and M are related by
∇Y ι
∗ψ = ι∗(∇2n+1Y ψ) +
1
2
ν ·W (Y ) · ι∗ψ .
Hence, applying this formula to ψπ,
∇Y ψ
π = ι∗
(
∇2n+1Y (ψ + iν · ψ)
)
+
1
2
ν ·W (Y ) · ι∗(ψ + iν · ψ)
= (1 + iν) ·
(
∇2n+1Y ψ −
i
2
W (Y ) · ψ
)
,
where we have used ∇2n+1Y ν = −W (Y ). By Proposition 10, denoting by A the
H-valued one-form on M0 determined by the Levi-Civita connection on M0,
∇2n−1Y ψ
π = ∇Y ψ
π+
1
2
t−1X ·A(Y ) ·ψπ = (1+iν)·
(
∇2n+1Y ψ −
1
2
(A(Y ) + iW (Y )) · ψ
)
,
and so by hypothesis
∇2n−1Y ψ
π =
1
2
(1 + iν) · (Q(Y )−A(Y )− iW (Y )) · ψ. (32)
The induced spinor ψπ is generalized Killing on M//S1 if and only if
∇2n−1Y ψ
π =
1
2
j(B(Y )) · ψπ
24
for B symmetric, or equivalently,
∇2n−1Y ψ
π =
1
2
t−1X ·B(Y ) · (1 + iν) · ψ = −
1
2
(1 + iν) ·B(Y ) · ψ .
Comparing with (32), we find that ψπ is generalized Killing if and only if
(1+ iν) · (B(Y )+Q(Y )−A(Y )− iW (Y )) ·ψ = 0 for some symmetric B . (33)
Now
(W (Y )yF ) · ψ = iW (Y ) · ψ + (−1)nα(W (Y ))ψ ,
so B(Y ) is characterized by
(1 + iν)(B(Y ) +Q(Y )−A(Y )−W (Y )yF + (−1)nα(W (Y ))) · ψ = 0,
which we can split into components as
(B(Y ) +Q(Y )−A(Y )−W (Y )yF ) · ψ
− (B(Y ) +Q(Y )−A(Y )−W (Y )yF ) · ν · iψ
+ (−1)nα(W (Y ))ψ
+ (−2Q(Y, ν) + 2W (Y, t−1X))iψ
+ (−1)nα(W (Y ))ν · iψ = 0.
This is only possible if all four summands are in SpanC{ν ·ψ, ψ}, and equivalent
to requiring that at each point (using also (29))
B(Y ) +Q(Y )−A(Y )−W (Y )yF
= Q(Y, t−1X)t−1X + (Q(Y, ν)−W (Y, t−1X))((−1)nα+ ν). (34)
By (28), we obtain
B(Y ) +Q(Y ) + (−1)nQ(Y, ν)α−Q(Y, t−1X)t−1X
− (Q(Y, ν)−W (Y, t−1X))((−1)nα+ ν) ∈ Rν,
which is equivalent to
B(Y ) = −Q(Y )⊥ − (−1)nW (Y, t−1X)α , (35)
where the superscript ‘⊥’ denotes projection on the orthogonal complement of
Span{X, ν}. In light of (35), we can rewrite (34) as
−A(Y )−W (Y )yF − (−1)nQ(Y, ν)α+W (Y, t−1X)ν = 0,
which by Lemma 13 is automatically satisfied.
Summing up, (33) is equivalent to the tensor B defined in (35) being sym-
metric. This is equivalent to W (Y, t−1X) being zero whenever Y is horizontal
and α(Y ) is zero, or, by the symmetry of W , to
W (X) ∈ Span{α♯, X}.
By Lemma 13, the first part of the statement follows. The second part is now
a straightforward consequence of (35) and Lemma 13.
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Remark. The statement of Theorem 12 is essentially local. In fact, if one re-
places the Lie group S1 with R the proof carries through, provided the contact
reduction M//R is well defined and smooth.
In our language, an α-Einstein-Sasaki structure on M2n+1, n > 1 can be
characterized as a contact U(n)-structure admitting a compatible generalized
Killing spinor with
Q(Y ) = a Y + b α(Y )α♯,
where a and b are constants (see [15]). By [18], the contact reduction of an
α-Einstein-Sasaki structure is Sasaki. As a consequence of Theorem 12, we
obtain the following:
Corollary 14. Let M be a manifold of dimension 2n+ 1 with an α-Einstein-
Sasaki structure (g, α, F, ψ), and let S1 act on M preserving the structure in
such a way that 0 is a regular value for the moment map µ ans S1 acts freely
on µ−1(0). Then the Sasaki quotient M//S1 is also α-Einstein if and only if
dt ∈ Span{XyF, α}
at each point of µ−1(0), where X is the fundamental vector field associated to
the S1 action and t is its norm.
6 Examples
In this section we apply Theorem 12 to two concrete examples in dimension
seven, obtaining hypo-contact structures in dimension five; one of the resulting
structures is the nilpotent example appearing in [11], and the other is new.
6.1 The Heisenberg group
As mentioned in the introduction, the Heisenberg group G2n+1 of dimension
2n + 1 has an α-Einstein-Sasaki structure (see also [24]). We can represent
G2n+1 by a basis of left-invariant one-forms e
1, . . . , e2n+1 satisfying
de1 = 0, . . . , de2n = 0, de2n+1 = −2
(
e12 + · · ·+ e2n−1,2n
)
.
The choice of a basis e1, . . . , e2n+1 determines an SU(n)-structure by (4), which
is α-Einstein-Sasaki with
Q(ei, ei) = (−1)
n+1, Q(e2n+1, e2n+1) = (−1)
nn,
and the other components of Q equal to zero. Now let X be the right-invariant
vector field with Xe = e2n−1. The Lie group {expue2n−1} is closed in G, and
acts on G on the left, preserving the SU(n)-structure, with associated funda-
mental vector field X . By construction,
µ(g) = 0 ⇐⇒ L−1g∗Xg ∈ 〈e2n−1〉,
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so µ−1(0) is the subgroup with Lie algebra 〈e1, . . . , e2n−1, e2n+1〉, which con-
tains {expue2n−1} as a normal subgroup. It follows that the contact reduction
G2n+1//S
1 is the Heisenberg group G2n−1, consistently with Theorem 12.
Remark. This is not the only way one can obtain the Heisenberg group by means
of a reduction; for example, the above construction applies equally well to the
examples of Section 3 relative to the Lie group H with structure constants (12),
setting Xe = e2. On the other hand, quotients of semidirect products H ⋉ V
do not generally satisfy Theorem 12 when H is solvable.
6.2 A new compact example
Consider the semidirect product SU(2) ⋉φ H, where φ : SU(2) → GL(H) is
given by quaternionic multiplication. By [13], this Lie group has a left-invariant
weakly integrable generalized G2-structure; in fact, we shall see that this struc-
ture satisfies Theorem 12, giving rise to a hypo-contact structure on S2 × T 3.
We shall use quaternionic coordinates, following [23], and write the generic
element of SU(2)⋉H as (p, q). There are two natural left-invariant quaternionic
forms, which give rise to a left-invariant basis of one-forms e1, . . . , e7 by
p−1dp = −2ie1 − 2je4 − 2ke6 , p−1dq = e3 + ie5 + je7 + ke2 .
Notice that p−1 = p. Also, conjugation and right quaternion multiplication are
equivariant, and
(dp)p = p−1dp, p−1dq j = −e7 − ie2 + je3 + ke5
are also invariant forms. From the identities
d(p−1dp) = dp ∧ dp = (dp)p ∧ p−1dp,
d(p−1dq) = dp ∧ dq = (dp)p ∧ p−1dq,
we deduce that the structure constants are given by
(
(4e46, 2(−e36 − e45 + e17), 2(−e15 + e26 − e47),−4e16,
2(e13 − e24 − e67), 4e14,−2(e12 + e34 + e56)
)
.
Again, the basis e1, . . . , e7 defines a contact SU(3)-structure by (4), and an
identification of left-invariant spinors with Σ ∼= C8; the associated spinor ψ = u0
satisfies (3) with
Q = diag(2, 0, 0, 2, 0, 2, 0).
In quaternionic terms, denoting by ⊙ the symmetric product, we can describe
the metric tensor as
g =
1
4
p−1dp⊙ p−1dp+ p−1dq ⊙ p−1dq =
1
4
dp⊙ dp+ dq ⊙ dq,
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which coincides with the standard product metric on S3 × R4 up to rescaling
the first factor. The contact metric structure is given by
α = −Re p−1dq j, F =
1
2
Re p−1dp ∧ p−1dq j =
1
2
Re dp ∧ dq j,
and the reduction to SU(3) by
Ω =
1
54
(pdp)3 +
1
4
Re pdp(pdq j)2 + i
(
1
8
Re (pdp)2pdq j +
1
6
(pdq j)3
)
.
Now introduce the real coordinates
p = p0 + ip1 + jp2 + kp3, q = q0 + iq1 + jq2 + kq3,
and consider the closed one-dimensional subgroup
K = {(0, jq2) ∈ SU(2)⋉H, q2 ∈ R}.
The left action of K on SU(2) ⋉ H preserves the SU(3)-structure, and has the
right-invariant vector field
X =
∂
∂q2
as its associated fundamental vector field. It follows that the moment map is
µ = α(X) = −(p0dq2 + p1dq3 − p2dq0 − p3dq1)(X) = −p0,
and t = 1. Then µ−1(0) = S2×H, where S2 is the two-sphere of imaginary unit
quaternions, and the contact reduction is well defined and smooth; explicitly,
(SU(2)⋉H)//K ∼= S2 × R3.
Since H is normal in SU(2)⋉H, at each point X lies in the span of e2, e3, e5, e7.
Hence, Q(X) ≡ 0, and by Theorem 12, we obtain a hypo-contact structure on
S2 × R3 with
B = diag(0,−2, 0,−2, 0).
We can repeat the construction starting with M = Z4\(SU(2)⋉φH), where
Z4 ⊂ H consists of points with coordinates in Z. Since K and Z4 commute
a free circle action is induced, and we can apply Theorem 12. To identify the
contact reduction, observe that the above description of µ remains valid. Hence,
we obtain a diagram
µ−1(0) //
S1zzuu
uu
uu
uu
u
T 4

M
T 4

M//S1
T 3
$$J
JJ
JJ
JJ
JJ
J
S2 // SU(2)
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with each arrow corresponding to a trivial torus bundle; in particular,
M//S1 ∼= S2 × T 3 .
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