Abstract. This paper addresses the challenge of generating test sets that achieve functional coverage, in the absence of a complete specification. The inductive testing technique works by probing the system behaviour with tests, and using the test results to construct an internal model of software behaviour, which is then used to generate further tests. The idea in itself is not new, but prior attempts to implement this idea have been hampered by expense and scalability, and inflexibility with respect to testing strategies. In the past, inductive testing techniques have tended to focus on the inferred models, as opposed to the suitability of the test sets that were generated in the process. This paper presents a flexible implementation of the inductive testing technique, and demonstrates its application with case-study that applies it to the Linux TCP stack implementation. The evaluation shows that the generated test sets achieve a much better coverage of the system than would be achieved by similar non-inductive techniques.
Introduction
The quality of a test set is conventionally measured by the extent to which it exercises the System Under Test (SUT). Various different notions of 'coverage' have been developed for different testing techniques, such as the proportion of branches / basic-blocks covered in structural source code testing, or the number of mutants killed in mutation testing (a comprehensive overview of coverage measures is provided by Zhu et al. [1] ). Functional coverage is conventionally measured with respect to a program specification. The goal of a functional test set generator is to generate a finite set of tests that is sufficiently large and diverse to fully exercise the specification, and identify any implementation faults or failures in the process.
Unfortunately, specifications that fully encapsulate the desired system behaviour are rarely available, because they are often deemed to be too timeconsuming to construct and maintain. If they exist at all, they are usually partial; for instance, it is possible to obtain a list of the main interface functions for a system, perhaps coupled with some of the more important pre-/post-conditions. However, it is unrealistic to presume the existence of a complete and up-todate specification that could be used to ensure that the underlying system is functionally correct.
Inductive testing [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] offers a partial solution to this problem. It is based on the observation that testing and inductive inference are two sides of the same coin. In software testing the challenge is to identify a finite set of tests that will fully exercise some software system. In inductive inference the challenge is to work out what the (hidden) system is from a finite sample of examples of its behaviour. The success of techniques in either area depends on the depth and breadth of the set of examples or tests. In testing, a broader test set is more likely to lead to some unexpected / faulty state. In inductive inference, a broader set of examples will lead to a more accurate inferred model. Inductive testing exploits this symmetry between the two areas by inferring specifications from tests; the inferred model shows what has been tested already, so that the test-generator can attempt to find new, contradicting test cases. The process is iterative, and terminates once no further tests can be found that conflict with the inferred specification.
Although the idea of inductive testing is well-established (Weyuker's early work on this [2] dates back to 1983), its application has been restricted to small systems, and has not been widely adopted. This is mainly due to the fact that inductive inference techniques tend to scale poorly, coupled with the fact that some techniques are tied to very specific and expensive systematic test-generation approaches (e.g. Angluin membership queries [14] ). Besides the scalability and flexibility problems, reluctance to adopt such techniques could also be due to the fact that they do not explicitly answer the following question: To what extent does inductive testing improve on the coverage achieved by conventional testing techniques?.
If it can be shown that inductive testing techniques can (a) be applied to large, realistic systems and (b) that they achieve better functional coverage than conventional black-box testing techniques, such techniques are bound to appeal to the broader testing community. This paper details a case-study that is intended to illustrate those two points. It uses an inductive testing framework that has been developed by the authors [13] , which is flexible (allows the user to select their own testing algorithm / implementation), and can infer models from incomplete test sets with the help of heuristic inference algorithms [15, 16] . The practicality of the technique is underpinned by the fact that it incorporates the Erlang QuickCheck testing framework, which means that it can be applied to a wide range of Erlang applications and network protocols. In our case, we demonstrate its applicability by automatically constructing a test set for the Linux TCP/IP stack. The main contributions of this paper are as follows:
-The practical applicability of inductive testing is demonstrated in a practical context on a real black-box system -the Linux TCP/IP stack. -It is shown how the system can be combined with a network-protocol testing framework to enable the testing of arbitrary network protocols. -The functional coverage, and average depth of the tests is measured, and compared against the results from an equivalent non-inductive testing technique.
Section 2 discusses the background; it discusses the general problem of achieving functional test coverage, the inductive testing technique, and its problems. Section 3 presents a high-level view of the inductive testing technique. Section 4 shows how we have implemented the various aspects of the technique, and shows how this has been applied to automatically generate test sets for the Linux TCP/IP stack. It presents results that show how the coverage and depth of test sets generated by the inductive testing technique compare favourably against test sets generated by an equivalent non-inductive version of the technique. Finally, section 5 concludes, and discusses future work.
Background

Context: Achieving Functional Test Coverage without a Model
This paper is concerned with the challenge of producing a test set for a system that is a black-box, and for which there is at best only a partial specification. Exhaustively enumerating every input is infeasible for most realistic programs, and the conventional approach of using random inputs is only likely to exercise those states of the system that are easy to reach by chance. Such approaches often fail to reach those areas of the state-space that are most likely to elicit unexpected program behaviour, such as an unhandled exception or a straightforward program failure.
As opposed to conventional model-based testing, the aim is not to demonstrate that the behaviour of the system is functionally correct. This is impossible without a complete and reliable specification. Instead the aim is to identify a set of test cases that fully exercise the SUT, in the hope that one of these will elicit program behaviour that is obviously incorrect, such as a program failure. Conventional coverage-driven testing approaches aim to fully exercise the SUT in terms of its source code or specification [1] . In the absence of either of those, the aim in our case is to obtain a test set that fully exercises SUT in terms of its observable behaviour.
The definition of "observable behaviour" depends on the characteristics of the SUT. The observable behaviour of a network protocol would be the sequences of outputs that are returned in response to sequences of inputs. The observable behaviour of a continuous function would be the numerical value that is returned for a particular input value. The ultimate aim is to explore the full range of functionality offered by the SUT, where this functionality is manifested in the variation of outputs in response to different inputs.
Inductive Testing
A test set is deemed to be adequate if it achieves a given level of coverage. Many coverage measures exist to suit different testing techniques [1] , such as source code branch coverage, or transition coverage in state machines, etc. In our setting we cannot count on access to a specification or on access to the source code.
One solution to the above problem is offered by a technique that was first outlined by Weyuker [2] almost 30 years ago. She related the challenge of identifying an adequate test set to the machine-learning field of inductive inference, where the challenge is to infer a model from a finite set of examples. She observed that the two problems are in effect two sides of the same coin. An accurate model can only be inferred with a sufficiently broad set of examples. Importantly from a testing perspective, a better model will ultimately result in a more comprehensive test set.
Weyuker suggested that this intuitive symmetry could be exploited, and it is this idea that forms the basis for what is referred to here as inductive testing. The idea is as follows: a set of tests can be considered adequate if, when fed to an inductive inference engine, the resulting model is equivalent to the SUT 4 . Since then, the idea of combining inductive inference with testing has reappeared in various guises [3-10, 17, 11-13] .
Problem: flexibility and scale Current inductive testing approaches are hampered by the fact they are often tied to very specific systematic testing strategies, which in turn lead to problems in terms of scalability. Testing strategies are designed to produce a test set that will, when used as a basis for inference, produce a model that is exact. However, obtaining a sufficiently large test set to do so is often infeasible in practice, especially when tests are expensive to execute. Though cheaper, heuristic approaches have been proposed [13] , their applicability has not been demonstrated with respect to a realistic black-box system. None of the proposed techniques have been explicitly evaluated in terms of their ability to achieve functional coverage of substantial black-box systems.
A Flexible Inductive Testing Technique
This section describes an inductive testing technique that is designed to be flexible. It permits the developer to choose a model-based testing technique to suit the circumstances (i.e. the complexity of the software system). To account for incomplete test sets, it adopts heuristics to infer models. Every time a model is inferred, the selected testing strategy is invoked to generate a test set from the model, which is executed on the SUT. This process continues until a set of tests has been generated that infer a model for which no further conflicting tests can be generated.
For this paper, we will restrict discussion to systems that can be modelled and tested as deterministic Labelled Transition Systems (LTS's).
Definition 1 (Labelled Transition System (LTS))
A LTS is a quadruple (Q, Σ, ∆, q 0 ), where Q is a finite set of states, Σ is a finite alphabet, ∆ : Q×Σ → Input: P rog, Alphabet Data: Alphabet, P os, N eg, test, f ail, f ailedLT S Uses: inf erLT S(T + , T − ), generateT ests(LT S) Uses: runT est(t, P rog), generateInit(Alphabet) Result: LT S P os ← ∅;
LT S ← inf erLT S(P os, N eg);
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T est ← generateT ests(LT S); Q is a partial function and q 0 ∈ Q. This can be visualised as a directed graph, where states are the nodes, and transitions are the edges between them, labelled by their respective alphabet elements.
Some parts of this section will refer to the language of the LTS. This is defined as follows.
Definition 2 (The Language of an LTS) For a state p and a string w, the extended transition functionδ returns the state p that is reached when starting in state p and processing sequence w [18] . For the base caseδ(q, ) = q. For the inductive case, let w be of the form xa, where a is the last element, and x is the prefix. Thenδ(q, w) = δ(δ(q, x), a).
Given some LTS A, for a given state q ∈ Q, L(A, q) is the language of A in state q, and can be defined as: L(A, q) = {w|δ is defined for (q, w)}. The language of a LTS A can be defined as: L(A) = {w|δ is defined for (q 0 , w)}.
The inductive testing process is presented in algorithm 1. It takes the alphabet of the machine as input (i.e. the message types that can label transitions), and uses these to generate its initial most general machine (line 3). This is then fed to a model-based tester to generate test cases (line 4). For each test case, if it has passed, its trace trace is added to the set of traces that are positive P os and if it fails it is added to the set of negative traces N eg. In either case, the test case is checked against the current LT S model to make sure that it produced the correct result. If this isn't the case, a conflicting test case has been discovered, and a new LT S is inferred to account for the new traces (lines 10 and 16). When this is the case, a new set of test cases T est is generated, and the whole process iterates. The rest of this section provides a more in-depth description of the key components in algorithm 1. The generateInitLT S function is described below, followed by a more detailed description of the processes used to test and infer the models.
To begin with the inductive testing process an initial model is needed. In the algorithm this is generated by the generateInitLT S function on line 3. No prior knowledge is required about the (hidden) state transition structure of the subject system, but it does assume that the set of labels (or possible software inputs) is known. An initial LTS is a simple transition system that is produced where any sequence in Σ * is valid. This will always consist of a single state, with one looping transition that is labelled by all of the elements in Σ. Formally, Q = {q 0 }, ∀σ ∈ Σ, δ(q 0 , σ) = q 0 . The tests that are generated from this will can be used by the inference process to produce more refined models.
Test Generation and Execution
The generateT ests function represents a conventional model-based test set generator. It takes as input a model in the form of a LTS and generates a set of tests (paths through the state machine) that are expected to be either be possible or impossible in the implementation.
Given a LTS A and a test case t, the execution of a test case by the runT est function results in a tuple (test, P ass), where test is the test (if it failed, its last element is the point at which it failed), and P ass states whether it passed or failed. The algorithm then matches this against the expected outcome; if P ass == f alse but t ∈ L(A), or P ass == true but t / ∈ L(A), there is a conflict and A has to be re-inferred.
The generateT ests function can invoke a range of model-based testing algorithms. One the one hand there are 'formal' testing techniques that aim to guarantee certain levels of coverage of the given state machine. On the other hand, it is possible to adopt less rigorous but cheaper alternatives.
Model Inference
The inference process is denoted by the inf erLT S function. Its purpose is to infer an LTS from a set of test cases. The Evidence Driven State-Merging (EDSM) method [15] is currently accepted to be the leading approach for inferring LTS's from sparse sets of examples.
Conceptually, given a collection of test executions, one would expect that the executions traverse the same states in the SUT multiple times. State-merging approaches arrange the presented set of traces into one large tree-structured state machine that exactly represents the executions, and then proceed to merge those states that are deemed to correspond to the same SUT state, with the aim of producing the minimal, most general LTS. The benefit of EDSM approach versus other traditional approaches is that it uses heuristics to choose suitable state-pairs, weighing up the likelihood that two states are equivalent in terms of their outgoing paths of transitions (i.e. their future behaviour). This has been shown to substantially increase the accuracy of the final machine [15, 16] .
A brief illustration will be provided with respect to a small part of the TCP example from the case study. Let us assume that we have reached a point where six tests have been executed, resulting in the traces P os and N eg shown in figure  1 . These can be aggregated into a single tree -referred to as an augmented prefix tree acceptor (APTA) [15] , shown in (a). The tree is constructed so that any identical execution-prefixes lead to the same state, and any unique suffixes form unique branches in the tree. The APTA represents the most specific and precise LTS possible, and exactly corresponds to the provided sets of executions, not accepting any other sequences.
The goal of the inference is to identify states in this tree that are actually equivalent, and to merge them. The merging process takes two states q and q .
In effect, the state q is removed, all of its incoming transitions are routed to q instead and all of its outgoing transitions are routed from q. Every time a pair of states is merged, the resulting state machine may be non-deterministic (new transitions from q may carry the same labels as old transitions). Nondeterminism is eliminated by recursively merging targets of non-deterministic transitions. For a more detailed description, the reader is referred to previous work by Dupont et al. [16] .
The merging process is iterative -many subsequent merges are required to reach the final machine. At each iteration, a set of state-pairs is selected using the Blue-Fringe algorithm [15] (an effective search-windowing strategy that restricts the set of state pairs to be evaluated at each iteration to a subset that are most likely to be suitable merge-candidates). Each candidate pair is assigned a heuristic score, which indicates the likelihood that the states are equivalent. The score is computed by comparing the extent to which the suffixes of each state overlap with each other 5 . A pair of states is incompatible if a sequence is possible from one state, but impossible from the other -this leads to a score of -1. Any pairs with non-negative scores can potentially be merged. Once the scores have been computed, the pair with the highest score is merged, and the entire process of score-based ranking and merging starts afresh, until no further pairs can be merged.
To provide an intuition of the scoring process, we refer back to the example prefix-tree in Figure 1 (a) . State 'a' is marked red (a double-circle in the figure), and the states 'b', 'c' and 'd' are marked blue (shaded in the figure -this is the 'blue fringe'). The EDSM algorithm considers any red-blue pair with a nonnegative score as a possible merge-candidate. Pairs (a,c) and (a,d) have a score of 0, because they share no overlapping outgoing label-sequences. Pair (a,b) has a score of 1 (the event Ack/− is impossible from both states) and, since this pair produces the highest score, it is selected to be merged. The result is shown in Figure 1 (b) . This process continues until no further valid merges can be identified, and the final machine is shown in (c).
Testing the Linux TCP Stack
To illustrate the inductive testing approach, and to demonstrate its ability to improve functional coverage, we use it to explore the behaviour of the Linux TCP stack [19, 20] . For this study we assume a certain, limited degree of prior knowledge about the system. We know the set of messages that can be sent to the stack, and how they affect its data-state (these are specified in the TCP RTP documents [19] ). For the sake of assessing our inductive testing technique, we will assume that there is no prior knowledge of the order in which these messages can be sent. We also assume that we have no access to the internals of the stack itself, but we can reliably reset it (by restarting the Linux networking service).
The challenge for us is to generate a set of test cases that extensively exercises the functionality of the stack, by eliciting a range of behaviours that is as diverse as possible. This section will show how the induction testing approach is able to elicit a much broader range of behaviour than the standard alternative of attempting random input combinations.
Inductive Testing Infrastructure
The case study exactly follows algorithm 1. Here we show how the various algorithm functions have been implemented. Specifically we describe the implementation of the three key functions: generateT ests, runT est, and inf erLT S. The implementation elaborates on earlier work by the authors [13] , and can in principle be applied to test any system where the behaviour is based on an LTS (if this is not the case, the inf erLT S and generateT ests functions have to be adapted accordingly).
This case study involves running tests by sending messages over a network. Due to its comprehensive networking infrastructure, we use the Erlang programming language and its Open Telecom Platform (OTP) libraries [21] . This is exploited by the network-testing interface developed by Paris and Arts [20] (described in detail below). This distributed mechanism can be coupled with the powerful QuickCheck model-based testing infrastructure [22] (also described below), to provide a comprehensive network protocol testing framework.
Generating tests with QuickCheck (the generateT ests function) For the model-based test set generation, we use the QuickCheck framework [22] , a tool that has proved popular for the model-based testing of Erlang and Haskell programs. It has become one of the standard testing tools used by Erlang developers. The model is conventionally provided by a developer, either as a set of simple temporal logic properties, or as an abstract state machine.
We use abstract state machine models in this case study. Abstract state machine models are constructed by taking a labelled transition system (see definition 1). Each transition function in ∆ is then associated with a transformation on a data state M , along with a set of optional pre-/post-conditions that have to hold when the function is executed.
QuickCheck generates tests with the help of generator functions. These are functions that, for a given data type, will produce a suitable random input. QuickCheck has several built-in generators, which can be used to produce random inputs for simple data types, such as integers, or lists of integers. To illustrate the use of these generators, a very simple property is provided below. The prop reverse property takes a list of integers as input. It tests the lists:reverse function by ensuring that, when applied twice to a list, it returns the original list. The call to list(int()) generates a list of random length, populated with random integers. For a more extensive example, including an abstract state machine example, the reader is referred to Walkinshaw et al. [13] . The network-testing interface (the runT est function) Paris and Arts [20] developed a network protocol testing framework that enables model-based testing of network protocols on remote machines. The basic process is shown in figure 2 . Two channels are used to interact with the system under test. One channel is the network itself, messages are synthesised by the tester and sent to the subject, and responses from the subject are sent back, which are monitored by the tester (using a network sniffer). The other channel is an Erlang communication channel that is linked to an Erlang process that is running on the SUT. It is used to control the SUT when necessary. For example if we want to test the TCP protocol in a scenario where the SUT initiates communication, this can be triggered by sending a command via this channel to the controller on the SUT, which will in turn make the stack send the corresponding message across the network link to the tester. The network-testing interface is implemented on top of QuickCheck. The abstract state machine model keeps track of the necessary data elements (i.e. the last message received from the SUT, the Port number and IP address). For each possible message that can be sent to the SUT, a QuickCheck generator function is used to construct and send the suitable TCP packet and, if appropriate, to wait for a response from the SUT and update the data state in the abstract state machine. For a full description, the reader is referred to Paris and Arts [20] .
For the sake of extensively testing TCP stacks with this framework, Paris and Arts produced a comprehensive QuickCheck model of the stack. For the inductive testing process discussed in this paper, we use a skeleton version of this model, having removed the LTS. This is instead replaced with the "universal" LTS, where every function is always possible (as generated by generateInitLT S -see definition in section 3).
LTS Inference (the inf erLT S function) Walkinshaw et al. have developed the openly-available StateChum model inference framework [23, 13] that was used to infer the models. It implements the Blue-Fringe state merging approach that is presented in section 3.2. A front-end was developed that, given a template QuickCheck model, would append the appropriate inferred labelled transition system, and so produce a suitable model that could be used to generate test sets for the following iteration. Usually, the output LTS generated by StateChum is displayed on-screen. To enable its use in an inductive testing context, an extension for StateChum has been developed that converts the output LTS into a QuickCheck model.
Exploring the TCP Stack Behaviour by Inductive Testing
The three functions (generateT ests, runT ests and inf erLT S) are linked together by a simple Unix Bash script. Test sets are executed until a test fails. When this is the case, a new model is inferred, and the testing process starts afresh. The process will either terminate when no more conflicting tests can be found or by simply putting a limit on the number of test runs.
The basic rationale for inductive testing is that the ability to infer a model provides a picture of what has already been tested, enabling the test set generator to generate more elaborate, diverse test sets the next time round. To assess whether this is the case we compare the test sets that are generated by inductive testing to those that are generated by an identical set-up 6 , but without the ability to replace the model with inferred models (i.e. where the model is always stuck on the most general model produced by the generateInitLT S function).
For both runs, the limit was set to 285 iterations (i.e. 285 test sets could be generated and executed). This limit was chosen because it corresponded to a couple of hours of test runs (allowing for time-outs when unexpected packetsequences resulted in deadlocks). In practice, it would be up to the developer to select a suitable limit, based on the constraints of the project.
Measuring coverage and depth Every time a test is executed, the sequence is recorded to a text file, and it is prefixed by a "+" if it passed, or a "-" if it failed (a failure leads to the termination of the current test set execution and the generation of a new one). At any given point we are interested in the complete set of tests, i.e. all of the tests that were generated in all previous iterations leading up to that point.
The suitability of a test set is measured by the extent to which it covers the functionality of the SUT, coupled with its ability to reach "deep" states -states that require an elaborate combination of inputs to reach, and are hard to reach by random inputs. The metrics that are used to assess these are presented below:
Functional coverage There is no accepted means of measuring functional coverage without access to an existing specification. The conventional way to estimate it so far has been to measure code-coverage, however this merely provides a crude approximation of the extent to which the actual functional behaviour of the program has been covered. Indeed, it is the recognition of this fact [2] that spawned the idea of inductive testing in the first place. The model that we infer from the test sets provides a functional perspective on the test sets, and in this work we use the inferred model as a basis for measuring the functional coverage. A larger model means that the test set exercises a broader range of SUT behaviour, because it is able to distinguish between lots of different states (otherwise the inference approach would simply merge them together). So, to assess functional coverage we count the number of individual transitions in the model -these can be of two kinds; conventional state transitions, and state transitions that lead to a failure / termination state.
Although this measure seems to be more appropriate than code-coverage, it should still only be interpreted as an indicator. The EDSM inference technique operates on heuristics, and is therefore open to error. The addition of a test to a test set could under certain circumstances produce a machine that is slightly smaller than the previous version. Nonetheless, as will be shown in the results, such dips tend to be very small, and the measure still presents a good overview of the breadth of the test set.
Test depth It is generally acknowledged that longer test sequences tend to lead to a higher level of coverage [24] . A long sequence of steps can be required to put a system into a configuration where it is possible to reach particular parts of the system that would remain unreachable otherwise. Every time a test set is executed in this case study, the average length of its tests is recorded. Longer test sequences imply that a test set is reaching states in the system that are harder to reach.
Results
Figures 3 (a) and (b) compares the functional coverage achieved by inductive testing, and compares it to the level of coverage that is achieved by naïve noninductive testing. The coverage is plotted for every iteration. This is split between transitions that lead to a failing / terminating state, and transitions that lead to a normal state.
The charts show that the inductive testing technique is better at exploring new system behaviour. It finds a much larger number of unique tests, and does so at a much faster rate. The non-inductive approach never surpasses 83 transitions, whereas this level is achieved within the first 60 iterations by the inductive testing approach. The charts show clearly that, by relying on random tests alone, it is much harder to identify a diverse test set that thoroughly exercises the SUT. The coverage of the system only increases very slowly as the process iterates.
The difference between the test sets generated by the two approaches is also illustrated in figure 4 . This figure shows the APTA's that are generated from the final test sets. Figure (a) is generated by the non-inductive version; although it represents a similar number of tests, many of them are simple repetitions, and do not lead to unexplored behaviour, meaning that the APTA is much smaller. Inductive testing leads to the generation of longer test sequences, which has been shown to be a significant factor in the ability to achieve high levels of test coverage [24] . Without the ability to build on the knowledge gained through previous test cases, the non-inductive approach relies on randomly finding sequences to find "deep" states -states that can only be reached by a particular test sequence. In inductive testing, these sequences are remembered; they form part of the inferred model, making it easy for subsequent tests to revisit and explore these deep states. Consequently, there is a substantial difference in the average test sequence length, as shown in the box plots in figure 3 represents the median, the whiskers mark the maximum and minimum values, and the small circles denote outliers.
Summary The use of test outputs to infer a model of system behaviour is a valuable tool for the further exploration of system behaviour, and is practical. This is demonstrated in the results above. With no prior knowledge about the possible sequences in which messages can occur, the inductive testing approach has nonetheless managed to build an extensive and diverse set of test cases that exercise the TCP stack. In comparison to the non-inductive approach, the set of test cases is much more diverse, and also manages to consistently reach states at a greater depth.
Conclusions and Future Work
The main aims of this paper were to show that inductive testing can be applied to realistic black-box systems, and to demonstrate that inductive testing can achieve a better functional coverage of the system than conventional noninductive strategies. The presented inductive testing technique is flexible; it is not necessarily tied to a specific inference or testing technique, but a framework is provided that enables the two to interact, and to feed off each other. For our case study, we selected a realistic system; the Linux TCP/IP stack. We used an heuristic inductive inference technique that has been shown to deal well with incomplete test sets [15, 16, 23] , and we combined this with a simple blackbox network testing framework [20] that is built on top of the well-established QuickCheck Erlang testing framework [22] . The approach is flexible; different combinations of inference and testing techniques could produce better results. However, the main purpose was to demonstrate that inductive testing is a practical technique, and can produce better, more efficient test sets than naïve black-box alternatives. The best combinations of techniques will invariably depend on the characteristics of the SUT, and is one of the main areas we intend to investigate in future work.
The test set generation technique that was used to generate the test cases (both for the non-inductive and inductive cases) was deliberately simple, to ensure that any improvements in the results were not an artefact of the testgeneration technique, but were entirely due to the inferred model. In practice, it makes sense to combine the model induction with a more sophisticated testgeneration procedure. The QuickCheck framework has several facilities that can enable this. For example, it is possible to associate probabilities with different transitions in the LTS, to ensure that certain areas of the machine are tested more often than others. Future work will look into exploiting such features, to emphasise the exploration of new areas in the SUT that have not been explored by previous tests.
In our case study, the number of iterations were restricted to 285. This sufficed to serve its purpose of showing that inductive testing produces better test sets than non-inductive testing. However, it does raise the question of when the process should be terminated in general; when is the test set good enough? This is the question that originally motivated Weyuker to devise the inductive testing process [2] . She envisaged that test generation should continue until no tests could be found that conflict with the inferred model (or program in her case). In practice, the complexity of the SUT and the selected testing technique may make it unrealistic to achieve this goal. The convention is to declare a time-limit, and to simply execute as many tests as possible [17] . Even if this approach is adopted, this work has shown that the inferred model can be used to provide an estimation of functional coverage during the testing process, and there is a strong argument to be made for the fact that this is more suitable than the convention of using code-coverage as an approximation.
