We describe a model of computation of the parallel type, which we call 'computing with bio-agents', based on the concept that motions of biological objects such as bacteria or protein molecular motors in confined spaces can be regarded as computations. We begin with the observation that the geometric nature of the physical structures in which model biological objects move modulates the motions of the latter. Consequently, by changing the geometry, one can control the characteristic trajectories of the objects; on the basis of this, we argue that such systems are computing devices. We investigate the computing power of mobile bio-agent systems and show that they are computationally universal in the sense that they are capable of computing any Boolean function in parallel. We argue also that using appropriate conditions, bio-agent systems can solve NP-complete problems in probabilistic polynomial time.
INTRODUCTION
In recent years, what may be termed Biomolecular Computation -the attempt to exploit biomolecules and cells to perform computations -has received a great deal of attention. This field, sometimes broadly termed "natural computing" is concerned with harnessing the power of bio-systems to compute, i.e. to solve mathematical problems. The most well-known example of such efforts is DNA computing, launched by the Adleman's seminal experiment [1] , in which one uses DNA molecules and their interactions to perform computations. Some other promising models of biocomputation have been proposed, for example P-Systems [2] and cellular switches [3] .
The use of biological entities and processes for computation is motivated by a number of factors. The first of these is that that the enormous pace of progress in current computing architectures and technologies cannot continue indefinitely. The principal reason for this is that this pace of development has been mainly due to improvements in miniaturization of electronic components and circuits and current technologies are approaching some 'natural limits' in this respect. Functional electronic components cannot be made smaller than atomic dimensions, thus, although many improvements can be made to current architectures and materials technology, it seems that in the absence of radical new ideas, the progress of microelectronics will grind to a halt. In light of this, biocomputation has been proposed as an alternative or complement to silicon-based computing, along with quantum computation.
Secondly, there exist many problems of theoretical and practical interest whose solution using classical computational devices, i.e., digital computers, is in many cases impractical. The combinatorial nature of these problems appears to resist attempts at the development of efficient algorithms: these reduce, in the worst case, to a search through all or almost all possible solutions. Although electronic computers process information very rapidly, the fact that they do so in a sequential manner makes them unsuitable for problems that are enormously parallel. On the other hand, computations in nature do not proceed sequentially, but exhibit massive parallelism [4] . In addition, it seems that biological systems are not only capable of computing, but of doing so with incredible competence in terms of energy efficiency, data storage capacity and speed [1] .
Thirdly, conventional computing focuses, both theoretically and practically, on offering guarantees of being able to solve mathematical problems in such a way that good estimates can be made of the time required for solution and, conversely, how much computational power is needed. Furthermore, conventional computing focuses heavily on performing precise calculations and finding exact answers to problems (even when an approximation is used, its calculation can be carried out with a high degree of precision). In contrast, many of the classes of problems that electronic computers encounter difficulties in solving exactly often require neither exact calculations nor always finding an exact answer (for example, image identification); and efficient computational methods that are not guaranteed to give the correct solution (but have a high probability of doing so) may be preferable in some cases to inefficient algorithms that are guaranteed to give such a solution.
Recently, a number of authors have presented results on the behaviors of biological entities in confined geometries. For example, a unicellular slime mould solved the shortest path problem in a labyrinth [5] and bacteria moved in labyrinth microstructures to form a quorum [6] . In previous work [7, 8] we proposed that the motions of molecular motors in confined geometries can be thought of as computations. Here, we expand on these ideas and present a more formal framework for regarding confined biological motility as a computational process.
This idea is related to, but different from recently presented biologically-inspired algorithms such as particle swarm algorithms [9] , flocking algorithms [10] and ant network optimization [11] in two ways. Firstly, our agents are completely independent of one another and do not cooperate (in particle swarm algorithms, the experiences of one agents affect the behavior of all the others). This approach has the theoretical advantage that the agent population would never converge on a local minimum but would, after sufficient time, always find the globally optimal solution. Secondly, our focus is not on implementing bioagent computing on electronic computers as a new algorithm (although this may have applications) but actually on methods for performing 'wet' bio-computations.
BIOLOGICAL MOTION IN CONFINED STRUCTURES AS COMPUTATION
It is often the case that autonomous biological 'objects' such as motile bacteria and protein molecular motors, when confined to two-dimensional space, e.g. a substrate, execute motion that can be characterized as directional but with a significant random component (an example is shown in Figure 1 ). That is, a bio-object B moves with velocity v in a direction θ B and suffers a random change of direction ∆θ during any short time interval ∆t. Formally, we can describe the direction θ B of such a hypothetical agent approximately in time by
where δ is a continuous random variable with a mean of 0 and variance v δ and κ is a real constant that controls the strength of the random component. Informally, such an object is executing a 'random walk with memory' in twodimensional space (although the motion can conceivably happen in three dimensions as well). Experimental evidence, e.g., for nanometer sized biological objects (actin filaments) moving on surfaces covered with protein molecular motor, demonstrates [12] that δ is normally distributed. Simulation packages for the motility of actin filaments on surfaces have been reported before [13] . However, in other, more complex biosystems, e.g. bacterial cells moving along chemotactic cues [6] , δ might not be normally distributed. For biological nanosystems, even if δ is not normally distributed, this is not in itself crucial here since κ is usually small compared with the characteristic length of the directional 'memory' of the object. Brownian motion can be seen to be a special case of this motion, in which κ is large, and δ is indeed normally distributed.
Consider now the motion of B in a confined geometry in two dimensions. Specifically, a number of obstacles are placed in the plane, such that, for example, when B reaches the boundary of one of these, it is deflected with angle of deflection equal to the angle of incidence. Other behaviors are often observed in practice, for instance the object may 'follow' the wall or adhere to it, rather than being deflected [12] . The characteristic trajectories of the objects depend strongly on the distribution of obstacles and their shapes and sizes. One can thus confine the motions of the objects and guide them along certain paths or prevent them from reaching certain areas and so, to an extent that depends on the ratio between the characteristic dimension of the confining geometry and that of the motile biological object, the geometry of these structures modulates the characteristic paths of the bio-agents and hence also their distributions over time. Figure 1 . Top: a molecular motor motility assay, in which actin filaments slide on a myosin-coated surface, executing a 'random walk with memory'. A path (dotted) has been traced for one filament over time. Bottom: trajectories of actin filaments sliding along myosin-coated microfabricated channels in a motility assay. The actin filaments (agents) are executing a 'confined random walk with memory' along artificially created structures. The trajectories are rainbow-coded, i.e., red = start of the trajectory; purple = end of the trajectory.
If by varying the geometry of the structures in the space in which bio-agents move, one can alter their trajectories and distributions over time, then the motility of the agents in the confined geometries can be regarded as a computational process. The initial positions and directions of the agents, together with the obstacles, supply the input to this computation. The output can be either the distribution of bio-agents after a certain time (or some subset of the same) or some other signal that can be measured from observing the motility of the agents. Although in info such a computation will never halt (while in reality it may deteriorate for biophysical reasons after a certain time), a termination condition can also be imposed, such that the results of the computation are recorded when the condition is met.
A natural question arises here: if bio-agents together with structures form an (unconventional) computing device, then what is the formal computing power of such a device, i.e., what are the functions that can be computed? We address this question below, but firstly we give a simple example. Consider a set of obstacles that define a maze with a single entrance and exit; and release a number of bio-agents whose motions are governed by Eq. (1) with relatively small κ at the entrance to the maze. The agents will spread out in what could be called a directed random fashion and after some time, if a path from the entrance to the exit exists, then an agent will exit through it. The fact that such a path exists is indicated by the presence of an agent on the outside of the maze, while the path of the agents encodes one path out of the maze (not necessarily the shortest one). The situation illustrated in Figure 2 was simulated using model protein molecular motors as agents, with motility relevant parameters determined experimentally [12] . It is interesting to note that the solution of a maze is a non-trivial mathematical problem. If one regards the maze as a graph (in which intersections are nodes and halls are represented by arcs) then this is a graph connectedness problem. Although the problem of finding the path between entrance and exit is in this case not NP-hard, in the example given in Figure 2 , the number of nodes is of the order of hundreds and so the problem instance is essentially a non-trivial one. This suggests that relatively complex problems may realistically be solved using bio-agents in vitro. 
THE POWER OF COMPUTING WITH BIO-AGENTS
In order to investigate the computing power of 'bio-agent computing' we firstly propose some definitions. Following the example of Păun [14] concerning P-systems, we define a motile bio-agent system (MBS) with m objects as a construct 1  1  1  2  2  2 ( , , , ,( , , ),( , , ),...,( , , ))
where:
• V is a space in which the objects may move (e.g. a two-dimensional plane);
• Σ is a set of simple closed curves, delimiting obstacles;
• T is a termination condition, a signal from M as discussed above;
• P is the set of initial conditions of each bio-agent, i.e. position, direction and velocity;
• R n is a rule describing the motility of the n th agent in V when not interacting with an obstacle (e.g. as in Eq. (1));
• C n is a rule describing the behavior of the n th agent when encountering an obstacle;
• Λ n is the trajectory of object n, which can change during the computation and which carries spatial information about the positions of agent n in time.
In the previous example of filaments moving in a maze, Σ actually amounted to a graph, since the halls of a maze are equivalent to edges and junctions in the maze are equivalent to nodes; the R i and C i are all identical and are equivalent to Eq. (1) and to the deflection (angle of incidence equal to the angle of deflection) of objects at obstacle boundaries, respectively.
In investigating the power of a model of computation, one could consider several avenues. Conventionally, a system is considered computationally complete if it can compute any Turing computable set, i.e. any set computable using a deterministic Turing machine. Different approaches are equivalent but more or less well-suited to different computability models. For example, the definition of completeness used in proving this property for P-systems [14] was the ability to enumerate all the recursively enumerable languages. We show here that motile bio-agent systems are computationally complete in the sense that they support the computation of Boolean functions in parallel [15] .
We emphasize here the difference between computational completeness and universality, since these terms are on occasion used loosely and the difference is of some importance for motile bio-agent systems. Completeness of a set of computing devices C refers to the existence, for any Turing machine T, of an element C T of C that can emulate the behavior of T. Universality, on the other hand, is an internal property of C and refers to the existence of at least one element of C that can emulate the behavior of any Turing machine. Similarly, a universal Turing machine is one that can emulate any other Turing machine simply by being reprogrammed [2] . In motile agent systems, Σ and P represent the input, while the instructions for the operation of the computing device itself are contained in the R i and C i . To prove completeness, we need to show that, bio-agents with suitable choices of R i and C i can interact with any given Σ, given suitable initial conditions, to compute any Boolean function. However, the instructions for computing the particular function of interest are actually encoded in Σ ⎯ thus, if the previous statement can be shown to be true, then the computing device defined by the choices of R i and C i is also computationally universal, since it any function by can then be computed by varying Σ and T.
We prove that bio-agent systems are capable of computing any Boolean function in an indirect way, by showing that such systems can compute the solution to the subset sum problem. The latter can be stated as follows: To solve this problem using bio-agents, one may construct the graph G in two or three dimensions, with paths as specified, designate the nodes on column n as exit nodes and release a large number of agents at the (0,1) node. After some time, some of the 'exit' nodes will be visited by one or more agents (because paths exist to them) while some will not be visited. The calculation can be run for as long as desired -the probability that a path has not been found where one exists falls as the calculation time is increased. Of course, the calculation can be run in parallel on several regions to increase the level of certainty and/or reduce the calculation time. The paths of the agents that exit the graph encode the subset S, while the paths of the others encode the sets that do not sum to the target, B.
In two dimensions, arcs will intersect at non-nodes as well as at nodes because G is not planar -at non-nodes, the agents should choose only the same direction on which they are already traveling. This can be arranged by using intersecting geometries that guide the agents to continue in a straight line at non-nodes while at the nodes, one can have geometries that encourage them to choose any path with equal probability (or as close as practical). Similarly, because of the directed nature of the graph, agents should never turn around while traveling along an edge and should always travel in the direction of the exit nodes, having started at (0,1). This cannot be guaranteed but can be made highly probable by making (in the directed Brownian case for the R i ) κ small compared with the widths of the 'channels' or edges. Making κ very small, however, reduces the probability that at the nodes, different paths will be taken at different times by different agents, so a balance would ideally be struck between these objectives. In practice, κ would be dictated by the physical system. The exact behavior of the agents when colliding with the walls defined by the edges is not theoretically crucial, so long as they do not choose 'illegal' paths. For instance, deflection at a wall is acceptable and, indeed, physically realistic. In any case, these practical considerations are not of concern for proving completeness. For this purpose, one can imagine the agents as each executing an independent random walk on the graph G, taking at each node different routes with roughly equal probabilities. Some probability of 'agent error' can also be tolerated, since the same calculation can be run many times (on the same surface and at the same time) so redundancy is simple to implement and does not take additional time (except for time needed to construct the structures encoding G on a surface).
It is known that any NP-complete problem can be converted to any other NP-complete problem in polynomial time [17] . Thus, we can convert the satisfiability problem (SAT) to a subset sum problem and so solve SAT indirectly using a graph of the same form as G, G SAT . Should any agents exit at all out of G SAT (except trivially through the exit at (M,n)), an affirmative answer to the SAT instance can be given. The trajectories of the exiting agents represent the +11 +1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Exits ↔ Target Sums Agents enter here +5 +3 assignments of variables that produce a 'true' output for the Boolean function encoded in G SAT . All other assignments produce a 'false' output. Thus we have computed (in parallel) the values of the Boolean function of interest for all inputs. This proves computational completeness in the sense described above, since it is possible theoretically to generalize from Boolean functions to all functions (in fact, examples of computing non-Boolean function were already given here, i.e., the subset sum and maze problems). Universality is guaranteed by this result: since the function is encoded in G SAT , by altering G SAT one can re-program the motile bio-agent 'computer' to evaluate any Boolean function desired.
One may also proceed in the opposite direction, i.e., beginning with an instance of the SUBSET sum function and converting it to an instance of SAT. For a subset of around 50 numbers, each of which is bounded by, for example, 2 20 , one would obtain a SAT instance with some thousands of clauses and tens of variables. It is not clear, unfortunately, how one would encode this Boolean circuit directly on a physical medium in a way that would make this approach suitable for agent computing.
DISCUSSION
In this analysis, we did not concern ourselves with computational efficiency but simply with computational power. However, if agent computing is to have any practical applications, time efficiency is a crtically important consideration. The foregoing argument shows that bio-agent systems support the computation of Boolean functions in a massively parallel fashion. Thus, further investigations into such systems would seem to have at the very least some theoretical application. The proposed scheme also provides a way to solve practically NP-complete problems in a massively parallel way, and is thus also of practical value. Since the agents evolve in parallel and independently of one another, it may be thought that this method can solve the e.g. subset sum problem in polynomial time, by increasing the number of agent sufficiently (similarly to DNA computing). Unfortunately, this is not so in the highly simplified scheme presented because the dimensions of G can increase exponentially with n in instances generated by SAT or if the b i increase exponentially. Redrawing G using three-dimensional structures may solve or alleviate this problem, and of course other ways of encoding problems into physical structures exist (for example, the maze problem above). For instance, one may in some cases sub-divide a graph into several sub-graphs as desired (depending on the type of problem) and reachability problems for each of these can be solved in parallel (and even on the same surface in the laboratory). In this way, the granularity of the computation can be made almost as small as desired. Another possibility is to perform some preprocessing operations so that the computation can be carried out on a planar graph, and so on.
In the cases where the number of nodes does not grow exponentially, bio-agent systems can decide graph connectedness with better space and time complexity than electronic computers. To achieve this, simply draw the graph of interest on a surface or in three dimensions as above and release the agents at any node. After some time, either all the nodes have been visited (indicating that the graph is connected) or there exists some subset of nodes that has not. The 'calculation' can be run for as long as desired to reduce the probability of existing paths not being found; alternatively, one can use redundancy to verify the results, at no time expense, since several graphs can be explored in parallel in one experiment. It is known [17] that the expected time for a random walk on a graph to visit all nodes or edges of the graph grows polynomially with the number of nodes or edges, respectively. Thus, by using many agents one can reduce this time as much as desired; one can solve the connectedness problem in this way in probabilistically sub-polynomial time and space. Even with exponentially large graphs, the massive parallelism of bio-agent systems outperforms (at least in theory) the sequential approach of deterministic Turing machines, and, moreover, uses only space polynomial in the size of the input (the graph) to find all paths (as opposed to exponential time for electronic computers).
Naturally, we may ask if bio-agent systems cannot solve all NP-complete problems in polynomial time, given that they could solve problems in P in sub-polynomial time. Indeed, this would seem intuitively to be the case. Consider for example a graph L and two input vertices a and b. The longest path problem, namely to find where there exists a cycle-free path from a to b in L longer than a given integer k, is known to be NP-complete. Encoding L as a structure and releasing many motile agents at a we may, for each agent reaching b, investigate its trajectory to see if it is longer than k nodes. Given the expected covering times for a graph by random walks, it seems likely that the expected time for such a path to be found, if it exists, to be probabilistically sub-exponential (since all paths are explored in parallel). Again, redundancy can be used to improve computing times.
The difference between this example and the subset sum algorithm presented above is that the latter does not require tracking the agents in order to solve the problem while the former does. This considerable simplification in the subset sum case comes at the cost of an exponentially growing graph (in the worst case), although the two problems are equivalent in terms of complexity (up to a polynomial scaling). It is not clear, however, if NP-complete problems be solved in polynomial time without requiring information about the path of each agent. We speculate that this is not the case if P≠NP: there is a limit to the amount of 'intelligence' that can be built into the graph while keeping its dimension polynomial in the size of the input (for NP-hard problems). A similar situation seems to occur in membrane computing: it has recently been shown [18] that if P≠NP, then P-system without membrane division cannot solve NP-complete problems in polynomial time.
So far, we have not considered practical issues, restricting ourselves only to the issue of what is computable with agents and with what theoretical efficiency. Of course, if bio-agent computing is to be useful, we must consider error rates. Firstly, if we assume that any problem of interest can be encoded as a graph and that the solution(s) can be found by an agent traversing a particular path or paths then the problem reduces to that of estimating the probability (error) of none of k agents visiting this path (or paths). Let there be m such "solution paths". For simplicity, let us further assume that each of n paths in the graph, representing candidate solutions, has an equal chance of being visited by any of the agents and, rather conservatively, that each agent can only visit one path in its "lifetime". Then, the probability of k agents missing all of the solutions is (1 -m/n) k . If we wish to reduce this probability to below a tolerable value ε, we find that we require
agents. As a simple example, assume that there are n = 10 12 total candidate paths and m=1 (only one solution). Then with ε = 0.01 we require k > 4.6 × 10 12 agents. It is not necessary to use these all in a single graph; the computation can be carried out in parallel on a number of identical graphs. Additionally, if we allow the agents to visit more than one path, the total number of required agents falls accordingly. The physical quantities involved are modest: in 1 mL of 1 µM actin solution, one can find roughly 6.023 × 10 12 actin filaments of length approximately 600 nm each. The related issue of how long such a computation might be expected to last is more difficult to address because it depends on the geometry of the structures encoding the problem. It is not possible to give general estimates for the time or number of agents required without being specific about the type of geometry employed. We can, however, consider a typical case. If we assume, very conservatively, that the consists of cells arranged in a rectangular fashion as in Figure 3 and that each channel is around 500 nm wide [19] then for a SUBSET SUM instance of 30 numbers each no larger than 10,000 then we will have a graph whose longest side will be around 30 cm wide. Assuming an actin filament velocity of 5 µm/sec, traversing the entire structure will require around 16 hours. Although this compares favorably with an electronic computer (a difficult 30-number instance of SUBSET SUM is not tractable on a desktop machine at present), it poses difficulties of fabrication, tracking and the continuing motility of the agents. However, this very simple calculation assumes no attempt to minimize the dimensions of the graph; it should be possible to achieve orders-ofmagnitude improvement by e.g. 3-dimensional structures or splitting up the structures into smaller parts. Improvements can also be expected if agents can move or grow faster, or if the number of nodes in the graph can be made by e.g. preparatory algorithms carried out using conventional computers. In this paper we have introduced a new model of computation which we call 'computing with motile bio-agents', based on the directional motion or growth of biological entities such as molecular motors or filamentary fungi in physically constrained artificial geometries. It is shown that bio-agent systems are computationally complete and can be programmed to compute any Boolean function simply by altering the geometry of the structures in which the agents move and so that these systems are universal. Some examples of bio-agent based computations are given. The directed motion of agents in graphs or similar spatial structures is now added to the long list of natural and artificial systems that can be shown to have full Turing power. Computing with motile bio-agents is a new member of 'natural computing', a set of unconventional approaches to physical computation that inspire themselves from the way computing is done in Nature (the better-known examples are DNA computing and membrane computing). Bio-agent systems do have certain advantages over these approaches. The first of these is that physical implementation poses engineering problems that are small in comparison with DNA computing and most certainly with P-systems. Another is that these systems would likely scale up better than DNA computing due to the physical encoding of problems into solid structures; it is believed, for instance, that DNA strands longer than a few thousand nucleotides are unstable in solution, while this is not likely to be a problem with some types of agents, such as filamentary fungi, which are extremely resistant to environmental conditions.
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