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The purpose of this thesis is to develop a concept of a service that enables individuals to own 
their personal data. The service is called MyData. 
 
The report is structured according to the process undertaken to develop the MyData service 
concept. After the introduction, it presents the initial idea in the form of a preliminary con-
cept, and continues with an extensive literature review and a modified preliminary concept. 
With these inputs, the empirical research method is constructed and the concept is further 
evolved. The findings from the research are presented and the final concept is outlined. In 
the conclusions, the research and its practical value are summarized and directions for fur-
ther research are suggested. 
 
The thesis contributes to literature and practice by constructing a unique combination of Val-
ue Proposition Design and Value Networks. 
 
MyData is a bold attempt to ensure transition towards a desired future where individuals own 
their own data. The thesis claims that the adoption of the MyData service would lead to a 
sustainable, balanced, human-centered personal data ecosystem. In such an ecosystem, co-
created value would be balanced with competing rights and risks for all the actors: individu-
als, organizations, and governments. This would release the enormous potential personal data 
has in serving humankind. 
 
At the end, the call is made for opening the MyData concept for the public to attract capable, 
likeminded people, to take if forward towards trusted implementation and operation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Key words, service innovation, service design, personal data ecosystem, MyData service con-
cept 
  
Laurea-ammattikorkeakoulu   Tiivistelmä 
Leppävaara 
Degree Programme in Service Innovation and Design 
 
 
 
 
Miskeljin, Predrag 
 
MyData: A Service Concept for Personal Data Ownership 
 
Vuosi  2018    Sivumäärä 116                       
 
Finnish translation of the abstract begins here 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords: service innovation, service design, personal data ecosystem, MyData service con-
cept 
  
Table of Contents 
 
1 Introduction ......................................................................................... 7 
1.1 Background .................................................................................. 7 
1.2 Existing problems and potential future problems .................................... 8 
1.3 Purpose of the thesis .................................................................... 11 
1.4 Structure of the report .................................................................. 12 
2 Preliminary concept based on pre-understanding .......................................... 13 
2.1 Pre-understanding ....................................................................... 13 
2.2 The sources of researcher’s pre-understanding .................................... 16 
2.2.1 Own experience .................................................................. 16 
2.2.2 Futures study - Datatopia ....................................................... 17 
2.3 Preliminary version of the concept ................................................... 19 
3 Literature review ................................................................................ 23 
3.1 Service Dominant Logic ................................................................. 23 
3.1.1 Innovation from service-driven perspective ................................. 23 
3.2 Design thinking and wicked problems ................................................ 24 
3.3 Definitions ................................................................................. 27 
3.4 Characteristic of personal data ........................................................ 28 
3.5 Potential of personal data .............................................................. 30 
3.6 Challenges in Personal Data Ecosystem .............................................. 31 
3.6.1 Challenges from the perspective of individuals ............................. 31 
3.6.2 Challenges from the perspective of organizations ......................... 38 
3.6.3 Challenges from the perspective of governments .......................... 41 
3.7 Ongoing efforts ........................................................................... 42 
4 Modified preliminary concept .................................................................. 47 
4.1 Journey vs. destination ................................................................. 47 
4.2 Changes to initial concept .............................................................. 47 
4.2.1 Trust is the key ................................................................... 48 
4.2.2 Target: Balanced PDE............................................................ 49 
4.2.3 Scope ............................................................................... 50 
4.2.4 Context ............................................................................. 50 
4.2.5 Technology ........................................................................ 50 
4.3 Concept of Identity ...................................................................... 51 
5 Empirical research method ..................................................................... 52 
5.1 Research approach ....................................................................... 52 
5.1.1 Constructive research (strategic approach) ................................. 52 
5.1.2 Constructive controversy procedure (tactical level) ....................... 52 
5.1.3 Design thinking and process models .......................................... 53 
  
5.1.4 Lean Startup....................................................................... 59 
5.2 Research process ......................................................................... 60 
5.2.1 Process overview ................................................................. 60 
5.2.2 Research process ................................................................. 60 
5.2.3 Value Proposition Design ........................................................ 62 
5.2.4 Application of Value Proposition Design in this research ................. 65 
5.3 Value Network Map ...................................................................... 67 
5.4 Expert interviews ........................................................................ 68 
5.4.1 Principles of expert interviews ................................................ 68 
5.4.2 Expert interviews applied in this study ...................................... 69 
6 Findings and results, final concept ........................................................... 77 
6.1 Findings .................................................................................... 77 
6.1.1 Key insights from start-ups ..................................................... 77 
6.1.2 Key insights from established companies .................................... 79 
6.2 MyData Concept Final ................................................................... 81 
6.2.1 Building Blocks .................................................................... 81 
6.2.2 MyData Concept .................................................................. 82 
6.2.3 Benefits from MyData ............................................................ 89 
7 Discussion .......................................................................................... 93 
7.1 MyData Nordic Model .................................................................... 93 
7.2 Comparison of the Models .............................................................. 95 
8 Conclusions ........................................................................................ 98 
8.1 Summary ................................................................................... 98 
8.2 Practical value of the research ....................................................... 100 
8.2.1 Value of MyData service ........................................................ 100 
8.2.2 Value of the research method ................................................ 101 
8.3 Limitations of the research ............................................................ 101 
8.4 Suggestions for future research ...................................................... 102 
9 Postface........................................................................................... 104 
References ............................................................................................... 105 
Figures .................................................................................................... 113 
Tables ..................................................................................................... 114 
Appendices ............................................................................................... 115 
 
  
 
1 Introduction
 
1.1 Background 
 
I recall the moment when the initial idea of MyData was born. In the autumn of 2013 in one of 
the contact sessions at Laurea, the lecturer mentioned that monetization of personal data 
was considered becoming a trend. Different kinds of personal data would be sold for money 
regardless of the purpose it would eventually end up being used for. Although I was aware of 
the growing practices of personal data mining, trading and monetization, I remember the 
strong feelings it provoked. The idea of supporting people to make business by selling person-
al data sounded very wrong and outdated. It was a time just after I published my first blog 
about Design Thinking where I wrote about what I believed the purpose of business should be. 
“Traditional purpose of business to make money focuses companies to maximize the short-
term profits and delivers returns to shareholders. Great companies, however, believe that the 
business is inherent part of the society as they, being so powerful, effectively shape the lives 
of their employees, partners and consumers. In those companies, people and the society are 
not afterthoughts or inputs to be considered and discarded but the core to their purpose.” 
 
I wondered how people can be the core to the purpose of a business yet encouraged by that 
very same business to sell part of their identity, part of their own self. Consequently, the 
more data one can amass, the more he would be worth. All kinds of bizarre behaviors in cre-
ating more data in the race for profit came to mind. Internet is already full of fake personal 
data. People already often provide false information to get what they want. They do that be-
cause they fear their personal data would be misused, and they can get away with it because 
the Internet is built without an identity layer. Authenticity and quality of personal data would 
likely deteriorate even more. Keeping aside judgement about morality of monetization ap-
proach, I realized monetization was not even close to realizing potential value from personal 
data. And what if people would realize a clear purpose and feel safe to share their real per-
sonal data? There must be a way to get more real value out of real data. An idea started 
shaping and I started drawing on my notebook. 
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1.2 Existing problems and potential future problems 
 
Technological breakthroughs, especially in digital technologies that are merging computers, 
communications and multimedia all connected via Internet, have revolutionized communica-
tions, distribution and accessibility of information. This is changing radically how people and 
companies interact, enabling innovations that are deeply transforming people’s lives. 
We are living in an interconnected world, where people, the physical and the digital world 
are all connected. By the end of this decade, most people on the planet are likely to be con-
nected to each other through some sort of mobile device. 
 
Growing connectivity is resulting in staggering explosion of data created and replicated world-
wide. A study carried out by International Data Corporation (IDC 2014) claims that the number 
of bytes of digital data in 2013 was close to the number of stars in the physical universe – 4.4 
zettabytes. Zettabyte (ZB) is equal to 1000 bytes on seventh power, or for example, one bil-
lion terabytes. The IDC study estimates that this number will grow ten times to 44 ZB by 
2020, which is more than double each year. On the way to becoming data-driven, it is obvious 
that companies must face a vast, diverse, rapidly expanding digital universe, looking forward 
to turning the challenge into a source of opportunity. The key is to find a much more man-
ageable area of richer, high-value data, estimated at 1.5% of total data (IDC 2014, 16). Yet, 
while drowning in data, companies are striving for insights (Hopkins 2015). Being data-driven, 
for the companies means better chances for success as it leads to increased productivity and 
profitability (McAfee 2012). 
 
Two thirds of existing digital data are personal data, but 85% of it is in the custodianship of 
enterprises (WH 2014, 2). Personal data is any information that can be connected to an iden-
tified individual. Although the volume of information people create directly themselves is big, 
on average 700 pieces of personal information a day per individual (Hildebrandt 2013, 91), it 
pales in comparison to the amount of digital information created about them by the organiza-
tions each day. 
 
Such fantastic growth of quantity and also quality of personal data carries great innovation 
potential and brings staggering opportunities for improving people’s lives, boosting economic 
growth, and solving social challenges. Enabled by availability of personal data, development 
of innovative personalized products and services would explode, transforming the lives of in-
dividuals by fulfilling their personal needs and effectively enabling their dreams. Use of per-
sonal data would enable governments to better fulfill their functions and respond creatively 
and effectively to social and global challenges. Recognizing its potential, The World Economic 
Forum refers to personal data as a new asset class, comparing it to traded goods, gold or oil 
(WEF 2012, 7). 
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Yet, probably the greatest value creation opportunities coming from personal data still re-
main beyond comprehension. The reason is that personal data are not readily available. They 
are scattered across corporate and government databases. The flow of data is prevented by 
specific country laws, legal contracts, ownership disputes, and incompatible technology 
standards. These challenges are great but solvable, only if the proper way could be found to 
address the biggest challenge of them all - decline in trust among all the actors in the per-
sonal data ecosystem (PDE): individuals, organizations and government (WEF 2012, 5). 
 
The evidence for the deterioration of trust is vast (WEF 2012, 5-12). Individuals do not know 
what data are collected about them, how the data are combined, shared, interpreted and 
used, and by whom. People struggle to define, manage and protect their online identity. Se-
curity breaches lead to people becoming victims of identity thefts and frauds. People fear of 
Big Brother’s control and manipulation, no matter whether the data is held by governments or 
big companies. Targeted with unwanted offers and preprocessed information, realizing they 
are under constant surveillance, people see their privacy regularly breached. Currently, no 
real mechanisms are available to allow individuals to own and share their data. Organizations 
possess strong sense of ownership and control over the data they collect about individuals. 
Results of data analysis and insights are considered proprietary asset. Organizations are strug-
gling with retaining quality and quantity of personal data, collecting missing pieces, ensuring 
security, and achieving proper return of investment. They are constantly concerned with 
what they can and cannot do with data, how their actions and changing public sentiment re-
garding data issues can affect their brands. Thanks to social media, the time between discov-
ery of the incident and its widespread media coverage is measured in hours rather than days, 
shortening response time and prompting companies to repeatedly invest more in risk han-
dling, prevention and compliance. Outdated and inadequate regulations make some organiza-
tions feel discriminated against others. Government demands towards companies to hand 
over personal data or install backdoors in their products lowers the trust individuals have to-
wards governments and organizations. Organizations do not find individuals trustworthy 
enough to empower them with greater control of their data, fearing their unexpected reac-
tions would negatively impact the brand or benefit the competition. Some recently appearing 
solutions for personal data control, like different attempts for monetization, do not always 
serve the best interests of individuals. 
 
For personal data ecosystem to stabilize, benefits of data sharing should outweigh the risk of 
transparency (WEF 2011, 17). The question becomes how to set the rules and tools to enable 
the realization of the potential of personal data for value creation for all the actors in a 
trusted way. Many calls for action and suggestions have been made (Ctrl-Shift 2011; WEF 
2011; WEF 2012; WEF 2014). For example, WEF study (2014, 4) suggests that the following 
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actions need to be taken in order to strengthen trust: ensure meaningful transparency by pre-
senting relevant data and practices to individuals in an understandable form, empower indi-
viduals to use the data for their own purposes and have their say in how organizations are 
using their data, and strengthen accountability for all of the stakeholders.  
 
Yet there is a deeper issue that needs to be recognized and acted upon. Chan (2014) suggests 
that despite existing technical connectivity and ability of companies to harness big data, 
there is still a fundamental disconnection between people and the companies that attempt to 
reach them through these technologies and understand them through data. He points out that 
companies need to connect with people at the human level to be able to deliver more rele-
vant, timely, and contextual offer with the content that relates to the very core of people’s 
being, their humanity. The biggest challenge for companies therefore is not how to be data 
driven or have the best leverage technologies in hand, but how to relate at human level and 
engage into deep and lasting relationship with people. Although this has always been an ulti-
mate challenge of the business, call for action is becoming louder than ever (Chan 2014).  
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1.3 Purpose of the thesis 
 
The purpose of this thesis is to develop a concept of a service that enables individuals to own 
their personal data. The introduction of such a service would lead to a balanced personal da-
ta ecosystem. The working name for the service is MyData1. 
 
It is important to highlight that MyData service is an enabler, and as such, not sufficient to 
ensure that individuals would actually take ownership of their data. For that to happen, ap-
propriate legislation needs to be in place and also participation of all actors of PDE in utilizing 
MyData service ensured. That is why the way to attract actors, specifically organizations, to 
start using the service in the transition towards full utilization of MyData has been a question 
of special concern during research. 
 
The ownership of personal data is a complex legal and social construct, and a controversial 
topic that has stirred long and emotionally charged debates among stakeholders (WEF 2012, 
16). Ownership is not an exclusive right given to one side or another. Instead, valid rights 
from other involved parties must be considered. Therefore, ownership involves both rights 
and responsibilities. In order to exercise those rights, owners may require different permis-
sions from others. Ownership of personal data is a lot like an ownership of a house. When 
renting a house, the landlord has the right to enter his property, but not in a way it would 
violate their tenant’s privacy. Therefore, he can exercise his right at an agreed-on time with 
permission from the tenant. The house owner cannot do whatever he wants with the house 
either. He needs to consider laws and municipal regulations, neighbors’ rights, and the bank’s 
rights that own the mortgage etc. 
 
Probably the most important reason why the term ‘ownership’ is chosen over the term ‘con-
trol’ is that personal data is part of a person’s identity.  Although these discussions have been 
continuing for quite some time, it is not clear what identity means in a merging digital and 
real world. The ownership of personal data should be considered part of a wider concept – the 
ownership of one's own identity. From that perspective, MyData can be seen as a platform for 
establishing ownership of one's own identity. 
 
Early literature research has contributed to repositioning the problem from ‘personal data 
ownership’ towards ‘balancing of misbalanced PDE’. The realization that these problems are 
related and that MyData is offering a solution to both has resulted in focusing on the former 
                                                 
1 Open Knowledge Finland’s My-Data working group has named their approach MyData Nordic 
Approach. Choosing the same name MyData is pure coincidence, as it happened before the 
author learned about the existence of the MyData Nordic Approach. 
 12 
  
problem to drive much of the later research and evolution of MyData service concept. Balanc-
ing PDE is critical for extracting value from the enormous potential personal data has for fuel-
ing innovations that would lead to improving people lives, solving social issues, and busting 
economy. MyData is seen as a human-centered approach for balancing PDE. 
 
The implementation of the concept is delimited beyond the scope of the thesis. 
 
1.4 Structure of the report 
 
The report is structured according to the actual process conducted to develop MyData service 
concept (Figure 1). 
 
 
Figure 1: Structure of the report 
 
Chapter 1 exposes the background, introduces the problem, and explains the purpose of the 
thesis.  
Chapter 2 starts with describing the concept of pre-understanding and the sources of the re-
searcher's pre-understanding. It then lays out the first preliminary version of the concept 
based on the pre-understanding. 
Chapter 3 contains the literature review. It starts from the service dominant logic viewpoint, 
discusses wickedness of design problems, and focuses on the main topic of the thesis – per-
sonal data, covering its characteristics and potential, challenges in personal data ecosystem, 
and ongoing efforts. 
Chapter 4 outlines the modified version of the preliminary concept based on the literature. 
Chapter 5 describes the research method and how it was applied in practice. 
Chapter 6 discusses findings and introduces the final concept of MyData service motivated by 
findings, results, and interpretations from the empirical research and literature. Comparison 
with the other prominent model, MyData Nordic, is given in the chapter 7. 
Chapter 8 summarizes the work, discusses the value of the research, and suggests directions 
for future research and development. 
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2 Preliminary concept based on pre-understanding 
 
2.1 Pre-understanding 
 
Gummesson (2000) describes pre-understanding as the knowledge, insights, and experience 
people have before they engage in research or consultancy assignment. Understanding then 
refers to the new insights obtained through that research or assignment. Being an output from 
the previous task, understanding becomes pre-understanding for the next task as the research 
process advances. 
 
It is important to highlight that the term pre-understanding assumes wider meaning than just 
knowledge. It involves the personal experience of the researcher as a crucial element in the 
process of collecting and analyzing information within a specific environment (organization or 
industry). This is the experience that academic researchers are traditionally lacking, as it 
cannot be obtained from outside. Furthermore, researchers should restrain from prejudice 
and be able to change their fundamental viewpoint if reality demands so instead of forcing 
reality to fit a certain theory. Such theoretical sensitivity would enable them to create new 
concepts, models, and ultimately new theories. Blocked pre-understanding creates bias and 
does not allow creativity and innovation. Openness for new information is imperative 
(Gummesson 2000, 81). 
 
This problem of emergence vs. forcing can be described as inductive vs. deductive research. 
Inductive research starts with empirical data from which concepts and models are built, 
eventually resulting new theories. Deductive research starts with theory from which hypothe-
ses are derived and subsequently tested. No matter which way they start, all types of re-
search end up iterating between deductive and inductive. This combination is often referred 
to as abductive research and should not be regarded as a third type of research. The danger 
in starting with a hypothesis is that they can be biased, causing that research done by testing 
them can also reflects the same bias. In addressing this problem, some suggest ignoring theo-
ry and conducting hypothesis-free research starting with collecting facts. Others advocate the 
opposite view, pointing out that utilization of theoretical concepts and hypotheses can not 
only shorten the observation process, but are necessary in achieving understanding. 
Gummesson suggests that those views should not be exclusive, but in balance with each other 
like yin and yang in Taoism. “We could probably say that sticking to established and accepted 
knowledge is yin and ignoring it and letting our mind freely expand in any direction is yang 
and that the ideal state should be an oscillation between the two.” (Gummesson 2000, 62-
65.) 
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Figure 2: Sources for pre-understanding. (Source: Adopted Gummesson 2000, 67) 
 
Pre-understanding is built from the knowledge that is a result of personal or firsthand experi-
ence, and other people’s or secondhand experience (Figure 2). Personal experience includes 
experience from both working and private life, while the second-hand knowledge is obtained 
via intermediaries. Ideally, they should be in balance. 
 
 
Figure 3: Sources for understanding. (Source: Adopted Gummesson 2000, 71) 
  
Figure 3 describes building of understanding in the context of a research or assignment pro-
ject. Researchers start a project with certain pre-understanding. They are gaining first hand 
insights through personal involvement in the process. At the same time, they are obtaining 
second hand insights by utilizing their own methods for analyzing and interpreting the experi-
ence of others. As the project advances, each stage results in a new knowledge that brings 
pre-understanding to a new level for the next stage. This iterative process is called the her-
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meneutic spiral (Figure 4). The following statements are commonly used to illustrate it: “no 
understanding without pre-understanding” and “understanding of the parts assumes an under-
standing of the whole”. 
 
 
Figure 4: The Hermeneutic spiral. (Source: Adopted Gummesson 2000, 71)  
 
Gummesson points out two major sources of pre-understanding: knowledge and personal at-
tributes. Knowledge includes both general and specific knowledge. General knowledge refers 
to general knowledge of theories, including models and concepts, and general knowledge of 
techniques, methods and tools. Specific knowledge includes specific knowledge of institution-
al conditions in particular industry, company, market, product service etc., and specific 
knowledge of social patterns in a particular environment, a company for example. Personal 
characteristics, often critically important for the outcome of an assignment, include intui-
tion, creativity, vitality, and human understanding. (Gummesson 2000, 72-79.) 
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2.2 The sources of researcher’s pre-understanding 
 
2.2.1 Own experience 
 
My experience in computer science, software engineering, and ICT industry spans over almost 
three decades. ICT experience includes information systems design, development and de-
ployment, project and program management in business-to-business and business-to-
customers areas. From 2001 I worked for Nokia, the biggest mobile phones manufacturer at 
the time, reaching over 40% of global market share. After the acquisition of Nokia’s mobile 
devices and services business in 2013, I moved to Microsoft continuing on similar assignments. 
Since 2010 I have been focused on managing programs that have been building and introduc-
ing capabilities for supporting consumer intelligence, marketing and sales departments. In 
particular, I have managed activities related to consumer segmentation, digital marketing, 
Net Promoter system implementation and deployment, out-of-the-box or first use experience, 
behavioral data collection, phone activation, and development of metrics and insights for 
marketing and sales. Technologies include big data collection, analysis and reporting, cloud 
computing. The consumers related issues I was involved with include privacy policy, terms of 
use, consumer notifications and consents, user experience, collection of personal data, its 
handling and use, data access and security. 
 
Being directly involved in handling consumer data and privacy, I have gained strong first-hand 
understanding of the challenges leading high tech consumer companies are facing, among 
other things, direct or indirect (via local consumer protection authorities or own layers) con-
sumer complaints regarding privacy policy, notification of data collection and data collection 
itself. There have been cases of authorities’ misbehavior, when for example a government 
authority requested consumer data without notifying consumers, or when the authorities 
shared obtained data with a competitor. We have spent extensive time to review every 
change in functionality or new feature against compliance to our own privacy policy and ap-
plicable privacy protection laws. This has been made even more difficult by the complexity 
and misalignment of various local laws and the high cost of keeping the knowledge up to date 
in order to ensure global compliancy. A typical example of such a challenge would be the di-
lemma whether we are allowed to collect specific data. If the collection of data is allowed, 
more questions are arising. Is this case of data collection covered by existing privacy policy or 
do we need to ask customers for specific consent? If the consent is not needed, do we need to 
notify customers? And the questions go on and on. There are two aspects to be considered for 
each issue: what regulations say and what the best practices suggest. It was often challenging 
for privacy officers to make the judgement. This was not only because of unclear or changing 
laws, but because the need for continuous risk assessment. Different issues draw different 
amount of attention in different countries at different points of time. Public sensibility to-
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wards a particular issue can change over the time, drawing attention and scrutiny regarding 
the issue even if the company was perfectly compliant. That can bring negative publicity and 
negative sentiment, leading to decline in sales and a negative impact on the brand. 
 
Other challenges are related to the quality and freshness of the data. There are many related 
questions difficult to answer. How long can we keep certain type of data in the system before 
we need to completely remove it? For which purpose can we use particular data? Can we use 
it only for product improvement with direct benefit to consumers or also for marketing? Can 
we share it across the company? Can we combine data? What data are we not allowed to 
combine? Do we need to change notification to users, or ask for consent? What impact that 
would have on consumer sentiment, on sales, brand? There are so many obstacles and uncer-
tainties limiting the use of personal data to improve and innovate the offer to increase con-
sumer satisfaction and increase sales. Despite all the challenges, consumer data is considered 
an asset and a lot of investment is spent to collect, store and process it. 
 
Currently I am working in the biggest Nordic bank Nordea, learning how compliancy to regula-
tions and security of data is even more critical prerequisite for running the business. At the 
moment we are adopting changes to comply with EU’s new General Data Protection Regula-
tion. 
 
2.2.2 Futures study - Datatopia 
 
Clearly, the future is uncertain and cannot be predicted. What we can however do is to imag-
ine multiple futures and get prepared for them. We could even take deliberate actions that 
could ultimately contribute to our preferred future becoming reality. This thesis is one such 
modest attempt. 
 
During the second half of 2013 Gartner (2014a) conducted a project set to explore the impact 
of information and technology on society, business and personal life in 2030. It became known 
as “Datatopia”. This study had a profound impact on the author to take the initial idea of My-
Data service into serious consideration. Therefore, this whole section is dedicated to explain-
ing the content of Datatopia. 
 
Gartner’s project took a crowdsourcing approach. They engaged people worldwide to con-
tribute by writing short essays on the topic. The analysis of these texts defined two dominant 
dimensions in which four identified scenarios were positioned. Those dimensions were “con-
nected” vs. “conflicted” world, and “controlled” vs. “amok” (out of control) world. The con-
nected world is characterized by aligned goals, where many kinds of technologies interact 
with each other. On the other hand, in the conflicted world, as goals are conflicting, technol-
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ogies are often used to block each other. In the controlled world people clearly know what 
they want from technology, and they make it happen. When technology gets wild (amok), 
society responds. Consequently, four scenarios of possible future worlds were derived (Figure 
5). 
 
 
 
Figure 5: The Four Future Scenarios (Source: Gartner 2014a, 6) 
 
Leaving others aside, focus will be put on the scenario called Datatopia, after which Gartner 
named the whole study. This is obviously the author’s preferred scenario as it has been the 
preferred scenario by most of the people participating in the study. 
 
The change in data ownership is central in this scenario. Here, the data is owned by the indi-
vidual, not by the party who collects the data. The data is stored centrally and the owner 
decides who can access it. Today’s privacy problems are solved by implementing privacy by 
design. For example, the idea of universal identification is likely to materialize and be used in 
a way that does not reveal unnecessary personal data. Furthermore, privacy can be achieved 
through random fragmentation of the storage distributed across different clouds. Private keys 
are used to re-create the data from otherwise meaningless fragments. Data analytics is fur-
ther developed, as it is assisting every activity. Along with a promise of corporate social re-
sponsibility, planet analytics expands in addition to personal and business analytics. Infor-
mation is much more widely available. Today’s social networks are replaced by communities 
of interest. 
 
Leading organizations are service-oriented, but brands are less dominant as the value is co-
created by organizations and people using their products and services. 
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Clearly, Datatopia will not happen automatically, but the transition would not be driven by 
regulations nor technology. With more regulations, companies become more cautious and 
avoid risk taking, while technology innovation is not a driving force towards people having 
more control over technology. Although there is some possibility that the change can come 
top-down, the study concludes that the transition is likely to be driven bottom-up. People 
would engage and take a community approach to control technology. 
 
Information is an asset in Datatopia, as it is in all other scenarios. The Internet of Things also 
exists demanding increased integration capabilities, data storing and processing capabilities, 
and powerful analytics. Cybercrime would evolve from hacking systems to more dangerous 
forms of accessing and altering data. Security strategies would need to move their focus from 
networks and servers to data. Smart machines would be aiding people and taking over more 
routine tasks, letting them focus on creative work. 
 
We are often surprised by how quickly the future comes. Only few years after this study was 
published, we can recognize that many of the predictions have already materialized. But to 
reach Datatopia, a little push is still required. Here it comes in the form of MyData. 
 
2.3 Preliminary version of the concept 
 
The preliminary version of MyData concept depicting the initial idea is presented in Figure 6. 
It is based on my pre-understanding of the phenomenon, which was strongly influenced by my 
last 15 years of professional experience in ICT industry. 
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Figure 6: Preliminary version of the concept 
 
The idea of the preliminary concept is as follows. A digital service provider, organization X, is 
starting to build a digital service that is to be offered to individual customers. To be able to 
take advantage of MyData service provided by MyData digital service provider, organization X 
builds their digital service utilizing MyData technology for collecting service usage data. By 
accepting terms of use of MyData service, organization X renounces ownership of data that 
will be collected this way in the future, acknowledging that the data belongs to the individual 
the data is about. In return, organization X gets the access to: 
• My Profile data that contains profiles of individuals who are using the service. Individ-
uals are responsible for correctness, completeness, and availability of their profile 
data. 
• Service usage data. The structure of the service usage data is standardized for all the 
services. Service usage data cannot be altered by the data owner. 
• Other service related data originating from the customer in a free text of structured 
form, for example feedback, preferences, suggestions, questions, etc. 
• Data analytics for service usage and profile data. This part of the service would offer 
some of the standard tools for data analysis and provide some in-built types of charts. 
• Tools for collecting other service related data, for example feedback questionnaires 
and Net Promoter Score (NPS). 
 
The agreement does not prevent organization X from collecting primary data, i.e., data re-
quired for the service to function. This agreement regulates the collection of secondary data, 
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i.e., service usage data. The agreement prevents organization X from possessing customer’s 
profile data and from using it for any other purpose outside of MyData system. 
 
When the service is being taken into use, two-way acceptance of terms of use takes place. 
The customer accepts service’s terms of use, and organization X accepts terms of use of cus-
tomer’s data. 
 
During the use of the service, usage data gets collected in MyData database. By utilizing My-
Data Analytics service, organization X is learning about the customer and service usage to fur-
ther improve and personalize the service. Organization X can further query and contact those 
customers directly who have declared their availability for such enquiries and further in-
volvement. 
 
Access to customer profile and service usage data and the availability of analytics tools helps 
startups to iterate quickly through improvement loops giving them competitive advantage 
even against established companies. This would in turn encourage established companies to 
utilize MyData. As the number of organizations using MyData increases, the volume of person-
al data also increases, making MyData more attractive for other organizations to join. There-
fore, it appears crucial to attract startups in the initial phase. 
 
Customers access MyData to: 
• Manage their profiles, collected data and manage access rights 
• Observe data usage and related statistic (who, when, what, etc.) 
• Give feedback and further engage with organizations that provide digital services for 
example in co-designing improvements 
 
Customers can delete their service usage data. However, since personal data is considered an 
important personal asset, the possibility of deleting it should be dealt with utmost considera-
tion. That is why more study is needed around allowing deletion of personal data. 
 
MyData can be used for various research purposes and services innovation. Data is anonymized 
when used for those purposes. 
 
Organization X can contact individual customers with relevant profiles, who have declared 
their availability, to engage them in further studies and eventually in the co-design and co-
creation of improved service. 
 
MyData digital service provider provides MyData service. It is collaboratively governed by all 
customers whose data is kept in the system. MyData digital service provider is a non-profit 
 22 
  
organization, some sort of leaderless or peer-based organization (Nielsen 2004) built with a 
help of crowdsourcing. Its number one priority is to gain and sustain trust.  
 
Benefits of MyData service would be the following: 
• For individuals: 
o Personalized services delivery, timely, contextual 
o Personal data ownership 
o They have their voices heard (also through giving and restricting access), to 
make an impact on service improvement and innovation 
• For organizations: 
o Develop new services and improve them quickly 
o Personalize services 
o Competitive advantage 
• For MyData: 
o Enabling the whole concept 
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3 Literature review 
 
3.1 Service Dominant Logic  
 
Service Dominant Logic (SDL) proposes that in the focus of economic exchange is a service 
instead of goods. Organizations, markets and society are fundamentally concerned with ex-
change of service seen as applications of competences (knowledge and skills) that humans 
provide to others for the service they need in return. Therefore, service is exchanged for ser-
vice, all companies are service companies, and all markets, economies and societies are 
based on service exchange. (Lusch & Vargo 2006, 43) 
 
SDL is based on concepts of value-in-use and co-creation of value. Rather than the value em-
bedded in a product, value here refers to the customer’s meaning of service in their use con-
text. Value is always co-created between company and customer. Value co-creation happens 
when a customer personalizes his experience using a company’s product-service offering (val-
ue-proposition) to a level that is best suited to get his job done (Rampen 2009). For the com-
pany, it allows to derive a greater value from its product-service investment in the form of 
new knowledge, higher revenues/profitability and/or superior brand value/loyalty. 
 
3.1.1 Innovation from service-driven perspective 
 
Concepts of innovation have also evolved with a paradigm shift. Goods innovation was focused 
on producing better output (goods) through technological advancement and more efficient 
corporate processes. Initial services innovation approaches were based on the idea that ser-
vice innovations are fundamentally similar to manufacturing innovations, thus also aiming on 
producing better output – in this case “services”. 
 
Innovation based on service centered approach however, extends the process of value crea-
tion beyond the company’s operations to include active customer and stakeholder participa-
tion through co-creation. This collaboration nowadays happens in a complex and dynamic sys-
tem of actors (ecosystems) that are co-creating value and, at the same time, providing the 
context in which the value is individually and collectively assessed. From an SDL perspective, 
innovation becomes a way for enhancing one's own value co-creating activities through re-
source integration and service provision to assist other actors in ecosystems in their own val-
ue-co-creation. (Vargo 2013b, 8-10.) 
 
Modern economy has been characterized as ’knowledge economy’ since 1990s, when creating 
and maintaining a knowledge base used to be a central task. Recently the focus from 
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knowledge has shifted to the ability for rapid learning. Today’s knowledge economy has be-
come an innovation driven economy (Toivonen & Ylén 2013, 19). 
 
Challenges in implementing an innovation driven view according to Toivonen & Ylén (2013, 
19) are the links to still dominating thoughts about the nature of innovation, perceived as 
overly narrow and scientific. The authors point out that the emerging broader view of innova-
tion suggests that a more efficient approach would be innovation intertwining and co-evolving 
with practical activities (‘learning-by-doing’, ‘learning-by-using’, and ‘learning-by-
interacting’). However, Toivonen & Ylén conclude that there are no such rapid-innovation 
models that would provide a credible alternative to the in-house R&D process model and sug-
gest SDL as basis for building an alternative innovation model. They explore several ways in 
which SDL contributes to the search for further rapid-innovation models (creation of shared 
experience, focus on the user, innovations with value, application of dynamic modeling 
tools), concluding that it is in line with the so-called broad view on innovation. The core of 
this proposed approach is a shift from a product- and R&D centric view to an actor-, resource-
, and system-centric view, where the focus is on dynamic systems of multiple actors (both 
organizations and individuals) that co-create value and new markets (Toivonen & Ylén 2013, 
21). 
 
This approach is largely applied in developing the innovative concept of MyData service. This 
new service is placed in the context of PDE that is a dynamic system of multiple actors: indi-
viduals, organizations and governments. The innovation itself focuses on assisting actors in 
their own value co-creation, aiming towards increasing and maximizing the value that is both 
individually and collectively assessed, and balanced with competing rights and risks for all the 
actors. It demonstrates a crucial shift in focus, from being concerned about solving R&D chal-
lenges in service creation towards addressing challenges multiple actors are facing in a mis-
balanced PDE. 
 
3.2 Design thinking and wicked problems 
 
As the author of the thesis is an aspiring designer with background in computer science, it is 
important to address the differences in types of problems scientists and designers are ad-
dressing and the different methods they use. Designing MyData concept is creating something 
novel that does not exist yet, a solution for a design problem. Therefore, understanding the 
nature of design problems is critical in guiding the process of designing the solution. An over-
view of design thinking processes and the choice of the process that was applied is elaborated 
in section 1.18.3 Design thinking and process models. 
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In his essay “Wicked Problems in Design Thinking”, Buchanan (1992, 5-21) characterizes de-
sign thinking as a “new liberal art of technological culture”, placing it in the context of a new 
integrative discipline to complement arts and sciences. He points out that the problem of 
communication between scientists and designers has been evident and under discussion for 
quite a long time. According to Buchanan, the problem of communication is rooted in differ-
ences between types of problems addressed by scientists and designers. Scientists practicing 
design thinking are working in their own specialized areas using specialized methods, while 
designers are addressing problems that rarely fall under one subject area only, thus utilizing 
different patterns of reasoning. 
 
The wicked problems approach to design builds a connection between various applications of 
design. Formulated by Horst Rittel in the 1960s, presented by Churchman (1967), when design 
methodology was in the focus of discussions, wicked problems approach points towards an 
alternative to the linear model of the design process (Buchanan 1992, 5-21). The linear model 
essentially sees the process of design thinking as a sequence of two phases: problem defini-
tion and problem solving. Problem definition is the analytics phase where the problem is 
specified in details and requirements for successful solution derived. The subsequent problem 
solution phase is a synthesis phase in which the solution concept and the implementation plan 
are created. Many scientist and some designers consider the linear model helpful for the logi-
cal understanding of the design process. However, in practice, the linear model of design 
thinking seems inappropriate for the problems addressed by designers which are, Rittel ar-
gues, by their nature mostly wicked. The first report of Rittel’s concept was presented by 
Churchman in his editorial “Wicked Problems” in Management Science (Churchman 1967). 
There wicked problems were described as “a class of social system problems which are ill-
formulated, where the information is confusing, where there are many clients and decision 
makers with conflicting values, and when the ramifications in the whole system are thorough-
ly confusing.” The linear model is appropriate for solving determinate problems that can be 
precisely specified. Rittel (1973, 160) points out that the problems social planners (designers) 
are facing are inherently different from those scientists and to some extend engineers are 
dealing with. Most but trivial design problems are by their nature indeterminate and there-
fore wicked. Rittel lists and elaborates ten characteristics of wicked problems (1973, 161-
167): 
1. There is no definitive formulation of a wicked problem. 
2. Wicked problems have no stopping rule. 
3. Solutions to wicked problems are not true-or-false, but better or worse. 
4. There is no immediate and no ultimate test of a solution to a wicked problem. 
5. Every solution to a wicked problem is a "one-shot operation"; because there is no op-
portunity to learn by trial and error, every attempt counts significantly. 
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6. Wicked problems do not have an enumerable (or an exhaustively describable) set of 
potential solutions, nor is there a well-described set of permissible operations that 
may be incorporated into the plan. 
7. Every wicked problem is essentially unique. 
8. Every wicked problem can be considered to be a symptom of another problem. 
9. The existence of a discrepancy representing a wicked problem can be explained in 
numerous ways. The choice of explanation determines the nature of the problem's 
resolution. 
10. The social planner has no right to be wrong (i.e., planners are liable for the conse-
quences of the actions they generate). 
 
The question remains, why design problems are indeterminate, therefore wicked? In his essay, 
Buchanan offers the answer (1992, 16). It is because design has no specific subject matter on 
its own. When applying design thinking in given circumstances, designers invent a subject out 
of existing problems. Opposite to that, scientific disciplines are focused on defining a subject 
matter by understanding related principles, laws, and rules. Scientific subject matter can be 
undefined, calling for more research, but it cannot be truly indeterminate. On the other 
hand, quasi subject matters invented by designers are not undetermined subjects that are to 
be made determinate, but indeterminate subjects that are to be made specific and concrete 
in an attempt to conceive and plan what does not yet exist. Quasi subject matter describes a 
problem in specific circumstances and a set of issues to consider in its resolution, including 
the views of all relevant actors. This leads to an invention that is the embodiment of a work-
ing hypothesis and the vehicle for further testing and exploration. In this non-linear process, 
problems and issues are repositioned to discover new possibilities and shape new inventions. 
(Buchanan 1992, 14-19.) 
 
From this perspective, when conducting literature research to obtain understanding of under-
lining problem or problems as done for this thesis, it is important to keep their wicked na-
ture, i.e. their indeterminateness, in mind. The problem cannot be precisely formulated, but 
it can and should be repositioned to explore the full potential of innovation. 
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3.3 Definitions 
 
For the purpose of this thesis the following definitions related to personal data are used. Un-
less explicitly otherwise indicated, the source of the following definitions is EU directive 
95/46/EC on the protection of individuals with regard to the processing of personal data and 
on the free movement of such data (EU 1995). 
 
Personal data means any information relating to an identified or identifiable individual (data 
subject). 
 
Processing of personal data (processing) means any operation performed upon personal data, 
automatically or not, such as collection, recording, organization, storage, adaptation or al-
teration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise 
making available, alignment or combination, blocking, erasure or destruction. 
 
Data controller means a competent party who, according to applicable law, determines the 
purposes for which and the manner in which any personal data are, or are to be, processed. 
 
Party means a natural or legal person, public authority, agency or any other body. 
 
Processor means party which processes personal data on behalf of the controller. 
 
Third party means any other party other than the data subject, the controller, the processor, 
or parties authorized by the controller or by the processor to process the data. 
 
Recipient means any party (third or not) to whom the data is disclosed. 
 
Data brokers are companies that collect personal information about consumers from variety 
of public and non-public sources and resell the information to other companies. (UNC 2015) 
 
Personal data ecosystem (PDE) consists of actors (individuals, organizations from private sec-
tor, government and public sector) and their interactions in processing of personal data for 
mutually beneficial purposes. This definition is adopted by the author for the purpose of this 
thesis. Private sector, being a part of national economy that is not under direct government 
control, includes multinational corporations, small and medium enterprises (SMEs), telecom-
munication companies, private healthcare providers, financial institutions. Public sector is 
defined as the national, regional, and local governments plus institutional units controlled by 
government units like healthcare providers, public education, police, military, infrastructure 
providers (roads, water supply, electrical grids, telecommunications, etc.), and regulatory 
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bodies. In this thesis for simplicity sake ‘organization’ is used in reference to private sector 
and ‘government’ to public sector. Therefore, there are three major types of PDE actors con-
sidered: individuals, organizations, and government.  
 
There is no commonly shared definition of PDE. Cavoukian & Green (2012, 5), describes PDE 
as “the emerging landscape of companies and organizations that believe individuals should 
control their personal data, and who make available a growing number of tools and technolo-
gies to enable this”. The author of the thesis considers this description too narrow as it ex-
cludes numerous other organizations (from both private and public sectors) that are pro-
cessing personal data, having different beliefs, as such being part of the problem rather than 
solution. Therefore, PDE is not a “to be” state, but an already widely existing system with all 
its deficiencies that are being improved. 
 
3.4 Characteristic of personal data 
 
Considering the way in which the data is created, personal data can be classified as volun-
teered, observed and derived (Figure 7). Volunteered data, created and released by individu-
als, include emails, photos, videos, tweets, blogs, likes, comments, etc. Observed data are 
created in interaction between individuals and organizations. Examples are: browsing history, 
location data from mobile phone, purchase history, credit card use. Derived data is created 
as a result of data mining, combining, and analysis of volunteered and observed data. Exam-
ples are: credit scores, predictions of preferences and purchase intent. For individuals, the 
sense of ownership is strongest towards volunteered data, declines for observed data and is 
lowest for derived data. However, the sense of uneasiness and suspicion has opposite tenden-
cy. It grows when the data is created further away, being highest for derived data. On the 
other hand, organizations demonstrate highest level of ownership towards derived data, 
treating them as their proprietary asset. Ownership further declines towards volunteered da-
ta. (WEF 2012, 18-19.) 
 
 
Figure 7: Types of personal data. (Source: Adopted WEF 2012, 18-19) 
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Personal data can also be categorized based on sensitiveness or the level of privacy. For ex-
ample, according to EU regulations the special categories of personal data are racial or ethnic 
origin, political opinions, religious or philosophical beliefs, or trade union membership, genet-
ic and biometric data, data concerning health or data concerning a natural person's sex life or 
sexual orientation (GDPR 2016). 
 
Personal data possesses inherent characteristics of digital data, it can be endlessly copied and 
reused, distributed globally, and when connected to other data have the potential to increase 
in value but also to increase the opportunity for misuse. Additionally, personal data is linked 
to people’s identity. These characteristics make personal data uniquely different from other 
assets like commodity goods, oil or gold, imposing specific challenges and opportunities. (WEF 
2012, 7) 
 
Personal data is big data. It comes in large volumes, variety (structured like numeric data 
from databases, and unstructured like texts, email, video), velocity, variability and complexi-
ty. On average, each individual releases 700 pieces of personal information a day (Hilde-
brandt 2013, 91). For example, according to Radicati Group’s report (2017), the number of 
emails sent and received per day will reach 269 billion in 2017 and 319.6 billion per day by 
the end of 2021. The number of SMS messages sent per year is around 8 trillion (Portio 2014). 
According to InfoTrends’ 2016 worldwide image capture forecast, reported by Perret (2016), 
there will be 1.2 trillion digital photos taken in 2017. Yet, the volume of volunteered data 
fades in comparison to observed data. Number of mobile phone users will have reached 4.77 
billion by the end of 2017 (Statista 2017). Via installed apps or directly, mobile phones are 
collecting myriad of data, including location, information, social interactions, Internet brows-
ing, transactions, etc. An extensive analysis of the latest Internet trends is done every year by 
Kleiner Perkins Caufield & Byers (Meeker 2017). Apart from mobile phones, there is a growing 
number of other devices collecting personal data including TVs, tablets, cars, medical devic-
es, points of sale machines. Furthermore, the Internet of Things (IoT) is rapidly expanding 
with increasing number of all the “things” connected to Internet. “Things” refer to physical 
objects embedded in electronic, software, sensors and connectivity that can exchange data 
among themselves and operators. The estimated number of connected things by 2020 differs 
based on the source: from 25 billion by Gartner (2014b), 40.9 billion by ABIresearch (2014), 
50 billion by Cisco (Evans 2011), up to 75 billion by Morgan Stanley extrapolated from Cisco’s 
figure, reported by Proffitt (2013). The number of applications and innovative services ena-
bled by the Internet of Things is already exploding touching every aspect of modern living. 
Examples include: cars with built-in sensors, heart monitoring implants, biochip transponders 
on farm animals, smart industrial management systems integrated with smart electrical grid, 
energy efficient homes, etc. Many of these applications are collecting or using personal data. 
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3.5 Potential of personal data 
 
The importance of personal data and its potential has long been recognized. In the keynote 
speech given in Brussels on 31 March 2009 in Roundtable on Online Data Collection, Targeting 
and Profiling, European Consumer Commissioner Meglena Kuneva characterized personal data 
as “the new oil of the Internet and the new currency of the digital world.” (Kuneva 2009, 2). 
The World Economic Forum’s Rethinking Personal Data Initiative has defined the value of per-
sonal data as an asset class comparable to traded goods, gold or oil (WEF 2012, 7). 
 
The potential is coming from the growing quantity and quality of personal data and the rapid-
ly improving big data and analytic capabilities, capable of connecting different data sources, 
finding patterns and creating insights. This way, the WEF study (2012) concludes, personal 
data provides huge value for improving the life of individuals, solving problems in society and 
powering innovation and economic growth. Individuals can satisfy their specific needs better 
through personalized services and information, and they can also find and engage with people 
with similar interests, take actions etc. By using personal data, governments can more effec-
tively respond to global crises, protect public safety and health, ensure low enforcement and 
increase national security. For organizations, increased access to personal data can boost de-
velopment of new innovative products and services and increase the efficiency of ongoing 
operations. 
 
In an Accenture study from 2015 based on the survey of 600 companies world-wide, Cooper 
(2015, 4) emphasizes the business criticality of personal data. The surveyed companies collect 
personal data through multiple channels to achieve higher benefits for themselves and their 
customers: 79% directly from individuals (e.g. via online accounts), 42% from commercial or 
data-sharing partnerships, 33% from connected devices, and 33% from third parties. The key 
benefits for companies include the increase in their abilities to deliver better customer expe-
rience (by 77% respondents), enter new markets (52%) and make products more innovative 
(50%). For customers, the benefits include wider choice, increased convenience, bigger dis-
counts and more personalized user experiences. A survey conducted by Microsoft (2015) found 
that 56% among 16.500 respondents from global markets were “much more likely to buy from 
companies who allow them to shape their products or services”. Other surveys found that 70% 
of participants were willing to share search terms for services that enable fewer steps to get 
things done, while 79% would share gender information for services that bring something new 
for users based on that information (eMarketer 2015). 
 
Analysis shows that the value created through personal data can be huge. According to the 
Boston Consulting Group (BCG) (2012a, 3), applications built on personal data can bring a 
quantifiable annual benefit of approximately €1 trillion in Europe alone by 2020. Organiza-
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tions would benefit €330 billion annually, while benefit for individuals would be much higher 
as the consumer value would be €670 billion annually. The combined total value of personal 
data could reach 8% of EU-27 GDP. 
 
Yet, the full potential remains restricted and unknown since the data are isolated, its free 
flow is restricted and regulations are lagging behind the rapid changes. The above-mentioned 
BCG study (2012a, 3) concludes that two thirds of potential value is at risk if stakeholders fail 
to establish a trusted flow of data. 
 
Other BCG study (2012b) on the Internet economy in the G20, estimated growth of online re-
tail between $1,5 trillion and $2,5 trillion by 2016, dependent on the consumer perception of 
trust in how personal data are used. These cases, covering rather smaller parts of the larger 
global PDE, indicate the huge impact that establishing trust plays. 
 
Numerous studies and authors agree that establishing trust in PDE is the key for succeeding in 
realizing the full potential of personal data (WEF 2012; BCG 2012b; Hildebrandt 2013; WH 
2014). Empowering individuals to own their personal data, giving them ability to share more 
about themselves and actively engage in trusted relationships with organizations and govern-
ments, would further fuel innovation, growth and advancement of society (WEF 2012). 
 
3.6 Challenges in Personal Data Ecosystem 
 
A study for WEF (2012) points out that the key challenge in personal data ecosystem lies in 
the decline in trust among actors. This is evidenced by numerous examples of security 
breaches, identity thefts, concerns about quality and use of personal data, confusion from 
organizations about what can and cannot be done with personal data, and increased pressure 
and sanctions from regulators. 
 
3.6.1 Challenges from the perspective of individuals 
 
Transparency 
 
Individuals are losing trust in ways the data about them are collected, shared, combined and 
used by organizations and governments. In Europe, 72% of citizens are concerned about the 
misuse and unpermitted sharing of their data (Reding 2012). One of the most serious concerns 
people have is connected to the use of medical data by insurance companies or employers to 
discriminate them (WEF 2012, 20). 
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There is a lack of transparency in what kind of personal data are collected. People are una-
ware how much they are tagged, tracked and followed on Internet, or regarding the usage of 
mobile devices, how much data they implicitly give away, how data may be used, what is 
known about them (WEF 2011, 17). They are accustomed to using “free” services like social 
networks, search engines, email providers, news sites, and online shopping sites, and then 
realize that they are victims of often unwanted targeted advertising that is based on data 
collected about their online behavior. As it has been widely quoted “If you are not paying for 
it, you're not the customer; you're the product being sold” (Lewis 2010). 
 
Even if people are not using “free” services, they still can be tracked. If one accesses a web 
page that has a “like” button, the information that one has accessed the page is automatical-
ly sent both to the host site and to Facebook. That way Facebook can track the person’s web 
browsing activities even if they are not logged to Facebook. 
 
According to a Big Data Survey done in the US in support of the Big Data study (WH 2014), 80% 
of respondents were very much concerned about ensuring transparency and oversight in data 
practices. Even when it came to the area of the least concern, the collection of location da-
ta, 61% indicated very much concern. US respondents were most concerned about how intelli-
gence and law enforcement agencies are collecting and using data about them, especially 
when they have little insight into these practices, scoring them with 67% and 53% respectively 
of “not at all” level of trust. Business follow with 42%, while the most trusted were profes-
sional practices (like law and medical offices) and academia. 
 
Profiling 
 
Individuals are subjects of profiling that is becoming more and more extensive. It is likely that 
people not-knowingly appear on many lists. One can be listed as a victim of crime, depressed, 
impotent, or even as one of those who can easily be deceived if he happens to be victim of so 
called “vulnerability based marketing”. When used in uncontrolled ways for unauthorized 
purposes like data-driven hiring, lists can become bases for race, class, or disability discrimi-
nation. Those profiles and lists are assembled and sold by data miners, brokers, and resellers. 
Buyers are traditionally marketers and increasingly financial institutions. Marketers are not 
incentivizing perfect data accuracy. As they typically want to increase percentage of hits by 
improving targeting, it does not matter whether every name on the list is the right one. When 
inaccurate lists are used for discriminatory purposes, great damage can be done to individu-
al’s reputation. (Pasquale 2014.) 
 
There were about 4000 data brokers in the US in 2013 (Dixon 2013). Acxiom is one of the larg-
est, with about 1,500 pieces of data on more than 500 million active consumers worldwide. 
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Their operations are brought to light in a The New York Times article by Singer (2012). Tradi-
tionally, data is mined and analyzed at large scale from publicly available information, like 
customer surveys, often containing sensitive financial and health information. Additionally, 
people’s online activities have been tracked for the purpose of digital marketing using cook-
ies. More comprehensive techniques have been developed to cover multi-channel data collec-
tion, including online, offline and mobile, to build 360-degree view on consumers. But com-
panies like Acxiom are not just collecting data available out there; they are developing so-
phisticated ecosystems to prompt consumers to volunteer enough personal data — like their 
names, email addresses and mobile numbers. This way hundreds of collected and linked de-
tails about individuals and households are sold to companies who are then able to identify 
individuals concerned with, for example, diabetes or get to know household incomes in order 
to properly target and customize their campaign messages. Lists of these details contain deli-
cate information that could be misused by third parties, especially concerning vulnerable 
groups. People’s interests, like weight loss, gambling, needing money, are example of such 
details, which Acxiom claims are derived from actual purchases and surveys. Profiling based 
on religion, race and ethnicity, country of origin is especially problematic if the information is 
incorrect or if people do not want to be treated based on stereotypes. 
 
There are various problems associated with data behind those lists. Data are not accurate. 
Even when particular information is accurate it is often not relevant for the purpose it is 
used. Furthermore, people are not informed that such lists exist and have no opportunity to 
correct false information. Discrimination in secrecy, unknown unfairness cannot be detected 
nor corrected. (Pasquale 2014.) 
 
As Dixon & Gellman (2014) in their report “The Scoring of America: How Secret Consumer 
Scores Threaten Your Privacy and Your Future” point out, consumer scoring is not necessarily 
good or bad, but scores can be correct or false or misleading. When used correctly, i.e. if the 
scores are derived from the correct data, and scoring models are correct and non-
discriminatory, benefits are real. Both business, specifically marketing, and consumers are 
among those who benefit from consumer scores. The report concludes that major problems 
with scoring are related to secrecy about the very existence and use of scoring and scoring 
methodologies, data quality and accuracy of the models, the use of sensitive information, the 
relevance of the data used in scoring and the rationality of its application (thousands of fac-
tors used). Consumers cannot opt out from scoring, nor repair their scores when they are the 
victims of identity theft. Many if not most of the new consumer scores are unregulated, rely-
ing on the use of discriminatory factors like sex, marital status, religion, race, or national 
origin, and other sensitive factors like financial and health data. As such, they are in breach 
of the Fair Information Principles (OECD 2013). The Fair Information Principles, seen as the 
bases for most privacy laws, include principles of collection limitation, data quality, purpose 
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specification, use limitation, security safeguards, openness, individual participation, and ac-
countability (Gellman 2017). 
 
As a conclusion, the new era of consumer profiling raises concerns about the extreme effects 
it can have on peoples’ lives. The distressing reality is that data brokers’ ranking systems 
classify some people as high-value prospects, offering them regular discounts and marketing 
deals, while dismissing others as low-value prospects labeling them as “waste”.  Problems in 
scoring can affect individuals in a way that is neither fair nor even legal. It may not be very 
important if one doesn’t receive discount offer for holiday trips, but when someone is not 
considered eligible for a job or a bank loan, scoring issues can significantly affect people’s 
life.  
 
Control 
 
Individuals are lacking control over their personal data. There is limited or no awareness and 
control over derived data and insights and their use (WEF 2012, 19). There is also an evident 
lack of contextual control and permissions over personal data, as the impact of personal data 
differs when shared in different contexts (WEF 2012, 10). For example, healthcare data have 
a different impact when shared in healthcare, or at work, family or social context. 
 
According to the UK’s Information Commissioner’s research reported by Ctrl-shift (2011, 5) 
regarding public perception of personal data issues, the way organizations manage personal 
data has become the consumers' second biggest concern behind crime. According to the same 
research, only 49% individuals in the UK think that organizations handle their personal data in 
proper and fair ways, while 59% feel that they have lost control over the way their data is 
collected and processed. 
 
Privacy 
 
Consumer research conducted in a BCG study (2012a) finds that 88% of Internet users consider 
at least one industry sector threat to their privacy. Trust differs per sector, having for exam-
ple e-commerce companies among the most trusted with whom 30% of people are willing to 
share data. Sensitivity of shared data is also an important factor. More than 80% of people 
demand opt-in for sharing highly sensitive data. 
 
There is however a contradiction between individuals’ concerns and their actual behavior. 
82% respondents would like to make the decision whether to allow data use in each instance, 
while at the same time 63% would not like to be asked about the same information each time 
they access the website (BCG 2012a). Privacy policies are lengthy, complex, and difficult to 
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read and understand and therefore are rarely read. As such, they are rather liability disclaim-
ers for organizations than support for consumers to make rational decisions (WEF 2012, 10, 
24). Only in the US, the estimated cost of the time required to read privacy policies is $781 
billion annually (McDonald & Cranor 2008, 2). 
 
Indeed, at the same time, while people care about privacy, they also share their information 
quite widely in social networks and elsewhere on the Internet. This obvious conflict between 
control and convenience requires balanced solution. 
 
Personal data has both private and commercial value. In the monetization of their data, indi-
viduals can gain benefits but more often they lose in the bargain. While consumers can bene-
fit from targeted offering (Anand & Shachar 2009), they may be exposed to significant costs 
and the violation of their privacy (Stone 2010). There are three types of targeted offerings: 
targeted advertisements, customized products, and tailored prices (Montes 2017). Montes et 
al. Analyze the effects of price discrimination suggesting actions for companies, consumers 
and policy makers. Research in the economics of privacy continues to expand due to rapidly 
emerging issues of privacy protection. Acquisti et al. (2016) point out that in both economic 
theory and empirical analysis of privacy, different scenarios can lead to both positive and 
negative effects on privacy protection and on individual and social welfare. They also observe 
that consumers are typically not aware of the consequences of sharing and protecting their 
personal data and threats to privacy, therefore market interactions involving exchange of 
personal data happen without their informed consent. 
 
Privacy is undermined in numerous ways. Secret tracking is one example. According to an ar-
ticle by Singer & Chen (2015), unlike Internet users who can delete cookies to avoid tracking, 
Verizon’s mobile users cannot delete “supercookies”, enabling Verizon to continue tracking 
them even when users thought they have prevented tracking. Using this and other techniques. 
Verizon is collecting and selling consumer intelligence to advertisers. 
 
The lack of control over personal data undermines privacy. Having control over their data, 
individuals can decide how much to share, effectively exercising the right to privacy. The BCG 
study (2012a) concludes that, given proper privacy controls and sufficient benefits, most con-
sumers are willing to share their personal data with organizations from both private and pub-
lic sector. 
 
Another source of privacy concerns is government surveillance. One of the most revealing 
cases is Edward Snowden's disclosure summarized in Franceschi-Bicchierai’s web writing 
(2014). The following claims are presented by Franceschi-Bicchierai, however they are not 
verified by scientific literature. The released files show that NSA has access to virtually all 
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phone records in the US. Information include so called metadata including information about 
who called, when, for how long. In addition to phone calls, NSA collects text messages, 200 
million worldwide through program called Dishfire. From this nformation, all kinds of personal 
data are derived including people location, traveling, financial transactions, even passwords. 
A tool called PRISM is used to collect and process “foreign intelligence” that goes through 
servers in the US on request. Most of the content belongs to Yahoo, Google, and Microsoft, 
while the rest comes from AOL, Facebook, Apple, PalTalk, YouTube, and Skype. Practically all 
types of data are monitored including emails, chat, videos, photos, etc. The British spy agen-
cy Government Communications Headquarters (GCHQ), taps fiber optic cables across the 
world to intercept data flowing through the global Internet. Through a program called Tem-
pora, GCHQ is sharing data and intelligence with NSA. NSA is using a tool called XKeyscore to 
search through almost everything users do on Internet. As the data flowing on the Internet 
are usually encrypted, NSA is putting a lot of effort into breaking or circumventing encryp-
tions, typically demanding from companies to provide backdoors in their software. Since the 
encryption is meant for protection from unwanted access including spies and hackers, de-
mands from NSA undermine mobile and Internet security and invade people's privacy in the 
name of cybersecurity. It also creates vulnerabilities that invite malicious attacks and thus 
undermines the competitiveness of the largest US companies. When the bulk surveillance of 
PRISM does not provide needed details, NSA can infiltrate deeper in the infrastructure, for 
example in links connecting data centers of companies like Google and Yahoo. Also, NSA has 
an elite hacker team called TAO (Tailored Access Operations) that can hack into computers 
worldwide. NSA also spies on foreign governments and leaders. (Franceschi-Bicchierai 2014.) 
 
Data breaches and identity theft 
 
Each of the most recent biggest data breaches resulted in the exposure of huge amounts of 
personal information and identities. The website breachlevelindex.com maintains a compre-
hensive database of data breaches since 2013, while informationisbeautiful.net (2017) pro-
vides great visualization of these cases with links to sources. Some of the most infamous data 
breaches are Yahoo with at least 500 million stolen user account credentials in 2014; spam 
operator River City Media with 1.37 billion email addresses and for some cases names and re-
al-world addresses stolen in 2016; Friend Finder Network 412 million records stolen in 2016 
including usernames, email addresses, passwords, IP addresses. 
 
Data breaches are the greatest risk factor for identity fraud. According to Javelin’s 2014 Iden-
tity Fraud Report (2014), 13.1 million consumers in the US suffered identity fraud in 2013 
alone. One out of three people who received data breach notification letters become victims 
of fraud. This is up from 1 in 4 in 2012 and 1 in 5 in 2011. For example, 46% of consumers with 
breached debit cards are most likely to become fraud victim. The number of non-card fraud 
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victims (including compromised lines of credit, internet accounts, and email payment account 
like PayPal) has nearly tripled. The report pointed out that criminals are becoming more ef-
fective in using information they obtain from data breaches. (Javelin 2014.) 
 
Managing own identity 
 
Individuals are facing the need and also the concern about ability to manage their digital 
identity. Internet is built without an identity layer, which is preventing individuals to know 
who and what they are connecting. Consequently, they are exposed to thefts and deceptions, 
resulting in the erosion of public trust in the Internet. (Cameron 2005). 
 
Personal data is difficult to collect as it is scattered across many different organizations indi-
viduals are engaged with. Organizations do not make personal data readily available for indi-
viduals, making collection effort inhibitory (Ctrl-shift 2011, 11, 16; WEF 2012, 26). 
 
Managing one's digital life is difficult. For example, it is difficult to remember different pass-
words and ways to log in. This is because of the organization centric approach for solving 
identity problems (Ctrl-shift 2011, 9). People often reuse the same password in most of their 
accounts making it easier for identity thieves. In the light of all the threats and loss of trust, 
people simply do not know how to manage their online identity and their digital life, continu-
ing to share their personal information increasing the risks (WEF 2012, 10). 
 
Filter bubble 
 
In his article “How Silicon Valley is erasing your individuality”, Foer (2017) analyzes how big 
Internet companies are personalizing information offering and its effects on people. Facebook 
presents filtered links to users to their friends’ posts based on information which links users 
click on. It also filters the news guessing what users would like to read. When started, neither 
the algorithm nor the fact that this is being done was made public. In recent actions during 
2017, Facebook has reversed some of these features under the pressure of growing concerns. 
The results of Google searches can also be very different for different people. Searches are 
personalized based on tens of different types of data including our location, the type of com-
puter and the browser we use, etc. Neither this is made public, so it is hard to discover it or 
compare search results. Yahoo news, one of the biggest news sites, is also personalized. Oth-
ers, including The Washington Post and The New York Times, are following the same path. 
 
Internet is evolving in the direction to offer us what it guesses we want to see, but not what 
we really want to see. As a result, people can end up isolated in their own cultural or ideolog-
ical bubble, separated from the information that is confronting their viewpoints. This notion 
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is named “filter bubble”, by internet activist Eli Pariser, author of The Filter Bubble: What 
the Internet Is Hiding from You (Pariser 2011). “Instead of a balanced information diet, you 
can end up surrounded by information junk food,” Pariser claims. By automating choices, 
what people are going to buy, eat, read, who to connect with, what places to visit, Internet 
companies are creating a vicious cycle that is pulling people deeper in resignation. By doing 
that they compromise people’s free will and undermine their individuality. Recognizing this 
threat, calls for the change of the course are made. (Foer 2017.) 
 
3.6.2 Challenges from the perspective of organizations 
 
Lack of trust 
 
Organizations also face issues of trust towards individuals as people are behaving inconsist-
ently, saying one thing and doing another (WEF 2012, 16). 
 
Many organizations are facing issues when increasing transparency on how personal data are 
used as customers, instead of welcoming it, often react with anger about what has been re-
vealed (WEF 2011, 17). 
 
When collecting more data than necessary, organizations appear more intrusive. Therefore, 
the amount of data organizations collect may have negative impact on their relationship with 
customers. (Ctrl-shift 2011, 18). 
 
Legislation and regulatory issues 
 
Regulations are complex, discriminative, and outdated. Organizations are often confused 
about what they can and cannot do with personal data, as they are unsure of rules about us-
ing personal data and concerned about legal liabilities (WEF 2012, 11). 
 
Organizations across different sectors are discriminated by regulations on use of personal data 
(WEF 2011, 8). Personal data systems related to banking have different purposes and applica-
ble laws than those developed for the telecom and healthcare sectors. Some areas are per-
ceived overregulated. Furthermore, established companies and startups are not in the same 
position to compete in creating new services based on personal data (WEF 2011, 18). Estab-
lished companies typically possess a lot of personal data and they are facing legal constraints 
for its commercial use. Without such burdens, startups can build new services around person-
al data often at the very edges of legislation. 
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Generally, legislation is lagging behind, raising concerns that it cannot keep up with the 
speed of innovations, the growing complexity of PDE and its impact on individuals (WEF 2011, 
18). 
 
Fear of negative impact on brand and company image 
 
Companies are dealing with the constant risk of crossing the line of what customers would 
consider fair use of their personal data. If the use of personal data is characterized as non-
fair, it can be penalized resulting in a negative impact on the brand (WEF 2011, 8). 
 
Increased attention and sanctions from regulators are evident (WEF 2012, 9). Global compa-
nies are especially alarmed as the situation differs across the markets and is constantly 
changing. For example, a case of misuse of data by a competitor can increase attention to-
wards a particular industry sector and increase sensitiveness of the public in a particular 
country regarding certain issues. This would in turn prompt the company to reassess the risk 
of ending up in a similar situation with a negative impact on company image as higher, and 
put additional effort to reassess related practices and strengthen compliancy. Urgency is high 
because widespread negative coverage in media on improper use of personal data nowadays is 
almost instant. Therefore, it is not enough to only follow and comply with changes in applica-
ble local laws, but it is necessary to follow the ever-changing sentiment of the public and an-
ticipate the reaction of regulators in each country. Nokia is a global company where the au-
thor of the thesis was in position to witness these challenges. 
 
Data capture and access issues 
 
In the current organization-centric environment, each organization collects observed data 
about customers interacting with their services. Customer data is spread across hundreds of 
organizations. None of them possesses a full picture but only a narrow view about individuals 
and their activities. (Ctrl-shift 2011, 4) If organizations wish to share data with each other, 
they may end up in invading the privacy of individuals and in breach of regulations. As a re-
sult, data is often duplicated and wasted, and opportunities are lost. 
 
Personal data, collected under different consents, remain locked in organizational silos, sepa-
rated by different technical standards, lacking interoperability and portability (WEF 2012, 9; 
Poikola 2014, 5). As the data is usually stored in distributed systems, multiple parties are typ-
ically involved in data storing and management. 
 
Probably the most critical issue in data availability in the current organization-centric PDE is 
the fact that the most valuable information remains unused in peoples’ heads. Peoples’ goals, 
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dreams, plans, priorities, preferences, constrains, circumstances cannot be derived in tradi-
tional ways from interactions and transactions. Utilizing proxies and predictive analytics is 
only slightly better than guesswork. (Ctrl-shift 2011, 14.) 
 
Cost vs. benefit issue 
 
Organizations make significant investment in developing capabilities to collect, store, com-
bine, analyse, and utilize personal data. They are reluctant to share personal data with indi-
viduals as they fear the data would end up in the hands of competition (WEF 2012, 26). At the 
moment, it appears that costs and risks outweigh benefits, making organizations struggle to 
identify economic incentives for enabling individuals to take more control over the use of 
their data (WEF 2011, 8, 11). 
 
Data quality 
 
As soon as the data are captured, it starts to decay. This is because people's lives are con-
stantly changing; therefore, the data captured in the past becomes inaccurate over the time. 
People move to new homes, get babies, get a new job, start new hobbies; their needs and 
preferences are changing. To maintain data quality, organizations need to make continuous 
investments. Otherwise they would be wasting time and money trying to utilize incorrect da-
ta. (Ctrl-shift 2011, 18.) 
 
Besides the fact that data quality deteriorates over the time, it is often not even correct at 
the very beginning. Facebook is a good example of this. Mark Zuckerberg has long been advo-
cating that people should have one identity (Foer 2017). He characterized having separate 
identities for work colleagues and other people, as a lack of integrity. Apparently, the com-
pany that has well explored the cavity of human nature where people would like to present 
themselves as something they are not, now complains about inaccuracy of the information 
they have effectively encouraged. 
 
Inadequate permissions mechanisms 
 
Permissions for data use are asked from individuals at the time of data capture, traditionally 
utilizing notice and consent mechanisms (WEF 2012, 23). However, data use is dynamic as it 
happens in different contexts. Furthermore, the future uses of data cannot be fully anticipat-
ed, some of which could generate significant value for business, individuals and society. New 
innovative services would require different data to be combined in new ways, could involve 
third party organizations, can be offered in unusual contexts, etc. Therefore, permissions also 
need to be dynamic requiring individuals to become active enablers of mutually beneficial 
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changes. To succeed, organizations need to offer easy mechanisms for managing permissions. 
Failing to do that is becoming unacceptable (Ctrl-shift 2011, 19). The risk is to end up not 
having the permissions that in turn can lead to decrease in business or possible legal issues.  
 
Data security 
 
As the volumes of collected personal data are rapidly growing, it is becoming more difficult to 
ensure data security (WEF 2012, 10). Risk increases with data sharing between organizations. 
 
Data breaches target all companies in possession of personal data, not only first-hand collec-
tors. For example, in 2011 the target of a massive data breach was the second-hand data 
holder Epsilon -  the world's biggest permission-based email marketing company, which man-
aged customer databases and email marketing for about 2,500 companies at the time. The 
breach exposed names and email addresses of millions of people, affecting Epsilon client 
companies like Best Buy, Citibank, Disney, JPMorgan Chase, Hilton, and Marriott who had to 
notify their customers causing an overall of $225 million in damage (Rashid 2011). 
 
Depending on the number of records breached, the type of data in the records, the source of 
the breach, and how information is used, breachlevelindex.com site determines breach level 
severity from minimal to catastrophic. In the worst case, the breach can have immense long-
term impact on breached organization, customers or partners (Stiennon 2013, 3). 
 
3.6.3 Challenges from the perspective of governments 
 
Governments are facing a challenge on how to stimulate innovation and growth while protect-
ing individuals from the harmful use of their personal data. They are concerned about decline 
in trust individuals have towards the collection and use of their personal data by organiza-
tions and governments that is increasing the misbalance between their objectives. Different 
governments are taking different approaches to balance those objectives. (WTF 2012.) 
 
There is no globally accepted view on quickly changing PDE that is becoming ever more com-
plex. There is no global consensus on which issues related to personal data should be covered 
and by what legal and regulatory frameworks. Different regulators are taking different ap-
proaches adding to the already existing instability. Jurisdictional questions arise due to the 
global nature of data flows. Resulting fragmentation hampers the full realization of the global 
impact of personal data opportunities. (WEF 2011, 16.) 
 
In the EU, the European Commission regulates personal data from the perspective of protect-
ing fundamental rights, having data protection enshrined in the EU Charter of Fundamental 
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Rights. The General Data Protection Regulation (GDPR) extends current EU data protection 
law covering the protection of natural persons with regard to the processing of personal data 
and the free movement of such data (GDPR 2016). The major objective of the GDPR is to em-
power EU citizens to control their personal data and to simplify and unify EU regulations for 
international companies processing data of EU residents. The regulation was accepted on 
27.4.2016 and will be effective on 25.5.2018. Allen & Overy’s article (2017) summarizes the 
main points from GDPR and outlines instructions to companies on how to become compliant. 
 
In the US, the Consumer Privacy Bill of Rights (WH 2012) states the right of consumers to have 
control over the collection and use of their personal data. In particular, it addresses rights 
towards individual control, transparency, respect for context, security, access and accuracy, 
focused collection, and accountability. The bill was created to deter Internet companies from 
the indiscriminate collection of personal data for targeted ads, to ensure the existence of 
transparent and understandable privacy policies, and to prevent hacking and leaking of per-
sonal data. As the bill is not enacted yet, it cannot be enforced. 
 
Comparing EU and US data protection guarantees in the field of law enforcement, in his study 
Boehm (2015) points out that the difference originate in the constitutional protection. While 
in the EU data protection is guaranteed in EU primary and secondary law, constitutional pro-
tection in the US is limited. US citizens can rely on the Fourth Amendment and the Privacy 
Act for protection, but in the law enforcement sector, data protection rights are interpreted 
in favor of law enforcement and national security interests. Non-US persons are usually not 
included in protection. Furthermore, US law doesn’t contain the majority of EU protection 
standards. Specifically, data sharing is fundamentally different. While in the EU data sharing 
with other agencies requires justification because it interferes with fundamental rights, in 
the US data sharing between law enforcement authorities and intelligence agencies seems to 
be the rule rather than exception. 
 
3.7 Ongoing efforts 
 
The number of initiatives and solutions including emerging new technologies and services that 
enable individuals to control their own data has exploded in recent years. Some of them will 
be mentioned in this chapter with no ambition to categorize or describe them in detail. 
 
Personal Data Stores (also known as Personal Data Vaults, Personal Data Clouds, and Personal 
Data Spaces) are services that enable individuals to store, manage and share their personal 
data in a structured and secure way. For example, Personal Data Vaults (PDV) is based on pri-
vacy architecture that enables individuals to exercise ownership of their data (Mun 2010). 
Individuals upload personal data to PDV and decide what will be shared with service provid-
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ers. Users of the data can make controlled data sharing decisions together with owners.  Dif-
ferent mechanisms have been developed to improve usability. Examples include eWise’s AE-
GIS platform for storing, managing and sharing sensitive financial data. 
 
A study on Personal Data Stores conducted at the Cambridge University Judge Business School 
(Brochot 2015), commissioned by the European Commission’s Directorate General for Commu-
nications Networks, Content & Technology (DG CNECT) finds that this user-centric model 
could offer individuals more convenient ways to exercise their privacy rights and to manage 
and monetize their personal data. It has potential to enable more comprehensive research 
and innovation and bring capabilities of big data analytics to smaller firms, opening opportu-
nities for business growth and efficiency gains especially in public sector organizations. How-
ever, providers of data stores must attract a sufficient number of individuals and businesses 
for the data exchange to lift up. Unfortunately, despite of multiple strategies adopted, nei-
ther individuals nor businesses are easily attracted before the other side is in place. In the 
conclusion of the report, DG CNECT suggests that increasing users’ trust would be crucial to 
support the development of Personal Data Stores. 
 
MyData Nordic Model is an infrastructure level service for enabling individuals to control their 
personal data, developed by Open Knowledge Finland’s My-Data working group, supported by 
the Helsinki Institute for Information Technology. The approach is based on MyData Account 
service, provided by operators that perform consent management, and MyData compliant APIs 
that are used to enable data flow between data sources and data users and consent flow from 
MyData Account. Individuals exercise control over their personal data via dashboard in MyData 
Account where they can grant access and control permissions for multiple data sources and 
data using services. Standardized architecture would enable interoperability between ac-
counts and allow individuals to switch between MyData service operators. The approach is 
being developed and deployed in stages. (Poikola 2014.) 
 
Personal Data Ecosystem Consortium (PDEC 2017) is a non-profit trade association that aims 
to expand person-centric PDE enabling start-up organizations to implement person-centric 
data logistic. It was founded in 2010 by Kaliya Young, also known as Identity Woman to facili-
tate the network of companies that are providing tools to individuals to collect, manage and 
obtain value from their personal data. 
 
Midata is the UK government’s voluntary program started in 2011 that allows consumers to 
download their data in standardized format from various organizations (including banks and 
utility providers), consumer groups and regulators. For example, information about energy 
consumptions would allow consumers to budget and forecast their future energy use and 
compare tariffs between energy providers. Transactional data from bank accounts can be 
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downloaded and uploaded to 3rd party price comparison web sites to compare and identify 
best value, suggesting how to manage accounts in the future and switch to another account 
provider. In their report “The new personal data landscape”, Ctrl-Shift (2011) explores the 
broader context of Midata (regulatory, economic/commercial, technological and social) and 
its implications for organizations. The report identifies trends that are transforming personal 
data landscape, such as new information sharing with customers, and the emerging market 
for personal information management services. It recommends to organizations to build trust 
beyond current privacy policies, build new mechanisms for win-win data sharing, and focus on 
creating greater value for both customers and company. 
 
Personal Data Cooperatives (Midata.COOP) is the first citizen-owned and citizen-controlled 
personal data exchange platform. It presents itself as the basis for a new trust-promoting 
framework: citizen owned, not for profit, open source, transparent, secure and regional. 
 
Privacy by Design (PbD) concept is built around the conviction that privacy cannot be assured 
solely by compliance with regulations, but needs to be embedded in the way organizations 
operate including their IT systems and networked infrastructure as well as their business 
practices (Cavoukian & Green 2012). It defines seven foundational principles that, if followed, 
should enable individuals to achieve privacy and obtain control over personal data and organi-
zations to gain sustainable competitive advantage. Big Privacy takes the PbD concept further, 
applying it to networks, value chains, and ecosystems with the goal to ensure systemic pro-
tection and radical personal control over the use of personal data (Cavoukian & Reed 2013). 
 
The US government has many of their own initiatives. The Blue Button initiative 
(https://www.va.gov/bluebutton/) releases medical records back to US Army veterans. The 
Green Button initiative (https://www.energy.gov/data/green-button) is an industry-led effort 
in response to a government initiative to provide utility customers with easy and secure ac-
cess to their energy usage information, water consumption, etc. The Smart Disclosure Pro-
gram (https://www.data.gov/consumer/smart-disclosure-policy) initiated in 2012 promotes 
greater disclosure of government collected personal data back to people, helping them to 
make informed choices in relation to e.g. health care, safety, and environment. The National 
Strategy for Trusted Identities in Cyberspace (NSTIC 2011) is another US government initiative 
from 2011, where people can choose among multiple identity providers, both private and 
public, that can issue trusted credentials that prove identity. The strategy envisions an online 
environment where individuals and organizations can trust each other because their digital 
identities are identified and authenticated. Do Not Track legislation, adopted both in the US 
and the EU, protects user rights not to be tracked when browsing web sites (Speier 2011; 
GDPR 2016). 
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The most significant and comprehensive EU legislation regarding personal data protection is 
the earlier mentioned General Data Protection Regulation (GDPR) (GDPR 2016). It gives right 
to EU citizens to control their personal data and regulates processing data of EU residents by 
international companies. An earlier example of a landmark EU regulation is “Right to be for-
gotten”, which enables individuals to determine their future lives free of consequences from 
specific past actions. This regulation is not adopted in the US. 
 
The top technology companies Google, Apple, Facebook and Amazon, commonly called GAFA 
in Europe, are rather driven by the urge to explore and extend the possible potentials of per-
sonal data they have amassed, and by the privacy breach cases and pressure to comply to 
changing laws worldwide. Because of numerous privacy breaches and transparency issues, the 
trust towards most of these companies has eroded. Lacking alternatives, people are accepting 
it, effectively misplacing their trust. Because of trust issues and GAFA’s current business 
models that are in conflict with the notion of empowering individuals, their genuine interest 
in giving up control of personal data is questionable. It is however clear that the top technol-
ogy companies are aware of these issues in PDE, and they work on exploring the possibilities 
of how the actors in PDE could sustainably maximize the contribution personal data makes to 
the economy, to society, and to individuals. One example of this effort is the study Facebook 
commissioned from Ctrl-Shift (Ctrl-Shift 2016). The study concludes that a sustainable per-
sonal data environment has the following characteristics: 
• individuals have the feeling of confidence and fairness when using data driven ser-
vices 
• policy makers and regulators act united in maximizing benefits and minimizing harms 
• organizations demonstrate responsibility and accountability 
• solutions to concerns are human centric and effective. 
 
The study suggests three steps to make the most impact on PDE. Firstly, commercial organi-
zations should take a lead in improving the climate for discussion, and then together with pol-
icymakers and regulators they would need to explore new ways of realizing the value of data 
for all the actors in PDE. Finally, all the stakeholders “need to bring the right expertise to 
bear to create mechanisms of trust, transparency and control that work with the realities of 
mass human behavior” (Ctrl-Shift 2016, 18). Although such intent appears well aligned with 
MyData, we must acknowledge that the starting position of Facebook is much more inferior – 
they are not trustworthy. 
 
In addition to initiatives and solutions, there is a lot of advice and recommendations regard-
ing online behavior and handling of personal data. “Opt-out”, “unsubscribe”, “don’t use cred-
it cards”, “be careful with social media, think of the future”, are some of many. These pieces 
of advice may be pragmatic in given circumstances, but they are often restricting. Following 
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them would lead to losing some of the benefits, rather than enhancing them. Data protection 
facts and suggestions can be found on Data Protection 2016 site. 
 
Data sharing platforms and data analytic services are existing general technological enablers 
of the solutions addressing personal data handling. What was once affordable only to the 
largest organizations in terms of information processing power and storage is now available to 
private individuals. For developing the concept of MyData service, their detailed analysis is 
not relevant. 
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4 Modified preliminary concept 
 
The preliminary concept was modified based on the literature analysis. However, the litera-
ture review above covers the whole literature study done during the whole period of the re-
search. See Figure 17: Research process.  
 
4.1 Journey vs. destination 
The conviction to pursue the idea of MyData was quite fragile at the beginning. The “idea” 
refers to a concept of a service called MyData that enables individuals to own their personal 
data. “Is the idea worth of pursuing?” was the question dominating the early phase. Other 
than having believes and feelings about it, one could not have known the answer at the be-
ginning of the journey. 
 
One of the challenges of answering this question was understanding the actual problem the 
solution was addressing. Defining the underlying problem confronts designer with a funda-
mental issue in design thinking, the indeterminacy of design problems. More research pointed 
not only to one, but many underlying problems, only increasing the complexity of the issues 
needed to be considered. Every problem seemed to lead to another one. Studying different 
actors involved with the creation and use of personal data suggested that the ecosystem ap-
proach would be appropriate for understanding their interaction and relationships. From this 
perspective, the misbalance of the personal data ecosystem was identified as the underlying 
problem. However, the attempts to define it clearly pointed out its indeterminate nature, 
demonstrating that the choice of explanation determines the nature of the problem's resolu-
tion. Multiple actors had conflicting and changing needs and values which were difficult to 
recognize and define. Further research and development of the concept attempted to reposi-
tion identified problems and issues in connection to other problems, the problem of defining 
identity in merging real and digital world, and the problem of preserving humanity while har-
nessing technology innovations in the future, to mention some of the key ones. 
 
The problem was undoubtedly wicked. It became clear that the process of designing the solu-
tion cannot be linear. Furthermore, because of the uniqueness of the context in which the 
design process is applied, the process itself needed to be designed and suitable tools selected 
and applied. The journey of designing the process and testing it together with evolving the 
concept of the solution became a clear goal. Suddenly, the question whether the idea was 
worth pursuing became less relevant. A new question replaced the initial one: “Is this journey 
worth of taking?” This time it was easy to answer and the answer was clear: “Yes”.  
 
4.2 Changes to initial concept 
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The early phase was the phase of exploring not only problems and issues, but also defining 
the design process to carry out the further development of the concept. The outcome of the 
process design is explained in paragraph 5.2. 
 
The initial problem statement was formulated as “Misbalance of existing decentralized per-
sonal data ecosystem”, and accompanied with collected sets of issues reflecting views of all 
actors in current circumstances. Further exploration and development of the MyData concept 
is set to be taken from the perspective of people centric PDE based on MyData service. 
 
At this point, the concept was not directly changed to the next incremental version. Rather, 
some key findings were formulated and some principles derived that would be guiding the 
development of the concept. In the following sections key findings are listed with explana-
tions on how they directed further concept development. Derived principles are summarized 
as building blocks of MyData in chapter 6.2.1. 
 
4.2.1 Trust is the key 
 
As pointed out by multiple sources, misplaced trust is in the heart of the problem of misbal-
anced PDE (WEF 2012; WEF 2011; WH 2014; BCG 2012a; Ctrl-shift 2011, 18; Reding 2012). 
Therefore, the solution must be designed for trust. The process and outcome of every activity 
in designing, developing, implementing and operating MyData service must be conceived to 
ensure trust among all the actors. 
 
None of existing organizations, neither from business nor from governments, are trustworthy 
to the level required to carry out the development of MyData. This is because of the existing 
plethora of issues that resulted in broken trust between main actors, individuals, organiza-
tions and governments (WEF 2012). A new type of approach resulting in a new type of organi-
zation would be required to deliver MyData service. Some concepts on how to develop and 
govern MyData has been explored. 
 
Peer production (or P2P production) is where individuals voluntarily engage in self-organizing 
communities to produce products and services (Benkler & Nissenbaum 2016). Individuals de-
cide what task to perform, how much time to spend on it, when and where. Collaborative 
capabilities available on the Internet are used to ensure coordination. Resulting products and 
services are free for use by anybody according to their needs, regardless of their contribu-
tion. Examples include open source software (e.g. Linux, Wikipedia) and open source hard-
ware (e.g. open source solar powered 3D printers). 
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Participatory governance involves ordinary citizens engaged based on distinct practices and 
rules in collective decision-making activities determining public service or political outcomes 
in their communities (Johnson 2013). 
 
Recent advances in technology have led to new possibilities for decentralized governance and 
establishing trust. Blockchain is a new technology that allows digital information to be dis-
tributed but not copied (BlockGeeks 2017). Information is publicly hosted and continually rec-
onciled on millions of computers simultaneously. No centralized version of the information 
exists. Therefore, it cannot be corrupted. Originally conceived for the digital currency 
bitcoin, it is now finding other potential uses, including shared economy, crowdfunding, gov-
ernance, identity management, and many more. Being inherently resistant to the modifica-
tion of the data, blockchain enables systematic cooperation in completely distributed and 
decentralized manner serving as the foundation for establishing trust (Figure 8). As such, it 
can be utilized as a hyper political and global governance tool that could replace traditional 
central authorities. (BlockGeeks 2017). 
 
Figure 8: Blockchain explained. (Source: BlockGeeks 2017) 
 
4.2.2 Target: Balanced PDE 
 
To become sustainable, PDE needs to be balanced. PDE is balanced when the interests of all 
the actors - individuals, organizations, and governments are balanced. This is achieved when 
competing rights are balanced with potential risks of harming others and with the value cre-
ated and captured (WEF 2012, 20). For the thesis, this is used as a working definition of bal-
anced PDE. 
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Considering characteristics of wicked problems, described under the heading 3.2 Design think-
ing and wicked problems, we can conclude that the balancing of PDE is a wicked problem. 
Balance of rights, risks and value cannot be precisely quantified to help distinguishing the 
“right” solution that could achieve it. Therefore, we need to accept that solutions being de-
veloped cannot be true or false, but only better or worse.  
 
Consequently, the success of MyData in balancing PDE can be measured only relatively against 
other solutions in terms of solving issues and increasing value for all actors. Initial under-
standing of pains, gains, and jobs was obtained from literature for all three actor types. 
 
4.2.3 Scope 
 
The literature research includes all the actors in PDE – individuals, organizations and govern-
ments. However, governments were excluded from the empirical study to reduce the com-
plexity of the study. The reasoning behind this decision to restrict the scope is discussed in 
more details in section 5.2.4 Application of Value Proposition Design in this research. As a 
result, the scope has been limited on balancing PDE between individuals, organizations and 
MyData. Furthermore, implementation of the concept is also out of scope as it would require 
enormous resources, as well as the development and evolution of the business model. 
 
4.2.4 Context 
 
The service concept needs to be designed in the context of value network (service eco-
system). Value network refers to the dynamic structure of actors and their relationships and 
interactions in co-producing and exchanging service offerings and co-creating value (Lusch at 
al. 2010). Value network is based on relationships between actors. Dialog among them should 
be based on trust. New ideas are tested with customers who are being the judge of success. 
MyData is a hub in PDE value network. 
 
4.2.5 Technology 
 
At an early phase it became clear from direct contacts with experts that the challenge is not 
a technical one, but it lies in developing the concept. Technology is already developed 
enough to support the concept. Therefore, technology considerations were largely removed 
from the concept. 
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4.3 Concept of Identity 
 
There are many contexts in which identity can be defined, including philosophical, social, 
religious, mathematical, business, digital contexts. In the context of privacy and human val-
ues, identity refers to the sense of self that individuals develop during their lives, enabling 
them to develop an ‘own’ personality and to act as a moral and legal agent. In the digital 
world, identity is a set of attributes related to an entity or being, a person, an organization, 
an application or a device (ISO 2011). In relation to human identity, digital identity refers to 
data related to individual persons stored in digital form. In a merging physical and digital 
world, the redefinition of identity becomes critically important. All these aspects of identity 
are explained in Wikipedia. 
 
The idea of digital identity has been evolving for couple of decades now. Cameron (2005) has 
defined laws of identity offering the missing identity layer to Internet. Allen (2016) describes 
the evolution of digital identity starting from centralized identities, evolving through federat-
ed identities, user-centric identities to self-sovereign identities. The principles of digital 
identity are still being discussed. What digital identity exactly is and what it should be, what 
rules it should recognize, are still not well-known. MyData can offer a solution. 
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5 Empirical research method 
 
The author of this thesis believes an entrepreneur with an exciting idea about a new service 
has no single comprehensive methodology to rely on to maximize chances for success. Con-
ceptualizing radical service innovation becomes a search for both - the ‘final’ concept with a 
proof of its relevance, and the methodology to achieve it. Because of the uniqueness of the 
context in which the service is being concepted and created, the first step in the process of 
service design should be designing the process itself (Stickdorn & Schneider 2011, 117). The 
search for research methodology and process become the design problem itself. 
 
5.1 Research approach  
 
The concepts explained in this section have motivated the design of the research process. 
 
5.1.1 Constructive research (strategic approach) 
 
As the product of this research is MyData Service Concept, it was quite clear from the begin-
ning that, strategically, the research should be based on constructive research approach 
(Kasanen 1993). In constructive research we develop innovative constructions intended to 
solve an explicit problem from the real world and to make contribution to theory of the disci-
pline in which it is applied. MyData Service Concept is a construction that remains on the lev-
el of principal solution since its practical usability cannot be demonstrated in short term due 
to its complexity and the required resources. However, it is possible to separate evaluation of 
validity or relevance of a construct ex-ante (how the implementation is supposed to work), 
from ex-post evaluation (actual outcomes and the academic research contribution) as pointed 
out by Jönsson and Lukka (2005). The thesis therefore evaluates relevance of the proposed 
service concept ex-ante and also suggests how the implementation can be carried out. Alt-
hough there may be multiple perspectives on relevance as argued by Rautiainen at al. (2014), 
no additional ones will be evaluated in this thesis. 
 
5.1.2 Constructive controversy procedure (tactical level) 
 
The goal of the thesis was to deal with a highly challenging, wicked problem that involves 
difficult issues on which agreement may not be possible. To address the challenge at a tacti-
cal level, constructive controversy procedure has been naturally adopted throughout the 
course of the research. Constructive controversy procedure starts from participants assuming 
initial judgement and presenting their ideas to others, then being challenged with opposite 
views causing them to become uncertain about the correctness of their views and actively 
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search for additional information and improved understanding, then incorporating others’ 
perspectives in their views and finally reaching new conclusions (Johnson 2008). Among many 
other positive outcomes, this process results in accelerated learning and a significant increase 
in the quality of problem solving. 
 
5.1.3 Design thinking and process models 
 
MyData service is people centered, thus the approach for developing the service concept nat-
urally needs to be also people-centric. 
 
Design thinking is a human-centric approach that integrates people's needs with possibilities 
of technology and requirements for business success (Brown 2009). Although started solely as 
the cognitive process of designers focused on exploring design creativity, Design Thinking has 
evolved today to a complex thinking process of designing new realities, introducing design 
culture and its methods into fields such as business innovation. It offers new models of pro-
cesses and toolkits which help to improve, accelerate, and visualize every creative process. It 
is carried out not only by designers, but in multidisciplinary teams in any kind of organization. 
As a result, Design Thinking is currently more explored in the fields of management and mar-
keting than in design. 
 
Several process models of Design Thinking were developed with the purpose of making design 
processes more explicit and accessible, so that they can be easily understood and applied in 
businesses and organizations. Some of the processes are especially created for service design 
like the Service Design Thinking Process (Stickdorn 2011) while most of them are general de-
sign thinking process models used to produce a variety of outcomes including new or im-
proved service. 
 
Developed by IDEO in 2001, the 3 I model (Brown & Wyatt 2010) describes Design Thinking 
process as a non-linear exploratory process, best thought of as a system of overlapping spaces 
rather than a sequence of orderly steps. Those spaces are inspiration, ideation, and imple-
mentation (Figure 9Error! Reference source not found.). Inspiration is about finding the 
problem or opportunity that motivates the search for solutions; Ideation is the process of 
generating, developing, and testing ideas; and Implementation is the path that leads from the 
project stage into people’s lives. The reason to call these spaces, rather than steps, is that 
they are not necessarily undertaken sequentially. Projects may loop back through inspiration, 
ideation, and implementation more than once as the team refines its ideas and explores new 
directions. 
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Figure 9: IDEO’s 3 I Design Thinking model. (Source: Tschimmel 2012, 6) 
 
Another IDEO’s model Human-Centered Design (HCD) was developed on the request of the Bill 
& Melinda Gates Foundation to help non-governmental organizations working with impover-
ished communities in the developing world (Brown & Wyatt 2010). HCD defines another three 
spaces designers considered critical for human-centered design process: hearing, creating, 
delivering (Figure 10). During the Hear phase, the design team will conduct a field research to 
collect stories and inspiration from people. In the Create phase, the team will work together 
in a workshop format to translate what has been heard from people into frameworks, oppor-
tunities, solutions, and prototypes. Thinking will change from concrete to more abstract in 
identifying themes and opportunities, and then go back to the concrete again with solutions 
and prototypes. In the Deliver phase, realization of solutions through rapid revenue and cost 
modeling, capability assessment, and implementation planning, is taking place. It enables 
launching new solutions into the world. 
 
 
Figure 10: Phases of HCD. (Source adopted http://www.hcdconnect.org/toolkit/en, accessed 
18 Apr 2014) 
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Another model, inspired by IDEO’s 3 I model, is the Design Thinking model of the Hasso-
Plattner-Institute (HPI) from the University of Potsdam, Germany. It defines its design think-
ing process as a human-centered set of methods and tools that combines approaches from 
design, ethnography, technology and business to deliver life enriching experiences in any 
form, such as products, services, processes, events and even policies. The process is visual-
ized with six steps with its non-sequential nature emphasized with loops going back to earlier 
stages (Figure 11). The Understand phase is about learning by talking to experts and through 
research. The next phase is about observing people’s interaction in physical places and spac-
es, interviewing and reflecting in order to develop understanding and sense of empathy. Par-
ticular attention in the overall process is paid to the Point of View step in which emphasis is 
placed on direct interaction with the future user of the solution to develop insights and un-
derstand people’s needs. This phase ends with a suggestion about how to make changes that 
will have an impact on peoples’ experiences. Ideating, critical component of design thinking, 
is the phase where brainstorming a myriad ideas takes place. Quantity is encouraged, judg-
ment is suspended. Prototyping is enabling to convey an idea quickly, fail early and often in 
order to obtain better outcome in the end. Testing provides understanding what works and 
what doesn’t and iterate. 
 
 
Figure 11: The Design Thinking Model of the Hasso-Plattner-Institute. (Source: https://hpi-
academy.de/en/design-thinking/what-is-design-thinking.html, accessed 18 Nov 2017)   
 
In cooperation with HPI, d.school at Stanford developed a similar process that consists of five 
phases: empathize, define, ideate, prototype, test (Figure 12). Empathy is considered the 
foundation of human-centered design processes. In this phase we observe, engage and im-
merse to build empathy for the users, to learn who they are and what is important to them. 
Define phase has two goals: to develop a deep understanding of users and design space, and 
to come up with actionable problem statement – point of view. Process then continues 
through Ideate, Prototype and Test stages as they are similar to those from HPI. 
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Figure 12: The Design Thinking Model of the d.school at Stanford. (Source: https://dschool-
old.stanford.edu/sandbox/groups/designresources/wiki/36873/attachments/74b3d/ModeGuid
eBOOTCAMP2010L.pdf, accessed 18 Nov 2017)   
 
Another widely used model is the Double Diamond design process model which was developed 
by the British Design Council as a result of an in-house research in 2005. In this model, the 
design process is divided into four phases: discover, define, develop and deliver. Its charac-
teristic double diamond shape visually depicts the divergent and convergent nature of differ-
ent modes of thinking designers use in different phases of the process (Figure 13). 
 
 
Figure 13: Double Diamond Design Process Model. (Source: 
http://www.designcouncil.org.uk/news-opinion/design-process-what-double-diamond, ac-
cessed 18 Nov 2017)  
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The discover phase is where the project starts. Designers are searching for the new opportu-
nities obtaining new information, insights and trends in an attempt to look at the world in a 
new, fresh way, seeking for inspiration. Market research, User research, Managing and plan-
ning and Design research groups are the methods used in this phase. In the Define stage, the 
designers try to make sense of the opportunities identified in the Discover phase. Insights are 
analyzed and decisions are made on what is the most important issue to start with, resulting 
in a creative brief that defines the design challenge. Project planning and sign-off are taking 
place in this phase. Develop is the stage where solutions are iteratively created, prototyped 
and tested. This is where the ideas are refined and improved through series of trials and er-
rors. The specific methods and objectives characteristic of this phase are brainstorming, pro-
totyping, multi-disciplinary working, visual management, development methods and testing. 
Deliver is the final stage, where the resulting product or service is finalized and launched. 
Final testing, approval and launch, evaluation and feedback loops are characteristic for this 
phase. 
 
The Service Design Thinking (SDT) Process is the service design process proposed by Stickdorn 
& Schneider (2011). It consists of four interactive stages: exploration, creation, reflection and 
implementation (Figure 14). It is an iterative process that underlines the non-linear nature of 
service design.  Iterations occur not only between the stages but also inside each one of 
them. 
 
Figure 14: Service Design Thinking Process. (Source: Stickdorn & Schneider 2011, 115) 
 
The exploration stage is about understanding the situation from the perspective of the service 
provider and the customers of the service. The first task of a service designer is to understand 
the culture and goals of the company providing the service and the problem from their point 
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of view. The second task is to identify the real problem from the perspective of the current 
and potential customers. And the third one is to visualize findings about the context of the 
service. The creation stage is about the concept design. Based on identified problems and 
insights from the exploration stage, ideas and concepts are iteratively produced, tested and 
retested. Work is done in an interdisciplinary team that includes stakeholders. Exploring ra-
ther than avoiding mistake is important in this phase. In the reflection stage, building proto-
types to test ideas and concepts from the previous stage is where the most iteration occurs. 
Prototyping of service concepts should be done in reality or in circumstances close to reality. 
Change management plays a key role in implementation. Communicating and testing the new 
concept, improving the prototype with the contribution of employees is ideally continuing 
with another exploration to evaluate the progress. 
 
The summary of the described Design Thinking process models is given in Figure 15. Reducing 
design thinking process to a couple of spaces or steps is clearly inaccurate, but the advantage 
of these models is that they are making Design Thinking processes more understandable, ap-
plicable and comparable. 
 
 
Figure 15: Summary of selected Design Thinking processes 
 
5.1.3.1 The choice of the model 
When choosing the appropriate Design Thinking process model at least the following elements 
need to be considered: the specifics of the innovation task, its context, available resources 
human and nonhuman (e.g. financial resources, technology, etc.), and the time available for 
the innovation process. 
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The model of choice for this thesis is the Service Design Thinking (SDT) model. Among the 
models presented above, it is the only model specifically developed for service design and, 
according to Tschimmel (2012), it is the most appropriate method for guiding innovation in 
the service area. The authors of the model, Stickdorn and Schneider point out that the first 
step in the process of service design should be designing the process itself. This is because 
each service design project addresses a unique context in which the service is being created, 
therefore each design project requires a unique process.  
 
5.1.4 Lean Startup 
 
There is quite a wide spectrum of service innovation methods in existence. On the one end of 
the spectrum, needs-first methods start from capturing customer needs and then formulate 
the innovative service concept to satisfy customer’s unmet needs (Bettencourt 2010; Ulwick 
2013). Here, ideation is part of the process and solutions are generated in the process. On the 
other end, idea-first approaches are based on the belief that all innovation begins with crea-
tive ideas (Amabile at al. 1996). Speed is important in executing this approach – “failing 
fast”, so that the best ideas are revealed faster, with less expenses. Lean Startup methodolo-
gy fails in the second group. Here, ideation is not part of the process, the product-service 
vision is provided by company founders (Blank 2013, 5-6). 
 
Lean is judged by its ability to solve customer problems cost effectively. In other words, lean 
is about creating more value for customers with fewer resources, i.e. minimized waste (Wom-
ack & Jones 1996, 15). As a result, lean organizations understand customer value and focus 
their key resources on increasing it continuously. (LEI 2018.) 
 
Lean Startup is a relatively new methodology aiming to make a process of starting new com-
pany less risky. The primary task for startups is to search for business models. This is com-
pletely different from executing the model used by established companies. Lean Startup 
methodology favors experimentation over elaborate planning, customer feedback over intui-
tion and iterative design over development with big design upfront. (Blank 2013.) 
 
Companies are seeking new approaches that would help them to innovate rapidly and trans-
form their business. Utilizing Lean Startup is one specific example. Similarly, startups are 
adopting some design thinking methods. The trend of converging innovation methods can be 
observed. For example, Lean Design Thinking is the model that adapts and merges aspects of 
both Design Thinking and Lean Startup innovation strategies (Mueller & Thoring 2012). 
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5.2 Research process 
 
5.2.1 Process overview 
 
The process of developing MyData service concept (Figure 16) started with an idea described 
in the preliminary concept. The idea came from the researcher’s pre-understanding and also 
from his sensibility towards issues with personal data and emerging solution directions. Fur-
ther studies of available literature led to a modified preliminary concept. Both have provided 
an input for planning the research as far as the choice of the research approach and research 
process concerned. The final concept was constructed based on the research results and on 
the additional literature analysis. 
 
 
Figure 16: Process of development of MyData service concept 
 
5.2.2 Research process 
 
The research process undertaken to develop MyData Service Concept is depicted on Figure 17. 
It consists of two phases: Exploration and Creation. These phases correspond to the first two 
stages from Service Design Thinking process. The other two phases of the SDT process, Reflec-
tion and Implementation, were omitted from the scope of this thesis. 
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Figure 17: Research process 
 
The starting point of Exploration phase was the original idea of MyData service described in 
the Preliminary Concept. The exploration phase had two major goals. The first goal was to 
obtain a detailed understanding of the situation related to the use of personal data from the 
perspective of key actors in the PDE, including their needs and problems, as well as the con-
text in which personal data is used. As a result, the Preliminary Concept can be developed to 
form the Modified Preliminary Concept. The second goal was to design the service design pro-
cess itself that would help to develop the MyData service concept towards the ‘final’ con-
cept. 
 
In practice this means that at the beginning of the process the initial idea was questioned and 
with the help of literature study an attempt was made to understand the underlying problem 
better and assess the feasibility of the proposed solution. At the beginning of the process, the 
researcher faced the following recurring questions: “Is this idea worth perusing further?” and 
“How to evaluate whether it could work?” This phase can be described by both the search for 
the proof of the viability of the idea and the search for the appropriate research method that 
could help improve the concept and confirm the viability of the idea. It became clear very 
early that any implementation or prototyping would be outside the scope and possibilities of 
this research because of the enormous complexity of the solution and the lack of resources. 
Even more importantly, finding a way to implement the concept is neither easy nor clear. I 
have quickly learned that the fundamental issue MyData concept is actually attempting to 
solve is the delicate problem of trust. 
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Besides the need to design the concept keeping the issue of trust in mind, its implementation 
should also be approached in a new innovative way. Designing an implementation process for 
trust is a design problem on its own. The lack of convincing proof that the concept can be 
implemented in trusted ways could undermine the concept itself. Therefore, the concept had 
to outline the implementation approach. The full design of the implementation process would 
significantly add to the complexity of the research that is why it is outside the scope of the 
thesis. The idea was to develop a concept and open it for the public to encourage engage-
ment in the process of implementation. Therefore, the goal became to develop and evaluate 
the idea in theory in order to motivate engagement. 
 
The outcome of the Exploration phase was the formulation of the solution to the problem of 
the “Misbalance of existing decentralized Personal Data Ecosystem” outlining the solution 
direction as “People centric Personal Data Ecosystem based on MyData Service”. As expected, 
the feasibility could not be assessed based on the literature only, therefore the choice of the 
appropriate process for evolving and proofing the initial concept became critical. 
 
The newly published Osterwalder’s Value Proposition Design (2014) has surfaced as a process 
of choice for designing the value proposition of MyData Service, i.e. creating the MyData Ser-
vice Concept. As a result, the Preliminary Concept, enriched with the findings from litera-
ture, was modified to adopt the terms of Value Proposition Design. At that point, it become 
apparent that the way to iterate towards the final concept was to search for a problem-
solution fit between the reduced number of actors in PDE: individuals, organizations and My-
Data. 
 
5.2.3 Value Proposition Design 
 
This chapter outlines the value proposition design process as described in the book Value 
Proposition Design (Osterwalder 2014) and explains how it is applied in this thesis. This ap-
proach is considered appropriate because it is built around a practical tool for conceptualiz-
ing and iterating a new value proposition which is the key task of this thesis. 
 
Value proposition design is the process of designing, building, testing, and managing value 
propositions throughout their lifecycles. Value proposition portrays the benefits customers 
can expect from the product and service offering. Value proposition design process, as de-
scribed in the book, is applicable for inventing new value propositions, as it is the case in this 
thesis, but also for improving existing ones. The tool used in value proposition design is Value 
Proposition Canvas (Figure 18). It consists of two critical building blocks from Business Model 
Canvas (Figure 19) Customer Segment (Profile) and Value Proposition (Map). The purpose of 
the Customer Profile is to help obtain clear customer understanding, while Value Map is used 
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to describe the offering and how it is supposed to create value for the customer. The process 
of value proposition design is essentially a search for a fit between the Value Map and the 
Customer Profile. 
 
   
Figure 18: Value Proposition Canvas. (Source: Osterwalder 2014, 61) 
 
 
Figure 19: Business Model Canvas. (Source: Osterwalder 2014, XVII) 
 
The Customer Profile describes a specific customer segment from the business model in a 
structured way, breaking it down to customer jobs, pains, and gains. Customer jobs are de-
scribing what customers are trying to get done in their work and lives. Those can be tasks 
they are trying to perform, problems they trying to solve, or needs they are trying to satisfy. 
The main types of customer jobs are functional, social, and personal/emotional jobs. Pains 
are anything that annoys customers before, during, and after trying to get their jobs done, or 
preventing them to get the job done. Pains include undesired outcomes (functional and emo-
tional), problems and characteristics, as well as obstacles and risks. Customer gains describe 
what customer wants in terms of outcomes and benefits. Gains can be required, expected, 
desired, and unexpected. 
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The Value Map is a set of value proposition, features or benefits, being designed to attract 
customers. It specifies the actual offer around which products and services value proposition 
is built, and describes how the offer provides pain relievers and gain creators. 
 
The Customer Profile and the Value Map fit when the customer acknowledges that the value 
proposition addresses important jobs, relieves the hardest pains and provides critical gains 
the customer cares about. Three kinds of fits need to be achieved throughout the lifecycle of 
the organization. These are: 1) problem-solution fit, 2) product-market fit, and 3) business 
model fit. 
 
Problem-solution fit is achieved when: a) the evidence is obtained that customers care about 
certain jobs, pains, and gains; b) a value proposition is designed that addresses those jobs, 
pains and gains. In other words, problem-solution fit is focused on learning about customers, 
making sure that their real problems or needs are uncovered and understood, and value prop-
osition shaped accordingly. In this phase, value proposition is rather conceptual, i.e. fit is 
achieved in theory. 
 
Product-market fit is about obtaining evidence that evolving products and services are actual-
ly creating value for customers thus getting traction in the market. Finally, business model fit 
is achieved by obtaining evidence that a profitable and scalable business model can be built 
around a given value proposition. 
 
Value proposition design can start from many points, and not necessarily from customers, but 
it must end up addressing jobs, pains, and gains that customers care about. Two common but 
opposite approaches are the (technology) push and the (market) pull approach. In the push 
approach, the starting point of the value proposition is the solution that can include technol-
ogy or innovation. The search for fit then means learning about customers, i.e. finding a 
problem the solution is addressing. The pull approach progresses in the opposite direction, it 
starts with understanding customers and continues with a search for viable solutions. In either 
case, prototyping is used as an aid for turning ideas into value proposition. The design process 
is therefore a continuous cycle of prototyping, researching customers and reshaping ideas. 
 
There are some business models that combine different value propositions for different cus-
tomer segments, for example intermediary and platform business models. In these cases, 
multiple fits need to be achieved between the value propositions and customer segments. 
 
Strategy Canvas elaborated in the Blue Ocean Strategy book (Kim 2005) can be used as a visu-
al tool for comparing value proposition with completion to understand how to differentiate. 
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5.2.4 Application of Value Proposition Design in this research 
 
In this thesis, value proposition design is applied for finding problem-solution fit only. This 
resulted in an improved service concept based on improved customer understanding. Howev-
er, from the perspective of MyData service, there are different customer segments involved. 
 
MyData Service Concept is essentially a platform model that connects multiple actors from 
the personal data ecosystem with a specific value proposition for each. The three major ac-
tors (customer segments) addressed in the concept are individuals, business organizations, 
and governments including public organizations. Although value propositions are described for 
each one of them, problem solution fit is iterated only for individuals and business organiza-
tions in order to reduce complexity and achieve the objective of the thesis within the given 
constraints of time and resources. As a result, the challenge became to achieve a three-way 
problem-solutions fit (Figure 20), which includes the following: MyData value proposition fit 
to Individuals, MyData value proposition fit to Organizations, and Organization value proposi-
tion fit to Individuals supported with MyData service.  
 
Figure 20: Three-way problem-solution fit 
 
The inclusion of Governments and the public sector would add additional dimensions and the 
challenge would turn to a six-way problem-solutions fit (Figure 21). Due to the magnitude of 
such challenge, governments and the public sector is excluded from the scope of the empiri-
cal study. 
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Figure 21: Six-way problem-solution fit. MyData, Individual and Organization are in the scope. 
 
Each fit was iterated through the Lean Startup cycle: build, measure, learn (Figure 22). As 
the starting point of the process was the preliminary concept of MyData, the solution push 
approach was used. This is also referred to as the ‘technology push’ approach (Osterwalder 
2014, 94). The value proposition, which addresses customers’ jobs, pains, and gains, was de-
veloped for MyData at the conceptual level. Conceptual prototypes were explored with se-
lected customer segments to share ideas, map, and track and iterate to find out what could 
work and to identify which hypotheses need to be true in order to succeed. The information 
gained through this process helped to find out what needed to change in the conceptual pro-
totypes and why. This phase was carried out through interviews and workshops that were 
conducted to test the initial value proposition including assumptions made in conceptual pro-
totyping. The measure in this process was related to the actual outcome of the experiments 
conducted through interviews and workshops versus what was expected to happen, i.e. the 
original hypotheses. 
 
Figure 22: Build, Measure, Learn cycle in solution push case. (Source: Adopted Osterwalder 
2014, 94) 
 
Developing and iterating a business model in full extent is outside the scope of the thesis. 
Only the critical elements and assumptions of the business model are outlined and tested 
here to provide evidence that a sustainable business model can be built around a given value 
proposition. 
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5.3 Value Network Map 
 
Value Network is a set of roles, carried by individuals, groups or organizations, and their in-
teractions and relationships that generate tangible and intangible economic or social value 
through complex dynamic exchanges. Any purposeful organization or activity in the private or 
public sector can be understood as a value network. (Allee 2002.) 
 
This thesis adopts a simplified form of Value Network Map that defines roles in personal data 
ecosystems and maps value flows between them as flow of data. It is inspired by the example 
of the map of Flow of Data in Current Ecosystem around Targeted Advertising and Data Ag-
gregation developed by Verna Allee of Value Network LLC, in collaboration with the Personal 
Data Ecosystem Consortium (Figure 23) (WEF 2012, 32). 
 
Figure 23: Flow of data in current PDE around targeted advertising and data aggregation. 
(Source: WEF 2012, 32) 
 
The Value Network modeling approach is focused on the exchange of value, rather than on 
value co-creation, as pointed out by Weigand (2009). As suggested in the same paper, for the 
modeling and analyzing of value co-creation, a modified approach like Value Encounters may 
be more appropriate. However, in this thesis, Value Network Map is used in the value proposi-
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tion design process where the focus is on iterating a service concept in search for a problem-
solution fit, rather than modeling the value itself. Because of its simplicity and applicability, 
the Value Network Map is considered appropriate despite its obvious limitations. 
 
The Value Network Map is used as a tool in expert interviews to: 
• Draw data flow between the case organization and selected actors according to the 
current business model, and map key jobs, pains and gains; 
• Redraw data flow adopting MyData concept, map key jobs, pains and gains; 
• Analyze how jobs, pains and gains are changing, and capture new ideas and improve-
ments to existing MyData concept.  
 
5.4 Expert interviews 
 
5.4.1 Principles of expert interviews 
 
Expert interview is a specific form of qualitative empirical research aimed at exploring expert 
knowledge. Although it is in the researcher’s discretion to set the research objective and de-
cide accordingly who to invite to the expert interview, the recognition and choice of the ex-
perts is not arbitrary. Expert knowledge can be found not only among professionals within a 
given discipline, but also among other practitioners who are actively collaborating in finding 
transdisciplinary solutions to a given problem in a particular context. Since expert knowledge 
differs from other forms of knowledge, like everyday knowledge and common-sense 
knowledge, exploring it requires a specific methodological approach. This involves making a 
choice among available types of interviews and strategies for analyzing results to best support 
the actual goals of the research. (Meuser & Nagel 2009, 17-22.) 
 
The appropriate approach for data collection is an open in-depth interview based on a topic 
guide. Open interview encourages interviewees to stretch out their own viewpoints and re-
flections. In-depth interview enables the researcher to explore related and contradictory 
themes and concepts and thus obtain subtle findings rather than only obvious ones. However, 
the interviewer must prepare the interview topics thoroughly and must demonstrate his own 
competency in the domain of expertise in order to ensure the readiness of the experts to un-
lock their knowledge and perspectives (Meuser & Nagel 2009, 31-32). This way the interview-
er can become a conversational partner with experts. He can engage in responsive interview-
ing as a form of in-depth interviewing, where in addition to the main questions, probes and 
follow-up questions are used to extract details and explore and test ideas that emerge during 
interviews (Rubin 2012, xv-xvi). 
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In the analysis of the expert interviews, it is important to consider the organizational or insti-
tutional context that is providing guiding principles under which experts operate. Taking the 
context into account, in addition to a topic guide, is critical to ensure the comparability of 
the interviews. As a rule, the expert interviews should be recorded, but transcriptions need 
not to be detailed. The analysis should be focused on thematic units, i.e. passages with simi-
lar topics that can be found across interviews. Those should be mapped on the existing theo-
retical knowledge and categorized. The results of the research are presented as generalized 
findings formulated from the theoretical perspective. The process of interpretation is recur-
sive. It requires going back to verify from the data that the generalization is done properly. 
(Meuser & Nagel 2009, 35-36.) 
 
5.4.2 Expert interviews applied in this study 
 
This section describes how expert interviews and workshops have been carried out in prac-
tice. 
5.4.2.1 Data collection 
The participants invited to expert interviews and workshops can be classified in the following 
groups: 
1. Representatives of the actors from PDE 
a. Individuals 
No matter which professional role one may have, we are all acting as individ-
uals in PDE. Part of the expert interviews had questions aimed to discover 
general awareness, understanding and attitudes experts may have as individ-
uals regarding issues related to personal data. The purpose of these questions 
was not to obtain data from individuals as actors in PDE, but to discover bias-
es experts may have and further understand the relevance of those biases for 
the subsequent data analysis. Numerous researches exist regarding those is-
sues individuals face related to personal data. For the purpose of this thesis, 
rather than conducting own research, data about individuals are obtained 
based on literature and Internet research. Answers received for the above 
mentioned questions confirmed the findings form the literature. 
b. Representatives from organizations 
i. Founders of startups 
ii. Experts from established organizations such as multinational commu-
nications and technology companies, providers of digital services in-
cluding big data and analytics, marketing research agencies, data 
brokers. 
c. Government and public sector is outside the scope of interviews 
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2. Experts 
a. Technical experts including IT architects and developers, data scientists and 
analysts 
b. Privacy and legal experts 
c. Experts in PDE 
 
In the context of this research, the purpose of expert interviews and workshops is to help in 
achieving the problem-solution fit. The problem this research is addressing is defined as the 
misbalance of existing decentralized PDE. The proposed solution is a people centric PDE 
based on MyData. The goal of achieving a problem-solution fit for practical purposes is broken 
down to two goals: 
1. Obtain evidence about the existence of certain problems in PDE and that actors care 
about related jobs, pains, and gains; 
2. Design an improved MyData concept which provides a value proposition that addresses 
those jobs, pains, and gains. 
 
Expert interviews are designed as structured, open, in-depth and responsive. The structure of 
the interview is detailed in Table 1. After the introduction in most of the cases, interviews 
took the form of workshop during which Value Network Map is utilized as a tool to capture 
and analyze a case of personal data flow. The case is chosen by the expert and interviewer 
together during the interview. The criteria for choosing the case are the following: the expert 
is involved in the case; the case is representative enough of the issues related to personal 
data in the given environment. The case study is aimed at achieving both goals of the inter-
view: obtaining evidence about issues in PDE and improving MyData concept. 
 
Participants: • N.N. interviewee 
• P.M. interviewer 
Date: dd.mm.yyyy 
Place: x 
Duration: 
3h 
Introductory part Duration: 
20min 
 • Explain purpose and structure of the interview, confidentiality, interviewee’s rights, obtain consent for recording/documenting 
• Collect below information. Mandatory data is marked with *. 
 Individual interviewee: N.N. Company: XYZ 
 Demographic info* • Age, gender, education, household composition Industry • E.g. mobile, software, 
web 
 Job* • Company, position, job description Founded • yyyy 
 Hobbies, prefer-
ences, lifestyle 
• Work/life balance 
• Pace of life 
About* • Mission/vision/tagline 
• Web site 
 Desires, attitudes • Goal driven vs. explorative; critical vs. credulous; curious vs. content Product* • Products/services de-
scription 
 Digital behavior • What apps, what websites, why, when, how often Customers* • B2B, B2C 
 Personal data and 
privacy 
• Awareness: what is it, how it is collected and used, by whom, who is 
benefiting, how it is affecting me? 
• Position regarding privacy, right to anonymity. 
• Issues/pain points (e.g. security, misuse, advertisements, etc.). 
• What values do you associate with and derive from personal data and 
individual privacy? As individual, as professional? 
• Attitude towards data ownership and control of its use. 
• Attitude towards data sharing: why, what, with whom. 
Competitors • Direct, substitutes 
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• If the issues are dealt with, what would be the opportunities and bene-
fits of using personal data? For individual, business, society? 
• Attitude towards monetization of personal data. 
 Any other thoughts 
that comes to mind 
•  Contacts •  
Workshop part Duration: 
2.5h 
 Introduction of 
MyData concept 
• Overview of challenges in existing PDE and introduction of MyData concept Duration: 
0.5h 
 Case study • Introduction of the tool to be used in case study (Value Network Map / Data Flaw Diagram) 
• Choose and discuss case example of personal data flow interviewee is familiar with. Interviewee or inter-
viewer draws data flow diagram. In discussion identify particular job(s), pain points, gains, opportunities 
and ideas. 
• Re-do the case with MyData. 
What jobs are fulfilled, what gains achieved, what are new pain points? 
Duration: 2h 
Wrap-up: Summary of findings and next steps Duration: 
10min 
 
Table 1: Expert interview / workshop structure 
 
Interviews were audio recorded each time permission was obtained from the interviewee. 
During the case analysis, the data flow diagrams were drawn on flip charts or whiteboards.  
The data flow diagram was always drawn for the current state and in most of the cases for a 
hypothetical state with MyData. Notes about jobs, pains, gains, improvement ideas were writ-
ten directly on the diagrams by both interviewer and interviewees. 
 
Table 2 gives the overview of PDE actors and representatives involved in interviews and work-
shops and lists cases that were discussed. In total 7 interviews and 10 workshops have been 
conducted, all of them in ICT industry. 
 
PDE Actors Representatives Cases Interviews Workshops
Organizations
Established: 6
• Trageted advertizing and data agregation 1 2
• Profiling, personalized content provisioning 1
• Privacy compliancy case studies 2 1
• Use of personal data in gaming industry 1
• Data analysis service example 1
• Personal health care data sharing 1 1
Total: 4 7
Startups: 3
Mobile, web, software development Founders • Appointments booking and marketing 
platform for small businesses
1
• Real time video editing service 1
• Music and entertainment 1
Total: 3
Academia University of Applied Science Lecturer, business networks • Business networks, value co-creation 1*
Government Open Knowledge Finland’s MyData 
working group supported by Finnish 
Ministry of Transport and Communication
Project manager, MyData • MyData - a Noridic Model for human-
centered personal data management and 
processing
2*
*informal 
interview s
Total: 7 10
Multinational communications and 
technology companies, providers of digital 
services including big data and analytics, 
marketing research agencies, providers of 
equipment and IT services in health care
Technical experts including IT 
architects and developers, data 
scientists and analysts
Privacy and legal experts
 
Table 2: Statistics regarding conducted interviews and workshops 
 
Table 3 and Table 4 give more detailed information about the conducted interviews and 
workshops respectively. 
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Interviews 
Date Duration 
[h] 
Recorded Organization Role of the Participant Years of Experience 
in ICT Industry 
15.11.2014 1,5 No Business, small IT consultant 20+ 
15.11.2014 1,5 No Business, small IT consultant 20+ 
13.2.2015 1,5 No Academia, govern-
ment 
Project Manager, MyData 
Nordics 
20+ 
5.3.2015 1 Yes Business, Software 
and Services 
Consultant, Privacy and 
Security 
15+ 
6.3.2015 1 Yes Business, Software 
and Services 
Business Process Analyst 25+ 
19.3.2015 1,5 No Academia Lecturer, Business Net-
works 
20+ 
30.4.2015 1,5 No Academia, govern-
ment 
Project Manager, MyData 
Nordics 
20+ 
 
Table 3: Information about conducted interviews 
 
Workshops 
Date Duration 
[h] 
Recorded Organization 
[Established/Start-up] 
Number of 
participants 
Roles 
of participants 
Case 
26.2.2015 2 Yes Established 2 IT Enterprise 
Architect 
Targeted Advertising 
and Data Aggregation 
1.3.2105 3 Yes Established 3 Data Scientists Data Analysis service 
6.3.2015 2 Yes Established 2 Consultant, 
Web Analytics 
Profiling, provision of 
personalized content  
13.3.2015 1,5 Yes Established 2 IT Enterprise 
Architect, Web 
Analytics 
Cross channel targeted 
advertising 
18.3.2015 3 Yes Established 2 IT Consultant Personal health care 
data sharing 
22.3.2015 2 Yes Established 2 Consultant, 
Privacy and 
Security 
Consumer complaint 
process and govern-
ment authority re-
quests 
11.4.2015 4 Yes Established 2 Gaming expert Use of personal data in 
gaming 
27.4.2015 3 No Start-up 
since 2013 
2 Founder Use of personal data in 
real time video editing 
service 
8.5.2015 3 No Start-up 
since 2011 
2 Founder and 
CEO 
Use of personal data in 
marketing platform for 
small businesses 
2.6.2015 3 No Start-up 
since 2013 
2 Founder Use of personal data in 
music sharing service 
 
Table 4 Information about conducted workshops 
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5.4.2.2 Data analysis 
The process of data analysis and concept iteration is depicted in Figure 24. The process start-
ed with documenting the information from the conducted interviews and workshops and con-
tinued with data analysis. The findings and insights from the data analysis were used for up-
dating customer profiles and value propositions. MyData service concept was then updated 
with upgraded use cases based on new solutions and ideas. Previous assumptions were updat-
ed based on new findings, and future workshops planned to address the remaining assump-
tions for targeted customer segments. The literature was reviewed continuously throughout 
the whole process. 
 
Figure 24: Data analysis and concept iteration process 
5.4.2.2.1 Summaries and memos of audio recorded interviews 
After the interviews, the diagrams were re-drawn in electronic form using MS PowerPoint, 
and the key findings were summarized. A detailed transcription of the recorded interviews 
was not considered necessary for the analysis. The summary made after the interviews based 
on written notes and was updated after listening to the recorded material. If the interview 
was not recorded, a memo was written immediately after the interview. These memos in-
cluded more extensive notes regarding the discussions and some quotes that were representa-
tive of the key points made by interviewee. The researcher’s own thoughts were noted sepa-
rately during this process. 
5.4.2.2.2 Coding 
Different concepts and themes were used to help organizing and analyzing the data. Concepts 
refer to typical statements describing individual pains, gains and jobs. For example, concepts 
related to pains can be phrased as ‘difficult to present’, ‘difficult to read’, ‘lack of data’, 
‘concern regarding data misuse’ etc. Themes are clustered concepts. The following words can 
help to identify themes: ‘because’, ‘as a result’, ‘due to’, ‘therefore’, ‘as a consequence of’. 
For example, ‘lack of trust’ is the result of ‘misunderstanding’ and ‘lack of transparency’, but 
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also results of ‘misbehavior’ and ‘lack of security’. We can therefore conclude that the ‘lack 
of trust’ could be a theme. 
 
The process of creating codes started as a hybrid process, using both pre-set and open codes. 
Selective coding took place later, when the codes were refined into more detailed coding and 
understanding. Glaser (1978, 56) describes “open coding” as follows: “The goal of the analyst 
is to generate an emergent set of categories and their properties which fit, work and are rel-
evant for integrating into a theory”. On the other hand, as Glaser explains, “selective coding” 
serves to delimit analysis work by focusing it within the context developed in open coding. 
 
The initial or pre-set codes were derived from prior knowledge and internet research. These 
were initially assigned as pains, gains and jobs to three customer profiles: Individual, Organi-
zation and Government. The data collection and coding started with pre-set codes which 
helped to define the research questions and planning, conducting and adjusting the direction 
of the research. In the initial codes, the distinction between concepts and themes were not 
present. During the process of data collection and analysis, many new codes emerged in 
forms of concepts, and also themes as groups of concepts became apparent. During some 
workshops, it was possible to draw how different concepts, e.g. pains, were connected in 
cause-and-effect relationships. See the example of “Flow of Data in the Current Ecosystem 
around Consumer Complaint Process and Government Authority Requests” in Figure 25. This 
helped in identifying the themes and enabled better understanding of their content and con-
nections. 
 
As in the given example, the emerging concepts resulting from open coding (Glaser, 1978) 
were written on data flow diagrams drawn on paper or whiteboard together during the work-
shops. After the workshops, selective coding was carried out by refining concepts to fit the 
data from the recorded discussions and the results were recorded in the form of PowerPoint 
slides. 
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Figure 25: Example of data flow diagram 
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5.4.2.2.3 Update of MyData value proposition and concept 
As described in Figure 24, as the result of the data analysis additional jobs, pains, and gains 
were discovered. These were used to update customer profiles of individuals and organiza-
tions and value propositions from MyData towards organizations and individuals and from or-
ganizations to individuals. Updated customer profiles and value propositions, together with 
new ideas collected during the workshops plus additional literature research, were the inputs 
used in creating the subsequent version of the concept. Throughout this process, the list of 
assumptions has been maintained. Existing assumptions were confirmed or contradicted, and 
new ones added to the list. All these outcomes together were used in planning the subsequent 
workshops. Decisions were made about what customer segment to focus on, what organiza-
tion to choose and what assumptions to address. Examples of customer profiles and value 
maps are given in Appendix 1, while examples of data flow diagrams in MyData based PDE are 
given in Appendix 2. 
 
Following this cycle, every interview and workshop has effectively resulted in additional iter-
ation towards a problem-solution fit. Achieving a problem-solution fit is the prerequisite for 
balancing co-created value with competing rights and risks for all the actors in a balanced 
PDE. 
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6 Findings and results, final concept 
 
This chapter describes the findings and results and proposes a concept of MyData. This is 
based on the empirical and literature research explained in earlier chapters. 
 
6.1 Findings 
 
As mentioned in the introduction, the transition towards the utilization of MyData has been of 
special concern since the very beginning of this research. It influenced the early choice of 
organizations for the research. The initial assumption was that start-ups should be attracted 
first to use MyData as they would benefit the most of MyData service. MyData would enable 
them to provide innovative personalized services in short improvement cycles, thus become 
more competitive faster. That would ignite competition and encourage rapid adoption of My-
Data. 
 
Contrary to the initial assumption, start-ups showed much less interest in MyData. There were 
only a few first adopters among the start-ups, and their number may not be big enough to 
quickly reach a tipping point of MyData adoption. This can be attributed to the immaturity of 
start-ups in understanding challenges and potential of personal data in comparison to estab-
lished organization. Those start-ups whose business is directly built around the utilization of 
personal data were the exceptions interested in MyData. Established organizations appeared 
much more probable to take the role of first adopters than originally thought. Consequently, 
established organizations and start-ups should be approached differently about the adoption 
of MyData. Clearly, more focus needs to be given to established organization. The approach 
needs to be tailored include pilot projects. The process of adoption of MyData is beyond the 
scope of this study. 
 
Establishing trust was confirmed as a key challenge. Trust is a more critical topic for start-
ups, and it has been repeatedly surfacing in interviews/workshops. The discussion on trust 
shaped the major conclusion of the thesis. Trust is not absolute, but we can design for trust, 
and be much more trustworthy in implementing MyData than other alternatives. This has 
strengthened the conviction that MyData approach could work. 
 
The study of the existing alternative approaches at a conceptual level suggests that they ap-
pear inferior to MyData in balancing co-created value with competing rights and risks for all 
the actors. 
 
6.1.1 Key insights from start-ups  
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The main insights from start-ups are the following: 
• Lack of trust towards third parties 
• Strong sense of data ownership 
• Immaturity in dealing with personal data, understanding its challenges and potential 
• Traditional, less sophisticated practices used in targeting customers 
• Sharp differences exist between start-ups (early adopters vs laggards), thus requiring 
different approaches in MyData adoption 
• Design for trust is a differentiator between services 
 
The interviewed start-ups were typically reluctant to open and reveal their business in suffi-
cient level of details even though the purpose of the interviews/workshops and confidentiali-
ty aspects were thoroughly covered at the beginning. Therefore, some adjustments in the 
interview/workshop approach were made to obtain and strengthen the trust. It was important 
to make clear that this research had no business objective, but it was an attempt to co-
create something together at a conceptual level. Also presenting MyData in a simplified form 
in familiar terms, for example “MyData is a ‘platform’ for handling personal data”, helped 
them imagine how they could benefit. 
 
Most of the start-ups interviewed had a strong feeling of ownership of their data and a strong 
belief that they must keep the data for themselves. They considered their data as “a blood of 
the business”, as start-up #2 stated. They acknowledged that other businesses, using their 
portal service, had a right to change the data, but they were still the ones who owned it. 
They also claimed they owned individual customer data. Consequently, they did not trust any 
external party to hold the data. Start-up #2 stated that they “would never accept data to be 
collected elsewhere”. 
 
Start-ups were less aware of problems around personal data. Therefore, they were not able 
to grasp the full value and potential of MyData. They considered some elements of the solu-
tion, like profile and analytics, desirable. Labelling MyData as a “philosophy” or an “academic 
solution” that does not exist, they pointed out that they needed something concrete for uti-
lizing personal data and they need it now. Therefore, it was challenging to engage them in 
the discussion on MyData solution at a conceptual level. They were occupied with details of 
technical implementation. They would rather go for existing solutions to obtain access to 
people’s profiles like Facebook, Google, etc. This is because they exist and they are good 
enough for the purpose, although their deficiencies seem recognized. Problems in PDE were 
simply not problems for most start-ups and therefore, they concluded, MyData solution would 
not help them. 
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Start-ups also recognized the challenge of having too much data, only a smaller part of which 
they consider interesting. They believe that having good analytics is the way to extract and 
utilize relevant data. However, they realize that customers’ interests are not uncovered reli-
ably based only on site browsing behavior, but they consider it acceptable to push wrong ad-
vertising to 30% of customers. As the founder of one of the start-ups explained during the 
workshop “If people don’t like it they should ignore it”, adding that “anyway observing this 
percentage is good learning for the company.” These traditional practices that treat custom-
ers improperly are cheap to implement and may appear acceptable in the absence of stronger 
competition. 
 
Some believe it is not possible to achieve and sustain trust. They agree trust is an issue, but 
they don’t believe there is a solution for it. “Nobody can guarantee anything, and you have to 
live with it” was the conclusion from one of the founders. However, they did agree that de-
signing for trust makes it possible to make one service more trustworthy than the other. 
 
Not all start-ups were skeptical of MyData. One of them clearly realized the value of MyData 
for their business and stated that they “would use MyData immediately”. During the workshop 
we went further and for most of the time focused on identifying and exploring opportunities 
MyData could bring to their business. 
 
The sharp differences between start-ups regarding MyData can be attributed to the small 
sample of start-ups. To get better insights and draw stronger conclusions, research needs to 
be widened. Even this small sample revealed some characteristics of this customer segment. 
Start-ups are rather immature regarding understanding issues and the potential of personal 
data, as they have not experience it yet, they have not anticipated it, and the competition is 
weak in the given market. To attract them to become MyData users, more awareness is need-
ed. 
 
However, there are also early adopters among start-ups, but in their adoption of MyData, 
they must be approached differently than established companies. Here focus should be on 
harnessing the potential of MyData related to their own innovations and take current business 
forward with concrete solutions, rather than addressing some non-existing issues like legacy 
data issues that are worrisome for established companies. 
 
6.1.2 Key insights from established companies  
 
The main insights from established companies are the following: 
• Maturity in understanding personal data, its challenges and potential 
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• With MyData, competitive advantage shifts towards the ability to innovate and build 
and maintain lasting relationships with customers and society 
• Concerns about MyData as “single point of failure” and data misuse 
• Focus on opportunities and innovations with MyData 
• Established companies are likely first adopters 
 
Established companies are much more mature in understanding ownership of data and related 
issues. They clearly stated that technical implementation and utilization of MyData is not a 
problem, as the needed technology already exists. All their focus was on understanding the 
concept of MyData and how it deals with existing problems and opens new opportunities. 
 
In the interviews, the point was made that personal data used to be a competitive advantage 
for the companies. With MyData service such competitive advantage would disappear, as the 
same data would be potentially available for all. Thus, the discussion was focused on how 
companies could then differentiate. The answers were found along the lines that companies 
can differentiate through innovations that are competing in bringing more value to individuals 
and society and the relationship they develop between them. Innovations could be enabled 
with proper understanding of individuals and their needs, since MyData could enable dialog 
between organizations and individuals. Many issues related to personal data collecting, main-
taining, storing, controlling, owning, etc. could be removed from the organizations, releasing 
their resources to focus on innovations and improving relationships. They could all start from 
the same trusted baseline and compete based on their abilities to understand, innovate, en-
gage, and co-create what really matters to people and society. 
 
Another topic of concern was that companies could try to misuse the data once they got 
them. Clearly there would always be such cases. In response, individuals should have the pos-
sibility to deny these companies the access to service usage data and their profiles. That 
could possibly mean ending the usage of the service. Personal data are constantly changing as 
people and circumstances in their lives are changing. Therefore, once obtained information 
expires at some point. If the company is blocked by individuals, it cannot sell or advertise to 
them. This right to stop using the service at any time is the key control factor of future (digi-
tal) markets. 
 
The general findings based on the literature were that established companies were reluctant 
to share or enable the flow of personal data, as personal data was considered company asset. 
Somewhat contrary to this, representatives from big companies that participated in the inter-
views and workshops were not uncomfortable with personal data stored elsewhere. Although, 
it is fair to say, they were not high-level decision makers in their companies. Widespread use 
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of cloud services in established companies has possibly also contributed to accepting MyData 
concept. 
 
It was pointed out that, as MyData is becoming “single point of failure”, it is critical to ensure 
security, prevent misuse and intentional entry of incorrect data, support growth and maintain 
the data, while having the service available 24/7. MyData must excel in those key elements 
associated with trust like security, availability and reliability. If MyData succeeds in ensuring 
trust, increase in trust is felt by all actors in the ecosystem. 
 
In virtually every workshop we ended up identifying more needs that could be fulfilled with 
MyData centric solutions in comparison to existing solutions. Utilizing MyData also triggered 
some innovative thinking or made some new approaches/solutions easier to implement. Par-
ticipants were united in recognizing that MyData could enable myriad of innovations. 
 
Due to their maturity in dealing with personal data and their ability to grasp the potential of 
personal data, established companies are more likely first adopters of MyData than start-ups. 
 
6.2 MyData Concept Final 
6.2.1 Building Blocks 
 
The building blocks of MyData Service Concept are presented in Figure 26. These elements 
were motivated by literature research, as discussed in the Chapter 4, Modified Preliminary 
Concept, and further explored in the concept creation phase. 
 
Figure 26: Building blocks of the concept of MyData service 
 
6.2.1.1 Identity and Human Centricity 
Personal data is part of personal identity (physical, physiological, mental, economic, cultural, 
social), and as such under protection of fundamental human rights. In the merging physical 
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and digital world, identity is also merging into one identity. MyData is a digital embodiment 
of an individual’s identity. It consolidates scattered identity data into one logical place, 
changing current organization-centric PDE to human-centric PDE. As we will see later in the 
detailed concept description, MyData maintains identity of not only individuals, but all the 
actors in PDE, including organizations and governments. 
 
It is important to stress again that people are the ones who form and operate organizations 
and governments. Therefore, all the products and services are made by people, with people, 
and for people. 
6.2.1.2 Service Dominant Logic and Value Networks 
PDE is studied in the context of value networks with applied SD logic focusing on relationships 
between actors, their interactions and collaboration for value co-creation. In that context, 
MyData appears as a major hub in the personal data value network enabling value exploration 
from personal data asset. 
6.2.1.3 Value Proposition Design 
We assume that PDE is balanced when co-created created value is balanced with competing 
rights and risks for all the actors. Research has demonstrated that in this context, the Value 
Proposition Design approach can be applied through minimizing pains, maximizing gains, and 
satisfying more needs for all key actors at the same time, ultimately leading to more bal-
anced PDE. MyData is not a fixed concept, but an evolving one with an inherent mechanism 
for self-improvement. 
6.2.1.4 Trust 
MyData is designed, implemented, and operated for trust. This is the fundamental principle 
without which MyData would be unsustainable. MyData must be trustworthy at all times, 
demonstrating its competence and commitment to do what it is trusted to do.  
 
6.2.2 MyData Concept 
 
MyData Concept (Figure 27) describes the service that realizes ownership of personal data by 
the individual the data is about. It enables human centricity in PDE. Other key actors are or-
ganizations and governments including the public sector. 
 
All personal data (volunteered, observed, and derived) are stored in MyData. MyData is logi-
cally centralized, like a layer in existing Internet. Physically, it would be geographically 
spread and compliant to applicable national and international laws. 
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Figure 27: MyData service concept overview 
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The orange shapes depict organizations and their journey in becoming MyData organizations, 
i.e. organizations that are utilizing MyData in delivering their services. In this context, the 
numbers indicate different services depending on how they are used and connected to MyDa-
ta. Governments and the public sector utilize MyData in similar manner as organizations. Be-
ing out of the scope of this thesis, specifics of this utilization are not considered. Individuals 
and groups are using services provided by organizations, governments and the public sector, 
and MyData. 
  
MyData exposes the following services for use by all three actors: Identity, Consent, Analytics 
and Lync. Their concept is the result of a 3-way problem-solution fit advanced throughout this 
research to balance co-created value, rights and risks for all the actors. Functionality rich-
ness, high quality and user experience of these services are critical for adoption of MyData. 
Third party developers would be invited to utilize open APIs and innovate in enhancing those 
services.  
6.2.2.1 Identity 
Identity service enables actors to learn about, define and maintain their identity. Part of the 
identity service is the profile. It contains various sections. Each section can be tagged for use 
for different purposes, and control is enabled to allow or deny its use. Sections differ for dif-
ferent actors, but all the actors need to identify themselves providing some mandatory infor-
mation when registering in MyData. 
 
Individuals have sections classified as private and as professional. Private sections of the pro-
file can include preferences, hobbies, wishes, dreams. Professional sections can include pro-
fessional competences, experience, achievements, references, etc. When applying for the 
job, applicants can consider suggested sections and give consent to possible future employers 
to access the required sections. Information in some sections, e.g. preferences and hobbies, 
is provided by individual. Others, e.g. information about education, credit history, committed 
crime, are provided by a third party and cannot be changed by individuals. Additionally, Iden-
tities contain many verified attributes like biometric (voice, retinal, photo, fingerprint) or for 
example trusted devices (including mobile and IoT devices) associated with the individual. As 
people would be continuously online with many things capturing their data, MyData must en-
sure continuous identification. 
 
The identity service demonstrates how some latest concepts are supported by MyData, for 
example principles of self-sovereign identity (Allen 2016). Satisfying these principles, users of 
MyData have independent, unique existence; have persistent, i.e. forever living, identity; 
have control over their identity, supported by continuous validation of identity and its claims; 
can choose publicity or privacy; have access to own data. Systems and algorithms operating 
identity are transparent, portability and interoperability is embedded in MyData, as well as 
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consent handling for data sharing, minimization, and protection of user rights through identi-
ty authentication. 
 
The identity service for organizations provides a company profile which includes the compa-
ny’s purpose, vision, mission, strategy, values, etc. There are also verified attributes for 
companies, e.g. those related to assets, shares, revenue, and profit, but also disputes, law-
suits, etc. In addition to own identity, companies maintain the identity of their services utiliz-
ing MyData. Each service that is built to use MyData needs to be registered via the Identity 
service. There is also a section for marketing such products and services. 
 
6.2.2.2 Consent 
The consent service enables PDE actors to maintain their own consents and Terms of Use 
(ToU) of their services and their data. MyData has its own ToU, and when it changes, all ac-
tors are prompted to accept new version. 
 
When registering a service, the company needs to provide its ToU. Companies can change ToU 
of service in which case all users are prompted to accept new version. Actors can engage in 
discussion at any point that can in this case result in clarifications and improvements of ToU. 
History of changes in ToU and consents is recorded and available. 
 
There is a separate section dedicated to references to applicable laws, which can be used as 
an aid for constructing and understanding ToUs. 
 
It is important to highlight that when accepting the ToU of MyData, the company agrees to 
store all personal data including volunteered, observed and derived, in MyData. Observed and 
derived data can be shared with other parties (other companies, researchers, government) in 
which case both individual users and organization service providers need to give their con-
sent. Data can be anonymized from the perspective of all actors. For example, a company can 
give consent for utilizing non-anonymized data of the usage of their service for research pur-
pose. By accepting ToU of MyData all actors agree on default consent for use of anonymized 
data. In regulated circumstances actors can revoke their consent for the general use of par-
ticular type of anonymized data or for the specific use of the particular type of anonymized 
data. 
 
6.2.2.3 Analytics 
All activities by all actors that involve use of personal data are logged in MyData. Analytics 
service provides insight to individuals about the usage of their data. This includes information 
about what data was used, when it was used, by whom, for what purpose, under which con-
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sent and which ToU. The literature points the need for “meaningful transparency” and the 
danger of too much transparency and transparency without control (WEF 2014, 7). MyData 
eliminates those issues by providing full control over personal data and utilizing the latest 
advances in data visualization present information at any level of abstraction or detail in the 
relevant context. 
 
Individuals can review a wide offering of personal analytics, use readily available analytic 
tools themselves, and request provision of additional insights. They can also review relevant 
(anonymized) analytics from other individuals, and set alerts related to the use of their own 
data. 
 
Profiling is a third-party service offered to MyData organizations. Selling it to organizations 
outside of MyData would be in breach of MyData ToU. Users can see how they are profiled, 
what are the attributes used in profiling, who is using the profile and for what purpose, and 
give their consent. Profiles cannot be used without the consent of those who are subject of 
profiling. Executed in the context of MyData, profiling service addresses the problems de-
scribed in detail in section 3.6.1 
Profiling. 
 
Companies can use Analytics to find out who their current and potential customers are. Here 
they can find or order customer profiling, market studies, and other types of analysis, which 
can help them with segmentation, targeting, finding early adopters, learning about competi-
tion etc. Companies can further use Analytics to obtain information about the usage of their 
services. Workshops of the current empirical research confirmed the importance of Analytics 
service for startups because they do not have such capabilities developed. Different data 
sets, like service usage and customer data, can be combined and new insights provided. Ana-
lytics also helps to understand and present customer feedback, which can be collected in var-
ious forms through Lync service (e.g. in a form of Net Promoter Score). This can support and 
speed up learning, continuous improvement and innovations. Numerous other company func-
tions can be supported by Analytics service, like Call Centers or Help Desks where the accu-
rate information about individual user, the status of the use of the service in question, issues 
and suggestions for resolution would be readily available. 
 
Companies can build their own analytic capabilities or utilize those from companies special-
ized in analytics. In either case, observed and derived data is stored in MyData, which makes 
it available for individuals the data is about to exercise their control. 
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6.2.2.4 Lync 
Lync service connects the actors of MyData. There are common functionalities available for 
communication like chat and video calls. Others are actor specific. For example, individuals 
can connect with other people, find likeminded people, engage around hobbies, interests, 
clubs, friends, etc. MyData fully supports people’s right to present themselves to others any-
way they wish, like they do it on Facebook, but MyData ensures that the there is a true iden-
tity behind these presentations. 
 
6.2.2.5 Use Cases and Service Blueprint 
Selected MyData use cases for organizations and individuals are presented in Figure 28 and 
Figure 29, respectively. 
 
 
Figure 28: MyData Concept – Use Cases for Organizations 
 
All actors need to register themselves and accept MyData ToU before they are able to start 
using MyData. For example, as described in Figure 28, during registration organizations fill in 
a company profile utilizing Identity service and agree on MyData ToU provided by Consent 
service. After registering itself, the company can proceed with the registration of their ser-
vices. For each service, the company needs to provide a specific ToU. There would be special 
utility available to help in ToU creation. As a result, ToU is presented to customers in a read-
able and understandable form and language. Additionally, MyData would be able to present 
ToU in personalized ways, having sections containing information related to individual’s sensi-
tive topics or concerns highlighted. 
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Figure 29: MyData Concept – Use Cases for Individuals 
 
Enabled by MyData, all the services (including MyData services) are expected to improve fast 
and change frequently, e.g. due to increasing personalization. That would require continuous 
renewal of consents for evolving ToU. Therefore, ToU needs to have changes between ver-
sions presented in understandable form. No matter how well ToU is presented, there will al-
ways be need for clarifications. This is only one among the many reasons why enabling dialog 
between actors becomes very important. This is done via MyData Lync service. 
 
MyData service blueprint (Figure 30) covers use cases related customer journey in usage of 
the service from the service discovery, through its use, till the end of use. Discovery is sup-
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ported by Lync such services as search and social media. Use is supported by Lync feedback 
and chat services, Analytics and Consent services.  
 
 
Figure 30 MyData Service Blueprint for selected use cases for individuals 
 
Other important use cases for individuals are related to maintaining their identity (Figure 29). 
Individuals can review and update editable sections and review those containing verified at-
tributes. Control can be exercised on each section according to applicable lows. 
6.2.2.6 Business Model and Governance 
MyData would be a non-profit organization. As such, it would direct its surplus revenue to-
ward further achieving its purpose. Building a business model is out of scope of the thesis, but 
in principle, organizations could be charged for using MyData services. That income would be 
returned through evolving services that are bringing benefits for all. For example, from organ-
izations specialized in big data analytics, various services would be ordered, and outcomes 
(e.g. studies) would be made widely available. 
 
Large group of use cases covering governance of MyData would be developed once the gov-
ernance model is designed. Those would cover real time information sharing regarding MyData 
use, development, financials, security, etc. Other use cases include voting about governing 
issues and involvement in related activities on a voluntary basis. Users can further report 
misbehaviour and security issues. 
 
6.2.3 Benefits from MyData 
 
 90 
  
MyData is providing significant benefits for all the actors in PDE. These are related not only to 
removal of pains present in current unbalanced PDE, but to various interconnected gains for 
all actors in balanced PDE. 
 
MyData enables individuals to understand and manage their personal identity. Personal identi-
ty is an evolving concept we develop about ourselves throughout our lives. It contains ele-
ments that cannot be changed, like date of birth or race, but also those that are the results 
of choices we make during the course of our lives, like who we interact with, how we spend 
our time, what we believe in. By organizing personal (identity) data in sections, MyData helps 
us understand how we appear to others and also enables us to keep some elements of our 
identity for ourselves and reveal it only in trusted relationships. Everything we do is recorded 
in MyData, but we decide who should have access to that information. For example, browsing 
of websites would always be linked to our identity, but we can decide whether anonymized 
browsing history would be available to the site provider, or having this set as default. 
 
MyData effectively adds an identity layer to Internet. All the actors (individuals, organiza-
tions, and governments) are enabled to maintain their identity and they are all continuously 
individually identified throughout their existence in the merged physical and digital world. 
Also, all the services are identified by being linked to identities of their providers/owners. 
Consequently, this could remove concerns about authenticity of a web site when it is regis-
tered as a MyData service. Having all actors and services continuously identified significantly 
contributes to strengthening trust among them. 
 
Ownership of personal data comes from the ownership of own identity, it is in the hands of 
individuals the data is about. This ownership involves rights, such as the right to exercise con-
trol over personal data, but also duties towards other data owners, acting in compliance to 
MyData ToU, leaving anonymized data available for research and use for wider benefits, etc. 
Control of personal data assumes: 
• Visibility into the content of personal data (all personal data are collected in MyData) 
• Visibility into the use of personal data (what, who, when, how, why – under which 
consent/ToU) 
• Ability to control the use of personal data by regulating availability of certain data for 
certain purposes by certain actors. 
 
Organizations and governments share the ownership of observed and derived data with indi-
viduals. When the ownership is shared over the data, consensus is required when the data is 
shared with a third party. This is often the case when organizations invite other organizations 
to improve existing services or innovate. 
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All the actors benefit from connecting to each other: individuals to get their voices heard re-
garding commercial and government services, to find and engage with likeminded people, to 
organize around initiatives, etc. MyData helps organizations to know their customers, discover 
their unsatisfied needs, and engage them in improvements, innovations and co-design of new 
services. Accurate information individuals reveal about themselves helps organizations to de-
velop truly personalized services. For example, changing the consent i.e. what personal data 
is shared could affect functioning of personalized service in real time. 
 
Examples of other benefits of MyData include the following: 
• Thorough and fast alignment with changing regulations. All the actors are informed 
about regulatory changes, changes in MyData to comply, and prompted to accept new 
version of MyData ToU. 
• Various types of academic and commercial research, from psychological and social to 
medical and industrial. 
• Results of psychological tests are included in people’s profiles and used for better un-
derstanding of their abilities (e.g. intelligence), interests and personality. Individuals 
can use them for personal development. Classified as sensitive information, some of 
them with expiration date; it requires careful and informed use. 
• Myriad of problems and solutions (attempting to solve problems in PDE like interoper-
ability, etc.) would be non-existent 
• Call for bringing MyData services to the next level, to innovate in user experience and 
graphical representation of complicated personal analytics, consents and ToU, etc. 
offers the challenge to creativity and invites startups to engage. 
 
6.2.4. Challenges of MyData 
 
Although MyData is concepted for trust, the biggest challenge remains how to build and oper-
ate MyData to gain and sustain trust. Failure to ensure trust would undermine the raison d'ê-
tre of MyData. 
 
One concern raised in workshops was that MyData would be a “single point of failure” as it 
was concepted as virtually centralized. In the worst case, unavailability of MyData would 
make all the services using MyData unavailable. 
 
Data security is another major point of concern. Data security refers to the confidentiality, 
availability, and integrity of data. When data security is in place, the data is accurate and 
reliable and can be used only by authorized individuals or parties. 
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Another big challenge is the implementation of ownership and governance of MyData, both for 
trust.  Possessing intimate knowledge about people, businesses, and to some extent govern-
ances, makes it possible for MyData to become an ultimate “Big Brother” with immense pow-
er to influence and steer people’s lives. 
 
The implementation of MyData would require long time, enormous resources and numerous 
innovations. However, technologies are already available. The most promising is blockchain 
technology, described earlier in section 4.2.1, because it addresses all the above-mentioned 
challenges. Enabling distributed and decentralized cooperation, blockchain is considered the 
foundation for establishing trust and decentralized global governance. 
 
Technology alone would not be enough to ensure the success of MyData. All the actors, i.e. 
the users of MyData should be motivated, incentivized and enabled to monitor and report in-
appropriate use of data and take part in MyData development, operation, and governance. 
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7 Discussion 
 
In this chapter, the proposed MyData concept is discussed by comparing it with an existing 
similar concept, the MyData Nordic Model. First, the nature of MyData Nordic Model is dis-
cussed and then it is compared with the proposed MyData concept. 
 
7.1 MyData Nordic Model 
 
The MyData Nordic Model approaches reform of PDE from the infrastructure level in order to 
enable individuals to control their personal data. Central to this approach is the MyData Ac-
count service (Figure 31), which is used for consent management. Based on given consents, 
data flow is enabled between sources and users. MyData compliant APIs are used to imple-
ment data and consent flows. MyData Account service is provided by operators. Individuals 
use a centralized dashboard in MyData Account to exercise control over their personal data. 
There they can grant access and control permissions for multiple data sources and data using 
services. Personal data is normally not stored with nor transferred through MyData account. 
The primary function of MyData is not to provide personal data storage (PDS) solutions but to 
enable consent management and data flow directly between the source and the user. Stand-
ardized architecture enables interoperability between accounts and allows individuals to 
switch between MyData service operators. (Poikola 2014.) 
 
 
Figure 31 MyData Nordic model, source: (Poikola 2014)  
 
The interpretation of MyData Nordic model is given in Figure 32 in the form suitable for com-
parison with MyData model. Clearly, personal data is not centralized. It remains with sources 
and users, thus scattered across services. Data flow is enabled, yet data flow paths can be 
lengthy and complicated. To obtain the data needed, the data using service needs to connect 
to multiple sources. On the other hand, sources would be connected to multiple users, with 
major ones connected to millions of users. With MyData Nordic, organizations would use the 
opportunity to obtain different types of personal data increasing the number of connections. 
As the number of services continues to grow, the number of connections with MyData Nordic 
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will grow even more then without it. Security risk associated with data transfer would in-
crease with the rapidly increasing number of data flows. PDE is likely to get more complicat-
ed than it is now. 
 
 
Figure 32 MyData Nordic model – interpretation of the model   
 
One major deficiency of the MyData Nordic model (without PDS) is that it doesn’t help in sat-
isfying fundamental requirements individuals have towards PDE, which is to provide visibility 
on what data is collected, how it is combined and actually used, and for what purpose. Thus, 
it doesn’t help in verifying the trustworthiness of organizations (and other PDE actors) by, for 
example verifying that they are dealing with personal data the way they have declared they 
would do. Ability to verify trustworthiness is fundamental for ensuring that trust is correctly 
placed, which is critical for strengthening trust in the whole PDE. 
 
It is true that increased access to personal data would enable organizations to deliver more 
personalized services and to innovate. However, the success of the service utilizing personal 
data largely depends on the quality of the personal data used, its relevance, richness, accu-
racy, and freshness. Lacking visibility to personal data, MyData Nordic model offers no com-
mon mechanism to address those data quality aspects. Data quality would remain at the re-
sponsibility of the sources, and to some extent, users. The vicious cycle is not broken - poor 
data quality leads to deterioration of trust and vice versa. 
 
What would then be the motivation for individuals to start using MyData Nordic account ser-
vice in these circumstances? Control over unknown subject based only on declaration of its 
use cannot be meaningful, unless monetization becomes the key driver. Enabling data flow is 
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the prerequisite for monetization. As MyData Nordic operators would be competing in the 
context of personal data monetization, they would need to come up with innovative business 
models to achieve highest profitability of personal data and provide new services around it. 
Clearly, these would be motivational factors for individuals to change operators. If driven by 
monetization, while ignoring lack of visibility in actual data being transferred, the control of 
data flow can actually be harmful for individuals. Unintentionally, they would enable bad 
quality data and misuse of data to affect them negatively. 
 
It is likely that after initial market saturation, only few global MyData Nordic operators would 
remain. They would probably be owned by those who currently dominate PDE like Google and 
FB, making them to grow even stronger. PDE based on MyData Nordic model would be soon 
pulled back to aggregator based PDE (Poikola 2014, 5) with an even more powerful few that 
are neither built nor operated for trust. 
 
MyData Nordic model has emerged from a technical solution for enabling personal data flow 
and consent management. It has pragmatic, yet limited ambition. This short analysis has 
shown that the implementation of MyData Nordic model as such may encourage monetization 
of personal data while leaving some critical deficiencies of existing PDE unaddressed (e.g. 
lack of access to data and validation of data use). The expectation is that by enabling flow of 
data, there would be benefits for all actors. Yet, with limited ability to ensure data quality 
and verify its use, enabling free flow of data would introduce additional problems and risks 
limiting potential benefits. The race for monetization would result in further consolidation of 
power in the hands of a fewer big data controllers with unresolved trust issues, leaving PDE 
misbalanced and its potential unused. 
 
The author of this thesis strongly believes that monetization of personal data is not the way 
for strengthening trust, which is the most critical enabler of balanced PDE. Although once 
thought otherwise, the conclusion is therefore that MyData Nordic model as such cannot be 
considered as a step towards MyData solution envisioned in this thesis. MyData has to be holis-
tically thought, designed, implemented and operated for trust in all aspects.  
 
7.2 Comparison of the Models 
 
MyData and MyData Nordic models are compared using strategy canvas (Kim 2005). They are 
pictured together with existing PDE in Figure 33 using factors of competition described in  
Table 5. The comparison is based on the author’s conceptual comparison of the proposed My-
Data concept and the earlier literature analysis on MyData Nordic Model. No empirical com-
parative study has been conducted.  
 
 96 
  
 
Figure 33 Strategy canvas – comparison of the models. 
 
Factors of competition Explanation 
Personal data content and 
quality 
Content and quality refer to correctness, completeness, and fresh-
ness of data. 
Personal data accessibility 
for individuals 
Accessibility refers to ability provided by the model to access own 
personal data, including volunteered, observed and derived. 
Control over personal data 
and privacy 
Control over personal data refers to ability to control appropriate 
use of data including ability to enable or restrict the access to per-
sonal data for certain use in a given context. Control over privacy is 
ability to control access to personal data categorized based on sensi-
tiveness. 
Personal data flow / avail-
ability 
Ability to make personal data available by enabling data flow. 
Security Data security refers to confidentiality, availability, and integrity of 
data. It ensures that data is accurate and reliable and used only by 
authorized individuals or parties. 
Trustworthiness of the 
model 
Refers to ability of the model to improve trust in PDE. 
Value for individuals Refers to ability of the model to provide the value of personals data 
for individuals. 
Value for organizations Refers to ability of the model to provide the value of personals data 
for organizations. 
Value for society Refers to ability of the model to provide the value of personals data 
for society. 
Implementation How easy is to implement, i.e. inverse of complexity of implementa-
tion including required resources.  
Table 5 Factors of competition for model comparison. 
 
Designed for data flow, MyData Nordic significantly increases personal data flow and some-
what increases control over personal data. As a result, potential value increases for all the 
actors, the most for organizations and society. Accessibility to own data, its content and 
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quality will not improve much, if at all. MyData Nordic is much easier to implement and re-
quires far less resources than MyData model. 
 
Designed for trust, MyData model outlines the boundaries of a balanced PDE. It maximizes 
data content and quality, data flow and availability, and consequently balanced value for all 
actors. Security and trustworthiness are rated slightly under to acknowledge concerns ex-
pressed during workshops regarding the centralized nature of MyData in terms of content and 
the service itself. These aspects would continue being in focus during the implementation 
phase, which is out of the scope of this thesis. 
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8 Conclusions 
 
8.1 Summary 
 
The idea of MyData has originated from the author’s preunderstanding and experience in 
dealing with sensitive personal data in a big global company, his human centricity in business 
development, and from his negative sentiment in relation to monetization of personal data. 
Aiming to make people owners of their own personal data, the idea was simple: before the 
service usage starts, obtain agreement from both parties, individual and organization, about 
the use of personal data, and then collect service usage data and store it centrally next to 
personal profiles. This would enable individuals to control their data and receive personalized 
services, and organization to utilize that data to learn about customers, improve their ser-
vices, and innovate. 
 
Realizing the wickedness of the problem of personal data ownership, and at the same time 
driven by the urge to validate the idea, initial discussions with experts and literature research 
were carried out. As a result, the problem was reframed as ‘misbalanced PDE’ and the goal 
was set to balance it, paving the way to achieving co-created value for each of the actors 
that is balanced with competing rights and risks of other actors. That is how the potential of 
personal data would start becoming exploited to its full extent. The big challenge ahead was 
to demonstrate that this solution is creating value for different actors which can be further 
balanced with competing rights and risks of other actors. Certainly, there was no practical 
way to measure the overall value co-created among all the interacting actors in the ecosys-
tem. 
 
Value Proposition Design was a logical tool of choice, as it is about the search for fit between 
customer’s jobs, pains and gains and evolving offering that is addressing them. The goal was 
to come up with an improved service concept but not to go all the way to create it. There-
fore, it was enough to pursue the problem-solution fit only. However, balancing PDE involves 
identifying problems and solutions and achieving problem-solution fit between all of the ac-
tors, including MyData as a hub. The complexity was reduced by out-scoping governments, so 
that the target became a 3-way problem-solution fit between individuals, MyData and organi-
zations. 
 
Entering the concept creation phase, workshops were planned to involve the desired mix of 
established companies and startups, which would be involved in testing the concept being 
evolved in search for fit. Yet each company had its own specific place in PDE and was con-
cerned with their own set of issues. To aid discussions, the Value Network Map is used as a 
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tool to visualize roles carried by organizations and individuals and their interactions and data 
exchange. With each organization for the chosen characteristic set of issues, the value net-
work map was drawn twice: first to describe the current situation, and then to visualize the 
possible future state using MyData (see examples in 1.29). Key jobs, pains and gains were 
mapped in both diagrams. Clearly, with MyData pains were turning to gains and new innova-
tive ideas started popping up. The method worked, as the hypotheses have been tested and 
the evolving concept started moving towards the fit. It is fair to say that many more cycles 
involving more companies would be required to declare a problem-solution fit. But the main 
achievement is that this approach, as a way to achieve the fit, was positively tested. 
 
Figure 34: MyData concept evolution 
 
The final version of the concept was outlined after the data from the workshops and inter-
views was collected and analyzed. Compared to the preliminary concept (Figure 34) the final 
concept has: 
• established human centricity enabling people to search for true self, 
3. strengthen trust providing transparency, control, identity for all the actors, and 
4. provided enablers in a form of set of tools for engagement, innovation and value co-
creation for all the actors. 
  
Critiques of the concept have pointed out issues like security, “single point of failure”, and 
prevention of misuse. As pointed out, there are technologies available that can provide solu-
tions, for example storage fragmentation and use of private keys for security, but those im-
plementation details are not in the scope of the thesis. 
 
The main concern by far is whether MyData would ultimately become “Big Brother”.  The only 
way to prevent this is to design it for trust as well as to design it so that it would have bene-
fits that outweigh these concerns.   
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8.2 Practical value of the research 
 
The value of this research can be broken down to two parts. The first part is the value of My-
Data service as a principal solution for balancing PDE, which happens through balancing co-
created value with competing rights and risks for all the actors. The second one is an effec-
tive research method developed for this thesis that is applicable for various purposes. 
 
8.2.1 Value of MyData service 
 
MyData service brings value for all the actors in the PDE. 
 
This value for individuals includes, but not limited to understanding and managing their iden-
tity, obtaining visibility into data content and its use, applied analytics and algorithms; ob-
taining control over personal data and exercising ownership; having their voice heard; having 
the possibility to engage in co-design and co-creation of services; getting context sensitive 
personalized services; connecting with other people; getting organized around initiatives; re-
placing social networks; enabling communities of interest; utilizing personal analytics to un-
derstand their own and other people’s behavior; and last but not least, governing MyData. 
 
The value for organizations includes, but not limited to getting to know their current and po-
tential customers; discovering people’s unsatisfied needs and capturing their ideas; engaging 
individuals in continuous feedback and dialog around improvements and innovations; simpli-
fied, unified, compliant ways for handling personal data; alignment with applicable laws; 
risks sharing with MyData; engaging with third parties in providing innovative services; focus-
ing on what matters to people and society. 
 
The value for governments and the public sector includes, but not limited to focusing and 
modernizing related regulations; encouraging innovations; enabling various kinds of academic 
and commercial research; improving public services; and support for law enforcement. 
 
The value for all the actors includes, but not limited to makes information becoming a  
shared asset; maintaining accurate, good quality, timely personal data; enabling shared own-
ership of data (observed and derived); enabling all the actors to manage their identities (uni-
versal identity); providing connectivity and engagement; maintaining relationships; making all 
the actors feel safe and trust each other; simplifying consent handling; and providing plat-
forms for innovations. 
 
Probably the biggest value of the concept is that it offers the vision of human centric PDE 
opening the views for exploring the staggering potential of personal data. It is not a fictive 
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construct, but a verified one to the extend appropriate for the purpose this thesis. This vision 
is intended to attract and mobilize people from all spheres of human activities to turn this 
concept into reality. 
 
8.2.2 Value of the research method 
 
Service Design Thinking process was followed through its first two phases, exploration and 
creation. During the creation phase, the concept of MyData service was being evolved to-
wards a balanced PDE that enables co-created value balanced with competing rights and risks 
for all the actors.  To carry that out, a unique combination of Value Proposition Design and 
Value Networks methods and tools was applied. 
 
What appears as novel, based on the author’s best knowledge, is the application of Value 
Networks in combination with elements of customer profiles and value maps from the Value 
Proposition Design process. The application starts with drawing a personal data flow diagram 
depicting “as-is” situations for selected business use cases, in addition to which jobs, pains 
and gains were mapped to pinpoint major pain areas and to focus the discussion. Then, a “to-
be” diagram is redrawn to include MyData, and mapping is repeated to find out jobs that get 
fulfilled, gains that were achieved, and new pain points and opportunities that eventually 
appeared. Proofing itself as an important visualization tool in support of discussions about 
complex issues, this significantly helps to identify new ideas and solutions. 
 
Furthermore, this study has demonstrated how the search for a 3-way problem-solution fit 
carried out, paving the way to applications of multi-way problem-solution fit. 
 
8.3 Limitations of the research 
 
The literature analysis included the Government as one of three key PDE actors. As an out-
come of the literature analysis, the decision was made to exclude Government from the em-
pirical study to reduce its complexity. Nevertheless, interviews and workshops with Privacy 
Officer touched upon some issues related to Government. One of the example cases discussed 
was about a government authority requesting consumer data without notifying the consumer. 
Government’s pain points and needs uncovered through literature analysis were considered in 
the process of constructing the concept of MyData. Excluding them from the empirical study 
resulted in the inability to verify and improve MyData against those pains and needs. Conse-
quently, use cases related to Government were not developed to become part of the concept. 
 
The limited number of organizations involved in this research, especially the small number of 
start-ups, present another limitation. Even with a limited number of organizations findings 
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were indicative of existing pains and gains MyData would enable. However, the research 
would need to include more organizations so that more generalized conclusions could be 
drawn. 
 
The search for a problem-solution fit is a long process, unlike the empirical study required for 
the thesis which is a time limited activity. It takes more time to search for fit as the complex-
ity of the fit increases. Even with Government excluded, more cycles would have been be 
required to test the last concept of MyData presented as the “final” in the thesis. All pains, 
gains, and jobs from all the actors in consideration need to be addressed in the process and 
value proposition, concepted via use cases of MyData, enriched. A six-way problem-solution 
would require significant time and resources. For example, deletion of personal data requires 
balance between needs and risks from all of the actors. As a result, the claim that the prob-
lem-solution fit is achieved and PDE became balanced, cannot be made. A reasonable claim 
would be that the research has set the path and progressed on the way towards balanced 
PDE. 
 
8.4 Suggestions for future research 
 
Trust is at the heart of MyData. How to design, implement and operate MyData for trust re-
mains still open. A new approach is needed in building a trusted ‘organization’ to deliver and 
evolve MyData service. This is a big design problem in itself. 
 
The foundations of the concept could be strengthened by ensuring further justification from 
human, philosophical, technical, economic, and social perspectives. For example, more study 
is needed around allowing the deletion of personal data. It is also recommendable to explore 
other problems MyData appears to be addressing as well, and to find out opportunities for 
further development of MyData. 
 
The concept should also be validated further by engaging more startups and especially ex-
perts who have already been involved in initiatives that are addressing issues around personal 
data. 
 
The analysis of PDE based on MyData should be continued. This would include studying how 
multi-way problem-solution fit can be effectively obtained. Specifically, search for a six-way 
problem-solution fit would be exercised by involving government. 
 
Value co-creation in MyData based PDE should be further studied in the context of value net-
works. The potential of personal data should be re-assessed and impediments that remain 
identified. 
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New technologies like blockchain should be explored and adopted for implementing various 
elements of MyData including decentralized and transparent governance, identity manage-
ment, distributed data storage and data management, crowdfunding and crowdsourcing of 
MyData. 
 
Creative ideas related to further utilization of MyData should be encouraged. These could, for 
example, include design tools to support innovations, co-design and the improvement of ser-
vices. 
 
And finally, MyData concept is to be opened for the public to attract capable, likeminded 
people, to take if forward towards trusted implementation and operation.  
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9 Postface 
 
One day ahead of press, on 16th March 2018, Facebook informed the public about a data leak 
that has affected tens of millions of users and announced that they were suspending the com-
pany responsible for exploring the leak, Cambridge Analytica, from using their services. The 
New York Times article from 17th March 2018 (Rosenberg 2018) explains how Cambridge Ana-
lytica had collected personal data from 50 million Facebook users and used them to develop 
techniques for steering a big part of the US electorate toward electing the future president 
Trump. The final number of affected users by Facebook data breach has risen to 87 million 
(Romm 2018). 
 
As a result, Facebook’s privacy practices have come under scrutiny. Mark Zuckerberg, founder 
and CEO of Facebook, was called to testify in Congress. Despite Zuckerberg’s apologies and 
promises, law makers were not convinced in the ability of Facebook to fix privacy issues and 
threatened to impose regulation on Facebook and other companies in the industry, reported 
by Romm (2018) from Washington Post. Executives from other tech companies, like Google, 
may be called to testify as well (Harwell 2018). 
 
Momentum is gathering behind #DeleteFacebook movement. One of the most prominent fig-
ures who joined #DeleteFacebook movement was Brian Acton, co-founder of WhatsApp which 
was sold to Facebook in 2014 for $19 billion. Guides how to permanently delete Facebook ac-
count are being published. (Solon 2018.) 
 
 105 
  
References 
 
ABIresearch. 2014. The Internet of Things Will Drive Wireless Connected Devices to 40.9 Bil-
lion in 2020. 20 Aug 2014. London. UK. Accessed 7 Feb 2015. 
https://www.abiresearch.com/press/the-internet-of-things-will-drive-wireless-connect 
 
Acquisti, A., Taylory, C., Wagmanz, L. 2016. The Economic of Privacy. Draft: Conditionally 
Accepted at the Journal of Economic Literature. Accessed 25 Nov 2017. 
https://www.law.berkeley.edu/wp-content/uploads/2015/11/The-Economics-of-Privacy.pdf  
 
Allee, V. 2002. A Value Network Approach for Modeling and Measuring Intangibles. White pa-
per presented at Transparent Enterprise. Madrid, November 2002. 
 
Allen, C. 2016. The Path to Self-Sovereign Identity. Accessed 2 Aug 2017. 
https://www.coindesk.com/path-self-sovereign-identity/ 
 
Allen & Overy. 2017. The EU General Data Protection Regulation. Accessed 25 Nov 2017. 
http://www.allenovery.com/SiteCollectionDocuments/Radical%20changes%20to%20European%
20data%20protection%20legislation.pdf  
 
Amabile, T. M. at al. 1996. Assessing the Work Environment for Creativity,” Academy of Man-
agement Journal 39, no. 5 (October 1996), 1154. 
 
Anand, B. & Shachar, R. 2009. Targeted advertising as a signal. Quantitative Marketing and 
Economics 7 (3), 237-266. 
 
The Boston Consulting Group. 2012. The value of our digital identity. Accessed 3 Aug 2017. 
www.libertyglobal.com/PDF/public-policy/The-Value-of-Our-Digital-Identity.pdf  
 
The Boston Consulting Group. 2012. The Internet Economy in the G-20: The $4.2 Trillion 
Growth Opportunity. Accessed 3 Aug 2017. https://www.bcg.com/documents/file100409.pdf  
 
Benkler, J. & Nissenbaum, H. 2016. Commons-based Peer Production and Virtue. The Journal 
of Political Philosophy: Volume 14, Number 4, 2006, pp. 394–419. 
 
Bettencourt, L. A. 2010. Service innovation: how to go from customer needs to breakthrough 
services, McGraw-Hill, New York. 
 
Blank, S. 2013. Why the Lean Start-Up Changes Everything. Harvard Business Review. May 
2013. Reprint R1305C. Accessed 18 Nov 2017. http://www.vto.at/wp-
content/uploads/2013/10/Why-the-Lean-Startup-Changes-Everything_S.Plank_HBR-
052013.pdf 
 
BlockGeeks. 2017. What is Blockchain Technology? A Step-by-Step Guide for Beginners. Ac-
cessed 16 Oct 2017. https://blockgeeks.com/guides/what-is-blockchain-technology/ 
 
Boehm, F. 2015. A comparison between US and EU data protection legislation for law en-
forcement purposes. Study commissioned by the European Parliament's Policy Department for 
Citizens' Rights and Constitutional Affairs. Accessed 24 Feb 2017. 
https://legalresearchplus.files.wordpress.com/2015/11/ipol_stu2015536459_en.pdf   
 
Brochot, G. at al. 2015. Study on Personal Data Stores, Cambridge University Judge Business 
School. Accessed 9 Sep 2017. 
http://ec.europa.eu/newsroom/dae/document.cfm?doc_id=10496  
 
Brown, T. 2009. Change by Design. How Design Thinking Transforms Organizations and Inspires 
Innovation. Harper Collins Publishers, New York. 
 
 106 
  
Brown, T. & Wyatt, J. 2010. Design Thinking for Social Innovation. Stanford Social Innovation 
Review, vol.8, No. 1, pp.30-35.  
 
Buchanan, R. 1992. Wicked Problems in Design Thinking. Design Issues, Vol. 8, No. 2, 5-21. 
The MIT Press. Accessed 14 Oct 2017. 
http://web.mit.edu/jrankin/www/engin_as_lib_art/Design_thinking.pdf 
 
Cameron, K. 2005. The Laws of Identity. Accessed 10 Jul 2016. 
http://myinstantid.com/laws.pdf.  
 
Cavoukian, A. & Green, S. 2012. Privacy by Design and the Emerging Personal Data Ecosystem. 
Ontario, Canada. Accessed 4 Aug 2017. https://www.ipc.on.ca/wp-
content/uploads/Resources/pbd-pde.pdf   
 
Cavoukian, A. & Reed, D. 2013. Big Privacy: Bridging Big Data and the Personal Data Ecosys-
tem through Privacy by Design. Accessed 25 Nov 2017 
http://www.ontla.on.ca/library/repository/mon/27012/325190.pdf 
 
Chan, D. 2014. The Human Connection in a Digital World. Blog, posted on 25 Feb 2014. Ac-
cessed 3 May 2015. http://www.huffingtonpost.com/danny-chan/the-human-connection-in-a-
digital-world_b_4855478.html 
 
Churchman, C. W. (ed.) 1967. Wicked Problems. Guest Editorial of Management Science, vol. 
4, no. 14, B-141-42. 
 
Cooper, T. & LaSalle, R. 2015. Guarding and growing personal data value. Accenture. Ac-
cessed 1 Aug 2017. https://www.accenture.com/_acnmedia/PDF-4/Accenture-Guarding-and-
Growing-Personal-Data-Value-POV-Low-Res.pdf  
 
Ctrl-shift. 2011. The new personal data landscape. Accessed 10 Feb 2015. 
https://www.ctrl-shift.co.uk/wp-content/uploads/2011/11/The-new-personal-data-
landscape-FINAL.pdf 
 
Ctrl-Shift. 2016. A New Paradigm for Personal Data: Five Shift to Drive Trust and Growth. 
Study commissioned by Facebook. Acessed 18 Nov 2017. https://www.ctrl-
shift.co.uk/insights/2017/10/27/a-new-paradigm-for-personal-data/  
 
Data protection 2016. Accessed 26 Nov 2017. http://www.dataprotection2016.org/ 
 
Dixon, P. 2013. Testimony of Pam Dixon Executive Director, World Privacy Forum Before the 
Senate Committee on Commerce, Science, and Transportation What Information Do Data Bro-
kers Have on Consumers, and How Do They Use It? December 18, 2013. Accessed 17 Jul 2016. 
http://www.worldprivacyforum.org/wp-
content/uploads/2013/12/WPF_PamDixon_CongressionalTestimony_DataBrokers_2013_fs.pdf   
 
Dixon, P. & Gellman, R. 2014. The Scoring of America: How Secret Consumer Scores Threaten 
Your Privacy and Your Future, World Privacy Forum, April 2, 2014. Accessed 17 Jul 2016. 
http://www.worldprivacyforum.org/wp-
content/uploads/2014/04/WPF_Scoring_of_America_April2014_fs.pdf  
 
eMarketer.com. 2015. Even for personalization, France’s web users stick with basic data. Ac-
cessed 3 Aug 2017. http://www.emarketer.com/Article/Even-Personalization-Frances-Web-
Users-Stick-with-Basic-Data/1012872 
 
EU. 1995. Directive 95/46/EC of the European Parliament and of the Council of 24 October 
1995 on the protection of individuals with regard to the processing of personal data and on 
the free movement of such data. Official Journal L 281, 23/11/1995 P. 0031 – 0050. Accessed 
29 Jan 2017. http://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX:31995L0046  
 
 107 
  
Evans, D. 2011. The Internet of Things: How the Next Evolution of the Internet Is Changing 
Everything. White Paper. Cisco 
http://www.cisco.com/web/about/ac79/docs/innov/IoT_IBSG_0411FINAL.pdf , accessed 
2.5.2015 
 
Foer, F. 2017. How Silicon Valley is erasing your individuality, the perils of monopoly. Essay 
adopted from “World Without Mind: The Existential Threat of Big Tech,” The Washington 
Post. Accesses 10 Sep 2017. https://www.washingtonpost.com/outlook/how-silicon-valley-is-
erasing-your-individuality/2017/09/08/a100010a-937c-11e7-aace-
04b862b2b3f3_story.html?utm_term=.b0bc3c59272c 
 
Franceschi-Bicchierai, L. 2014. The 10 Biggest Revelations From Edward Snowden's Leaks. Ac-
cessed 5 Aug 2017. http://mashable.com/2014/06/05/edward-snowden-
revelations/#9fUsCIPA3PqZ  
 
Gartner. 2014. Datatopia – Four Future Scenarios On The Role of Information and Technology 
in Society, Business and Peronal Life, 2030. Accessed 24 Feb 2014. 
http://www.gartner.com/imagesrv/summits/docs/emea/business-
intelligence/Gartner_LastCallforDatatopia.pdf  
 
Gartner. 2014. Press Release. Gartner Says 4.9 Billion Connected "Things" Will Be in Use in 
2015. Analysts to Explore the Disruptive Impact of IoT on Business at the Gartner Symposi-
um/ITxpo 2014, November 9-13 in Barcelona, Spain. Accessed 7 Feb 2015. 
http://www.gartner.com/newsroom/id/2905717 
 
GDPR 2016. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 
April 2016 on the protection of natural persons with regard to the processing of personal data 
and on the free movement of such data, and repealing Directive 95/46/EC (General Data Pro-
tection Regulation) (Text with EEA relevance). Official Journal of the European Union, 
L119/1. Accessed 21 Feb 2017. http://data.europa.eu/eli/reg/2016/679/oj 
 
Gellman, R. 2017. Fair Information Practices: A Basic History. Version 2.18, April 10, 2017. 
Accessed 25 Nov 2016. https://bobgellman.com/rg-docs/rg-FIPshistory.pdf  
 
Glaser, B.G. 1978. Theoretical Sensitivity, The Sociological Press, California, 1978. 
 
Gummesson, E. 2000. Qualitative Methods in Management Research. 2nd rev. ed. Sage Publi-
cations Inc. Thousand Oaks, CA. 
 
Harwell, D. 2018. Facebook is now in the data-privacy spotlight. Could Google be next? Wash-
ington Post’s article, April 11, 2018. Accessed 11 May 2018. 
https://www.washingtonpost.com/news/the-switch/wp/2018/04/11/facebook-is-now-in-the-
data-privacy-spotlight-could-google-be-next/?utm_term=.ee96f4f8ef7d  
 
Hildebrandt, M. at al. (eds.) 2013. Digital Enlightenment Yearbook 2013, The Value of Person-
al Data. IOS Press BV. Amsterdam. Netherlands 
 
Hopkins, B. at al. 2015. Digital Insights Are The New Currency Of Business. White Paper. For-
rester. Accessed 2 May 2015. 
https://www.forrester.com/Digital+Insights+Are+The+New+Currency+Of+Business/fulltext/-
/E-RES119109. Summary available at http://www.computerworlduk.com/blogs/app-dev--
programme-management/digital-insights-are-new-currency-of-business-3609862/ 
 
IDC. 2014. International Data Corporation. The Digital Universe of Opportunities: Rich Data 
and the Increasing Value of the Internet of Things. White Paper April 2014. Accessed 2 Feb 
2015. https://www.emc.com/collateral/analyst-reports/idc-digital-universe-2014.pdf 
 
informationisbeautiful.net. 2017. World's Biggest Data Breaches. Accessed 5 Aug 2017. 
http://www.informationisbeautiful.net/visualizations/worlds-biggest-data-breaches-hacks/ 
 108 
  
 
ISO. 2011. ISO/IEC 24760-1: A framework for identity management - Part 1: Terminology and 
concepts. Accessed 29 April 2018. https://www.iso.org/standard/57914.html  
 
Javelin Strategy & Research. 2014. The 2014 Identity Fraud Survey Report. Accessed 6 Feb 
2015. https://www.javelinstrategy.com/brochure/314 
 
Johnson, C. 2013. Diverging Models of Participatory Governance: A Framework for Comparison 
Department of Political Science. University of Washington. Seattle. Paper prepared for 
presentation at the 2013 Western Political Science Association Meeting. Hollywood, CA. Ac-
cessed 19 Aug 2017. https://wpsa.research.pdx.edu/papers/docs/WPSA13-16_CJohnson.pdf 
 
Johnson, D. W. 2008. Constructive Controversy: The Value of Intellectual Conflict. IACM 21st 
Annual Conference Paper. November 9, 2008. Accessed 26 Apr 2015. 
http://dx.doi.org/10.2139/ssrn.1298645 
 
Jönsson, S. & Lukka, K. 2005. Doing interventionist research in management accounting. 
Gothenburg Research Institute. Report 2005:6. Accessed on 28 Apr 2015. 
https://gupea.ub.gu.se/handle/2077/2987 
 
Kasanen, E., Lukka, K., Siitonen, A. 1993. The constructive approach in management account-
ing research. Journal of Management Accounting Research, 5, 243–264. 
 
Kim, W.C., Mauborgne, R. 2005. Blue Ocean Strategy: How to Create Uncontested Market 
Space and Make the Competition Irrelevant. Boston: Harvard Business School Press. 
 
Kuneva, M. 2009. European Consumer Commissioner Keynote Speech, Roundtable on Online 
Data Collection, Targeting and Profiling. Brussels, 31 March 2009. Accessed 1 Feb 2015. 
http://europa.eu/rapid/press-release_SPEECH-09-156_en.pdf  
 
Lean Enterprise Institute (LEI). 2018. What is lean? Web article. Accessed 29 April 2018. 
https://www.lean.org/WhatsLean/  
 
Lewis, A. 2010. MetaFilter Weblog. 26 August 2010. Accessed 3.8.2017. 
http://www.metafilter.com/95152/Userdriven-discontent#3256046. 
 
Lusch, R. F., Vargo, S. L., 2006. The Service-dominant Logic of Marketing: Dialog, Debate, 
and Directions. New York, M.E.Sharpe, Inc. 
 
Lusch, R. F., Vargo, S. L., Tanniru, M. 2010. Service, value networks and learning. Journal of 
the Academy of Marketing Science, 38(1), 19-31. 
 
MBA@UNC. 2015. The Business of Data Brokers. Accessed 29 Jan 2017. 
https://onlinemba.unc.edu/blog/data-brokers-infographic/    
 
McAfee, A. & Brynjolfsson, E. 2012. Big Data: The Management Revolution. Harvard Business 
Review. October 2012 issue. Accessed 2 Feb 2015. https://hbr.org/2012/10/big-data-the-
management-revolution/ar/2 
 
McDonald, A. M. & Cranor, L. F. 2008. The Cost of Reading Privacy Policies. Published in A 
Journal of Law and Policy for the Information Society. Accessed 5 Aug 2017. 
http://lorrie.cranor.org/pubs/readingPolicyCost-authorDraft.pdf  
 
Meeker, M. 2017. Internet Trends 2017 Report. Kleiner Perkins Caulfield & Byers. Accessed 18 
Nov 2017. https://www.slideshare.net/kleinerperkins/internet-trends-2017-report/5-
KP_INTERNET_TRENDS_2017_PAGE  
 
 109 
  
Meuser, M. & Nagel, U. 2009. The Expert Interview and Changes in Knowledge Production. In 
Bogner, A., Littig, B., & Menz, W. eds. Interviewing Experts. Methodology and Practice. Ba-
singstoke England : Palgrave Macmillan. 17-42. Accessed 24 Jan 2016. ProQuest ebrary. 
 
Microsoft APAC News Center. 2015. Microsoft Research reveals understanding gap in the 
brand-consumer data exchange. Accessed 3 Aug 2017. 
https://news.microsoft.com/apac/2015/06/03/microsoft-research-reveals-understanding-
gap-in-the-brand-consumer-data-exchange/#2D2U6UujDGDXccow.99  
 
Montes, R., Sand-Zantman, W., Valletti T. 2017. The value of personal information in markets 
with endogenous privacy. Working Papers, No TSE-583, Toulouse School of Economics. Ac-
cessed 25 Nov 2017. https://www.tse-
fr.eu/sites/default/files/TSE/documents/doc/wp/2015/wp_tse_583.pdf  
 
Mueller, R. & Thoring, K. 2012. Design Thinking vs. Lean Startup: A comparison of two user-
driven innovation strategies. Conference paper. 2012 International Design Management Re-
search Conference, August 2012, Boston, MA, USA. Accessed 18 Nov 2017. 
https://www.researchgate.net/publication/234066097_DESIGN_THINKING_VS_LEAN_STARTUP
_A_COMPARISON_OF_TWO_USER-DRIVEN_INNOVATION_STRATEGIES 
 
Mun, M. at al. 2010. Personal Data Vaults: A Locus of Control for Personal Data Streams. ACM 
CoNEXT 2010, November 30 – December 3 2010. Philadelphia, USA. Accessed 9 Sep 2017. 
http://conferences.sigcomm.org/co-next/2010/CoNEXT_papers/17-Mun.pdf 
 
Nielsen, J. S. 2004. The myth of leadership: Creating leaderless organizations. Nicholas 
Brealey Publishing. Boston, MA. 
 
NSTIC 2011. National Strategy for Trusted Identities in Cyberspace. Enhancing Online Choice, 
Efficiency, Security, and Privacy. April 2011. The White House, Washington. Accessed 
21.4.2018. https://www.hsdl.org/?view&did=7010  
 
OECD. 2013. OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal 
Data, updated 2013. Accessed 15 Jan 2017. 
http://www.oecd.org/internet/ieconomy/oecdguidelinesontheprotectionofprivacyandtransbo
rderflowsofpersonaldata.htm  
 
Osterwalder, A. at al. 2014. Value Proposition Design. John Wiley & Sons, Inc., Hoboken, New 
Jersey, US. 
 
Pasquale, F. The Dark Market for Personal Data. N.Y. Times, October 16, 2014. Accessed 10 
Jul 2016. http://www.nytimes.com/2014/10/17/opinion/the-dark-market-for-personal-
data.html?_r=0 
 
Personal Data Ecosystem Consortium (PDEC) home page. Accessed 1 Aug 2017. http://pde.cc/   
 
Perret, E. 2016. Here’s How Many Digital Photos Will Be Taken in 2017. Tech Today. Accessed 
2 Aug 2017. http://mylio.com/true-stories/tech-today/how-many-digital-photos-will-be-
taken-2017-repost  
 
Poikola, A., Kuikkaniemi, K., Honko, H. 2014. MyData - A Nordic Model for human-centered 
personal data management and processing. Whitepaper. Ministry of Transport and Communi-
cations. Finland. Accessed 5 Nov 2017. 
https://www.lvm.fi/documents/20181/859937/MyData-nordic-model/  
 
Portio Research. 2014. Worldwide A2P SMS Markets 2014-2017. Accessed 2 Aug 2017. 
http://www.xconnect.net/wp-content/uploads/worldwide-sms-markets-portio-strikeiron.pdf 
 
Pariser, Eli. 2011. The Filter Bubble: What the Internet Is Hiding from You. London: Vi-
king/Penguin Press.  
 110 
  
 
Proffitt, B. 2013. How Big The Internet Of Things Could Become. Article in Readwrite. Sep 30, 
2013. Accessed 7 Feb 2015. http://readwrite.com/2013/09/30/how-big-the-internet-of-
things-could-become/#feed=%2Finfrastructure&awesm=~oj3jHsZI8rJE6c  
 
Radicati Group. 2017. Email Statistics Report, 2017-2021. Accessed 2 Aug 2017. 
http://www.radicati.com/wp/wp-content/uploads/2017/01/Email-Statistics-Report-2017-
2021-Executive-Summary.pdf 
 
Rampen, W. 2009. My personal definition of Business with Customer Value Co-creation. Blog 
post. Accessed 6 Jan 2014. http://wimrampen.com/2009/08/07/my-personal-definition-of-
business-with-customer-value-co-creation/ 
 
Rashid, F. Y. 2011. Epsilon Data Breach to Cost Billions in Worst-Case Scenario. Web post. Ac-
cessed 8 Apr 2018. http://www.eweek.com/security/epsilon-data-breach-to-cost-billions-in-
worst-case-scenario  
 
Rautiainen, A., Mättö, T., Sippola, K. 2014. Perspectives on relevance and the relevance test 
in constructive research approach. Available at Manchester Business School.  Accesed 26 Apr 
2015 https://research.mbs.ac.uk/accounting-   fi-
nance/Portals/0/docs/Perspectives%20on%20relevance%20and%20the%20relevance%20test.pdf 
 
Reding, V. 2012. The EU Data Protection Reform 2012: Making Europe the Standard Setter for 
Modern Data Protection Rules in the Digital Age. Speech at the Innovation Conference Digital, 
Life, Design, Munich, Germany, 22 January 2012. Accessed 28 Oct 2017. 
http://europa.eu/rapid/press-release_SPEECH-12-26_en.pdf 
 
Rittel, H. W. J., Webber, M. M. 1973. Dilemmas in a General Theory of Planning. Policy Sci-
ences. 4: 155–169. Accessed 14 Oct 2017 
https://web.archive.org/web/20070930021510/http:/www.uctc.net/mwebber/Rittel+Webbe
r+Dilemmas+General_Theory_of_Planning.pdf 
 
Romm, T. 2018. Facebook’s Zuckerberg just survived 10 hours of questioning by Congress, 
Washington Post’s article, April 11 2018, Accessed 11 May 2018. 
https://www.washingtonpost.com/news/the-switch/wp/2018/04/11/zuckerberg-facebook-
hearing-congress-house-testimony/?utm_term=.9d0579f7366a  
 
Rosenberg, M. at all. 2018. How Trump Consultants Exploited the Facebook Data of Millions, 
The New York Times article. March 17, 2018. Accessed 11 May 2018. 
https://www.nytimes.com/2018/03/17/us/politics/cambridge-analytica-trump-
campaign.html  
 
Rubin, H. & Rubin, I. 2012. Qualitative Interviewing. The Art of Hearing Data. 3rd ed. Sage 
Publications, Inc. 
 
Singer, N. 2012. Mapping, and Sharing, the Consumer Genome. The New York Times article. 
June 16, 2012. Accessed 25 May 2015. 
http://www.nytimes.com/2012/06/17/technology/acxiom-the-quiet-giant-of-consumer-
database-marketing.html 
 
Singer, N. & Chen, B. X. 2015. Verizon’s Mobile ‘Supercookies’ Seen as Threat to Privacy, ar-
ticle in The New York Times, Jan 25, 2015. Accessed 28 Oct 2017. 
http://www.nytimes.com/2015/01/26/technology/verizons-mobile-supercookies-seen-as-
threat-to-privacy.html?mwrsm=Email&_r=0  
 
Solon, O. 2018. WhatsApp co-founder joins call to #DeleteFacebook as fallout intensifies. The 
Guardian’s article, 21 March 2018. Accessed 11 May 2018. 
https://www.theguardian.com/technology/2018/mar/20/facebook-cambridge-analytica-
whatsapp-delete  
 111 
  
 
Speier, J. 2011. Do Not Track Me Online Act. February 11, 2011. Accessed 21.4.2018. 
http://www.gpo.gov/fdsys/pkg/BILLS-112hr654ih/pdf/BILLS-112hr654ih.pdf  
 
Statista. 2017. Number of mobile phone users worldwide from 2013 to 2019. Accessed 2 Aug 
2017. https://www.statista.com/statistics/274774/forecast-of-mobile-phone-users-
worldwide/  
 
Stickdorn, M. & Schneider, J. eds. 2011. This is Service Design Thinking: Basics, Tools, Cases. 
Amsterdam, BIS Publishers. Accessed 29 April 2018. https://ec-lcc-
nnu.wikispaces.com/file/view/Service+Design+Thinking+Book.pdf  
 
Stiennon, R. 2013. Categorizing Data Breach Severity with a Breach Level Index. Whitepaper. 
Accessed 8 Apr 2018. http://breachlevelindex.com/pdf/Breach-Level-Index-WP.pdf  
 
Stone, B. 2010. Ads posted on Facebook strike some as off-key. The New York Times. Ac-
cessed 25 Nov 2017. http://www.nytimes.com/2010/03/04/technology/04facebook.html  
 
Toivonen, M. & Ylen, P. 2013. Accelerating innovation with service 
dominant logic. In Highlights in Service Research 2013. VTT publication, Accessed 6.1.2014 
http://www.vtt.fi/inf/pdf/researchhighlights/2013/R6.pdf  
 
Tschimmel, K. 2012. Design Thinking as an effective Toolkit for Innovation. In: Proceedings of 
the XXIII ISPIM Conference: Action for Innovation: Innovating from Experience. Barcelona. 
 
Ulwick, A. W. 2013. Whitepaper: What is Outcome-Driven. Innovation® (ODI)? Strategyn. Ac-
cessed 29 April 2018. 
http://www.strategyn.at/sites/default/files/uploads/Strategyn_what_is_Outcome_Driven_In
novation.pdf  
 
Vargo, S. L. 2013. A Service-Dominant Logic Reorientation to (Service) Innovation. From Sem-
inar on Service Innovation. Oslo. Norway. Accessed 6 Jan 2014. 
http://www.sdlogic.net/uploads/2/7/3/5/2735531/oslo_innovation_seminar.short.pdf  
 
Vargo, S. L. 2013. Service-dominant logic reframes (service) innovation. In Highlights in Ser-
vice Research 2013. VTT publication, Accessed 6 Jan 2014. 
http://www.vtt.fi/inf/pdf/researchhighlights/2013/R6.pdf 
 
Weigand, H. 2009. Value Encounters - Modeling and analyzing co-creation of value. No. urn: 
nbn: nl: ui: 12-3583458. Tilburg University. 
 
The White House. 2012. Consumer Data Privacy in Networked World: A Framework for Pro-
tecting Privacy and Promoting Innovation in the Global Digital Economy. Accessed 17 Oct 
2017. https://obamawhitehouse.archives.gov/sites/default/files/privacy-final.pdf 
 
The White House. 2014. Big Data: Sizing Opportunities, Preserving Values. Executive Office of 
the President. Report May 2014, Accessed 21 Oct 2017. 
https://obamawhitehouse.archives.gov/sites/default/files/docs/big_data_privacy_report_ma
y_1_2014.pdf 
 
Womack, J. P. & Jones, D. T. 1996. Lean Thinking. New York: Simon & Schuster, 1996. 
 
World Economic Forum in collaboration with The Brain & Company. 2011. Personal Data: The 
Emergence of a New Asset Class. Accessed 24 Jan 2015. 
http://www.weforum.org/reports/personal-data-emergence-new-asset-class 
http://www3.weforum.org/docs/WEF_ITTC_PersonalDataNewAsset_Report_2011.pdf  
 
World Economic Forum in collaboration with The Boston Consulting Group. 2012. Rethinking 
Personal Data: Strengthening Trust. Accessed 24 Jan 2015. 
 112 
  
http://www.cil.cnrs.fr/CIL/IMG/pdf/WEF_IT_RethinkingPersonalData_Report_2012.pdf  
 
The World Economic Forum. 2014. Rethinking Personal Data: A New Lens for 
Strengthening Trust. Accessed 18 Oct 2017.   
http://www3.weforum.org/docs/WEF_RethinkingPersonalData_ANewLens_Report_2014.pdf 
 
 
  
 
 113 
  
Figures 
 
Figure 1: Structure of the report...................................................................... 12 
Figure 2: Sources for pre-understanding. (Source: Adopted Gummesson 2000, 67) ......... 14 
Figure 3: Sources for understanding. (Source: Adopted Gummesson 2000, 71) .............. 14 
Figure 4: The Hermeneutic spiral. (Source: Adopted Gummesson 2000, 71) ................. 15 
Figure 5: The Four Future Scenarios (Source: Gartner 2014a, 6) ............................... 18 
Figure 6: Preliminary version of the concept ....................................................... 20 
Figure 7: Types of personal data. (Source: Adopted WEF 2012, 18-19) ........................ 28 
Figure 8: Blockchain explained. (Source: BlockGeeks 2017) ..................................... 49 
Figure 9: IDEO’s 3 I Design Thinking model. (Source: Tschimmel 2012, 6) .................... 54 
Figure 10: Phases of HCD. (Source adopted http://www.hcdconnect.org/toolkit/en, accessed 
18 Apr 2014) .............................................................................................. 54 
Figure 11: The Design Thinking Model of the Hasso-Plattner-Institute. (Source: https://hpi-
academy.de/en/design-thinking/what-is-design-thinking.html, accessed 18 Nov 2017) ... 55 
Figure 12: The Design Thinking Model of the d.school at Stanford. (Source: https://dschool-
old.stanford.edu/sandbox/groups/designresources/wiki/36873/attachments/74b3d/ModeGuid
eBOOTCAMP2010L.pdf, accessed 18 Nov 2017) ..................................................... 56 
Figure 13: Double Diamond Design Process Model. (Source: 
http://www.designcouncil.org.uk/news-opinion/design-process-what-double-diamond, 
accessed 18 Nov 2017) .................................................................................. 56 
Figure 14: Service Design Thinking Process. (Source: Stickdorn & Schneider 2011, 115) ... 57 
Figure 15: Summary of selected Design Thinking processes ...................................... 58 
Figure 16: Process of development of MyData service concept ................................. 60 
Figure 17: Research process ........................................................................... 61 
Figure 18: Value Proposition Canvas. (Source: Osterwalder 2014, 61) ......................... 63 
Figure 19: Business Model Canvas. (Source: Osterwalder 2014, XVII) .......................... 63 
Figure 20: Three-way problem-solution fit .......................................................... 65 
Figure 21: Six-way problem-solution fit. MyData, Individual and Organization are in the scope.
 .............................................................................................................. 66 
Figure 22: Build, Measure, Learn cycle in solution push case. (Source: Adopted Osterwalder 
2014, 94) .................................................................................................. 66 
Figure 23: Flow of data in current PDE around targeted advertising and data aggregation. 
(Source: WEF 2012, 32) ................................................................................. 67 
Figure 24: Data analysis and concept iteration process........................................... 73 
Figure 25: Example of data flow diagram ........................................................... 75 
Figure 26: Building blocks of the concept of MyData service .................................... 81 
Figure 27: MyData service concept overview ....................................................... 83 
Figure 28: MyData Concept – Use Cases for Organizations........................................ 87 
Figure 29: MyData Concept – Use Cases for Individuals ........................................... 88 
Figure 30 MyData Service Blueprint for selected use cases for individuals .................... 89 
Figure 31 MyData Nordic model, source: (Poikola 2014) .......................................... 93 
Figure 32 MyData Nordic model – interpretation of the model .................................. 94 
Figure 33 Strategy canvas – comparison of the models. .......................................... 96 
Figure 34: MyData concept evolution ................................................................ 99 
 
 
 114 
  
Tables 
 
Table 1: Expert interview / workshop structure ................................................... 71 
Table 2: Statistics regarding conducted interviews and workshops ............................ 71 
Table 3: Information about conducted interviews ................................................. 72 
Table 4 Information about conducted workshops .................................................. 72 
Table 5 Factors of competition for model comparison. ........................................... 96 
 
 
 115 
  
Appendices  
 
Appendix 1. Examples of customer profiles and value map 
 
 
 
 
 
 
 
Appendix 2. Examples of data flow diagrams in MyData based PDE 
 
Pairs of diagrams were manually co-created during workshops, first one always depicting cur-
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