We present a self-consistent study of cool supergiants (CSGs) belonging to the Magellanic clouds. We calculated stellar atmospheric parameters using LTE KURUCZ and MARCS atmospheric models for more than 400 individual targets by fitting a careful selection of weak metallic lines. We explore the existence of a T eff scale and its implications in two different metallicity environments (each Magellanic cloud). Critical and in-depth tests have been performed to assess the reliability of our stellar parameters (i.e. internal error budget, NLTE systematics). In addition, several Montercarlo tests have been carried out to infer the significance of the T eff scale found. Our findings point towards a unique T eff scale that seems to be independent of the environment.
INTRODUCTION
Red supergiants (RSGs) are moderately high-mass stars (between ∼ 10 and 40 M ) that have evolved to the cool side of the Hertzsprung-Russell diagram. The RSG phase represents the last (or at least one of the latest) step in their evolution. It covers only a small fraction of their lifespan, being a powerful constraint to test evolutionary tracks (see Ekström et al. 2013) . Moreover, RSGs are the main progenitors of core-collapse supernovae (mostly Type IIp, but probably also other subtypes). For these reasons, the physical characterisation of these stars is fundamental in the understanding of their evolution. In this work we focus on the effective temperature (T eff ) of RSGs, which is an open question topic still today.
The temperature scale is the relation between the spectral type (SpT), which is a morphological classification, and T eff . Classically, SpT classification of RSGs has been considered mostly related to the T eff , as in other types of stars. However, a new interpretation of SpT has recently been proposed by Davies et al. (2013) , and in this work, we revisit the T eff scale to test the new scenario with a statistically significant sample of RSGs. This scale is important even today, because it is easier to obtain a SpT classification than a temperature in many cases: SpT can be derived from mid to low resolution spectra and it does not require a S/N as high as a E-mail: htabernero@ua.es T eff calculation. Moreover, not all groups have access to the resources necessary to derive precise temperatures. Although the SpT cannot supersede an T eff calculation, knowing the relation between SpT and T eff can be useful for many groups for the interpretation of their observations, especially in the case of large samples of RSGs.
Observational studies done in the last decades of the 20 th century (e.g. Lee 1970; Humphreys & McElroy 1984) presented relatively cool T eff scales for RSGs, spanning from 4 300 K at K0 to 2 800 K at M5. Two decades later, Massey & Olsen (2003) derived a slightly different scale (with lower temperatures for K subtypes and higher ones for M subtypes). However, as they discussed, the T eff scale they obtained is too cool when compared to contemporary evolutionary tracks (Meynet & Maeder 2000) . A few years later, Levesque et al. (2005) revisited this topic. They employed synthetic spectra, generated using MARCS atmospheric models, against spectrophotometric observations of RSGs from the Milky Way (MW), covering the range from 4 000 to 9 500Å. Their T eff scale for MW RSGs, based on the overall shape of the flux-calibrated spectra and the depth of TiO bands, resulted in a better agreement with Meynet & Maeder (2000) , since they derived warmer temperatures. Their temperature scale was also flatter than those in previous works, spanning from 4 100 K at K1 to 3 450 K at M5. Levesque et al. (2006) also studied the RSGs from both the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC). They used the same method as for the MW (Levesque et al. 2005 ) to obtain a T eff scale for each Magellanic Cloud (MC). Although their T eff 's were closer to those present in evolutionary tracks than those of previous works on these galaxies (Massey & Olsen 2003) , they still presented some disagreement, especially for the SMC. RSGs in both galaxies span a similar T eff range: they range from ∼ 4 200 K at K1 to 3 475 K at M2 for the SMC, while for the LMC the range was from ∼ 4 300 K at K1 to 3 450 K at M4. Despite their similar values, typical temperatures of RSGs in each galaxy are substantially different, because each population has a different typical SpT. Humphreys (1979) had already found that the average SpT of a given population of RSGs has some dependence on its average metallicity, with later spectral types being found in higher metallicity environments. This effect has been widely confirmed within different galaxies (Elias et al. 1985; Massey & Olsen 2003; Levesque & Massey 2012; Dorda et al. 2016a) , and also along the galactic plane of a given galaxy (M33; Drout et al. 2012) . In consequence, the results of Levesque et al. (2006) indicate that RSGs from the SMC have a typical T eff of ∼ 3 920 K, while it is ∼ 3 705 K in the case of the LMC.
Against these results, recently Davies et al. (2013) discussed the limitations of the methodology used by Levesque et al. (2005 Levesque et al. ( , 2006 . They analysed a small spectrophotometric sample of stars from both MCs, obtaining their T eff 's by using different methods. Firstly, they employed the same procedure as Levesque et al. (2006) , by performing a global fit of their spectra to synthetic spectra generated using MARCS stellar atmospheric models. Since TiO bands dominate the appearance of RSG spectra in the optical region, they presented this method as a TiO scale. They also derived T eff 's by fitting the optical and infrared (IR) spectral energy distribution (SED). Finally, they used the flux integration method (FIM) as a constraint for the two other methods. They found that the T eff 's obtained by fitting MARCS-based synthetic spectra are significantly cooler than those obtained through the SED. They argued that the SED T eff 's seem rather more reliable because of three strong arguments: i) MARCS T eff 's were significantly cooler than those obtained through the FIM at the lowest interstellar reddening; ii) although the T eff 's obtained through MARCS synthetic fitting reproduce well the TiO bands in the optical range, they overpredict the IR flux; and iii) they found no correlation between the reddening obtained through the TiO method and the diffuse interstellar bands measured. Moreover, their SED T eff 's agree with Geneva evolutionary tracks. They argued that the discrepancies found between TiO T eff 's and those from the other two methods are due to the behaviour of the TiO bands. The SpT sequence of late-types stars is classically defined by these bands. Thus, their strength had always been interpreted as a measurement of T eff . Davies et al. (2013) concluded that an analisys based on TiO bands does not allow a correct derivation of T eff , because these bands do not only respond to temperature, but are also affected by 3D effects and luminosity. The T eff 's derived by Davies et al. (2013) through their preferred SED method span a surprisingly narrow range (4 150 ± 150 K), regardless of the parental galaxy. From this, they suggested that the typical T eff of RSGs of any given population does not depend on the metal content. They also suggested, contrary to the classical interpretation, that the SpT of RSGs is only dependent on their evolutionary state. Thus, they imply that all RSGs have roughly the same T eff , regardless of their SpT.
Since Davies et al. (2013) published their results, many other works have studied small samples of RSGs in different environments following the method originally proposed by Davies et al. (2010) : atmospheric parameters are derived from the fit of a few atomic features in the J-band, where RSGs do not present strong molecular absorptions. This method has the advantage that it only uses photospheric features instead of molecular bands that are produced higher in the atmosphere. Therefore, their results are not affected by strong molecular absorptions. All these works found similar T eff ranges for their samples, regardless of the typical metallicity of the parental environment: from 3 800 K to 4 100 K for the sample from Perseus OB1, in the Milky Way (Gazak et al. 2014) ; from 3 790 K to 4 000 K for NGC 6882 ; from 3 760 K to 4 030 K for NGC 2100, in the LMC (Patrick et al. 2016) ; and from 3 800 K to 4 200 K in the re-analysis of the Magellanic sample presented in Davies et al. (2013) with this method, which does not find any difference between the samples from the two galaxies . Finally, Gazak et al. (2015) studied RSGs from the spiral galaxy NGC 300 at multiple radial distances, and did not find any trend between metallicity (which covers 0.6 dex) and typical T eff . All these works agree with the conclusion of Davies et al. (2013) , because of the similarity of the T eff ranges found.
Last year, we presented our analysis of two very large samples of cool supergiants (CSGs), one from the LMC and the other from the SMC (Dorda et al. 2016a ). In total, our sample had more than 500 CSGs, including classical RSGs (with K and M types) but also G supergiants, which we concluded are a significant part of the same population of evolved high-mass stars as RSGs in the SMC. Our main objective was to test the hypothesis of Davies et al. (2013) about the lack of dependence between SpT and T eff , and the relation of SpT with stellar luminosity and evolutionary stage (usually related to mass loss). For that work, we applied the recommendations of Davies et al. (2013) about the necessity of using atomic features from the photosphere for the spectral analysis instead of TiO bands. Therefore we used a long list of well-known atomic lines in the range of the infrared Calcium Triplet (CaT), from 8 400Å to 8 900Å. However, we did not derive stellar parameters directly from these lines. Instead, we studied their global behaviour, by comparing it with the theoretical dependence of line strengths on T eff , luminosity, and metallicity. Our results provide indirect proof, although with high statistical significance, that there is a T eff scale in CSGs; in other words, that SpT depends mainly on T eff . However, we also found a secondary but clear dependence on luminosity (bolometric magnitude), which confirms for a significantly large sample a long suspected effect: more luminous CSGs typically tend to present later SpTs.
In this work we go a step further than previous works. We calculate T eff and [M/H] for most of the RSGs in the sample of Dorda et al. (2016a) , which is much larger than any other sample previously used for this purpose. For this, we performed a careful empirical selection of atomic features. Our main objective is to prove if a connection between T eff and SpTs exists. We take advantage of the statistically significant size of our sample. In addition, we want to study the relation between the different stellar parameters in the CSG populations of both MCs. Finally, we will compare our results with theoretical evolutionary tracks of massive stars.
The sample that we employ in the present work is described in Sect. 2. Detailed explanations of the derivation of stellar parameters are given in Sect. 3. In Sect. 4 we discuss our results and compare them to those obtained in previous works, as well as to evolutionary tracks. Finally in Sect. 5, we summarize our conclusions about the existence of an T eff scale for the CSGs studied in the present manuscript.
THE SAMPLE
The sample of CSGs analysed in this work has already been published in González-Fernández et al. (2015, Paper I) , Dorda et al. (2016a, Paper II) and Dorda et al. (2016b, Paper III) . In Paper I we presented and discussed the selection of targets, the observations and our classification using optical spectra. In Paper II, we analysed the sample of CSGs. We studied the empirical behaviour of atomic features present in the infrared Calcium Triplet (CaT) spectral region against SpT, luminosity, and mass loss. We also discussed the spectral variability of stars in our sample, their SpT distributions, and the implications of our results for the current understanding of CSGs. In Paper III, we employed these spectral features mentioned above to implement an automated method to identify CSGs through their spectra.
The observations are explained in detail in Paper I. Thus, here we will only summarize them. We used the fiberfed dual-beam AAOmega spectrograph on the 3.9 m AngloAustralian Telescope on four separate runs between 2010 and 2103. Thanks to the dual-beam, all the targets were observed simultaneously in the optical and the CaT spectral ranges. The grating used for the infrared range was 1700D, which provides a 500Å wide range, centred on 8 600Å in 2010 and on 8 700Å for all other epochs. This grating has a nominal resolving power (λ/δλ) of 10 000 at the wavelengths considered. The gratings for the optical range have no bearing on the present work; their details are provided in table 1 of Paper I.
Spectra in the optical range were used to infer the SpT and luminosity class (LC) for all the targets observed (see Paper I, for details). We used classical criteria based on atomic line ratios and TiO band depths, when present in the spectra. We also used radial velocities (RV) alongside our LC classification to confirm their membership to the MCs (see figs. 5 and 6 from Paper I). Some targets were observed at least twice within the same epoch. If so, final SpT and LC classifications for each target at each epoch were calculated using a S/N-weighted average.
Since the optical range is crowded with molecular features (mainly from TiO), the characterization of the spectra of these stars becomes difficult, due to effects like the lack of a visible continuum. We decided to tackle the problem in two fronts. Firstly, we restricted the spectral range to the CaT spectral region that is much less affected by TiO bands than the blue or red regions and contains a large number of well-resolved weak atomic lines. Secondly, we imposed a cut based on our previously derived SpTs. In the CaT range, molecular bands are not noticeable for types earlier than M1. Moreover, atomic lines become significantly eroded by these absorption bands on the continuum only for types later than M3 (see sect. 2.2 and fig. 1 in Paper I). Therefore, here we only use stars with SpT M3 or earlier. This limitation excludes only 8.3% of the CSGs (most of them from the LMC). The statistical significance of the sample is not compromised. While most previous works on this topic centre their efforts on K and M supergiants, denominated as RSGs (See Sect. 1), we also include the G supergiants in the sample analysed in this paper, since in Paper II we demonstrated that these yellow supergiants (YSGs) are part of the same population as RSGs in the SMC. Thus, we refer to the stars in our sample as CSGs, which includes G, K and M types. In addition, we truncated the sample by leaving out every spectrum with an average S/N lower than 30, in order to obtain a minimum quality for our derived stellar atmospheric parameters. In Section 3.3 we discuss further the effect of low S/N on the parameter uncertainties.
The bolometric magnitudes of our targets were calculated through the bolometric correction of Bessell & Wood (1984) , which is derived from the (J − K) color index. We used the 2MASS photometry (Skrutskie et al. 2006 ) for this calculation, previously transforming it to the AAO system used by Bessell & Wood (1984) . We have assumed that the effect of the reddening on this calibration is negligible (see section 2.2 of Paper II, for more details). The absolute bolometric magnitudes were calculated using the following distance modulus to the MCs: µ = 18.48 ± 0.05 mag for the LMC (Walker 2012 ) and µ = 18.99 ± 0.07 mag for the SMC (Graczyk et al. 2014 ).
SPECTROSCOPIC ANALYSIS
All spectra were normalized using the continuum task within IRAF 1 . Later, we shifted the spectra into the restframe using the radial velocities already calculated in Paper I, through the IRAF dopcor task.
Stellar Parameters
Stellar atmospheric parameters and abundances were computed using a previously generated grid of synthetic spectra (see Sect. 3.2 and Table A2 ). We employed a modified version of the automated code StePar (see Tabernero et al. 2012) . The new version relies upon spectral synthesis instead of equivalent widths (EWs). We also replaced the original optimization method (based on a downhill simplex algorithm) with a Metropolis-Hastings algorithm using Markov chains (Metropolis et al. 1953) . Our method generates a Markov-Chain of 20 000 points starting from an arbitrary point. To be able to evaluate any point within the stellar parameter space, we employed a bilinear interpolation scheme. As objective function we used a χ-squared in order to fit any previously selected spectral features.
The present version of StePar allows the simultaneous derivation of any set of stellar atmospheric parameters.
In this case we restricted them to only two variables, T eff and metallicity ([M/H]). Surface gravity (log g) was kept fixed to 0.0 dex, microturbulence (ξ) was also kept constant at 3 km s −1 , according to the approximation discussed by García-Hernández et al. (2007) . Our analysis revolves around a few atomic features in the spectral range around the CaT, from 8 400 to 8 900Å. We employed some empirically selected lines of Mg, Si, Ti, and Fe (see Section 3.2). We also convolved our grid of synthetic spectra with a gaussian kernel (FWHM ≈ 30 km s −1 ) to account for the instrumental broadening.
Synthetic spectra
The synthetic spectra were generated using two sets of one-dimensional LTE atmospheric models, namely: ATLAS-APOGEE (KURUCZ) plane-parallel models (Mészáros et al. 2012) , and MARCS spherical models with 15 M (Gustafsson et al. 2008) . The radiative transfer code employed was spectrum (Gray & Corbally 1994) . Also, we employed the abundances of Asplund et al. (2005) as Solar reference (namely, Z = 0.0122). Although MARCS atmospheric models are spherical, spectrum treats them as if they were planeparallel. This can lead to a small inconsistency in the synthetic spectrum calculations. However, the study by Heiter & Eriksson (2006) concluded that any difference introduced by the spherical models in a plane-parallel transport scheme is not significant. As line list, we employed a selection from the VALD database (Piskunov et al. 1995; Kupka et al. 2000; Ryabchikova et al. 2015) , taking into account all the relevant atomic and molecular features (dominated by TiO and CN) that can appear in CSGs with SpT M3 or earlier. Atomic data for the most prominent atomic features and synthesis ranges employed can be found in Table A1 . In addition, as Van der Waals damping prescription we employed the Anstee, Barklem, and O'Mara theory (ABO), when available in VALD (see Barklem et al. 2000) . The grid of synthetic spectra was generated for a single log g = 0 dex. Effective temperature T eff ranges from 3 500 K to 6 000 K with a step of 250 K for the spectra generated using KURUCZ atmospheric models, whereas, for MARCS synthetic models, T eff varies from 3 300 K to 4 500 K; the step is 250 K above 4 000 K and 100 K otherwise. The microturbulence (ξ) was fixed to 3 km s −1 , see Sect. 3.1. Finally, the metalicity ranges from [M/H]= −1.5dex to [M/H]= 1.0dex in 0.25dex steps for KURUCZ models, whereas MARCS models cover only from [M/H]= −1.0 dex to [M/H]= 0.5 dex, in 0.25 dex increments.
Final results and error budget
Uncertainties on the stellar parameters are derived from the statistics of the Markov Chain. Firstly, we chose only the second half of the chain. Secondly, we divided the chain into sequences of five points, and we took only the first point of each sequence. Then we generated histograms with those points using either T eff or [M/H]. Errors and mean values were obtained by fitting a gaussian to each histogram. Points were combined into intervals according to the rule described in Freedman & Diaconis (1981) . Typical errors are shown in Table 1 . In addition, we show our best-fits synthetic models for seven high S/N spectra in Fig. A1 . In general terms, our internal uncertainties are dominated by two main sources. The first contribution comes from the assumptions intrinsic to any stellar parameter determination (atmospheric models, lines, and broadening, to name a few). The second one is, roughly speaking, data quality. The latter is dominated by S/N (see Table 1 ), which can make uncertainties escalate to higher values as S/N decreases. However, if S/N is high enough, any calculation is driven by the methodology employed to derive stellar parameters (Recio-Blanco et al. 2006 ). In Fig. 1 , we plot uncertainties on T eff and [M/H] as a function of S/N, for all the spectra analysed. We assumed that our uncertainties behave as αe β S/N . Using least squares, we can calculate α, which corresponds to the minimum uncertainty. We obtain 49 K and 0.04 dex as lower limits to this method (assuming that S/N tends towards ∞).
In addition, our internal errors can tell us if a result is well defined or not. This is specially important for points close to the grid limits. We imposed the condition that a point is good only if its 1-σ levels fall within the limits of our grids. This removes spurious results close to the grid edges, which can lead to low-precision stellar atmospheric parameters.
Another important point is how to combine calculations coming from two different atmospheric model grids. We do not find a significant systematic offset between KURUCZ and MARCS models above 4 000 K. However, as we clearly show in Fig. 2 , an offset is noticeable for T eff below 4 000 K. This offset must be taken with care, since at low T eff , the differences raise linearly and up to 100 K. This shows an important issue regarding on how stellar atmospheric models were calculated. MARCS atmospheric models for 15M were computed using spherical geometry. In spite of that fact, if we were to average those differences they will be at most 50K in the worst case scenario 2 . Therefore, our internal uncertainties are compatible with that systematic effect. Global differences show a small average value of 8 ± 22 K. Thus, our final results are an average of KURUCZ and MARCS calculations, whenever both grids produce a well defined set of stellar atmospheric parameters for a given individual spectrum. There are stars in our sample with more than one spectrum taken in the same epoch (i.e. within two nights of each other). We calculated the parameters separately for each spectrum available. Then, we combined the results for spectra of the same star in the same epoch, calculating their average T eff and [M/H] weighted by the S/N of the spectra. 2 We are in no position to state which atmospheric models are better. Of course, it can be argued that MARCS models are spherical; KURUCZ models, however, cover a wider atmospheric extension. Each approximation has its own assumptions, and unfortunately we have to deal with them in a reasonable manner. The histograms of the results are shown in Fig. 3 . We did not combine spectra from different epochs of the same star in these figures because a large number of CSGs present spectral variability (see Paper II, for details). We also obtained the internal uncertainties for both temperature and metallicity. For this we used all the spectra of stars which do not show spectral variability. In the case of variable targets, as the variations typically have periods of hundreds of days, we compared spectra only inside each epoch. We obtained an internal dispersion of 25 K for T eff , and 0.06 dex for [M/H] . These values are well below our internal uncertainties, thus proving that our method is stable when deriving stellar parameters of the same object in different epochs as long as it is not variable in SpT. We discuss the effects caused by SpT variability in detail in Sect. 4.1.3.
In order to evaluate the effect of fixing the value of microturbulence, we calculated two other sets of stellar parameters by varying microturbulence by ± 0.5 km s −1 (see Figs. A2 and A3) . Metallicities only vary by a factor of approximately ∓ 0.2 dex for the MARCS grid and ∓ 0.18 dex for the KURUCZ grid. However, the effective temperature was stretched by a small percentage: ∓ 15 % for MARCS, and ∓ 5 % for KURUCZ. The variations found do not alter any tentative temperature scale, since any correlation that we may want to calculate is scale-invariant.
Our derived average [M/H], weighted by the S/N of each individual spectrum in our sample (i.e. including duplicated observations), is −0.35 ± 0.15 dex for the LMC, and −0.75 ± 0.11 dex for the SMC. Davies et al. (2015) made a careful and detailed compilation of literature values for each MC. They reported an average present-day metallicity range from −0.2 to −0.4 dex for the LMC, whereas the SMC ranges from −0.5 dex to −0.8 dex. These values are representative of what can be found in the literature (see Davies et al. 2015 , and references therein). Thus, our results are fully consistent with what previous studies have found for each cloud, taking into account that Davies et al. (2015) 
LTE systematics
Our calculations are purely based on an LTE classical but conservative approach. Some recent works have made use of NLTE corrections to LTE calculations (e.g. Davies et al. 2015; Gazak et al. 2015; Patrick et al. 2016) . To estimate the validity of our results, we need to know the systematics of our LTE calculations against NLTE methods. NLTE corrections for RSGs have been quantified in the literature for some chemical elements: Fe i, Ti i (Bergemann et al. 2012 ), Si i (Bergemann et al. 2013) , and Mg i .
To accomplish this particular aim, we downloaded the spectra analysed by Davies et al. (2013 Davies et al. ( , 2015 , which are available under ESO program 088.B-0014(A). As there were multiple spectra for each star, we chose only those with R ≈ 7 000, of which there is only one per star. We chose this resolution because it is closest to that of our own sample. For consistency, we did not use those stars that had not been observed at this resolution. Then we applied our analysis to the same region of the I-band spectrum that we have used for our sample, as explained in previous sections. Before this, we also calculated our own RV for the stars, using the CaT spectral range, in the same way as for the sample of this work (see Paper I). In Table 2 and Fig. 4 we show a comparison between both methodologies. We obtain an average difference in T eff = −168 ± 177 K. For [M/H] the offset is 0.00 ± 0.17 dex. Thus, our analysis results in lower effective temperatures and similar metallicities, see Fig. 4 . However, this comparison must be taken with care. Even though we assume that NLTE is a better approximation than LTE, the differences found are compatible with zero if we simply consider the standard deviation. To evaluate its statistical significance, we employed a BIC analysis (bayesian information criterion) to the T eff difference. The result of this analysis is ∆BIC=BIC(offset)−BIC(no offset)= 1.77. Thus, since ∆BIC is less than 2, we cannot ascertain that the difference between the NLTE and LTE temperatures is statistically significant, at least for this small comparison sample.
Our line diagnostics are dominated by Ti i and Fe i. Bergemann et al. (2012) reported that NLTE corrections for Ti i can be really important (up to 0.4 dex), whereas, NLTE Fe i corrections are smaller, reaching at most 0.15 dex. Si i NLTE corrections (Bergemann et al. 2013) are at a level similar to those of Fe i. Mg i also presents similar effects as Fe i and Si i . All these works (Bergemann et al. 2012 (Bergemann et al. , 2013 report that global [M/H] calculations (as those presented here) can be affected at the level of ∆ [M/H] ≈ 0.15 dex. Additionally, they also study the effects of NLTE on line profiles. As one might expect, line cores are more affected. Line cores form in the upper levels of the atmosphere, where the LTE approximation starts to deviate from "reality", this effect can be seen in Fig. A1 for only two lines. Our best fits are off for some lines around 8800Å because the LTE approach does not hold for the upper layers of the stellar atmosphere. However, our internal uncertainties are sufficiently conservative to account for any possible differences (see Table 1 ). Davies et al. (2015) . The dashed line represents a 1:1 relation, whereas the solid line is simply a linear fit trough the points. Table 2 . Our calculations using the X-shooter spectra analysed by Davies et al. (2013 Davies et al. ( , 2015 . The names and stellar parameters of these stars are those used in Davies et al. (2015) (Dav15), but they are referred to the catalogue of Massey (2002) . The StePar parameters are those obtained in the present work. 445 CSGs, which represent 84% of the sample contained in Paper II (see Table A2 ).
DISCUSSION
Our sample covers a broad range in SpT (from G0 till M3) thus allowing us to ascertain the existence of a temperature scale. To this aim, we calculated the correlation coefficients of Pearson (r) and Spearman (r s ) between SpT and T eff . While r is sensible to linear correlations, r s is more robust and can manage non-linear correlations, if any. We computed r and r s for each MC alone and for both galaxies together. To propagate uncertainties, we used a Montecarlo method. We created 10 000 artificial samples of the same size as our own sample. Each artificial datapoint (i.e. an T eff and SpT pair) in a generated sample was calculated by drawing it randomly from a two dimensional normal distribution centred on the values of one of the original measurements with a width given by the known uncertainties in each variable. Once these random samples were generated for all of our measurements, we calculated the correlation coefficients (r and r s ) for each one of the 10 000 realizations, and analysed their distribution. The final values are the averages of the correlations coefficients found for the 10 000 artificial samples and their uncertainties are given by their standard deviation. The results of this process can be seen in Table 3 .
The values of r and r s obtained from our original sample indicate that SpT and T eff are strongly correlated for CSGs, at least in the case of the MCs. The Montercalo-calculated r and r s remain similar to those of the original sample, in most cases both being inside the 2-σ interval. These results confirm the existence of the correlation, even when our relatively high uncertainties in T eff are taken into account.
The trend drawn by the LMC population alone appears to be nearly linear (see Fig. 5b ), because r is higher than r s . It might be argued that the LMC correlation can arise from the presence of a few G supergiants far from the core of the SpT distribution. The G supergiants of the LMC do not seem to correspond to the same population as the K and M supergiants, contrarily to the YSGs from the SMC (Paper II). Thus, there is a strong reason to study the correlation coefficients for the LMC without the G supergiants. As there are only six G-stars in the LMC sample, the sample size is not significantly affected by removing them. We find that for the original sample, r clearly decreases (see Ta-Table 3 . Pearson (r) and Spearman (r s ) coefficients obtained for the correlations between T eff and SpT in different subsamples. The values marked as Montecarlo are the average values and the standard deviations obtained from the 10 000 samples generated through Montecarlo (see text for details). Some subsamples were limited by spectral type or by M bol (see text for a detailed explanation).
From Montecarlo
Original sample ble 3), although the correlation still remains highly significant. Interestingly, r s is nearly unaltered. When Montecarlo calculated coefficients are considered, both r and rs decrease, although the difference between them becomes smaller. This behaviour is indicative of non-linearity (r s r), which in turn is not unexpected. The T eff scale of Levesque et al. (2006) was indeed not linear, possessing different slopes for K and M supergiants. The non-linearity seems less noticeable when G supergiants are included, because they have a very high weight on r due to their extreme positions in relation to the main cluster of points.
In the original SMC sample and in the combined MC sample, r s is significantly higher than r. As we discussed earlier for the LMC, this indicates an underlying non-linearity in the T eff scale. The Montecarlo-calculated coefficients, by contrast, are very similar. However, the fact that r s and r are equal is still indicative of non-linearity because r s is less sensitive than r. The break in linearity for the LMC sample seems to be located around the change between K and M types (Levesque et al. 2006) . For the SMC, instead, the trend between SpT and T eff seems to change around K0 (see Fig. 5a ). Therefore, the slope of the T eff scale appears to be different for G and K CSGs, as it seems to be different between K and M supergiants. SMC CSGs present a significant dispersion in T eff for types earlier than K1. However, all the points above the main trend (for T eff > 4 500 K) correspond to low values of S/N (between 30 and 60). Thus, these points are not as trustworthy as those below them (see Fig. 1 ).
In all the cases studied, the correlation coefficients derived show that the SpT sequence is strongly related to T eff . This result is in perfect agreement with the empirical results already presented in Paper II, where we explored the relation between SpT and T eff using EW(Ti i) to connect them. In addition, we also found a significant but mild correlation between SpT and M bol when mid-to high-luminosity CSGs (Ia and Iab) are considered (see sects. 3.2 and 4.1.1 from Paper II). The correlation coefficients between SpT and M bol for subsamples of stars brighter than a given value of M bol lay between −0.17 and −0.53 (see table 2 from Paper II). The SpT -T eff coefficients for the whole SMC and LMC samples (Table 3) are significantly higher than the SpT-M bol coefficients found in Paper II. If we apply the same cuts in luminosity used in Paper II to explore the SpT-M bol correlation, the correlation coefficients between T eff and SpT do not vary significantly (Table 3) . These results confirm the conclusions of Paper II: SpT depends mainly on T eff , though it has a weaker, second-order relation to M bol .
New temperature scales
The results found in Sect. 4.1.1 imply a well-defined T eff scale. Our next step is to describe this scale. Levesque et al. (2006) found that each galaxy seems to have its own temperature scale. In other words, RSGs from different galaxies having the same T eff should present different SpTs. Therefore, each MC temperature scale must be considered separately. We derived an average T eff and a standard deviation for each subtype, weighting each point by its corresponding S/N, within each galaxy. In this manner, we gave less weight to CSGs with larger uncertainties in T eff . We present all these values for each SpT in Table 4 When we examine the typical T eff for each SpT in each MC, we find that, in general terms, the values are compatible. For early G stars, there are significant discrepancies between the typical T eff 's of each galaxy. However, the number of CSGs with these SpTs in both MCs is too low to consider this result as statistically meaningful. This applies as well to the subtype M3, where a significant difference is found, but there is only one star of this type in the SMC, and its spectrum has a low S/N. We found small discrepancies in the typical T eff of each galaxy for subtypes K5 and M0. These differences are significant at 1-σ, but not at the 2-σ level. Moreover, they are derived from a low number of CSGs from the SMC. Since we find no significant differences between the typical T eff 's of adjacent SpTs (i.e. K3, K4, M1, or M2), we cannot interpret these small differences in K5 and M0 as an indication of two different SpT scales. Instead, our results are compatible with the existence of a unique T eff scale followed by all CSGs, regardless of their metallicity. In this scenario, metallicity would only determine the typical SpTs, or in other words, which part of the T eff scale is populated by the CSGs.
Using our data, the T eff scales for the two MCs are not distinguishable (in statistical terms), which suggests a unique scale. However, this interpretation should be examined with care. The overlap between the two SpT distributions is very limited, and so any attempt to make a direct comparison between the LMC and SMC scales will be based on very few stars. We note that Levesque et al. (2006) studied the differences between CSGs from the Galaxy and the LMC, whose metallicities are different, without finding any significant differences between the corresponding T eff scales, although the two galaxies have almost the same SpT coverage (the difference is only half a subtype in the samples of Table 4 . Effective temperature scale detailed for each subtype, for both MCs. For each SpT, the S/N weighted-mean of T eff and its corresponding weighted standard deviation are shown (see Sect. 4.1.4 for further details) Levesque et al. 2006) . Moreover, we find a somewhat high dispersion of T eff in each SpT. This is not unexpected. In addition to intrinsic uncertainties, there are many physical effects contributing to this dispersion: variations in luminosity by more than one order of magnitude within each subtype, implying large changes in the extension of the atmospheres; variations in mass-loss rate that affect the structure of the molecular envelope; variations in metallicity within each galaxy, and so on. The average value of the T eff dispersions (σ(T eff )), weighted by the number of stars in each SpT, is 100 K for the SMC and 48 K for the LMC. As the difference in T eff between SpTs is only a few tens of Kelvin, for K and M types, it is likely that small samples would result in a non-meaningful scale due to the stochastic effects emerging from incomplete statistics.
Although we have observed almost all the stars used by Levesque et al. (2006) , we prefer not to compare their T eff 's individually because of the possibility of spectral variability, which might imply changes in T eff . Therefore, we simply compare our T eff scale with those obtained by Levesque et al. (2006) . For late K to early M CSGs, our scale covers a narrower range of T eff s when compared to Levesque et al. (2006) . Interestingly, while for early K types our scales seem fully compatible, below late K we derived signficantly higher T eff 's. These results are only statistically significant for the LMC samples, as the number of M RSGs from the SMC is almost negligible. This systematic difference is likely related to our different ways to calculate T eff 's. While we obtained the T eff from spectral synthesis of photospheric weak metallic lines, Levesque et al. (2006) their whole spectral range (from 4 000Å to 9 500Å), which is fully dominated by TiO bands for late K and M subtypes. As Davies et al. (2013) demonstrated, using the TiO bands results in cooler temperatures than found when employing atomic lines. Finally, we point out that, although ) did not find a T eff scale, our temperatures for K and M CSGs fall within the T eff range of 4 100 ± 150 K where they place all RSGs, except for the spectral types M2 and M3, which correspond to slightly lower temperatures. Our method uses atomic lines to calculate the T eff and our sample has a high statistical weight. Therefore we can safely expect our T eff scale to be a better representation of photospheric temperatures than those in previous works based on TiO bands.
Spectral variability and effective temperature
In Paper II we analysed the spectral variability of our sample, using multi-epoch data for approximately a hundred stars from each MC that had showed significant changes in their spectral type (∆ v SpT) between epochs. We found that spectral changes were accompanied by variations in spectral features generally assumed to respond to T eff , but not by variations in features that respond to luminosity. Now, we can test directly the relation between ∆ v SpT and ∆ v T eff . For this, we used the same procedure as in Paper II: we took all the stars observed in more than one epoch and tagged as variable (i.e., exhibiting a change larger than our typical error for SpT, one subtype, between any two given epochs) and computed differences in SpT and T eff from one epoch to the other. When more than two epochs are available, we calculated the differences between all the possible epoch combinations (see Fig. 7 ).
As done for the correlation between SpT and T eff , we obtained the Pearson (r) and Spearman (r s ) correlation coefficients for ∆ v SpT versus ∆ v T eff . Again, we did this for the original data and for 10 000 samples generated through a Montecarlo process, such as that explained in Sect. 4.1.1. The results of this process are shown in Table 5 . Both correlation coefficients, r and r s , reveal the existence of a significant correlation. The significance is similar, though higher, than for the correlation obtained between ∆ v SpT and ∆ v EW(Ti i) found in Paper II, where the latter was used as proxy for T eff . As a sanity check, we also calculated the correlation coefficients of ∆ v [M/H] with ∆ v SpT and ∆ v T eff (see Table 5 ). In the case of ∆ v [M/H]/∆ v SpT, all correlation coefficients are compatible with zero, as expected (see Fig. 7a ). This not only confirms that our methodology does not introduce spurious correlations, but also provides an independent check that our calculations produce a non-skewed Fig. 7b ), we found a weak correlation that corresponds to the degeneracy between T eff and [M/H]. Degeneracy between stellar parameters has been studied in the literature, as for example in Schönrich & Bergemann (2014) and Ting et al. (2017) . In particular Ting et al. (2017) show very clearly the effects of parameter degeneracy in their figure 15. Thus, the degeneracy we found between T eff and [M/H] is not unexpected at all. Indeed Ting et al. (2017) find that degeneracy between these two parameters in the same sense as found in this work is unavoidable and to a large degree independent of spectral resolution. Degeneration is an intrinsic issue to any calculation, especially for cool stars. It is posible to minimize its effects, as we have done in this work by a careful choise of our diagnostic features. We mixed low χ l 3 lines, which will depend strongly on T eff , with some high χ l lines that will strongly depend on [M/H].
We thus find that not only there is a global correlation between SpT and T eff for the sample as a whole, but also, when we consider the SpT changes of a given star, they correlate strongly to changes in T eff . Does this ∆ v SpT/∆ v T eff correlation imply that spectral variability is mainly driven by changes in T eff ?. We know that other factors affect SpT, and Davies et al. (2013) not only depend on T eff . In view of the dispersion found in Fig. 5 , we cannot disagree with this conclusion. Indeed, Paper II found a significant correlation between SpT and M bol for the global sample, although this correlation is clearly weaker than that between SpT and T eff . However, when we consider the changes in SpT of a given star, it seems to imply only variations in T eff . The correlation of ∆ v SpT with the variations in lines sensitive to surface gravity (features classically used for luminosity classification) is nonexistant (Paper II). Moreover, despite the intrinsic degeneracy between ∆ v [M/H] with ∆ v T eff , the correlation between ∆ v SpT and ∆ v [M/H] is still compatible with 0, a result expectable if ∆ v SpT is not affected by spurious effects in our calculations. Altough there could be other physical properties, beyond surface gravity, that may have a significant impact on ∆ v SpT, but they are unlikely to be the main driver of changes in SpT. In view of all this, even though the SpT of an RSG does not only depend on T eff , we have to conclude that spectral variations are, to a large extent, driven by changes in T eff , regardless of other second order effects. This conclusion reinforces the idea advanced in Sect. 4.1.1: although SpT is sensitive to luminosity, it is a second order effect when compared to the dependence on T eff . The fact that this dependence on luminosity is seen when we consider the whole sample, but does not appear when we study the variations of a given star supports the idea that it is related to evolutionary process, as suggested by Beasor & Davies (2016) .
The typical temperatures of cool supergiants
In previous sections we have shown that a strong correlation exists between SpT and T eff . In addition, we have failed to find a statistically significant difference between the T eff scales of the LMC and the SMC. On the other hand, the two MCs have different typical metallicities and different SpT distributions, as we already showed in Paper II. Here we want to test if there is indeed a significant difference between the T eff distributions from different environments. Table 6 . Fraction of rejections of the null hypothesis of the KST (at α = 0.02) done over pairs of T eff distributions from each MC, for different-size subsamples. The rejection of the null hypothesis means that the samples of each MC are considered as significantly different. The fractions were calculated over groups of 10 000 subsamples randomly taken. The size refers to the nomber of targets in the subsample of each MC. We provide as uncertainties of our fractions the 2-σ confidence intervals, which are equal to 1/ √ n, where n = 10 000. The limited tag refers to our sample restricted to RSGs (K and M SpTs) of mid to high luminosity (Ia to Iab). See text for details. We compared our samples from the LMC and the SMC using a Kolmogorov-Smirnov Test (KST). We required a level of significance α = 0.02 to reject the null hypothesis (both samples are indistinguishable), finding that the KST rejected the null hypothesis for our samples by a wide margin. For stronger confirmation, we calculated through a Montecarlo process 10 000 random samples of the size of our original sample for each galaxy, by allowing each star to take random values of its effective temperature according to a gaussian distribution. After this, we passed pairs of these samples (one from each galaxy) through the KST. The null hypothesis was rejected for all cases. Under the light of this result, we can conclude that the T eff distribution of CSGs is significantly different between the two galaxies.
Our results appear to be contradictory with conclusions of Davies et al. (2013) , who argued that all CSGs have roughly the same T eff . They based this conclusion on the fact that they could not find significant differences between the typical T eff of their RSG samples from the two MCs. Successive works by the same group have supported this conclusion for other CSG populations. At this point, we have to remark that our results do not imply in any manner that the values of T eff calculated through their methods are incorrect. In fact, we have showed in Sect. 3.4 that the values obtained through our methods are statistically indistinguishable from theirs, at least for the small sample that we could use for the comparison. Under the light of our results, we can speculate that their conclusion, as well as succesive confirmations given in later works, is a consequence of two effects combined: the limited size of their samples and the dispersion in T eff that we find within each subtype (see Sect. 4.1.4 and Fig. 4) . In order to confirm this assertion, we devised the following test: we randomly took subsamples of different sizes. For each different subsample size, we took 10 000 random subsamples from each MC. Then, we applied the KST (at α = 0.02) to each of the 10 000 pairs of subsamples (one from each galaxy). Finally, we calculated the fraction of the 10 000 pairs of subsamples of a given size for which the null hypothesis (both subsamples are statistically indistinguishable) was rejected. Results are provided in Table 6 ; they clearly indicate that, whenever small subsamples are taken, the null hypothesis cannot be rejected with confidence. As the sample size increases, the fraction of rejection increases. By the time a sample size reaches 50 CSGs, from each galaxy, the null hypothesis is rejected in all experiments. Contrariwise, with the sample sizes of Davies et al. (2015) , the null hypothesis cannot be rejected in most experiments.
It could be argued that our samples are not fully equivalent to those of Davies et al. (2015) , because we include a large number of G stars and also low luminosity CSGs (Ib and Ib -II). Therefore, we repeated our calculations using only RSGs (K and M types) of mid to high luminosity (Ia and Iab luminosity classes). This restriction has the added advantage that we also avoid the systematic difference between the LMC and SMC samples at low luminosities, caused by the difference in distance modulus (0.5 mag) between the two galaxies. As can be seen in Table 6 , the rejections become even lower for small samples. However, as in the non-limited subsamples case, for sizes of 50 CSGs the rejections reach 100%.
Metallicity effects
In the previous section we concluded that CSGs in the SMC present a significantly different T eff distribution from those in the LMC. This difference, also reflected in their SpT distribution, is believed to be a consequence of the difference in typical metallicity (Elias et al. 1985) . In fact, evolutionary models (Ekström et al. 2012; Georgy et al. 2013 ) predict a shift in the lowest T eff that CSGs can reach during their evolution due to metallicity. Previous works obtained contradictory results in this matter. On one hand, Drout et al. (2012) analysed 189 RSGs from the galaxy M33. They found that the T eff distribution of RSGs seems to change for different galactocentric radius (see fig. 22 of Drout et al. 2012) , which implies different typical metallicities. On the other hand, Gazak et al. (2015) studied a sample of 27 RSGs from the galaxy NGC 300. Although they obtained a clear trend between the galactocentric distance of the RSGs and their metallicity (see their fig. 6 ), in good agreement with previous works, they did not find a clear correlation between metallicity and T eff (see their fig. 7 ).
In Fig. 8 , we represent our values of T eff and [M/H] for all the stars in our sample. As can be seen, the distribution of CSGs in each MC occupies different positions in the diagram. However, there is no clear correlation within the sample of each galaxy. To test statistically if there is a noticeable trend in the [M/H] span within each galaxy, we calculated the correlation coefficients (r and r s ). We used the same methodology as in Sect. 4.1.1. The results are shown in Table 7 .
The coefficients for the LMC are very low, close to nonsignificant. Instead, for the SMC there is a weak correlation. However, in both cases the sign is the opposite to that expected, in the sense that we find higher T eff 's at higher metallicities. This result is a direct consequence of the presence of G CSGs. In the case of the LMC, as explained above, these stars are not part of the same population as RSGs. For the SMC, the problem is the presence of many G supergiants with low S/N, as can be seen in Fig. 8a . To avoid this last effect, we repeated all our calculations imposing a lower limit on S/N≥ 100. The results are also shown in Table 7 . A weak correlation persists for the LMC objects, because its G CSGs present mid to high S/N, but in the case of the SMC the correlation simply disappears. Finally, we wanted to calculate again the correlation for the LMC but only including K and M RSGs. Moreover, to allow a more direct comparison with the works of Drout et al. (2012) and Gazak et al. (2015) , we calculated the correlation only for the subsample of luminous RSGs (i.e. K and M types only and luminosity classes Ia and Iab only). With these limits, the LMC presents a weak correlation with the expected sign. Instead, for the SMC there is not a significant correlation, as in the case of the cut in S/N because the G CSGs were most of the stars with low S/N.
From all these results, we conclude that there is not a noticeable correlation between [M/H] and T eff among the CSGs of each galaxy. This result has an interesting contrast with the fact that CSGs from the SMC are less metallic than those from the LMC, but also significantly cooler. We can advance two possible reasons why we do not find any significant correlation within each galaxy. 40 dex) . Secondly, the existence of significant spectral variability (especially among the SMC sample) can blur away any correlation, because a star of a given [M/H] may present very different T eff 's depending on the observation moment. As variability is more frequent in the SMC sample, this effect may explain why we find a weak correlation for the LMC sample, but not for that from the SMC. Under these assumptions the results of Gazak et al. (2015) are not entirely unexpected. Although their sample spans a range of 0.6 dex, its standard deviation is only 0.14 dex, i.e. even smaller than the dispersions of our MC samples. Unfortunately, Drout et al. (2012) do not provide values of metallicity for their sample. Thus, a similar analysis is not possible for their work.
The idea that the typical SpT of a population is related to its metallicity stems from the comparative study of a few In fact, despite the significant difference in [M/H] between the RSGs from the LMC and those from our Galaxy, the average SpT difference appears to be at most one subtype (Elias et al. 1985; Levesque 2013) , which is almost unnoticeable. Therefore, it cannot be translated into a very large difference in T eff . For example, in Levesque et al. (2006) the difference between the LMC and the Milky Way is not significant at all (only 15 K). In view of this, the existence of a smooth correlation between the typical temperature of CSGs and metallicity must be kept on hold until further tests can be performed.
Comparison with evolutionary tracks
We calculated absolute bolometric magnitudes for our CSGs in Paper II. Using the T eff 's calculated in this work, we can plot our CSGs in the Hertzsprung-Russel diagram. In
Figs. 9 and 10 we compare our data to Geneva evolutionary tracks. We used them to illustrate the state-of-the-art theoretical evolutionarty tracks because they are widely employed within the literature. Although there are other tracks available (e.g. Brott et al. 2011) , they are qualitatively similar to those of Geneva and the range of T eff 's covered is also very similar (see Paper II).
Unfortunately, Geneva tracks for the LMC typical metallicity are not available. Instead, we provide the evolutionary tracks for solar metallicity (Z = 0.014) to help in the interpretation of the figures. The evolutionary tracks for the LMC typical metallicity should fall between those for SMC and Solar metallicities.
Firstly, we must remark that the samples plotted are biased towards hot temperatures, because all stars with types later than M3 have been discarded from our analysis. Given the SpT-T eff correlation we found, we should expect them to have lower temperatures. In addition, several CSGs from our sample were discarded because they reach the edges of our synthetic spectra grids (see Sect. 3.3). Therefore, there should be many more CSGs with lower temperatures than those shown, specially in the case of the LMC. Any interpretation of the figures must take this bias into consideration. Secondly, for clarity we do not represent tracks with rota- tion. The main effect of rotation is an increase in the predicted luminosity for each track. For most, it does not affect substantially the lowest temperature reachable. The change is only noticeable for the tracks with the highest masses, where we do not have almost any CSG. Therefore, the effect of rotation does not impact our analysis.
In the case of the SMC (Fig. 9) , the overall agreement with our results and the evolutionary tracks is good. CSGs with luminosities between M bol ∼ −6.5 mag and M bol ∼ −7.5 mag present temperatures compatible with the evolutionary tracks. This group represents most of the SMC sample. However, there are two groups of CSGs with T eff < 4000 K that are clearly colder than any T eff shown in the evolutionary tracks at any given luminosity for the SMC. One group is formed by CSGs less luminous than M bol ∼ −6.5 mag. Some of these CSGs present the lowest temperatures in the SMC sample. In fact, these low luminosity CSGs reach temperatures as low as those predicted for Solar metallicity. The other group are stars brighter than M bol ∼ −7.5 mag with moderately low T eff . The presence of these highly luminous CSGs, with temperatures lower than those predicted, was noticed in previous works (e.g. Levesque et al. 2007; Davies et al. 2013) . As the lowest T eff reachable by a CSG is theoretically connected to its metallicity, we checked the metallicities of these stars. The [M/H] of all but three is inside the typical values of the SMC sample. Thus, it seems that metallicity cannot explain their lower temperatures. Furthermore, Davies et al. (2013) discussed the assumptions made for treatment of convection used to generate the evolutionary tracks. Interestingly, they mention that the locations of these cool CSGs could be moved to cooler or warmer temperatures if the assumptions regarding convection are modified.
For the LMC (Fig. 10) , the comparison is more problematic. Geneva evolutionary tracks of high-mass stars are not available for the typical [M/H] of the LMC. Consequently, we can only employ the tracks for SMC and solar metallicities to evaluate the behaviour of stars. Most LMC CSGs have T eff values within the range displayed by the evolutionary tracks. However, many stars, especially among those more luminous than M bol −7 mag present T eff values expected for solar metallicity, or even slightly lower. Again, those stars are not much more metallic than the typical values of our LMC sample. Moreover, as we explained above, we must take into account that there must be many RSGs with even lower T eff 's that are not included in our plot.
From our analysis of both MCs, we found that the agreement between evolutionary tracks and our sample is, in general terms, good. However, there are CSGs with lower temperatures than those present in the evolutionary tracks. Some of them are low luminosity CSGs and seem to correspond to the evolutionary track of 9M . Therefore, although their spectral morphologies correspond to supergiants, they may be in fact highly luminous red giants. During the AGB phase, hot bottom burning may increase the luminosity of massive giants even above the classical limit of M bol = −7.1, thus mimicking the behaviour of more massive stars (e.g. Ventura et al. 2000 ) However, we can say very little about this group, given that our sample is highly incomplete at such low luminosities.
Most of the CSGs with T eff lower than those of evolutionary tracks in both MCs are concentrated at high luminosities. These CSGs have especially late spectral types and, as can be seen in fig. 19 of Paper II, they present the highest mass-loss rates in both galaxies. The luminosity of these CSGs is compatible with evolutionary tracks for ≥ 20 M . It is tempting to think that these high-mass tracks have a problem with their minimum T eff . Moreover, the evolutionary tracks for these high masses predict that CSGs do not stay at the coolest edge of the track for long, but instead return quickly back to warmer T eff . However, there is another possibility, which we already advanced in Paper II. Midluminosity CSGs might perhaps evolve towards higher luminosities and lower T eff 's than predicted by ∼ 12 -15M evolutionary tracks. If so, they would form a group of CSGs with luminosities typical of higher initial masses (M bol −7mag). Recent results by Beasor & Davies (2016) support this scenario. They found that, while most RSGs in the LMC cluster NGC 2100 present luminosities between log(L/L ) ∼ 4.5 (M bol ∼ −6.5 mag) and log(L/L ) ∼ 4.8 (M bol ∼ −7.3 mag), there are two RSGs with significantly higher luminosities: log(L/L ) > 4.95 (M bol −7.6 mag). Unfortunately, as our sample does not represent a coeval population we cannot verify this scenario. Even then, our data show that there is a substantial number of CSGs with stellar atmospheric parameters inconsistent with current evolutionary tracks. Therefore, it is necessary to find an explanation for such high-luminosity CSGs inside the evolutionary theory of highmass stars.
CONCLUSIONS
In this work, we have obtained stellar atmospheric parameters (T eff and [M/H]) for the largest homogeneous sample of CSGs belonging to the MCs. For this, we used spectral features found in the CaT spectral range observed at midresolution. The results of the present manuscript are summarized below:
(i) We compare our results to NLTE calculations using the sample observed by Davies et al. (2015) , and find a small systematic difference. This difference is not significant given our internal uncertainties, but this result should be contrasted with a larger sample.
(ii) We find a significant correlation between T eff and SpT. This correlation is much stronger than that between SpT and M bol . We also find a significant correlation when we analyse the variations of SpT and T eff . Therefore, we conclude that SpT is mainly driven by T eff , although luminosity has some influence on it.
(iii) From the correlations described above, we conclude that there is a meaningful temperature scale for CSGs. This scale seems to be the same for stars in the two MCs. At least, given our level of precision, we cannot tell any difference between the scales found for the two MCs. Although more studies are needed, our results seem to indicate that all CSGs belonging to the MCs are on a similar T eff scale.
(iv) Although the samples of both MCs seem to follow the same T eff scale, we report a significantly different range of T eff for each MC. This together with conclusion (ii), implies that the shift in the typical SpT of each galaxy is caused by the difference in T eff .
(v) When we study the relation between [M/H] and T eff , we find that for the sample from the LMC, there is a weak correlation, and for that from the SMC there is no correlation at all. From these and other statistical analyses, we conclude that the relation between T eff and [M/H] is subtle, and unlikely linear. In consequence, the effect of [M/H] on the T eff distribution is only noticeable for samples with very different typical metallicities, as when CSG samples from the SMC and the LMC are compared to each other.
(vi) We compare our samples with Geneva evolutionary tracks. We find that the physical properties of midluminosity CSGs from both MCs, which represent the majority of our samples, match well the evolutionary tracks. However, most of the high-luminosity CSGs present temperatures significantly lower than expected from the evolutionary tracks. This result indicates that evolutionary tracks are not predicting correctly the nature of high-luminosity RSGs. Therefore, these stars require further research, both theoretical and observational. [M2002] 68648 G7Ia-Iab Figure A1 . Best-fit synthetic spectra (red line) against observations (black line) for our two synthetic grids: Upper pannel (A1a) (KURUCZ) and Lower pannel (A1b) (MARCS). Dashed lines refere to the diagnostic lines (see Tab. A1) we employed in our calculations: Mg (red), Si (magenta), Ti (green), and Fe (blue). Figure A2 . T eff and [M/H] calculated with two different microturbulent velocities (ξ = 3 ± 0.5 km s −1 ) using KURUCZ synthetic spectra. Red triangles correspond to ξ = 2.5 km s −1 , whereas green circules correspond to ξ = 3.5 km s −1 . Open simbols represent stars with uncertainities on T eff of 200 K or more. 
