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GRADIENT FLOWS FOR REGULARIZED STOCHASTIC CONTROL PROBLEMS
DAVID SˇISˇKA AND  LUKASZ SZPRUCH
Abstract. This work is motivated by a desire to extend the theoretical underpinning for the convergence
of stochastic gradient type algorithms widely used in the reinforcement learning community to solve
control problems. This paper studies stochastic control problems regularized by the relative entropy,
where the action space is the space of measures. This setting includes relaxed control problems, problems
of finding Markovian controls with the control function replaced by an idealized infinitely wide neural
network and can be extended to the search for causal optimal transport maps. By exploiting the
Pontryagin optimality principle, we construct gradient flow for the measure-valued control process along
which the cost functional is guaranteed to decrease. It is shown that under appropriate conditions, this
gradient flow has an invariant measure which is the optimal control for the regularized stochastic control
problem. If the problem we work with is sufficiently convex, the gradient flow converges exponentially
fast.
1. Introduction
Stochastic control problems are ubiquitous in technology and science and have been a very active area of
research for over half-century [20, 5, 3, 4, 13, 9]. Two classical approaches to tackle the (stochastic) control
problem are dynamic programming or Pontryagin’s optimality principle. Both are used to establish
existence (and possibly uniqueness) of solutions to the control problem (this, depending on the context,
means either the value function or the optimal control). Either approach can form basis for the derivation
of approximation methods. Numerical approximations are almost always needed in practice and almost
never scale well with the dimension of the problem at hand. Indeed, the term “curse of dimensionality”
(computational effort growing exponentially with dimension) has been coined by R. E. Bellman when
considering problems in dynamic optimisation [2].
This work provides a new perspective by establishes a connection between stochastic control problems
and the theory of gradient flows on the space of probability measures and show how they are fundament-
ally intertwined. The connection is reminiscent of stochastic gradient type algorithms widely used in
the reinforcement learning community to solve, high-dimensional, control problems [11, 28]. Our setup
encompasses the setting of stochastic relaxed controls that dates back to the work of L.C. Young on
generalised solutions of problems of the calculus of variations [31]. We derive Pontryagin’s optimality
principle for the control problem under consideration. From this, we identify the gradient flow on the
space of probability measures along which the corresponding cost function is decreasing. This is the spirit
dissipation of “free energy” function studied with Otto calculus as presented in [26, Section 3] and [29,
Chapter 15]. We show that for regularised stochastic control problems, the gradient flow converges to
invariant measure, which is the optimal solution of the control problem. We observe that this convergence
is exponential if the the problem is sufficiently convex. This work extends the analysis in [15] and [17],
that considered gradient flow perspective for solving differential control problems with ODE dynamics
and were motivated by the desire to developed a mathematical theory of deep learning.
The gradient flow, together with probabilistic numerical methods, provides a basis for a new class of
algorithms for solving data-dependent stochastic control problems in high dimensions. See [17] for error
estimates established for the case of relaxed, deterministic control problems.
Historically, in control theory, relaxed controls have been used as a mathematical tool for proving the
existence of solutions to control problems within a class of strict controls. On the other hand, in the
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theory of Markov Decision Processes (MDP) it is common to seek solutions within a class of probability
measures, [6, 28] as this often improves stability and efficiency of algorithms used to solve the MDP. It is
only very recently that regularised relaxed control problems have been studied in the differential control
setting, see [30] where the regularised relaxed problem, linear-quadratic stochastic control problem is
studied in great detail. In [27] it is proved that for sufficiently regularised stochastic control problems,
the optimal Markov control function is smooth. This is a sharp contrast to unregularised control problems
for which controls are often discontinuous (only measurable) functions.
In the present paper we Pontryagin optimality as a key tool in solving the control problem. As a
consequence the techniques identified here should apply to the setting of non-Markovian control prob-
lems. However, to avoid technical complications, our control problem is Markovian. The optimal control
obtained in Theorem 2.11 is an open-loop control but under appropriate assumptions Lemma 2.13 shows
that the Mimicking theorem can be used to obtain an optimal Markovian control.
This paper is organised as follow: in Section 2 we state the assumptions and main results without
presenting proofs. Section 3 is devoted to the proof of Pontryagin optimality condition in the setting of this
paper. In Section 4 we prove that the gradient flow system has unique solution and converges to invariant
measure. In Section 5 we show how the assumptions of Section 2 apply to specific control problem and
we present some examples. Finally Appendix A collects a few results about measure derivatives that are
used throughout the paper.
2. Assumptions and Results
Let (ΩW ,FW ,PW ) be a probability space and let W be a d-dimensional Wiener process on this space.
The expectation with respect to the measure PW will be denoted EW . Let FWt := σ (Wr : 0 ≤ r ≤ t).
Given some metric space E and 0 < q <∞, let Pq(E) denote the set of probability measures defined on
E with finite q-th moment. Let P0(E) = P(E), the set of probability measures and let M (E) denote the
set of measures on E. Let
M :=
{
ν ∈ M ([0, T ]× Rp) : νt ∈ P(R
p) , ν(dt, da) = νt(a) da dt for a.a. t ∈ [0, T ]
}
,
Mq :=
{
ν ∈M :
∫ T
0
∫
|a|q νt(da, dt) <∞
}
,
VWq :=
{
ν : ΩW →Mq : E
W
∫ T
0
∫
|a|q νt(da, dt) <∞ and νt is F
W
t -measurable ∀t ∈ [0, T ]
}
,
(2.1)
where here and elsewhere any integral without an explicitly stated domain of integration is over Rp. Note
that we require that ΩW×[0, T ] almost everywhere ν ∈ V has first marginal equal to the Lebesgue measure
and the second marginal absolutely continuous with respect to the Lebesgue measure i.e. ν(ω)(dt, da) =
νt(a) da dt. For ξ ∈ R
d and µ ∈ VWq , consider the controlled process
Xt(µ) = ξ +
∫ t
0
Φr(Xr(µ), µr) dr +
∫ t
0
Γr(Xr(µ), µr) dWr , t ∈ [0, T ] . (2.2)
For m ∈ P(Rp) that are not absolutely continuous with respect to the Lebesgue measure let Ent(m) =∞
while for the absolutely continuous ones (so that we can write m(da) = m(a) da) let
Ent(m) :=
∫
[logm(a)− log γ(a)]m(a) da , where γ(a) = e−U(a) with U s.t.
∫
e−U(a) da = 1 . (2.3)
Given F and g we define the objective functional
Jσ(ν, ξ) := EW
[∫ T
0
[
Ft(Xt(ν), νt) +
σ2
2
Ent(νt)
]
dt+ g(XT (ν))
∣∣∣X0(ν) = ξ
]
. (2.4)
Our aim is to minimize, for some fixed σ > 0 and ξ, the objective functional Jσ(·, ξ) over VWq subject
to the controlled process X(µ) satisfying (2.2). Note that if we permitted νt(ω) singular w.r.t. Lebesgue
measure for all (t, ω) ∈ B ∈ B([0, T ]) ⊗ FW with B of non-zero measure in the set over which we are
minimizing then for such ν we would have Jσ = ∞. In other words such “singular” ν will never be
optimal. So not allowing such controls leads to no loss of generality.
Let FXt (ν) := σ (Xr(ν) : 0 ≤ r ≤ t). Let V
X
q denote the subset of Vq where νt is F
X
t -measurable
for every t ∈ [0, T ]. In other words VXq are the closed-loop controls (“natural” strategies using the
terminology from Krylov [20]). Further, let VMq denote the subset of Vq consisting of ν for which there
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exists a function a : [0, T ]× Rd → Pq(R
p) such that νt(ω
W ) = a(t,Xt(ν(ω
W ))). In other words VMq are
the Markovian closed-loop controls. At this point (taking into account Assumption 2.1 which will be
stated in a moment) we are within the setting considered in [20, Theorem 3.1.7]: in particular we know
that
inf
µ∈VWq
Jσ(µ, ξ) = inf
µ∈VXq
Jσ(µ, ξ) = inf
µ∈VMq
Jσ(µ, ξ) .
This justifies our choice of space of admissible controls as VWq as the optimum from using such control
strategy is identical to that achievable by closed loop and Markovian closed-loop controls.
Let us now introduce the Hamiltonian
Hσt (x, y, z,m) := Φt(x,m)y + tr(Γ
⊤
t (x,m)z) + Ft(x,m) +
σ2
2
Ent(m) . (2.5)
We will also use the adjoint process
dYt(µ) = −(∇xH
0
t )(Xt(µ), Yt(µ), Zt(µ), µt) dt+ Zt(µ) dWt , t ∈ [0, T ] ,
YT (µ) = (∇xg)(XT (µ))
(2.6)
and note that trivially ∇xH
0 = ∇xH
σ.
Assumption 2.1 (For Pontryagin Necessary Condition). i) Functions Φ, ∇xΦ, Γ, ∇xΓ, F and ∇xF
exist and are Lipschitz continuous in x, uniformly in (t,m) ∈ [0, T ]× Pq(R
p)).
ii) Functions δΦδm ,
δΓ
δm and
δF
δm exist and are Lipschitz continuous uniformly in (t,m, a) ∈ [0, T ]×Pq(R
p))×
R
p. Here a ∈ Rp is the free variable in the linear functional derivative (see Definition A.1).
iii) There is K > 0 such that for G = (Φ,Γ, F ), for any m,m′ ∈ Pq(R
p), any a ∈ Rp, any x ∈ Rd and
any t ∈ [0, T ] we have ∣∣∣∣δGtδm (x,m, a)− δGtδm (x,m′, a)
∣∣∣∣ ≤ KW1(m,m′) .
Lemma 2.2. Let Assumption 2.1 hold and fix µ ∈ VWq . Then (2.2) and (2.6) have a unique solution
and moreover for any q ≥ 0
E
W [ sup
t∈[0,T ]
|Xt(µ)|
q] <∞ .
We will not prove Lemma 2.2 since the existence of a unique solution to (2.2) and the moment bound
state above is classical and can be found e.g. in Krylov [20]. The adjoint equation (2.6) is affine and can
be solved directly utilising the moment bound for X under Assumption 2.1. Uniqueness follows from e.g.
from Zhang [32, Th 4.3.1].
Recalling the notion of flat (or functional) derivative A.1, for convenience define, for µ ∈ VWq , t ∈ [0, T ],
a ∈ Rp and ξ ∈ Rd :
δH0t
δm
(a, µ) :=
δH0t
δm
(Xt(µ), Yt(µ), Zt(µ), µt, a) . (2.7)
Note that the stochastic process (
δH0t
δm (a, µ))t∈[0,T ] is (F
W
t )t∈[0,T ]-adapted for every µ ∈ V
W
2 and a ∈ R
p.
Moreover, see Lemma 3.2 and [16, Proof of Proposition 2.4],
δHσt
δm
(a, µ) =
δH0t
δm
(a, µ) +
σ2
2
(U(a) + logµt(a) + 1) . (2.8)
Definition 2.3. We will say that b is a permissible flow if b·,t ∈ C
0,1([0,∞) × Rp;Rp), if for all s, t the
function a 7→ bs,t(a) is of linear growth and if for any s ≥ 0 and a ∈ R
p the random variable bs,t(a) is
FWt -measurable.
Lemma 2.4. If b is a permissible flow (c.f. Definition 2.3) then the linear PDE
∂sνs,t = ∇a ·
(
bs,tνs,t +
σ2
2
∇aνs,t
)
, s ∈ [0,∞) , ν0,t ∈ P2(R
p) (2.9)
has unique solution ν ·,t ∈ C
1,∞((0,∞) × Rp;R) for each t ∈ [0, T ] and ωW ∈ ΩW . Moreover for each
s > 0, t ∈ [0, T ] and ωW ∈ ΩW we have νs,t(a) > 0 and νs,t(a) is F
W
t -measurable.
The proof will be given in Section 4. The next results is reminiscent of the study of “dissipation of
free energy” as in [26, Section 3] and [29, Chapter 15], but in the setting of stochastic control.
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Theorem 2.5. Fix σ ≥ 0 and let Assumption 2.1 hold. Let b be a permissible flow (c. f. Definition 2.3).
Let νs,t be the solution to (2.9). Let
Vs,t := bs,t +
σ2
2
∇aνs,t
νs,t
. (2.10)
Assume that Xs,·, Ys,·, Zs,· are the forward and backward processes arising from control νs,· ∈ V
W
2 and
data ξ ∈ Rd given by (2.2) and (2.6). Then
d
ds
J(νs,·) =
− EW
∫ T
0
[∫ (
∇a
δHσ
δm
)
(Xs,t, Ys,t, Zs,t, νs,t, a)Vs,tνs,t (da)
]
dt .
(2.11)
The proof of Theorem 2.5 will come in Section 3. But let us first note that if we would like
to choose a flow of measures such that s 7→ J(νs,·) is decreasing then we need the right hand side
of (2.11) to be negative. Utilizing Theorem 2.5, this can be achieved by taking bs,t such that Vs,t =(
∇a
δHσ
δm
)
(Xs,t, Ys,t, Zs,t, νs,t, a) = (∇a
δH0t
δm )(a, νs)+
σ2
2 (∇aU)(a)+
σ2
2
∇aνs,t
νs,t
. This is bs,t = (∇a
δH0t
δm )(a, νs)+
σ2
2 (∇aU)(a). With this choice (2.11) becomes
d
ds
J(νs,·) = −E
W
∫ T
0
[∫ ∣∣∣∣(∇a δHσtδm )(·, νs,t)
∣∣∣∣
2
νs,t(da)
]
dt ≤ 0 .
For each fixed t ∈ [0, T ] and ω ∈ ΩW we know that the Kolmogorov–Fokker–Planck equation (2.9) has
a stochastic representation which we will introduce below. Let there be (ΩB,FB,PB) equipped with a
R
p-Brownian motion B = (Bs)s≥0 and the filtration F
B = (FBt ) where F
B
s := σ(Bu : 0 ≤ u ≤ s). Let
Ω := ΩW × ΩB, F := FW ⊗FB and P := PW ⊗ PB.
Let (θ0t )t∈[0,T ] be an (F
W
t )-adapted, R
p-valued stochastic process on (Ω,F ,P) such that (L(θ0t |F
W
t ))t∈[0,T ] ∈
VW2 and consider
dθs,t = −
(
(∇a
δH0t
δm
)(Xs,t, Ys,t, Zs,t, θs,t) +
σ2
2
(∇aU)(θs,t)
)
ds+ σdBs , s ≥ 0 , θt,0 = θ
0
t , (2.12)
where 

νs,t = L(θs,t|F
W
t ) ,
Xs,t = ξ +
∫ t
0
∫
Φr(Xs,r, νs,r) dr +
∫ t
0
∫
Γr(Xs,r, νs,r(da)) dWr , t ∈ [0, T ] ,
dYs,t = −(∇xHt)(Xs,t, Ys,t, Zs,t, νs,t) dt+ Zs,t dWt ,
Ys,T = (∇xg)(XT ) .
(2.13)
Let us introduce the following metrics and spaces before we state Theorem 2.10. First, for µ, µ′ ∈ Mq
let
WTq (µ, µ
′) :=
(∫ T
0
Wq(µt, µ
′
t)
q dt
)1/q
,
where Wq denotes the usual q-Wasserstein metric in Pq(R
p). Note that (Mq,W
T
q ) is a complete metric
space. For µ, µ′ : ΩW → VW2 let
ρq(µ, µ
′) =
(
E
W
[
|WTq (µ, µ
′)|q
])1/q
and note that
(
VWq , ρq
)
also is a complete metric space, see Lemma A.5.
Assumption 2.6. Let ∇aU be Lipschitz continuous in a and moreover let there be κ > 0 such that:
(∇aU(a
′)−∇aU(a)) · (a
′ − a) ≥ κ|a′ − a|2, a, a′ ∈ Rp .
Assumption 2.7. Assume that there exists η1, η2 ∈ R, η¯ ∈ L
q/2(ΩW × (0, T );R) and E : VWq × V
W
q →
[0,∞) such that for any a ∈ Rp, any µ ∈ VW2 and any t ∈ [0, T ] we have(
∇a
δH0t
δm
)
(a, µ)a ≥ η1|a|
2 − η2Et(µ, δ0)
2 − η¯t
and for all µ, µ′ ∈ VWq we have E
W
[ ∫ T
0
Et(µ, µ
′)q dt
]
≤ ρq(µ, µ
′)q.
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Assumption 2.8. There exists η1, η2 ∈ R and E : V
W
q × V
W
q → [0,∞) such that for all t ∈ [0, T ], for all
a, a′ and for all µ, µ′ ∈ VWq we have E
W
[ ∫ T
0 Et(µ, µ
′)q dt
]
≤ ρq(µ, µ
′)q and
2
(
(∇a
δH0t
δm
)(a′, µ′)− (∇a
δH0t
δm
)(a, µ)
)
(a′ − a) ≥ η1|a
′ − a|2 − η2Et(µ
′, µ)2 .
Lemma 2.9 (Existence and uniqueness). Let Assumptions 2.6, 2.7 and 2.8 hold. If q2
(
σ2κ+ η1
)
> 0
then there is a unique solution to (2.12)-(2.13) for any s ≥ 0. Moreover if λ := q2
(
σ2κ
4 + η1 − η2
)
> 0
then there is c = cT,q,σ,κ,η1,η¯ such that for any s ≥ 0 we have∫ T
0
E[|θs,t|
q] dt ≤ e−λs
∫ T
0
E[|θ0t |
q] dt+ c
∫ s
0
e−λ(s−v) dv . (2.14)
If µ0 ∈ VWq then we can find a random variable ω
W 7→ (θ0t (ω
W ))t∈[0,T ] such that for each ω
W we
have L(θ0t (ω
W )) = PB ◦ θ0t (ω
W )−1 = µ0(ωW ). Moreover, due to Lemma 2.9, the system (2.12)-(2.13)
started with the initial condition (θ0t )t∈[0,T ] has unique solution (θs,t)s≥0,t∈[0,T ]. For any s ≥ 0 let
Ps,tµ
0 := L
(
θs,t|F
W
t
)
. Let Psµ
0 := (Ps,tµ
0)t∈[0,T ] and note that Psµ
0 ∈ VWq for any s ≥ 0. Moreover
note that due to uniqueness of solutions to (2.12)-(2.13) we have Ps+s′µ
0 = Ps
(
Ps′µ
0
)
.
Theorem 2.10. Let Assumptions 2.6 and 2.8 hold. Moreover, assume that λ = q2
(
σ2κ+ η1 − η2
)
> 0.
Then there is µ∗ ∈ VWq such that for any s ≥ 0 we have Psµ
∗ = µ∗ and µ∗ is unique. For any µ0 ∈ VWq
we have that
ρq(Psµ
0, µ∗) ≤ e−
1
q
λsρq(µ
0, µ∗) . (2.15)
Theorem 2.10 will be proved in Section 4. In Section 5 we will present a concrete setting of a stochastic
control problem and precise assumptions on Φ,Γ, F and g such that assumptions 2.6 and 2.8 hold. What
the example will demonstrate is that if the control problem itself is sufficiently convex then we can get
this exponential convergence for any, possibly small, σ > 0. See Remark 5.6.
Theorem 2.11. Let Assumptions 2.1 hold. Moreover, assume that for any µ0 ∈ VWq the MFLD 2.12 has
unique solution Psµ
0 and that it admits unique invariant measure µ∗ ∈ VWq such that for any µ
0 ∈ VWq ,
lims→∞ ρq(Psµ
0, µ∗) = 0. Let
Iσ :=
{
ν ∈ VWq :
δHσt
δm
(a, ν) is constant for a.a. a ∈ Rp, a.a. (t, ωW ) ∈ (0, T )× ΩW
}
. (2.16)
Then
i) We have Jσ(µ∗) <∞ and Iσ = {µ∗}. In other words, µ∗ is the only control which satisfies the first
order condition in (2.16).
ii) The unique minimizer of Jσ is µ∗.
Theorem 2.10 will be proved at the end of Section 4. To prove that result we will need the following
necessary condition for optimality, known as the Pontryagin optimality principle.
Theorem 2.12 (Necessary condition for optimality). Fix σ > 0. Fix q > 2. Let the Assumptions 2.1
hold. If ν ∈ VWq is (locally) optimal for J
σ(·, ξ) given by (2.4), X(ν) and Y (ν), Z(ν) are the associated
optimally controlled state and adjoint processes given by (2.2) and (2.6) respectively, then for any other
µ ∈ VWq it holds that
i) ∫
δHσ
δm
(Xt(ν), Yt(ν), Zt(ν), νt, a) (µt − νt)(da) ≥ 0 for a.a. (ω, t) ∈ Ω
W × (0, T ) .
ii) For a.a. (ω, t) ∈ ΩW × (0, T ) there exists ε > 0 (small and depending on µt) such that
Hσ(Xt(ν), Yt(ν), Zt(ν), νt + ε(µt − νt)) ≥ H
σ(Xt(ν), Yt(ν), Zt(ν), νt) .
In other words, the optimal relaxed control ν ∈ VWq locally minimizes the Hamiltonian.
The proof of Theorem 2.12 is postponed until Section 3.
Next, we use Gyo¨ngy Mimicking theorem, a result that goes back to [14, 19] to turn (2.2)–(2.4) into
Markovian control problem. See [21, 22, 23] for related works.
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Lemma 2.13. Let Assumptions 2.1 hold. Assume that for any m,m′ ∈ VWq it holds that
F (x, (1 − α)m+ αm′) ≤ (1− α)F (x,m) + αF (x,m′) for all α ∈ [0, 1] and x ∈ Rd .
Further assume that there exists φ and γ, are such that
Φt(x,m) =
∫
φt(x, a)m(da) , and Γt(x,m)(Γt(x,m))
⊤ =
∫
γt(x, a)γt(x, a)
⊤m(da) . (2.17)
Define Markov control νˆt(a, x) := E
W [νt(a)|Xt(ν) = x]. Then
Jσ(ν, ξ) = Jσ(νˆ, ξ) .
Proof. Define
Φˆt(x, νˆt) :=
∫
φt(x, a)νˆt(da, x) ,
Γˆt(x, νˆt)Γˆt(x, νˆt)
⊤ :=
∫
γt(x, a)γt(x, a)
⊤νˆt(da, x) .
The mimicking theorem [21, Corollary 4.] or [7, Corollary 3.7] states that there is exists a weak solution
to
Xˆt(νˆ) = ξ +
∫ t
0
Φr(Xˆr(νˆ), νˆr) dr +
∫ t
0
Γˆr(Xˆr(νˆ), νˆr) dWˆr , t ∈ [0, T ] , (2.18)
and L(Xˆt) = L(Xt(µ)) for all t ∈ [0, T ]. Note that (2.18) is a controlled Markov process. First note that,
by convexity of entropy and due to Jensen’s inequality∫
log(νˆt(a, x))νˆt(a, x)da ≤
∫
E
W [log(νt(a))νt(a)|Xt = x] da .
Since L(Xˆt) = L(Xt(µ)) and F is convex, we have
Jσ(νˆ, ξ) := EWˆ
[∫ T
0
[
Ft(Xˆt, νˆt(·, Xˆt)) +
σ2
2
Ent(νt(·, Xˆt))
]
dt+ g(XˆT )
∣∣∣Xˆ0 = ξ
]
= EW
[∫ T
0
[
Ft(Xt, νˆt(·, Xt)) +
σ2
2
Ent(νˆt(·, Xt))
]
dt+ g(XT )
∣∣∣X0(ν) = ξ
]
≤ EW
[∫ T
0
∫
E
[
Ft(Xt, νt) +
σ2
2
Ent(νt)|Xt
]
dt+ g(XT )
∣∣∣X0 = ξ
]
= Jσ(ν, ξ) .
Since we always have Jσ(ν, ξ) ≤ Jσ(νˆ, ξ) the conclusion follows. 
3. Pontryagin Optimality for Regularized Stochastic Control
We start working towards the proof of Theorem 2.12. We will write (Xt)t∈[0,T ] for the solution of (2.2)
driven by ν ∈ VWq . We will work with an additional control µ ∈ V
W
q and define ν
ε
t := νt + ε(µt − νt) and
(Xξ,εt )t∈[0,T ] for the solution of (2.2) driven by ν
ε. Moreover, let V0 = 0 be fixed and
dVt =
[
(∇xΦ)(Xt, νt)Vt +
∫
δΦ
δm
(Xt, νt, a)(µt − νt)(da)
]
dt
+
[
(∇xΓ)(Xt, νt)Vt +
∫
δΓ
δm
(Xt, νt, a)(µt − νt)(da)
]
dWt .
(3.1)
We observe that this is a linear equation and so, under Assumption 2.1 its solution is unique and has all
the moments i.e. for any p′ ≥ 1 we have EW supt′≤t |Vt′ |
p′ <∞. Let
V εt :=
Xεt −Xt
ε
− Vt i.e. X
ε
t = Xt + ε(V
ε
t + Vt) .
Lemma 3.1. Under Assumption 2.1 we have
lim
εց0
E
W
[
sup
t≤T
∣∣∣∣Xεt −Xtε − Vt
∣∣∣∣
2]
= 0 .
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Proof. We note that
Φ(Xεt , ν
ε
t )− Φ(Xt, νt) = Φ(X
ε
t , ν
ε
t )− Φ(X
ε
t , νt) + Φ(X
ε
t , νt)− Φ(Xt, νt)
= ε
∫ 1
0
(∇xΦ)(Xt + λε(V
ε
t + Vt), νt)(V
ε
t + Vt) dλ+ ε
∫ 1
0
∫
δΦ
δm
(Xεt , (1− λ)ν
ε
t + λνt, a)(µt − νt)(da) dλ .
Hence
1
ε
[
Φ(Xεt , ν
ε
t )− Φ(Xt, νt)− ε(∇xΦ)(Xt, νt)Vt − ε
∫
δΦ
δm
(Xt, νt, a)(µt − νt)(da)
]
=
∫ 1
0
(∇xΦ)(Xt + λε(V
ε
t + Vt), νt)V
ε
t dλ+
∫ 1
0
[(∇xΦ)(Xt + λε(V
ε
t + Vt), νt)− (∇xΦ)(Xt, νt)]Vt dλ
+
∫ 1
0
∫ [
δΦ
δm
(Xεt , (1 − λ)ν
ε
t + λνt, a)−
δΦ
δm
(Xt, νt, a)
]
(µt − νt)(da) dλ =: I
(0)
t + I
(1)
t + I
(2)
t =: It.
Similarly
1
ε
[
Γ(Xεt , ν
ε
t )− Γ(Xt, νt)− ε(∇xΓ)(Xt, νt)Vt − ε
∫
δΓ
δm
(Xt, νt, a)(µt − νt)(da)
]
=
∫ 1
0
(∇xΓ)(Xt + λε(V
ε
t + Vt), νt)V
ε
t dλ +
∫ 1
0
[(∇xΓ)(Xt + λε(V
ε
t + Vt), νt)− (∇xΓ)(Xt, νt)]Vt dλ
+
∫ 1
0
∫ [
δΓ
δm
(Xεt , (1− λ)ν
ε
t + λνt, a)−
δΓ
δm
(Xt, νt, a)
]
(µt − νt)(da) dλ =: J
(0)
t + J
(1)
t + J
(2)
t =: Jt.
Note that
dV εt =
1
ε
[dXεt − dXt]− dVt
and so we then see that for any p′ ≥ 1 we have
|V εt |
p′ ≤ cp
∣∣∣∣
∫ t
0
Ir dr
∣∣∣∣
p′
+ cp
∣∣∣∣
∫ t
0
Jr dWr
∣∣∣∣
p′
.
Hence, due to Burkholder–Davis–Gundy inequality we have, with a constant depending also on d′, that
E
[
sup
s≤t
|V εs |
p′
]
≤ cp,TE
[∫ t
0
|Ir|
p′ dr +
(∫ t
0
|Jr|
2 dr
)p′/2 ]
. (3.2)
Due to Assumption 2.1 we have
|I
(2)
t |
p′ ≤
(∫ 1
0
∫ ∣∣∣∣ δΦδm (Xεt , (1 − λ)νεt + λνt, a)− δΦδm (Xεt , νt, a)
∣∣∣∣
+
∣∣∣∣ δΦδm(Xεt , νt, a)− δΦδm (Xt, νt, a)
∣∣∣∣|µt − νt|(da) dλ
)p′
≤ cp
(∫ 1
0
∫ [
sup
‖f‖Lip≤1
∫
f(a′)
(
(1− λ)νεt + λνt − νt
)
(da′) + |Xεt −Xt|
]
|µt − νt|(da)dλ
)p′
= cp
(∫ 1
0
∫ [
ε(1− λ) sup
‖f‖Lip≤1
∫
f(a′)(µt − νt)(da
′) + |Xεt −Xt|
]
|µt − νt|(da)dλ
)p′
≤ cp′ε
p′W1(µt, νt)
p′ + cp′ |X
ε
t −Xt|
p′ .
Hence
|I
(2)
t |
p′ ≤ cp′ε
p′W1(µt, νt)
p′ + cp′ |X
ε
t −Xt|
p′ = cp′ε
p′W1(µt, νt)
p′ + cp′ε
p′ |V εt + Vt|
p′ (3.3)
and similarly
|J
(2)
t |
p′ ≤ cp′ε
p′W1(µt, νt)
p′ + cp′ |X
ε
t −Xt|
p′ = cp′ε
p′W1(µt, νt)
p′ + cp′ε
p′ |V εt + Vt|
p′ . (3.4)
Moreover Assumption 2.1 implies that ∇xΦ and ∇xΓ are bounded uniformly in (t, x, a) which implies
that
|I
(0)
t |
p′ ≤ cp′ |V
ε
t |
p′ , |I
(1)
t |
p′ ≤ cp′ |Vt|
p′ , |J
(0)
t |
p′ ≤ cp′ |V
ε
t |
p′ , |J
(1)
t |
p′ ≤ cp′ |Vt|
p′ .
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Applying Ho¨lder’s inequality in (3.2) for p′ ≥ 2 and ε ≤ 1 we get that
E
[
sup
t′≤t
|V εt′ |
p′
]
≤ cp′,TE
[∫ t
0
|Ir |
p′ dr +
∫ t
0
|Jr|
p′ dr
]
. (3.5)
Hence for p′ = q and ε ≤ 1 we get that
E
[
sup
t′≤t
|V εt′ |
q
]
≤ cq,TE
[∫ t
0
|Ir|
q dr +
∫ t
0
|Jr|
q dr
]
≤ cq,T + cq,TE
∫ t
0
|V εr |
q dr + cq,TE
∫ t
0
|Vr|
q dr ≤ cq,T
∫ t
0
E sup
r′≤r
|V εr′ |
q dr + cq,T .
Hence by Gronwall’s Lemma we get that
sup
ε≤1
E
[
sup
t′≤t
|V εt′ |
q
]
<∞ . (3.6)
Since by Assumption 2.1 we have that ∇xΦ and ∇xΓ are Lipschitz continuous is x uniformly in t and
the control. Hence with Young’s inequality (since q > 2) we get
E
∫ T
0
[
|I
(1)
t |
2 + |J
(1)
t |
2
]
dt ≤ ε2c
∫ T
0
E
[
|V εt + Vt|
2|Vt|
2
]
dt ≤ ε2c
∫ T
0
E
[
|V εt + Vt|
q + |Vt|
q/(q−2)
]
dt
≤ ε2c
∫ T
0
E
[
|V εt |
q + |Vt|
q + |Vt|
q/(q−2)
]
dt ≤ ε2c
∫ T
0
E
[
|V εt |
q + |Vt|
q/(q−2)
]
dt .
Since we already established (3.3)-(3.4) and since µ, ν ∈ VWq we get, with i = 1, 2, that
E
∫ T
0
[
|I
(i)
t |
2 + |J
(i)
t |
2
]
dt ≤ ε2c+ ε2c
∫ T
0
[
E|V εt |
q + E|Vt|
q/(q−2)
]
dt .
From this, together with (3.5) with p′ = 2 and with (3.6) and observation made earlier that Vt has all
the moments bounded we get that
E
[
sup
r≤t
|V εr |
2
]
≤ cT
(∫ t
0
E sup
r′≤r
|V εr′ |
2 dr + ε2
)
.
and by Gronwall’s lemma E
[
sups≤t |V
ε
s |
2
]
≤ cT ε
2 → 0 as ε→∞. 
Lemma 3.2. If νt, µt ∈ V
W
2 then a.s.
d
dε
(∫ T
0
Ent(νt + ε(µt − νt)) dt
) ∣∣∣∣
ε=0
=
∫ T
0
∫
[log νt(a)− log γ(a)](µt − νt)(da) ,
where ν 7→ Ent(ν) is defined by (2.3).
Proof. The key part of the proof is done in [16, Proof of Proposition 2.4]. 
Lemma 3.3. Under Assumption 2.1 for ν, µ ∈ VWq the mapping ν 7→ J
0(ν, ξ) defined by (2.4) satisfies
d
dε
Jσ
(
(νt + ε(µt − νt)t∈[0,T ], ξ
) ∣∣∣∣
ε=0
=E
[ ∫ T
0
[∫
δFt
δm
(Xt, νt, a) (µt − νt)(da) + (∇xF )(Xt, νt)Vt
]
dt
+
σ2
2
∫ T
0
[∫
[log νt(a)− log γ(a)](µt − νt)(da)
]
dt+ (∇xg)(XT )VT
]
.
GRADIENT FLOWS FOR REGULARIZED STOCHASTIC CONTROL PROBLEMS 9
Proof. We need to consider the difference quotient for J0 and to that end we consider
Iε :=
1
ε
E
[ ∫ T
0
[F (Xεt , ν
ε
t )− F (X
ε
t , νt) + F (X
ε
t , νt)− F (Xt, νt)] dt
]
= E
[ ∫ T
0
∫ 1
0
∫
δFt
δm
(Xεt , (1− λ)ν
ε
t + λνt, a)(µt − νt)(da) dλ dt
+
∫ T
0
(∇xFt)(Xt + λε(V
ε
t + Vt), νt)(V
ε
t − Vt) dt
]
.
Using Lebesgue’s dominated convergence theorem and Lemma 3.1 we get
lim
ε→0
Iε = E
[ ∫ T
0
∫
δFt
δm
(Xt, νt, a)(µt − νt)(da) dt+
∫ T
0
(∇xFt)(Xt, νt)Vt dt
]
.
The term involving g can be treated using the differentiability assumption and Lemma 3.1. The term
involving entropy is covered by Lemma 3.2. 
Lemma 3.4. Under Assumption 2.1 for ν, µ ∈ VWq we have that
d
dε
Jσ
(
(νt + ε(µt − νt)t∈[0,T ], ξ
) ∣∣∣∣
ε=0
= E
[ ∫ T
0
[∫
δHσ
δm
(Xt, Yt, Zt, νt, a)(µt − νt)(da)
]
dt
]
.
Proof of Lemma 3.4. We first observe that due to (2.6), (3.1) and the fact that V0 = 0, we have
YTVT =
∫ T
0
Yt dVt +
∫ T
0
Vt dYt +
∫ T
0
d〈Vt, Yt〉
=
∫ T
0
Yt
[
(∇xΦt)(Xt, νt)Vt +
∫
δΦt
δm
(Xt, νt, a) (µt − νt)(da)
]
dt−
∫ T
0
Vt(∇xH
0
t )(Xt, Yt, Zt, νt) dt
+
∫ T
0
tr
(
Z⊤t (∇xΓ)(Xt, νt)Vt + Z
⊤
t
∫
δΓt
δm
(Xt, νt, a)(µt − νt)(da)
)
dt+MT ,
where M is a square integrable martingale with mean 0. Using the definition of the Hamiltonian (2.5)
we get
YTVT =
∫ T
0
Yt
[
(∇xΦ)(Xt, νt)Vt +
∫
δΦt
δm
φ(Xt, νt, a) (µt − νt)(da)
]
dt
+
∫ T
0
tr
(
Z⊤t (∇xΓ)(Xt, νt)Vt + Z
⊤
t
∫
δΓt
δm
(Xt, νt, a)(µt − νt)(da)
)
dt
−
∫ T
0
[
Yt(∇xΦt)(Xt, νt)Vt + tr
[
Z⊤t (∇xΓt)(Xt, νt)Vt
]
+ Vt(∇xFt)(Xt, νt)
]
dt+MT
=
∫ T
0
[ ∫
Yt
δΦt
δm
(Xt, νt, a) (µt − νt)(da) + tr
[∫
Z⊤t
δΓt
δm
(Xt, νt, a)(µt − νt)(da)
]
−
∫
Vt(∇xF )(Xt, νt)
]
dt+MT .
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From this and Lemma 3.3 and noting that (∇xg)(XT )VT = YTVT we see that
d
dε
Jσ
(
(νt + ε(µt − νt)t∈[0,T ], ξ
) ∣∣∣∣
ε=0
=E
[∫ T
0
[∫
δFt
δm
(Xt, νt, a) (µt − νt)(da) + (∇xFt)(Xt, νt)Vt
]
dt
+
σ2
2
∫ T
0
[∫
[log νt(a)− log γ(a)](µt − νt)(da)
]
dt
+
∫ T
0
[ ∫
Yt
δΦt
δm
(Xt, νt, a) (µt − νt)(da)
+ tr
[
Z⊤t
∫
δΓt
δm
(Xt, νt, a)(µt − νt)(da)
]
−
∫
Vt(∇xF )(Xt, νt)
]
dt
]
=E
[∫ T
0
∫ [
δH0t
δm
(Xt, Yt, Zt, νt, a) +
σ2
2
(log νt(a)− log γ(a))
]
(µt − νt)(da) dt
]
.
We can conclude the proof by using Lemma 3.2. 
Proof of Theorem 2.5. Let us write νεt := νt + ε(µt − νt), µ
ε
t := µt + ε(µt − νt), X
ε
t := X
νt+ε(νt−µt)
t ,
Y εt := Y
νt+ε(νt−µt)
t and Z
ε
t := Z
νt+ε(νt−µt)
t . Note that µ
ε
t = µt − νt + ν
ε
t and so µ
ε
t − ν
ε
t = µt − νt. From
the Fundamental Theorem of Calculus we get
Jσ(µ, ξ)− Jσ(ν, ξ) =
∫ 1
0
lim
δ→0
1
δ
(
Jσ
(
ν + (ε+ δ)(µ− ν), ξ
)
− Jσ
(
ν + ε(µ− ν), ξ
))
dε
=
∫ 1
0
lim
δ→0
1
δ
(
Jσ
(
νε + δ(µε − νε), ξ
)
− Jσ
(
νε, ξ
))
dε .
Due to Lemma 3.4 we have
lim
δ→0
1
δ
(
Jσ
(
νε + δ(µε − νε), ξ
)
− Jσ
(
νε, ξ
))
= E
[∫ T
0
[∫
δHσ
δm
(Xεt , Y
ε
t , Z
ε
t , ν
ε
t , a)(µ
ε
t − ν
ε
t )(da)
]
dt
]
.
Hence
Jσ(µ, ξ)− Jσ(ν, ξ) =
∫ 1
0
E
[ ∫ T
0
[∫
δHσ
δm
(Xεt , Y
ε
t , Z
ε
t , ν
ε
t , a)(µt − νt)(da)
]
dt
]
dε
With µt = νs1,t and νt = νs0,t we thus have
Jσ(νs1,t, ξ)− J
σ(νs0,t, ξ) =
∫ 1
0
E
[∫ T
0
[ ∫
δHσ
δm
(Xεt , Y
ε
t , Z
ε
t , ν
ε
t , a)(νs1,t − νs0,t)(da) .
Using (2.9) and (2.10) and changing order of integration and integrating by parts leads us to
Jσ(νs1,·, ξ)− J
σ(νs0,·, ξ) =
∫ s1
s0
∫ 1
0
E
W
[ ∫ T
0
[
−
∫ (
∇a
δHσ
δm
)
(Xεt , Y
ε
t , Z
ε
t , ν
ε
t , a)Vs,tνs,t(da) .
Hence
d
ds
Jσ(νs,·, ξ) =E
W
[ ∫ T
0
[
−
∫ (
∇a
δHσ
δm
)
(Xs,t, Ys,t, Zs,t, νs,t, a)Vs,t νs,t(da)
]
dt
]
.
This completes the proof. 
Proof of Theorem 2.12. Let (µt)t∈[0,T ] be an arbitrary relaxed control. Since (νt)t∈[0,T ] is optimal we
know that
Jσ
(
νt + ε(µt − νt))t∈[0,T ]
)
≥ Jσ(ν) for any ε > 0.
From this and Lemma 3.4 we get that
0 ≤ lim
ε→0
1
ε
(
Jσ(νt + ε(µt − νt))t∈[0,T ] − J
σ(ν)
)
= E
∫ T
0
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (µt − νt)(da) dt .
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Now assume there is S ∈ F ⊗ B([0, T ]) with strictly positive P ⊗ λ (with λ denoting the Lebesgue on
B([0, T ])) measure such that
E
∫ T
0
1S
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (µt − νt)(da) dt < 0
Define µ˜t := µt1S + νt1Sc . Then by the same argument as above
0 ≤ E
∫ T
0
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (µ˜t − νt)(da) dt
= E
∫ T
0
1S
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (µt − νt)(da) dt < 0
leading to a contradiction. This proves i).
From the properties of linear derivative we know that for almost all t ∈ (0, T ) it holds that
lim
εց0
Hσ(Xt, Yt, Zt, νt + ε(µt − νt))−H
σ(Xt, Yt, Zt, νt)
ε
=
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (µt − νt)(da) ≥ 0 .
From this ii) follows. 
4. Existence and Uniqueness of Solutions to the Mean-field system and exponential
convergence to the invariant measure
Lemma 4.1 (A priori estimate). Let Assumptions 2.6 and 2.7 hold. Fix p′ ≥ 2 and let E
∫ T
0 |θ0,t|
p′ dt <
∞. If λ := p
′
2
(
σ2κ
4 + η1
)
> 0 and (θs,t)s≥0,t∈[0,T ] is a solution to (2.12)-(2.13) then∫ T
0
E[|θs,t|
p′ ] dt ≤ e−λs
∫ T
0
E[|θ0,t|
p′ ] dt+ cT,p,σ,κ,η1,η¯
∫ s
0
e−λ(s−v) dv . (4.1)
Proof. Note that Assumption 2.6 together with the Young’s inequality implies that : ∀a, y ∈ Rp |ay| ≤
κ
2 |a|
2 + (2κ)−1|y|2 and so
(∇aU)(a) a ≥
κ
2
|a|2 −
1
2κ
|(∇aU)(0)|
2 . (4.2)
From (4.2) and Assumptions 2.7 we get that for all (t, a, µ) ∈ [0, T ]× Rp × VW2 we have
σ2
2
∇aU(a) · a+ (∇a
δH0t
δm
)(a, µ) · a ≥
(
σ2κ
4
+ η1
)
|a|2 − η2E(µ, δ0)
2 − η¯t . (4.3)
Let µs,t := L(θs,t|F
W
t ). Applying Itoˆ’s formula in (2.12), first with t ∈ [0, T ] fixed, then integrating over
[0, T ], we have
eλs
∫ T
0
|θs,t|
p′ dt =
∫ T
0
|θ0,t|
p′ dt+ λ
∫ s
0
eλv
∫ T
0
|θv,t|
p′ dt dv +
σ2
2
p′(p′ − 1)
∫ s
0
eλv
∫ T
0
|θv,t|
p′−2 dt dv
− p′
∫ s
0
eλv
∫ T
0
(
σ2
2
∇aU(θv,t) + (∇a
δH0t
δm
)(θv,t, µv,·)
)
θv,t|θv,t|
p′−2 dt dv
+ σp′
∫ T
0
∫ s
0
eλv|θv,t|
p′−2θv,s dBv dt .
Applying (4.3) and taking expectation we thus get
eλs
∫ T
0
E[|θs,t|
p′ ] dt ≤
∫ T
0
E[|θ0,t|
p′ ] dt+
(
λ− p′
(
σ2κ
4
+ η1
))∫ s
0
eλv
∫ T
0
E
[
|θv,t|
p′
]
dt dv
+ p′
∫ s
0
eλv
∫ T
0
E
[(
σ2
2
p′(p′ − 1) + η2E(µ, δ0)
2 + η¯t
)
|θv,t|
p′−2
]
dt dv .
(4.4)
From Young’s inequality we get E(µ, δ0)
2|θv,t|
p′−2 ≤ 2p′ E(µ, δ0)
p′ + p
′−2
p′ |θv,t|
p′ . Then we see that
E
∫ T
0
[
2
p′
Et(µ, δ0)
p′ +
p′ − 2
p′
|θv,t|
p′
]
dt ≤ E
∫ T
0
[
2
p′
Wp′(µt, δ0)
p′ +
p′ − 2
p′
|θv,t|
p′
]
dt ≤ E
∫ T
0
|θv,t|
p′ dt .
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Let ε > 0. From Young’s inequality we know there is cε,p′ such that(
σ2
2
p′(p′ − 1) + η¯t
)
|θv,t|
p′−2 ≤ ε|θv,t|
p′ + cε,p′
(
σ2
2
p′(p′ − 1) + η¯t
)p′/2
Then from (4.4) we have
eλs
∫ T
0
E[|θs,t|
p′ ] dt ≤
∫ T
0
E[|θ0,t|
p′ ] dt+
(
λ− p′
(
σ2κ
4
+ η1 − η2
)
+ p′ε
)∫ s
0
eλv
∫ T
0
E
[
|θv,t|
p′
]
dt dv
+ p′cε,p′
∫ s
0
eλv
∫ T
0
E
[(
σ2
2
p′(p′ − 1) + η¯t
)p′/2]
dt dv .
Fix ε = 12
(
σ2κ
4 + η1 − η2
)
. Then from (4.4) with λ = p
′
2
(
σ2κ
4 + η1 − η2
)
> 0 we have
eλs
∫ T
0
E[|θs,t|
p′ ] dt ≤
∫ T
0
E[|θ0,t|
p′ ] dt+
∫ s
0
eλvcT,p,σ,κ,η1,η2,η¯ dv .
This concludes the proof. 
Proof of Lemma 2.9. Let
C(I;VWq ) :=
{
ν = (νs,·)s∈I : νs,· ∈ V
W
q and lim
s′→s
ρq(νs′,·, νs,·) = 0 ∀s ∈ I
}
.
Consider µ ∈ C(I,VWq ). For each µs,· ∈ V
W
q , s ≥ 0 we obtain unique solution to (2.2)-(2.6) which we
denote (Xs,·, Ys,·, Zs,·). Moreover, for each t ∈ [0, T ] the SDE
dθs,t(µ) = −
(
(∇a
δH0t
δm
)(θs,t(µ), µs,t) +
σ2
2
(∇aU)(θs,t(µ))
)
ds+ σ dBs (4.5)
has unique strong solution and for each s ∈ I. We denote the measure in VWq induced by θs,t condi-
tioned on FWt for each t ∈ [0, T ] as L(θ(µ)s,·|W ). Consider now the map Ψ given by C(I,V
W
q ) ∋ µ 7→
{L(θs,·(µ) |W (ω
W )) : ωW ∈ ΩW , s ∈ I}.
Step 1. We need to show that {L(θ(µ)s,·|W (ω
W )) : ωW ∈ ΩW , s ∈ I} ∈ C(I,VWq ). This amounts to
showing that we have the appropriate integrability and continuity. Integrability follows from the same
argument as in the proof Lemma 4.1 with p′ = q and with θs,t replaced by θs,t(µ). To establish the
continuity property note that for s′ ≥ s we have
|θs′,t(µ)− θs,t(µ)| ≤ c
∫ s′
s
(
1 + (|θr,t(µ)|+
∫ T
0
∫
|a|µr,t(da) dt
)
dr + σ|Bs −Bs′ | .
This, together with Lebesgue’s theorem, leads to
lim
s′→s
∫ T
0
E[|θs′,t(µ)− θs,t(µ)|
q]dt = 0 .
which establishes the required continuity property.
Step 2. Fix λ ∈ R. Fix t ∈ [0, T ]. From Itoˆ’s formula we get
d
(
eλs|θs,t(µ)− θs,t(µ
′)|q
)
= eλs
[
λ|θs,t(µ)− θs,t(µ
′)|q
−
q
2
(θs,t(µ)− θs,t(µ
′))
(
σ2
[
(∇aU)(θs,t(µ))− (∇aU)(θs,t(µ
′))
]
+ 2
[
∇a
δH0t
δm
)(θs,t(µ), µs,·)− (∇a
δH0t
δm
)(θs,t(µ
′), µ′s,·)
])
|θs,t(µ) − θs,t(µ
′)|q−2
]
ds .
Note that from Assumptions 2.6 and 2.8 we get that for any a, a′ ∈ Rp and for any µ, µ′ ∈ VW2 we have(
σ2 (∇aU(a
′)−∇aU(a))+2
[
(∇a
δH0t
δm
)(a′, µ′)− (∇a
δH0t
δm
)(a, µ)
])
· (a′ − a)
≥ (σ2κ+ η1)|a
′ − a|2 − η2Et(µ, µ
′)2 .
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Hence we get
d(eλs|θs,t(µ)− θs,t(µ
′)|q)
≤ eλs
[
−
(
λ−
q
2
(σ2κ+ η1)
)
|θs,t(µ)− θs,t(µ
′)|q +
q
2
η2Et(µs,t, µ
′
s,t)
2|θs,t(µ)− θs,t(µ
′)|q−2
]
ds .
Fix λ > q2 (σ
2κ+ η1) > 0. From Young’s inequality we get for ε > 0 that
η2Et(µs,t, µ
′
s,t)
2|θs,t(µ)− θs,t(µ
′)|q−2 ≤
2
qεq/2
η
q/2
2 Et(µs,t, µ
′
s,t)
q +
εq/(q−2)
q
|θs,t(µ)− θs,t(µ
′)|q .
Taking ε > 0 s.t. 2εq/(q−2) < 12
(
λ− q2 (σ
2κ+ η1)
)
we get that
d(eλs|θs,t(µ)− θs,t(µ
′)|q) ≤ eλscq,κ,σ,η1,η2Et(µs,t, µ
′
s,t)
q .
Recall that for any s ∈ I we have
ρq(Ψ(µs,·),Ψ(µ
′
s,·))
q = EW
[
WTq
(
L(θs,·(µ) |W ), (L(θs,·(µ
′) |W )
)q]
≤
∫ T
0
E [|θs,t(µ)− θs,t(µ
′)|q] dt .
(4.6)
Hence
d(eλsρq(Ψ(µ)s,·,Ψ(µ
′)s,·)
q) ≤ eλscq,κ,σ,η1,η2ρq(µs,·, µ
′
s,·)
q .
Recall that for all t ∈ [0, T ], θ0,t(µ) = θ0,t(µ
′). Fix S > 0 and note that
eλSρq(Ψ(µ)s,Ψ(µ
′)s)
q ≤ cq,κ,σ,η1,η2
∫ S
0
eλsρq(µs,·, µ
′
s,·)
qds . (4.7)
Step 3. Let Ψk denote the k-th composition of the mapping Ψ with itself. Then, for any integer k > 1,
ρq(Φ
k(µ)S,·,Φ
k(µ′)S,·)
q ≤ e−λSckq,κ,σ,η1,η2
Sk
k!
sup
s∈[0,S]
ρq(µs,·, µ
′
s,·)
q .
Hence, for any S ∈ I there is k, such that Φk is a contraction and then Banach fixed point theorem gives
existence of the unique solution in C([0, S];VWq ). The estimate (2.14) follows simply from Lemma 4.1. 
Recall that Ps,tµ
0 := L
(
θs,t|F
W
t
)
, where (θs,t)s≥0,t∈[0,T ] is the unique solution to the system (2.12)-
(2.13) started with the initial condition (θ0t )t∈[0,T ] such that L(θ
0
t (ω
W )) = PB ◦ θ0t (ω
W )−1 = µ0(ωW ),
given by Lemma 2.9. Let Psµ
0 := (Ps,tµ
0)t∈[0,T ] and note that Psµ
0 ∈ VWq for any s ≥ 0. Moreover note
that due to uniqueness of solutions to (2.12)-(2.13) we have Ps+s′µ
0 = Ps
(
Ps′µ
0
)
.
Lemma 4.2. Let Assumptions 2.6 and 2.8 hold. If λ = q2
(
σ2κ+ η1 − η2
)
≥ 0 and if µ0, µ¯0 ∈ VWq , then
for all s ≥ 0 we have
ρq(Psµ
0, Psµ¯
0) ≤ e−
1
q
λsρq(µ
0, µ¯0) . (4.8)
Proof. Let (θs,·)s≥0 and (θ
′
s,·)s≥0 denote two solutions to (2.12)-(2.13) with initial conditions (θ
0
t )t∈[0,T ]
such that L(θ0t (ω
W )) = µ0(ωW ) and (θ′0t )t∈[0,T ] such that L(θ
′0
t (ω
W )) = µ¯0(ωW ) for all ωW ∈ ΩW .
For λ = q2
(
σ2κ+ η1 − η2
)
≥ 0, the same computation as in the Step 2 of the proof of Lemma 2.9 gives
d
(
eλsE
∫ T
0
|θs,t − θ
′
s,t|
qdt
)
≤ eλs
[(
λ−
q
2
(
σ2κ+ η1
))
E
∫ T
0
[
|θs,t − θ
′
s,t|
q +
q
2
η2Et(L(θs,t|W ),L(θ
′
s,t)|W )
2|θs,t − θ
′
s,t|
q−2
]
dt
]
ds .
From Young’s inequality
Et
(
L(θs,t|F
W
t ),L(θ
′
s,t|F
W
t )
)2
|θs,t − θ
′
s,t|
q−2 ≤
2
q
Et
(
L(θs,t|F
W
t ),L(θ
′
s,t|F
W
t )
)q
+
q − 2
q
|θs,t − θ
′
s,t|
q .
Moreover, from Assumption 2.8 we get
E
∫ T
0
Et(L(θs,t|F
W
t ),L(θ
′
s,t|F
W
t ))
q dt ≤ ρq(L(θs,·|W ),L(θ
′
s,·)|W )
q ≤ E
∫ T
0
|θs,t − θ
′
s,t|
q dt .
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Hence
d
(
eλsρq(Psµ
0, Psµ¯
0)q
)
≤ d
(
eλsE
∫ T
0
|θs,t − θ
′
s,t|
q dt
)
≤ eλs
[(
λ−
q
2
(
σ2κ+ η1 − η2
))
E
∫ T
0
[
|θs,t − θ
′
s,t|
q dt
]
ds ≤ 0 ds .
Integrating this leads to
ρq(Psµ
0, Psµ¯
0)2 ≤ e−λsρq(µ
0, µ¯0)2 .

Proof of Theorem 2.10. Choose s0 > 0 such that e
− 1
q
λs0 < 1. Then Ps0 : V
W
q → V
W
q is a contraction due
to Lemma 4.2. By Banach’s fixed point theorem and Lemma A.5 there is a (unique) µ˜ ∈ VWq such that
Ps0 µ˜ = µ˜. Note that µ˜ depends on the above choice of s0.
Let µ∗ :=
∫ s0
0 Psµ˜ ds. Now take an arbitrary r ≤ s0. Then
Prµ
∗ = Pr
∫ s0
0
Psµ˜ ds =
∫ s0
0
Pr+sµ˜ ds =
∫ r+s0
r
Psµ˜ ds =
∫ s0
r
Psµ˜ ds+
∫ r+s0
s0
Psµ˜ ds .
Since µ˜ = Ps0 µ˜ we get that
Prµ
∗ =
∫ s0
r
Psµ˜ ds+
∫ r+s0
s0
Ps+s0 µ˜ ds =
∫ s0
r
Psµ˜ ds+
∫ r
0
Psµ˜ ds = µ
∗ .
For r > s0 choose k ∈ N so that ks0 < r and (k + 1)s0 ≥ r. Then Prµ
∗ = (Ps0 )
kP(r−ks0)µ
∗ = µ∗. To see
that µ∗ is unique consider ν∗ 6= µ∗ such that Prν
∗ = ν∗ for any r ≥ 0. Then from Lemma 4.2 we have,
for any r > s0, that
ρq(µ
∗, ν∗) = ρq(Prµ
∗, Prν
∗) ≤ e−
1
q
λrρq(µ
∗, ν∗)
which is a contradiction as e−
1
q
λr < 1. From Lemma 4.2 we immediately get (2.15). 
Proof of Lemma 2.4. The linear PDE (2.9) has unique solution ν ·,t ∈ C
1,∞((0,∞) × Rp;R) for each
t ∈ [0, T ] and ωW ∈ ΩW due to e.g Ladyzenskaja, Solonnikov and Ural’ceva [24, Chapeter IV]. The
measurability of FWt -measurability of νs,t(a) is a question of measurability of an explicitly defined function
and this is proved e.g. in [12, Lemma 3.2]. Consider the stochastic process
dθs,t = −bs,t(θs,t) ds+ σ dBs .
Let µs,t denote the law of θs,t given ω ∈ Ω
W From Girsanov’s theorem we see that the µs,t has, for each
s > 0 and t ∈ [0, T ], smooth density and moreover µs,t(a) > 0. Applying Itoˆ’s formula to ϕ ∈ C
2
b (R
p),
taking expectation (over ΩB) and using µs,t to denote the law of θs,t given ω ∈ Ω
W we can check that
µs,t satisfies∫
ϕ(a)µs,t(da) =
∫
ϕ(a)µ0,t(da) +
∫ s
0
[ ∫
−bs,t(a)∇aϕ(a)µr,t(da) +
∫
1
2
σ2∆aϕ(a)µr,t(da)
]
ds .
Integrating by parts we see that is a solution to (2.9). As the solutions are unique we conclude that
µs,· = νs,· and so νs,t(a) > 0 for all s > 0, t ∈ [0, T ] and Ω
W -a.s. 
Proof of Theorem 2.11. Fix t ∈ [0, T ] and ωW ∈ ΩW . Let bs,t(a) := (∇a
δH0t
δm )(a, µs) +
σ2
2 (∇aU)(a) and
µs,t = L(θs,t|F
W
t ). As in the proof of Lemma 2.4 we see that µs,t is a solution to
∂sµs,t = ∇a ·
(
bs,tµs,t +
σ2
2
∇aµs,t
)
, s ≥ 0 , µs,0 = µ
0
t := L(θ0,t|F
W
t ) . (4.9)
Due to Lemma 2.4 we know that the solution is unique and moreover for each t ∈ [0, T ] and ωW ∈ ΩW
fixed we have µ ·,t ∈ C
1,∞((0,∞)× Rp;R). Also, Psµ
0 = µs,· so Ps is the solution operator for (4.9).
Since µ∗ is an invariant measure 0 = ρ(Psµ
∗, µ∗) =
(
E
W
[
WT2 (Psµ
∗, µ∗)2
)1/2
we get that for almost
all t ∈ [0, T ] and ωW ∈ ΩW we have (Psµ
∗)t = µ
∗
t and so ∂sµ
∗
s,t = 0. Hence for almost all t ∈ [0, T ] and
ωW ∈ ΩW we have that µ∗t is the solution to the stationary Kolmogorov–Fokker–Planck equation
0 = ∇a ·
((
(∇a
δH0t
δm
)(·, µ∗) +
σ2
2
(∇aU)
)
µ∗t +
σ2
2
∇aµ
∗
t
)
. (4.10)
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This implies that µ∗ ∈ Iσ . Consider now some ν ∈ Iσ. Then from (2.16) we get that
νt(a) = e
− 2
σ2
Γte−U(a)−
2
σ2
δH0t
δm
(a,ν) ,
where Γt is the constant in (2.16). From this and Assumption 2.1 we see that almost all t ∈ [0, T ] and
ωW ∈ ΩW we have that νt solves (4.10). But the solution to (4.10) is unique and so ν = µ
∗. This proves
item i).
We will show by contradiction that µ∗ is at least (locally) optimal. Assume that µ∗ is not the (locally)
optimal control for Jσ defined in (2.4). Then for some µ0 ∈ VW2 it holds that J
σ(µ0) < Jσ(µ∗). On
the other we know from (2.15) that lims→∞ Psµ
0 = µ∗. From this and Theorem 2.5 and from lower
semi-continuity of Jσ we get
Jσ(µ∗)− Jσ(µ0) ≤ lim inf
s→∞
Jσ(Psµ
0)− Jσ(µ0)
= − lim inf
s→∞
∫ s
0
E
W
∫ T
0
[∫ ∣∣∣∣
(
∇a
δHσ
δm
)
(a, (Psµ
0)t)
∣∣∣∣
2
(Psµ
0)t(da)
]
dt ds
≤ 0 .
This is a contradiction and so µ∗ must be (locally) optimal. On the other hand for any other (locally)
optimal control ν∗ ∈ VW2 we have for any ν ∈ V
W
2 , due to Theorem 2.12 that
0 ≤ EW
[ ∫ T
0
∫
δHσt
δm
(a, ν∗)(νt − ν
∗
t )(da) dt
]
.
Due to Lemma A.3 this implies that ν∗ ∈ Iσ, where Iσ is defined in (2.16). But we have already shown
that Iσ = {µ∗} and so the set of local minimizers is a singleton and thus µ∗ is the global minimizer of
Jσ and item ii) is proved. 
5. Applications
Before delving into specific applications prove some results on BSDEs that will allow us to conclude
that the assumptions from Section 2 are satisfied. Recall the BSDE
dYt(µ) = −(∇xH
0
t )(Xt(µ), Yt(µ), Zt(µ), µt) dt+ Zt(µ) dWt , t ∈ [0, T ] ,
YT (µ) = (∇xg)(XT (µ)) .
Assumption 5.1. Lipschitz continuity of functions of measure will be understood in the 1-Wasserstein
metric. Here x ∈ Rd, m ∈ P1(R
p), a, a′ ∈ Rp and t ∈ [0, T ] and G = Gt(x,m) stands for any of Φ, Γ or
F .
i) g = g(x) is Lipschitz continuous and G = Gt(x,m) is Lipschitz continuous in (x,m), uniformly in t.
ii)
sup
t
(
|Φt(0, δ0)|+ |Ft(0, δ0)|
)
<∞ and ‖Γ‖∞ = sup
t,x,m
|Γt(x,m)| <∞ .
iii) g = g(x) is differentiable and G = Gt(x,m)is differentiable in x.
iv) ∇x
δG
δm = ∇x
δGt
δm (x,m, a),is Lipschitz in a, uniformly in (t, x,m).
v) ∇xG = (∇xGt)(x,m), is differentiable in x and Lipschitz continuous in x, uniformly in (t,m) and
moreover ∇xg is differentiable and Lipschitz continous.
vi) ∇a
δG
δm =
(
∇a
δGt
δm
)
(x,m, a), is Lipschitz continuous in (x, a), uniformly in (t,m).
vii) ∇a
δ2G
δm2 =
(
∇a
δ2Gt
δm2
)
(x,m, a, a′) is Lipschitz continuous in a′, uniformly in (t, x,m, a).
Lemma 5.2 (Fine Estimates on FBSDEs). Let Assumption 5.1 hold. Then
sup
t∈[0,T ]
sup
µ∈VWq
(‖Yt(µ)‖∞ + ‖Zt(µ)‖∞) <∞ .
Furthermore, there exists a constant c > 0 such that
|Yt(µ) − Yt(ν)|+ |Zt(µ)− Zt(ν)| ≤ c
∫ T
0
[
W1(νt, µt) + |Xv(µ)−Xv(ν)|
]
dv . (5.1)
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Proof. Step 1. First we establish a bound on Y . Note that BSDE solution Y is affine in (Y, Z) and
hence one can derive explicit solution, using exponential integrating factor and Girsanov theorem [32, sec
4.1]. Indeed, for r ≥ t, define
Υrt (µ) := exp
(∫ r
t
(∇xΦr)(Xv(µ), µv) dv
)
.
By Assumption 5.1 we know that Φ is uniformly Lipchitz in x and hence (∇xΦ) is bounded. Therefore,
‖Υrt (µ)‖∞ ≤ exp(‖(∇xΦ)‖∞(r − t)). Similarly, (∇xΓ) is uniformly bounded, and therefore Girsanov’s
Theorem tells us that WQt := Wt −
∫ t
0
∇xΓ(Xs,t(µ), µs,t)(da) is a standard Brownian motion under
measure Q defined as
dQ(µ)
dPW
∣∣∣
Ft
:= exp
(∫ t
0
(∇xΓ)(Xr(µ), µr) · dWr −
∫ t
0
|(∇xΓr)(Xr(µ), µr)|
2
dr
)
.
Denote E
Q(µ)
t [·] = E
Q(µ)
t [·|F
W
t ]. We have
Yt(µ) = E
Q(µ)
t
[
ΥTt (µ)(∇xg(XT (µ))) +
∫ T
t
Υrt (µ)
∫
(∇xFr)(Xr(µ), µr)dr
]
. (5.2)
Hence
‖Yt(µ)‖∞ ≤ ‖Υ
T
t ‖∞‖(∇xg)‖∞ + ‖Υ
T
t ‖∞‖(∇xF )‖∞(T − t) .
Step 2. Next, from [32, Lem. 5.2.3] we know that
Zt(µ) = (∇ξYt(µ))((∇ξXt(µ))
−1Γ(Xt(µ), µt) . (5.3)
We compute
d∇ξYt(µ)) = −
[
(∇2xH)∇ξXt(µ) + (∇
2
yxH)∇ξYt(µ) + (∇
2
zxH)∇ξZt(µ)
]
dt+∇ξZt(µ) dWt , (5.4)
where
(∇2xHt)(x, y, z,m) = (∇
2
xΦt)(x,m)y + tr((∇
2
xΓ
⊤
t )(x,m) · z) + (∇
2
xFt)(x,m) ,
(∇2yxHt)(x, y, z,m) = (∇xΦ)(x,m) and (∇
2
zxHt)(x, y, z,m) = (∇xΓ)(x,m) .
Define
Ht(µ) := (∇
2
xΦt)(Xt(µ), µt)Yt(µ) + (∇
2
xF )((Xt(µ), µt)) .
From the Step 1 of the proof and Assumption 5.1 we see that ‖Ht(µ)‖∞ < ∞. Further note that from
(5.3),
(∇2xΓ
⊤)(Xt(µ), µt)Zt∇ξXt(µ) = (∇
2
xΓ)(Xt(µ), µt) (∇ξYt(µ))) Γ(Xt(µ), µt) .
Grouping all linear terms in equation (5.4) we deduce that the integrating factor is given by
Υ¯rt := exp
(∫ r
t
(∇xΦ)(Xv(µ), µv) + (∇
2
xΓ)(Xs,r(µ), µv)Γ(Xt(µ), µt)dv
)
.
It is immediate from the Assumption 5.1 that ‖Υ¯rt‖∞ <∞. As before
dQ(µ)
dPW
∣∣∣
Ft
:= exp
(∫ t
0
(∇xΓ)(Xr(µ), µr))dWr −
∫ t
0
|(∇xΓ)(Xr(µ), µr)|
2
dr
)
.
Hence the solution to affine BSDE ∇ξY (µ) is given by
(∇ξY
ξ
t (µ)) = E
Q(µ)
t
[
Υ¯Tt (∇
2
xg(XT (µ)))∇ξXT (µ) +
∫ T
t
Υ¯rt
∫
Hr∇ξXr(µ)dr
]
.
Next, for r ≥ t, we have
∇ξXr(µ) = ∇ξXt(µ) +
∫ r
t
(∇xΓ)(Xv(µ), µv))∇ξXv(µ) dWv
+
∫ r
t
(∇xΦ(Xv(µ), µv)∇ξXv(µ) dv .
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Therefore, Ur := ∇ξXr(µ)((∇ξX
ξ
t (µ))
−1 solves the following linear SDE
Ur = I +
∫ r
t
∫
(∇xΓ)(Xv(µ), µv))Uv (dW
Q
v + (∇xΓ)(Xv(µ), µv)dv)
+
∫ r
t
∫
(∇xΦ(Xv(µ), µv))Uv dv
Since ∇xΓ and ∇xΦ are bounded, it is easy to show that ‖E
Q¯
t [|Ur]‖∞ <∞. Note that
(∇ξYt(µ))((∇ξXt(µ))
−1 = EQt
[
Υ¯t,T (∇
2
xg(XT (µ)))UT +
∫ T
t
Υ¯t,r
∫
HrUrdr
]
. (5.5)
Consequently
‖Zt(µ)‖ ≤ ‖Υ¯t,T‖∞
(
‖∇2xg‖∞‖E
Q
t [|UT ‖∞ +
∫ T
t
‖Hr‖∞‖E
Q
t [|Ur|‖∞dr
)
‖Γ‖∞ .
Step 3. Next we derive estimates for Y in 5.1. From explicit solution (5.2) we have
Yt(µ)− Yt(ν)
= Et
[(
ΥTt (µ)−Υ
T
t (ν)
)
(∇xg(XT (µ))) + Υ
T
t (ν) ((∇xg(XT (µ))) −∇xg(XT (ν))))
]
+ Et
[∫ T
t
(Υrt (µ)−Υ
r
t (ν)) (∇xFr)(Xr(µ), µr)dr
]
+ Et
[∫ T
t
Υrt (ν) ((∇xFr)(Xr(µ), µr)− (∇xFr)(Xr(ν), νr)) dr
]
+ Et
[∫ T
t
(Υrt (µ)−Υ
r
t (ν)) tr(∇xΓ
⊤
r )(Xr(µ), µr) · Z(µ)dr
]
+ Et
[∫ T
t
Υrt (ν)
(
tr(∇xΓ
⊤
r )(Xr(µ), µr) · Z(µ)− (tr(∇xΓ
⊤
r )(Xr(ν), νr) · Z(ν)
)
dr
]
.
By Assumption 5.1 F is uniformly Lipchitz in x and hence (∇xF ) is bounded. Hence
|Yt(µ)− Yt(ν)|
≤ Et
[
|ΥTt (µ)−Υ
T
t (ν)|‖(∇xg)‖∞ + ‖Υ
T
t (ν)‖∞ ((∇xg(XT (µ))) −∇xg(XT (ν))))
]
+ Et
[∫ T
t
|Υrt (µ)−Υ
r
t (ν)||(∇xFr)(x, µr)|dr
]
+ Et
[∫ T
t
‖ΥTt (ν)‖∞ ((∇xFr)(Xr(µ), µr)− (∇xFr)(Xr(ν), νr)) dr
]
+ Et
[∫ T
t
|Υrt (µ)−Υ
r
t (ν)‖∇xΓ‖∞‖Zr(µ)‖dr
]
+ Et
[∫ T
t
‖Υrt (ν)‖∞‖Z(µ)‖|(∇xΓr)(Xr(µ), µr)− (∇xΓr)(Xr(ν), νr)|dr
]
+ Et
[∫ T
t
‖Υrt (ν)‖∞‖∇xΓr‖∞|Z(µ)− Z(ν)|dr
]
.
(5.6)
Let νλ := ν + λ(ν − µ). From the definition of extended measure derivative, see Definition A.2, we have∣∣∣∣exp
(∫ r
t
(∇xΦ)(x, νv) dv
)
− exp
(∫ r
t
(∇xΦ)(x, µv) dv
)∣∣∣∣
=
∣∣∣∣
∫ 1
0
∫ r
t
exp
(∫ r
t
(∇xΦv)(x, ν
λ
v ) dv
)∫
(∇x
δΦv
δm
)(x, νλv , a)(νv − µv)(da)dvdλ
∣∣∣∣
≤ ‖Υrt (ν
λ)‖∞‖(∇x
δΦv
δm
)(·, ·, a)‖LipW
T
1 (ν, µ) .
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Using mean-value theorem, one can than see that
|Υrt (µ)− Υ
r
t (ν)| ≤
∣∣∣∣exp
(∫ r
t
(∇xΦv)(Xv(µ), µv) dv
)
− exp
(∫ r
t
(∇xΦv)(Xv(µ), νv) dv
)∣∣∣∣
+
∣∣∣∣exp
(∫ r
t
(∇xΦv)(Xv(µ), νv) dv
)
− exp
(∫ r
t
(∇xΦv)(Xv(ν), νv) dv
)∣∣∣∣
≤ ‖Υrt (ν
λ)‖∞‖‖(∇x
δΦv
δm
)(·, ·, a)‖LipW
T
1 (ν, µ) + ‖Υ
r
t (ν
λ)‖∞‖(∇
2
xΦv)‖∞
∫ r
t
|Xv(µ)−Xv(ν)|dv .
From regularity postulated in Assumption 5.1 we can estimate the differences of (∇xg), (∇xF ) and
(∇xΓ)in (5.6).
Step 4. The estimate of |Zt(µ) − Zt(ν)| follows from representation 5.3 together with (5.5) and
computations similar as in step 3. 
Lemma 5.3. Let Assumption 5.1 hold. Then there exists a constant c such that
|(∇a
δH0t
δm
)(a, µ)− (∇a
δH0t
δm
)(a′, ν)| ≤ c (1 + |Yt(µ)|+ |Zt(µ)|) (|a− a
′|+ |Xt(µ)−Xt(ν)| +W1(µt, νt))
+ c (|Yt(µ)− Yt(ν)|+ |Zt(µ)− Zt(ν)|)
Proof. From the definition of the Hamiltonian we have
(∇a
δH0t
δm
)(a, µ)− (∇a
δH0t
δm
)(a′, ν)
=(∇a
δΦt
δm
)(Xt(µ), µt, a)Yt(µ)− (∇a
δΦt
δm
)(Xt(ν), νt, a
′)Yt(ν) (:= A
1)
+ tr((∇a
δΓt
δm
)⊤t (Xt(µ), µt, a)Zt(µ))− tr((∇a
δΓt
δm
)⊤t (Xt(ν), νt, a
′)Zt(ν)) (:= A
2)
+ (∇a
δFt
δm
)(Xt(µ), µt, a)− (∇a
δFt
δm
)(Xt(ν), νt, a
′) . (:= A3)
First note that by Lemma [8, Lemma 2.4]
(∇a
δΦt
δm
)(x, µt, a))− (∇a
δΦt
δm
)(x, νt, a) =
∫ 1
0
∫
(∇a
δ2Φt
δ2m
)(x, µλt , a, a
′)(µt − νt)(da
′)dλ .
We observe that
|A1| ≤|(∇a
δΦt
δm
)(Xt(µ), µt, a)Yt(µ)− (∇a
δΦt
δm
)(Xt(ν), νt, a
′)Yt(µ)|
+ |(∇a
δΦt
δm
))(Xt(ν), νt, a)Yt(µ)− (∇a
δΦt
δm
)(Xt(ν), νt, a
′)Yt(ν)|
≤|Yt(µ)|∞
(
‖(∇a
δΦt
δm
)(·, ·, a)‖Lip|a− a
′|+ ‖(∇a
δΦt
δm
)(x, ·, ·)‖Lip|Xt(µ)−Xt(ν)|
)
+ |Yt(µ)|∞‖(∇a
δ2Φt
δ2m
)(·, ·, ·, a)‖LipW1(µt, νt) + ‖∇a
δΦt
δm
‖∞|Yt(µ) − Yt(ν)| .
Similarly
|A2| ≤|Zt(µ)|∞
(
‖(∇a
δΓt
δm
)(·, ·, a)‖Lip|a− a
′|+ ‖(∇a
δΓt
δm
)(x, ·, ·)‖Lip|Xt(µ)−Xt(ν)|
)
+ |Zt(µ)|∞‖(∇a
δ2Γt
δ2m
)(·, ·, ·, a)‖LipW1(µt, νt) + ‖∇a
δΓt
δm
‖∞|Zt(µ)− Zt(ν)| .
Finally
|A3| ≤‖(∇a
δFt
δm
)(·, ·, a)‖Lip|a− a
′|+ ‖(∇a
δFt
δm
)(x, ·, ·)‖Lip|Xt(µ)−Xt(ν)|
+ ‖(∇a
δ2Ft
δ2m
)(·, ·, ·, a)‖LipW1(µt, νt) .

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Lemma 5.4. Let Assumption 5.1 hold. Then there is L > 0 such that for all t ∈ [0, T ], for all a, a′ ∈ Rp
and for all µ, µ′ ∈ VW2 we have∣∣∣∣(∇a δH0tδm )(a, µ) − (∇a δH
0
t
δm
)(a′, ν′)
∣∣∣∣ ≤ L [|a− a′|+ Et(µ, µ′))] ,
where, for some c = cT,q,Φ,Γ > 0,
Et(µ, µ
′) :=
1
c
(
|Xt(µ)−Xt(ν)|+W1(µt, νt) +
∫ T
0
[
W1(µr, νr) + |Xt(µ)−Xt(µ
′)|
]
dt
)
and moreover EW
[∫ T
0 Et(µ, µ
′)q dt
]
≤ ρq(µ, µ
′)q.
Proof of Lemma 5.4. Due to Lemmas 5.2-5.3 we have with some c > 0 that∣∣∣∣(∇a δH0tδm )(a, µ)− (∇a δH
0
t
δm
)(a′, ν)
∣∣∣∣
≤ c
[
|a− a′|+ |Xt(µ)−Xt(ν)| + |Yt(µ)− Yt(ν)|+ |Zt(µ)− Zt(ν)| +W1(µt, νt)
]
≤ c
[
|a− a′|+
(
|Xt(µ)−Xt(ν)|+W1(µt, νt) +
∫ T
0
[
W1(νr, µr) + |Xr(µ)−Xr(ν)|
]
dr
)]
=: L [|a− a′|+ Et(µ, µ
′))] .
Further, we estimate Xt(µ)−Xt(ν). By Ho¨lder’s inequality, Itoˆ’s isometry and Fubini’s theorem we have
E
W [|Xt(µ)−Xt(ν)|
q ] ≤ cT,q
∫ t
0
E
W [|Φ(Xr(µ), µr)− Φ(Xr(ν), νr)|
q] dr
+ cT,q
∫ t
0
E
W [|Γ(Xr(µ), µr)− Γ(Xr(ν), νr)|
q] dr .
Next
|Φr(Xr(µ), µr)− Φr(Xr(ν), νr)|
≤ ‖Φr(x, ·)‖
2
Lip |Xr(µ)−Xr(ν)| +
∣∣∣∣
∫ 1
0
∫
δΦr
δm
(Xr, ν
λ
r , a) (µr − νr)(da)
∣∣∣∣
≤ |Φr(x, ·)‖
2
Lip|Xr(µ)−Xr(ν)|+
∥∥∥∥ δΦδm (·, ·, a)
∥∥∥∥
Lip
W1(µt, νt)
with a similar estimate for Γ. Hence Gronwall’s lemma yields
E
W [|Xt(µ) −Xt(ν)|
q]
≤ exp (cT,q‖Φ(x, ·, ·)‖Lip + cT,q‖Γ(x, ·, ·)‖Lip)
(∥∥∥ δΦ
δm
(·, ·, a)
∥∥∥
Lip
+
∥∥∥ δΓ
δm
(·, ·, a)
∥∥∥
Lip
)
E
W [WTq (µ, ν)
q]
= cT,q,Φ,Γρq(µ, ν)
q .
From this we can also see that
E
W
∫ T
0
|Xt(µ)−Xt(ν)|
q dt ≤ cT,q,Φ,Γρq(µ, ν)
q .
Hence EW
[∫ T
0
Et(µ, ν)
q dt
]
≤ ρq(µ, ν)
q. 
Example 5.5. We now consider a control problem with the objective
Jσ(ν, ξ) := EW
[∫ T
0
[
Ft(Xt(ν), νt) + F¯t(νt) +
σ2
2
Ent(νt)
]
dt+ g(XT (ν))
∣∣∣X0(ν) = ξ
]
.
Additionally to (2.4) we included F¯ so now, with some abuse of notation F became F + F¯ . Notice that
∇xF¯ = 0 and so the adjoint BSDE remains unchanged and we may apply the above results. Assume
that there are η¯1 ≥ 0 and η¯2 ≥ 0 such that for all a, a
′ ∈ Rp and all m,m′ ∈ Pq(R
p) we have(
∇a
δF¯ 0
δm
)
(a,m)a ≥ η¯1|a|
2 − η¯2
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and
2
((
∇a
δF¯
δm
)
(a,m)−
(
∇a
δF¯
δm
)
(a′,m′)
)
(a− a′) ≥ η¯1|a− a
′|2 .
Let us write in this situation
Hˆσt (x, y, z,m) := Φt(x,m)y + tr(Γ
⊤
t (x,m)z) + Ft(x,m) + F¯ (m) +
σ2
2
Ent(m)
and
δHˆσt
δm
(a, µ) =
δHσt
δm
(a, µ) +
δF¯
δm
(a, µt) .
Then, due to Lemma 5.4 we have∣∣∣(∇a δH0t
δm
)
(a, µ)
∣∣∣ ≤ ∣∣∣∣(∇a δH0tδm
)
(a, µ)−
(
∇a
δH0t
δm
)
(0, δ0)
∣∣∣∣ +
∣∣∣∣(∇a δH0tδm
)
(0, δ0)
∣∣∣∣
≤ L
[
|a|+ Et(µ, δ0) +
∣∣∣∣(∇a δH0tδm
)
(0, δ0)
∣∣∣∣
]
.
and so(
∇a
δHˆ0t
δm
)
(a, µ)a ≥ −
∣∣∣(∇a δH0t
δm
)
(a, µ)
∣∣∣|a|+ δF¯
δm
(a, µt)a
≥ −L|a|2 −
2L
η¯1
Et(µ, δ0)
2 −
2L
η¯1
∣∣∣(∇a δH0t
δm
)
(0, δ0)
∣∣∣2 − η¯1
2
|a|2 + η¯1|a|
2 − η¯2 .
Hence Assumption 2.7 holds with
η1 :=
η¯1
2
− L and with , η2 :=
2L
η¯1
, η¯t :=
2L
η¯1
∣∣∣(∇a δH0t
δm
)
(0, δ0)
∣∣∣2 + η¯2 .
Moreover note that due to Lemma 5.4 we have
(a− a′)(∇a
δH0t
δm
)(a, µ)− (∇a
δH0t
δm
)(a′, µ′) ≤
3L
2
|a− a′|2 +
L
2
E(µ, µ′)2 .
Hence
2
(
(∇a
δHˆ0t
δm
)(a, µ)− (∇a
δHˆ0t
δm
)(a′, µ′)
)
(a− a′) ≥ −3L|a− a′|2 + η¯1|a− a
′|2 − LEt(µ, µ
′)2
and so Assumption 2.8 holds with η1 := η¯1 − 3L and with η2 = L.
Remark 5.6. Recall that in Theorem 2.10 we conclude that the gradient flow converges exponentially
to the optimal control if σ and η1 are “large” relative with η2. From the above example we see that, in
a situation when the problem itself is sufficiently convex (so that η¯1 is positive and large), this can be
achieved with arbitrarily small σ > 0.
Example 5.7. (Policy gradient with neural network) Consider a stochastic control problem with the
space of actions A ⊆ Ra given by the controlled SDE
dXαt = b(X
α
t , αt) dt+ σ(X
α
t , αt) dWt , t ∈ [0, T ] , X0 = x
and the objective
M(α, x) = EW
[∫ T
0
f(Xαt , αt) dt+ g(X
α
T )
]
for some b, σ, f, g given. Say the aim is to minimize M over all Markov controls αt = a(t,Xt). Let us
approximate these Markovian controls by some “infinitely wide” single layer neural networks as a(t, x) ≈∫
ϕ(x; θ)µt(dθ) with ϕ being the activation function and µt ∈ Pq(R
p) the law of the parameters at
time t ∈ [0, T ]. Then taking Φ(x, µt) := b
(
x,
∫
ϕ(x; θ)µt(dθ)
)
, Γ(x, µt) := σ
(
x,
∫
ϕ(x; θ)µt(dθ)
)
and
F (x, µt) := f
(
x,
∫
ϕ(x; θ)µt(dθ)
)
we see that the above minimization is, after adding regularization with
entropy, represented by minimizing the objective (2.4) over all ν ∈ VWq . Thus this paper complements
the results in [10] since it analyzes the convergence of the gradient descent.
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Casual connection to generative modelling with causal transport. For the purpose of this ex-
ample let ξ, the initial condition in (2.2), be a square integrable random variable. Fix m⋆ ∈ P([0, T ]×Rd)
to be a target distribution. The aim of the generative model is to map some basic distribution, in our
case m0 := L(ξ) ⊗ L(W ), into m⋆. From Lemma, 2.2, we know that (2.2) admits a unique strong
solution and hence, for each µ ∈ V2, there exists a measurable map G
µ : Rd × C[0, T ]d → C[0, T ]d
such that X(µ) = Gµ(ξ, (Ws)s∈[0,T ]), [18, Corollary 3.23]. Let G
µ
t be a projection of G
µ such that
Xt(µ) := G
µ
t (ξ, (Ws∧t)s∈[0,T ]). Note, one can view (2.2) as a generative model that maps L(ξ) ⊗ L(W )
into (Gµt )#m
0. Note that by construction Gµ is a causal transport map i.e transport map that is ad-
apted to filtration Ft, [1, 25]. One then seeks µ
⋆ such that Gµ
⋆
# m
0 is a good approximation of m⋆ with
respect to some user specified metric. Assume, for the purpose of the example, that for all t, L(Xt(µ))
is absolutely continuous with respect to m⋆t and that it admits smooth density function y 7→ mt(y).
When measuring the distance between mt and m
⋆
t with the relative entropy one arrives at the following
optimisation problem
Jσ(ν, ξ) := EW
[∫ T
0
[
log
(
mt(Xt(ν))
m⋆t (Xt(ν))
)
+
σ2
2
Ent(νt)
]
dt
∣∣∣X0(ν) = ξ
]
.
The above optimization problem does not fit within the framework of this paper. However the techniques
presented here can be adapted to cover this setting (including different metrics used to measure the
distance between L(Xt(µ)) and m
⋆). This is left for future papers.
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Appendix A. Measure derivatives
We first define flat derivative on P2(R
p). See e.g. [9, Section 5.4.1] for more details.
Definition A.1. A functional U : P2(R
p)→ R is said to admit a linear derivative if there is a (continuous
on P2(R
p)) map δUδm : P(R
p) × Rd → R, such that | δUδm (a, µ)| ≤ C(1 + |a|
2) and, for all m,m′ ∈ P2(R
p),
it holds that
U(m)− U(m′) =
∫ 1
0
∫
δU
δm
(m+ λ(m′ −m), a) (m′ −m)(da) dλ .
Since δUδm is only defined up to a constant we make a choice by demanding
∫
δU
δm (m, a)m(da) = 0.
We will also need the linear functional derivative on
M2 :=
{
ν ∈ M ([0, T ]× Rp) : ν(dt, da) = νt(da)dt, νt ∈ P2(R
p),
∫ T
0
∫
|a|2νt(da)dt <∞
}
, (A.1)
which provides a slight extension of the one introduced above in Definition A.1.
Definition A.2. A functional F : M2 → R
d, is said to admit a first order linear derivative, if there
exists a functional δFδν :M2 × (0, T )× R
p → Rd, such that
i) For all (t, a) ∈ (0, T ) × Rp, ν ∈ M2 7→
δF
δν (ν, t, a, ) is continuous (for M2 endowed with the weak
topology of M+b ((0, T )× R
p)).
ii) For any ν ∈ M2 there exists C = Cν,T,d,p > 0 such that for all a ∈ R
p we have that∣∣∣∣δFδν (ν, t, a)
∣∣∣∣ ≤ C(1 + |a|q) .
iii) For all ν, ρ ∈ M2,
F (ρ)− F (ν) =
∫ 1
0
∫ T
0
∫
δF
δν
((1− λ)ν + λρ, t, a) (ρt − νt) (da) dt dλ. (A.2)
The functional δFδν is then called the linear (functional) derivative of F on M2.
The linear derivative δFδν is here also defined up to the additive constant
∫ T
0
∫
δF
δν (ν, t, a)νt(da) dt. By a
centering argument, δFδν can be generically defined under the assumption that
∫ T
0
∫
δF
δν (ν, t, a)νt(da) dt = 0.
Note that if δFδν exists according to Definition A.2 then
∀ ν, ρ ∈ M2, lim
ǫ→0+
F (ν + ǫ(ρ− ν)) − F (ν)
ǫ
=
∫ T
0
∫
δF
δν
(ν, t, a) (ρt − νt) (da) dt. (A.3)
Indeed (A.2) immediately implies (A.3). To see the implication in the other direction take vλ := ν +
λ(ρ− ν) and ρλ := ρ− ν + νλ and notice that (A.3) ensures for all λ ∈ [0, 1] that
lim
ε→0+
F (νλ + ε(ρ− ν))− F (νλ)
ε
= lim
ε→0+
F (νλ + ε(ρλ − νλ))− F (νλ)
ε
=
∫ T
0
∫
δF
δν
(νλ, t, a)
(
ρλt − ν
λ
t
)
(da) dt =
∫ T
0
∫
δF
δν
(νλ, t, a) (ρt − νt) (da) dt .
By the fundamental theorem of calculus
F (ρ)− F (ν) =
∫ 1
0
lim
ε→0+
F (νλ+ε)− F (νλ)
ε
dλ =
∫ 1
0
∫ T
0
∫
δF
δν
(νλ, t, a)(ρt − νt)(da)dt dλ .
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Lemma A.3. Fix m ∈ P(Rp). Let u : Rp → R be such that for all m′ ∈ P(Rp) we have that
0 ≤
∫
u(a) (m′ −m)(da) .
Then u is a constant function: for all a ∈ Rp we have u(a) =
∫
u(a′)m(da′).
Proof. Let M :=
∫
u(a)m(da). Fix ε > 0. Assume that m({a : u(a) −M ≤ −ε}) > 0. Take dm′ :=
1
m({u−M≤−ε})1{u−M≤−ε} dm. Then
0 ≤
∫
u(a) (m′ −m)(da) =
∫
[u(a)−M ]m′(da)
=
∫
1{u−M≤−ε}[u(a)−M ]m
′(da) +
∫
1{u−M>−ε}[u(a)−M ]m
′(da)
=
∫
1{u−M≤−ε}[u(a)−M ]
1
m({u−M ≤ −ε})
m(da) ≤ −ε .
As this is a contradiction we get m({u −M ≤ −ε}) = 0 and taking ε→ 0 we get m({u−M < 0}) = 0.
On the other hand assume that m({u−M ≥ ε}) > 0. Then, since u−M ≥ 0 holds m-a.s., we have
0 =
∫
[u(a)−M ]m(da) ≥
∫
{u−M≥ε}
[u(a)−M ]m(da) ≥ εm(u−M ≥ ε) > 0
which is again a contradiction meaning that for all ε > 0 we have m(u − M ≥ ε) = 0 i.e. u = M
m-a.s.. 
Lemma A.4. Let F : P2(R
p)→ R. Let m∗ ∈ argminm∈P2(Rp) F (m). Assume that
δF
δm exists and for all
m and all a we have δFδm (m, a) ≤ |a|
2. Then δFδm (m
∗, ·) is a constant function.
Proof. Let m ∈ P2(R
p) be arbitrary. Let mε := (1− ε)m∗ + εm. Clearly 0 ≤ F (mε)− F (m∗). Hence
0 ≤
1
ε
(
F (mε)− F (m∗)
)
=
∫ 1
0
∫
δF
δm
((1− λ)m∗ + λmε, a)(m−m∗)(da) dλ .
By reverse Fatou’s lemma
0 ≤ lim sup
ε→0
∫ 1
0
∫
δF
δm
((1− λ)m∗ + λmε, a)(m−m∗)(da) dλ ≤
∫
δF
δm
(m∗, a)(m−m∗)(da) .
Using Lemma A.3 we conclude δFδm (m
∗, ·) is a constant function. 
Lemma A.5. Let (X, d) be a complete metric space and let (Ω,F ,P) be a probability space. Let p ≥ 1.
Let ‖ · ‖p denote the norm in L
p(Ω;R). Let µ0 : Ω→ X be a random variable. Let
S := {µ : Ω→ X r.v. : ‖d(µ, µ0)‖p <∞} .
Let ρ(µ, µ′) := ‖d(µ, µ′)‖p. Then (S, ρ) is a complete metric space.
Proof. Consider a Cauchy sequence (µn)n∈N ⊂ S. Then there exists a subsequence (µn(k))k∈N such that
ρ(µn(k), µn(k+1)) ≤ 4
−k/p. Hence E
[
d(µn(k), µn(k+1))
p
]
≤ 4−k.
Let Ak := {ω : d(µn(k), µn(k+1))
p ≥ 2−k}. Then, due to Chebychev’s inequality,
P(Ak) ≤ 2
k
E
[
d(µn(k), µn(k+1))
p
]
≤ 2−k .
By the Borel-Cantelli lemma P(lim supk→∞ Ak) = 0. This means that for almost all ω ∈ Ω there is K(ω)
such that for all k ≥ K(ω) we have d(µn(k)(ω), µn(k+1)(ω)) ≤ 2
−k. Hence for any k ≥ K(ω) and any
j ≥ 1, by the triangle inequality,
d(µn(k)(ω), µn(k+j)(ω)) ≤
j−1∑
j′=0
d(µn(k+j′)(ω), µn(k+j′+1)(ω)) ≤ 2
−k
j−1∑
j′=0
2−j
′
≤ 2 · 2−k .
This means that almost surely (µn(k))k∈N is a Cauchy sequence in the complete space (X, d) and thus it
has a limit µ.
Recall that (µn)n∈N ⊂ S is Cauchy in (S, ρ). Hence for any ε > 0 there is N ∈ N so that for all
m,n > N we have ρ(µm, µn) < ε. Moreover for n > N we have, due to Fatou’s Lemma, that
E
[
d(µ, µn)
p
]
= E
[
lim inf
k→∞
d(µn(k), µn)
p
]
≤ lim inf
k→∞
E
[
d(µn(k), µn)
p
]
< εp
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Thus for all n > N and so ρ(µ, µn) = ‖d(µ, µn)‖p < ε. In other words ρ(µ, µn)→ 0 as n→∞.
Finally, we will show that µ ∈ S. Indeed for sufficiently large N we have ‖d(µ, µN )‖p ≤ 1 and so
‖d(µ0, µ)‖p ≤ ‖d(µ0, µN )‖p + ‖d(µN , µ)‖p ≤ ‖d(µ0, µN )‖p + 1 <∞ .
Hence (S, ρ) is complete. 
Appendix B. Sufficient condition for optimality
The main results of the article do not use the following Pontryagin sufficient condition for optimality
but we include it for completeness.
Theorem B.1 (Sufficient condition for optimality). Fix σ ≥ 0. Assume that g and H0 are continuously
differentiable in the x variable. Assume that ν ∈ VW2 , X, Y , Z, are a solution to (2.2)-(2.6) such that
νt ∈ argmin
m∈P2(Rd)
Hσ(Xt, Yt, Zt,m) .
Finally assume that
i) the map x 7→ g(x) is convex and
ii) the map (x,m) 7→ Hσ(x, Yt, Zt,m) is convex for all t ∈ [0, T ], in the sense that for all x, x
′ ∈ Rd and
all m,m′ ∈ P(Rp) (absolutely continuous w.r.t. the Lebesgue measure if σ > 0) it holds that
Hσ(x, Yt, Zt,m)−H
σ(x′, Yt, Zt,m
′)
≤ (∇xH
σ)(x, Yt, Zt,m)(x− x
′) +
∫
δHσ
δm
(x, Yt, Zt,m, a)(m−m
′)(da) .
Then the control ν ∈ VW2 is an optimal control (and if g or H
σ are strictly convex then it is the optimal
control).
Proof of Theorem B.1. Let (ν˜t)t∈[0,T ] be another control with the associated family of forward and back-
ward processes X˜ , Y˜ , Z˜, ξ ∈ Rd. Of course X0 = X˜0. First, we note that due to convexity of x 7→ g(x)
we have
E
W
[
g(X − g(X˜T )
]
≤ EW
[
(∇xg)(XT )(XT − X˜T )
]
= EW
[
YT (XT − X˜T )
]
= EW
[∫ T
0
(Xt − X˜t) dYt +
∫ T
0
Yt(dXt − dX˜t) +
∫ T
0
d〈Yt, Xt − X˜t〉
]
= −EW
∫ T
0
(Xt − X˜t)(∇xH)(Xt, Yt, νt) dt+ E
W
∫ T
0
Yt
(
Φ(Xt, νt)− Φ(X˜t, ν˜t)
)
dt
+ EW
∫ T
0
tr
[(
Γ(Xt, νt)− Γ(X˜t, ν˜t)
)⊤
Zt
]
dt .
Moreover, since F (x, ν) + σ
2
2 Ent(ν) = H
σ(x, y, z, ν)− Φ(x, ν) y − tr[Γ(x, ν)⊤z] we have∫ T
0
[
F (Xt, νt)− F (X˜t, ν˜t) +
σ2
2
Ent(νt)−
σ2
2
Ent(ν˜t)
]
dt
=
∫ T
0
[
Hσ(Xt, Yt, Zt, νt)− Φ(Xt, νt)Yt − tr[Γ(Xt, νt)
⊤Zt]
−Hσ(X˜t, Yt, Zt, ν˜t) + Φ(X˜t, ν˜t)Yt + tr[Γ(X˜t, ν˜t)
⊤Zt]
]
dt .
Hence
Jσ(ν, ξ)− Jσ(ν˜, ξ)
≤ −EW
∫ T
0
(Xt − X˜t)(∇xH
σ)(Xt, Yt, νt) dt+ E
W
∫ T
0
[
Hσ(Xt, Yt, νt)−H
σ(X˜t, Yt, ν˜t)
]
dt .
(B.1)
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We are assuming that (x, µ) 7→ Hσ(x, Yt, Zt, µ) is jointly convex in the sense of flat derivatives and so
we have
Hσ(Xt, Yt, Zt, νt)−H
σ(X˜t, Yt, Zt, ν˜t)
≤ (∇xH
σ)(Xt, Yt, Zt, νt)(Xt − X˜t) +
∫
δHσ
δm
(Xt, Yt, Zt, νt, a)(νt − ν˜t)(da) .
We thus have
Jσ(ν)− Jσ(ν˜) ≤ EW
∫ T
0
∫
δHσ
δm
(Xt, Yt, Zt, νt, a) (νt − ν˜t)(da) dt .
The assumption νt = argminmH
σ(Xt, Yt, Zt,m) together with Lemma A.4 implies that a 7→
δHσ
δm (Xt, Yt, Zt, νt, a)
is a constant function and hence
∫
δHσ
δm (Xt, Yt, Zt, νt, a) (νt − ν˜t)(da) = 0. This implies that J
σ(ν) −
Jσ(ν˜) ≤ 0 and so ν is an optimal control. We note that if either g or H are strictly convex then ν is the
optimal control. 
