We analyze the efficacy of modern neuro-evolutionary strategies for continuous control optimization. Overall the results collected on a wide variety of qualitatively different benchmark problems indicate that these methods are generally effective and scale well with respect to the number of parameters and the complexity of the problem. We demonstrate the importance of using suitable fitness functions or reward criteria since functions that are optimal for reinforcement learning algorithms tend to be sub-optimal for evolutionary strategies and vice versa. Finally, we provide an analysis of the role of hyper-parameters that demonstrates the importance of normalization techniques, especially in complex problems.
Introduction
Model-free machine learning methods made significant progress in the area of sequential decision making which involve deciding from experience the sequence of actions that can be performed in a certain environment to achieve some goals.
In the area of reinforcement learning, progress has been achieved primarily by combining classic algorithms with deep learning techniques for features learning. Notable examples are agents trained to play Atari games on the basis of raw pixels input (Mnih et al., 2015) and simulated robots capable of performing locomotion and manipulation task (Schulman et al., 2015a and 2015b; Andrychowicz et al., 2019) .
Recently, similar progress has been made in the area of evolutionary computation through neuro-evolutionary methods (Stanley, Clune, Lehman & Miikkulainen, 2019) also indicated as direct policy search methods (Schmidhuber & Zhao, 1999) . In particular, in a recent paper Salimans et al. (2017) demonstrated how neural network controllers evolved through a natural evolutionary strategy achieve performance that are competitive with the reinforcement learning methods mentioned above on the MuJoCo locomotion problems and on the Atari games from pixel inputs (Mnih et al., 2015) . In this work Salimans et al. (2017) also demonstrated for the first time that evolutionary strategies can be successfully applied to search spaces involving hundred thousands of parameters and can complete the evolutionary process in few minutes thanks to the their highly parallelizable nature.
In follow-up works, Mania et al. (2018) demonstrated how a simplified evolutionary strategy combined with single-layer neural controller is sufficient to solve the MuJoCo locomotion problems and to outperform state-of-the-art policy gradient methods (see also Rajeswaran et al. 2017) . Such et al. (2017) applied a classic evolutionary strategy (see the next section) to the problems used in this literature and obtained competitive results on 13 selected Atari games but lower performance on the MuJoCo humanoid locomotion problem. The classic method resulted less sample efficient than the natural evolutionary strategy used by Salimans et al. (2017) on this problem. also stressed that some Atari games admit simple solutions, an issue that has also been highlighted also in other works (e.g. Wilson et al., 2018) . Henderson at al. (2018) stressed the importance of considering the variability among replications and the impact of hyper-parameters to evaluate the efficacy of alternative methods.
Overall, these results indicate that further research is needed to clarify the exact significance of the progress achieved and to identify the relative strength and weakness of alternative methods.
In this paper we compare systematically the performance of the evolutionary strategy proposed by Salimans et al. (2017) with other related methods in order to verify the relative efficacy of available algorithms on continuous optimization problems. To avoid biases caused by the usage of a specific class of problems we include in our test set additional problems with respect to those considered in the researches referred above including qualitatively different problems (see below). Finally, we analyze the role of the reward function and of critical hyper-parameters. As we will see, the evolutionary strategy proposed by Salimans at al. (2017) outperforms related approaches in most of the cases and is relatively robust with respect to the setting of hyper-parameters. The analysis of the role of the reward function indicates that functions optimized for reinforcement learning are not necessarily effective for evolutionary strategies and vice versa. This analysis also provides hints on the relatively strength and weakness of evolutionary methods, that introduce variations on the parameters and operate on the basis of deterministic policies, with respect to reinforcement learning methods, that introduce variations on actions and use stochastic policies.
Methods
In this section we briefly review the algorithms used in our experiments.
Evolution Strategies (ES), introduced by Rechenberg and Schwefel (Rechenberg and Eigen, 1973, Schwefel, 1977) , were designed to cope with high-dimensional continuous-value domains and remained an active field of research since then. They operate on a population of individuals (in our case, a population of vectors encoding the parameters of corresponding neural network policies). Variations are introduced in the policy parameters during the generation of new individuals. We refer to these methods as classic evolutionary strategies.
At every iteration ('generation'), the performance of the individuals with respect to an objective function ('fitness' or total reward) is evaluated, the best individuals are kept, and the remaining individuals are discarded. Survivors than procreate by creating copies of themselves with mutations (e.g. tiny variations on all parameters). The process is then repeated for several generations.
This algorithm framework has been extended over the years to include the representation of correlated mutations through the use of a full covariance matrix. This led to the development of the CMA-ES (Hansen & Ostermeier, 2001) algorithm that captures interrelated dependencies by exploiting covariance while 'mutating' individuals for the next generation. The algorithm estimates the covariance matrix incrementally across generations thus extracting information about the correlation between consecutive updates. The matrix is then used to generate a parametrized search distribution.
Natural Evolutionary Strategies (Wierstra et al., 2014) are a variant of the CMA-ES that also rely on a parametrized search distribution based on a covariance matrix and use the fitness of the population to estimates the local structure of the fitness function, i.e. the search gradient on the parameters toward higher expected fitness. Then they perform a gradient ascent step along the natural gradient, a second-order method which renormalize the update with respect to uncertainty. Natural evolutionary strategies came in two varieties: Exponential Natural Evolutionary Strategy (xNES, Wierstra et al., 2014) and Separable Natural Evolutionary Strategy (sNES, Wierstra et al., 2014) . The latter is a simplified version that estimates the covariance of the diagonal instead of the full matrix and that consequently scales-up to larger search spaces.
The OpenAI-ES method proposed by Salimans et al. (2017) is a form of natural evolutionary strategy that estimates the gradient of the expected fitness. Unlike the xNES and sNES, it performs mutations by using a simple isotopic Gaussian distribution with fixed variance. It uses the fitness of the population to estimate the gradient and optimizes the center of the population distribution through the Adam stochastic gradient optimizer (Kingma et al., 2014) .
We refer to these extended methods as modern evolutionary strategies. This term refers to algorithms that compute the interrelated dependencies among variations of better individuals or use a form of finite difference method to estimate the local gradient of the fitness function.
Policy gradient methods (Peters and Schaal, 2008 ) are a class of reinforcement learning algorithms (Sutton and Barto, 2018) that are particularly suitable for the optimization of neural network policy applied to continuous control problems. They operate on a single individual policy and introduce variations by using stochastic actions. The Proximal Policy Optimization algorithm (PPO, Schulman et al. 2017 ) is one of the best methods of this class. As the related TRPO algorithm (Schulman et al. 2015) , it achieves learning stability by ensuring that the deviation from the previous policy is sufficiently small during parameters update.
The implementation of the algorithms has been based on the free software made available from the authors (i.e. http://pybrain.org/ for xNES and sNES, http://cma.gforge.inria.fr/ for CMA-ES, https://github.com/openai/evolution-strategies-starter for OpenAI-ES, https://github.com/openai/baselines for PPO).
Problems
In this section we review the adaptive problems used in our experiments.
The first five problems considered are the MuJoCo locomotion problems available in the Open-AI Gym environment (Brockman et al., 2016) , which are commonly used as a benchmark for continuous control optimization. In particular, we used the Swimmer (Purcell, 1977; Coulom, 2002) , Hopper (Murthy and Raibert 1984; , Halfcheetah (Wawrzynski, 2007) , Walker2D (Raibert and Hodgins, 1991; and Humanoid problems. These tasks consist in controlling articulated robots in simulation for the ability to locomote as fast as possible by swimming in a viscous fluid (Swimmer), hopping (Hopper) and walking (Halfcheetah, Walker2D, and Humanoid) over a flat surface.
The Swimmer, Hopper, Halfcheetah, Walker2D and Humanoid are provided with 2, 3, 6, 6, and 17 actuated joints, respectively. The observation state varies from 3 to 376 states. The observation includes the position and orientation of the of the robot, the angular position and velocity of the joints, and (in the case of the Humanoid) the actuators and external forces acting on the joints. The action state includes N values encoding the torque applied to the N corresponding joints. The initial posture of the robot varies randomly within limits. The evaluation episodes are terminated after 1000 steps or, prematurely, when the torso of the robots falls below a given threshold in the case of the Hopper, Walker2D and Humanoid. The agents are rewarded proportionally to their speed along the Z axis. However, they also receive additional rewards and punishments to facilitate the development of the required behaviors and to discourage the development of physically unrealistic behaviors exploiting the limits of the simulator. More precisely, the agents are rewarded with a constant value for every step spent without falling (in the case of the Hopper, Walker2D, and Humanoid), and are punished with a quantity proportional to the square of the torque used to control the joints. In the case of the Humanoid, the robot is also punished with a quantity proportional to the square of the external force acting on the joints. For other details see the references above.
The sixth problem considered is the Long double-pole balancing problem (Pagliuca, Milano and Nolfi, 2018) which consists in controlling a cart with two poles, attached with passive hinge joints on the top side of the cart, for the ability to keep the poles balanced. It is a much harder version than the classic non-markovian double pole balancing problem (Wienland, 1991) in which: (i) the length and the mass of the second pole is set to 1 2 of that of the first pole (instead than to 1 10 ), and (ii) the agent should balance the poles from highly variable initial states. The agents' observation state includes 3 values encoding the current position of the cart over the x axis and the angle of the two poles. The action state includes 1 continuous value encoding the torque applied to the cart. The initial state of the cart varies randomly within limits. The reward consists of a constant value gained until the agent manage to maintain the two pole balanced. Unlike the MuJoCo locomotion tasks, this problem necessarily requires memory. For more details, see Pagliuca, Milano and Nolfi (2018) and Pagliuca and Nolfi (2019) .
The seventh problem is the Swarm foraging problem (Pagliuca and Nolfi, 2019) in which a group of 10 simulated MarXbots should explore their environment so to maximize the number of food elements collected and transported to a nest. Effective solutions of this problem include robots capable of generating and exploiting specific spatial configurations, communicating by turning on and off colored led and by reacting to perceived colors, and to assume complementary different roles. The observation state includes 19 values encoding the state of the infrared sensors, of the ground sensors, of the camera, and of the battery of the robot. The action state includes four values encoding the desired speed of the left and right robot's wheels and the state of the blue and red LEDs located on the frontal and rear side of the robot. For other details see Pagliuca and Nolfi (2019) .
Finally, we used the Pybullet (Coumans and Bai, 2016) locomotion problems that constitute a free alternative to the MuJoCo environments re-tuned to produce more realistic behaviors. More specifically, we use the HopperBullet, HalfcheetahBullet, Walker2DBullet, AntBullet, and HumanoidBullet problems. Like in the MuJoCo versions, the robot has 3, 6, 6, 8, 17 actuated joints, respectively. The observation state varies from 15 to 44 states. The observations include the position and orientation of the of the robot, the angular position and velocity of the joints, and the contact sensors located on feet. The action state includes N values encoding the torque applied to the N corresponding joints. The initial posture of the robot varies randomly within limits. The evaluation episodes are terminated after 1000 steps or, prematurely, when the position of the torso of the robots fall below a given threshold in the case of the HopperBullet, Walker2DBullet, AntBullet and HumanoidBullet. The reward functions included in Bullet and the variations that we tried are described in Section 5.
Comparative performance of evolutionary strategies
In this section we analyze the efficacy of the CMA-ES, xNES, sNES and OpenAI-ES methods on the MuJoCo locomotion problems, Long double-pole balancing, and Swarm foraging problems.
For the MuJoCo problems, we used the same parameters reported in Salimans et al. (2017) . The neural network controllers is a feed-forward network with 2 internal layers including 256 neurons in the case of the Humanoid and with a single internal layer including 50 neurons in the case of the other problems. The internal neurons use the tanh function. The output neurons are linear. The state of the sensors is normalized through the virtual batch method described by Salimans et al. (2016 Salimans et al. ( , 2017 . In the case of the Swimmer and the Hopper the actions are discretized into 10 bins. Action are perturbed with the addition of Gaussian noise with standard deviation 0.05. The evolutionary process is continued for 2.5 * 108 steps in the case of the Humanoid and for 5 * 106 steps in the case of the other problems. Agents are evaluated for 1 episode lasting up to 1000 steps.
In the case of the Long double-pole and Swarm foraging problem we used fully recurrent neural networks with 10 internal neurons. The internal and output neurons use the tanh function. The evolutionary process is continued for 1 * 1010 steps and for 1.5 * 106 steps in the case of the Long double-pole and Swarm foraging problem, respectively. Agents are evaluated for 50 and 6 episodes in the case of the Long double-pole and Swarm foraging problems, respectively.
The number of parameters vary from a minimum of 1206, in the case of Halfcheetah and Walker2D, to a maximum of 166,673, in the case of the Humanoid. The population size was set to 500 in the case of the Humanoid and to 40 in the case of the other problems. For an analysis of the role of this and other parameters see Section 5. The analysis of the rewards obtained by the best evolved agents ( Figure 1A included in the appendix. As shown in Table 2 , the absolute size of the parameters grows much less in the case of the OpenAI-ES method than in the case of the other method. Maintaining the weight size small is important to preserve gradient information and to reduce overfitting. This property, which can be ascribed to the usage of the Adam stochastic optimizer, can explain at least in part why the OpenAI-ES method outperforms the alternative methods in most of the problems. This data can also clarify why we observe a superiority of the OpenAI-ES method while Mania et al (2018) report that a simpler evolutionary strategy that does not use Adam is sufficient for single layer linear neural network controllers. Maintaining the connection weights small is important for multilayers non-linear networks but not necessarily for single layer linear controllers. We run control experiments by including weight decay normalization into the CMA-ES, xNES and sNES method but this did not significantly reduce the size of the parameters and did not lead to better performance (results not shown).
Sensitivity to the reward function
In this section we analyze the efficacy of the OpenAI-ES evolutionary strategy and of the PPO reinforcement learning algorithm on the Pybullet locomotion problems and the sensitivity of the two methods to the characteristic of the reward function. The reward functions implemented in Pybullet (Coumans and Bai 2016) are calculated by summing six components: (1) a progress component corresponding to the speed along the Z axis, (2) a bonus for staying upright, (3) an electricity cost that corresponds to the average of the dot product of the action vector and of the joint speed vector, (4) a stall cost corresponding to the average of the squared action vector, (5) a cost proportional to the number of joints that reached the corresponding joint limits, and (6) a cost of -1.0 for falling to stay upright. The bonus is set to 2.0 in the case of the humanoid and to 1.0 in the case of the other problems. The electricity cost, stall cost, and joint at limit cost are weighted by -8.5, -0.425 and -0.1 in the case of the humanoid, and for -2.0, -0.1, and -0.1 in the case of the other problems. These functions have been optimized for reinforcement learning algorithms and tend to produce poor results with evolutionary strategies (see below).
We thus attempted to design reward functions suitable for evolutionary strategies and we come up with the following solutions. In the case of the HopperBullet and Walker2DBullet the reward function includes only a single component: (1) the speed along the Z axis. In the case of the HalfcheetahBullet the reward function includes an additional second component: (2) the number of joints that reached the corresponding joint limits weighted by -0.1. In the case of the AntBullet the reward function includes two additional components: (3) the number of joints that reached the corresponding joint limits weighted by -0.1, and (4) a bonus of 0.01 for staying upright. Finally, in the case of the HumanoidBullet the bonus is set to 0.75 and the reward includes other two additional components: (5) the squared angular offset of the robot in radiant with respect to the Z axis weights multiplied by -0.1, and (6) an excess cost corresponding to the sum of the excess of the joint angular positions in radiant with respect to the joint limits weighted by -10.0. The excess cost is used to filter out physically unrealistic behaviors generated by forcing the joints over the limits and by then exploiting the torque produced by the bullet simulator to bring the joints back on the limits so to produce fast but physically unrealistic behaviors. Overall, the functions optimized for evolutionary strategies use fewer components. The number of components varies and froma single component in the case of the HopperBullet and Walker2DBullet problems to six components in the case of the HumanoidBullet problem.
We used a feed-forward network with 2 internal layers including 256 neurons in the case of the HumanoidBullet and with a single internal layer including 50 neurons in the case of the HopperBullet, HalfcheetachBullet, Walker2DBullet and AntBullet. The internal neurons use a tanh function. The state of the sensors is normalized through the virtual batch method described by Salimans et al. (2017) . The training process is continued for 1 * 108 steps in the case of the Humanoid and for 5 * 107 steps in the case of the other problems.
In the case of the experiments performed with the OpenAI-ES, the policy is deterministic, the output neurons are linear, and the agents are evaluated for 3 episodes in the case of the Humanoid and for 1 episode in the case of the other problems. Action states are perturbed with the addition of Gaussian noise with standard deviation 0.05.
In the case of the experiments performed with the PPO, the policy is stochastic (i.e. diagonal Gaussian) and parameters are updated every 2048 steps. The number of episodes depends on the number of restarts necessary to cover 2048 steps. Figure 1 and 2 show the performance, i.e. the distance travelled along the Z axis, by the best controllers during the training process for experiments performed with the original reward functions and with the reward functions optimized for evolutionary strategies. Data on rewards are shown in Figures A2 and A3 included in the Appendix.
The low performance of the agents trained with the OpenAI-ES with the original reward functions is due to the fact that they converge on simple strategies in which the agents remain still without walking. In other words, the agents converge on a strategy that maximizes the bonus reward but not the progress reward. In the case of the HumanoidBullet, this is realized by moving on the place to delay the falling down as much as possible. In the case of the other problems, instead, this is realized simply by assuming a posture from which they can remain still without moving. From the point of view of maximizing the reward, these strategies outperform the strategies discovered by the PPO in four out of five problems (see Figure A1 included in the Appendix). From the perspective of the locomotion performance, instead, these strategies are rather poor (Figure 1) .
The low performance of the robots trained with the PPO and with the reward functions optimized for evolutionary strategies on the HalfcheetahBullet and AntBullet problems is due to fact that the learning process becomes unstable. This is indicated by the fact that the distance travelled (Figure 2 ) and the total rewards (see Figure 3A of the Appendix) decrease after an initial phase of improvement. The low performance on the HopperBullet and WalkerBullet problems, instead, simply reflect a failure to improve. In the case of the HumanoidBullet problem, instead, the agents trained with the PPO achieve high performance also with the reward function optimized for evolutionary strategies. This can be explained by the presence of a significant bonus for avoid falling in both versions of the reward function.
The fact that the robots trained with the OpenAI-ES achieve low and high performance with the original and modified reward functions and vice versa, the robots trained with the PPO achieve high and low performance with the original and modified reward functions (with the exception of the HumanoidBullet) indicates that reward functions suitable for one class of methods are not necessarily suitable for the alternative class. This implies that a proper comparison of algorithms of different classes should involve the usage of reward functions optimized for each class.
We hypothesize that this qualitative difference between evolutionary and reinforcement learning methods derives from the usage of deterministic and stochastic policies. Evolutionary methods introduce stochastic variations in the policy parameters, across generations, and consequently do not need to use stochastic policies. Reinforcement learning methods, instead, introduce stochastic variations through the usage of stochastic policies. The usage of stochastic policies can explain why the agents trained with PPO does not converge on sub-optimal strategies consisting in standing still in a specific posture without walking even when they receive a significant bonus for standing still. Conversely, the usage of deterministic policies can explain why agents trained with OpenAI-ES tend to converge on these sub-optimal strategies when they are rewarded with a significant bonus for avoid falling. Moreover, the usage of stochastic policies can explain why agents trained with PPO have more difficulties to start progressing their ability to walk without being rewarded also for the ability to avoid falling. Progress in the ability to avoid falling constitute a necessary pre-requisite for developing an ability to walk for agents with stochastic policies. Agents provided with deterministic policies, instead, can develop an ability to walk directly, without first improving their ability to avoid falling.
The reasons explaining why the OpenAI-ES method outperforms PPO in the HopperBullet, HalfcheetahBullet, AntBullet and WalkerBullet while the PPO method outperforms the OpenAI-ES method on the HumanoidBullet problem deserve further analysis.
Sensitivity to hyper-parameters
Finally, in this section we analyze the impact of hyper-parameters on the OpenAI-ES method, i.e. on the evolutionary method that achieved the best performance. Table 3 reports the results of a series of control experiments with the PyBullet locomotion problems. More specifically, we ran two series of ablation experiments in which we eliminated the weight-decay normalization or the input normalization and a series of control experiment in which we varied the size of the population while maintaining the total number of evaluation steps constant. Weight-decay refers to the L1 weight normalization (Ng, 2004) . Input normalization refers to the virtual-batch input normalization described in Salimans et al. (2017) . Table 3 . Average fitness of the best agents post-evaluated for 3 episodes. Each experiment has been replicated 10 times. Data indicate the average performance and the standard deviation for each experimental condition. The experiments have been continued for 10 * 107 evaluation steps in the case of the HumanoidBullet and for 5 * 107 evaluation steps in the case of the other problems. Data in grey indicate the control conditions that produce to worse performance with respect to the standard condition.
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As can be seen, the weight decay and virtual batch normalization play an important role in more complex problems, i.e. in the problems in which performance grow more slowly across generations. Indeed, the lack of weight decay leads to significantly worse performance in the case of the AntBullet and HumanoidBullet problems (Mann-Whitney U test with Bonferroni correction, pvalue < 0.05) and the lack of input normalization leads to significantly lower performance in the case of the WalkerBullet and HumanoidBullet problems (Mann-Whitney U test with Bonferroni correction, p-value < 0.05) . Performance does not significantly differ in the other cases (Mann-Whitney U test with Bonferroni correction, p-value < 0.05). The analysis of the impact of the population size indicates that the OpenAI-ES method is rather robust with respect to variations of this parameter. Indeed, the algorithm produce equally good performance for population in the range [40, 500] for the HopperBullet and HalfcheetahBullet problems (Mann-Whitney U test with Bonferroni correction, p-value > 0.05) and for population in the range [40, 200] for the AntBullet and WalkerBullet problems (Mann-Whitney U test with Bonferroni correction, p-value > 0.05). The fact that small populations evolved for many generations produce similar performance than large populations evolved for fewer generations indicate the presence of a tradeoff between the accuracy of gradient estimation, that increases with the size of the population, and the number of generations necessary to evolve effective behaviors. The fact that in the case of the most complex problems (HumanoidBullet) performance decreases dramatically for population smaller than 500, however, indicates that the minimum size of the population correlates with the complexity of the problem (Mann-Whitney U test with Bonferroni correction, p-value < 0.05).
Conclusion
We analyzed the efficacy of modern neuro-evolutionary strategies for continuous control optimization on the MuJoCo and PyBullet locomotion problems, that constitute a widely used benchmark in the area of evolutionary computation and reinforcement learning, and on additional qualitatively different problems. With the term modern evolutionary strategies we refer to algorithms computing the interrelated dependencies among variations of better individuals or use a form of finite difference method to estimate the local gradient of the fitness function.
The results obtained on the MuJoCo, Long double-pole and Swarm foraging problems indicate that these methods are generally effective. The comparison of the results obtained with different algorithms indicate that the OpenAI-ES algorithm introduced by Salimans et al. (2017) outperforms or equal the CMA-ES, sNES, and xNES methods on all problems considered. Such superiority is, at least in part, due to its ability to scale-up to large search spaces and to maintain the size of the parameters small during the course of the evolutionary process. The results of ablation studies carried by eliminating the virtual batch normalization of the observation state and weight decay confirm that these normalization methods are useful and play a crucial role in complex problems.
Overall, the collected results indicate that the efficacy of the OpenAI-ES method is due to the incorporation in a neuro-evolutionary method of optimization and normalization techniques developed recently within the neural network community. More specifically, to the utilization of a state-of-the-art stochastic optimizer, that can handle sparse gradients on noisy problems, and to the utilization of virtual batch and weight decay normalizations, that preserve the plasticity of the network during the course of the evolutionary process and reduce overfitting.
Finally, our results confirm that evolutionary strategies represent a scalable alternative to reinforcement learning methods. The original demonstration of this issue has been reported in Salimans et al. (2017) by comparing the performance of the OpenAI-ES method with the TRPO reinforcement learning algorithm (Schulman et al. 2015) . In this paper we confirmed that the OpenAI-ES method is competitive with the PPO reinforcement learning method, that represents a more effective variant of the original TRPO algorithm, in the context of the PyBullet locomotion problems, that constitute a harder version of the MuJoCO problem set. Such comparison also revealed a new important aspect, namely the fact that reward functions optimized for reinforcement learning methods are not necessarily suitable for evolutionary strategies and vice versa. Such difference derives from a fundamental difference between evolutionary and reinforcement learning approaches, namely the fact that they rely on deterministic and stochastic policy, respectively. Figure A1 . Rewards obtained on the MuJoCo locomotion problems, on the long double-pole problem, and on the collective foraging problem during the course of the training process. Results obtained with the CMA-ES, sNES, xNES, and OpenAI-ES methods. Mean and 90% bootstrapped confidence intervals of the mean (shadow area). Figure A2 . Rewards obtained on the Pybullet problems during the training process with the default reward functions optimized for reinforcement learning. Data obtained with OpenAI-ES and PPO algorithms. Mean and 90% bootstrapped confidence intervals of the mean (shadow area) across 10 replications per experiment. Figure A3 . Rewards obtained on the Pybullet problems with reward functions optimized for evolutionary strategies. Data obtained with OpenAI-ES and PPO algorithms. Mean and 90% bootstrapped confidence intervals of the mean (shadow area) across 10 replications per experiment.
