In the cryptanalysis of stream ciphers and pseudorandom sequences, the notions of linear, jump, and 2-adic complexity arise naturally to measure the (non)randomness of a given string. Here, we define an isometry K on which is the precise equivalent to Euclid's algorithm over the reals to calculate the continued fraction expansion of a formal power series over . K allows us to deduce the linear and jump complexity profiles of the input sequence and since K is an isometry, the resulting -sequence is independent and identically distributed (i.i.d.) for i.i.d. input. Hence the linear and jump complexity profiles may be modeled via Bernoulli experiments. We thus can apply the precise bounds as collected by Révész, among others the Law of the Iterated Logarithm The second topic is approximation by FCSR and AFSR registers, as defined by Goresky, Klapper, and Xu.
I. INTRODUCTION
We consider the set 1 q of infinite sequences over q as our starting point, where q is the finite field with q elements, q a power of a prime p [14] . To assess the randomness of such 1 q -sequences one may compute their linear and jump complexity profiles. These profiles as well as the p-adic complexity should behave well in the sense that not too many large jumps occur and on average, for linear or p-adic complexity, q 0 1 out of every 2q respectively q symbols should lead to a jump [3] .
A function f: 1 q ! 1 q is called an isometry, if it preserves distance (see Section II-C). We shall show that linear and jump complexity as well as p-adic FCSR and AFSR register synthesis all induce isometries. Since isometries map an independent and identically distributed (i.i.d.) symbol sequence onto an i.i.d. sequence, we can examine the result of applying the isometry using known bounds on coin tossing and more generally Bernoulli experiments, like the Law of the Iterated Logarithm. If the result does not appear to be random according to this law, the symbol sequence also should be considered nonrandom from a cryptanalytic point of view.
The outline of the correspondence is as follows.
Section II starts with notations and then introduces an isometry K on 1 q , where K(a) describes the partial denominators of the continued fraction expansion of the generating function G(a) for a 2 1 q .
Being an isometry, K is information preserving and, as we shall see, Manuscript Section III considers linear and jump complexity of a in terms of K(a) and we show two ways to compute K quickly: The first is a modification of the Berlekamp-Massey-Algorithm, while the second one uses the shift commutator of K. This latter algorithm is the currently fastest, and, up to a constant, optimal way to obtain all shifted complexity profiles. The main point of the correspondence is stated in Section IV. Since K is an isometry, an i.i.d. sample a 2 1 q leads to an i.i.d. K(a), and thus on average, K(a) can be described by a Bernoulli experiment (so in the binary case, q = 2, this is just coin tossing) and we may apply sharp known bounds (Lévy classes) for coin tossing to linear and jump complexity. In particular, over q the number of jumps in the linear complexity profile up to symbol n is on average (n(q01))=(2q), and the deviation from this value is asymptotically bounded by 6(n 1 log log n1(q 01)=q 2 ) 1=2 . See Theorem 14. Also, the linear complexity L(n) (for any q) is about n=2 and the absolute value of its deviation m(n) := 21L(n)0n is asymptotically bounded by every function f U with 1 n=1 2 0f (n) < 1. It will infinitely often exceed any function f L with 1 n=1 2 0f (n) = 1 (Theorems 16 and 17) .
Section V changes the focus to approximations by FCSRs and AFSRs (p-and -adic valuations) as defined by Klapper, Goresky, and Xu [11] , [12] . Again, there is an isometry on 1 p associated to p-adic complexity and the induced jump complexity JA turns out to behave on average just like the "linear" jump complexity J on twice the prefix length, J A (n) J(2n) n 1 (p 0 1)=p. We give a general procedure to obtain an isometry from any approximation algorithm, provided that for every prefix, the algorithm gives a "next symbol according to the current approximation."
II. THE ISOMETRY K
In this section we first introduce the notation used in the correspondence. For a sequence a 2 1 q , we consider its generating function, the expansion of the latter into a continued fraction, and finally an encoding of the partial denominators of the continued fraction. The whole process will turn out to define an isometry on 1 q , which we call K (from the German "Kettenbruch", continued fraction).
A. Continued Fractions of Formal Power Series
Dealing with linear and jump complexity, a sequence a = (a 1 ; a 2 ; . . .) 2 1 q is considered as the coefficient sequence of its generating function, G: 1 q ! q, defined by G(a) = 1 k=1 a k x 0k .
Here q = ff 2 q[[x 01 ]]: f = 1 k=1 a k x 0k ; a k 2 qg is an ideal of the ring q [[x 01 ]] of formal power series. The f 2 q have negative degrees. Furthermore, we use the polynomial ring q [x] and its field of fractions q (x). Then q \ q (x) is the image of the set of the ultimately periodic sequences in 1 q under G.
We define the leading coefficient lc(f ) of a formal power series as lc(0) = 0 and lc 1 k=i a k x 0k = a i 2 q n f0g; and the degree as j0j = 01 and 1 k=i a k x 0k = 0i (where i is the least integer with a i 6 = 0).
The analogue for polynomials is the usual degree d k=0 a k x k := d, where the leading coefficient lc( d k=0 a k x k ) := a d again is as-sumed nonzero. The degree satisfies the ultrametric inequality jf6gj maxfjfj; jgjg and the ultrametric equality jfj 6 = jgj ) jf 6 gj = maxfjfj; jgjg (we shall not use the associated norm). By abuse of notation, we define j 1 j also for sequences a; b 2 1 q , by jaj = jG(a)j and ja 6 bj = jG(a) 6 G(b)j and so forth.
We start with the continued fraction expansion of a formal power series G(a) 2 q n f0g. For 2 q((x 01 )) (not only in q), = 1 k=n a k x 0k , we define the integral part as bc := 0 k=n a k x 0k . bc is zero for n 1 and is a polynomial of degree 0n for n 0.
Given 0 := G(a) 2 q n f0g, we now proceed iteratively to obtain A i (x) = b i c 2 q [x] and i+1 := ( i 0 A i (x)) 01 2 q . We discard A 0 (x) which is always zero, and obtain a sequence (A1(x);A2(x); . . .) of polynomials with positive degree which are called the partial denominators of the continued fraction expansion of 0 . This sequence is finite, if G(a) 2 q (x) (that is, if a is ultimately periodic), it is infinite otherwise. More on continued fractions can be found in Perron's book [25] (over the reals), and in the works of de Mathan [17, Ch. IV] or Artin [1, Sec. 12f .] for formal power series.
We can now write the formal power series G(a) as
More formally, we refer to this map from q n f0g to sequences of polynomials with positive degree in ( q[x] n q) 3 [( q[x] n q) 1 as operator K, where ( q[x] n q) 3 is the set of n-tuples of polynomials from q [x] n q , including the empty tuple " for n = 0.
We distinguish rational (ultimately periodic) sequences a with finite continued fraction expansion from irrational a with infinite continued fraction expansion.
For rational a 2 q \ q(x), we have K:( q \ q(x)) n f0g ! ( q [x] n q ) 3 , with K(a) = (A i (x)) k i=1 , the sequence of partial denominators of the continued fraction expansion of 1 i=1 a i x 0i = 1 j jA 1 (x) + 1 j jA 2 (x) + 11 1 + 1 j jA k (x) :
We further define K(0) to be ", the empty sequence of polynomials in ( q[x] n q) 3 .
For irrational a, we have an infinite sequence of partial denominators
a i x 0i = 1 j jA 1 (x) + 1 j jA 2 (x) + 1 j jA 3 (x) + 11 1 :
The next step gets us back to 1 q . We denote the set of finite words over q as 3 q (we do not use the multiplicative group of q , so no confusion should arise). In particular, the empty word " is in 3 q .
We encode the polynomials with positive degree by strings from 3 q . Let 5 q := f(a 1 ; . . . ; a n ) 2 3 q j 9d 2 : n = 2d; a1 = 11 1 = a d01 = 0;a d 6 = 0g:
We define the encoding function and the subdivision into degree and coefficient part as functions from q[x] n q to strings from 5q, where (assuming a d 6 = 0) (a d x d + 11 1 + a 1 x + a 0 ) = 0 d01 ja d j111 ja 1 ja 0 2 5 q : D (a d x d + 1 11 + a 1 x + a 0 ) = 0 d01 ja d encodes the degree d and the leading coefficient a d and C (a d x d + 11 1 + a1x + a0) = a d01 j11 1ja1ja0 encodes the remaining coefficients, with j denoting concatenation of symbols.
Hence, in the rational case, induces a function 1 on ( q [x]n q ) 3 as 1 :
For irrational a, the sequence of polynomial encodings is:
In a similar way, 1 D and 1 C are built from D and C .
The set 5 0 q := 5 q [ f0 1 g is a complete prefix code for 1 q ,
i.e., every sequence a 2 1 q can be decomposed in exactly one way as a concatenation of elements from 5 0 q . Hence 1 is bijective with 01 := ( 1 ) 01 :
B. The Continued Fraction Operator K : 1 q ! 1 q
We map the continued fraction expansion of a generating function back into the space 1 q and define the Continued Fraction Operator K on 1 q as K: 1 q ! 1 q ; K = 1 K G:
The subdivision of the encodings and 1 into the parts D , C and 1 D , 1 C , respectively, define the degree and the coefficient part of
Following the notation of the Berlekamp-Massey-Algorithm, we call K(a) the discrepancy sequence associated with a. We define K for finite (prefix) words by 8n 2 ; 8a 2 n q : K(a) := K(aj0 1 ) 1...n (we will see in Theorem 5 that the continuation 0 1 after a is irrelevant), where we abbreviate a subsequence bij . . . jbj by bi...j. We obtain the inverse operator as K 01 = G 01 K 01 01 (K D and K C are not injective and thus K D 01 , K C 01 do not make sense).
We give an example for K. Let a = (a i ) 1 i=1 = 1(110) 1 x +1 from x 3 +x 2 +x = (x 2 +1)(x+1)+1. Thus K(G(a)) = (x+1; x 2 + 1) 2 2[x] 3 and K(a) = 1101010 1 2 1 2 , where 11 = (x + 1), 0101 = (x 2 + 1).
Let (A i ) be the partial denominators of G(a). Then we iteratively obtain convergents Pi=Qi to G(a) using Pi := Ai 1 Pi01 + Pi02 and Q i := A i 1 Q i01 + Q i02 with the initial conditions P 02 = Q 01 = 0, P01 = Q02 = 1.
The recursion for the Pi, Qi leads us to the following known result.
Theorem 1: Pn 1 Qn01 0 Pn01 1 Qn = (01) n01 for n 01.
Proof: By induction on n. See also [25, Sec. 6] .
The precision of the approximation of G(a) by P k =Q k can be bounded as follows.
Theorem 2: Let P k =Q k be a convergent to G 2 q with G 6 = P k =Q k . Then i) jG 0 P k =Q k j = 0jQ k j 0 jQ k+1 j < 02 1 jQ k j; ii) For k 2 and all Z; N 2 q [x] with 0 jNj < jQ k+1 j we have G 0 Z N G 0 P k Q k = 0jQ k j 0 jQ k+1 j:
C. K is an Isometry
An isometry f on 1 q is a selfmap of 1 q which maintains the distance, that is for any two elements a; b 2 1 q , ja 0bj = jf(a)0f(b)j or more precisely jG(a) 0 G(b)j = jG(f(a)) 0 G(f (b))j. In the next theorem, we show that K is an isometry on 1 q . We first need a proposition and a lemma. The next lemma considers the impact of changing a single symbol of a discrepancy sequence.
Lemma 4: Let c = K(a) 6 = d = K(b)with a; b 2 1 q , and assume d i = c i for i 6 = n, i.e., jK(a) 0 K(b)j = 0n.
Then cn is a symbol of (A k ) and jQ k01 j + jQ k j n 2jQ k j by Theorem 2(ii). W.l.o.g. let jA k j jB k j.
i) Let first jA k j < jB k j. In this case we have c n = lc(A k ), dn = 0, and n = jQ k01 j + jQ k j < jQ k01 j + jQ k j. Then jG(a) 0 P k01 =Q k01 j = 0jQ k01 j 0 jQ k j = 0n and jG(b) 0 P k01 =Q k01 j = jG(b) 0P k01 =Q k01 j = 0jQ k01 j 0 jQ k j < 0n hence by the ultrametric equality jG(a) 0 G(b)j = 0n. ii) Let now jA k j = jB k j. Put = dn 0 cn. Then B k = A k + x g with g = 2jQ k j 0 n (g symbols follow after c n , d n in (A k ) and (B k ), namely cn+1 = dn+1; . . . ; cn+g = dn+g). Now P k = B kPk01 +P k02 = (A k + x g )P k01 + P k02 = P k + x g P k01 similarlyQ k = Q k + x g Q k01 .
We consider the ultrametric square made up by G(a), G(b) and their respective convergents P k =Q k ,P k =Q k . We have jG(a) 0 P k =Q k j = 0jQ k j 0 jQ k+1 j < 02jQ k j 0n by Theorem 2(i), and similarly
Altogether we have an ultrametric square where
and with Proposition 3 it now follows that jG(a) 0 G(b)j =ja 0 bj = 0n=jc 0 dj = jK(a) 0 K(b)j:
We may now state the fundamental result of the correspondence. i.e., for every finite field q the selfmap K: 1 q ! 1 q is an isometry on 1 q .
Proof: We shall change from the sequence c to d one symbol at a time, using Lemma 4. Let sequences d (k) be defined by
and by Lemma 4, respectively. Hence ja 0b (n) j = 0n (first difference between c and d), and jb (n+k) 0 b (n+k+1) j 0n 0 k 0 1 < 0n for k 2 0 := [ f0g.
By the ultrametric equality, we thus have (n+k) )j = 0n for all k 2 , that is after the first impact of changing c n into d n , the further changes are "absorbed" by the ultrametric. In the limit k ! 1, we obtain ja 0 bj = 0n = jK(a) 0 K(b)j.
In summary, the first n symbols of a determine the first n symbols of K(a) and vice versa. At each step, the resulting symbols from q encode all information available at that point about the continued fraction expansion.
Remark:
We call the domain of K (range of K 01 ) the coefficient space and the range of K (domain of K 01 ) the discrepancy space (as in the Berlekamp-Massey-Algorithm).
III. LINEAR AND JUMP COMPLEXITY AND K
We first recall the notion of linear complexity L, show the connection between K and L, and then adapt the Berlekamp-Massey-Algorithm to produce precisely b = K(a) as discrepancy sequence on input a.
Also, we describe an alternative method, due to Niederreiter and the author, to calculate K(a) by means of the shift commutator [K 01 ; ].
In Section III-E, we represent the jump complexity J(a) of a sequence in terms of K D (a).
A. Linear Complexity
The linear complexity profile of a sequence a is (La(n)) n0 , where L a (0) = 0 and L a (n) is defined as L 0 (n) = 0, 8n, and otherwise as the length of a shortest linear feedback shift register (LFSR), which produces a1 . . . an, or equivalently as the smallest order d of a recursion a i = d k=1 k a i0k for d < i n, with suitable k 2 q .
(L a (n)) n0 is monotonically nondecreasing. We next show an equivalent formulation in terms of K:
Theorem 6: For a 2 1 q , let La: 0 ! 0 be defined as La(0) = 0 and for n 1 let La(n) = k i=1 jAij, where A k is the last partial denominator whose leading coefficient is encoded in K(a) 1...n . Then L a = L a , and L jumps, i.e., L a (n) > L a (n 01), at values of n where K(a)n encodes a leading coefficient.
Proof: Given the formal power series G(a) with convergents P k =Q k , we consider the LFSR with normalized feedback polynomial (lc(Q k )) 01 1 Q k of length jQ k j = k i=1 jAij = La(n). This LFSR produces, for a suitable initial content, a sequence b with G(b) = P k =Q k . From jG(a) 0 P k =Q k j = 0jQ k+1 j 0 jQ k j < 0n (Theorem 2i)) it now follows that this LFSR will produce a (at least) up to a n . On the other hand G(a)0 P k01 Q k01 = 0jQ k j 0 jQ k01 j = 02jQ k01 j 0 jA k j0n since the leading coefficient of A k lies in K(a) 1...n . Hence the previous convergent P k01 =Q k01 is not sufficiently precise and by Theorem 2ii) also no intermediate LFSR length will do, and La(n) = La(n). Given a sequence a with linear complexity profile (L a (n)) we define the linear complexity deviation of a at n as m a (n) := 2 1 L a (n) 0 n 2 ; n 0:
We see that typically 2 1 L a (n) n, since with L a (n) = k i=1 jA i j we need just 2 1 L a (n) symbols to encode A 1 ; . . . ; A k . Hence the deviation from the sequence length n consists only in the length of the last incomplete encoding of a partial denominator (missing coefficients after seeing lc(A k ), or excess zeroes before lc(A k+1 )).
B. Computing K, Euclid's Algorithm
The Berlekamp-Massey-Algorithm (BMA) [2] , [16] was shown to be equivalent to Euclid's algorithm for formal power series by Dornstetter [6] . Niederreiter [18] , [20] as well as Dai and Zeng [4] showed the detailed connection between linear complexity (La) and the continued fraction expansion of G(a).
To obtain K(a)as a discrepancy sequence, the BMA as given in [16] has to be changed in three points (compare with Dornstetter [6] ):
i) The convergents have to start with P 02 = 0, P 01 = 1, Q 02 = 1, Q01 = 0 as is the case over [25] . Since A0 = 0, also P 0 = 0 and Q 0 = 1. ii) Q k is the feedback polynomial, not its reciprocal, the "connection polynomial." Comparing with [16] , Q k and Q k01 are the reciprocals of C(D) and B(D), respectively. The P k do not appear in [16] . iii) The feedback polynomial may not be normalized (this has an effect only for q > 2).
In this way, we obtain all partial denominators and all convergents, and the discrepancy sequence is the encoding K(a) of the partial denominators.
C. Computing K via its Shift Commutator
Another method to actually compute K uses its shift commutator. Finite State Machine with output, see [22] , [23] ) with finite state set and an up-down-counter, working on infinite input and producing finite prefixes of the (infinite) output in amortized linear (in the length of the prefix) time. Hence we can compute K in amortized quadratic time by repeated application of [K 01 ; ] via the above formula. We thereby obtain with no additional cost all continued fractions of all shifted sequences (a 1 ; . . . ; a n ); (a 2 ; . . . ; a n ) . . . (a n01 ; a n ) as well, which is optimal up to a constant. For a detailed description see [22] for the case ii) If m 0 a (n) < 0 then K(a)n = K D (a) (n0m (n))=2 . iii) Let K(a) n = C (A k ) i , then m 0 a (n) = jA k j 0 i 0.
iv) If m 0 a (n) 0 then K(a) n = K C (a) (n0m (n))=2 .
Proof: For k 2 0 , let n k = 2 k i=1 jAij. Then K(a)1...n = (A 1 )j 111j(A k ) and by Theorem 6, L a (n k ) = L a (n k ) = k i=1 jA i j = n k =2. Thus m a (n k ) = 0, for all k 2 0 .
We consider now positions n k01 + 1 to n k in a and K(a): i) Let d = jA k j. Then L a (n k01 + i) = n k01 =2 for 1 i < d and thus m a (n k01 + i) = n k01 0 (n k01 + i) = 0i < 0. ii) From i), K(a)n +i = K D (a) n =2+i = KD(a) (n +i0(0i))=2 .
iii) For d + 1 i 2d, L a (n k01 + i) = 2 k i=1 jA i j = n k =2 + d, since K(a) n +d was the leading coefficient of A k01+1 .
Hence m 0 a (n k01 + i) = n k01 + 2d 0 n k01 0 i = 2d 0 i 0.
iv) From iii)
K(a)n +i = K C (a) n =2+i0d = K C (a) (n +i0(2d0i))=2 : The next theorem establishes that all prefixes b = K D (a) 1...n appear equally often, counted over all prefixes a 2 2n q (we can not just consider K D a projection of some coordinates of K -which would then be equidistributed, since K is an isometry-since for different sequences, different coordinates belong to the K D part).
Theorem 9: For all n 2 , for all b 2 n q j fa 2 2n q j K D (a) 1...n = bg j = q n :
Proof: Fix some b = K D (a) 1...n . Then b = D(A1)j . . . jD(A k )j0 d for some k 0, 0 d n. For 1 j n, define r(j) = k for j > n 0 d = k i=1 jA i j and otherwise let r(j) be defined by r(j) i=1 jAij < j r(j)+1 i=1 jAij.
Then K D (a) j = K(a) j+ jA j with j + r(j) i=1 jA i j < 2n.
The n symbols K D (a)j , 1 j n thus fix n coordinates of K(a) 1...2n and the remaining n coordinates can be filled in q n ways by symbols from q :
E. Jump Complexity
The jump complexity Ja(n) was introduced by Carter in [3] . It counts the number of jumps in the linear complexity profile of the sequence (a 1 ; . . . ; a n ) J a (n) := j fk j 1 k n^L a (k 0 1) < L a (k)g j; n 2 0 ;
and at each such k, the jump height is h := La(k) 0 La(k 0 1).
We represent the jump complexity Ja(n) via K by the number of zero runs in K D (a). A jump of height h corresponds to a zero run of length h01 in K D (a) that is some encoding D(A k ) = 0 h01 jlc(A k ), including the case of a jump by h = 1 if two consecutive nonzeros appear in K D (a). Proof: Every jump produces exactly one nonzero symbol in K D . In the case m a (2n) > 0, K(a) 2n = K C (a) (2n0m (2n))=2 , and thus the last leading coefficient is encoded as K D (a) (2n+m (2n))=2 after K D (a) 1...n and hence must be accounted for by adding = 1.
IV. LÉVY CLASSES AND SHARP ASYMPTOTIC BOUNDS FOR J AND m
As we have seen, the linear complexity deviation and the jump complexity of a sequence a can be described immediately in terms of K D (a) and the prefixes of K D are equidistributed w.r.t. the prefixes of a.
We may thus convert theorems about the behavior of Bernoulli sequences, like the Law of the Iterated Logarithm, directly into corollaries about the asymptotic behavior of ma(n) and Ja(n).
The theorems used here were compiled by Révész in [26] . Since Révész only treated the case 2 , we also refrain from the utmost generality and consider only binary sequences. This is the most important case from a practical point of view. An exception is the Law of the Iterated Logarithm for the jump complexity which we show for 1 q , q an arbitrary prime power.
A. Lévy Classes
We shall repeatedly use the notation (8 a 2 1 q . . .) or (-almost all a 2 1 q . . .) to mean that the statement … is valid on a subset A 1 q of measure 1 (A) = 1, hence false at most on a set of measure zero.
The functions ma, La, Ja and similar ones are defined on (we ignore the value at zero). When we vary a in 1 q , we obtain functions on 1 q 2 . Given a function f : 1 q 2 ! , we define its Lévy classes, four classes of functions ! (i.e., classes of real-valued sequences) that describe the asymptotic behavior of f ("U" and "L" Thus for all choices 1 2 LLC(f), 2 2 LUC(f), 3 2 ULC(f), 4 2 UUC(f) and for almost all sequences a 2 1 q , we have 1 (n) < f(a; n) < 4 (n) asymptotically for n ! 1, but -almost all sequences will make f oscillate so much as to leave the interval ( 2 ; 3 ) of unavoidable oscillation infinitely often.
In the sequel we will use the following typical examples for functions f: maximum length of runs of zeroes (that is jump height, degree of partial denominators, deviation m) in K D , as well as deviations jJa(n)0 n 2 1 q01 q j. For the case q = 2 there exist very precise estimates for certain Lévy classes [27] . The model used by Révész is discrete Brownian motion on . Let Xi 2 f01; +1g be random variables with p(Xi = +1) = p(Xi = 01) = 1 2 . We start at time t = 0 at zero. Given a sequence b 2 1 2 ,
where we identify 2 with f0;1g and use addition and multiplication in , let S b (n) = n k=1 (2 1 b k 0 1) = 0n + 2 1 n k=1 b k ; n 2 0 be the deviation from zero after n moves, where b k = 0 corresponds to X k = 01, and b k = 1 to X k = +1.
B. Jump Complexity
The jump complexity counts the number of partial denominators in K(a). Hence we have the following model for J in terms of S. The following result goes back to Erdős [7] , Feller [10] , and Kolmogoroff [13] . The theorem is (5.2) in Révész' book [26] .
Theorem 12: (Law of the Iterated Logarithm for tossing a fair coin) Let a 2 f0; 1g 1 be an i.i.d. sequence of coin tosses. Then the behavior of S a (n)= p n is described by the following Lévy classes Some example functions bounding S a (n)= p n show that we cannot avoid oscillations on the order of the "iterated logarithm" log log(n).
Example: For all " > 0 we have \ (2 1 log log(n)+(3 + ")1log log log n) 1=2 2UUC(Sa(n)= p n) (2 1 log log(n) + log log log n) 1=2 2 ULC(S a (n)= p n) 0(2 1 log log(n) + log log log n) 1=2 2 LUC(S a (n)= p n) 0(21log log(n)+(3+")1loglog log n) 1=2 2LLC(Sa(n)= p n):
From Theorem 12, we now infer two Laws of the Iterated Logarithm for the Jump Complexity, in the binary case and for arbitrary finite fields.
Theorem 13: For -almost all a 2 1 2 with b = K(a) the jump complexity J a (2n) is bounded by these Lévy classes 2 UUC(S b (n)= p n) () (( p n 1 (n) + n)=2 + 1) 2 UUC(J a (2n)) 2 ULC(S b (n)= p n) () (( p n 1 (n) + n)=2) 2 ULC(J a (2n)) 2 LUC(S b (n)= p n) () (( p n 1 (n) + n)=2 + 1) 2 LUC(J a (2n)) 2 LLC(S b (n)= p n) () (( p n 1 (n) + n)=2) 2 LLC(J a (2n)):
In particular, the classes contain the following functions:
(n=4 + 1 + p n 1 log log(n)=4 + (3=8 + ") 1 log log log n) 2 UUC(Ja(n)) (n=4 + p n 1 log log(n)=4 + 1=8 1 log log log n) 2 ULC(Ja(n)) (n=4 + 1 0 p n 1 log log(n)=4 + 1=8 1 log log log n) 2 LUC(J a (n)) (n=4 0 p n 1 log log(n)=4 + (3=8 + ") 1 log log log n) 2 LLC(Ja(n)):
Proof: By Theorem 11, we can replace Ja(2n) by (S b (n) + n)=2 + and thus obtain with Theorem 12 and the above example, respectively, the statements. lim sup n!1 Ja(n) 0 n 2 1 q 0 10 1 q 2 n 1 log log(n) = +1 0 a.e.
ii) rlim inf n!1 J a (n) 0 n 2 1 q 0 10 1 q 2 n 1 log log(n) = 01 0 a:e:
We have to generalize the probabilities of the Brownian motion to p(X i = +1) = (q 0 1)=q (the nonzero symbols) and p(X i = 01) = 1=q. We now set S b (n) = 0n + 2 1 #fk j b k 6 = 0g and have (as before) Ja(n) = (S b (n) + n)=2. We expect S b (n) = n 1 (q 0 2)=(2q) and J a (2n) = n 1 (q 0 1)=q.
We can apply the Law of the Iterated Logarithm for Bernoulli sequences (see Feller [9] ) with p = 1 q as proportion of zeroes (we do not discriminate between nonzero symbols) to obtain i) and ii).
C. Linear Complexity Deviation m a /Jump Height h
We now consider the linear complexity deviation m a . It takes on its maximum value at a jump in L a , with m a (n) = 0m 0 a (n) = La(n) 0 La(n 0 1) (except for rational a, but we can ignore the set K 01 ( q \ q [x]) of measure zero). We first define the length of the largest uninterrupted sequence of 01's in (X i ) i=1;...;n or of zeroes in b1; ...;bn, respectively as Z b (n):=maxfr0l+1 j 0l<r n; S b (r)0S b (l)=l0rg:
Theorem 15: Let a 2 1 2 with b = K D (a) and ma(2n) = 0 for some n 2 0 . Then it holds that max k2n jm a (k)j = Z b (n) + 1: Proof: The largest value jma(k)j occurs after the longest zero run in K D , which is of length max k2n jm a (k)j01 and is terminated by a leading coefficient, since ma(2n) = 0. Z b (n) just gives that longest run length.
The following result can be found in Erdős and Révész [8] and in Révész [27] .
Theorem 16: Lévy classes for Z(n) 1 n=1 2 0(n) < 1 () 2 UUC(Z(n)) 1 n=1 2 0(n) = 1 () 2 ULC(Z(n)) (n) =blog 2 (n)0log 2 log 2 log 2 (n)+log 2 log 2 (e)01+"c 2 LUC(Z(n)); 8" > 0 (n) =blog 2 (n)0log 2 log 2 log 2 (n)+log 2 log 2 (e)020"c 2 LLC(Z(n)); 8" > 0:
Theorem 17: Lévy classes for m + (n) := max kn jm(k)j 1 n=1 2 0(n) < 1 () 2 UUC(m + (n)) 1 n=1 2 0(n) = 1 () 2 ULC(m + (n)): Let (n)=1 + blog 2 ( n 2 )0log 2 log 2 log 2 ( n 2 )+log 2 log 2 (e)+"c, then 2 LUC(m + (n)) for all " > 0.
Let (n)=1+blog 2 ( n 2 )0log 2 log 2 log 2 ( n 2 )+log 2 log 2 (e)020"c, then 2 LLC(m + (n)) for all " > 0.
Proof: The theorem follows from Theorems 15 and 16, where the convergence of the sums does not depend on the constant +1 or the fact that the function is sampled twice as often (both supply only a factor 2 61 ). The statements about UUC and ULC already appear as [18, Theorem 8, 9] .
We recall the notions of perfect and good linear complexity profiles [18] :
A sequence a 2 1 q is called d-perfect for d 2 , if 8n 2 : jm a (n)j d. A sequence a has a good linear complexity profile, if 9 C 2 , 8n 2 : jm a (n)j 1 + C 1 log n.
Niederreiter [18] has shown in the context of dynamical systems theory that almost all sequences have a good linear complexity profile, while almost none are d-perfect. This result also follows easily from Theorem 17. ii) -almost all sequences have a good linear complexity profile.
Proof:
i) For all d 2 , (n) = d becomes smaller than every sequence in LLC(m + (n)), which itself is exceeded by -almost all sequences from some n0 on.
ii) For (n) := 2 1 log 2 (n) the sum 1 n=1 2 0(n) converges, and hence, by Theorem 17, for -almost all sequences a we have ma(n) < (n) for all n > n0(a), for some n0(a).
V. 2-ADIC SPAN AND COMPLEXITY, FCSR'S AND AFSRS
Klapper and Goresky [11] introduced another measure to assess the (non)-randomness of a symbol sequence, the representation of (a 1 ; a 2 ; a 3 ; . . .) 2 1 p as a p-adic integer a = 1 i=1 a i p i01 2 p and its approximations by rational numbers from , as given by Mahler in [15] and by De Weger in [5] . This approximation by FCSR's (Feedback with Carry Shift Register) was further generalized by Klapper and Xu to AFSR's (Algebraic FSRs) with nonprime p, see [12] .
We first treat the case of FCSRs with 2 as base field, that is dyadic numbers. For every finite prefix (a1; . . . ; a k ), we obtain the number a (k) := k i=1 a i 2 i01 2 2 . Let L a (k) be the k-th approximation lattice for a, La(k) = f(p k ; q k ) 2 2 j q k 1 a (k) p k mod 2 k g:
Then each (p k ; q k ) 2 La(k) with odd q k defines a 2-adic integer p k =q k 2 2 with p k =q k a mod 2 k . For (p; q) 2 2 , let 8(p; q) = max(jpj; jqj). Let (c k ; d k ) be a minimal pair with odd denominator from La(k) in the sense that 8(c k ; d k ) 8(p k ; q k ) for all (p k ; q k ) 2 L a (k) with odd q k (to be nonambiguous, choose the pair with largest c k among all those with the same smallest 8). We call the sequence (c k ; d k ) the minimal approximating sequence of a. Proof: Let a; b 2 1 2 with ai = bi, 1 i < k and a k = 1 0 b k . Then A(a) i = A(b) i for 1 i < k, since both sequences lead to the same sequence (c i ; d i ) of rational approximations. However, from d k01 1 k01 i=1 ai2 i01 c k01 mod 2 k01 , we may infer d k01 1 k01 i=1 ai2 i01 +12 k01 c k01 mod 2 k , for some 2 f0; 1g and thus d k01 1 k01 i=1 a i 2 i01 + (1 0 ) 1 2 k01 6 c k01 mod 2 k . Therefore A(a 1 ; . . . ; a k01 ; ; . . .) k = 0 and A(a 1 ; . . . ; a k01 ; 1 0 ; . . .) k = 1.
One of these corresponds to A(a) k , the other to A(b) k , hence jA(a) 0 A(b)j = 0k = ja 0 bj and A is an isometry.
We further define the 2-adic jump complexity J A to count the number of changes in the 2-adic complexity profile: J A (a; n) := #f1 k n j A(a) k = 1g, which should behave like JA(a; n) n 2 . In analogy to the linear complexity deviation, we define the 2-adic jump complexity deviation mA(a; n) := 2 1 JA(a; n) 0 n 2 .
Theorem 20: Let a 2 f0; 1g 1 with b = A(a). Then m A (a; n) and S b (n) have the same asymptotic behavior in the sense that 2 LLC(m A (a;n)) if and only if 2 LLC(S b (n)), and similarly for LUC, ULC, UUC.
Proof: JA(a; n) and the sum n i=1 bi of t coin tossing experiments b i both represent the same behavior, summing t probability 1/2 Bernoulli experiments. With m A (a; n) = 2 1 J A (a; n) 0 n and S b (n) = 2 1 n i=1 bi 0 n the result follows.
Combining Theorem 20 with Theorem 12, we obtain the following new result. ii) lim inf n!1 mA(n) = 2n 1 log log n = 01 0 a.e.
Generalizing to arbitrary base field and also to AFSRs, we have the following setting (taken from [12, p. 3 
]):
Let R be a commutative integral domain, F its field of fractions, and 2 R such that it generates a principal ideal () with finite residue ring K := R=(). Let further S be a complete set of representatives for K in R.
That is, for every a 2 K, there is a unique element 2 S with mod = a. Let nowR = f 1 i=0 a i i ; a i 2 Sg. We assume 1 i=0 () n = 0 (that is R is separable w.r.t. the ()-adic topology), and then there is an embedding of R inR. In the LFSR case, R = q[x], = x, K = q,R = q[[x 01 ]], while in the FCSR case, R = , = p, K = =p ,R = p . Let : S ! K, 7 ! () = mod be the aforementioned bijection between S and K. We then can identifyR, S 1 , and K 1 bŷ R 3 r = 1 i=0 a i i (a i ) i2 2 S 1 and r ((a i )) i2 2 K 1 . Now, given any element r 2R, we shall approximate r by a sequence (u i =q i ) i2 , with u i , q i 2 R, such that r1q i 0u i 0 mod i , with u0 := 0, q0 := 1. How to obtain these ui=qi depends on the particular case (using K,theBMA,rational [11] andAFSRapproximation [12] are examples).
Given some algorithm to produce a sequence (ui=qi) from r, we obtain isometries IR onR and I K on K 1 as follows.
Theorem 22:
i) Let ind : K ! f0; 1; . . . ; jKj 0 1g be some bijective function. Let I K : K 1 ! K 1 be defined by IK(a1a2a3 . . .)n = ind 01 ind (u n01 =q n01 ) n 0 ind(a n ) mod jKj where (u n01 =q n01 ) n := ((u n01 =q n01 ) 1 0(n01) ) mod or equivalently with u n01 =q n01 = 1 k=0 b k k ; (u n01 =q n01 ) n = b n 2 S:
Then I K is an isometry on K 1 . ii) IdentifyingR with K 1 , IK induces an isometry IR onR.
Proof:
i) For every position n, we obtain an approximation to the n 0 1 first symbols as un01=qn01. We then compute the nth symbol corresponding to this approximation, b n := (u n01 =q n01 ) n := (u n01 =q n01 1 0(n01) ) mod 2 S and then compare the relative positions of (an) and (bn) 2 K w.r. to the collating sequence defined by ind and their difference in position is IR(r) n . IK(a1a2a3 . . .)n depends only on un01=qn01 and an. LetR 3 r (a i ) andR 3 s (s i ) 2 S 1 with a i = s i for i < n and a n 6 = s n . Then both sequences produce the same output up to position n 0 1 and have the same approximation un01=qn01 at position n. From a n 6 = s n we then infer that I K ((a i ) i2 ) n 6 = I K ((s i ) i2 ) n , IR(r) n 6 = IR(s) n and jr 0 sj = jIR(r) 0 IR(s)j = 0n for the "-adic degree" inR. ii) LetR 3 r (ai) 2 K 1 , (bi) = IK(ai) and then IR(r) := 1 k=0 b k k 2R. Using (i), IR is an isometry onR.
Following the work by Klapper, Goresky, and Xu, we thus obtain the following result. Since the three complexities defined by LFSR, FCSR, and AFSR approximation all define isometries, we now can compare directly the results by means of uniformly counting, e.g., the zeros. This permits to compare different complexities without having to know the precise distribution of their values over the whole sequence space.
This approach is elaborated further in [29] , taking into account also Lempel-Ziv complexity [31] and Tree complexity [24] .
VI. CONCLUSION
We have shown that the expansion of formal power series into their continued fraction, the approximation of p-adic numbers by rationals, and the FCSR and AFSR register synthesis algorithm all induce isometries, on 1 q , p, and (R=()) 1 , respectively.
We gave an adaptation of the Berlekamp-Massey-Algorithm that implements the continued fraction expansion exactly as Euclid's algorithm for the reals to obtain K, the encoding of the partial denominators.
We modeled linear and jump complexity as well as 2-adic jump complexity via Bernoulli experiments, and applied the known general bounds to this model to derive sharp bounds (Lévy classes) for the jump complexity J, the linear complexity deviation m, hence also for the linear complexity L(n) 0 m(n) 0 dn=2e, and for the dyadic jump complexity J A .
I. INTRODUCTION
The interference channel (IFC) is a basic building block of most wireless networks, and is thus considered a fundamentally important channel from both theoretical and practical perspectives. However, the capacity region of this channel remains an open problem, with only some special cases being solved to date. Our goal in this correspondence is to investigate the capacity of a class of IFCs where one transmitter has full knowledge of the other transmitter's message in both the discrete memoryless and Gaussian cases. We term this class of channels "interference channels with degraded message sets."
IFCs with degraded message sets arise in many fairly important scenarios in wireless networks. The first is the cognitive radio channel introduced in [1] . 1 In this model, a cognitive transmitter gains full knowledge of another "dumb" transmitter's message. Each transmitter has a separate receiver associated with it. In this setting, the cognitive transmitter-receiver pair exploits the cognitive transmitter's knowledge of both messages to improve overall system performance. The second motivation for this problem lies in sensor networks as illustrated in Fig. 1(a) . In this setting, Sensor A has better sensing capability than Sensor B and thus can detect both events, while Sensor B can only detect one of them. In this setting, we assume that each sensor is aware of the capabilities of the other sensor and that the collected data needs 
