This paper is concerned with long-run average cost minimization of a stochastic inventory problem with Markovian demand, xed ordering cost, and convex surplus cost. The states of the Markov chain represent di erent possible states of the environment. Using a vanishing discount approach, a dynamic programming equation and the corresponding veri cation theorem are established. Finally, the existence of an optimal state-dependent (s; S ) policy is proved.
Introduction
This paper studies a stochastic inventory problem with Markovian demand and xed cost from the viewpoint of minimizing the long-run average cost of inventory/backlog and ordering. The purpose is to establish the dynamic programming equation or average cost optimality equation for the problem, prove the existence of an optimal feedback (or Markov) policy, and show that a feedback policy of the state-dependent (s; S)-type is optimal.
Problems with Markovian demand and xed costs have been considered by Song and Zipkin (1993) , Sethi and Cheng (1995) , and others, but only with the discounted cost criterion.
A Markov chain, whose states represent possible states of the environment or the economy, underlies the Markovian demand process in the sense that the distribution of the demand in any given period depends on the environmental state in that period. Furthermore, these states may also a ect various cost parameters in the model. Sethi and Cheng (1995) have established rigorously the existence of an optimal state-dependent (s; S)-policy for such problems with discounted costs. Since we need their results in this paper for our analysis, they are recapitulated in Section 3.
The problems of long-run average cost minimization are mathematically much harder than those with discounted costs. In the context of inventory problems, Iglehart (1963) and Veinott and Wagner (1965) were the rst to study the issue of the existence of an optimal (s; S)-policy for average-cost problems with independent demands, linear holding and backlog costs, and ordering costs consisting of a xed cost and a proportional variable cost. Most ensuing literature has assumed that together the papers of Iglehart and Veinott and Wagner have established the optimality of an (s; S) policy for the problem. But, this is not quite the case, however, since some of the assumptions implicit in Iglehart (1963) , to our knowledge, have not been satisfactorily veri ed; see Beyer and Sethi (1996b) for details. Zheng (1991) has provided a rigorous proof of the optimality of an (s; S) policy in the case of discrete independent demands.
In this paper, we use a vanishing discount approach to treat the long-run average cost problem with Markovian demand, xed ordering cost, and convex surplus cost. The idea is to use the results obtained for the discounted cost in nite horizon problem and analyze them as the discount rate approaches zero.
Because of the space limitations, we only summarize the results. Their proofs and other details are available in Beyer and Sethi (1996a) .
Formulation of the Model
In order to specify the stationary, discrete time, in nite horizon inventory problem under consideration, we introduce the following notation and basic assumptions:
( ; F; P ) = the probability space; I = f1; 2; : : : ; Lg; a nite collection of possible demand states; i k = the demand state in period k, k 2 Z = f0; 1; 2; : : :g; fi k g = a Markov chain with the (L L)-transition matrix P = fp ij g; k+1 = the demand realized during the period k, and, therefore, yet unknown at the beginning of period k, k+1 dependent on i k , but not on k; i ( ) = the conditional density function of k+1 when i k = i; i ( ) = the distribution function corresponding to i ; u k = the nonnegative order quantity in period k; x k = the surplus (inventory/backlog) level at the beginning of period k (or, at the end of period k ? 1); c(i; u) = the cost of ordering u 0 units in period k when i k = i; f(i; x) = the surplus cost when i k = i and x k = x; f k (i; 0) 0; (z) = 0 when z 0 and 1 when z > 0:
We suppose that orders are placed at the beginning of a period, delivered instantaneously, and followed by the period's demand. Unsatis ed demands are fully backlogged.
We make the following assumptions throughout the paper. While not all the results proved in this paper require all of the assumptions, we do use all of the assumptions to derive the main results of the paper in Sections 4 and 5. For speci city, we shall list the assumptions required in the statements of the results proved in this paper.
Assumption A1. The production cost is given by c(i; u) = K (u) + c i u, where the xed ordering cost K 0 and the variable cost c i 0. Assumption A2. For each i, the surplus cost function f(i; ) is convex and asymptotically linear, i.e., f(i; x) C(1 + jxj) for some C > 0. Also f(i; 0) = 0. Assumption A3. There is a state l 2 I such that f(l; x) is not identically zero for x 0. Assumption A4. There is a state g 2 I such that f(g; x) is not identically zero for x 0. Assumption A5. The production and inventory costs satisfy (1) Assumption A6. The Markov chain (i k ) 1 k=0 is irreducible. Assumption A7. There is a state h 2 I such that 1 ? h (") = > 0 for some " > 0. Assumption A8. There is an M, 0 < M < 1, such that 0 k+1 M, almost surely. Remark 2.1 Assumptions (A1) and (A2) re ect the usual structure of the production and inventory costs to prove the optimality of an (s i ; S i )-type policy. Note that K is the same for all i. In the stationary case this is equivalent to the condition K i n L P j=1 p ij K j n+1 required in the nonstationary model for the existence of an optimal (s i ; S i )-policy; see Sethi and Cheng (1995) . Assumptions (A3) and (A4) rule out trivial cases which lead to degenerate optimal policies. Conditions (A4) and (A5) generalize the usual assumption made in the literature that the unit inventory holding cost is strictly positive.
Remark 2.2 Assumptions (A6) and (A7) are needed to deplete any given initial inventory in a nite expected time. While (A7) says that in at least one state h the expected demand is strictly larger than zero, (A6) implies that the state h would occur in nitely often with nite expected interval between successive occurrences. Assumption (A8) requiring the demand to be bounded is realistic. At any rate, it is not a crucial assumption, since it could be replaced by a growth condition on the distribution functions. Moreover, it does simplify the proofs considerably.
The objective is to minimize the expected long-run average cost J(i; x; U) = lim sup
with i 0 = i and x 0 = x, where U = (u 0 ; u 1 ; : : :); u i 0; i = 0; 1; : : :, is a history-dependent or nonanticipative decision (order quantities) for the problem. Such a control U is termed admissible.
Let U denote the class of all admissible controls. The surplus balance equations are given by x k+1 = x k + u k ? k+1 ; k = 0; 1; : : : :
Our aim is to show that (i) there exists a constant termed the optimal average cost, which is independent of the initial i and x, (ii) a control U 2 U such that = J(i; x; U ) J(i; x; U); for all U 2 U; (4) and ( To prove these results we will use the vanishing discount approach. That is, by letting the discount factor in the discounted cost problem approach one, we will show that we can derive a dynamic programming equation whose solution provides an average optimal control and the associated minimum average cost .
A Markovian Demand Model With Discounted Costs
Consider the model formulated above with the average cost objective (2) replaced by the following extended real-valued objective function: 
The following results for the more general case of nonstationary cost functions are from Sethi and Cheng (1995) for > 0. 
4 The Vanishing Discount Approach
The value function v (x; i) for the discounted problem tends to in nity for all x and i as approaches one. Nevertheless, it can be proved that the di erential discounted value function w (i; Finally, by showing that the function w (i; ) de ned in Theorem 4.1 is K-convex and that the stationary feedback policy U = (u ; u ; : : :), where u (i; x) attains the in mum in (10) for w( ; ) = w ( ; ), is stable with respect to w , we can obtain the following result establishing the optimality of a state-dependent (s; S) policy. Theorem 5.2 We assume (A1)-(A8). There are constants 1 S i 0 and s i S i , i 2 I satisfying max i2I fs i g > ?1, such that the stationary feedback strategy U = (u ; u ; : : :) according to u (i; x) = (S i ? x) (s i ? x) is average optimal.
