Abstract: A two-sample nonlinear heteroscedastic regression model is described and proposed for the purpose of evaluating a sewer basin rehabilitation by quantifying the reduction in rain-derived inflow and infiltration ͑RDII͒. The proposed methodology is used at the second stage of RDII studies after RDII volumes of individual rain events are estimated. The proposed methodology utilizes boundary conditions of system capacity and extrapolates the RDII behavior under usually unobserved heavy design storms in short-term flow data series-a common problem in RDII studies. As compared to the commonly used linear models, the proposed methodology offers flexibility in modeling, reasonable extrapolation, and simplicity in interpretation.
Introduction
Sewer systems are designed to transport wastewater to treatment plants before it is discharged into rivers or streams. All sewer systems are designed with limited capacities. Once the capacity limits are exceeded, sanitary sewer overflows ͑SSO͒ will occur and become an environmental hazard. One of the major causes of SSO is rain-derived inflow and infiltration ͑RDII͒ through openings such as manholes, pipe cracks, and other breakages. As systems age, system deterioration is inevitable. The U.S. Environmental Protection Agency requires municipalities to monitor and maintain their sewer systems on a regular basis. There are many monitoring procedures available. Interested readers may refer to Bennett et al. ͑1999͒ or Wade ͑2000͒ . Perhaps the most commonly used procedure is to collect in-pipe flow readings at or near exits of sewer basins by flow meters and simultaneous rainfall meter readings at nearby locations. The data, in the form of dual time series f͑t͒ and r͑t͒ ͑where f stands for flow and r stands for rainfall͒, are then subsequently analyzed and inferences pertaining to the conditions of the metered systems are made based on the levels of RDII during recorded rain events in the series. A higher level of RDII is an indication of a worse level of system deterioration. If a system is judged to have deteriorated beyond a certain point, a rehabilitation may be necessary. Usually the objective of such a rehabilitation is to reduce the RDII level of a system.
After a rehabilitation project is completed, it is of interest to evaluate the effect of such a project. The evaluation is often based on two separate sets of data series, one ͓f 1 ͑t͒ , r 1 ͑t͔͒ taken prerehabilitation and one ͓f 2 ͑t͒ , r 2 ͑t͔͒ taken postrehabilitation, and on the comparison of the estimated RDII characteristics from the two data series.
Evaluation of a sewer rehabilitation in terms of a reduction in RDII is often done in two stages: 1. Given a data series, ͓f͑t͒ , r͑t͔͒, one is interested in estimating the RDII volume for each of the recorded rain events in the series. This process is done twice, once prerehabilitation and once postrehabilitation. The analysis at this stage ͑Stage 1͒ is a difficult one as ͑1͒ the series are highly autocorrelated and nonstationary, and ͑2͒ the propagation process of rainfall through the ground is complex with time delays. Zhang ͑2005, 2007͒ offers a methodology to alleviate the problem and to produce more reliable estimates. Other simpler ad hoc methods also exist. 2. Given the results of Stage 1 analysis, a comparative analysis is performed to detect and describe a difference, if existing, between the RDII characteristics obtained from the two independent samples. The difficulties at this stage ͑Stage 2͒ include ͑1͒ high volatility in RDII volume estimates and ͑2͒ lack of ground for extrapolation on the RDII behavior under heavy storm events ͑which are of essential interest-systems overflow mainly under heavy storms͒ as heavy storms are not frequently observed in relative short series. Metered flow series typically last 2 -6 months, and the design storms of interest are typically of 2, 5, 10, or even 25 years. This paper concentrates on the analysis at Stage 2. The standard method in the industry is to run two linear models to the two independent samples ͑pre-and postrehabilitation͒. This method is simple, and the analysis may be carried out by any reasonable statistical software. However it has the following disadvantages: 1. The data trends often appear to be nonlinear. 2. The linear regression models use four unrelated parameters to capture the structure of the expectations, two for each linear model. The dispersion is captured by at least another parameter. On the other hand, the number of sizable rain events in a short metered period is relatively small, typically in the neighborhood of five. The information in the data supporting any statistical model is typically weak. Any reasonable model with fewer parameters would be an improvement. 3. Because the size of data sets on hand are usually small, each point in the data sets has potentially high leverage. If a heavy rain event is observed, the level of estimated RDII volume could greatly dictate the trend of the regression line. As the measurements ͑and the estimation͒ of RDII at higher levels of rainfall are subject to higher volatility, a model trend largely set by one or two dominant points becomes unreliable. A scheme that reweights the leverages of outlying points would be beneficial. 4. An improvement brought by a rehabilitation is generally gauged by a reduction in RDII volume as manifested by the expected models from pre-to postrehabilitation. Such a reduction is not easily quantified in the context of two linear models. As the lines almost surely intersect, one line is necessarily higher on one side of the intersecting point and lower on the other side. This feature often makes interpretation difficult. A pair of models that does not intersect would greatly simplify this issue. 5. If a difference in slope exists, the linear models entail a difference in RDII ͑nearly͒ proportional to the increase of rainfall level-an unreasonable characteristic as every system only allows limited amount of inflow and infiltration. At some level of rainfall ͑however high͒, the levels of RDII under the rehabilitated and unrehabilitated systems must converge. After all, total capacity of the system is little ͑if at all͒ changed. Two lines with different slopes never converge and approach no upper bounds as the level of rainfall increases. This property of the linear models also makes any extrapolation of RDII under unobserved design storms exceedingly difficult. This is one of the main points of the subsequent exploration. In the following sections, a pair of nonlinear regression models is proposed to capture the relationship between the rainfall levels and the estimated RDII for rain events recorded during the two metered periods, the maximum likelihood estimates ͑MLE͒ of the model parameters are described, and the asymptotic distributional properties of the MLE are derived, an illustrative example is given.
Model
Let ͑x 1i , y 1i ͒, i = 1 , . . . ,n 1 , be such that x 1i is the total rainfall volume of the ith rain event in Series 1 ͑see Remark 1͒, and y 1i be the estimated RDII volume associated with the ith rain event. It is assumed that Y 1i given x 1i is a normal random variable with mean and standard deviation, respectively
where a Ͼ 0, b 0 ജ 0, c Ͼ 1, and Ͼ0 are parameters. It is further assumed that Y 1i , i = 1 , . . . ,n 1 , are independent.
The above-presented model has the following characteristics: 1. 1 ͑0͒ = 0 and 1 ͑0͒ = 0. This suggests that without rainfall there is no rain-derived inflow and infiltration. 2. The derivative of 1 ͑x͒ is zero at x = 0. This suggests that for very light rain events the associated RDII volumes are very low and increase very slowly as the rain intensity increases. 3. The derivative of 1 ͑x͒ is positive for all x ͑0,ϱ͒, i.e., 1
Ј͑x͒ Ͼ 0 for x ͑0,ϱ͒. This suggests that the associated RDII volume increases for heavier rain events. 4. If b 0 Ͼ 0, then the derivative of 1 ͑x͒ approaches zero when x increases indefinitely, i.e. 
͑2͒
This characteristic suggests that as rainfall level increases, the RDII volumes will not increase indefinitely. In other words, this model covers the possibility that a limit in RDII exists. Such a limit is not only conceivable but realistically possible ͑particularly for small basins͒ as a system may only allow limited flow passing through. If such a limit is assumed to exist, Eq. ͑2͒ represents a desirable feature of the model. This boundary condition in the asymptote ͑2͒ is the key element to force a more sensible trend in the middle of x range for more reasonable RDII extrapolation under design storms. 5. If b 0 = 0, then Eq. ͑2͒ is false and therefore a limit in RDII does not exist. 6. The second half of Eq. ͑1͒ represents the heteroscedastic nature of the model. This is also an important part of the proposed model as it is well known that the estimated RDII volumes for heavier rain events are more volatile. This model feature may be thought of as a robust property because the points with large values of x are each weighted less in the estimation process than otherwise in models with constant volatility. This property alleviates the commonly encountered problem in practice in which one or two heavy storms completely dictate the regression trend. Remark 1. A rain event is defined to be a wet time period no longer than a prefixed number of hours, typically 24 h. The maximum length is imposed here for the purpose of making RDII inference with regard to a design storm which is usually described as a storm lasting 24 h. If a design storm lasts more ͑or less͒ than 24 h, then the maximum length in the definition of rain events should change accordingly. In practice, if an observed rain event lasts longer than the design storm, it could always be reformulated as a sequence of two or more consecutive rain events. This restriction in the rain event definition is important for the proposed methodology as a RDII limit may be introduced and without a maximum length of rain events such a limit would make little sense.
If there is a second series, typically a postrehabilitation series from the same basin, let ͑x 2j , y 2j ͒, j = 1 , . . . ,n 2 , be such that x 2j is the total rainfall volume of the jth rain event in Series 2, and y 2j be the estimated RDII volume associated with the jth rain event.
It is assumed that Y 2j given x 1j is a normal random variable with mean and standard deviation, respectively
where a Ͼ 0, b 0 Ͼ 0, c Ͼ 1, and Ͼ0 are parameters as in Eq. ͑1͒, and r ജ 0 is an additional model parameter to capture a difference in the expected RDII volume, typically by a rehabilitation. It is also assumed that Y 2j , j = 1 , . . . ,n 2 , are independent. The average behavior of RDII, 1 ͑x͒, as a function of rainfall x is illustrated by an "s"-shaped curve in Fig. 1͑a͒ . This curve is specified by the three parameters in 1 ͑x͒, namely a, b 0 , and c. Compared to a linear model, which needs only two parameters ͑an intercept and a slope͒, one more parameter is needed. For this reason, it may be debatable if the proposed model has enough merit when only one series of data is available. However, when two series are modeled together, the proposed models require four parameters for the expected structure-the same number of parameters required by the linear models. Therefore, the proposed models are better in the sense that they offer better properties and much more flexibility at the same cost. It may also be interesting to note that these four parameters are estimated based on the pooled data, so the common parameters, ͑a , b 0 , c͒, draw strength from both series. This is also a distinct advantage of the proposed methodology. The qualitative characteristics of the expected regression models are illustrated in Figs. 1͑b-d͒. It is clear in Fig. 1 that the curves do not intersect except at x = 0, and that both curves converge to the same limit as x increases indefinitely. It is also clear that the lower curve is always lower than the upper curve across the entire range of x. This fact can also be seen analytically by the fact that 1 ͑x͒ ജ 2 ͑x͒ for all x as r ജ 0. The drop of the lower curve from the upper curve is completely characterized by the parameter r.
The study model may be thought of as three different models in practice with the following three different modeling options:
Model 1: Free RDII limit model. If a RDII limit is assumed to exist but is unknown, then b 0 is left as a model parameter. In this case, the combined model for the two data series has five parameters, namely, ͑a , r , b 0 , c , ͒. In practice, this model is appropriate when sufficient rain events of high intensity are observed and the maximum capacity of the sewer system is being tested.
Model 2: Prefixed RDII limit model. If a RDII limit is assumed to exist and is known, then b 0 is assigned a value a priori. In this case, the combined model for the two data series has four parameters, namely, ͑a , r , c , ͒. In practice, this model is appropriate when a RDII limit of the system is believed to exist and an approximation of the limit is available.
Model 3: No RDII limit model. If no RDII limit is assumed to exist, then b 0 is set to be zero. In this case, the combined model for the two data series also has four parameters, namely, ͑a , r , c , ͒. In practice, this model is appropriate when the design storm of interest is within or very near the observed rainfall range in the data series, i.e., no extrapolation of RDII behavior is necessary. , ͑y 1i , x 1i ͒, i = 1 , . . . ,n 1 , and ͑y 2j , x 2j ͒, j = 1 , . . . ,n 2 , the analysis may be carried out under three different versions of the proposed model.
Model 1: Free RDII Limit Model
This is the full model with five parameters ͑a , r , b 0 , c , ͒. Letting n = n 1 + n 2 , the likelihood function under the model is
ͬͮ
The log of likelihood is
The MLE of the parameters, = ͑ 1 , . . . , 5 ͒Ј ϵ͑â , r , b 0 , ĉ , ͒Ј, are the values that maximize the likelihood function ͑L 1 ͒ or equivalently the log of likelihood ͑ᐉ 1 ͒ in Eq. ͑4͒. Given the data, the numerical values of the MLE, if existing, may be obtained by a computer algorithm. Unfortunately, unless a sufficient number of heavy storms ͑heavy enough to test the limit of the basin capacity͒ are observed during the monitoring periods, MLE based on Eq. ͑4͒ may not exist in the interior of the domain in the parameter space. In practice, one observes a very heavy storm only on very rare occasions. An observation of several very heavy storms during the same monitoring period nearly never happens. This reality may call for a reduced model in which the parameter b 0 is assumed to be known.
If the MLE do exist and are at an interior point in the parameter space, then statistical inferences about the parameters may be derived from the result of Hoadley ͑1971͒, which states that, in the context of this paper
where 0 is a 5 ϫ 1 vector of zeros
where k =1, ... ,5, and l =1, ... ,5, ‫ץ͓‬ 2 ᐉ 1 / ‫ץ‬ k ‫ץ‬ l ͔ =5ϫ 5 matrix with the ͑k , l͒th element being the second partial derivative,
⌫ n ͑͒ may also be written as where Q = ͑q kl ͒ =4ϫ 4 matrix implicitly defined and 0 = column vector of four zeros
In practice, the following steps are in order: 1. The estimates, , are obtained by identifying the point that maximizes Eq. ͑4͒ via a computer routine. With the MLE, the estimated regression curves may be obtained and graphically represented. 2. ⌫ −1 ͑͒ is approximated by ⌫ n −1 ͑ ͒. 3. One of the most important questions in evaluating the effect of a rehabilitation is whether a reduction in RDII is achieved. The reduction is completely characterized by one parameter, r. If r = 0, the two curves will coincide. If r Ͼ 0, then it is clear that 1 ͑x͒ Ͼ 2 ͑x͒, in which case, there would be a drop from the upper curve to the lower curve across all values of x as seen in Figs. 1͑b-d͒. In this sense, r could be appropriately called a "drop." The key question of whether a reduction in RDII is achieved by a rehabilitation is answered by testing H 0 : r = 0 versus H a : r Ͼ 0. The inference is based on the fact that, under H 0
where z ␣ = ͑1−␣͒ ϫ 100th percentile of the standard normal distribution, then sufficient statistical evidence is found in the sample to support a positive reduction in RDII. However, it must be noted here that due to the lack of observations at high values of x, Model 1 is seldom useful in practice, and therefore remains mostly a concept model.
Model 2: Prefixed RDII Limit Model
Assuming b 0 is known a priori, the models in Eqs. ͑1͒ and ͑3͒ have jointly four parameters to be estimated. The likelihood and the log likelihood functions have exactly the same form as these for Model 1, but with b 0 a prefixed constant. To signify the difference, the likelihood and the log likelihood functions are now written as L 2 and ᐉ 2 . Writing = ͑ 1 , 2 , 3 , 4 ͒Ј ϵ͑a , r , c , ͒Ј and its MLE as = ͑â , r , ĉ , ͒Ј, the inferences about the parameters may be again derived from the result of Hoadley ͑1971͒, which states that, in the context of this paper
where 0 =4ϫ 1 vector of zeros
where k =1, ... ,4, and l =1, ... ,4, ‫ץ͓‬ 2 l 2 / ‫ץ‬ k ‫ץ‬ l ͔ =4ϫ 4 matrix with the ͑k , l͒th element being the second partial derivative,
⌫ n ͑͒ may be written as where M = ͑m kl ͒ =3ϫ 3 matrix implicitly defined, and 0 = column vector of three zeros
In practice, the steps to follow for Model 2 analysis are exactly as these in Model 1 analysis, except that b 0 is fixed, , 1, and
Model 2 is the centerpiece of the proposed methodology, and it may be thought of as a special case of Model 1 with some extra help. The extra help comes in the form of setting b 0 a priori, which is not a trivial task and is definitely a subject for further research and discussion. Before a better method comes to be, an empirical input by an engineer who knows the system well could always be a reasonable starting point. In addition to a pure empirical judgment, the following fact may shed some light on this subject: This is to say that 1 / b 0 may be approximated by the maximum allowable RDII volume passing through the section of the sewer pipe where the flow meter is installed during a RDII-active period associated with a 24 h rain event. This quantity may in turn be approximated by the maximum allowable flow passing through, minus the daily average base flow. As the diameter of the pipe is a fixed known constant, the maximum level of flow passing through is hence determined by the maximum attainable flow velocity in the pipe. To find the attainable maximum flow velocity, one may consider the scenario in which the sewer pipe is submerged below the hydraulic grade line in the system with an excess depth h. The exact dynamics of the flow could be exceedingly complicated in any given system. However, if one is willing to assume some local hydrostatic equilibrium, then the wellknown Bernoulli formula, as described in Faber ͑1995, pp. 50, 51͒,
where v = flow velocity and g = gravitational acceleration would provide an estimate for the flow velocity. The assumption of hydrostatic equilibrium is not entirely unreasonable here-when the hydraulic grade line exceeds the rim of the nearest manhole largevolume overflow would occur and therefore h cannot increase indefinitely. The vertical elevation, h max , from the meter location to the rim of the nearest manhole ͑which is easily measured͒ may then be taken to estimate the sought maximum velocity, v max , via Eq. ͑6͒. Along with the pipe diameter, v max would provide an approximation for maximum RDII allowed by the system during the said period, which in turn provides an approximation for b 0 by Eq. ͑5͒. The above-described working logic, which could probably be greatly improved, seems to have produced results in good agreement with data in practice.
Model 3: No RDII Limit Model
If no limit of RDII is believed to exist, then b 0 may be set at zero. In this case, the average models become
The likelihood and the log likelihood functions have exactly the same form as those for Model 2, but with b 0 = 0. Writing = ͑ 1 , 2 , 3 , 4 ͒Ј ϵ͑a , r , c , ͒Ј and its MLE as = ͑â , r , ĉ , ͒Ј, has an asymptotic distribution in the exact form of that in Model 2, but with b 0 =0. Model 3 is appropriate if no conveyance limit of the basin in question is believed to exist, or from a practical standpoint, if the design storms are believed to be far smaller than the storms that would test the maximum capacity of the basin. In the latter case, local data fitting becomes more important than global speculation.
Example
Two flow-rainfall data series, one prerehabilitation and one postrehabilitation, were collected from a sewer system covering a subbasin 0.4755 km 2 ͑117.5 acres͒ in size in Knoxville, Tenn. After applying the methodology proposed by Zhang ͑2005, 2007͒, RDII volumes of 14 rain events from the prerehabilitation series and of five rain events from the postrehabilitation were estimated. Letting x be the total rainfall, y be the total estimated RDII volume of a rain event in million liters ͑ϫ10 6 L͒, the prerehabilitation data be indexed by 1, and the postrehabilitation data be indexed by 2, the results are as follows: Fig. 2͑a͒ gives a scatter plot of these points with the hollow dots representing the prerehabilitation events and the solid dots representing these of postrehabilitation events. This data set shows a common characteristic: at least one of the data series does not provide RDII volume observations at heavy rain events. With the study objective being speculating the RDII reduction of the rehabilitation at certain design storms ͑2-, 5-, 10-, and 25-year storms, which correspond to x = 35.58, x = 43.65, x = 49.78, and x = 58.90ϫ 10 6 L͒, some extrapolation is clearly necessary. As is usually the case, Model 1 fails to produce MLE in the interior of the parametric space.
For Model 2, the excess elevation from the meter to the rim of the nearest manhole is 2. The estimated models are graphically represented in Fig. 2͑b͒ . The upper curve is the estimated regression model of prerehabilitation, and the lower curve is that of postrehabilitation. The curves fit the data well. Fig. 2͑c͒ shows the fit if two linear models ͑nonheteroscedastic͒ are used. Fig. 2͑d͒ compares the projected RDII reductions under the linear and the nonlinear models for a 2-, 5-, 10-, and 25-year storm, with an extended x range. The reductions projected by the linear models are the vertical distances between the two straight lines at the four values of x. The reductions projected by the nonlinear model are the vertical distances between the two curves. The comparison of the projections in percentage is summarized in Table 1 .
In testing the hypothesis that a reduction is achieved, the approximate standard deviation of r is first calculated to be The standardized test statistic is z = 5.6143, which has a p value of 9.9ϫ 10 −9 . The fitted Model 3 is shown in Fig. 3͑a͒ . It seems to provide a slightly better fit than Model 2 in Fig. 2͑b͒ . However, the comparison of Models 2 and 3 over an extended range of x in Fig. 3͑b͒ , where the two upward curves are of Model 3 and the two leveling curves are of Model 2, shows the difference between the two models. The projected RDII reductions under Model 3 in percentage for the design storms are also given in Table 1 .
Concluding Remarks
The gap between the need for making RDII inferences and the lack of RDII observations under heavy design storms is a longstanding problem for environmental engineers. Statistical models, particularly the linear regression models, can only be expected to capture local trends within experimental ranges. To extrapolate, one must utilize extra information orthogonal to that of the observed data, for example, boundary conditions. The condition of Eq. ͑5͒ is a boundary condition which forces a sensible structure over the unobserved range of x.
Although the proposed methodology adds a much needed tool to alleviate the problem, the issue of approximating b 0 is not entirely resolved. The ͑low-cost͒ working logic via Eq. ͑6͒ has worked reasonably well in all data series which the writer has come across. There is much room for improvement. A precise knowledge of b 0 may only be possible when one is in possession of detailed knowledge of the hydraulic properties of a given system. Hydraulic simulation models could be of value in gaining the knowledge of b 0 . It is hoped that better understanding on this issue will be brought about in future research.
A slightly different version of the proposed models may also be similarly derived with two different values of b 0 , say b 01 and b 02 , to account for a capacity change by a rehabilitation. This could be an applicable case in some applications, for example, split-lining rehabilitation by which the diameter of the pipe is slightly decreased. For conciseness of the presentation, the derivation is not presented in this paper, but is available upon request from the writer.
Finally it is also to be noted that the effect of a rehabilitation, as manifested by a reduction in RDII, should only be considered established when the test statistic ͑z͒ leads to a rejection of H 0 : r = 0. This is a point often overlooked by many engineers. It is always a good practice to keep in mind that the purpose of statistical modeling is not only to capture a trend but also to evaluate the statistical evidence in supporting the trend. Given the high volatility in RDII studies, it is essential to assess the associated statistical significance. Singh and Woolhiser ͑2002͒ stated that there is no lack of models in dealing with hydrological watershed problems, however "Most models perform little to no error analysis. Thus, it is not clear what the model errors are and how different errors propagate through different model components and parameters. This is one of the major limitations of most current watershed hydrology models. Thus, from the stand point of a user, it is not clear how reliable a particular model is. It is, therefore, no surprise that the user runs into difficulty when selecting a particular model." Throughout the paper the independent variable x in the regression models is described as the total event rainfall volume on the basin in question. It needs not to be the case. In fact, x could be any user-chosen index that describes the characteristics of the storms. The index could include, but not be limited to, rainfall volume, duration, and other storm characteristics. In fact, more than one independent variable could be used in the regression model though the perpetual lack of observations of storms during a metered period often prevents such a luxury.
