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Abstract
The use of localization attached to any kind of devices is a common feature nowa-
days. In the case of sensors, the combination of sampling, connectivity and localiza-
tion bring a world of possibilities. However, those small devices lack of enough energy
resources due its size. To resolve the problem, a protocol named High Configurable
Protocol was implemented in order to adapt the operation to the user needs, while
focusing on energy savings. The problem comes from, once configured, the protocol
do not give a system to change the operation of the modes. And networks do not
remain stable.
The present work will try the enhancement of the device performance trying to
adapt the configuration to the continuous state of the network. By means of priority
mechanisms, the most critical nodes will be favored to cause them the least errors
possible. In the other hand, implementing a decision engine which receives internal
and external information, a suitable configuration in every moment can be set, trying
to adapt the user needs to the system resources.
The implementation, test and result of the mentioned mechanisms are the basis
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The development of technology in the last years has bring concepts that only 20 years ago could
sound as Sci-Fi1. The changes generated in the human culture have affected to relations between
humans, how do people communicate and the way the world is seen. The opportunities appeared
open a diversity of possibilities that reach farther of the boundaries of the imagination.
Most of us lived in an era where dating with a friend was needed to be planned days before.
The research of information most of the time meant a constant travel between different places.
Now, everyone can tell where they are instantly, can share their life with other more than ever
and human knowledge flow without restriction all over the planet. Into this, nothing has done
as much as the development of the wireless technologies.
1.1 The Development of the Wireless Networks
Even some of this technology existed decades before, has been the acceptance by the masses
what has brought its development to the present levels. Miniaturization has reduced the costs of
the devices to a point that makes sense to integrate extended functionality to everyday devices.
Mobile phones are like little computers, able to perform all the tasks a PDA2 could be asked
for. And PDA have evolved in such a way that now could be used as real notebooks if they were
not that small; but is because of their size that are useful for connecting to the internet when
abroad. Notebooks have also become smaller, small enough that can now can be considered
really portable; but mobility would be pointless without connectivity. Hence, all the devices get
smaller and connected.
This revolution has given rise to two new fields into engineering. The first is, as implement
communication features to a device does not increment significantly the cost and these tend to
integrate multiple functions, the study of how information obtained in place can be combined
with the one obtained in distance to offer new services. The second, as the range of devices
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development of different wireless communication protocols focused on different problems (energy,
bit rate, infrastructure, privacy . . . ).
Under the aegis of the IEEE3, some standards have appeared treating to respond the demands
of the users and the industry: 802.11, a family of protocols intended to provide wireless con-
nectivity to LAN4s: corporations, universities, etc.; 802.16, the workgroup of mobile broadband
technologies: offer great coverages, connecting cities, etc.; or 802.15 which includes the protocols
designed for use in PAN5s: devices with punctual connectivity needs, low energy requirements,
etc. This last family of protocols has allowed to implement networking to those devices that
suffer of energy limitations.
When talking about mobility, energy is one of the most important matters. Portable devices
can not be heavy or too big; the design implies the use of batteries which should be as small
as possible. Since wireless communication usually meant the use of considerable amounts of
energy, small devices had problems to integrate networking. The development of a particular
standard, the IEEE 802.15.4, offered a solution: slow bit rates, robust transmission and reduced
consumption. Now small instruments could also get connected to a network.
Sensors are a particular type of small devices. Normally, on-chip implemented and tiny. It
would have no sense to implement a big interface with enough battery supply to connect a sensor
to a network. Sensors are that small because they need to: are cheap and can be placed almost
anywhere. But the development of new techniques permits this implementation. Instantly, the
ideas of the benefits of gathering this information appear.
Synergies attained when combining connectivity to sensing facilities allow monitoring in a
wide range of fields. The position and status of a patient can be followed inside a clinic, the
inventory of a factory can be tracked in real-time, the environmental conditions of a building can
be controlled or the coordinates and conditions of the vehicles of a transportation system can be
under continuos surveillance. But the state of a network, or the own devices, does not remain
constant through the time, meaning differences in the requirements of the operation.
1.2 An Adaptive Wireless Sensor Network
Every scheme of monitoring has its own requirements, depending on the purpose of the data
collected. For example, the accuracy of the localization measurements must be greater for an
small object inside a building that for a big machine in an open field; could be said that precision
relies on the size of the entity under tracking. Another question is how often the data must be
obtained from the sensors, a period that could move from seconds to hours. And maybe, different
devices with different needs coexist inside a same network.
To resolve this, based on the IEEE 802.15.4 protocol, a flexible structure has been defined
under a framework denominated HCP6. This protocol joins the advantages from former protocols,
which were focused on different aspects. In this way, devices can be configured depending on the
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user or application demands for different levels of precision or consumption. However, as formerly
said, the situation of a network changes constantly. And also can change the requirements of
a device in punctual moments. Hence, a mechanism to determine the instant needs of the
application/user and find the configuration that fits best with the network circumstances of the
moment would be very appreciated.
1.3 Motivation and Goals
The HCP developed on a former thesis resolved the problem of connecting different kind of
devices with different needs under the same infrastructure. Four distinct configurations were
developed to respond the accuracy, actualization frequency or energy restrictions of a certain
application. Anyway, once a configuration has been chosen, there is no possibility to change.
This can bring problems when:
- Too much nodes move to the same area, creating capacity problems.
- The battery levels reach a critical level, leading the device to a forced shutdown.
- Packets get lost during the routing beyond the connection point.
- A few nodes transmitting high quantity of traffic monopolize the channel.
- Problems appear in connection and is needed to know where, since no signaling exists to
inform about the capacity or the success of a particular node.
This study will develop two kind of mechanisms to supply stability and an adequate use of
the resources:
• The first one will try to introduce QoS7 mechanisms to prevent the waste of energy in
retransmissions to those devices which are more critical; in addition, this solution will
provide stability to the network. This mechanisms will be based in solutions well extended
in networking: priority levels and TTL8.
• The second one will introduce, on the one hand, signaling to control the instant resources
of the network, without adding traffic to congested phases, and, on the other hand, a
mechanism that allows every device to know which is its optimal configuration in every
moment, using its own parameters and the information received from the system.
The implementation, test and study will be developed under Omnet++, a component-based
object-oriented C++ platform for network simulation, using MiXiM, a framework developed for
the modeling of wireless networks. Results obtained will be studied with the help of MATLAB9,
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1.4 Document Structure
The manner this study will be introduced, explained, performed and analyzed is divided in
divided in five different chapters. These are:
• Chapter 1: Introduction. Under this section the basis, motivation and objectives of
the current thesis are presented.
• Chapter 2: The Wireless Sensor Network, tries to introduce the reader into the
structure defined by the protocols, IEEE 802.15.4 and HCP, that define the network in order
to give a sufficient basis to understand the improvements proposed in following chapters.
• Chapter 3: Priority Management unveils the QoS mechanism proposed, its defini-
tion and implementation, how they affect the network, the test proposed under different
scenarios and the results obtained.
• Chapter 4: Adaptive Mode Configuration develops the second mechanism proposed.
In it, it is described the signaling parameters used, its definition and implementation. As
well, it is presented the algorithm of adaptive configuraton, how it works, which variables
uses to take its decisions, the mechanisms involved and some case examples. The descrip-
tion of the different scenarios and the results obtained for this mechanism can also be found
at the end of the chapter.
• Chapter 5: Conclusions and Future Work will give a summary of the deductions
obtained from the former chapters. As well, using the results obtained, an opinion of the
possible improvements that can be developed in following studies are commented.
• Appendix A: The Used Framework presents the tool under which will be performed the
implementation of the modifications to the HCP protocol. As well, the MiXiM structure
is introduced as a mean to understand how the different modules implemented interact
between themselves.
• Appendix B: Effects of the Id number in Success shows the influence of the identi-
fication given to a particular mobile node in its transmission success when using particular
configurations.
• Appendix C: Organization of the Materials tells the distribution and placement for




The Wireless Sensor Network
The network below this study works under the HCP application protocol, which in its turn
works over the wireless IEEE 802.15.4 standard. This framework is designed to serve localization
features, as well as data transmission, to mobile devices focusing on low energy consumption.
The main reason is to allow the development of devices which can give positioning, with a certain
precision, extending the life of its batteries as long as possible. If the possibility of being able to
send small amounts of data (e.g. information given by sensors integrated into the same device)
is added, a wide range of opportunities is opened.
While the IEEE 802.15.4 standard defines the procedures of physical and data link layers, the
HCP defines the network, transport and APP1 ones. So, to understand the network operation as
a whole, a description of the protocols and definitions of the different configuration parameters
will be given.
2.1 The IEEE 802.15.4 Standard
As previously said, the IEEE 802.15.4 standard defines the operation of the physical and data
link layers, normally referred as MAC2 layer. It specifies a WPAN3 with low transmission speed
but also low consumption. Networks built under this protocol are intended to be easily scalable,
but the devices can not reach long distances due the energy restrictions. The standard also
defines two different kind of devices, FFD4 and RFD5, depending on the user and/or network
needs.
While RFD devices can only connect to FFD devices, mainly operate with batteries and fail
to manage high amounts of traffic, FFD devices can be used to route packets within the network
as they can connect to other FFD, as well as to RFD, and can act as coordinators of the network.
A better explanation of this division and its consequences will be better explained when HCP is
1Application Layer
2Medium Access Control
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presented. At the moment, it can be said that FFD will conform the infrastructure to which the
RFD will connect. In addition, the RFD will be the devices which will collect the data and ask
its position, while the FFD will be the ones to offer the positioning as well as to treat the data
from the RFD.
As a deep view of the protocol is not needed, only the defining or the interesting facts for this
study will be introduced. Further explanations of the protocol, details or updated information
can be obtained from [2].
2.1.1 Physical Layer
About the IEEE 802.15.4 standard, the PHY6 is the part less important in order to understand
the future analysis and the operation of the nodes. Even so, some of the features should be
commented. At last, to understand how the protocol works in its very basis and how and why
some parameters of the upper layers are influenced by and, hence, the reason of its configuration.
Related to over-the-air characteristics, operation is possible on 868.0–868.6 MHz (Europe, 1
channel), 902–928 MHz (North America, up to 30 channels) and 2400-2483.5 MHz (Worldwide,
up to 16 channels). Transmission power is set to 1 mW as minimum and sensibility must be
better than −85 dBm. Speed rates range from 20 kbps (on lower frequencies) to 250 kbps (on
upper frequencies). Finally, although in origin used DSSS7, other modulations have been added
to the standard as available to use.
Operationally, it is defined how PHY can manage the radio transceiver. Among others, most
important features are:
- Switching off the device when transmission or reception is not expected, is possible. This
feature allows to save energy sleeping the device in certain phases of its operation.
- Listening the channel before Tx8 is possible, a mechanism called as CCA9. This allows
upper layers to test channel availability prior to send any message.
- Selection of best channel to transmit as well as frequency band can be performed.
2.1.2 MAC Layer
On a network implementation, the link layer is the responsible to ensure the transmission between
one node and the one which follows next in the way to reach the final destination. Therefore,
MAC layer defines how two nodes connect and synchronize, algorithms to check the conditions of
the channel before to start a transmission and methods to detect if a transmission was successful
or errors occurred.
6Physical Layer
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2.1.2.1 Beacon and Non-beacon modes
As two devices conform two different entities, they remain independent to each other, knowing
nothing of what is happening in the other side. In order to transmit a message from a node
to another, some kind of synchronization should be used. Synchronization allows the devices to
know when to send and when to receive. Hence, the node knows when it should remain active
and when it could sleep.
In beaconed transmission, a single node in the network is qualified to send beacons, which are
broadcasted to other nodes. In this mode, information is sent in specific times. No collisions are
possible and nodes can sleep most of the time of operation, waking up when a message for them
is scheduled.
In non-beaconed transmission, no coordination exists. This is the selected mode in the context
of the HCP. As one of the main goals of the frameworks is to save energy, this could sound as
a contradiction. But, as it will be discussed forward, other methods of synchronization exist in
upper layers. Consequently, non-beaconed mode is selected to ensure that the implementation
works as planned.
2.1.2.2 Transmission reliability
When a message is sent to another node, a way to know if the transmission was successful would
help the emitter what to do next:
- If the message was received, next one in queue could be served.
- If it was not, the node may retry under certain conditions.
This functionality is performed by the ACK10 messages. When a node receives a message, an
ACK message is sent back. Every message is numbered using a different sequence depending on
the destination. So, when a node receives an ACK, there is the sequence number of the message
acknowledged. Therefore, the sender knows which messages may retransmit. In addition, a
message received twice can be discarded, because receiver is able to identify it is a repetition.
2.1.2.3 CSMA Algorithm
The implementation of the MAC layer defined in the IEEE 802.15.4 standard describes an algo-
rithm to ensure that the channel is available before to transmit, CSMA/CA11 like. The idea is
similar to the "look both sides before crossing the street" concept. Any device wanting to send
a message through the air, assesses the state of the channel, not sending if someone else is using
the medium. As two nodes are connected if they reach each other, there is the possibility that a
third node is far enough that the first one cannot listen to him but is able to reach the second.
In this case, a collision could happen. This is the reason of the ‘collision avoidance’ etiquette
10Acknowledgement
11Carrier Sense Multiple Access / Collision Avoidance
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instead of the ‘collision detection’ of modern Ethernet standards. Wireless networks are able to
avoid collisions, but not to listen all the traffic in the network, needed to detect them.
Figure 2.1: Possible case of hidden terminal problem. Node B can listen to nodes A and C. As
A can not listen to C, collision could happen in B if both A and C tried to send a message at
the same instant, what remains possible since both of them would find the medium available.[1]
from [2]
The method the algorithm uses for sending a new message to the air works as follows:
• The two variables which will control how many attempts of a sending occurred, NB12, and
the upper margin of a random delay to wait before make a sending effective, BE13, are
initialized (1).
• The next step is to calculate the before mentioned delay with the current value of the BE,
consisting in an odd number of predefined slots, ranging between 0 and 2BE − 1, and wait
for its completion (2).
• Then, the MAC ask the PHY to listen to the medium in order to check whether the channel
is free or occupied, using the CCA implemented in the PHY (3).
• If the medium was free, the Tx is considered to become successful, the authorization to
send is given and the operation ends. If not, the attempt, NB, is counted and a new BE is
calculated for being used in the next try (4).
• Finally, before the message essays for one more time, the algorithm checks the NB to not
overpass a limit of attempts defined. If that was the case, CSMA would return a CAF14
and the operation would end here. If not, a retry would be allowed and the algorithm
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Figure 2.2: Non-Slotted CSMA/CA Algorithm[1] from [2]
What happens with a message with the Rx15 of a CAF can be defined in upper layers, as
well as could be for the lack of ACK for a certain sending. How a particular device knows which
message may, or not, try to put again into route again is possible to be managed from upwards
due the sequential behavior of the MAC queue. Controlling how messages were enqueued, is
possible to know which frame failed, since MAC follows a FIFO16 comportment.
15Reception
16First in, first out
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2.2 The High Configuration Protocol
The second main element that defines the operation of the WSN17 in which the deployment of this
thesis will work under is the HCP. The HCP defines the upper layers of the network: network,
transport and APP. In addition, the protocol defines synchronization procedures between the
different nodes, describes its operation and classifies them into three categories: MN18, AN19
and coordinator. Furthermore, this classification goes an step beyond in the case of the MN;
depending on the user or application needs, these devices can be configured into four different
ways, prioritizing a more precise localization or a lower consume.
In this section, the behavior of a WSN under the HCP will be explained. First, what defines
the HCP by itself will be described; while in a second review, the response of the different devices
to the protocol and possible configuration will be introduced. Although, in comparison with the
IEEE 802.15.4 standard, this section will give a much deeper description of the HCP, readers
with the interest of knowing more can find an extensive and comprehensive study in [1], where
the current protocol was designed. However, as this work continues the former model to perform
the study of the possible improvements, all the details needed to follow the present essay will be
given.
2.2.1 Protocol Concept
When trying to guess the position of an object, a reference point must be established in order
to relate the measures. In this way, is possible to tell how far is that object from another one.
Thus, giving an idea of its position when the location from the reference is well known. In the
case of a WSN, the principle is the same. The devices who move freely estimate their position
related to other who do not move at all. The mechanism to do so is quite simple: one device
sends certain signaling and in reception a calculation is made employing a particular parameter
of that signaling (delay, RSSI20, . . . ).
The decision of which particular device sends the signaling, whether the mobile or the fixed
ones, has its own implications. From the study of different kind of protocols in [1], the results
showed that:
• Distributed signaling, or signaling sent from mobile devices, works better when high
number of measurements is needed while energy consumption must remain low, as the
mobile device can sleep when not transmitting because listening to the network is not
needed.
• Centralized signaling, in other words, signaling from fixed devices, works better when
there are a lot of mobile devices who want to transmit and certain precision is required.
Higher precision needs more measures to cancel the errors. Also, the more devices, the
more signaling. Hence, a lot of devices transmitting a lot of signaling causes the network
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The HCP is an attempt of joining the advantages of both styles of signaling, while attending
the user/application needs. How the device will obtain its position will be configuration depen-
dent. But, how the different network elements cooperate and behave in order to achieve this can
not, if operational must remain simple.
2.2.1.1 The Network Elements
As previously mentioned, the protocol defines three different categories of devices, each one
having its own features and duties:
Mobile nodes are the devices which may be positioned. Are intended to collect and store
some data that, eventually, will be shared with others. As the name states, they can move
without restriction. Their purpose is to link the data collected to a localization, hence,
allowing the control of certain parameters or resources inside the network coverage area.
But, to reduce costs, these devices must remain simply as possible.
Since the link between two different nodes in a wireless network is tied to distance, the
network must give MN the ability of associate and dissociate to their “gateways” without
effort. MN do not interact between themselves and are not related nor connected in any
way. So, any synchronization must come from the fixed network. Finally, taking in account
that they only associate to AN, MN will not be able to send information directly to the
coordinator in any case.
This operational falls entirely into the specifications of the before mentioned RFD devices.
No complex calculations are required; neither advanced connection features.
Anchors are the devices which link all others. AN provide association to MN and can connect
to other AN as well as to the coordinator. Hence, their role in the network is dual: on
the one hand, are the devices responsible to route any message in the network to its final
destination; in the other hand, are in charge of maintaining the synchronization between
all the elements of the network.
The IEEE 802.15.4b standard defines two types of connectivity: star, where every commu-
nication comes through a single node, acting as a coordinator21; and peer-to-peer, where
several links can exist for a single device. The HCP uses the second type. In this way,
every AN may allow one or more ANs to be associated with it. Every subordinate AN is
viewed as a child anchor ; in contrast, each AN can be associated to only one AN, which is
its parent anchor. This linking method produces tree-like topologies. Finally, once the net-
work is stablished, the relations created between the different AN should not be changed22
as, by definition, AN remain in the same location during operation.
Synchrony in the network is achieved by AN signaling. Every AN transmits a series of
a defined number of broadcast during certain instants of a period. This broadcasts work
as a sort of beacon23, telling to every MN listening to those in which part of a present
period they are. Broadcasts are send in random times inside this phases predefined but, as
a undetermined number of AN can coexist, conflicts can appear in the use of the channel.
To avoid this, slots exist in everyone of these phases defined. Since AN are fixed, it is
21Do not confuse with the HCP coordinator
22The only reason to do so is the failure of a AN and, ergo, its links.
23This is the reason of the non-beaconed MAC Tx
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possible to distribute those slots in an scheme that evade neighboring AN to transmit
simultaneously.
And yet another feature supplied by the AN, not minor although maybe not as important,
is the ability of calculating positions for the MN. As will be explained, this is the main
feature of the coordinator. In fact, localization computing can be performed in all of three
types of devices. But, in a plain point of view, or position is estimated where samples
are collected or are sent to another device to do that job. The reason of giving the same
task to two different devices, the external estimation in both AN and the coordinator is
simple: as the topology will always tend to a tree form, if the AN next to the MN calculates
the requested location, a considerable amount of traffic is saved from being routed. This
behavior is labeled as distributed calculation.
All this features point to the use of the former mentioned FFD as, maybe not complex
calculations are required to get precise localization estimations, but, for sure, the ability
of those devices to establish connections with more than one other device is needed. In
addition, in opposition to the MN which operate battery supplied, AN can be attach to
main power. Hence, energy consumption is not the most important in its design.
Coordinator is conceived for handling all the data collected by the MN, or ANs, present in the
network. Its main purpose is to calculate much more precise localization estimations to the
MN since the coordinator is an special device, as could be a PC24, attached to the network
with extended processing capabilities. To do so, the data collected must travel from the
MN through the network. And way-back to the origin when requested. This behavior is
labeled as centralized calculation.
It can serve several child AN, manage the gathered sensed parameters by the MN and take
decisions about the network (as configuration of the MN, number of children per anchor,
etc.). Therefore, because its functionality, coordinator falls into the FFD category.
2.2.1.2 The Different MN Configuration
In the idea of taking the best of the distributed and centralized signaling methods, while attending
to the different needs in precision or consumption a certain application can require, the HCP
defines four different MO25:
• Mode 1 - Listen and report. Under this configuration, MN not only listen the signaling
sent from AN in order to synchronize but also to obtain its position. The procedure
is simple: every MN in mode 1 listens the broadcasts sent from different anchors and
measures its RSSI; then, after a defined time, sends this measurements to the network
as a mean to estimate the localization. This measures can be sent to a selected anchor
to make the calculation, what is know as Distributed-A26, or to the coordinator, called
as centralized calculation. An example of centralized signaling, mode 1 can be seen as a
default configuration, as does not focus in any special requirement.
• Mode 2 - Listen and calculate. It is intended when a low traffic generation is the main
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2 listens the broadcasts from the neighboring AN both to synchronize and taking RSSI
measures. The difference comes from, instead of sending this samples to the network, is
the MN by itself who estimates its position. In this way, the traffic produced due to the
notifications is avoided.
• Mode 3 - VIP transmission. The selected mode when the energy consumption is the
problem to focus on. Every MN in this mode uses AN broadcasts only to synchronize with
the network. Then, transmit its own broadcasts during a special reserved phase, used only
by other MN working in mode 3. This behavior boost energy savings thanks to a shorter
listening time. In this case, all the samples are taken in the AN.
• Mode 4 - Transmit, listen and reportMixing the mechanisms of modes 1 and 3, tries
to obtain a higher precision in its measures using both centralized and distributed signaling.
The MN under this MO listen to AN broadcast to synchronize and to take measurements.
In addition, send their own broadcasts for AN to take samples. But, in opposition to the
preceding mode, are sent in a during a phase shared with all the other MN. This decision
preserves the consumption of mode 3 lower as possible, since mode 4 will not interfere.
Higher precision is intended to be attained thanks to the measurements in both sides, MN
and AN, lowering possible errors in the sample captures while supposing better equipments
in the AN side.
2.2.1.3 Protocol Operation
Figure 2.3: Distribution of the phases in the HCP and behavior of the MN in the different
configurations[1]
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Previous figure shows the distribution in time for one period of the HCP for every MN config-
uration plus a procedure labeled as general information request. As can be seen, each period is
conformed by seven different phases. Three of them, the ones marked as SYNC27 phases could
be considered sub-phases of a same phase, as their meaning and objective is identical.
These phases, and its purpose, are:
• SYNC 1, 2 & 3 are the phases in which the AN transmit broadcasts to allow the MN to
synchronize with the network, primarily. Each broadcast transport information about the
sender, in which SYNC phase was sent, the duration of the phases and when will start the
next phase.
• REPORT is intended for the communication between the MN and the AN. Will be in
this phase when the MN will send its measures, calculations and requests, as well as any
other information to any upper device.
• VIP28 is the phase reserved for the Tx of the mode 3 broadcasts, protecting them from
any other external traffic.
• COM_SINK_1 is the phase in which AN route any information upwards; this is, in
direction to the coordinator
• COM_SINK_2 is the phase in which the coordinator replies, if needed, any requested
information downwards, this is to the AN origin.
2.2.1.3.1 Operation by MO
To understand in a better way how the four different MO defined interact in the scheme defined29,
a description will be given next. In addition, the intention of the general information request
will be discussed:
• Mode 1. When a MN connects to the network under this configuration, it listens to
a SYNC phase to get information about the network timings. In this moment, starts
to take RSSI samples of every broadcast received during SYNC phases. After a defined
number of full periods, when a new one begins, listens to its SYNC 1 phase, collects all the
measurements and selects the AN received with the highest RSSI30.
Then, during the REPORT phase, the MN sends a report packet with the samples taken
to the selected AN and waits for its ACK. The AN which received the information esti-
mates the MN localization, in Distributed-A, or forwards it to the coordinator during the
COM_SINK_1 phase, in centralized calculation. By the way, once that message if sent,
the MN does nothing until the next SYNC 1, when it will start to collect RSSIs again
during the certain number of periods defined.
27Synchronization
28Very Important Priority
29The following description outlines the default behavior of the defined modes. A more precise configuration can
be defined via parameter settings and its implication will be explained later. However, the default comportment
gives a plain idea of how each MO works.
30From all the samples taken during the defined phases, not the highest RSSI during the last SYNC 1 phase.
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In addition, the sending of an extra-report packet can be scheduled to inform about the
different parameters monitored by the MN periodically. In this case, when this number of
defined periods is reached, if a normal report packet was not already scheduled, the AN
with strongest RSSI received is selected during the phase SYNC 1 and a packet, in which
are encapsulated the broadcast samples along with the monitored values, is scheduled for
being sent during the next REPORT phase. In the case there was a report packet already
scheduled, the monitored values are attached into it. Finally, this extra-report is routed
from the selected AN to the coordinator during the phase COM_SINK_1.
The schedule of an extra-report does not affect the normal behavior of themode 1 in other
way than the deliver of a report packet to an AN during the REPORT phase if it was not
already programmed.
• Mode 2. A MN using this mode, first time it connects, listens to a SYNC phase to
get synchronization. At the same time, starts to collect RSSI from every AN broadcast
listened during a SYNC phase. After a pre-defined number of full periods, when a new one
begins, takes its last measurements in the SYNC 1, collects all the samples and calculates
an estimation of its own position. Once the estimation is done, the MN does nothing until
the next SYNC 1, when it will start to collect RSSIs again during the certain number of
periods defined.
Plus, the schedule of a packet to inform the network about the estimated position along
with the values sensed by the MN can be done through extra-reports. Periodically, the MN
will listen to the SYNC 1 phase in order to select the AN with strongest RSSI. Then, an
extra-report which will include both calculated positions an sensed parameters from the
last one, is scheduled to be sent in the next REPORT phase. Finally, this extra-report is
routed from the selected AN to the coordinator during the phase COM_SINK_1.
No other interference affect the normal behavior of this mode.
• Mode 3. First time a MN connects to the network, it listens to a SYNC phase during a
short period in order to get synchronized. After that, the MN no longer needs to listen
the network. Instead of that, in every VIP phase, sends a defined number of broadcast,
randomly distributed in time, and sleeps until the next period.
Every AN which received at least one broadcast will collect the RSSI samples into a packet
and sent it to the coordinator, during COM_SINK_1 phase, by which will estimate the
position of the MN in the network.
In order to inform about the values collected by the MN sensors, an extra-report can be
scheduled periodically. When this interval is reached, the MN must listen to a full SYNC 1
phase to select the AN received with strongest RSSI. Then, an extra-report packet including
the samples taken is scheduled for the next REPORT phase, while VIP broadcasts are
cancelled during this period to save energy. Finally, this extra-report is routed from the
selected AN to the coordinator during the phase COM_SINK_1.
Normal operation is recovered at the beginning of the next period.
• Mode 4. When a MN connects to the network under this configuration, it listens to a
SYNC phase in order to synchronize. From that instant, starts to listen to the broadcasts
sent during the SYNC phases by the AN and takes RSSI samples. After a defined number
of full periods, in the next one, listens to the SYNC 1 phase, selects the anchor with the
best RSSI and sends a packet to it with the taken measures during the REPORT phase.
No more SYNC phases are listened until a new period starts. Again, it will start to listen
broadcasts during a period of times defined.
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In addition, the MN also sends broadcasts in every Report phase, which are measured by
the AN. Every AN which receives a broadcast, encapsulates the RSSI measures in a packet.
Both sample informations, the one taken from MN and the one taken from AN, is sent to
the coordinator during the COM_SINK_1.
Moreover, the sending of an extra-report packet can be scheduled to inform about the
different parameters monitored by the MN. In this case, when this number of defined
periods is reached, if a normal report packet was not already scheduled, the AN with
strongest RSSI received is selected during the phase SYNC 1 and a packet, in which are
encapsulated the RSSI samples along with the monitored values, is scheduled for being sent
during the next REPORT phase. In the case there was a report packet already scheduled,
the monitored values are attached into it. Finally, this extra-report is routed from the
selected AN to the coordinator during the phase COM_SINK_1.
The schedule of an extra-report does not affect the normal behavior of themode 4 in other
way than the deliver of a report packet to an AN during the REPORT phase if it was not
already programmed.
• General information request, defines the common mechanism to all the MN which want
to ask information to the network, every certain number of extra-reports. To do so, a flag
indicating ask for request is activated in the extra-report packet generated as previously
described for each one of the MO.
On a first period, this ask for request packet will travel from the selected AN to the
coordinator, during the phase COM_SINK_1, and from the coordinator to the selected
AN during the phase COM_SINK_2.
On the second period, the MN demands the information during REPORT phase sending a
packet, with a request flag activated, to the same selected AN than before. If no information
is received during that REPORT phase, the MN will not retry. The selected AN will reply
to the MN request if there is information for it as well as if not. During this second phase,
all sendings but this request and VIP broadcast are aborted to not interfere with the Rx.
Once this second period has expired, the MN operates as common.
2.2.2 Protocol Implementation
The HCP comprises three layers of the stack: network, transport and APP. However, the most
important layer currently developed is the last one. On the one hand, as the structure tends to
a static tree topology, no complex routing decisions will have to be taken. On the other hand,
as still has not been implemented packet fragmentation, transport layer is a mere encapsulation
and decapsulation process. Hence, all the framework previously defined is developed, mostly,
inside the APP.
As an aside, some additions have been done to the MAC layer. Merely intended to extract
more information about why a packet was dropped (CAF, no ACK, MAC queue full . . . ). In ad-
dition, an interface to control that no messages are sent beyond its planned phase is implemented;
also, if packets exist in queue in a phase transition, they are erased.
Not really a part of the protocol, an energy module is implemented in order to measure
the power consumed by each device depending on their operation. It proportionates a method
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to obtain statistics of the battery utilization that will be useful for the acquisition of results.
Consequently, a quick view over this layer will be illustrated.
Under this passage, how the protocol is performed will be summarized, focusing only in the
parts which are most important for the future development of the framework used for this study.
Once again, it is highly recommended the consultation of [1] for those who want a deeper view
and further details of the discussed protocol.
2.2.2.1 Network Layer
The current framework inherits the network structure from [1]. On it, the HCP is defined over a
tree topology in a grid distribution because of its simplicity but, nevertheless, because it is also
a very common topology found in the real world. This topology is the motivation for how two
important solutions have been performed:
• Messages are forwarded between devices using a routing table. Since the AN
structure is fixed once the network is stablished31, it is possible to know the relations
between each other. Taking the information of the respective childs or parents, it is possible
to bring to a table who is the next hop for a defined AN in order to reach the final destination
of a message. Hence, when an AN, or the coordinator, has a packet and has to be routed,
simply has to lookup to that table in order to send it to the correct target.
• Broadcasts sent from ANs during SYNC phases use an slot method to do not
collide. Since the AN conform a grid32, it is possible to know which are the AN adjacent
to a particular AN. Even more, it is possible to know which are the adjacent ANs of the
AN which in its turn is adjacent to a particular AN. Hence, enabling an slot mechanism
for the SYNC phase broadcasts, it is possible to distribute those slots in a way that, when
a AN sends a broadcast, all the other who do that are far enough that the probability of
collision or to find the channel occupied is minimal.
2.2.2.2 Application Layers
Inside the application layers, it is defined the different existing kind of messages, a variety of
parameters to fine-tune the different MO, the queueing management and the methods which
perform the defined behavior of the devices depending on the MO and phase they are under.
However, since the protocol functioning was already described in a former section (“Protocol
operation”, page 13), the illustration of the methods (i.e. flowcharts) involved can be consulted
in [1].
The explanation distribution, as the application mechanisms affect differently, or are not
present, in each type of device, will be presented divided into MN, AN and the coordinator.
31See the connections between the nodes, of the network used, in the figure 3.4
32See the fixed position of the AN, for the network, used in the figure 3.5
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2.2.2.2.1 Mobile Node
The two most important things to be defined over the APP of the MN are the kind of messages,
the modifying parameters of the MO and the queue structure.
Respecting to the messages, a top division into four main categories can be done. These are:
• Broadcasts are used by the mode 3 during the VIP phase and the mode 4 during the
REPORT phase. Provide for RSSI samples to the AN. Their size is 88 bits
• Reports are sent to the ANs to inform from captures from sensors, RSSIs of positions
calculated. They can be regular reports or extra-reports. Depending on the MO which
created, can be classified in two groups:
- Normal are the regular reports sent by mode 1 and mode 4 and the extra-reports
sent by mode 1, mode 3 and mode 4. Their size is 56 bits + 16 bits per each ANs
from which, at least, one broadcast was listened.
- Mode 2 are both the regular reports and extra-reports sent by this MO. Their size
is 56 bits + 48 bits per each position calculated. Must be stated that the maximum
number of estimated positions saved is 5.
• Ask for request packets are sent every certain number of defined extra-reports to inform
the network that some information will be requested in the following period. To inform
about which data is requested, a flag is activated and 80 bits are added to last extra-report
of that interval.
• Request packets are sent when an ask for request was sent in the preceding period. Adds
8 bits to a regular report if existed or to an extra-report if has to be scheduled.
Respecting to the modifying parameters of the default MOs operation, these are:
• activePhases defines the number of consecutive periods a MN is awake. Also, defines the
number of periods that must be listened before a calculation, in mode 2, or a report, in
mode 1 and mode 4, must be performed. This means, until the last active period.
• inactivePhases defines the number of consecutive periods a MN must sleep.
• reportPhases defines every how many consecutive periods a MN has to schedule a report
packet if it had not to. Counts every period performed, no matter if they were active or
inactive. Also, an extra-report will be sent even if it falls into an inactive phase.
• askFrequency defines how many consecutive extra-report packets a MN must send an ask
for request packet. This means that, the last extra-report of the series will have the flag
activated.
• makeExtraReport actives the realization of the extra-reports when true.
• centralized defines if the MN will work in distributed-A mode, if false, or centralized
mode, if true. True sets the coordinator as the destination of the packets; false sets the
selected AN the destination of the packets. Independently of the MO in use. However, this
configuration only has sense for the MN using the mode 1.
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• NumberOfBroadcast defines how many broadcasts are sent by the mode 3, in the VIP
phase, or mode 4, in the REPORT phase, MN during a single period.
• offsetPhases defines the number of consecutive periods a MN has to wait until the first
active phase is performed. Once reached, no more phases are waited during the operation.
• offsetSyncPhases defines the number of SYNC phases, counting from the first active
period of every active/inactive cycle, a MN must not listen to. It is important to state
that the sending of an extra-report would override this parameter since needs to select an
AN to send the packet to.
• offsetReportPhases defines the number of consecutive periods a MN must wait until it
sends the first extra-report.
From [1], it is included the figure 2.4 which illustrates the use of the former parameters by
the following example. Let us imagine that the next configuration is set for a mode 1 MN:
activePhases = 2 | inactivePhases = 2 | offsetPhases = 1 | offsetSyncPhases = 1
reportPhases = 3 | askFrequency = 2 | offsetReportPhases = 0
Inactive (Offset) Active Active Inactive Inactive Active




Figure 2.4: Example of behavior modification by the use of the modifying parameters[1]
• In the first period, any of the SYNC phases should be listened and no sendings scheduled
because the first period of all is set to be ignored with offsetPhases = 1. However,
offsetReportPhases = 0, meaning that no periods should be waited to send the first
extra-report. And, by default, the first period of all has one extra-report scheduled; hence,
the first SYNC phase must be listened to select an AN. The packet (R1) will be sent during
the REPORT phase, even if the phase is marked as inactive.
• In the second period, the first active period starts. There will be two consecutive active
periods as set in activePhases = 2. The first SYNC phase will not be listened, as it is
said to ignore the first SYNC phase from the first active period in offsetSyncPhases =
1.
• In the third period, there is scheduled a report (R2) for being the last active period in a
row. Hence, it is listened only the first SYNC phase, since the RSSI measurements will
stop there.
• In the fourth period, after the last active period, starts the first inactive period. There
will be two consecutive inactive periods as set in inactivePhases = 2. None of the SYNC
phases should be listened to and no sendings should be scheduled. But, it is set that an
extra-report must be sent every three periods in reportPhases = 3; hence, the first SYNC
phase must be listened to select an AN.
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Additionally, every two extra-reports must be sent an ask for request packet as is set in
askFrequency = 2. Consequently, the extra-report (R3) sent during this period will have
the ask flag activated.
• In the fifth period any of the SYNC phases should be listened and no sendings scheduled
for being marked as an inactive phase, the last in a row. But, an ask for request was sent
in the last period, and a request (R4) packet must be sent to demand the information.
However, no SYNC phases have to be listened since the request is sent to the same AN to
which was sent the ask for request packet.
• In the sixth active period, a new active period occurs after the inactive periods in which,
because of being the first, the SYNC 1 phase must be ignored, etc.
Respecting to the queue structure, there are two different buffers33:
• packetsQueue is where wait all the packets created in one phase that is different from
the one in which have to be sent. For example, report packets are prepared in the phase
SYNC 1 but they are not sent until the REPORT phase. Consequently, they sleep inside
this queue until an event take the packets to be transmitted.
• transfersQueue acts like a mirror of the MAC queue34. The intention is to control which
packet had errors and which may be retransmitted. Since the MAC queue is inaccessible
from upper layers and the layer deletes automatically every failed packet, there is no way
to track the failures. The solution comes by making a copy of each packet sent to the MAC
into a buffer in the APP; using the additional signaling implemented in MAC to know
which kind a sending (ACK, a report, a broadcast, . . . ) failed and why, a decision about
that sending can be taken directly in the APP without interfering into the MAC operation.
A deeper explanation about this mirror mechanism and how can affect the positions of the
packets in the queue will be given when the solution is applied into the AN.
2.2.2.2.2 Anchor
The most significant matters to focus on when talking about the APP in the AN are the RSSI
sampling of MN broadcasts, the kind of messages transmitted and the queue structure. How
the queue is treated takes higher relevance in the AN as they are the elements of the network
responsible of routing most of the packets. Hence, the mirror method former mentioned is
explained in detail here.
The first question is one of the main purposes of the AN after routing packets and providing
connectivity. As presented under the section 2.2.1.3, MNs operating under mode 3 and 4 will
send broadcasts during VIP and REPORT phases, respectively. Using this broadcasts, the ANs
take samples of the RSSI values that are sent to the coordinator to estimate the MNs position.
As the number of broadcast sent by each MN can be high, if every sample was sent separately
through the network, the amount of traffic created could be considerable. Instead of this, the
AN collect all the RSSI received during VIP and REPORT phases and save them into a buffer
33An extended explanation and figures can be found in 2.2.2.2.2 section
34See figures 2.5, 2.6 and 2.7
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with an identifier of the MN origin. Then, during the phase SYNC 2, a packet is created for
every MN listened and all the RSSI samples are sent together. In this manner, only a packet per
MN listened is created and sent during the phase COM_SINK_1.
Respecting to the messages, a top division can be established into three main categories.
These are:
• Sync are the packets sent during the three SYNC phases for synchronization and measuring
purposes. Their size is 88 bits.
• Request answer are the packets sent as an answer to a request packet from an MN. Their
size is 136 bits.
• Broadcast report are the packets in which are encapsulated the RSSI measures taken
from the broadcast sent by the MN using mode 3 and mode 4. There is a packet for every
MN from which was listened, at least, one broadcast. Their size is 72 bits.
Considering to the queue structure, the same two buffers that existed in the MNs35 can be
found in the ANs. But as AN are responsible for routing, there are a few aspects that deserve
to be commented.
Regarding to the packetsQueue, the most important is how the packets waiting to be sent are
finally routed. When a new COM_SINK_1 arrives, the time comprising the phase is divided in
as many slots as elements exist inside the queue. Then, a random instant within each one of the
slots is calculated. Every time a new random event is reached, packetsQueue extracts the packet
on the first position of the queue, sends it to the MAC and saves a copy into transfersQueue.
Respecting to the transfersQueue, the most important is how does it manage to copy the
structure maintained inside the MAC queue without having any access. Three examples will be
projected in order to understand how can it work as a mirror.
The first example is the arrival of a packet from a different device which must be routed. If
that packet arrived in a phase different than the one in which must be routed (i.e. a report packet
received in a REPORT phase from a MN must be routed by the AN during COM_SINK_1), it
is send to the packetsQueue. In the case it can be routed, it is sent directly to the MAC layer
while a copy is sent to transfersQueue. This is shown in the figure 2.5.
Figure 2.5: TX queue works as a mirror of MAC queue: packet arrival
35See description at the end of the section 2.2.2.2.1
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In the second example it is showed how the transfersQueue reacts when a packet was suc-
cessfully sent. If the MAC was able to sent a packet through the air and, a defined time after, it
receives an ACK from the destination for that particular packet, the layer informs that the Tx
finished, takes the next packet in queue and begins the send process. When the message from the
MAC informing that the packet reached the destination arrives into the APP, the transfersQueue
reacts immediately popping out the first packet from the queue and deleting it. In this way, the
first position of the queue is for the same packet in both queue. This appears on the figure 2.6.
Figure 2.6: TX queue works as a mirror of MAC queue: packet success
The third example is for the case that a packet had an error in the MAC and was discarded.
In that case, the APP is informed by the MAC about a particular error in a particular kind of
packet. The first thing the transfersQueue does is to pop out the message immediately; in this
way, both queues have the same packet in their first position. The second thing is to analyze
how many errors of that kind the message had. This is done consulting a counter contained in
the same message; there is one for CAF errors and another for ACK errors. If the packet had
the maximum number of retries36, it is deleted. But if there could be another opportunity for
it, the packet is sent back to the MAC as if it was a new packet and a copy is placed in the
transfersQueue. In this way, the packet occupies the same position in both queues, the last one.
This behavior is shown in the figure 2.7.
This management can affect how the received messages are routed. Although primarily the
queue works as FIFO, if a message receives a MAC error that results in its deletion, APP will
schedule its retry after all the other messages existing in the queue in that moment. No other
option is possible. This behavior is logical since a different one (i.e. all retries go first) would
mean that any failure in Tx would affect the messages that suffered no errors. But, as will be
seen in the next chapter, it can be a problem when some kind of priority mechanism is wanted
to be introduced, as the MAC queue operation is always FIFO and can not be changed.
36This is, by default, 3 times for a Backoff error and 2 times for an ACK error, if it is an AN, or 1 time, if it
is a MN. This retries refer ONLY to APP. The default number of times MAC tries to send a packet before it
throws aways is 4.
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Figure 2.7: TX queue works as a mirror of MAC queue: packet failure
2.2.2.2.3 Coordinator
In the case of the coordinator, there are no messages created nor adjustable parameters. Its APP
is similar to the one of the AN. Maybe, its main duty is to answer the request or to handle the
messages received from the different devices. Since it is a final node in this network structure
and the queue mechanisms are better explained in both MN and AN sections, any question can
be solved by the lecture of those parts.
Maybe, the only difference to highlight is the management of the packetsQueue. Packets
directed to the coordinator are sent during COM_SINK_1 phase, while the packets from the
coordinator are sent during the COM_SINK_2 phase. Hence, is when a new COM_SINK_2
arrives that the time comprising the phase is divided in as many slots as elements exist inside
the queue. Then, a random instant within each one of the slots is calculated. Every time a new
random event is reached, packetsQueue extracts the packet on the first position of the queue,
sends it to the MAC and saves a copy into transfersQueue.
2.2.2.3 Energy Module
In order to trace the battery use of each one of the MN during its operation, the current layer was
implemented. The idea is to control the exact instants the devices spent on certain states: when
the MN listens to the channel, receives, transmits, waits for instructions or sleeps. A variable
saves the value of the total time past for each case.
This module is implemented in the APP of every MN. In this way, each time a method is
called inside this layer, it is tracked the moment the action starts. Then, a calculation is made
to separate the amount of time needed to change from one state to other; the time between
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transitions is considered to be expend on the target state. When the simulation ends, the time
spent within the transitions is split between its origin and the final states.
The total amount of possible states a MN can take, are group into the five following registers:
• Backoff time, where is counted the amount of time the device waits to listen the channel.
• CCA time, where is counted the amount of time the device listens to the channel before
to transmit.
• Idle time, where is counted the amount of time the device is doing nothing.
• Rx time, where is counted the amount of time the device is using its transceiver in Rx
mode.
• Tx time, where is counted the amount of time the device is using its transceiver in Tx
mode.
As the energy consumption in each one of these states is know because of former laboratory
measurements, the total consumption of a device can be calculated multiplying the registered
total time by the empirical power measurements.
Energy Consumption
Transceiver Rx mode 0.06496 mW
Transceiver Tx mode 0.06672 mW
Transceiver IDLE mode 0.04342 mW
Transceiver Sleep mode 0.0728 µW
uC37 (Transceiver Sleeps) 0.03042 mW
Table 2.1: Node RCB230 V3.2 Energy Consumption, [1] from [3]
Transition timing
Transition: Sleep -> Rx 1.88 ms
Transition: Tx -> Sleep 0.94 ms
Transition: Rx -> Sleep 0.94 ms




When trying to adapt the performance of a network to the conditions it is working under, a first
approach is to prioritize the traffic that is sent through the system. In that way, it is possible
to define which packets should have better chances to arrive to destination and which ones will
create less problems if they get lost or encounter problems during its Tx.
In this case, the traffic that has to be treated comes from a WSN that has as a main objective
to make an efficient use of the energy. However, under this framework, not all the devices have
the same restrictions or are intended for the same purposes. Some prefer to sacrifice some energy
to obtain good precision when obtaining its position; others, do not need that much accuracy and
focus on lasting as long as they can. Hence, there is some flexibility on the energy limitation.
Taking this as an advantage, the study through simulations can bring a proper configuration
which could uprise the efficiency.
Under this chapter two mechanisms will be outlined, implemented and tested. The first one
will define which packets may be given more options to transmit and which ones are more able
to manage by themselves. The second one will define which messages have less problems to
take a longer time in its travel and which not. Both methods point to the same target: avoid
retransmissions to those devices in which energy consumption must remain low. In addition, a
second benefit, maybe not less important, is achieved: this QoS-like mechanisms could help to
improve network stability.
3.1 Definition
The two methods former denoted are not strange when talking about network management. Are
widely used in well-known protocols as could be TCP1, on IP2 networks, or ATM3, over PSTN4.
Maybe the difference comes from, while these protocols, the critical a supported service is, the




4Public Switched Telephone Network
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the lower the power consumed is maintained. Perhaps, it can be seen, somehow, as a QoS but
device-oriented.
The first mechanism is a plain priority assignation. If more options are wanted to be given
to a packet to transmit, it is granted a highest importance. The second mechanism is a TTL
system. If a packet does not care if it has to take a longer time on its route, it is given a value
designing how much time its information is still fresh.
3.1.1 Message Priority
The importance of a packet will be defined by a number value. The higher this value is, the more
importance a packet has. In this manner, it can be ensured two things: the first one is that the
algorithm of decision will remain simple; the second that, as this information must travel along
with to the packet, not to many bits will be needed to be added.
Another question to clear is how this importance is assigned:
• First, has been mentioned that those devices with tighter restrictions regarding to energy
must be given an advantage in order to avoid packet retransmissions. Hence, seams rea-
sonable that the MO with lower consumption by default (i.e. mode 3 ) should be granted
higher priority that those which do not care that much (i.e. mode 4 )5.
• Second, taking in account the defined kind of packets6 that a MN may transmit, is easy to
realize that some of them are more crucial than others to maintain the network functional.
Therefore, looks adequate to assign higher priority to packets that are sent once every
number of periods (i.e. extra-reports) than those who are sent routinely (i.e. broadcasts).
• Finally, the packets of those MO that transmit eventually (i.e. mode 2 ) should be given
higher priority than those from MO which transmit in every period (i.e. mode 4 )7. The
justification is that, if a packet transmitted eventually gets lost, the network has no infor-
mation about that MN during a longer time than if the packet was transmitted in each
period.
Yet another issue to design is how the network reacts to this message priority. The idea
under review is to favor the routing of those packets with a priority value that is higher than
others. Thus, when a packet from an MN is received in a AN, normally, it is placed in an APP
queue8 waiting for its Tx in an appropriated instant. This is the point where it is possible to
interact: the priority mechanism can decide the position of a particular packet inside a queue
and, moreover, which packet should be elected to be transferred first to for the waiting queue to
the Tx queue, when and how.
To conclude, just as a clarification, this mechanism only has sense to be implemented into
the AN. As explained in the former paragraph, the best place for the mechanism to work is
5See modes definition in 2.2.1.2
6See message definition under 2.2.2.2.1
7See how modes operate under 2.2.1.3.1
8See the review of the different queues implemented at the moment under 2.2.2.2.1 and their routing behavior
and figure examples in 2.2.2.2.2
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on the routing procedure. Attending to that the only devices on the present network which are
responsible to route packets between the different nodes are the AN, neither the MN nor the
coordinator can affect to the traffic management. Hence, all the future modifications and study
will be focus, mainly, on those devices.
3.1.2 Time to Live
This second method encodes the total amount of periods a packet is allowed to exist in a variable
called TTL. This variable, as it was with priority, will be defined by a number value, by the
both same reasons than before: a simple algorithm of decision and the need of not increasing
the packet size. Whenever a new period arrives, all the packets still on its way must decrement
its TTL. If this value arrives to zero, the packet is erased from the network. However, it will be
possible to set to the TTL a value of ∞, so the packet could remain in the network forever.
The decision of how much life is given to a particular message will depend only in the amount
of time a the information contained in a packet can be considered useful. Per se, how to set this
parameter is absolutely a subjective question. However, some criterions exist which could help
in the choice:
• The purpose of the message. If a packet is intended to cause a reaction, it is important
to consider when it is expected. As an example, in the case of the ask for request packets,
the origin MN will demand an answer only on the very next period. If no information is
then received, the MN considers the Tx as failed. Hence, has no sense to extend their life
since, those ask which would arrive in a period different from the one in which were sent,
will cause an answer of the coordinator that will not be ever requested9.
• The frequency of generation. The main purpose of the MN is to inform about certain
parameters tracked by sensors attached to them. This information is sent to the coordina-
tor, every interval fixed, within the extra-report packets. As this information can be used
for monitoring, the arrival of outdated values can be confusing or, even worse, make the
system to take wrong decisions. Consequently, seems reasonable not to overlap packets
generated from different intervals.
• The freshness of the information. Some of the packets generated are processed in the
network to obtain details from the MN; this is the case of the broadcasts. Using the RSSI
samples obtained in the AN by the Tx of this type of packets, the coordinator estimates
the position of the device. As the MN are allowed to move, the RSSI samples may be
different in each period and, in consequence, the position calculated. In this case, the
reception of old packets informs, practically, from nothing, since the current localization
of the MN might persist unresolved. Therefore, seems reasonable not to extend the life of
those packets further from the validity of its information.
Additionally, the TTL parameter supply a second decision level for the priority mechanism.
A greater TTL value supposes that a packet has more chances in being transmitted: if it can
not this periods, there would be as much attempts as periods left. Thus, when comparing two
9See General Information Request description under 2.2.1.2 section
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packets, the one with a lesser TTL can be seen as more urgent and, hence, with more priority:
has to be sent before its time is over.
3.1.3 Priority Algorithm
At the moment, it has been defined the idea of two parameters to reduce the retransmission of
messages to the more critical MN: a priority mechanism and the assignation of a TTL. It has
been said that the priority value indicates how important is to transmit a message. Has also
been told that the number of periods a packet transports a valuable information is encode in
the TTL. Explanations have been made of the reason of this implementation; both pretend to
lower the number of retransmissions and increase the network stability. And, finally, where they
interact with the network: modifying the routing of the packets by the AN in the APP queues.
But, how do this parameters interact and how does the mechanism work?
First, let us unveil how is affected the route. When a packet must be introduced in a queue,
it is placed as in front as important it is. This means that APP will no longer be FIFO. A packet
is placed in front of all other that have a priority value lower that it has. It does not matter
which one arrived first if their priority values are different.
Second, the TTL value also affects to the priority. As a packet with lesser TTL will die
sooner, it should be placed forward in a queue to prevent its death. Hence, if two packets in
a queue have the same priority, the one with lower TTL will be put on front to give it more
chances to reach the destination.
And third, packets with high priorities should not be awarded with high TTL. High priority
packets may be transmitted fast, so they do not need to have a long life. But, another reason
is to avoid high priority packets to monopolize the queues. They could take all the space in the
queues, leaving no chances to packets less important to transmit. This could cause the lack of
communication of some MN what, even if they are not critical, it is unacceptable.
To give a wide view over the mechanism, the flowchart presented in the figure 3.1 is provided:
• (1) Whenever a device wants to send a message, it checks the category of the packet and
assigns to it a value of priority and TTL (2) before it is sent.
• Once the next device in the path to the destination receives the message, checks if, in case
the packet needs to be routed, it can be transmitted immediately10 (3). If it is the case,
the message is forwarded (4) and, if the Tx is successful (5), the operation ends (6).
• In the case the message can not be transmitted when received, the devices checks the queue
(7). In the case that:
- The queue is not completely full or
- The queue is full but the received message has higher priority than the one which
occupies the last place in queue or
10The rules that affect the routing of a packet are part of the AN behavior and, thus, not part of the imple-
mentation of the present algorithm.
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- The queue is full and the received message has the same priority but lower TTL than
the one which occupies the last place in queue,
the received packet is placed and ordered in queue, first by higher priority and second by
lower TTL, waiting for an available Tx slot (8). If the queue was full, the last packet in
queue is pushed out to make space.
• In the case the message could not be placed in queue, it is discarded (12).
• If a new period arrives before there is a free Tx slot (9), the value of TTL is updated; this
means, the value is decreased by one if TTL is different from infinite. If the new TTL value
is zero, the packet is deleted (13). In other case, returns to (3).
• In the case the message finds a free slot before a new period, the device retries the sending
(3).
Figure 3.1: Algorithm of priority management
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3.2 Implementation
The consecution of the design described above has brought the realization of a new class, the
modification of the default message file, the reorganization of some parts of the AN APP and
the addendum of certain parameter assignment in MN APP when packets are created. As well,
new statistic variables to track the functioning of the network have been realized.
It is recommended to consult the quick-view of the framework used in the Appendix A in or-
der to understand how the modifications are implemented and the structure and interconnection
of the modules in use.
3.2.1 Priority Queue
A new queue class to deal with the priority mechanism is implemented, cQueueWithPriority.
The module that defines the operation of the APP of a node, AppLayer, inherits from this
class; in its turn, the modules that define the operation of the APP depending on if they are
MNs, NodeAppLayer ; AN, AnchorAppLayer ; or a coordinator, ComputerAppLayer, inherit from
AppLayer. Hence, the new class is available to all the devices.
The cQueueWithPriority, in its turn, inherits from cQueue, the former queue used in all the
APP, which is a class provided in the core of Omnet++. cQueue defines a typical circular queue,
where one element is referenced by the one in the former position; thus, without size limit.
The APP queue packetsQueue will be transformed from a cQueue to a cQueueWithPriority
object. As the second one, because of inheritance, recognizes all the methods of the first, no
modifications are needed in the code for those parts where priority is not used.
The following methods were implemented:
• setMaxLength: defines a the maximum number of packets that can be placed inside the
queue. Before, it was enough to control from APP the number of elements of the queue to
determine if it was full. However, with priority, it is possible to put a packet into a queue
which is full if, at least, one packet has less priority.
Because the elements of a cQueue queue are implemented as private, can not be consulted
without using a cQueue method; consequently, a parameter is created inside the class to
link the queue settings in APP with the cQueue methods.
• firstHasPriority: given two packets, checks whether of them has higher priority values.
If it is the one past by reference the first, let us say A, returns true; in other case, let us
say it is B, returns false.
First, compares the values of the message priority to see which one is top, A or B. If both
values were the same, in second place, compares the values of TTL to see which one is
lower. If both values were also the same, a false is returned as A is not more important
comparing to B.
• getSentPacket: checks inside the queue if one of the elements has been sent to MAC.
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It was implemented for the use of cQueueWithPriority on the MAC mirror queue in the
APP, packetsQueue, to identify which packet is currently in Tx. Anyway, this modification
was later discarded.
From the first place, all the elements are consulted consecutively; stop at the position of
the first packet marked as sent. The pointer to this element is returned.
• updateQueue: decrement the values of TTL of the elements of a queue. It is used to
update the life of the packets that are waiting for its transmission when a new period
arrives.
From the first position, goes all over the queue checking packet by packet. All the packets
with a TTL different from ∞ are decreased by one. If a packet has a TTL value of 1, it is
pushed out from the queue. Returns the number of packets that died during the update.
• sortQueue: orders the elements of the queue attending to their priority values. It is
called every time a new element is inserted into the queue. Makes use of the firsthasPrior-
ity method.
Figure 3.2: Example of ordering using sortQueue
From the second element of the queue, checks for every packet if it should be placed in a
former position. If it is the case, the element is reallocated just in front of the first packet
with lesser priority. As all the queue is ordered from the beginning, when every next
element is evaluated, the packet can be sure that there are no packets with less priority
before the new position obtained.
• insertElem: introduces a packet into a queue, regarding to its priority. It is possible to
choose if may it be just in front of the first packet with less priority or just behind the last
packet with more priority11. Makes use of the firstHasPriority and sortQueue methods.
First:
– If the queue were full but the last packet had lesser priority, the last position of the
queue is deleted.
– Else, if the packet can not be inserted, a false is returned and the operation ends.
Then:
– If the packet must be placed in front of the first with less priority, the packet is inserted
in the last position and the queue is ordered by sortQueue. Returns true.
– If the packet must be placed behind of the last with more priority, the packet is
inserted in the first position and the queue is ordered by sortQueue. Returns true.
11See figure ??.
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Figure 3.3: Example of the two options of insertElem
3.2.2 Message Parameters
Some modifications have been added to the default APP message, ApplPckt.msg, in order to put
inside the parameters that allow the packets to be marked. Are these parameters that allow the
cQueueWithPriority methods to determine the importance and life of the elements handled. On
the other hand, this “default message” is used as a base to all the packets generated in the APP,
regardless of its nature, device or MO.
These new variables are:
• priority will carry the value for the parameter of the same name. On the present frame-
work, there are 2 bits reserved for it. Hence, a total of 4 different priority values can be
set; conceptually, 1 will represent the lowest priority and 4 the highest.
• timeOfLife will carry the value for the TTL parameter. On the present framework, there
are 3 bits reserved for it. Hence, a total of 8 different values can be represented. From
these possible values, two must be set apart: the zero, because no packets could exist with
no TTL, and the one depicting the ∞ value. Conceptually, 1 to 6 represent possible TTL
values, meaning the amount of periods left; -1 will be used to represent ∞, because can
not be confused with other possible values.
• sendInProcess is a flag to mark every packet which is currently into the MAC queue.
Is used to prevent the cQueueWithPriority methods to delete the packet if another with
higher priority arrives and the queue is full. Finally, has no given use, since the conversion
of packetsQueue from a cQueue to a cQueueWithPriority object, which was the aim of the
parameter, was finally rejected.
Attending to the two parameters attach to the “default message” finally used, the bits added
have to be taken into account for the final size of the packets sent. Consequently, to the length
of every packet presented under the sections 2.2.2.2.1 and 2.2.2.2.2, 5 bits have to be summed.
Finally, besides the parameters presented for priority management, other variables have been
introduced to the “default message” for statistical purpose in order to track the operation of
the network under the different configurations. These modifications will be presented under the
section 3.2.4, together with the statistic parameters introduced in other parts of the framework.
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3.2.3 Application Layer
In order to be able to handle the priority mechanisms, the APP of the MNs, the ANs and the
coordinator had to be modified.
3.2.3.1 Mobile Nodes
To the APP of the MNs, the following changes were introduced:
• Broadcasts set the priority of their packets when created, which can be ran-
domly assigned. The priority assigned for the broadcasts in a particular MN for the
current period, saved in a variable named broadPriority, is attached to them whenever
they are sent. This variable can be initialized with a random value; then, in every new
period, can take a new value within a defined limits following a sequence12.
• A classification algorithm have been created for the report based packets. In
this way, it is possible to identify if a report packet created comes from a MN mode 1, 2, 3
or 4 ; or if it is a regular, extra or ask for request report. In consequence, it is possible to
assign different priority and TTL values to each one of the twelve possible combinations it
brings up.
3.2.3.2 Anchors
To the APP of the ANs, the following changes were introduced:
• createScheduleEvents is a new method that calculates new random times for each packet
existing inside packetsQueue for the time of COM_SINK_1 phase remaining when the
function is called. It allows to reschedule the events used to transfer the packets from APP
to MAC when, for example13:
- only one message at a time is wanted to be present on the MAC and this layer is
occupied when a transfer event is reached.
- a packet arrives to an AN, which is not its final destination, and it is not wanted to
be directly routed.
In such cases, new events must be calculated in order to link every element inside the
packetsQueue with a random sending time. In the first case, an event would be consumed
without effect, leaving a message without a chance to transmit. In the second, the new
packet will not have a sending scheduled for it, as there would be only events for the
messages existing at the beginning of the phase COM_SINK_1.
12This helps to prevent the broadcasts to monopolize the network, as they are the most sent packets. See figure
3.6
13Based on the operation of the Priority Forced Network in study under the section 3.3.3
33
3.2. IMPLEMENTATION CHAPTER 3. PRIORITY MANAGEMENT
• The priority of the broadcasts sent from the MN is transferred to the packet
created in the AN. Not only the value of RSSI sampled is saved but also the priority
and TTL. Hence, when all the samples from a particular MN are collected in the AN, the
values received are assigned into the new packet created.14
• The number of hops there are from the AN to the coordinator is calculated.
Using this value, it is possible to define a different guard time before the end of the
COM_SINK_1 phase depending on the distance. As more hops require more “journey
time”, a different Tx window could help to prevent that a packet stays in MAC waiting to
transmit after the phase ended15.
• The occupation of the MAC is controlled, through a flag called macDeviceFree. Each
time a packet is sent to transmit, this flag is set as false; only when a packet was successfully
transmitted or when it reached all its Tx attempts, if no more packet exist whitin the MAC
queue, this flag can be set as true.
• The packets waiting in queue when a new period arrives are recuperated:
– Instead of flushing away the content of transfersQueue at the start of a new period,
the packets are reinserted into packetsQueue and its TTL values updated by means
of the updateQueue and insertElem methods.
– As depending on the routing behavior decided, it is possible that packetsQueue is not
able to transfer all its elements to MAC for its Tx16 when COM_SINK_1 ends, the
unattended packets get their TTL values updated at the start of a new period by
means of updateQueue.
• The ability of recovering packets failed fromMAC is implemented. Hence, instead
of being thrown away, those packets can be recuperated for a further Tx, decrementing by
one its TTL value.
Finally, besides the parameters presented for priority management, other variables have been
introduced to the APP of the ANs for statistical purpose in order to track the operation of
the network under the different configurations. These modifications will be presented under the
section 3.2.4, together with the statistic parameters introduced in other parts of the framework.
3.2.3.3 Coordinator
Related the APP of the coordinator, a minor modification has been introduced regarding to pri-
ority handling: the number of hops there are between the coordinator and a particular
AN is calculated. Using this value, the coordinator can give a different priority depending on
how far the packets sent have to travel. In this way, the further a final destination is, the forward
the messages could be placed in queue and better chances to get routed. This behavior would
prevent sending packets too late to reach their destinations in a single period.
14See section 2.2.2.2.2.
15It could happen since the MAC queue does not delete a packet after an error until a certain number of retries
are performed. As this retries take a time, if a packet started to transmit too late, the final attempt could fall
into a different phase.
16See the Priority Forced Network scenario under the section 3.3.3
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Finally, besides the parameters presented for priority management, other variables have been
introduced to the APP of the coordinator for statistical purpose in order to track the operation of
the network under the different configurations. These modifications will be presented under the
section 3.2.4, together with the statistic parameters introduced in other parts of the framework.
3.2.4 Statistic Variables
To obtain the results provided, several variables tracking times, errors, numbers of packets have
been implemented. However, most of them track parameters involved into routing and, thus,
embracing different devices which, in addition, are independent. Hence, some variables had to
be included inside the APP message, ApplPckt.msg ; the APP of the ANs, AnchorAppLayer ; and
the APP of the coordinator, ComputerAppLayer.
Concerning to the APP “default message”, these are:
• id receives the number of packets created or received from a MN in an AN that must be
sent to the coordinator. Its purpose is to be able to identify at destination whether a packet
has been already received or not. When a packet is received, it is not possible to know if
it is a retransmission or not; hence, this parameter is needed to be sure of not counting a
packet more than once.
• createdIn carries the identifier of the AN which created or received the packet from a MN
that must be sent to the coordinator. It is linked to the parameter described just above.
• nodeMode saves the MO of the MN origin of the communication. Allows to split into
configurations the different packets received at final destination.
• fromNode transport the identifier of the MN origin of the communication.
• timestampAnchorTX and timestampComRelated conveys the instant the message
was put into route, in absolute time and related to the start of the COM_SINK_1 in
which was sent respectively.
• wasRequest, wasReport, wasBroadcast and isAnswer that permit to know, once the
AN routed the packet, at the final destination, if in origin it was an ask for request, a
regular report, a broadcast or an answer to the coordinator to whichever of them.
Relating to the APP, these are:
• For the changes occurred in the layer of the AN:
- broadPriority and broadNodeMode, which allow to transfer the priority, TTL
and MO values from the broadcasts sent by MN to the one sent by the AN collecting
the samples.
- drop buffer, which allows to monitor the number of packets deleted from queue, and
why, when updating the TTL values at the beginning of a period.
- regPck matrix, that monitors the status of every packet received by the AN
• Regarding to those occurred in the layer of the coordinator:
- receivedId flag which permits to the final destination to know if the packet id received
from createdIn was already received or not.
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3.3 Scenarios
Once defined the variables, principles and algorithms which will rule the network in terms of
priority, the next step is to define an environment to test the behavior of the network. Changing
the different parameters or how the packets are treated when they are received, an optimal
configuration of this priority mechanism can be found.
To achieve that, the scenarios chosen have to be comparable, as well as the metrics used
for all of them. To do so, first, the original network will be taken as a model. Then, the same
number of mobile nodes, operating under the same conditions, will be simulated under different
scenarios. Only the parameters under study will be allowed to be changed.
3.3.1 Common Configuration
3.3.1.1 Number of MN
The network will be formed by:
• 1 coordinator
• 25 AN
• 20 MN, distributed in:
– 5 nodes mode 1 (listen and report), operating centralized
– 5 nodes mode 2 (listen and calculate)
– 5 nodes mode 3 (VIP transmit)
– 5 nodes mode 4 (listen, transmit and report)
3.3.1.2 Structure of the Network
AN will be distributed equidistant forming a grid in a square of sides 700 m wide. The coordinator
will be placed in one of the corners of the network. The topology of the network will be tree-like,
coordinator placed on top. However, its branches and subbranches will not be similar or its
divisions somehow related.
Figure 3.4: Tree-topology hierarchy of the network.[1]
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Nodes will be placed inside the grid randomly with a minimum distance between each of 70 m.
0 1 2 3 4
5 6 7 8 9
10 11 12 13 14
15 16 17 18 19
20 21 22 23 24
C
X CAnchor Computer
Wireless connection between ANs
Figure 3.5: Position of the ANs in the grid.[1]
3.3.1.3 Time Values
In all the periods of operation, the nodes will remain active. There will not be any inactive
period between two different cycles; defining a cycle as the number of periods which produce a
recurrence. This cycle will be set as 8 periods. To achieve it, the next values17 will be set to this
network parameters (in configuration file omnet.ini):
• All SYNC phases are read when the first active period of a cycle starts:
ieee802154Narrow.node[*].appl.offsetSyncPhases = 0
• All periods are set as active:
ieee802154Narrow.node[*].appl.activePhases = 1;
ieee802154Narrow.node[*].appl.inactivePhases = 0
• Extra reports every 4 periods:
ieee802154Narrow.node[*].appl.reportPhases = 4
ieee802154Narrow.node[*].appl.makeExtraReport = true
• Active flag "ask for request" every 2 extra-reports:
ieee802154Narrow.node[*].appl.askFrequency = 2
• Use centralized calculation:
ieee802154Narrow.node[*].appl.centralized = true
17The definition of the following parameters can be consulted under the section 2.2.2.2.1.
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• No offset periods are set between cycles:
ieee802154Narrow.node[*].appl.offsetPhases = 0
• No offset periods are set before we transmit an extra-report:
ieee802154Narrow.node[*].appl.offsetReportPhases = 0
3.3.1.4 Scheme of Operation
Taking in account the decided configuration and mixture of nodes, every 8 periods the same
pattern will be repeated. This pattern will be composed of 6 different kinds of message: reports
of MN mode 1 and mode 4; normal extra-reports, performed every 8 periods by all MN; ask
for request every 8 periods18; requests, demanding the information queried in "ask for request"
packets, consequently, every 8 periods; broadcast packets, sent by nodes mode 4 in REPORT
phases, except if a request is sent19; and VIP broadcast, sent by nodes mode 3 during VIP phases,
except if an extra-report or ask for request is sent20.
T = 1 T = 2 T = 3 T = 4
Mode 1 Extra-Report Report Report Report
Mode 2 Extra-Report










T = 5 T = 6 T = 7 T = 8
Mode 1 Ask Request Report Report













Table 3.1: Packets sent by the nodes, classified by mode, in each period
of the cycle defined
Every simulation comprises 100 repetitions running during a total of 120 s, meaning a re-
alization of 10 complete cycles, hence, 80 periods. Taking in account the configuration of the
nodes and the composition of every cycle, the total amount of messages Tx in total is showed
below in the figure 3.6. The results presented show confidence intervals which, attending to the












18“Extra-reports” are generated every 4 periods, and the “ask for request” every two “extra-reports”. Hence,
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whereas x represents the value under test; zα
2
a constant, 1.96 for a double-sided confidence
interval of 95% in a normal distribution; σ is the standard deviation of the samples; n the
number of samples; and µ the mean of the samples obtained.
Figure 3.6: Number of packets sent, in every simulation (80 periods or 10 cycles), for the
different types of message in every simulation.
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The biggest amount of the packets routed correspond to the broadcasts, followed by the reports
and finishing with the ask for request. Figures show about 4.000, 700 and 200, respectively. The
number of reports and ask for request is fixed and will be explained below in detail. The number
of broadcast is a mean, as it depends on the quantity of AN listening to a particular MN.
Making an estimation, taking the case of the mode 3, broadcast are sent 6 out of 8 periods,
giving a total of 60 periods per simulation. As can be seen, about 1.800 broadcasts are routed,
coming from 5 different nodes. This gives about 6 broadcasts per node per period listened.
In the case of the mode 4, broadcast are sent 7 out of 8 periods, giving a total of 70 periods
per simulation. As can be seen, about 2.100 broadcasts are routed, coming from 5 different
nodes. This gives about 6 broadcasts per node per period listened. The same average obtained
for mode 3 nodes.
In the case of the reports, numbers correspond exactly to the number of nodes sending reports
and normal extra-reports showed in the table 3.1. This means, 300 for both mode 1 and mode
4 ; just 50 for both mode 2 and mode 3. Firsts modes send reports regularly, the seconds only
when extra-reports are scheduled.
Finally, in the case of the ask for request, all the modes send the same amount of packets, 50.
Dividing into the number of nodes, gives a total of 10 per node, which corresponds to the number
of cycles simulated. Note that this value agrees with the total amount of regular extra-reports,
since 1 out of 2 must be ask for request.
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3.3.2 Base Network
Several adaptive solutions to the HCP have been projected. And since the improvements or
degradations introduced need to be studied, a network model must be defined in order to compare
with.
3.3.2.1 Configuration
In this network model, no modifications related to the new parameters will be made. So, all
packets sent through the network will have the same priority. Likewise, life of these packets will
not be extended; the value for the TTL will be set to 1 to all the packets.
Another important decision to make, linked to the network behavior, is how packets are
routed. Due to priority, in an AN a decision should be made about how to handle packets
received from other AN. This commitment is caused by the impossibility to access to the MAC
queue from upper layers21. The consequences of this unfeasibility will be discussed further on.
But, as all packets will remain with only one priority (none), the original routing mechanism will
be preserved.
In original operation, at the beginning of a COM_SINK_1 phase, messages to be sent
follow always the same order: first, report-like packets (reports, extra-reports and asks); then,
broadcast-produced packets (VIP and regular broadcasts). For each, AN calculates random times
to sent them, dividing the phase in as many messages exist to be sent. Finally, if an AN receives
a packet and has to be routed, it is directly sent to MAC.
Figure 3.7 gives a more visual explanation:
1. During the REPORT phase, the MN send their reports and extra-reports. As well, mode
4 can send its broadcasts. The reports are directly placed in packetsQueue depending on
their arrival; the first in arrived is placed first in queue. In the figure, 1 MN under each
possible MO.
2. During the VIP phase, the MN under mode 3 send their broadcasts.
3. During the phase SYNC 2, the AN gets prepared for the packet routing of the phase
COM_SINK_1. All the broadcasts listened are joined into groups: the AN will create a
packet for each MN he listened. The order of these packets on the queue depend on the
id22 of the MN origin. Are placed first the broadcasts from the MN with lower id.
4. During the routing phase, COM_SINK_1, the AN sends the packets from its packetsQueue
to its transfersQueue at random times. This means that, if a new packet comes from
another AN before a defined random time, the new packet is placed first in queue23.
21See how HCP handles with MAC queue under the section 2.2.2.2.2.
22Identification number
23See the example with the received “report 9” and the own packet “broad 4”.
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Figure 3.7: Routing behavior on the base network.
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3.3.2.2 Results
The figure 3.8 below shows the total amount of packets received at the coordinator. About 3.500
packets were routed successfully through the network in total. The distribution of these packets
in the different categories matches with the distribution of the total amount of packets originally
received at ANs proceeding from MNs showed in figure 3.6. Hence, looks like the network routes
the packets, more or less, equally, regardless of its kind. However, an analysis in detail will
discover some interesting facts.
Figure 3.8: Number of packets correctly Rx at destination by types of message.
The figure 3.9 shows how successful were the Tx, from the AN which received the messages
of the MN to the final destination. This final destination would be:
- The coordinator in the case of the broadcasts and reports
- The selected anchor in the case of the ask for request ; this means that the measure is taken
after their round-trip to the coordinator and back again. This is the reason of including a
measure of the ask for request at the coordinator to be able to compare the figures of the
different packets.
In here can be seen that not all the packets were routed the same as it seemed in figure 3.8:
reports are the most successful and broadcasts the less. This is an effect of the different network
occupation during the different periods. However, looking to the table defaultscenariotable, ask
packets travel during a less congested period, since there are no VIP broadcasts sent, but their
success is lower than the one of the reports. Hence, other parameters affect to the success; in
particular, the moment in which packets are sent and its length. A further analysis will be
performed using the figures from 3.10 to 3.16.
As an advance it can be said that the main factor for packet success is the moment it is sent
and the bit length. The sooner and the smaller the better. Remembering the figure 3.7, reports
are always in front of broadcasts; hence, they are sent first. And also are the ask. In addition,
more packets mean more time slots in COM_SINK_1.
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To solve why ask for request are less successful than reports an analysis in section 3.3.2.2.1 is
performed, since, although ask might be send later, the network occupation is not comparable.
Plus, neither is their size.
Figure 3.9: Tx success for the different types of message in the Base Network.
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Broadcasts have also a different success pattern. Mode 3 broadcasts are slightly more suc-
cessful than in mode 4. The reason in this case is the index of the MN which sent the packet.
On the omnet.ini, the 5 MNs using mode 3 go first than the ones using mode 4. This cause the
id number of the firsts to be lower. As explained for the figure 3.7, when anchor encapsulate the
RSSI samples taken of the MN broadcasts, the collecting packets are created by id: the lower,
the first. Consequently, when concur, packets from collected from mode 3 will go first on queue
since the MN have lower id.
Reports are more successful in this order: first mode 3, then mode 2, mode 4 and finally mode
1 ; however, no affirmations can be done due to close confidence intervals. When analyzing, it
is seen that reports sent only on extra-reports may be more successful than modes which send
them regularly. The reason, once more, could be the different network ocuppation: extra-report
do not have to battle with VIP broadcasts for its Tx. But inside this division, still may exist
differences. These could be explained by:
- For those sent only in extra-reports, the main factor should be the size. Remembering the
packet length defined under section 2.2.2.2.1, reports mode 2 are considerably larger than
mode 3.
- For those sent regularly, the main factor should be the sending time, as size is the same.
As mode 4 send always broadcast, a selected anchor of one MN using this MO will have, at
least, two packets on its queue; in mode 1 this can not be assured. Hence, the probability
of being sent first is higher.
Finally, ask for request are more successful in this order: first mode 4, then mode 3, then mode
1 and finally mode 2 ; however, no affirmations can be done due to close confidence intervals. As
they are sent all during the same period, the reasons of this difference would come, as it would
be for report, from size and instant sent. Mode 4 may be more successful, but has the same size
than mode 1. As they are sent first than others, since at least one broadcast will be in the same
queue, this should be the reason. For the others, packets would be successful the smaller, the
better.
Figure 3.10: Mean time for departures from origin, related to the start of a COM_SINK phase,
measured at coordinator for the different types of message in the Base Network.
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Figure 3.10 proves the supposition of the link between Tx success and Tx time. It shows the
average of the instant the packets where put into route, related to the start of the COM_SINK_1
phase they were sent. As described, the packets sent first are the reports, the last the broadcasts.
This has sense since reports are placed ahead in queues. Furthermore, the conjecture about the
probability of reports being sent first than asks is proven also to be true: more packets mean
more slots; so, the random send time for the first packet is, in mean, sooner the more slots exist.
Figure 3.11: Mean time for departures from origin, related to the start of a COM_SINK phase,
measured at coordinator for the ask for request packets, sorted by MO used in the MN where
created. Results for the Base Network.
To demonstrate that packet length also could affect, let us see the figure 3.11 of the sending
times of the ask for request, which are not affected by different traffic conditions. When compared
with figure 3.9, the higher success of the mode 4 may be linked to the sooner sending of these
packets. However, it would not be for the rest of the MO. It is also true that, statistically, sending
times for mode 1, mode 2 and mode 3 are the same. In this case, any affirmation can be made
for time. But it is true that success could be directly connected to bit size: the biggest packets
would be less successful. One reason could be that they would take longer to be transmitted,
hence, traveling slower. Another, that they would be more exposed to collisions from a hidden
terminal, since they occupy the medium a longer time.
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3.3.2.2.1 Same-size packets
Figure 3.12: Tx success for the different types of message in the Base Network when all the
packets have the same size.
To resolve why ask packets are less successful than the reports, a simulation in which all the
packets are set to the same length, 88 bits, is performed. In this case, can be seen in the figure
3.12 that now are the reports the less successful. To discard that in this case ask would be sent
sooner, the figure 3.13 is presented. Reasonably, shows the same distribution that the figure
3.10, where packets had different size. The deliver time is connected to the number of elements
in packets queue, thus, to the traffic in the network. Consequently, a change in sending times
would have had no sense. So, it seems reasonable to say that, more success of reports was higher
than the one of asks in normal conditions, mainly, because of an smaller size.
Figure 3.13: Mean time for departures from origin, related to the start of a COM_SINK phase,
measured at coordinator for the different types of message in the Base Network when all
packets have the same size.
Let us compare the ask for request packets now that they all have the same size. As they were
sent in the same period, only the time parameter makes now the difference. It can be seen that,
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again, mode 4 look like being possibly more successful than the others. However, statistically,
nothing can be assured because of too close confidence intervals.
Figure 3.14: Tx sucess for the ask for request packets measured at coordinator, sorted by MO
used in the MN who created the packet. Results for the Base Network when all packets have
the same size.
The same distribution in time that was observed in 3.11 is presented in 3.15. What reinforces
the idea of only the queue occupancy having effect on the average time a packet has been put
into route.
Figure 3.15: Mean time for departures from origin, related to the start of a COM_SINK phase,
measured at coordinator for the ask for request packets, sorted by MO used in the MN where
created. Results for the Base Network when all the packets have the same size.
Finally, to show that the period in which are sent the packets affect to their success, the
figure 3.16 is displayed. On it, are compared the Tx success of the extra-report packets and the
ask for request when both have the same packet size. Both share also the same levels of network
occupation, according to the table 3.1. As can be seen, the success of this packets is the same;
hence, the difference showed in figure 3.12 between reports and asks comes, in this case, from
the different periods in which packets are sent. Meaning that periods other than the extra-report
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one face higher congestion causing an increase in failures.
Figure 3.16: Tx sucess for the extra report packets measured at coordinator, sorted by normal
and ask for request activated flag. Results for the Base Network when all packets have the
same size.
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3.3.3 Priority Forced Network
In a first approach, a network in which the routing of the packets must always follow the priority
principles will be test. This model comes from the inability to access to the MAC queue from
upper layers. In this case, from APP, where the priority mechanism is managed.
Operating with priority means that packets are given a value regarding to its importance.
The more important is a packet, more attention should be given to it. Consequently, should
be served before any other packet with lower importance. In means of routing, priority packets
should be sent first and placed forward in queues than non-priority packets. But, as MAC queue
works totally independent, that sendings will always follow the rules devised can not be assured.
If a packet arrives to MAC queue after another with less priority, positions could not be changed.
Hence, a mechanism to prevent this will be tested.
3.3.3.1 Configuration
If MAC queue operation is not accessible, a method to control what is served in each moment
is to send only one packet at a time to the Tx device. In order to achieve this behavior, APP
queue will control the state of the MAC every time a packet is scheduled to be served. Only if
MAC is free, the packet will be allowed to be sent and, thus, sent to MAC. The state will be
flag-controlled; every time APP transfers a packet to lower layers, a flag is activated. Only when
MAC informs that the Tx is finished, the flag is set as inactive.
To force APP to always transfer the most important packet to MAC, when an AN receives
a packet and has to be routed, it is not directly sent to MAC. It is inserted into the APP queue
of the AN, placed just in front of the first packet with lesser priority.
The former rule affects also to the packet scheduling. In the model network, a random time
is created for each packet in APP queue. When reached, the packet is sent to MAC. But now,
device must be freed before. So, at the beginning of COM_SINK_1 phase, a random time is
calculated in each AN for its packets in APP queue as in the model network. But in addition,
every time an scheduled packet finds the MAC as occupied, a random time is calculated in each
AN dividing the remaining time in as many packets exist in APP queue for every one of them.
This calculation is also done every time a packet arrives, must be routed and MAC is not free
or other messages are scheduled.
Conclusively, packets thrown from APP because an error, like “maximum CAF” or “maximum
no received ACK” retries, are not directly discarded. If they still have TTL left, their value is
decremented by one and reintroduced in queue. Thus, rescheduling remaining packet, just like
if a packet to route was received.
Figure 3.17 gives an extended and comprehensible explanation.
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Let us suppose that, in a similar way as in the figure 3.7, 4 different packets were created
during the phases prior to a COM_SINK_1 in a fictitious AN. These packets have:
• Priority = 4 and TTL = 1
• Priority = 3 and TTL = 3
• Priority = 3 and TTL = 4
• Priority = 1 and TTL = 2
As can be seen, they are ordered by priority from higher to lower. And then by TTL, from
lower to higher. At this point, the routing mechanism works as follows:
1. The total time available to route the packets is divided in as many slots as the packets the
packetsQueue has to sent. A random time contained in each one of these slots is calculated.
2. Every time one of the random times is reached, packetsQueue tries to send the packet in
the first position to the MAC. If the MAC is free, then the packet is sent and a copy is
placed in transfersQueue.
3. If the MAC is occupied when a random time arrives, the packet rests in packetsQueue. In
addition, new slots are calculated for the messages still left in packetsQueue in the time
left of the phase.
4. If a message arrives and the packetsQueue or the MAC are full, it is placed and ordered24
in packetsQueue. In addition, new slots are calculated for the messages in packetsQueue
for the time left.
5. When the MAC sends a packet correctly, informs the transfersQueue and both delete the
message. No more action is taken until a calculated random time is reached.
6. If the MAC gets an error while transmitting, deletes the message and informs the trans-
fersQueue. Then, the transfersQueue reduces the value of TTL of the packet by one and
checks if it is still alive. If that is the case, the message is placed in packetsQueue as if it
was new. Hence, it is placed in order and new random times are calculated.
24See the example where the packet with priority = 2 and TTL = 3 is placed in front of the packet with priority
= 1 and TTL = 2 which was already in queue
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Figure 3.17: Routing behavior on the priority forced network. Values noted “X.Y”, whereas X
stands for priority and Y for TTL values
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Finally, this mechanism will be tested to study its performance. Two tests will be performed.
In the first, all packets will hold the same priority. In the second, packets will be given a different
value of priority, from 1 to 4. Highest values confer higher priority.
The values are given regarding two variables: the importance of being transmitted and the
amount of traffic served. As follow:
• Ask packets are given priority 4; as they should travel, from the AN who received it,
to coordinator and way back in only one period. If not, information will not be available
in the node which sent the message in the next period, when a request message will be
performed.
• Report packets are given:
– Priority 3 to the ones sent from nodes mode 2, as they are the less traffic producers.
– Priority 2 to the ones sent from nodes mode 1.
– Priority 1 to the ones sent from nodes modes 3 and 4, as they are heavy producers
of traffic.
• Broadcast packets are given priority 1–3, regardless of its origin. In a carousel-like mech-
anism:
– In every AN, first broadcast Tx is given a random value.
– Then, in every new period, that value is increased by one.
– When the maximum value is reached, minimum value is assigned in the next period.
In each of the two tests former mentioned, three simulations will be run to study, also, how
different values of TTL in the packets affect its Tx success rate:
• All packets with TTL = 1, in order to compare results with the base network and see how
the selected priority mechanism manages by itself.
• All packets with TTL = ∞, to try out, on one hand, how Tx success rate gets affected if
packets live longer and, on the other, how priority reacts when much more traffic is added.
• Report packets, including extra-reports, with TTL = 3 and ask and broadcast with TTL =
1. The TTL selected for report packets is a value between 1 and the extra-report generation
frequency (in this case, 4. See page 37, under Time Values section). Report packets can be
given a longer life since the information they supply does not lose its value from one period
to another. However, as extra-report provide extended information, seems reasonable to
do not overlap them. On the other hand, a broadcast or an ask from a former period are
totally useless. This configuration value describes the desired behavior for the network
concerning to TTL.
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3.3.3.2 Results
The figure 3.18 shows the total amount of packets received on the final destination: coordinator
for broadcast and reports, selected AN for ask for request packets. Presents the results for the
different TTL values with and without priority. In these captions, adapted TTL points to the
case where only reports have extended life25.
At first sight, it is noticeable that, the longer the TTL is, the more packets are received.
Also, that the number of packets received is independent of the use of the priority mechanism
or not. This means that packets die when routed because they cannot reach the destination it
the time given. Hence, higher TTL gives more chances to arrive. It is interesting to point out
that, although the total number of packets is the same for same TTL values, their distribution
changes when priority is used or not.
A second view will reveal that, comparing with the results of the base network, figure 3.8
the amount of packets is considerably lower. Even when the TTL value is set to the maximum.
An explanation to this is the fact of not allowing more sendings until the MAC device is free.
In normal operation, when a CAF or Back-off error occurs, next packet in MAC queue is auto-
matically sent. In priority forced, the packet with error is reintroduced to packetsQueue and the
MAC remains empty until a new event sends a new packet from the APP. In consequence, it
creates an artificial capacity loss.
Figure 3.18: Number of packets correctly Rx at destination by types of message in the Forced
Priority Network.
Figure 3.19 shows the Tx success divided for the different kind of packets. It is appreciable
that now, not all the kind of packets are more successful when TTL is increased. As it is logical,
report packets behave better when only their life is extended and the TTL of broadcasts and
asks remains the same. Compared to the case when all packets have TTL = 1, now reports have
more opportunities to be sent, while the rest of the traffic keeps on the same level; comparing to
the case when all the packets have TTL = ∞, reports have more chances, but have to share the
channel with all the other packets which also had their life extended. Hence, having only its life
extended is benefited.
25See section above for three cases defined.
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Figure 3.19: Tx success for the different types of message in the Forced Priority Network.
Results for different TTL values and comparison between the use of the priority mechanism or
not.
Where no priority applies, ask for request packets get affected unfavorably when life of report
gets extended, and positively when their TTL gets extended too. When priority is used, are
always benefited. The explanation comes that, in the first case, packets would have to face more
traffic in their period, finding packets surviving in queue from other periods and, thus, possible
getting delayed; in the second case, the attribution of higher priority would prevent the existence
of packets with the same TTL placing first in queue26, since now asks will have always higher
priority.
Figure 3.20: Comparison of mean packet departure times between the case where all packets
life the same and the case where report packets have longer TTL, under no priority conditions.
However, there is a case that, at the first glance, may look odd: broadcasts face better the
fact of sharing the medium with more packets than not, as can be seen in both TTL adapted
cases. The reason comes of the position of the broadcasts in queue, always behind of any other
26New packets are introduced from behind. Hence, if there are already packets with the same priority and same
TTL, in this case, reports from former periods, are placed first in queue. See differences in insertion of insertElem
and their consequences at figure ??.
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packet. When extending the life of reports, when broadcasts are inserted in queue now can find
packets with more TTL. Even with the same priority, broadcast can be placed ahead because
always have TTL = 1 in the adapted case. And, as seen in section 3.3.2.2, the position of a packet
within the queue can affect its sending time and, hence, its Tx success. This effect is shown in
figure 3.20 whereas broadcasts get advanced in time, while asks get considerably delayed.
In other cases, the different behaviors can be explained by the different priority assignation
or higher TTL. For example, there will be more broadcast with “priority = 3”27 than the total
amount of reports. That is the reason of better performance under priority mechanisms.
The last affirmation can be proven by the examination of the figure 3.21. It shows the success
of the algorithm into putting more effort in routing packets depending on its priority. More Tx
arrive to final destination the more priority a packet has. Also, can be seen that more packets
arrive correctly the higher TTL they are given. However, Tx success of priority 4 packets remains
the same for two first cases, as the only packets with this priority are ask for request and their
lives are not extended.
Figure 3.21: Tx success for the different priorities in the Forced Priority Network for different
TTL values.
When observing the broadcast packets behavior, the same pattern seen in section 3.3.2.2
appears. At first, packets using mode 3 experience better Tx success than the mode 4 ones. By
implementation, the same priority for the same amount of messages of every MO is expected.
Hence, the difference must come from the fact that AN create the packets collecting the RSSI
samples from the MN depending on their id; higher ids are created later, thus, placed later in
queue.
However, once the packets obtain higher TTL, their rates get equalled. This results comes
from the fact of the surviving packets getting first placed in queue and, in consequence, balancing
the result.
27By definition, one third of the total broadcast is given priority from 1 – 3 in each period.
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Figure 3.22: Tx success for the broadcast packets in the Forced Priority Network. Results for
different TTL values and comparison between the use of the priority mechanism or not.
Figure 3.23 presents the results for the reports of the different MO. It is interesting to point
that, without priority mechanism, all the MN attain the same levels of success for the same
TTL values. This is reasonable since all of them share the same configuration. As before, TTL
adapted reveals as the best configuration for those packets.
In the priority side, packets confirm more or less the results obtained in the figure 3.21,
modified by the particular report pattern: best TTL adapted, then ∞ life, finally TTL = 1.
However, it is interesting to note that mode 1 and 4, which are given priority 1, attain better
success the higher TTL they get. The reason comes from the fact of these packets of being
placed always last in queues. Hence, extending their life, packets pushed back in queues have
more chances of getting finally transmitted since they are not erased after a certain number of
attempts.
Figure 3.23: Tx success for the report packets in the Forced Priority Network. Results for
different TTL values and comparison between the use of the priority mechanism or not.
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Figure 3.24: Tx success for ask for request packets in the Forced Priority Network. Results for
different TTL values and comparison between the use of the priority mechanism or not.
Finally, figure 3.24 exhibits the behavior of the ask for request packets. As explained before,
using priority present better performance when they share the medium, as always are placed first
in queue; without priority, present lower success when they must cohabit with other packets but
their life does not get extended, as other packets can take their advantage place in queue.
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3.3.4 Priority Oriented Network
A second solution to the inability to access to the MAC queue is not to force but to ease Tx to
priority packets. Meaning that, the highest priority packet will always be served from APP but,
once a packet is delivered to MAC, the order of Tx will not be restricted.
This model mix some of the characteristics of the base network and the forced priority
network. On one hand, scheduled and received packets in route are directly sent to MAC,
regardless of its state. On the other, APP chooses between own and received packets, in order
to serve the one with more priority. Changes in the performances under this solution will be test
in this chapter.
3.3.4.1 Configuration
As in the model network, when a packet arrives from other AN and has to be routed, a message
is sent to the MAC. The main difference is that the message forwarded to lower layers might
not be the received one. If a packet in APP queue has a higher priority, that is the one sent.
In that case, the received packet is inserted into the APP queue. But, instead of being placed
just in front of the first message with lesser priority, it is placed just behind the last with higher
priority. The first method give better chances to the original AN packets, while the second favors
the packets in route. In this way, higher opportunities are given to packets created by farther AN.
Figure 3.25: The new packet is be placed in second place using the former method, just in front
the one which has less priority. It is placed first using the second method, just behind the one
with higher priority; in this case, none.
Scheduling procedure stays the same than the model network. Also, a packet from APP
is directly sent to MAC when scheduled time is reached, as in the model. So, the only main
difference is, when a packet is received from other AN, the one sent to MAC is the highest in
priority.
Other modifications to the model have been introduced due the results from past simulations
to increase the success rate. Also, to approach to real behavior projected on the hardware. They
include:
• Only ask for request packets are aswered from coordinator. Opposing to model
network, reports, regular extra-reports and broadcast-produced reports are not sent back to
MN. ACK exist in MAC and these packets need no information to be sent back.
• In COM_SINK_2, farther AN are answered before than closer ones. This
means that, in a priority-like mechanism, packets are placed in queue depending how many
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hops they must do to reach its destination. The more they travel, the advanced they are
placed in queue.
• Packets thrown by maximum CAF or Back-off error in APP are deleted, de-
spite of its TTL, in opposition to the forced model.
• Packets in MAC queue when COM_SINK_1 ends, are rescued back to APP
queue. In the base model, no TTL values apply; in forced model, only a packet was
allowed to occupy the Tx device. But now, more than a single packet can co-exist in MAC
queue. Hence, packets with TTL bigger than 1 should be recovered to be sent in future
periods.
To understand how the queue routes the packets after the modifications, figure 3.26 is included
in order to give an extended and comprehensible explanation.
Let us suppose that, in a similar way as in the figure 3.7, 4 different packets were created
during the phases prior to a COM_SINK_1 in a fictitious AN. These packets have:
• Priority = 4 and TTL = 1
• Priority = 3 and TTL = 3
• Priority = 3 and TTL = 4
• Priority = 1 and TTL = 2
As can be seen, they are ordered by priority from higher to lower. And then by TTL, from
lower to higher. At this point, the routing mechanism works as follows:
1. The total time available to route the packets is divided in as many slots as the packets the
packetsQueue has to sent. A random time contained in each one of these slots is calculated.
Every time one of the random times is reached, packetsQueue send the first packet to MAC
and a copy to transfersQueue.
2. Now, if the MAC is occupied when a random time arrives, the packet is sent down, regard-
less of the MAC status. As well, a copy is sent to transfersQueue.
3. If a message arrives and the packetsQueue is not empty, the AN sends to the MAC the
packet with higher priority: the one received or the first in packetsQueue. If the received
packet has less priority is ordered in queue28.
4. When the MAC sends a packet correctly, informs the transfersQueue and both delete the
message. Immediately, MAC starts the sending of any packet it had in queue.
5. If the MAC gets an error while transmitting, informs the transfersQueue. Then, both
delete the message and, if the MAC queue still have packets, a new sending starts.
28See the example where the packet with priority = 2 and TTL = 3 less important than the first in applica-
tionsQueue which has priority = 3 and TTL = 4. Hence, the first in queue is sent and the one received is ordered
in queue.
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Figure 3.26: Routing behavior on the priority oriented network. Values noted “X.Y”, whereas X
stands for priority and Y for TTL values
Finally, priority and non-priority tests will be performed to test the performance of the
model. Both tests with different TTL values. Similar values have been chosen but some have
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been slightly modified due the results obtained earlier. As follow:
• Ask packets are given priority 4; like in the forced model.
• Report packets are given:
– Priority 3 to the ones sent from nodes modes 2 and 3 as they only produce extra-
reports.
– Priority 2 to the ones sent from nodes mode 1, because they produce reports in every
period.
– Priority 1 to the ones sent from nodes mode 4, as they produce broadcasts in addition
to reports in every period. So, to the coordinator, both methods to map the MN co-
exist.
• Broadcast packets are given priority 1–3, regardless of its origin. In a carousel-like mech-
anism, like in the forced method.
Referring to TTL values, three tests performed will be set to:
• All packets with TTL = 1, in order to compare results with the base network and see how
the selected priority mechanism manages by itself.
• All packets with TTL = ∞, to try out, on one hand, how Tx success rate gets affected if
packets live longer and, on the other, how priority reacts when much more traffic is added.
• Report packets with TTL = 4 and all others with TTL = 1. The TTL selected for report
packets is the extra-report generation frequency (see page 37, under Time Values section).
Report packets can be given a longer life since the information they supply does not lose its
value from one period to another. However, as extra-report provide extended information,
seems reasonable to do not overlap them. On the other hand, a broadcast or an ask from
a former period are totally useless. This configuration value describes the desired behavior
for the network concerning to TTL. so no extra-reports could arrive after a newer one.
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3.3.4.2 Results
The figure 3.27 shows the total amount of packets received on the final destination: coordinator
for broadcast and reports, selected AN for ask for request packets. Presents the results for the
different TTL values with and without priority. In these captions, adapted TTL points to the
case where only reports have extended life29.
At first sight, it is noticeable that, extending the life of the packets via TTL, no more packets
are received. Also, that the number of packets received is independent of the use of the priority
mechanism or not. This means that packets may die in queue because had not enough time to
transmit, but because the capacity of the network in routing packets reached a maximum and
cannot cross a certain point. In fact, looking closely to the results, even it is not possible to
assure it, extending the life at maximum not only does not boost the results, but makes them
worse. Hence, network evidences be at its limit and sending more packets will only conduce to
congestion. Finally, it is interesting to point out that, although the total number of packets is
the same for same TTL values, their distribution changes when priority is used or not.
Figure 3.27: Number of packets correctly Rx at destination by types of message in the Priority
Oriented Network.
Analyzing the total number of broadcasts it is good to compare with the results of the Forced
Priority Network: a similar result has obtained but with a difference; not a single configuration
achieves to send more packets with TTL = ∞. Thus, reinforcing the idea of congestion.
As in the former example, report packets behave better when only their life is extended and
the TTL of broadcasts and asks remains the same. Compared to the case when all packets have
TTL = 1, reports have more opportunities to be sent, while the rest of the traffic keeps on the
same level; comparing to the case when all the packets have TTL = ∞, reports still have more
attempts, but have to share the channel with all the other packets which also had their life
extended. As then, only extending life of report packets, a significant profit can be attained.
29See section above for three cases defined.
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Figure 3.28: Tx success for the different types of message in the Priority Oriented Network.
Results for different TTL values and comparison between the use of the priority mechanism or
not.
Ask for request packets reach their maximum success when do not share their period with
any other packet. However, when priority is used, are the only category of messages that clearly
do not diminish their rate. This can be explained because, once the congestion point is reached,
as having secure the firsts places in queue, the probability of getting pushed out of a full queue is
really remote. Hence, the same amount of packets should be routed as the only cause of Tx error
will come from MAC30 Without this advantage, the amount of ask gets reduced, as congestion
will affect them proportionally. However, as they are round-trip messages, can suffer loss due
congestion two times: in both COM_SINKs.
In the case of the broadcasts, similar comportment is showed than the one appeared in the
Forced Priority Network. A peak can be observed when reports get their life extended
although broadcasts do not; but having always equal or lower TTL give more possibilities for this
messages to be placed first in queue. However, in this case, Tx success seems to be lower when
life is extended; so, another evidence of congestion.
FIgure 3.29 illustrates the performance of the different categories of priority under different
values of TTL.
In this case, it is remarkable the fact of the highest level of priority to do not have the
top position in means of success. But, must be remembered that only the ask packets, that are
differenced from the other kinds, make use of this high-level of priority. Also, taking the reference
table 3.1, ask packets are only sent in a particular period which is considerably emptier than
others. Hence, this figure may be taken as a maximum attainable in an scenario of congestion.
A comparable kind of packets are the extra-reports. In this scenario, packets marked as
priority 3 correspond to mode 2 and 3, which only send this kind of reports. This priority shows
a better performance than the high-level reserved to the asks. But, it is important to state that,
also, ask packets are sensibly longer31 than reports, and it was demonstrated that they have the
30Remember that, in this case, packets are not given a second opportunity once they get a MAC error.
31Can be as big as 2x. See section 2.2.2.2.1.
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same success rate having similar size. Furthermore, forward will be evinced that, may be because
of congestion, size can really matter when TTL is extended.
In any case, lower priority levels do not achieve to increase noticeably their Tx success when
using TTL adapted but decline clearly when extending life at maximum.
Figure 3.29: Tx success for the different priorities in the Forced Priority Network for different
TTL values.
When observing the broadcast packets behavior, the same pattern seen in section 3.3.2.2
appears again. At first, packets using mode 3 experience better Tx success than the mode 4
ones. The same priority for the same amount of messages of every MO is expected. Hence, the
difference must come from the fact that AN create the packets collecting the RSSI samples from
the MN depending on their id; higher ids are created later, thus, placed later in queue.
However, once the packets obtain higher TTL, their rates get equalled. This time, mode 4
gets increased and mode 3 lowered; this can be explained by congestion: if same kind of packets
have a particular loss degree, at the end, the MO that achieve to send more packets is making
the other to fail because they are dependent.
Figure 3.30: Tx success for the broadcast packets in the Priority Oriented Network. Results for
different TTL values and comparison between the use of the priority mechanism or not.
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In figure 3.31 appears the results for the report packets. Without priority, a similar pattern
appears, lower success the higher TTL, mixed with the obtained in section 3.3.2.2 due to size
and different period differences. Using priority, lower priorities, 1 corresponds to mode 4 and
2 to mode 1, show increased success with TTL adapted and lower with TTL = ∞. But in the
other MO, that use priority 3, less performance is obtained when life is extended.
Figure 3.31: Tx success for the report packets in the Priority Oriented Network. Results for
different TTL values and comparison between the use of the priority mechanism or not.
This could be seen as irrational, but is totally alike to what happens with the ask for request
packets. Even more, ask do not decrease their rate when network congests. Another fact to point
is that the success rate attained by themode 2, which packets are bigger, is lower than the mode 3.
Additionally, if compared with the level of success obtained by the packets marked with priority
3, it is considerably lower. Hence, broadcasts, which are the smallerSee section 2.2.2.2.2., must
boost the average. This evidences point to highest Tx success to smaller packets, what could
explain why ask packet, even using the highest priority, do not reach the maximum success when
compared with other priorities.
Figure 3.32: Tx success for the ask for request packets in the Priority Oriented Network.
Results for different TTL values and comparison between the use of the priority mechanism or
not.
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Finally, figure 3.32 that present the behavior described above: without priority, less packets
are received when TTL is higher, because of congestion; with priority, best results are obtained
when the packets do not share their favored period with others, although high level of priority
allows them to maintain their success even in a congested network.
3.4 Comparison and Analysis
When putting together the results obtained by the different scenarios and routing mechanisms,
some relevant aspects come afloat. Maybe the most relevant is that forcing priority is not a good
approach to implement the mechanism. It ensures that most urgent packets are served always
first; but the decrease in the capacity it introduces due to the periods the MAC is vacant existing
packets in APP queue. Its use could be increased, but the complexity of the solution, due to the
inability of accessing the MAC from upper layers, would overpass the benefits.
In the other hand, favoring priority does not affect the capacity of the network. It is a easy
solution to implement the mechanism and boost the performance of the selected critical packets
even with network congestion. However, TTL would be set carefully, as high values could cause
increased traffic and results opposed to the ones pursued.
Finally, the HCP in itself favors the Tx of certain kind of packets, like the extra-reports and
ask in this case, depending on the configuration of the phases. Leaving periods with less traffic is
also a way to give priority to the sendings of particular nodes. Hence, the specific configuration





In a network where the energy efficiency is the main focus, the configuration of the devices
should be adaptable to the environment conditions. Different levels of battery should entail
different levels of consumption: calculations for a certain precision need of a minimum amount
of energy; but, when the energy left is too low, it should be used more efficiently. As well,
different levels of congestion should imply different levels of traffic generation: high accuracy
creates high amounts of traffic; but if network is overcrowded, transmission is less successful, so
energy is wasted sending information which will never be read. Besides, lower traffic generation
may be the solution to a congested network.
HCP describes different MO, depending on the user needs: high accuracy, lower consumption
or a combination of both. Also, several parameters exist to change the frequency of message
generation, allowing to modulate those MO to the user/application needs. In this chapter,
algorithms to automatically adapt the configuration will be outlined and its consequences into
the behavior of the network will be tested.
4.1 Definition
How of a particular node is initially configured has several motivations. For example, if energy
consumption is not important and high precision is demanded, mode 4 (transmit, listen and
report) must be selected. If accuracy is important but also energy consumption, mode 3 (VIP
transmit) is a good choice. But, if energy consumption is the only essential, then election should
be mode 2 (listen and calculate). Subsequent modifications to the original selection should be
linked to those motivations, which, consequently, should be outlined into parameters that could
be defined and objectively measured. This would allow to implement an automatic process to
decide for an optimal configuration. These patterns would also be useful to restrict, from all the
possible MO, to those which accomplish the purpose needs, simplifying algorithm decisions.
Once the parameters are selected, where to measure its values has to be designated. MN by
themselves have information about their energy levels, but none about the network status. Some
parameters values may not be dependent on the network usage but stablished, or studied, by
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design (e.g. position accuracy); therefore, no devices have knowledge of them. Others may be
the result of the information from different sources (e.g. Tx success); thus, need to be joined in
particular point in order of being calculated. Finally, how to determine the optimal configuration
in every moment has to be devised. Not forgetting that not all the parameters will be collected
on the same device. Thus, how to inform MN to modify their MO must be decided.
4.1.1 Parameters of Decision
When determining which variables could be the basis of the implementation of an adaptive
configuration mechanism, its goal should be kept in mind: maintain the MN operational as long
as possible. Hence, make batteries last and communication stable. On the one hand, packet
generation must be held as low as possible, as less energy and network capacity is consumed. On
the other hand, all the precision obtainable is welcomed when positioning an object.
4.1.1.1 Energy Levels
Batteries drain faster or slower depending on the MO. Mode 4 consume more than mode 1, mode
1 more than mode 2, while mode 3 has the lowest consumption1 (see [4]). The less packets they
send, the less energy they spend; but less is the accuracy they can provide. Hence, the precision
required will constrain the minimum power demanded. However, if batteries get exhausted, the
system will supply no positioning, ergo, any precision at all.
To prevent situations like this, a change will be suggested2 when a certain charge level is
reached: when the amount of energy a MN can enjoy is not enough to maintain its operation
during a defined amount of time, the system tries to set the device in a way it consumes less.
Thus, its lifetime gets extended at the expenses of supplying, possibly, less accuracy. Otherwise,
the MN would get disconnected in less time than planned, leading to a non functioning network
or to an excessive maintenance.
Thresholds will be lower the lower consumption a MO has, being an specific attribute of
MO, as the total time a device can be operative is different depending on it. Therefore, every
time a new MO is selected, a new threshold value to use must be set. This recommendation
mechanism will work when the limit is crossed in both directions, meaning that: if batteries
deplete, a lower energy MO might be selected; if they get enough recharged, a higher energy MO
might be chosen3.
As formerly said, MN are able to measure their consumption as well as their remaining energy.
Hence, they will be the devices responsible to control this parameter. At the end of every period,
or defined interval, the MN will collect the values and compare them with the threshold set by the
1Results may depend on configuration of different parameters like active periods, frequency of report generation,
etc.
2Indeed, the change will be forced, and not suggested. But as the possible number of configurations is finite
and sequential, it could be possible that the last configuration available is already selected. So, the system can
only suggest a change, meaning that a different MO should be preferable but not selectable. This fact will be
explained afterwards when talking about modes listing and the consequence of accuracy limitations.
3As said previously, that a change is performed can not be assured due the finite configuration possibilities
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current MO. Whenever this values fall outside the MO bounds, the configuration algorithm will
be run to search if there is another configuration which adjusts better to the present conditions.
4.1.1.2 Tx Success
When trying to use the resources in the most effective way, any misuse must be removed. Since
batteries are limited, the optimal use of them must be achieved. Accordingly, a lost information
packet means energy wasted, because no profit was taken of it. So, the less successful a network
is in Tx, the more inefficient in power management it is. And, moreover, the most important
factor: an unsuccessful network could let devices unproperly communicated, causing parts of the
network to get out of service.
To avert traffic congestion, the packet generation must adapt to the conditions of the envi-
ronment. Like before, a change will be suggested when the number of failures reaches certain
level. As happened with the energy parameter, the proposal mechanism will be activated by
both of the following reasons: if network starts to get overcrowded, a MO with lower message
generation might be selected; if it allows more traffic, a MO with higher generation taxes might
be chosen.
There is no device with fully information about Tx success. Packets flow from one device
to another: so, one has information about the number of messages it sent, while the other the
number of messages it received from others. Therefore, information has to be shared between
the nodes in order to calculate a real success rate.
To simplify the process, an estimated rate will be computed instead of a real one. To perform
so, every anchor will compare the number of messages sent and the number of ACK received,
obtaining a ratio called effectiveness. Parent devices will inform by broadcasts during SYNC
phases their effectiveness to their children. In that way, the applicable ratios for those an-
chors which depend on others are calculated as the combination of them (effectivenesstotal =
̂effectivenessfather ·
̂effectivenessson). Finally, this ratio will be broadcasted to every MN in
every packet sent during SYNC phases.
Figure 4.1: Scheme of effectiveness calculation in a fictitious network. Note how the
effectiveness of an AN depends on itself and the ratio transmitted by its parent AN.
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To finish, is important to state that the value the MN will take depend on the MO used
in each moment. The reason for doing it is the different kind of message each MO perform.
Broadcasts sent from MN are listened by all the anchors reachable and a packet is created in
each of them. Reports sent from MN are also listened by all the anchors reachable, but only one
will route the packet: the one selected by the MN to do so. Hence, while MN using modes which
send only report packets (mode 1 and mode 2 ) can rely only on the ratio sent by their selected
anchor, MN using modes which send also broadcast packets must take in account the ratios of
all the anchors they listen.
How to do it could be an extensive study but, to simplify the configuration mechanism:
- The MN sending broadcasts will use the mean of the effectiveness of the AN they listen.
- The MN that only send reports will use the effectiveness of their selected ANs.
4.1.1.3 Position Accuracy
Regardless of the possible optimizations made to the configuration in order to fit MN operation
to the network status, every device has its own needs, defined on the purpose intended by the
user. The most important feature to achieve in positioning is the accuracy of the measures. As
said, all precision is welcome. So, the more concessions can be given in this particular field,
the more adaptable the configuration can be. In consequence, how different the set of possible
configurations allowed for a particular MN is from the global set will depend on how precise the
position is wanted.
Minimum accuracy allowed must be defined by the user, since is a parameter that do not rely
nor can be measured or determined by other data. Once decided, the MN is be supplied with a
sublist of the permitted configurations from all the MO possible and/or a particular threshold.
This selection must be performed by the user and can not be provided by default. Every time
a change is suggested by the algorithm, this sublist will be consulted from top to bottom to
find a better setting, which has to conform to the precision requirements. If the last MO of
the list is not reached but no others observe the accuracy threshold, the last compliant will be
selected, even if it still do not comply with the limiting energy and traffic parameters, as accuracy
limitation can not be overridden without user consent.
In conclusion, the accuracy parameter is the most vulnerable, since it is user selected and
can not be changed during the operation of the MN. Meaning that, not only limits all the
configuration decisions but also is the only nonadaptive. A too loose restriction could bring
measures not enough precise for the purpose of the devices, while a too tight one could affect the
autonomy as well as the stability of the network. For this reason, how the limitation is stablished
must not be left to fate.
4.1.2 Modes Listing
How to list and to order the possible configurations is not totally trivial. While lower battery
levels imply modes with lower consumption, lower Tx success presuppose modes with less traffic
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generation. However, modes with less consumption not always mean lower traffic and vice versa.
In addition, every kind of configuration of a MN mean a different accuracy. And as precision that
can be attained is related to the different parameters of the mode selected, not all configurations
are suitable for certain uses and must be restricted on them. Therefore, how the list is filled will
affect the performance of the network.
To make this as simple as possible, the set of MO selected for a particular MN is disposed:
• First, by existing global modes: 1: listen and report, 2: listen and calculate, 3: VIP
transmission and 4: listen, transmit and calculate. Every one of this modes has its one
distinct way to work. So, all possible subMO will be grouped in in this 4 categories.
Every subMO will be more related to the ones with it shares the same MO father than
to others. Other reason is that, if users select as default mode a particular MO, reasons
to that decision must be presupposed. Thus, putting together the similar configurations,
more probable is to stay on them with minor changes.
• Second, the 4 categories are arranged by one parameter4, for example, accuracy provided:
most precise on top (mode 4 and mode 3 ), less on bottom (mode 1 and mode 2 ). If changes
have to happen, better if they do not affect the deciding parameter acutely when selecting
a lower configuration. Another fact to take into consideration is that, maybe, user does
not want to use the best MO he can, even if it is possible. So, the MO set as default by
user sets the top of the list.
• Finally, inside each category, submodes are classified depending on the ratio of active/inactive
periods they use. In this way, each step ensures that the traffic offered to the network and
energy consumed by the MN is probaly lower5. How this ratio changes in every step and
which is the minimum possible value is user decided. Must be keep in mind that, if modes
are configured by default with a similar behavior, a too low active/inactive ratio allowed
could mean that when selecting a subMO from a different category, the consumption of
the MN could increase considerably instead of reducing. (See former footnote.)
4.1.3 Configuration Algorithm
Every time a new period starts, or a defined interval, each MN collect the energy and traffic
parameters and compare them to the thresholds marked by its current MO. Whenever one, or
both, of these values is not under the limits set, the algorithm runs over the configuration list
provided to that device, looking for a configuration than fits with the values collected. If it does
so or if the last position is reached, the algorithm returns the new configuration to use. In depth:
• (1) First, the current Tx success is evaluated. If the difference between the threshold and
the current value is higher than a certain level of hysteresis, the search starts.
4This parameter will define which is our focus: mantain traffic low, low consumption, . . .
5In fact, if configuration selected remain inside the same group of MO, consumption WILL be lower. But,
can not be assured it will be when this border is crossed. The reason is that, while in principle lower modes may
consume less resources, a subconfiguration could consume less than the default operative of the sequent mode.
Imagine, for example, that much less than half of the periods of the last setting of a MO group remain active,
while the default setting of the next one will be fully functional. Probably, in that case, next step could not be
less consuming in both energy and traffic.
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• (2) If not, if the difference between the threshold and the current value of battery level is
higher than a certain level of hysteresis, the search starts (3). Else, the current configuration
is set as the one which fits better to the current traffic and energy scenario (3) and the
algorithm returns the combination of frequency and mode that suits better (4).
• (5) If the search starts, the first mode of the list is taken and the first frequency available
is selected. In addition, the first mode is selected as the one which fit better the current
circumstances. As well, the minimum distance between the minimum value to work of
battery and effectivity of the evaluated mode and the current battery and effectivity values
of the MN is set as maximum.
• (6) For every configuration taken, the minimum level of effectivity required is compared
with the current value, and saved into a variable. If the required effectivity for the node is
lower than the current value for the MN, the saved effectivity value is set to zero (7) and
the algorithm goes to (8). Else, the algorithm goes to (10).
• The next step is to check the minimum level of battery required (8; 10) and save it into a
variable.
• (8) If the required battery level is lower than the current MN value and also was the
required value for effectivity, the current configuration is set as the one which fits better
to the current traffic and energy scenario (9) and the algorithm returns the combination of
frequency and mode that suits better (4). Else, the algorithm goes to (12).
• (10) If the required battery level is lower than the current MN value, but not the required
value of effectivity, the saved battery variable is set to zero (11). In any case, the algorithm
goes to (12).
• (12) The saved values of required effectiveness and battery are used to obtain the normalized
distance between the required and current values6.
• (13) The distance for battery and effectiveness is aggregated. If it is lower than the min-
imum calculated distance at the moment, the calculated distance is the new minimum
distance and the actual mode is selected as the one which fits better the actual conditions.
• (14) Next, the ratio of active/inactive periods is checked. If the lowest possible is not used:
– (15) if there are precision restrictions, the accuracy which would be obtained with a
lower ratio is checked. (19) If the lower configuration is enough precise, the actual
ratio is reduced and the new configuration is checked again (6).
– (19) if there are not precision restrictions, the actual ratio is reduced and the new
configuration is checked again (6).
• (17) If the ratio is not possible to be reduced, the actual mode gets analyzed. If it is not
the last on the list, the next one is taken (18) and the configuration gets checked back
again (6).
• If the given configuration was already the last allowed, then the algorithm returns the
combination of frequency and mode that suits better (4).
6The devised normalization returns a comparable and weighted value of the distance between the required
and the current MN value. This distance can only be positive and is only calculated when the current value is
lower than the minimum required. This is the reason of setting the variables to zero if they are compliant. The
normalization formula is as follows: distance = k · requiredvalue−currentvalue
maximumvalue−currentvalue
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Figure 4.2: Algorithm of adaptive configuration
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4.1.4 Case Study
Let us imagine that there exist a device that owns a configuration list like the one below.
Figure 4.3: Case study of a possible configuration list and algorithm choices.
Supposing that the levels of battery and effectiveness measured in the device where as the
ones above:
• At t1, the device operates with the first mode of the list, A, as both limits are compliant.
• At t2, the effectiveness measured would be too low to use the actual mode. Hence, the
algorithm would have to choose a new configuration. The first compliant of the list is the
one obtained reducing the frequency of the first mode at one half, A’.
• At t3, the effectiveness has still reduced a little more. Enough to cross the limit of the
effectiveness of the selected mode. The second configuration of the list, B, will be selected;
this time, without having to reduce the operation frequency.
• At t4, the effectiveness has increased but, in opposition, energy levels have reduced a lot.
Both parameters have changed considerably and a change would be desired. In addition,
one of the values is not compliant anymore. Hence, if the right thresholds are selected in
the algorithm, the new configuration taken would be the third on the list.
See that, in contrast of what happened in t2, in this case is not enough to reduce the
frequency of operation of the mode, B’. In consequence, as a compliant mode exists, a
change from B to C will happen.
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4.2 Implementation
In order to insert the procedure devised of adaptive configuration, two different mechanisms have
to be implemented: the first would be the way the MN will receive the information needed to
take decisions; the second, the algorithm of decision by itself.
4.2.1 Signaling
In the algorithm described in the figure 4.2, three parameters are used to search for a suitable
configuration: traffic in the network, battery levels and accuracy. Since the accuracy depends
on the MO in use, it is a parameter know in the MN; the same can be said about the battery
level. Nevertheless, the existence of congestion, the amount of traffic moving in the network or
the capacity the ANs have to route the packets is a total mystery. Hence, this information must
be supplied form other devices.
A parameter that is possible to calculate is the success of a Tx. Knowing how many packets
sent the origin arrive to the destination, there is possible to make an estimation of the probability
that one device has to establish communication with another device. But, this requires a lot of
information to be sent across the network. And increased signaling would mean intense levels of
traffic, higher use of energy and more processing requirements; all, consequences that the HCP
pretends to avoid as much as possible.
One solution is to implement a mechanism similar to the one described in the section 4.1.1.2.
Most of the packets in the network have one single destination: the coordinator. In the other
hand, all the traffic has to travel along of the same kind of device: the ANs. And the tree-
topology can be seen as an advantage, as only one possible path exist between two devices.
Combining this three facts it is possible to effectuate a simple estimation of how many packets
a MN could transmit.
Considering the coordinator as an end-point, the AN connected to it can approximate, very
close, their Tx success: the ratio between the packets sent and the packets acknowledged. The
same calculation can perform any other AN to know the approximated success of the Tx among
it and its AN father. A simple combination of this ratios could bring the probability of sending
a packet from one AN to another: the combination of the ratios calculated for the hops to the
coordinator could be seen as the ratio point-to-point. The problem is still how to communicate
these values between ANs.
ANs do already communicate with themselves; it is just that they do not listen each other.
During the different SYNC phases, every AN send broadcast which, thanks to the slot distribution
to do not disturb their neighbors7, should be listened, at least, to those other AN surrounding.
Here, using this broadcasts, it is possible to implement the required signaling without affect the
network operation. Even so, the only communication that can be ensured is the one among a
AN and his father. Hence, instead of taking the success of all the hops, an estimation will have
to be made only with the own Tx success and the one calculated on the AN father.
7See section 2.2.2.1.
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In this section, the modifications performed in order to calculate this ratio, called Tx ef-
fectiveness, will be explained. These will affect, in the one hand, to the default application
message, ApplPkt.msg, to transport the information; in the other hand, the APP of the MNs,
NodeAppLayer, and ANs, AnchorAppLayer.
4.2.1.1 Message parameters
Taking in account the method above, an AN will only have to broadcast its effectiveness to allow
its children to calculate theirs. In consequence, a parameter called broadcastedSuccess has
been created into the application “default message”. As the SYNC broadcasts are created in
APP, this parameter will be available to them. Since the size defined for the SYNC broadcasts
in [1] had a little margin to include more information, the packet length stipulated in the section
2.2.2.2.2 remains the same.
This is the only modification implemented on the message. The calculation and the manage-
ment of the signaling is performed inside the APP of the AN.
4.2.1.2 Application Layer
To handle the effectiveness signaling, some amendments had to be done in the APP of ANs and
MNs. On the first ones, to calculate and propagate the ratio. On the second ones, to know which
value should be taken.
4.2.1.2.1 Anchor
The modifications introduced in the ANs are:
• The creation of a parent address AN table, which links every AN to its father. In
this way, when a broadcast is received, only if the source address matches on the table with
the one of its parent, the effectiveness transmitted inside the broadcastedSuccess is saved.
• A mean circular window for the AN Tx success is implemented to soften the possible
abrupt changes in the ratio, as could happen if for one period the connection got lost.
Instead of taking the instant value, it is possible to define how many of the last periods
must be considered to calculate a mean of the packets correctly sent from one AN to its
father.
• Approximations to the ratio calculated are introduced to balance lack of sam-
ples. When the calculation starts, all the values inside the circular window are set to 18.
The reason is that, when no packets are sent, no ratio is possible to be calculated9. Hence,
the ratio is set at a value that will not affect the calculations of the child ANs, since 1 in
a multiplication does not affect the result; also, if no packets were transmitted, it can be
8The effectiveness ratio value ranges from 0 (minimum) to 1 (maximum).
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seen as “no errors occurred”. However, this solution can make the effectiveness value to be
higher than the real Tx success value10
• The effectiveness algorithm is introduced which is as simple as, in every period,
taking the value received from the parent AN in broadcastedSuccess and multiply it by the
result of the circular window. Then, the result is attached to every broadcast sent in a
SYNC phase.
4.2.1.2.2 Mobile Node
The modifications introduced in the MN are:
• broadcastOffset is a new modifying parameter added to the ones defined in section
2.2.2.2.1. broadcastOffset defines the number of consecutive periods the MN must not
send broadcasts. This parameter allows even more flexible configuration of the mobile
devices in the HCP.
• How the effectiveness of the MN is estimated had to be introduced. There are two
cases:
– If the MN uses a MO that sends broadcasts, the node estimates the effectiveness of
its Tx as the mean of all the ANs listened. The reason is that, supposing that
the same AN listened in the SYNC phases can listen the broadcasts sent by the MN,
this are the ones that will route the MN samples; hence, where traffic is created.
– If the MN uses a MO that only send reports, the node estimates its effectiveness as
the one sent by its selected anchor; the only anchor that will have to route the MN.
• The adaptive configuration algorithm is implemented, fitting to the description
realized under the section 4.1.3, in the method changeConfig. Every period after the sending
of an extra-report, the APP will call changeConfig : when the actual levels of battery and
effectiveness cross a defined thresholds, if those levels do not fit the minimum levels set
by the actual layout, the algorithm will consult the list for a more suitable configuration.
The reason to execute the algorithm after the realization of an extra-report is to be sure
that the node would have listened at least a SYNC phase to receive the effectiveness values
from the broadcasts of the ANs11.
This method depends on the use of a set of buffers that model the configuration list:
– numConfigs defines the number of configurations stipulated.
– frequency defines the amount of subdivisions of each configuration. Every frequency,
divides the cycle of one MN by 1/n.
– mode lists the MO to use by each configuration.
– centralizedMode, nmActivePhases, numInactivePhases, numSyncOffset, num-
BroadcastOffset and numReport define the parameters to use by each configura-
tion.
– energyMin and effectivenessMin define the thresholds to use by each configura-
tion. Every frequency, divides these thresholds by 1/n.
10See figure 4.4.
11For example, a MN using mode 3 configuration only listens to a SYNC phase when needs to get synchronized
and not aymore. See section 2.2.1.3.1.
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4.3 Scenarios
Once the variables and mechanisms have been defined, it is time to prove the performance of the
algorithm and its influence in the network under different configurations.
4.3.1 Common configuration
In the case of the simulations in order to test the behavior of the algorithm, the comparison
will be made between those nodes that use a fixed configuration and those who use an adaptive
one. This time, tests will be oriented into see the comportment of the devices under different
conditions instead of modifying some aspects of the algorithm, like it was in the Chapter 3.
However, the MO under use and its settings will be the same.
The parameters common tho all the devices are:
• Extra reports every 4 periods:
ieee802154Narrow.node[*].appl.reportPhases = 4
ieee802154Narrow.node[*].appl.makeExtraReport = true
• Active flag "ask for request" every 2 extra-reports:
ieee802154Narrow.node[*].appl.askFrequency = 2
• No offset periods are set between cycles:
ieee802154Narrow.node[*].appl.offsetPhases = 0
• No offset periods are set before we transmit an extra-report:
ieee802154Narrow.node[*].appl.offsetReportPhases = 0
The following parameters affect to the MN using the configuration mode 1 :
• All periods are set as active, organized in rows of 2:
appl.activePhases = 2;
appl.inactivePhases = 0
• The first of the SYNC phases of an active row is ignored:
ieee802154Narrow.node[*].appl.offsetSyncPhases = 1
The following parameters affect to the MN using the configuration mode 2 :
• All periods are set as active, organized in rows of 2:
appl.activePhases = 2;
appl.inactivePhases = 0
• The two first SYNC phases of an active row are ignored:
appl.offsetSyncPhases = 2
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The following parameters affect to the MN using the configuration mode 3 :
• Half of the periods are set as active, the other as inactive:
appl.activePhases = 1;
appl.inactivePhases = 1
The sequent parameters affect to the MN using the configuration mode 4 :
• All periods are set as active, organized in rows of 2:
appl.activePhases = 2;
appl.inactivePhases = 0
• All SYNC phases are read when the first active period of a cycle starts:
appl.offsetSyncPhases = 0
• No broadcasts are sent during the first period of a row:
appl.offsetBroadcast = 1
Since all the mode are configured to do the same tasks every two periods, the reduced modes
add two inactive periods for every reducing frequency used, while the frequency of extra-report
generation is reduced also by the same factor12.
The operative for all the four modes described is presented in the following table 4.1. The
modes marked with an asterisk represent a reduction by two on the frequency.
12A reduction by three will imply the addition of four inactive periods and the division by three of the "extra-












































Table 4.1: Distribution of the phases, per each one of the configurations defined, in one complete cycle each.
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4.3.1.1 Threshold determination
Before to develop the first test, a simulation will be performed to see the accuracy of the esti-
mation of the effectiveness, its common levels and the consumption of the modes defined above.
With the comparative of the real and the estimated Tx success it will be possible to see how
close the approximation is and, hence, validate its use. With the visualization of the common
traffic levels and the energy spending of the modes, the thresholds settings can follow the results
as a guide.
To do so, a simulation using the following network has been executed:
• 1 coordinator
• 25 AN using the topology defined in the figures 3.4 and 3.5.
• 25 MN, distributed in:
– 5 nodes mode 1 (listen and report), operating centralized, as defined in table 4.1
– 5 nodes mode 1 (listen and report), operating distributed-A, as defined in table 4.1
– 5 nodes mode 2 (listen and calculate), as defined in table 4.1
– 5 nodes mode 3 (VIP transmit), as defined in table 4.1
– 5 nodes mode 4 (listen, transmit and report), as defined in table 4.1
4.3.1.1.1 Results
A total of 100 independent repetitions of simulations comprising a total of 20 cycles, or 160
periods, have been executed. The results presented show confidence intervals which, attending












whereas x represents the value under test; zα
2
a constant, 1.96 for a double-sided confidence
interval of 95% in a normal distribution; σ is the standard deviation of the samples; n the
number of samples; and µ the mean of the samples obtained.
Figure 4.4 shows a comparison of the just implemented effectiveness ratio with the real Tx
success of AN into sending packets to the coordinator. It is noticeable the similarity between
the both values. The most interesting point is that, the higher the rates, the closer they get.
The effectiveness estimated tends to give a higher value as it was advanced, during the imple-
mentation, it could happen. The reason is the assumption of a 100% in the local success ratio
when no packets exist to be sent13. However, the approximation is that good, that can be used
to estimate the network traffic.
13See section 4.2.1.2.1.
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Figure 4.4: Comparison between real “Tx Success” and the calculated “Effectiveness” ratio in
the anchors.
A second interesting lecture comes from the shape of the Tx success of the different anchors.
Using the figures 3.4 and 3.5 as a guide, it can be seen that:
• The lower the level of a AN, the lower its success. Also, parent ANs always have higher
rates than their children.
• The inner a AN it is found inside the grid, the lower it is its Tx rate. This can be explained
because central AN can listen more devices than the AN in the bounds; hence, more
problems to transmit and more collisions can be suffered.
Figure 4.5: Energy consumed by each one of the MO in the scenario proposed.
Figure 4.5 illustrate the different energy consumed by the different nodes using the defined
MO. In this case: the nodes using more power are those using mode 4, as they sent broadcast
every 2 periods and listen 4 SYNCs to takes their measures; next come those using mode 1,
which do not sent broadcast, but listen 3 SYNC phases per report; then, mode 2 which only
listens 2 SYNCs and sends only extra-report; and, finally, mode 3, that usually do not listen to
the network and only send VIP broadcasts.
The usual levels obtained of effectiveness and the relations between the consumption of the
different MO used will determine the thresholds to use on the different configuration lists.
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4.3.2 Mixed Network
To see in which degree a network would be affected when introducing the configuration mech-
anism, a similar configuration to the one used in Chapter 3 is simulated with and without the
algorithm. Its performance has put under test, comparing the values of packets routed, Tx success
of MN, energy and effectiveness of ANs for fixed and adaptive operation.
4.3.2.1 Configuration
The following network has been executed:
• 1 coordinator
• 25 AN using the topology defined in the figures 3.4 and 3.5.
• 25 MN, distributed in:
– 5 nodes using the configuration list 1
– 5 nodes using the configuration list 2
– 5 nodes using the configuration list 3
– 5 nodes using the configuration list 4
– 5 nodes using the configuration list 5
The following configuration list is defined, using the modes defined as in the table 4.1:
• Configuration list 1:
1. mode 1, centralized. Effectiveness threshold: 0.5; Energy threshold: 0.55
2. mode 3. Effectiveness threshold: 0.75; Energy threshold: 0.2
• Configuration list 2:
1. mode 2. Effectiveness threshold: 0.3; Energy threshold: 0.35
• Configuration list 3:
1. mode 3. Effectiveness threshold: 0.75; Energy threshold: 0.2
2. mode 1. Effectiveness threshold: 0.5; Energy threshold: 0.55
• Configuration list 4:
1. mode 4. Effectiveness threshold: 0.85; Energy threshold: 0.75
2. mode 1. Effectiveness threshold: 0.5; Energy threshold: 0.55
3. mode 3. Effectiveness threshold: 0.75; Energy threshold: 0.2
• Configuration list 5:
1. mode 1, distributed-A. Effectiveness threshold: 0.3; Energy threshold: 0.55
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2. mode 2. Effectiveness threshold: 0.3; Energy threshold: 0.35
The number of frequencies allowed to use is 2: normal operation and reduced to one half.
The effectiveness thresholds are set taking in account usual levels of the value in figuresuc-
cessVSeffectiveness. The energy thresholds, using the relations obtained from the consumptions
id figureenergycons1. Battery is modelled lineally and with a capacity that depletes until the 5%
for the mode 4.
4.3.2.2 Results
A total of 100 independent repetitions of simulations comprising a total of 20 cycles, or 160
periods14, have been executed. The results presented show confidence intervals which, attending












whereas x represents the value under test; zα
2
a constant, 1.96 for a double-sided confidence
interval of 95% in a normal distribution; σ is the standard deviation of the samples; n the
number of samples; and µ the mean of the samples obtained.
At the first glance, figure 4.6 shows a diminution in the total amount of packets routed when
the decision engine is used. It represents the quantity of packets received by the AN from the
MN that must cross the network in order to reach its final destination. This is the reason of no
entry for the nodes with id 5–9, since they work in mode distributed-A and the final destination
is always its selected AN. The biggest differences are experienced by the mode 4, ids 20–24, and
the smallest by the mode 2, ids 10–14. Forward, it will be explained that how different behave
fixed and adaptive configurations depend, mainly, on how tight the thresholds are set and, also,
how much a MN is forced to change its configuration.
Figure 4.6: Number of packets routed per node when configuration is fixed or adaptive.
1410 cycles and 160 periods, taken the modes reduced to one half.
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Figure 4.7: Comparison of the success the MN had into transmit their packets when using fixed
or adaptive configuration.
Figure 4.7 presents the real Tx success rate measured for each one of the MN, from AN
origin of the route to final destination. As happened before, no entry is presented for nodes 5–9,
since the same amount of packets received at their selected AN happen to be arrived to its final
destination. Although it is not possible to assure nothing, it is true that values show an increase
when adaptive configuration is used. In rigor, for some MN certainly presents an advantage: for
those modes which sent broadcasts, mode 3, 15–19, and 4, 20–24. This is a consequence of the
high quantities of traffic generated by these modes15; when there is a change in configuration, a
big difference in message generation is seen, at least in this scenario. As traffic drops, congestion
can disappear if it were to exist.
Finally, a linkage between the id of the nodes sending broadcasts an their success is revealed.
This is a consequence on how AN creates the packets reporting RSSI samples from MN to the
coordinator: created and placed in queues by id order. This is the only reason and will be
explained in detail in Appendix B.
Figure 4.8: Comparison of the energy consumed per node when the configuration is fixed or
adaptive.
15In section 3.3.2.2 was shown that a MN broadcasts creates about 6 packets.
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Figures 4.8 and 4.9 are, in the one hand, directly linked; on the other hand, proving that the
battery model used is connected to the reality.
The first one, shows the total amount of energy consumed by each one of the nodes, comparing
between using or not the decision engine. This is are real measurements taken by the capture
of the times defined in section 2.2.2.3 and its translation to energy values. The figure presents
bigger differences in those MN that also had higher divergences on other parameters: firsts mode
4, lasts mode 2. Nodes using mode 1 distributed-A, 5–9, behave the same than the mode 1
centralized, 0–4; reasonable, since the only difference among them is who receives finally their
sendings and no energy is consumed from the MN for routing. Differences are related again to
how rigid the limitations of battery and effectiveness of the configuration list are set and how
forced the MN are to change their behavior; in this case, it is directly connected, since as will be
seen, under this scenario, nodes always take configurations with lower consumption.
The second one shows the battery level remaining for each MN at the end of the 160 periods.
Proves that the model used to reproduce the battery is coherent with reality. Those nodes that
consumed less, save more energy; those experienced biggest changes, also experience biggest
differences; and finally, consumption is directly proportional to the levels of battery. Finally, just
point that, as desired in the scenario design, the remain level of battery for the mode 4, 20–24,
when fixed is exactly the 5%.
Figure 4.9: Comparison of the battery remaining at the end of the simulation, per node, when
the configuration is fixed or adaptive.
Graph below displays how many time a node has had to check for a new configuration;
this means, the values of effectivity and/or energy went out of the margins of an hysteresis
defined. When a search is performed, the hysteresis gets centered to the values of effectiveness
and battery in that moment. Hence, only when a change in effectivity is higher of a 10% or 5%
in battery, the decision engine will check again for a suitable configuration. However, a look-
up not always means a change in the configuration; only that decision parameters changed too
much since the last time a configuration was sought. This is why the number of changes applied
do not correspond with the amount of searches. In this case, a change can be optimal, if new
configuration respect both thresholds; or sub-optimal, if the configuration has the effectiveness
or/and energy threshold limits surpassed by the actual network values.
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Figure 4.10: Amount of times a better configuration has been searched and the times it
changed.
By the number of searches, two groups can be determined. The first group coincide with the
devices that do not transmit broadcasts, 0–14; the second, with those who do it, 15–24. Firsts
seek more times a new setup than the seconds. The reason comes from how the MN estimate
their own effectiveness16: mode 3 and 4 take the mean of the AN listened. Hence, a single
change in one of the ANs do not affect their measure as much as it does for mode 1 and 2.
In consequence, less times effectiveness change enough from last look-up to cross the defined
hysteresis. Further, a detailed analysis by nodes will manifest this effect.
By the number of changes, it can be said that there is a relation in how high are set the
minimum limits for the decision parameters with the average of changes needed to perform to
respect them. Mode 4 which had the tighter restrictions (EFF17: 0.85; EN18: 0.75) performs
more revisions of its setup; Mode 2 (EFF: 0.3; EN: 0.35) never has to alter its configuration.
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To finish, some MN have been randomly elected to make a detailed analysis on how the
algorithm works. One for each configuration list, every example may or may be not be represen-
tative of the rest of the MN using that list. Anyhow, this is not the main goal; it is to see how
configuration of thresholds affect to the decision engine and see how it works.
Figure 4.12: Evolution of the effectivity, battery levels and their respective thresholds for a
particular MN using MO 1.
The first device to analyze uses the configuration list 1. In figure 4.13 can be seen that all
changes are within the mode 1 and the mode 1*, the same but with operation frequency reduced
to one half. In figure 4.12 gives the reason: firsts changes are caused by the variation of the
effectiveness (EFF: 0.5); the last, because the battery reached the minimum level for the mode 1
(EN: 0.55). Discontinous lines labeled as thresholds represent the upper an lower limits for the
hysteresis value. It is perceived how, when one of the values crosses the bounds, the next period
presents the hysteresis recalculated. Also, that only when effectiveness or battery level surpass
that hysteresis, a change is produced; even if one or both of the values is not compliant.
Figure 4.13: Evolution of the selected MO related depending on the effectivity and battery for
a particular MN using MO 1.
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It is appreciable how much the effectiveness measured changes its value. In this case, the
node uses modes that never send broadcasts and, thus, take its estimation directly from the
value supplied by its selected AN. Forward will be exhibited how modes with broadcasts see
their effectiveness rate much more stable due to its calculation procedure.
Figures 4.13 and 4.14 show the same data but for a mode using the configuration list 5. In
this case, the only single change is produced at the end because battery gets exhausted and with
a level lower than the mode 1A limit (EN: 0.55). In this case, the MN does not get affected by
the effectiveness values, as the node maintains a rate always higher than the minimum (EFF:
0.3).
Figure 4.14: Evolution of the effectivity, battery levels and their respective thresholds for a
particular MN using MO 1A.
Figure 4.15: Evolution of the selected MO related depending on the effectivity and battery for
a particular MN using MO 1A.
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Figure 4.16: Evolution of the effectivity, battery levels and their respective thresholds for a
particular MN using MO 2.
Figure 4.17: Evolution of the selected MO related depending on the effectivity and battery for
a particular MN using MO 2.
The third case is for a device using the configuration list number 2. In this case, the node
does not change its configuration in any case. It is true that, with the levels of consumption
(also low EN: 0.35) and the minimum effectiveness of the mode (EFF: 0.3) would be difficult
a change to be produced. Its measured effectiveness also fluctuates heavily, as it was with the
former examples, since it uses only one AN to estimate the value.
It is interesting to point out that, at the moment, the decision engine never had to take the
decision of having to change from a MO to another. Only a reduction in the frequency has been
applied. In the one hand, too much should be reduced the effectiveness rates to force a change,
since reduce the frequency implies to reduce the traffic and, hence, affect exactly the half to the
network.
This is why EFFs are reduced by the same factor than the frequency, because are not related
to a real parameter but to an impression of how bad should be the Tx success to consider that a
change in the operation could reduce congestion. Hence, it is decided that modes with a heavy
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message generation should change first their MO or reduce their traffic.
On the other hand, the simulation is too short for, once the operation is reduced, consume
enough battery to cause a violation of the EN.
Figure 4.18: Evolution of the effectivity, battery levels and their respective thresholds for a
particular MN using MO 3.
Figure 4.19: Evolution of the selected MO related depending on the effectivity and battery for
a particular MN using MO 3.
Figures 4.19 and 4.18 present the evolution in time of the decision parameters and the mode
configuration, respectively, for a node using the configuration list 3. In this case it is very difficult
that, with the low consumption of the mode 3 19 can cause the battery to deplete enough to cause
a change (EN: 0.2). So, the only cause of change is the effectiveness rate.
It is interesting to point that that, in contrast with modes without broadcast, mode 3 have
a plain comportment of its effectiveness rate. Once the value reached a certain level, do not
fluctuate heavily around that point.
19Consult figure 4.5.
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Exactly the same evidence can be signaled in the next example. Figures 4.20 and 4.21 present
the results for a device using the configuration list 4. Mode 4 also sends broadcasts, thus, the
effectiveness is estimated as the mean of the listened AN. This is the cause of the low variation,
since an important change would require at least one of the following causes: two few AN listened
or the variation in all the AN surroinding.
Figure 4.20: Evolution of the effectivity, battery levels and their respective thresholds for a
particular MN using MO 4.
Figure 4.21: Evolution of the selected MO related depending on the effectivity and battery for
a particular MN using MO 4.
Finally, just highlight that the node uses during a really short time the very first configuration
of the list. Since its thresholds are really restrictive (EFF: 0.85; EN: 0.75) any incidence in the
network or the operation during a certain time will push the device to a lower layout.
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4.3.3 Single Configuration
In order to see the operation of the algorithm in detail, a network implemented by MNs using the
same configuration working until their battery gets depleted has been simulated. In this case, in
addition to the parameters analyzed before, an analysis in detail of the patterns of decision has
been realized.
4.3.3.1 Configuration
The following network has been executed:
• 1 coordinator
• 25 AN using the topology defined in the figures 3.4 and 3.5.
• 20 MN using the next configuration list:
1. mode 4. Effectiveness threshold: 0.8; Energy threshold: 0.75
2. mode 1. Effectiveness threshold: 0.5; Energy threshold: 0.55
3. mode 3. Effectiveness threshold: 0.7; Energy threshold: 0.2
4. mode 1*. Effectiveness threshold: 0.25; Energy threshold: 0.275
5. mode 3*. Effectiveness threshold: 0.35; Energy threshold: 0.1
The number of frequencies allowed to use is 1; hence, the default operation described in the
table 4.1 will be always used.
4.3.3.2 Results
A total of 10 independent repetitions of simulations comprising a total of 1136 periods, have been
executed. The results presented show confidence intervals which, attending to the realization












whereas x represents the value under test; σ is the standard deviation of the samples; n the
number of samples; µ the mean of the samples obtained; and zα
2
a constant, that is equal to:
• 1.96 for a double-sided confidence interval of 95% in a normal distribution, where the mean
of the samples of the 20 nodes in the 10 simulations is taken;
• 2.282 for a double-sided confidence interval of 95% as stated in T-Student tables for the
nodes values, where only 10 samples for each are taken and approximated to a normal
distribution;
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Figures 4.22 and 4.23 present the evolution of the parameters of decision and configuration
modes taken, respectively, in a randomly selected device in one of the simulations performed.
Figure 4.22: Evolution of the effectivity, battery levels and their respective thresholds
Figure 4.23: Evolution of the selected MO related depending on the effectivity and battery
The scenario proposed creates, in purpose, a congested network by the use of several devices
using the MO with highest packet generation rate. It can be seen how the MN tries to adapt
during the first phase of the simulation changing to the mode 1 configuration, which only send
reports to reduce the traffic. On a second phase, when the energy disposed is to low to still use
the mode 4, the changes are done between mode 3 and 1*. On a third, mode 3 can only change
to its reduced version 3*, since battery levels are too low to allow mode 1. Finally, the mode
with less consumption, 3* is used when batteries arrive to their reserve until they get completely
depleted.
It is interesting how the curve of battery takes a lower slope the lower their level is. This
demonstrates that the decision engine tries to adapt the configuration to the resources available.
In addition, see how the effectiveness varies less during the use of a broadcast mode (for example,
a short period after 100 s, when mode 3 is selected). However, this will be presented in detail in
figure 4.24.
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Figure 4.24: Effectiveness for the different ANs listened in the MN of the example. MN
effectiveness approaches to the mean of the samples when using a mode which sends
broadcasts. Otherwise, takes the effectiveness of its selected AN.
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In the last page are represented the effectiveness of the seven AN the selected MN listens to.
In addition, the last of the graphs depict the result of making the average of the effectiveness of
those ANs. The effectiveness calculated in the MN is superimposed on the figure of the mean an
onto the figure of Anchor 6, its selected AN.
Here it is evident when the MN estimates its effectiveness as the mean of the listened AN
and when does only take the value of one of them. The instants the device uses mode 1 or 1*,
MN effectiveness match with the one of the anchor 6, as it should by implementation.
Notice how effectiveness of AN fathers affects the rate of their children20. Also, how abrupt
are the changes in the rate. This behavior can be changed by the enlargement of the window
where last values are saved in order to perform the calculation. A longer mean period can soften
the peaks; but can also make the rate to diverge from the real Tx success.
Finally, just some figures to show up how the algorithm achieves to boost the performance
of the devices.
Figure 4.25: Number of packets routed per node when configuration is fixed or adaptive.
In first place, the figure 4.25 presents how, with the same amount of energy, the MN are able
to send, taking the mean, up to the double of messages when adapt their configuration. It is a
big improvement, since more messages are related to the level of precision a device can obtain.
This increase can be explained by the use of MO that consume less energy while produce the
same levels of traffic and accuracy (i.e. mode 3 ).
A second improvement is the time the MN stay operative, as shown in figure 4.26. Taking the
value of the mean, up to 4 times the duration of the battery compared with fixed configuration.
As was displayed in figure 4.22, the decision engine achieves to adapt the consumption to the
energy resources, taking in account the shape of the curve of the battery level.
20Consult figure 3.4.
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Figure 4.26: Amount of time a particular node has been operative when configuration is fixed
and adaptive.
A third success is the improvement of the effectiveness measured at the ANs, as seen in figure
4.27. The rate doubles for those devices that had less success. This proves how the mechanism
prevents congestion, relieving those ANs suffering problems by forcing the MN affecting to reduce
their traffic. In this way, not only those AN and all their children see how their chances of
communication increase.
Figure 4.27: Comparison of the effectiveness measured in the AN when the MN use a fixed or
adaptive configuration.
Finally, the figure 4.28 presents the real Tx success per each one of the nodes. In this case,
a total of 30 repetitions of the same simulation have been performed to reduce the confidence
intervals. Hence, the zα
2
constant is equal to 2.042.
All the MN obtain better success21, meaning that, not only live longer and make a more
efficient use of energy, less battery is wasted in unsuccessful transmissions. Hence, it is proven
21Note that nodes suffer different rates depending on their id. Please, consult Appendix B to obtain more
information about.
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that the decision engine under test attained to improve the operation of the MN if the precise
configuration is set.
Figure 4.28: Comparison of the success the MN had into transmit their packets when using
fixed or adaptive configuration.
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Chapter 5
Conclusions and Future Work
In the present project, the implementation of a mechanism to allow adaptive configuration to
devices using the HCP framework is deployed. The configuration attempts to adapt the operation
of the network to fit in every moment the conditions presented. Two ideas have been devised
in order to achieve this goal: the introduction of QoS mechanisms, via priority assignation, to
ensure the communication of the critical devices; the other, the creation of a decision engine to
choose, from the different MO defined in the protocol, the layout that permits to suit the traffic
and energy limitations.
The first mechanism introduced four different levels of priority, allowing to define those packet
which would be served first in queues. In addition, provided a second parameter, TTL which
permitted to extend the time a packet can stay on route; moreover, providing a second level of
priority, telling which packets are more urgent.
The second engine, using a very simple algorithm, tunes the parameters of the MN to adapt
their functioning to their state and the condition of the network. Chooses configurations with
lower consumption if energy decreases and modes with less traffic generation if there are signs
of congestion. Also, a signaling system had to be created to provide the required information to
be able to take decisions.
5.1 Conclussions
While forcing priority showed poor performance in Tx when compared to the basic routing, to
favor the delivery of more important packets do not affect the capacity of the network. The
mechanism showed improvements in the success of the packets marked with higher priorities and
extended life. It prevents failure in congestion environments and secures a minimum rate for
critical messages.
However, the parameters must be adjusted carefully, since poor priorities can affect badly on
Tx success and too high TTL can fill the network with zombie packets. In fact, attention must
be given to the configuration of the parameters devised in the HCP to adjust the different MO
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as the adequate settings can provide increased safety to certain kind of packets.
The decision engine showed up to produce great improvements in terms of energy and network
stability. With the correct configuration, the algorithm adjusts the MN operation to the network.
Devices now can live longer, Tx more efficiently and adapt their traffic to the capacity of the
system.
Finally, the signaling implemented, without adding complexity, provides close information
of the status of the network. Moreover, without adding traffic, disturbing the operation of the
devices nor requiring special computing needs.
5.2 Future Work
In the present thesis, an extensive study has been performed of the HCP in order to find ways to
improve their operation via possible configurations. However, the time provided and the main
goals to achieved have left some enhancements, tests or modifications to deploy:
• Real network definition. A real framework would provide a basis where to test different
sets of configurations to find the best cases in every circumstance.
• Adapt the structure to the topology would prevent central AN to present worse results
in Tx success. Limiting the number of children to certain nodes would prevent bottlenecks.
• Multi-path implementation could avoid the lack of communication of devices in lower
levels when an AN on top has problems.
• Link MN association to AN success would balance the occupation of the different
routing points and distributing the traffic in a better way.
• Adaptive hysteresis. If certain variables vary too much between the same values, hys-
teresis thresholds should be increased to discourage continuous MO changes.
• Test the performance of both mechanisms used together and see how priority gets
affected, since depends on the MO configured.
• Introduce mechanisms to reduce the traffic network recognizing, and deleting, re-
cent retransmissions or putting together packets to route to the same destination (i.e.




The present essay present results obtained through the simulation of a modeled network. This
network model tries to reflect the behavior of a WSN using the HCP over the IEEE 802.15.4b
standard. The operation of the model replicates the real network via small modules that perform
the functioning of small parts of a device or one abstract layer. The cooperation of these different
modules and the use of random generators creates an structure that looks, reacts and works as
the real network. In this case, the network simulator used is the version 4.0 of the Omnet++
environment employing different modules developed over a project designed as MiXiM.
This chapter only pretends to give an simple view of the framework used in order to under-
stand how the model of this thesis was implemented. Readers interested in the tool can find a
information about the Omnet++ project and manuals at [5].
A.1 Omnet++
Omnet++ is a workbench that uses the object-oriented C++ language to describe components
that work in the discrete domain. Each component is formed by simple modules, each one doing
an specific task, written in NED, a high level language. Every simple module has defined their
input and output gates, which are used to interchange messages with other modules. It is possible
to define as well other parameters relative to the operation of the module. Every simple module
is encoded in a .ned file.
By the interconnection of different simple modules are created the compound modules. Every
simple module interacts with the others exchanging messages, that cause a reaction on the
receiver. Each module has an specific task that models the behavior of a network component
(splitter, router, server, . . . ). It is possible to define in the same module different processes
depending on the message received. Every module can modify, delete or create a message.
The structure of a module look always similar, as they inherit from the same class: cSimple-
Module.
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Figure A.1: Scheme of one Omnet++ module.[1]
The modules define their comportment by means of the definition of a series of methods in
C++ language. To introduce a new mechanism, only the writing of a new function is required.
However, all the modules share, at least the following methods:
• initialize which is called at the beginning of the simulation to initialize the values of the
variables needed.
• finish which defines what to do when the simulation ends. Normally use to collect statistics
and kill any waiting process.
• handleMessage which defines the behavior of the module at the reception of a message.
• scheduleAt used to set temporal events, useful to model, for example, process times.
• encapsMsg/decapsMsg used to encode/decode the messages to/from other modules.
• sendUp/sendDown used to send a message forward/backward through the gate defined
in the module.
The simulation process can be run on a graphic interface or with a terminal and both conduce
to the same results. The mechanism to reflect the operation of a real network is quite simple: all
the modules run independently and in concurrence, interchanging messages that can be generated
at fixed or random times, using probability models. How each module is connected and how
behaves is up to user definition.
The nature of the simulation messages sent between the different modules can also be defined
in .msg files. This messages inherit from the class cMessage and on them can be defined param-
eters as the size, headers, payload, etc. Any additional value can be attached by the definition of
a C++ variable. After the compilation of the network framework, the handling methods for this
message are created too; mainly, two functions are created for each parameter on an structure
like setParameter and getParameter, where “Parameter” is substituted by the name defined for
the value created under the .msg file.
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The conditions of a simulation are defined on a initialization file called omnet.ini. In there,
can be set the different variables that could be defined in the .ned files that describe the simple
modules. Different simulation initializations can be saved on the same file, allowing to test
different the network under different conditions without having to change all the code that
describe the modules behavior just using the appropriate variable definition on the .ned files.
Statistic are obtained with the execution of a method called recordScalar, to obtain scalar
values. This method is usually called in the finish method. As the modules are modeled by a C++
code, any value of interest can be saved into a variable. Finally, with the use of recordScalar,
each variable can be linked to a legend and finally stored in a .csv file, a kind of plain-text
spreadsheet.
A.2 MiXiM
The MiXiM project incorporate a bunch of modules already defined for the study of, principally,
wireless networks. Some standards are defined; within them the IEEE 802.15.4, the one the
HCP works over. Some modifications were made on the modules that define the connection
and mobility models, the MAC layer and the packet structure. This modifications reflect the
behavior described under the chapter 2 of this thesis and can be found with a deeper description
under the section 4.1 of [1].
Figure A.2: Scheme of a node using the MiXiM modules. The modified modules are marked, as
well as the new layers introduced and described in section 2.2.2.[1]
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The main modifications relate to the ability of CSMA1 disabling, the creation of extended
control messages to inform about errors in the MAC layer, the mechanism of distribution of the
network and group of flags added to the default message in order to control number of backoffs,
the general request information mechanism and the new addressing format.
Just to have a quick view on how the devices are assembled using the MiXiM framework, the
former figure A.2 is attached.
As always, the review of [6] is encouraged for an extended information about MiXiM. However,
all the basic information needed in order to understand the future analysis is already described
in the present work.
A.3 HCP
The description of the HCP is well defined under the section 2.2. In there, the behavior of the
nodes, the different kinds of devices used, types of configuration, parameters, etc. can be found
with an extensive explanation. Here are presented the diagrams of functionality of the three
main categories of devices implemented, MN, AN and coordinator, to have a quick idea of how
are implemented in modules and see their main methods.
However, under [1] can be consulted further information over this implementation. These
diagrams are offered here as a reference guide to follow the subsequent modifications executed
under the chapters 3 and 4.
1Carrier Sense Multiple Access
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Figure A.3: Diagram of module assembling in an MN. The comportment is described in section
2.2.[1]
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Figure A.4: Diagram of module assembling in an AN. The comportment is described in section
2.2.[1]
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Effects of the Id number in Success
It has been commented during this thesis that those MN using broadcasts in their operation suffer
of different Tx success rate depending on their id. The explanation comes from how the ANs
generate the packets where the RSSI collected from the MN broadcasts are collected. Because
this operation is implemented via an for-loop, the packets proceeding from MN with a lower id
are created first and put into queue to be transmitted. This is the simple reason.
However, to see how this parameter is affected, two simulations have been performed to show
how this influence does not depend on MO or any other parameter. Those two simulations take
the scenario described in section 4.3.2:
• 1 coordinator
• 25 AN using the topology defined in the figures 3.4 and 3.5.
• 25 MN, distributed in:
– 5 nodes using the mode 1
– 5 nodes using the mode 1A (5–9)
– 5 nodes using the mode 2 (10–14)
– 5 nodes using the mode 3 (15–19)
– 5 nodes using the mode 4
The only difference comes from the different id of the nodes mode 4. In the scenario A, are
placed last with ids (20–24); in scenario B, are placed first (0–4), interchanging positions with
the nodes mode 1.
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Figure B.1: Comparison of the success the MN had into transmit their packets when using
fixed or adaptive configuration.
Figure B.1 shows how success only depend on the id when broadcasts are sent. In the scenario
B, nodes (20–24), using mode 1, achieve higher Tx rates than the ones placed in (15–19), using
mode 3. In fact, the rates of nodes using mode 1 are similar to the emphmode 2; hence, no id
influence exists when no broadcasts are transmitted. Comparing mode 4, now placed first, with
mode 3, placed behind, firsts achieve higher Tx success.
Figure B.2: Comparison of the success the MN had into transmit their packets when using
fixed or adaptive configuration.
To prove the premise, nodes have been reordered in two ways. In the figure B.2, nodes of the
scenario B are placed in the same order than in the Scenario A. The nodes mode 1, ids (0–4),
and the nodes mode 2, ids (10–14), presented now the same comportment in both scenarios, but
the results for the mode 3 and 4 are totally inverted.
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Figure B.3: Comparison of the success the MN had into transmit their packets when using
fixed or adaptive configuration.
To see that what matters is the order, in figure B.3 nodes are ordered depending of the main
traffic they send. Also, mode 1A is swept out from the graph, since no data is supplied. Mode 1
and 2 are considered to mainly send reports; mode 3 and 4, to send mainly broadcasts. They
are placed using this concept; maintaing the order of the scenario A, the scenario B is sorted:
first mode 2, then mode 1, mode 4 and finally mode 3, as they were placed comparing to their
relatives. In this case, the shape agrees totally in both scenarios, confirming that, when sending
broadcasts, MN with lower id obtain better results.
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Appendix C
Organization of the Materials
In the given CD are found the documents consulted, the results obtained, the figures presented
and the implementation created in the present work. Due to the size of the files, they are
presented into five different compressed files:
• Under Bibliography.zip can be found the documents consulted to obtain the information
needed to get a basis of the project.
• Under Code.zip can be found the different compilations used for the deployment of the
framework explained.
• Under Samples.zip can be found the results obtained from the simulations performed
under the different scenarios.
• Under Figures.zip can be found the images, spreadsheets and graphs obtained from the
results.
• Finally, under Latex.zip can be found the files which conform the present compilation for







ATM Asynchronous Transfer Mode
BE Backoff Exponent
CAF Channel Access Failure
CCA Channel Clear Assessment
CD Compact Disc
CSMA Carrier Sense Multiple Access
CSMA/CA Carrier Sense Multiple Access / Collision Avoidance
Distributed-A Distributed anchor
DSSS Direct Sequence Spread Spectrum
EFF Effectiveness Threshold
EN Energy Threshold
FFD Full Function Device
FIFO First in, first out
HCP High Configuration Protocol
id Identification number
IP Internet Protocol
IEEE Institute of Electrical and Electronics Engineers
LAN Local Area Network
LR-WPAN Low Rate Wireless Personal Area Network
MAC Medium Access Control
MATLAB MATrix LABoratory
MN Mobile Node
MO Mode of Operation
NB Number of Backoffs
PAN Personal Area Network
PC Personal Computer
PDA Personal Digital Assistant
PHY Physical Layer
PSTN Public Switched Telephone Network
QoS Quality of Service
RFD Reduced Function Device
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TCP Transmission Control Protocol
TTL Time to Live
Tx Transmission
uC Microcontroller
VIP Very Important Priority
WSN Wireless Sensor Network
WPAN Wireless Personal Area Network
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