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SUMMARY
We study the validity of the pairs bootstrap for lasso estimators in linear regression models with random
covariates and heteroscedastic error terms. We show that the naive pairs bootstrap does not provide a
valid method for approximating the distribution of the lasso estimator. To overcome this deficiency, we
introduce a modified pairs bootstrap procedure and prove its consistency. Finally, we consider the adaptive
lasso and show that the modified pairs bootstrap consistently estimates the distribution of the adaptive
lasso estimator.
Some key words: Heteroscedastic regression model; Lasso estimator; Pairs bootstrap.
1. INTRODUCTION
Consider the linear regression model
yt =
p∑
i=1
βi xt,i + t (t = 1, . . . , n), (1)
where yt is the response variable, xt = (xt,1, . . . , xt,p)T is a vector of covariates, t is the error term, and
β = (β1, . . . , βp)T is the unknown parameter of interest. Throughout the paper, we assume that p is fixed
while n is large. Furthermore, we assume that the covariate vector xt is random and that the error term
t may be related to xt .
In the first part of the paper, we focus on the lasso estimator
βˆn = argmin
u
n∑
t=1
(yt − uTxt )2 + λn
p∑
i=1
|ui |, (2)
where λn > 0 is a tuning parameter. Since its introduction by Tibshirani (1996), the lasso has been widely
used for point estimation and variable selection. In several settings, it may be preferred to alternatives such
as the least-squares estimator; see, e.g., Bu¨hlmann & van de Geer (2011).
Knight & Fu (2000) derived the limit distribution of the lasso estimator in linear regression mod-
els with nonrandom covariates and homoscedastic error terms. Wagener & Dette (2012) extended the
results of Knight & Fu (2000) by considering heteroscedastic error terms. Using similar arguments, we
derive the limit distribution of the lasso estimator in linear regression models with random covariates
and heteroscedastic error terms. In particular, we show that under some regularity conditions, the law of
Tn = n1/2(βˆn − β) converges weakly to that of T = argminu R(u), where R(u) is a random process. As
highlighted in Chatterjee&Lahiri (2011), limit distributions of this form are quite complicated, and in prac-
tice bootstrap procedures may provide better approximations of the sampling distribution of lasso statistics.
In this setting, a standard procedure is the pairs bootstrap; see, e.g., Freedman (1981). Let (z1, . . . , zn)
be the observed data, where zt = (yt , xTt )T. The pairs bootstrap constructs random samples (z∗1, . . . , z∗n) by
selecting from (z1, . . . , zn) uniformly with replacement. Let βˆ∗n be the solution of (2) based on a bootstrap
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sample. The pairs bootstrap approximates the sampling distribution of Tn with the conditional distribution
of n1/2(βˆ∗n − βˆn) given the observations (z1, . . . , zn). In this paper, we show that this approach does not
consistently estimate the distribution of Tn , and we identify two different reasons for its failure. First,
the regression parameter β satisfies the population moment condition E{(yt − xTt β)xt } = 0, but E∗{(y∗t −
x∗Tt βˆn)x
∗
t } |= 0, where E∗ denotes the expectation with respect to the distribution of the bootstrap sample
conditional on the original sample; therefore, the bootstrap moment condition based on the lasso estimator
does not correctly mimic the population moment condition. Second, the lasso estimator does not identify
the signs of zero coefficients of the regression parameter with sufficiently high probability; because of
this inaccuracy, the bootstrap lasso estimation criterion does not properly penalize zero coefficients of the
regression parameter.
To overcome these problems, we introduce a modified pairs bootstrap procedure. First, we recentre the
bootstrap statistic with respect to the least-squares estimator β¯n instead of βˆn . The least-squares estimator is
defined as the solution to (2) with λn = 0, and β¯n satisfies E∗{(y∗t − x∗Tt β¯n)x∗t } = 0. Therefore, the least-
squares estimator correctly mimics the population moment condition E{(yt − xTt β)xt } = 0. Second, we
replace the standard lasso estimation criterion with an adjusted bootstrap lasso estimation criterion that
properly penalizes zero coefficients of the regression parameter. With these corrections, we show that the
modified pairs bootstrap consistently estimates the distribution of Tn .
In § 3, we focus on the adaptive lasso estimator
βˇn = argmin
u
n∑
t=1
(yt − uTxt )2 + λn
p∑
i=1
λn,i |ui |, (3)
where λn > 0 is a tuning parameter, and λn,i = |β¯n,i |−1 with β¯n = (β¯n,1, . . . , β¯n,p)T. Zou (2006) showed that
in linear regression models with nonrandom covariates and homoscedastic error terms, the adaptive lasso
performs valid model selection and estimates nonzero coefficients of the regression parameter with the
same efficiency as the least-squares estimator on the true subset model. Wagener & Dette (2012) extended
the results of Zou (2006) by considering heteroscedastic error terms. Using similar arguments, we show
that the adaptive lasso also has these properties in our setting. Furthermore, we study the validity of the
pairs bootstrap in approximating the sampling distribution of n1/2(βˇn − β), and show that the modified
pairs bootstrap consistently estimates the distribution of the adaptive lasso estimator.
Recently, many authors have proposed inference procedures for lasso estimators. Some rely on resam-
pling methods, such as Chatterjee & Lahiri (2010, 2011, 2013) and Minnier et al. (2011). Another class of
procedures considers a desparsification approach, which removes the bias introduced by shrinkage and
constructs appropriate approximate inverses of the empirical Gram matrix; see, e.g., Zhang & Zhang
(2014) and van de Geer et al. (2014). Lockhart et al. (2014) proposed a covariance statistic for testing
the significance of predictors, and in a 2014 unpublished paper J. Taylor, R. Lockhart, R. J. Tibshirani
and R. Tibshirani (arXiv: 1401.3889) introduced a new class of test statistics for forward stepwise and
least-angle regression that produces exact post-model-selection p-values. Our work is mostly related to
that of Chatterjee & Lahiri (2010, 2011), which focuses on the residual bootstrap for homoscedastic linear
regression models. Our results supplement their findings by studying the validity of the pairs bootstrap for
more general heteroscedastic regression models.
2. PAIRS BOOTSTRAP FOR THE LASSO ESTIMATOR
2·1. The naive pairs bootstrap
Before presenting the main results, we introduce following assumption.
Assumption 1. The vectors zt are independent with E(‖zt‖4) < ∞, where ‖·‖ denotes the Euclidean
norm. The parameter β minimizes E{(yt − xTt β)2}. Let C = E(xt xTt ) be positive definite, and suppose
that as n → ∞, the law of n−1/2∑nt=1 xtt converges weakly to the normal distribution with mean zero
and variance matrix .
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Assumption 1 is also required in proving the consistency of the pairs bootstrap for the least-squares
estimator; see, e.g., Freedman (1981). Moreover, it implies that E{(yt − xTt β)xt } = 0. In the next lemma
we give the limit distribution of Tn .
LEMMA 1. Suppose that Assumption 1 holds. Furthermore, let W ∼ N (0,) and let I (·) denote the
indicator function. If n−1/2λn → λ0  0, then the law of Tn = n1/2(βˆn − β) converges weakly to that of
T = argminu R(u) as n → ∞, where
R(u) = −2uTW + uTCu + λ0
p∑
i=1
{
ui sgn(βi )I (βi |= 0) + |ui |I (βi = 0)
}
.
When λ0 = 0, T =C−1W ∼ N (0,C−1C−1), so in this case we obtain the same limit distribution as
for the least-squares estimator. On the other hand, when λ0 > 0, it may be quite complicated to construct
confidence sets for the regression parameter β.
To verify the validity of the pairs bootstrap approximation, we adopt the approach taken in the proof
of Lemma 1. First, we show that T ∗n = n1/2(βˆ∗n − βˆn)minimizes a particular random process R∗n(u). Then,
we compute the limit R∗(u) of R∗n(u). To this end, we consider the conditional probability given the sam-
ple (z1, . . . , zn) and compute the limit R∗(u) by successively conditioning on a sequence of samples, as
n→∞. Finally, we compare R∗(u) with R(u). Consider the process
R∗n(u) =
n∑
t=1
{
(ˆ∗t − uTx∗t n−1/2)2 − (ˆ∗t )2
}+ λn
p∑
i=1
{
|βˆn,i + uin−1/2| − |βˆn,i |
}
,
where ˆ∗t = y∗t − x∗Tt βˆn . Then we can easily verify that R∗n(u) is minimized at T ∗n . Consider the first term
R∗n,1(u) =
∑n
t=1{(ˆ∗t − uTx∗t n−1/2)2 − (ˆ∗t )2}. After some algebra we obtain
R∗n,1(u) = −2n−1/2
n∑
t=1
uTx∗t x
∗T
t (β¯n − βˆn) − 2n−1/2
n∑
t=1
uTx∗t ¯
∗
t + n−1
n∑
t=1
uTx∗t x
∗T
t u,
where ¯∗t = y∗t − x∗Tt β¯n . Under Assumption 1, as n → ∞, n−1
∑n
t=1 x
∗
t x
∗T
t converges in conditional proba-
bility to C , while the conditional law of n−1/2
∑n
t=1 x
∗
t ¯
∗
t converges weakly to the normal distribution with
mean zero and variance matrix ; see, e.g., Freedman (1981, Theorem 3.1).
Let U = n1/2(βˆn − β). Then, as in Knight & Fu (2000), we can show that the limit of the second term
R∗n,2(u) = λn
∑p
i=1{|βˆn,i + uin−1/2| − |βˆn,i |} is
R∗2(u) = λ0
p∑
i=1
{
ui sgn(βi )I (βi |= 0) + (|ui +Ui | − |Ui |)I (βi = 0)
}
.
Furthermore, letting D = n1/2(β¯n − βˆn), we can conclude that the limit of R∗n(u) is
R∗(u) = −2uTCD − 2uTW + uTCu + R∗2(u).
By comparing R(u) with R∗(u), we note two important differences. First, the term −2uTCD appears only
in R∗(u). Second, the penalization of zero coefficients in R(u) and R∗(u) is slightly different. The source
of the term −2uTCD in the definition of R∗(u) is related to the distortion E∗{(y∗t − x∗Tt βˆn)x∗t } |= 0. The
different penalization of zero coefficients is related instead to the inaccuracy of the lasso in identifying the
sign of zero coefficients with sufficiently high probability. This different penalization is also the source of
the inconsistency of the naive residual bootstrap for homoscedastic regression models; see, e.g., Chatterjee
& Lahiri (2010). Using arguments similar to those in Chatterjee & Lahiri (2010), we can formally prove
that the naive pairs bootstrap is also inconsistent.
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2·2. The modified pairs bootstrap
To overcome the problem of inconsistency of the naive residual bootstrap, Chatterjee & Lahiri
(2011) proposed a thresholding procedure. More precisely, in the implementation of the residual
bootstrap, they propose replacing βˆn by the modified lasso estimator β˜n = (β˜n,1, . . . , β˜n,p)T, where
β˜n,i = βˆn,i I (|βˆn,i | an), with an being a sequence of real numbers such that
an + (n−1/2 log n)a−1n → 0 (4)
as n → ∞. Examples of sequences that satisfy condition (4) include sequences of the form an = cn−δ
for c ∈ (0,∞) and δ ∈ (0, 1/2). The thresholding has no impact on nonzero coefficients of β for large n.
Indeed, if βi |= 0, then |βˆn,i | > an for large n with high probability. On the other hand, this approach sets
the estimates of zero coefficients of β to 0 with high probability. Indeed, if βi = 0, then |βˆn,i | < an for large
n with high probability.
Obviously, this thresholding approach cannot be applied to our setting. Nevertheless, in our case it is
possible to overcome the distortions of the naive pairs bootstrap. We propose the following corrections.
First, to overcome the distortion E∗{(y∗t − x∗Tt βˆn)x∗t } |= 0, we recentre the bootstrap statistic with respect
to β¯n instead of βˆn . Indeed, β¯n satisfies E∗{(y∗t − x∗Tt β¯n)x∗t } = 0, which exactly mimics the population
moment condition satisfied by the regression parameter. Second, we introduce the modified bootstrap
lasso estimator
β˙∗n = argmin
u
n∑
t=1
(y∗t − uTx∗t )2 + λn
p∑
i=1
∣∣ui − β¯n,i I (|β¯n,i | an)
∣∣, (5)
where the sequence an satisfies condition (4). In the penalization term in (5), we recentre with respect to
β¯n,i I (|β¯n,i | an). This recentring has no impact on nonzero coefficients of β for large n. Indeed, if βi |= 0,
then |β¯n,i | > an for large n with high probability, and consequently ui − β¯n,i I (|β¯n,i | an) = ui . On the
other hand, if βi = 0, then |β¯n,i | an for large n with high probability, and consequently ui − β¯n,i I (|β¯n,i |
an) = ui − β¯n,i . Therefore, the penalization term in (5) shrinks the bootstrap estimates of zero coefficients
of β to the least-squares estimates. This adjustment exactlymimics the standard lasso penalization term that
shrinks the estimates of zero coefficients of β to 0. Finally, we approximate the sampling distribution of Tn
by the conditional distribution of n1/2(β˙∗n − β¯n) given the observations (z1, . . . , zn). In the next theorem,
we establish the validity of the modified pairs bootstrap.
THEOREM 1. Suppose that Assumption 1 holds. If n−1/2λn → λ0  0, then the conditional law of
n1/2(β˙∗n − β¯n) converges weakly to T = argminu R(u) as n → ∞.
Theorem 1 shows that the modified pairs bootstrap provides a valid approximation to the sampling
distribution of Tn . Furthermore, by adapting Corollary 3.2 of Chatterjee & Lahiri (2011) to our setting,
we can show that the modified pairs bootstrap can be used to construct confidence sets for the regression
parameter.
3. PAIRS BOOTSTRAP FOR THE ADAPTIVE LASSO ESTIMATOR
In this section, we analyse the validity of the pairs bootstrap in approximating the sampling distribu-
tion of n1/2(βˇn − β). Before presenting the main results, we introduce some notation. Let A= {i : βi |= 0}
and Ac = {i : βi = 0}. Let βA = (βA,1, . . . , βA,q)T and βAc = (βAc,1, . . . , βAc,p−q)T denote the subvectors
of nonzero and zero coefficients of β, respectively, where q  p. Further, let β¯n,A and βˇn,A denote,
respectively, the least-squares and adaptive lasso estimators of βA; similarly, let β¯n,Ac and βˇn,Ac denote,
respectively, the least-squares and adaptive lasso estimators of βAc . Finally, let VA be the asymptotic vari-
ance of the least-squares estimator on the true subset model, and let Aˇn = {i : βˇn,i |= 0}. In the next lemma,
we present the asymptotic properties of the adaptive lasso.
LEMMA 2. Suppose that Assumption 1 holds. If λn → +∞ and n−1/2λn → 0, then:
(i) as n → ∞, n1/2βˇn,Ac converges in probability to 0;
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(ii) as n → ∞, the law of n1/2(βˇn,A − βA) converges weakly to the normal distribution with mean zero
and variance VA;
(iii) limn→∞ pr( Aˇn = A) = 1.
Lemma 2 says that the adaptive lasso performs correct model selection and estimates nonzero coeffi-
cients of the regression parameter with the same efficiency as the least-squares estimator on the true subset
model.
Unlike the least-squares and lasso estimators, the adaptive lasso sets the estimates of zero coefficients
of β to 0 with high probability. However, in this case one also has E∗{(y∗t − x∗Tt βˇn)x∗t } |= 0. Therefore, to
overcome this distortion, it is necessary to recentre the pairs bootstrap statistic with respect to β¯n instead of
βˇn . Further, because of this recentring, it is also necessary to modify the bootstrap adaptive lasso estimation
criterion. To this end, we introduce the modified bootstrap adaptive lasso estimator
β¨∗n = argmin
u
n∑
t=1
(y∗t − uTx∗t )2 + λn
p∑
i=1
λ∗n,i
∣∣ui − β¯n,i I (βˇn,i = 0)
∣∣, (6)
where λ∗n,i = |β¯∗n,i |−1, with β¯∗n being the bootstrap least-squares estimator. In the penalization term in (6),
we recentre with respect to β¯n,i I (βˇn,i = 0). By adopting this correction, the penalization term sets the
bootstrap estimates of zero coefficients of β to the least-squares estimates with high probability. Finally,
we approximate the sampling distribution of n1/2(βˇn − β) by the conditional distribution of n1/2(β¨∗n −
β¯n) given the observations (z1, . . . , zn). Let β¨∗n,A and β¨
∗
n,Ac denote the modified bootstrap adaptive lasso
estimators of βA and βAc , respectively. In the next theorem, we assert the validity of the modified pairs
bootstrap.
THEOREM 2. Suppose that Assumption 1 holds. If λn → +∞ and n−1/2λn → 0, then as n → ∞:
(i) n1/2(β¨∗n,Ac − β¯n,Ac) converges in conditional probability to 0;
(ii) the conditional law of n1/2(β¨∗n,A − β¯n,A) converges weakly to the normal distribution with mean
zero and variance VA.
Theorem 2 states that the modified pairs bootstrap provides a valid approximation to the sampling
distribution of n1/2(βˇn − β). Moreover, by extending Corollary 4.2 of Chatterjee & Lahiri (2011) to our
setting, we can show that the modified pairs bootstrap can be used in the construction of confidence sets
for the regression parameter.
4. MONTE CARLO SIMULATIONS
We use similar simulation designs as in Minnier et al. (2011). In particular, we study the accuracy
of inference based on the least-squares estimator and normal approximation, the naive pairs bootstrap
for the lasso and adaptive lasso estimators, and the modified pairs bootstrap for the lasso and adaptive
lasso estimators. For the lasso estimators, we select the tuning parameters λn ∈ [0, 3n1/2] and an ∈ (0, 0·2)
according to the data-driven method introduced in Remark 2. The number of random samples is N = 5000,
and the number of bootstrap replications is B = 799.
In the first example, we consider model (1) with n = 100 or 150 and p = 12. The true β contains three
large coefficients, β1 = β2 = β3 = 1, three moderate coefficients, β4 = β5 = β6 = 0·5, and six noise coeffi-
cients, β7 = · · · = β12 = 0. For the covariates and error terms, we assume xt,i ∼ N (0, 1) and t ∼ N (0, σ j )
( j = 1, 2), with σ1 = 1 and σ2 = p−1
∑p
i=1 x
2
t,i . In Table 1, we report empirical coverage levels and mean
lengths of symmetric 95% confidence intervals for large, moderate and noise coefficients. For nonzero
coefficients, the modified pairs bootstrap provides empirical coverages very close to 0·95. In contrast, the
empirical coverages using the naive pairs bootstrap are quite far from the nominal coverage probability.
For zero coefficients, the empirical coverages of normal approximation with the least-squares estima-
tor are slightly smaller than 0·95. On the other hand, bootstrap methods with the adaptive lasso provide
shorter confidence intervals with coverage converging to 1. Indeed, Lemma 2 shows that the adaptive lasso
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Table 1. Empirical coverages (×100) and lengths of confidence intervals (in parentheses)
βi = 1 βi = 0·5 βi = 0
n = 100 σ1 σ2 σ1 σ2 σ1 σ2
Norm LS 91·9 (0·39) 91·7 (0·40) 92·2 (0·39) 92·1 (0·40) 92·1 (0·39) 91·7 (0·40)
Boot L 63·5 (0·47) 63·4 (0·49) 61·3 (0·42) 61·3 (0·44) 99·5 (0·16) 99·6 (0·16)
Boot AL 82·8 (0·52) 81·9 (0·54) 59·1 (0·44) 57·1 (0·46) 99·9 (0·09) 99·9 (0·10)
M Boot L 94·7 (0·45) 94·3 (0·46) 94·9 (0·45) 94·2 (0·46) 97·6 (0·34) 97·4 (0·35)
M Boot AL 94·6 (0·44) 94·6 (0·45) 95·9 (0·48) 95·7 (0·50) 99·1 (0·21) 99·0 (0·22)
βi = 1 βi = 0·5 βi = 0
n = 150 σ1 σ2 σ1 σ2 σ1 σ2
Norm LS 92·9 (0·32) 92·7 (0·33) 93·2 (0·32) 92·5 (0·33) 93·1 (0·32) 92·6 (0·33)
Boot L 61·8 (0·36) 60·9 (0·38) 62·5 (0·35) 61·1 (0·37) 99·8 (0·12) 99·8 (0·12)
Boot AL 86·4 (0·37) 84·6 (0·40) 78·8 (0·37) 74·3 (0·39) 99·9 (0·07) 99·9 (0·08)
M Boot L 94·7 (0·36) 94·4 (0·37) 95·1 (0·36) 94·3 (0·37) 97·6 (0·27) 97·2 (0·28)
M Boot AL 94·7 (0·34) 94·3 (0·36) 96·1 (0·38) 96·0 (0·40) 99·6 (0·13) 99·5 (0·15)
Norm LS, least-squares estimator and normal approximation; Boot L, naive pairs bootstrap for the lasso estimator;
Boot AL, naive pairs bootstrap for the adaptive lasso estimator; M Boot L, modified pairs bootstrap for the lasso
estimator; M Boot AL, modified pairs bootstrap for the adaptive lasso estimator.
Table 2. Empirical rejection frequencies (× 100) of H0 : β10 = 0
n = 150 β10 = 0 β10 = n−1/2 β10 = 2n−1/2 β10 = 3n−1/2 β10 = 4n−1/2
Norm LS 6·9 26·9 65·3 90·4 98·6
M Boot L 3·2 24·4 62·8 88·1 98·4
M Boot AL 1·8 17·3 50·8 83·5 96·8
Norm LS, least-squares estimator and normal approximation; M Boot L, modified pairs bootstrap for the
lasso estimator; M Boot AL, modified pairs bootstrap for the adaptive lasso estimator.
estimates of zero coefficients collapse to 0 asymptotically. Therefore, in this case the coverage of confi-
dence intervals should converge to 1 as n increases; see e.g., Minnier et al. (2011) for similar empirical
findings. Similar arguments also explain the large coverages of bootstrap confidence intervals with the
lasso estimator.
In the second example, we consider model (1) with n = 150 and p = 10. For the covariates and error
terms we assume xt,i ∼ N (0, 1) and t ∼ N (0, 1). The true β contains three large coefficients, β1 = β2 =
β3 = 1, three moderate coefficients, β4 = β5 = β6 = 0·5, three noise coefficients, β7 = β8 = β9 = 0, and
β10 = c with c ∈ [0, 4n−1/2]. In Table 2 we report the empirical rejection frequencies of the null hypothesis
H0 : β10 = 0 versus the alternative H1 : β10 > 0, for c ∈ [0, 4n−1/2] and significance level 0·05. For these
parameter selections, the conventional t-statistic ranges from 0 to 4. When c= 0, the rejection frequencies
using normal approximation with the least-squares estimator are slightly higher than the significance level.
On the other hand, in line with the previous example, the modified pairs bootstrap used with lasso esti-
mators provides rejection frequencies that tend to be quite close to 0. As expected, when c> 0 the power
increases. The normal approximation with the least-squares estimator implies higher rejection frequencies;
however, the difference in power with the modified pairs bootstrap is always smaller than 0·15.
Remark 1. In equations (5) and (6), we recentre the bootstrap penalization term with respect to
β¯n,i I (|β¯n,i | an) and β¯n,i I (βˇn,i = 0), respectively. These optimization problems can be solved using
conventional algorithms developed for standard lasso estimators. Indeed, upon making the substitu-
tions γ˙i = ui − β¯n,i I (|β¯n,i | an) and γ¨i = ui − β¯n,i I (βˇn,i = 0), we obtain the standard lasso estimation
criterion.
Remark 2. The accuracy of the lasso depends heavily on the selection of λn . Furthermore, in the
definition of the modified pairs bootstrap we also have to select the sequence an . Using the results in
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Theorem 1, we can develop a data-driven method for the selection of these tuning parameters in the
spirit of Hall et al. (2009) and Chatterjee & Lahiri (2011). Its rationale is to select tuning parameters that
minimize the estimatedmean squared error of βˆn . For λn ∈ [0,+∞) and an ∈ (0,+∞), let β˙∗n = β˙∗n (λn, an)
denote the bootstrap modified lasso estimator. Using Theorem 1, we can estimate the mean squared error
E(‖βˆn − β‖2) by
φ(λn, an) = E∗
{‖β˙∗n (λn, an) − β¯n‖2
}
. (7)
Finally, we choose the optimal values (λˆn, aˆn) that minimize the estimated mean squared error (7). Using
similar arguments, we can apply this procedure to select the tuning parameter λn for the adaptive lasso
estimator βˇn .
Remark 3. In our analysis, we have considered settings where the regression parameter β is fixed and
the sample size n is large. The modified pairs bootstrap recentres the bootstrap statistic with respect to
β¯n and consequently relies on the consistency of β¯n . By using results of Huber & Ronchetti (2009) and
imposing appropriate regularity conditions, it may be possible to extend the findings in this paper to settings
where the dimension p < n of the regression parameter β is allowed to depend on the sample size n. On
the other hand, it remains unclear how to extend the definition of modified pairs bootstrap procedures to
more general high-dimensional settings where p may be larger than n.
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