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Sur l’homologie des espaces de nœuds non-compacts
Victor Tourtchine
Mots cle´s. Discriminant de l’espace de nœuds non-compacts, bige`bre des dia-
grammes de chordes, complexe de Hochschild, ope´rades des alge`bres de Poisson, de
Gerstenhaber, de Batalin-Vilkovissky.
Re´sume´. La suite spectrale de Vassiliev, voir [V1], calcule l’homologie de l’espace
de nœuds non-compacts dans Rd, d ≥ 3. Dans ce travail on de´crit le premier terme
de cette suite spectrale en terme de l’homologie du complexe de Hochschild pour
l’ope´rade des alge`bres de Poisson, si d est impair (resp. pour l’ope´rade des alge`bres
de Gerstenhaber, si d est pair). En particulier, la bige`bre des diagrammes de cordes
apparaˆıt comme sous-espace de cette homologie. L’homologie en question peut eˆtre
vue comme l’espace des classes characte´ristiques de l’homologie des complexes de
Hochschild pour les alge`bres de Poisson (resp. de Gerstenhaber), e´tudie´es comme
alge`bres associatives. On donne aussi une simplification des calculs du premier terme
de la suite spectrale de Vassiliev.
0. Introduction
0.1. Histoire du sujet
On appelle nœuds non-compacts les applications lisses injectives non-singulie`res R →֒
Rd, qui co¨ıncident hors d’un certain sous-ensemble compact de R avec une application
line´aire fixe´e. Les nœuds non-compacts forment un sous-ensemble ouvert partout dense
dans l’espace (affine) K de toutes les applications lisses R→ Rd avec le meˆme comporte-
ment a` l’infini. Son comple´ment Σ ⊂ K est un espace discriminant, qui consiste des
applications ayant des auto-intersections ou des singularite´s. Toute classe de cohomologie
γ ∈ H i (K\Σ) de l’espace de nœuds peut eˆtre re´alise´e comme un indice d’enlacement avec
une chaˆıne convenable dans Σ de codimension i+ 1 dans K.
Pour simplifier (suivant [V5]), on va supposer que l’espace K est d’une dimension ω
tre`s grande mais finie. L’explication rigoureuse de l’hypothe`se utilise des approximations
de dimension finie de l’espace K (voir [V1]). Ci-dessous nous mettons entre guillemets les
affirmations non-rigoureuses, qui utilisent cette hypothe`se et qui sont a` pre´ciser.
L’outil principal de cette approche pour calculer l’homologie de l’espace de nœuds est
la re´solution simpliciale (construite dans [V1]) du discriminant Σ appele´e discriminant
re´solu σ. La projection naturelle π : σ¯ → Σ¯ induit une “e´quivalence homotopique” des
compactifie´s par un point des espace σ et Σ. Par la “dualite´ d’Alexander” les groupes
d’homologie H˜∗(σ¯) ≡ H˜∗(Σ¯) de ces compactifie´s “co¨ıncident” (a` un de´calage de dimension
pre`s) avec les groupes de cohomologie de l’espace des nœuds:
H˜ i(K\Σ, k) ≃ H˜ω−i−1(Σ¯, k) ≡ H˜ω−i−1(σ¯, k). (0.1.1)
(k est un anneau commutatif de coefficients.)
L’espace σ posse`de une filtration naturelle
∅ = σ0 ⊂ σ1 ⊂ σ2 ⊂ . . . . (0.1.2)
Conjecture 0.1.3. La suite spectrale (de Vassiliev) associe´e a` la filtration (0.1.2) et
calculant l’homologie de Borel-Moore de la re´solution σ de´ge´ne`re sur Q au premier terme.
✷
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Il existe aussi une autre cojecture plus forte.
Conjecture 0.1.4. La filtration (0.1.2) se scinde homotopiquement, autrement dit σ¯
est “homotopiquement e´quivalent” au bouquet V +∞i=1 (σ¯i/σ¯i−1). ✷
Cette conjecture entraˆınerait la de´ge´ne´re´scence de notre suite spectrale principale au
premier terme sur n’importe quel anneau commutatif k de coefficients. Modulo cette
conjecture, pour calculer la cohomologie de l’espace de nœuds non-compacts dans Rd,
avec d ≥ 4 (si d = 3, la suite spectrale e´tudie´e ne calcule qu’un certain sous-groupe dans
la cohomologie de l’espace de nœuds), il suffit de savoir le premier terme.
D’un autre coˆte´, dans les termes σi\σi−1 de la filtration on a une de´composition cel-
lulaire tre`s simple, qui ne de´pend que de la parite´ de la dimension d de l’espace Rd a` un
de´calage de dimenson pre`s). Ceci rend trivial du point de vue ge´ome´trique le calcul du
premier terme de la suite spectrale de Vassiliev.
Pour calculer le premier terme V.A.Vassiliev a introduit une filtration auxiliaire sur
les termes σi\σi−1. La suite spectrale associe´e a` cette filtration de´ge´ne`re au deuxie`me
terme, parce que son premier terme (pour tout i) est concentre´ en une seule ligne. Le
ze´roie`me terme de la suite auxiliaire avec sa ze´roie`me diffe´rentielle est une somme directe
de produits tensoriels de complexes des graphes connexes. L’homologie du complexe des
graphes connexes sur m points est concentre´e dans une seule dimension et est isomorphe
a` Z(m−1)!, voir [V3], [V4]. Elle a une description simple comme espace engendre´ par les
arbres et quotiente´ par les relations de trois termes, voir [V3], [T].
Pour d = 3 en cohomologie de degre´ ze´ro la suite spectrale de Vassiliev calcule une
partie de la cohomologie de degre´ ze´ro — les invariants de type fini, que l’on peut de´finir
de manie`re plus simple et ge´ome´trique, voir [ChDL]. L’objet dual a` l’espace des invariants
de type fini est la bige`bre des diagrammes de cordes, qui a e´te´ intense´ment e´tudie´e pendant
les dernie`res anne´es, voir [BN], [ChD], [ChDL], [K1], [Kn], [L], [NS], [S], [Z]. Le but de
ce travail est de bien montrer que dans l’homologie supe´rieure des espaces de nœuds
(non-compacts) on a aussi de tre`s belles mathe´matiques.
0.2. Contenu. Re´sultats principaux
La cohomologie du complexe des graphes connexes (sur m points) — l’espace dual a`
celui que l’on conside´rait dans la section pre´ce´dente, a aussi une description tre`s simple.
Conside´rons une alge`bre de Lie sur Z libre avec m ge´ne´rateurs. Conside´rons son sous-
espace line´airement engendre´ par les crochets tels, que chaque ge´ne´rateur y est pre´sente´
exactement une fois. Ce sous-espace est isomorphe a` Z(m−1)!. Il se trouve que la coho-
mologie en question est exactement ce sous-espace.
Cet isomorphisme vient de la construction suivante:
Conside´rons l’espace des applications injectives d’un ensemble fini M de m e´le´ments
dans Rd, d ≥ 1. Cet espace peut eˆtre vu comme un analogue de dimension finie de
l’espace des nœuds. Le discriminant correspondant (qui se compose des applications non-
injectives) admet aussi une re´solution simpliciale, dont la filtration (analogue a` (0.1.2))
est homotopiquement triviale, voir [V2], [V4]. Le terme supe´rieur non-trivial σm−1\σm−2
de la filtration donne exactement le complexe des graphes connexes sur l’ensenble M , dont
l’homologie correspond a` la cohomologie en degre´ maximal de l’espace des applications
injectives M →֒ Rd. D’un autre coˆte´ son dual l’homologie en degre´ maximal est de´crite
comme le sous-espace (d’une alge`bre de Lie libre), que l’on vient de de´finir, voir, par
exemple, [G], [Co].
La description de la cohomologie des complexes des graphes connexes ainsi construite
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permet de de´finir le complexe dual au premier terme de la suite spectrale auxiliaire.
L’homologie de ce complexe donne le premier terme de la suite spectrale, qui est duale
a` la suite principale et qui calcule l’homologie des espaces des nœuds. Dans ce travail
je vais omettre la plupart des de´tails techniques (qui seront, d’ailleur, scrupuleusement
e´tudie´s dans ma the`se, voir [T]) et je donne tout de suite, voir la section 1, la description
de ce complexe, que l’on va appeler le complexe des ∗-diagrammes de crochets ou bien
le complexe des B∗-diagrammes et que l’on va de´signer par CB∗D
odd(k), CB∗D
even(k)
(Complexe of Bracket ∗-Diagrams) pour d impair et d pair respectivement (k est un
anneau commutatif de coefficients, CB∗D
odd(even)(k) ≡ CB∗D
odd(even)(Z)⊗ k).
Dans le discriminant on peut conside´rer les strates, engendre´es par les applications
R → Rd avec seulement des auto-intersections (on exclut les applications ayant des sin-
gularite´s). Les diagrammes dans CB∗D
odd(even)(k) correspondant a` tels strates sont ap-
pele´s (simplement) diagrammes de crochets ou B-diagrammes. L’espace engendre´ par
ces diagrammes posse`de une structure de sous-complexe de CB∗D
odd(even)(k). Le com-
plexe ainsi obtenu est de´signe´ par CBDodd(even)(k) (Complexe of Bracket Diagrams,
CBDodd(even)(k) ≡ CBDodd(even)(Z)⊗ k).
Dans cette section on de´crit e´galement le moyen de simplifier les calculs de
l’homologie du complexe CB∗D
odd(even)(k). Ce complexe (qui simplifie les calculs et
qui est homologiquement e´quivalent a` CB∗D
odd(even)(k)) est un complexe-quotient de
CBDodd(even)(k); il est de´signe´ par CB0D
odd(even)(k) (Complexe of Bracket 0-Diagrams,
CB0D
odd(even)(k) ≡ CB0D
odd(even)(Z)⊗ k).
Dans la section 2 on de´finit une structure d’alge`bres de Hopf diffe´rentielles (super-
cocommutatives) sur les complexes CB∗D
odd(even)(k), CBDodd(even)(k), CB0D
odd(even)(k).
Les alge`bres de Hopf diffe´rentielles ainsi obtenues sont de´signe´es par DHAB∗D
odd(even)(k),
DHABDodd(even)(k), DHAB0D
odd(even)(k), respectivement.
En fait il arrive souvent, que la ge´ome´trie du discriminant contienne des informations
sur la structure comultiplicative (et multiplicative, si l’espace de comple´ment est un H-
espace) dans l’homologie du comple´ment. Des conjectures sur le rapport en question dans
le cas des espaces de nœuds non-compacts sont formule´es dans la section 2.3 (Conjectures
2.3.5-6).
Si l’anneau principal k est un corps, alors l’homologie d’une alge`bre de Hopf
diffe´rentielle (sur k) forme une alge`bre de Hopf; si k ne l’est pas, alors l’homologie corre-
spondante est e´tudie´e seulement comme une alge`bre sur k.
L’espace de nœuds non-compacts dans Rd, d ≥ 3, est un H-espace, donc son homologie
sur un corps forme une bige`bre (alge`bre de Hopf, pour d ≥ 4). Si l’anneau de coefficients
k n’est pas un corps, alors nous conside´rons l’homologie (sur k) de ces espaces comme des
alge`bres sur k. On a les the´ore`mes suivants:
The´ore`me 2.3.7 [T]. La bige`bre de l’homologie sur un corps de caracte´ristique nulle
de l’espace de nœuds non-compacts dans Rd, d ≥ 3, est supercommutative. ✷
The´ore`me 2.4.1. L’alge`bre (de Hopf) de l’homologie de DHABDodd(even)(k) est su-
percommutative pour n’importe quel anneau commutatif k. ✷
The´ore`me 2.4.2. L’alge`bre (de Hopf) de l’homologie de DHAB∗D
even(k) est super-
commutative pour n’importe quel anneau commutatif k. ✷
La me´thode de la de´monstration du The´ore`me 2.4.2 ne se ge´ne´ralise pas dans le cas de
DHAB∗D
odd(k).
Il est montre´ e´galement, voir la section 2.7, que l’inclusion naturelle
DHABDodd(even)(k) →֒ DHAB∗D
odd(even)(k) (0.2.1)
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pour le cas, ou` k est un corps de caracte´ristique nulle, induit une application injective en
homologie. De plus, pour d pair le noyau est un ide´al, engendre´ par un seul ge´ne´rateur
primitif, pour d impair – par deux ge´ne´rateurs primitifs. On en de´duit, que l’alge`bre
de Hopf de l’homologie de DHAB∗D
odd(k) est supercommutative, si k est un corps de
caracte´ristique nulle.
Le rapport avec la bige`bre des diagrammes de cordes est donne´ dans la section 2.8.
Dans les sections 3.1.1-2 on donne la construction (due a` M.Gerstenhaber et A.Voronov
[GV]) du complexe de Hochschild pour les ope´rades line´aires munies d’un morphisme,
venant de l’ope´rade des alge`bres associatives. L’homologie de tels complexes posse`de
une structure d’alge`bres de Gerstenhaber, i.e. alge`bres supercommutatives munies d’un
crochet impair de Lie compatible avec la multiplication.
Le re´sultat principal de ce travail est, que les complexes CBDodd(k), CBDeven(k),
CB∗D
even(k) sont les complexes de Hochschild normalise´s pour les ope´rades d’alge`bres de
Poisson, de Gerstenhaber, de Batalin-Vilkovissky, respectivement (voir les The´ore`mes
3.3.3, 3.3.6). Ce qui explique le fait de la supercommutativite´ dans l’homologie de
DHABDodd(even) et de DHAB∗D
even.
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0.4. Notations
On note
X¯ le compactifie´ par un point d’un espace topologique X ;
H˜∗(X), H˜
∗(X) la (co)homologie re´duite par rapport a` un point d’un espace topologique
X ;
d la dimension de l’espace conside´re´ Rd;
CB∗D
odd, CB∗D
even les complexes des B∗-diagrammes (= ∗-diagrammes de crochets)
pour d impair et d pair respectivement;
CBDodd, CBDeven les complexes des B-diagrammes (= diagrammes de crochets);
CB0D
odd, CB0D
even les complexes des B0-diagrammes (= 0-diagrammes de crochets);
Si l’on conside`re les cas de d pair et impair simultane´ment, on e´crit: CB∗D
odd(even),
CBDodd(even), etc.
DHAB∗D
odd(even), DHABDodd(even), DHAB0D
odd(even) les alge`bres de Hopf
diffe´rentielles des B∗/B/B0-diagrammes.
Si l’on conside`re les cas des ∗-diagrammes et des diagrammes simultane´ment, on e´crit:
(∗)-diagrammes, B(∗)-diagrammes, CB(∗)D
odd(even), etc.
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1. Les complexes des diagrammes de crochets, des ∗-diagrammes de crochets,
des 0-diagrammes de crochets CBDodd(even)(k), CB∗D
odd(even)(k), CB0D
odd(even)(k)
1.1. (A, b)-configurations
Soit A une collection finie non-ordonne´e de nombres entiers supe´rieurs ou e´gaux a`
2, A = (a1, a2, . . . , a#A), et soit b un nombre entier non-ne´gatif. De´finissons |A| :=
a1 + · · ·+ a#A. On va appeler (A, b)-configuration un ensemble de |A| points distincts de
R de´compose´ en #A groupes des cardinalite´s a1, a2, . . . , a#A; et b point diffe´rents (dont
une partie peut co¨ıncider avec les |A| points conside´re´s ci-dessus). Ces b points seront
appele´s aste´risques. Pour la brie´vite´ les (A, 0)-configurations seront appele´es simplement
A-configurations.
Les (A, b)-configurations sont lie´es a` une stratification naturelle dans σ et Σ. Disons
qu’une application Φ : R→ Rd, Φ ∈ Σ, respecte une (A, b)-configuration, si elle recolle les
points dans chacun des groupes des cardinalite´s a1, a2, . . . , a#A, et si sa de´rive´ Φ
′ e´gale ze´ro
dans les derniers b points de cette configuration. Pour toute (A, b)-configuration l’ensemble
des applications qui la respectent est un sous-ensemble affine de K de codimension d(|A|−
#A + b). Le nombre |A| − #A + b sera appele´ la complexite´ de la configuration. Deux
(A, b)-configurations sont dites e´quivalentes, si elles peuvent eˆtre obtenues l’une de l’autre
par un home´omorphisme conservant l’orientation R→ R. Fixons une (A, b)-configuration
J de complexite´ i et avec j points ge´ome´triquement distincts sur R. La strate forme´e
des applications R → Rd dans Σ, qui respectent au moins une (A, b)-configuration J ′
e´quivalente a` J , peut eˆtre parame´trise´e par l’espace S(J) de fibre´ affine, dont la base est
l’espace Ej des (A, b)-configurations J ′ e´quivalentes a` J , et le fibre´ est Rω−di. Notons que
Ej est contractible (etant une cellule ouverte de dimension j), alors cette fibration peut
eˆtre trivialise´e
S(J) ≃ Ej × Rω−di. (1.1.1)
Remarque 1.1.2. La strate correspondante peut ne pas eˆtre isomorphe a` S(J) a`
cause de ses auto-intersections possibles. ✷
Permettons aux (A, b)-configurations (resp. A-configurations), A = (a1, . . . , a#A),
d’avoir ai = 1 pour de certains i ∈ {1, . . . ,#A}. De telles (A, b)-configurations seront
appele´es (A, b)-configurations ge´ne´ralise´es (resp. A-configurations ge´ne´ralise´es).
Les (A, b)-configurations ge´ne´ralise´es avec au moins un ai = 1 (qui ne correspond a`
aucun aste´risque) n’ont pas d’interpre´tation ge´ome´trique dans la stratification du discrim-
inant, mais elles nous seront tre`s utiles pour certaines conside´rations alge´briques.
De´finition 1.1.3. On va appeler composante minimale d’une (A, b)-configuration soit
l’un de ses aste´risques qui ne co¨ıncide avec aucun des |A| premiers points, soit l’un des
#A groupes de points avec tous les aste´risques qui y sont contenus. ✷
1.2. Les espaces des diagrammes de crochets, des ∗-diagrammes de crochets
1.2.1. Le cas ou` d est impair
On fixe une (A, b)-configuration. Conside´rons une superalge`bre de Lie libre avec un cro-
chet pair sur les ge´ne´rateurs impairs de type xtα , xt∗β , ou` tα, α ∈α, (resp. t
∗
β , β ∈β), sont
tous les points sur R de notre (A, b)-configuration, dans lesquels il n’y a pas d’aste´risques
(resp. il y en a)). On va prendre l’alge`bre syme´trique (dans le supersens) de l’espace
de cette superalge`bre de Lie. Dans l’espace obtenu nous conside`rerons un sous-espace
engendre´ par les produits de crochets, ou` chaque composante minimale de notre (A, b)-
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configuration (voir la De´finition 1.1.3) est pre´sente´e par un seul crochet tel, que tous les
ge´ne´rateurs correspondant aux points de cette composante y sont e´galement pre´sente´s ex-
actement une fois. De tels produits de crochets seront appele´s ∗-diagrammes de crochets
ou bien B∗-diagrammes.
Exemple 1.2.1. Pour la (A, b)-configuration de la Figure 1.2.2 on peut prendre le
diagramme
[[xt1 , xt∗2 ]xt4 ] · [xt3xt5 ] · xt∗6 · xt∗7 . ✷
(Figure 1.2.2)
Les B∗-diagrammes correspondant aux A-configurations seront appele´s simplement
diagrammes de crochets ou B-diagrammes.
Deux (∗)-diagrammes qui sont obtenus l’un de l’autre par un home´omorphisme R→ R,
qui conserve l’orientation, sont conside´re´s comme e´gaux.
Exemple 1.2.3. Conside´rons les A-configurations, dont toutes les composantes mini-
males se composent de deux points (c’est exactement les (A, b)-configurations qui donnent
le nombre maximal (= 2i) des points ge´ome´triquement distincts pour une complexite´ fixe´e
i). Les diagrammes de crochets, qui leur sont soumis, sont des produits de crochets de
type [xt1 , xt2 ]. De tels diagrammes seront appele´s diagrammes de cordes, parce que l’on
peut les voir comme 2i points sur la droite, de´compose´s en i couples et joints par des
cordes en dedans de toute couple. Notons que ni l’orientation de ces cordes ni leur or-
donnancement ne comptent, puisque [xt1 , xt2 ] = [xt2 , xt1 ] et que ces crochets sont toujours
pairs: [xt1 , xt2 ] · [xt3 , xt4 ] = [xt3 , xt4 ] · [xt1 , xt2 ]. ✷
Les B∗-diagrammes (B-diagrammes), que l’on peut construire de la meˆme fac¸on
pour les (A, b)-configurations (resp. A-configurations) ge´ne´ralise´es, seront appele´s B∗-
diagrammes (B-diagrammes) ge´ne´ralise´s.
Exemple 1.2.4. Tout B∗-diagramme est un B∗-diagramme ge´ne´ralise´. ✷
Exemple 1.2.5. [xt1 , xt2 ] · xt3 est un B-diagramme ge´ne´ralise´. ✷
1.2.2. Le cas ou` d est pair
Fixons une (A, b)-configuration et conside´rons une superalge`bre de Lie libre avec un
crochet pair sur les ge´ne´rateurs pairs de type xtα et les ge´ne´rateurs impairs de type xt∗β , ou`
tα, t
∗
β , α ∈α, β ∈β, sont tous les points de notre (A, b)-configuration. Prenons l’alge`bre
exte´rieure (dans le supersens) de l’espace de cette alge`bre de Lie. Dans l’espace obtenu
on peut conside´rer le sous-espace line´airement engendre´ par les produits analogues (voir
la section 1.2.1). De tels produits de crochets seront e´galement appele´s B∗-diagrammes
(∗-diagrammes de crochets) et B-diagrammes (diagrammes de crochets).
Exemple 1.2.6. Pour la (A, b)-configuration de la Figure 1.2.2 on peut prendre le
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diagramme
[[xt1xt∗2 ]xt4 ] ∧ [xt3xt5 ] ∧ xt∗6 ∧ xt∗7 . ✷
Exemple 1.2.7. Pour d pair les diagrammes, qui correspondent a` l’Exemple 1.2.3,
seront appele´s superdiagrammes de cordes. Pour orienter tel diagramme il va importer
l’orientation de ses cordes (comme [xt1 , xt2 ] = −[xt2 , xt1 ]) aussi bien que leur ordonnance-
ment (comme [xt1 , xt2 ] ∧ [xt3 , xt4 ] = −[xt3 , xt4 ] ∧ [xt1 , xt2 ]) . ✷
Remarque 1.2.8. Il existe une autre manie`re de de´finir les B∗-diagrammes pour d
pair, qui donne la meˆme chose. On prend la superalge`bre de Lie libre avec un crochet
impair sur les ge´ne´rateurs impairs xtα , α ∈α, et les ge´ne´rateurs pairs xt∗β , β ∈β. Ensuite
on conside`re l’alge`bre syme´trique (dans le supersens) de l’espace de cette superalge`bre de
Lie et on prend les produits (diagrammes) analogues. ✷
Par analogie (voir la section 1.2.1) on de´finit l’espace des B∗-diagrammes (B-
diagrammes) ge´ne´ralise´s pour d pair.
1.3. La diffe´rentielle des complexes CBDodd(even), CB∗D
odd(even) des (∗)-
diagrammes de crochets
1.3.0. Conside´rations ge´ne´rales
Les espaces des B∗/B-diagrammes ont une bigraduation naturelle. La premie`re grad-
uation est la complexite´ i des (A, b)-configurations correspondantes. Le nombre i indique
l’homologie de quel terme σi\σi−1 de la filtration (0.1.2) est calcule´e. L’autre gradua-
tion est le nombre j des points ge´ome´triquement diffe´rents des (A, b)-configurations. La
diffe´rentielle sera de bidegre´ (0,1). On va e´galement associer un poids p aux diagrammes:
p := i(d− 1)− j.
Selon les conjectures 0.1.3, 0.1.4 le complexe, que l’on va de´finir, devra calculer
l’homologie (sur Q) de l’espace des nœuds. Le poids p indique le degre´ de l’homologie
calcule´e.
Les formules (1.3.13), (1.3.7), (1.3.10), (1.3.28), (1.3.31) donne´es ci-dessous s’interpre`te
ge´ome`triquement: elles de´crivent le cobord des strates de type (1.1.1) parmi les strates
de la meˆme comlexite´ i.
1.3.1. Le cas ou` d est impair
Soit g une superalge`bre de Lie munie d’un crochet pair:
[., .] : g⊗ g→ g (1.3.1)
Le crochet [.,.] admet une extension a` l’alge`bre syme´trique S∗g = ⊕+∞i=0S
i
g, que l’on
appelle le crochet de Poisson.
Soit A,B ∈ S∗g, ou` A = A1 · A2 . . . Ak, B = B1 · B2 . . . Bℓ, Ai, Bj ∈ g, 1 ≤ i ≤ k,
1 ≤ j ≤ l, sont des e´le´ments purs. On de´finit
[A,B] :=
∑
i,j
(−1)λijA1 . . . Aˆi . . . Ak · [Ai, Bj] · B1 · · · · · Bˆj · · · · ·Bℓ, (1.3.2)
ou` le chapeau sur un e´le´ment signifie que ce dernier est omis;
λij = A˜i
(
k∑
p=i+1
A˜p
)
+ B˜j
(
j−1∑
q=1
B˜q
)
. (1.3.3)
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Le trait ondule´ sur un e´le´ment veut dire que l’on prend sa parite´.
Maintenant retournons a` l’espace des (∗)-diagrammes de crochets. Soient A et B deux
(∗)-diagrammes de crochets, qui n’ont pas de points communs sur la droite R. Alors on
peut aussi de´finir par la formule (1.3.2) un e´le´ment [A,B] de l’espace des (∗)-diagrammes
de crochets.
De´finition 1.3.4. On dit qu’une (A, b)-configuration J peut eˆtre inse´re´e en un point
t0 ou t
∗
0 (le signe “∗” indique le fait, que ce point contient un aste´risque) d’une (A
′, b′)-
configuration J ′, si J n’a pas de points communs avec J ′ a` l’exception possible du point
t
(∗)
0 . ✷
De´finition 1.3.5. On dit qu’un diagramme peut eˆtre inse´re´ en un point t
(∗)
0 d’un
autre diagramme, si c’est vrai pour leurs (A, b)-configurations. ✷
Soient A et B deux (∗)-diagrammes ge´ne´ralise´s tels, que A puisse eˆtre inse´re´ en un
point t0 (ou t
∗
0) de B. On va de´finir un e´le´ment B|xt0=A (resp. B|xt∗0=A
)) de l’espace
des B(∗)-diagrammes ge´ne´ralise´s. Au signe pre`s B|x
t
(∗)
0
=A est de´fini par le remplacement
formel de x
t
(∗)
0
par A (dans l’e´criture de B). Le signe est de´fini comme (−1)(A˜−1)×n, ou`
n est le nombre des ge´ne´rateurs de type xtα , xt∗β avant xt(∗)0
dans l’e´criture de B. En
d’autres termes: On fait passer la composante minimale contenant x
t
(∗)
0
a` la premie`re
place, ensuite a` l’aide des relations de superantisyme´trie on met x
t
(∗)
0
a` la premie`re place
dans son crochet (et par conse´quent dans l’e´criture de B); remplac¸ons x
t
(∗)
0
par B; et on
fait toutes ces manipulations dans l’ordre inverse. Il est facile de voir que l’on obtient
exactement le signe, que l’on vient de de´finir.
Exemple 1.3.6.
[xt2xt∗3 ] · [xt∗1xt0 ]
∣∣
xt0=[xt4xt5 ]·xt∗6
= (−1)(3−1)·3[xt2xt∗3 ] · [xt∗1 , [xt4xt5 ] · xt∗6 ]. ✷
Soient A un B(∗)-diagramme non-ge´ne´ralise´, tα l’un de ses points simples (=sans
aste´risque), alors on de´finit
∂tαA := P
(
A|xtα=xtα− ·xtα+
)
, (1.3.7)
ou` P est la projection naturelle de l’espace des B(∗)-diagrammes ge´ne´ralise´s sur l’espace
des B(∗)-diagrammes, qui envoie en ze´ro tous les diagrammes ayant points simples isole´s;
on de´finit tα±partα ± ǫ pour un tre`s petit ǫ > 0.
Remarque 1.3.8. La formule (1.3.7) peu eˆtre pre´sise´e:
∂tαA + (xtα− − xtα+) ·A = A|xtα=xtα− ·xtα+ . ✷ (1.3.9)
Soit t∗β l’un des points de A (ayant un aste´risque), alors on de´finit
∂t∗
β
A := P
(
A|xt∗
β
=xtβ− ·xt∗β+
+xt∗
β−
·xtβ++[xtβ− ,xtβ+ ]
)
, (1.3.10)
ou` P est la meˆme projection; t
(∗)
β± := t
∗
β ± ǫ.
Remarque 1.3.11. La formule (1.3.10) peut eˆtre pre´cise´e:
∂t∗
β
A+ (xtβ+ − xtβ+) ·A = A|xt∗
β
=xtβ− ·xt∗β+
+xt∗
β−
·xtβ++[xtβ− ,xtβ+ ]
. ✷ (1.3.12)
La diffe´rentielle ∂ sur l’espace des B∗-diagrammes sera de´finie comme une somme des
ope´rateurs ∂tα et ∂t∗β par tous les points tα, t
∗
β de la (A, b)-configuration correspondante:
∂ =
∑
α∈α
∂tα +
∑
β∈β
∂t∗
β
. (1.3.13)
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Il est facile de voir, que ∂2 = 0.
Le complexe des B∗-diagrammes (ainsi obtenus) est de´signe´ par CB∗D
odd(k), ou` k
est un anneau commutatif de coefficients. L’espace des B-diagrammes de´finit un sous-
complexe de CB∗D
odd(k), qui sera de´signe´ par CBDodd(k).
Remarque 1.3.14.
∂A =
(∑
α∈α
A|xtα=xtα− ·xtα+
)
+

∑
β∈β
A|xt∗
β
=xtβ− ·xt∗β+
+xt∗
β−
·xtβ++[xtβ− ,xtβ+ ]

− (xt− −xt+) ·A,
(1.3.15)
ou` t+ (resp. t−) est un point supe´rieur (resp. infe´rieur) a` tous les points de A. ✷
De´finissons e´galement le complexe des B∗-diagrammes (resp. B-diagrammes)
ge´ne´ralise´s en prenant la diffe´rentielle ∂ selon la formule (1.3.15). On a une inclusion
de CB∗D
odd(k) (resp. CBDodd(k)) dans le complexe ainsi de´fini.
Affirmation 1.3.16.[T] Pour d impair l’inclusion du complexe des B(∗)-diagrammes
dans le complexe des B(∗)-diagrammes ge´ne´ralise´s induit un isomorphisme en homologie.
✷
De´monstration de 1.3.16: Conside´rons une filtration de´croissante dans le complexe
des B(∗)-diagrammes ge´ne´ralise´s par le nombre des points isole´s sans aste´risques. Il est
facile de voir, que ce complexe est une somme directe de CB(∗)D
odd(k) et du premier
terme de cette filtration. On peut de´montrer, que le deuxie`me morceau de cette somme
est acyclique (voir [T]). ✷
Exemple 1.3.17. Conside´rons le complexe CB∗D
odd(k). C’est clair que tous les dia-
grammes de cordes (voir l’Exemple 1.2.3) sont dans le noyau de la diffe´rentielle. Pour
trouver les groupes d’homologie dans les bigraduations (i, 2i) il faut quotienter l’espace
de tous les diagrammes de cordes par les relations, qui sont l’image de la diffe´rentielle des
diagrammes, dont toutes les composantes minimales, sauf une seule, sont des cordes; celle
qui ne l’est pas est un aste´risque isole´ ou bien un crochet sur 3 points sans aste´risques.
Mentionnons que ∂t∗
β
xt∗
β
= [xtβ−, xtβ+ ]. Le cas d’un aste´risque isole´ donne les dites relations
d’un terme (voir la Figure 1.3.18).
(Figure 1.3.18)
Sur les lignes en pointille´s il peut y avoir les bases d’autres cordes. Autrement dit nous
quotientons par les diagrammes de cordes ayant une corde joignant deux points voisins.
Les calculs faciles de (∂t1 + ∂t2 + ∂t3)([[xt1xt2 ]xt3 ]) donnent les dites relations de quatre
termes (voir la Figure 1.3.19). ✷
(Figure 1.3.19)
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L’ordre des points t1, t2, t3 sur la droite peut est arbitraire. On met en pointille´s les
segments de la droite, ou` il peut y avoir les bases des autres cordes. (Les autres cordes
sont toujours les meˆmes pour tous les quatre diagrammes.)
Exemple 1.3.20. L’homologie de CBDodd(k) dans les bidegre´s (i, 2i) est l’ espace des
diagrammes de cordes quotiente´ seulement par les relations de quatre termes. ✷
1.3.2. Le cas ou` d est pair
Soit g une superalge`bre de Lie munie d’un crochet pair:
[., .] : g⊗ g→ g. (1.3.21)
Le crochet [., .] admet une extension sur l’alge`bre exte´rieure Λ∗g = ⊕+∞i=0Λ
i
g, que l’on
appelle le crochet de Schouten.
Soient A = A1 ∧ · · · ∧Ak ∈ Λ
k
g, B = B1 ∧ · · · ∧ Bℓ ∈ Λ
ℓ
g. On de´finit
[A,B] :=
∑
i,j
(−1)λijA1 ∧ · · · ∧ Aˆi ∧ · · · ∧Ak ∧ [Ai, Bj]∧B1 ∧ · · · ∧ Bˆj ∧ · · · ∧Bℓ, (1.3.22)
ou` λij = (A˜i + 1)
(
k∑
p=i+1
(A˜p + 1)
)
+ (B˜j + 1)
(
j−1∑
q=1
(B˜q + 1)
)
.
Il est facile de voir, que (1.3.22) de´finit correctement une application
[·, ·] : Λ∗g⊗ Λ∗g→ Λ∗g. (1.3.23)
Pour tout monoˆme de Λ∗g nous de´finissons sa parite´ comme la somme des parite´s
de ses facteurs plus le nombre des signes de produit exte´rieur. Par exemple, pour A =
A1 ∧ · · · ∧Ak
A˜ = A˜1 + · · ·+ A˜k + k − 1. (1.3.24)
Evidemment
A ∧ B = (−1)(A˜+1)(B˜+1)B ∧ A, (1.3.25)
[A,B] = −(−1)A˜B˜[B,A]. (1.3.26)
Si C = [A,B], alors C˜ = A˜+ B˜; si C = A ∧B, alors C˜ = A˜+ B˜ + 1.
Maintenant retournons a` l’espace des (∗)-diagrammes de crochets (pour le cas ou` d est
pair).
Soient A = A1∧· · ·∧Ak, B = B1∧· · ·∧Bℓ deux (∗)-diagrammes de crochets, qui n’ont
pas de points communs sur R, Ai, Bj sont des crochets des ge´ne´rateurs pairs de type xtα
et des ge´ne´rateurs impairs de type xt∗
β
. De´finissons [A,B] selon la formule (1.3.22).
Notons que la parite´ des diagrammes de´finie par (1.3.24) est exactement oppose´e a` la
parite´ du poids des diagrammes (contrairement au cas ou` d est impair).
Soient A et B deux B(∗)-diagrammes ge´ne´ralise´s, tels que A peut eˆtre inse´re´ dans un
point t
(∗)
0 de B. De´finissons B|x
t
(∗)
0
=A. Pour cela on remplace xt(∗)0
par A dans l’e´criture
de B, et on multiplie l’ e´le´ment ainsi obtenu par (−1)(A˜−ǫ0)×(n1+n2), ou` ǫ0 e´gale 0, s’il n’y
a pas d’aste´risque dans t0, et e´gale 1, s’il y a un aste´risque dans t
∗
0, n1 (resp. n2) est le
nombre des signes de produit exte´rieur (resp. des ge´ne´rateurs avec des aste´risques) avant
x
t
(∗)
0
dans l’e´criture de B.
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Exemple 1.3.27.
[xt2xt∗3 ] ∧ [xt∗1xt0 ]
∣∣
xt0=[xt4xt5 ]∧xt∗6
= (−1)(2−0)·(1+2)[xt2xt∗3 ] ∧ [xt∗1 , [xt4xt5 ] ∧ xt∗6 ]. ✷
Soient A un B(∗)-diagramme, tα l’un de ses points (simples), alors de´finissons
∂tαA := P
(
A|xtα=xtα−∧xtα+
)
, (1.3.28)
ou` P est une projection analogue (a` celle de (1.3.6)).
Remarque 1.3.29. La formule (1.3.28) peut eˆtre pre´cise´e:
∂tαA + (xtα− − xtα+) ∧A = A|xtα=xtα−∧xtα+ . ✷ (1.3.30)
Soit t∗β l’un des points de A (ayant un aste´risque), alors on de´finit
∂t∗
β
A := P
(
A|xt∗
β
=xtβ−∧xt∗β+
−xt∗
β−
∧xtβ+−[xtβ− ,xtβ+ ]
)
. ✷ (1.3.31)
Remarque 1.3.32. La formule (1.3.31) peut eˆtre pre´cise´e:
∂t∗
β
A+ (xtβ− − xtβ+) ∧ A = A|xt∗
β
=xtβ−∧xt∗β+
−xt∗
β−
∧xtβ+−[xtβ− ,xtβ+ ]
. ✷ (1.3.33)
D’une manie`re analogue au cas ou` d est impair on de´finit l’ope´rateur ∂. L’espace des
B(∗)-diagrammes avec la diffe´rentielle ∂ est appele´ le complexe des B(∗)-diagrammes et est
de´signe´ par CB∗D
even(k), CBDeven(k). L’espace des B(∗)-diagrammes ge´ne´ralise´s avec la
diffe´rentielle ∂ est appele´ le complexe des B(∗)-diagrammes ge´ne´ralise´s.
Affirmation 1.3.34.[T] Pour d pair l’inclusion naturelle de CB(∗)D
even(k) dans le
complexe des B(∗)-diagrammes ge´ne´ralise´s induit un isomorphisme en homologie. ✷
De´monstration de 1.3.34: analogue a` celle de 1.3.16. ✷
Remarque 1.3.35.
∂A =
(∑
α∈α
A|xtα=xtα−∧xtα+
)
+

∑
β∈β
A|xt∗
β
=xtβ−∧xt∗β+
−xt∗
β−
∧xtβ+−[xtβ− ,xtβ+ ]

−(xt−−xt+)∧A.
✷
Exemple 1.3.36. L’homologie des complexes CB∗D
even(k), CBDeven(k) dans les
bigraduations (i, 2i) est un espace des superdiagrammes de cordes (voir l’Exemple 1.2.7)
quotiente´ par les relations de quatre termes (voir la Figure 1.3.37) et (dans le cas de
CB∗D
even(k) seulement) par les relations d’un terme. ✷
(Figure 1.3.37)
L’ordre des points t1, t2, t3 peut eˆtre arbitraire. Les nombres 1 et 2 au-dessus des cordes
de´signent l’ordre dans lequel on prend les cordes correspondantes. Les autres cordes et
leur ordre sont les meˆmes pour tous les quatre diagrammes.
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1.4. Simplification des calculs de l’homologie de CB∗D
odd(even)(k). Les com-
plexes CB0D
odd(even)(k) des B0-diagrammes
Conside´rons l’espace des B-diagrammes (pour d pair ou impair). On va le quotien-
ter par les relations de “supercommutativite´ voisine”, plus pre´cisement aux relations
habituelles de superantisyme´trie et celles de Jacobi on ajoute la supercommutabilite´
des ge´ne´rateurs correspondant aux points voisins sur la droite R dans les diagrammes.
L’espace ainsi obtenu sera appele´ l’espace des B0-diagrammes (ou bien l’espace des 0-
diagrammes de crochets). L’espace des B0-diagrammes posse`de une structure de complexe-
quotient de CBDodd(even)(k) et de CB∗D
odd(even)(k) (dans le deuxie`me cas on envoie en
ze´ro tous les diagrammes ayant des aste´risques), que l’on appelle le complexe des B0-
diagrammes et qui est de´signe´ par CB0D
odd(even)(k).
On a un diagramme commutatif des morphismes de complexes:
CB0D
odd(even)(k)
p1
← CBDodd(even)(k)
p2 տ ւ i1
CB∗D
odd(even)(k)
(1.4.1)
ou` p1, p2 sont projectifs; i1 est injectif.
The´ore`me 1.4.2.[T] L’espace des B0-diagrammes (sur n’importe quel anneau com-
mutatif k de coefficients) est un k-module libre (autrement dit, ce, que l’on quotiente, ne
donne pas de torsions). La surjection p2 de (1.4.1) induit un isomorphisme en homologie.
✷
Ide´e de la de´monstration: Il faut conside´rer la filtration par le nombre des com-
posantes minimales dans le complexe dual a` CB∗D
odd(even)(k) et la suite spectrale associe´e
a` cette filtration. Cette suite de´ge´ne`re au deuxie`me terme, parce que son premier terme
se trouve dans une seule ligne, qui re´pond aux diagrammes sans aste´risques. Pour les
de´tails voir [T]. ✷
2. Sur six alge`bres de Hopf diffe´rentielles lie´es aux discriminants des espaces
de nœuds non-compacts
2.1. Sur les alge`bres de Hopf (diffe´rentielles)
Soit (B, µ, ι,∆, ǫ) une bige`bre, ou` B est un module Z2-gradue´ sur un anneau commu-
tatif k; µ, ι,∆, ǫ sont respectivement les application de la multiplication, de l’unite´, de la
comultiplication, de la counite´.
Sur l’espace Z2-gradue´ Mor(B,B) de toutes les applications line´aires de B dans B on
a une structure d’alge`bre associative en de´finissant la multiplication ⋆ par la formule
f ⋆ g := µ ◦ (f ⊗ g) ◦∆. (2.1.1)
L’unite´ de cette alge`bre est
1 = ι ◦ ǫ. (2.1.2)
Soit S ∈Mor(B,B) tel, que
S ⋆ id = id ⋆ S = 1 , (2.1.3)
alors S est appele´ antipode. Evidemment, s’il existe, il est unique. Tout tel sextuplet
(B, µ, ι,∆, ǫ, S) est appele´ alge`bre de Hopf.
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Rappelons qu’une alge`bre de Hopf diffe´rentielle (H, µ, ι,∆, ǫ, S, ∂) est une alge`bre de
Hopf (H, µ, ι,∆, ǫ, S) sur laquelle agit une application impaire ∂ ∈ Mor(B,B), ve´rifiant
∂2 = 0 et compatible avec les applications de structure µ, ι, ∆, ǫ, S.
De la meˆme fac¸on on de´finit bige`bre, alge`bre, coalge`bre diffe´rentielles.
L’homologie (par rapport a` la diffe´rentielle ∂) d’une alge`bre diffe´rentielle sur n’importe
quel anneau commutatif k forme e´galement une alge`bre. L’homologie d’une coalge`bre
diffe´rentielle peut ne pas eˆtre une coalge`bre, si l’anneau principal n’est pas un corps. De
la meˆme fac¸on l’homologie d’une bige`bre (alge`bre de Hopf) diffe´rentielle sera conside´re´e
comme une bige`bre (alge`bre de Hopf), si l’anneau principal est un corps, et simplement
comme une alge`bre, s’il ne l’est pas.
De´finition 2.1.4. Une bige`bre non-ne´gativement Z-gradue´e est dite connexe, si son
espace de degre´ 0 est engendre´ par un seul e´le´ment non-nul (ce qui revient a` dire qu’il est
isomorphe a` un anneau-quotient de l’anneau principal k). ✷
Pour toute bige`bre connexe B les ope´rateurs de la forme
+∞∑
k=0
ak(id − 1 )
⋆k, (2.1.5)
(ou` (id− 1 )⋆k = (id− 1 ) ⋆ (id− 1 ) ⋆ · · · ⋆ (id− 1 )︸ ︷︷ ︸
k
; ak ∈ k, k = 0, 1, 2, . . . ) sont correcte-
ment de´finis, parce que pour tout e´le´ment x ∈ B on a (id− 1 )⋆kx = 0, si k est supe´rieur
au degre´ de x.
Soit f(t) =
+∞∑
k=0
ak(t− 1)
k la fonction ge´ne´ratrice d’une suite {ak}. De´finissons
f⋆(id) :=
+∞∑
k=0
ak(id− 1 )
⋆k. (2.1.6)
Lemme 2.1.7. Soit (B, µ, ι,∆, ǫ, ∂) une bige`bre diffe´rentielle, soient f, g ∈Mor(B,B)
des ope´rateurs compatibles avec la diffe´rentielle ∂ (supercommutant avec elle), alors f ⋆ g
est e´galement compatible avec ∂. ✷
De´monstration du Lemme 2.1.7: C’est une conse´quence du fait que µ,∆, f, g sont
compatibles avec ∂. ✷
Conse´quence du Lemme 2.1.7. Tout ope´rateur de la forme (2.1.5) dans une bige`bre
diffe´rentielle connexe est toujours compatible avec la diffe´rentielle. ✷
The´ore`me 2.1.8. Toute bige`bre (diffe´rentielle) connexe sur n’importe quel anneau
commutatif k est une alge`bre de Hopf (diffe´rentielle). L’antipode S est donne´ par la
formule suivante:
S =
+∞∑
k=0
(−1)k(id− 1 )⋆k. ✷ (2.1.9)
De´monstration du The´ore`me 2.1.8: Evident. ✷
The´ore`me 2.1.10.[P] Toute bige`bre diffe´rentielle supercocommutative connexe sur
un corps de caracte´ristique nulle est isomorphe comme alge`bre de Hopf diffe´rentielle a`
l’alge`bre enveloppante de la superalge`bre de Lie diffe´rentielle de ses e´le´ments primitifs.
L’ope´rateur
P1 = log⋆ id (2.1.11)
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est une projection sur l’espace des e´le´ments primitifs. L’homologie de telle alge`bre de Hopf
diffe´rentielle est l’alge`bre de Hopf enveloppante de l’homologie de la superalge`bre de Lie
diffe´rentielle en question. ✷
2.2. Six alge`bres de Hopf diffe´rentielles DHAB∗D
odd, DHAB∗D
even, DHAB0D
odd,
DHAB0D
even, DHABDodd, DHABDeven des (∗/0)-diagrammes de crochets
Conside´rons les complexes CB∗D
odd(even)(k), CB0D
odd(even)(k), CBDodd(even)(k) des
(∗/0)-diagrammes de crochets. Ces complexes sont bigradue´s par la complexite´ i et par
le nombre des points ge´ome´triquement diffe´rents. La diffe´rentielle y est de bidegre´ (0,1).
On va construire les ope´rations µ, ι,∆, ǫ, S de multiplication, unite´, comultiplication,
counite´, antipode, qui vont de´finir avec ∂ une structure d’alge`bre de Hopf diffe´rentielle
bigradue´e sur ces espaces. Ces alge`bres de Hopf diffe´rentielles seront appele´es respec-
tivement DHAB∗D
odd(even)(k), DHAB0D
odd(even)(k), DHABDodd(even)(k) (de l’anglais
“Differential Hopf Algebra of Bracket Diagrams”).
De´finissons ι : k → DHABxD
odd(even)(k) en prenant ι(1) e´gale le diagramme trivial
(ici et plus loin x signifie soit ∗, soit 0, soit ∅).
De´finissons ǫ comme ze´ro sur tous les diagrammes sauf celui qui est trivial. ǫ du
diagramme trivial est de´fini comme 1.
Notos que ι, ǫ sont les isomorphismes entre l’anneau k et le module de bidegre´ (0,0).
Donc ι, ǫ respectent la bigraduation. Evidemment ils respectent e´galement la diffe´rentielle
∂, puisque la diffe´rentielle ∂ du diagramme trivial est nulle.
De´finissons la multiplication µ. Le produit de deux diagrammes D1 et D2 est de´fini
comme un diagramme D1 ∗D2 = µ(D1 ⊗D2) sur la droite R, que l’on obtient en collant
le diagramme D2 a` droite du diagramme D1 (voir la Figure 2.2.1).
*D1 D2 D1 D2
(Figure 2.2.1)
De la meˆme fac¸on on obtient l’e´criture en crochets de D1 ∗D2 en ajoutant a` droite de
l’e´criture de D1 celle de D2.
Exemple 2.2.2.
(
[xt1 , xt2 ] ∧ [xt3 , xt∗4 ]
)
⋆ [xt1 , [xt2 , xt3 ]] = [xt1 , xt2 ] ∧ [xt3 , xt∗4 ] ∧
[xt1+N , [xt2+N , xt3+N ]] pour un tre`s grand N > 0. ✷
De´finissons la comultiplication ∆. Soit D un (∗/0)-diagramme de crochets, soit
V = V (D) l’ensemble de ses composantes minimales. Tout sous-ensemble V1 ⊂ V de
composantes minimales du diagramme D de´finit un diagramme (V1), qui ne se com-
pose que des composantes minimales de V1 (on efface tous les crochets dans l’e´criture de
D = (V ) qui correspondent aux composantes minimales, qui ne sont pas de V1).
On de´finit ∆ en prenant
∆((V )) =
∑
V=V1⊔V2
±(V1)⊗ (V2). (2.2.3)
Le signe ± dans (2.2.3) peut eˆtre pre´cise´ facilement: il apparaˆıt, quand on fait passer a`
droite les composantes minimales de V2 dans l’e´criture de D.
Il est facile de voir, que la comultiplication est supercocommutative.
On peut de´montrer, que les ope´rations µ, ι,∆, ǫ, ∂ font de CBxD
odd(even) une bige`bre
diffe´rentielle connexe (voir la De´finition 2.1.4) Z-bigradue´e. Cela veut dire (voir le
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The´ore`me 2.1.8), qu’elle est en fait une alge`bre de Hopf diffe´rentielle (il y existe un
antipode S).
De´finition 2.2.4. Un intervalle de R joignant deux points voisins d’une (A, b)-
configuration est dit se´parant pour elle, si toute composante minimale de cette (A, b)-
configuration est soit strictement a` gauche, soit strictement a` droite par rapport a` cet
intervalle-la`. ✷
De´finition 2.2.5. En e´liminant tous les intervalles se´parants dans la droite R, on
obtient une de´composition de notre (A, b)-configuration en composantes connexes, qui
re´pondent aux secteurs connexes de la droite sans ces intevalles. ✷
Une composante connexe peut contenir plusieures composantes minimales.
Exemple 2.2.6. La (A, b)-configuration de la Figure 1.2.2 a 4 composantes minimales
et 3 composantes connexes. ✷
Conside´rons l’espace P engendre´ par les diagrammes de DHABxD
odd(even)(k) n’ayant
qu’une seule composante connexe. Il est facile de voir que l’alge`bre DHABxD
odd(even)(k)
est l’alge`bre libre tensorielle T ∗(P) de l’espace P. Soit k un corps de caracte´ristique nulle,
alors on a une projection P1 = log⋆ id sur l’espace des e´le´ments primitifs (voir le The´ore`me
2.1.10). Il est clair que kerP1|P = 0. On en de´duit que l’alge`bre DHABxD
odd(even)(k) est
isomorphe a` T ∗(P1(P)). Cela veut dire que l’alge`bre de Hopf DHABxD
odd(even)(k) est
isomorphe a` l’alge`bre de Hopf libre d’un certain ensemble infini de ge´ne´rateurs pairs
et impairs primitifs Z-bigradue´s, ou bien encore DHABxD
odd(even)(k) est l’alge`bre en-
veloppante d’une superalge`bre de Lie libre d’un ensemble infini de ge´ne´rateurs pairs et
impairs Z-bigradue´s. D’apre`s le The´ore`me 2.1.10 l’alge`bre de Hopf de l’homologie de
DHABxD
odd(even)(k) doit eˆtre l’alge`bre enveloppante d’une superalge`bre de Lie bigradue´e.
Il se trouve que les quatre superalge`bres de Lie ainsi obtenues sont toutes supercommu-
tatives (ont un crochet trivial).
Notons que les morphismes i1, p1, p2 du diagramme (1.4.1) sont aussi des morphismes
des alge`bres de Hopf diffe´rentielles. On a donc le diagramme commutatif suivant:
DHAB0D
odd(even)(k)
p1
←− DHABDodd(even)(k)
p2 տ ւ i1
DHAB∗D
odd(even)(k)
(2.2.7)
L’application p2 induit un isomorphisme en homolgie.
2.3. Conjectures sur la multiplication et la comultiplication dans la
(co)homologie des espaces de nœuds non-compacts
Un espace topologique X sera appele´ H-espace, s’il est muni d’une multiplication
homotopiquement associative
m : X ×X → X, (2.3.1)
et s’il a un e´le´ment e ∈ X , qui est une unite´ homotopique par rapport a` m. L’existence
d’une application homotopiquement inverse n’est pas de´mande´e.
Il est facile de voir, que l’homologie et la cohomologie sur un corps de tout H-espace
forment des bige`bres respectivement supercocommutative et supercommutative, qui sont
duales l’une a` l’autre. Si notre H-espace est connexe par arcs ou bien si l’on peut de´finir
pour lui une application homotopiquement inverse, alors ces bige`bres sont en fait des
alge`bres de Hopf (dans le premier cas c’est grace au The´ore`me 2.1.8).
L’homologie et la cohomologie sur un anneau commutatif k (qui n’est pas un corps)
des H-espaces seront conside´re´es comme des alge`bres sur k.
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Les espaces de nœuds non-compacts dans Rd, d ≥ 3, sont des H-espaces: on prend la
composition des nœuds comme multiplication et le nœud trivial comme unite´. Alors leur
(co)homologie sur un corps est toujours une bige`bre (alge`bre de Hopf, pour d ≥ 4).
La filtration (0.1.2) dans le discriminant re´solu σ de´finit une filtration dans l’homologie
des espaces σ¯ ≃ Σ¯ :
H˜
(0)
∗ (σ¯, k) ⊂ H˜
(1)
∗ (σ¯, k) ⊂ H˜
(2)
∗ (σ¯, k) ⊂ . . .
|≀ |≀ |≀
H˜
(0)
∗ (Σ¯, k) ⊂ H˜
(1)
∗ (Σ¯, k) ⊂ H˜
(2)
∗ (Σ¯, k) ⊂ . . . .
(2.3.2)
Grace a` l’isomorphisme d’Alexander cela donne une filtration croissante dans la coho-
mologie des espaces de nœuds
H∗(0)(K\Σ, k) ⊂ H
∗
(1)(K\Σ, k) ⊂ H
∗
(2)(K\Σ, k) ⊂ . . . . (2.3.3)
De la meˆme fac¸on on obtient une filtration de´croissante dans l’homologie
H(0)∗ (K\Σ, k) ⊃ H
(1)
∗ (K\Σ, k) ⊃ H
(2)
∗ (K\Σ, k) ⊃ . . . . (2.3.4)
Pour d ≥ 4 les filtraions (2.3.3-4) sont toujours finies pour tout degre´ ∗; si d = 3 la
filtration (2.3.3) n’e´puise pas toute la cohomologie de l’espace des nœuds. La conjecture de
la comple´tude de la “(co)homologie de type fini” est en fait la condition de la convergence
de la filtration (2.3.4) vers ze´ro. Ce proble`me n’est toujours pas re´solu meˆme pour les
invariants – la cohomologie de degre´ ze´ro.
Conjecture 2.3.5. La multiplication (et la comultiplication, si l’anneau principal k
est un corps) dans la cohomologie et l’homologie respectent les filtrations (2.3.3) et (2.3.4)
respectivement. ✷
Modulo cette conjecture on de´finit une structure d’alge`bre (bige`bre) sur les qoutients
gradue´s (par rapport aux filtration (2.3.3-4)).
De la formule (2.1.9) et de l’hypothe`se que la multiplication et la comultiplication
respectent la filtration on de´duit, que l’antipode S la respecte e´galement, et donc il est
aussi induit sur le quotient gradue´.
La suite spectral principale (voir la section 0.1) et la suite, qui lui est duale, con-
vergent, evidemment (comme k-modules) vers ces quotients gradue´s. Dans la section
pre´cedente on a construit une structure d’alge`bres de Hopf diffe´rentielles sur les complexes
CB∗D
odd(even)(k), qui sont isomorphes au premier terme de la suite spectrale auxiliaire
(voir la section 0.1). De la meˆme fac¸on on peut de´finir une structure d’alge`bres de Hopf
diffe´rentielles sur le ze´roie`me terme de la suite principale et sur celui de la suite duale.
Nous n’allons pas de´crire les ze´roie`mes termes en question, cependant nous formulerons
la conjecture suivante.
Conjecture 2.3.6. La structure d’alge`bre (alge`bre de Hopf, si l’anneau principal est
un corps) diffe´rentielle sur le ze´roie`me terme de la suite spectrale principale (ou de la
suite duale) est induite sur tous les termes E1∗,∗, E
2
∗,∗, . . . (E
∗,∗
1 , E
∗,∗
2 , . . . ), ou` pour une
diffe´rentielle sur le i-e`me terme on prend la i-e`me diffe´rentielle de la suite spectrale. La
structure d’alge`bre (de Hopf) sur E∞∗,∗ (resp. E
∗,∗
∞ ) ainsi obtenue co¨ıncide avec celle (du
quotient gradue´), que l’on a conjecture´e dans (2.3.5). ✷
Si k est un corps de caracte´ristique nulle, alors selon la conjecture 0.1.3 la suite spectrale
principale et sa duale de´ge´ne`rent au premier terme. On en de´duit (modulo les Conjecture
2.3.5-6), que l’alge`bre de Hopf de l’homologie de DHAB∗D
odd(even)(k) est exactement le
quotient gradue´, qui nous inte´resse. Si l’on suppose aussi (la Conjecture 0.1.4 de Vassiliev),
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que la filtration (0.1.2) est homotopiquement trivial, alors ce sera vrai pour tout anneau
commutatif k.
Dans [T] on de´montrera le the´ore`me suivant.
The´ore`me 2.3.7. [T] La bige`bre de l’homologie sur Q des espaces de nœuds non-
compacts dans Rd, d ≥ 3, est toujours supercommutative. ✷
Ide´e de la de´monstration: Si l’on a deux cycles, qui representent certaines classes
de l’homologie H∗(K\Σ, k), et l’on conside`re leur produit, voir la Figure 2.3.8, alors on
B
B
B
B’
(Figure 2.3.8)
va comprimer celui, qui est a` droite, jusqu’a` ce qu’il soit tre`s petit, et ensuite on le fait
passer (a` l’aide de la connexion adiabatique) par le cycle gauche. Le cycle ainsi obtenu ne
sera point le produit du deuxie`me cycle sur le premier, parce que la connexion adiabatique
donne une perturbation — une rotation de SO(d− 1), qui de´pend des nœuds du premier
cycle. Il se trouve (voir [T]), que cette perturbation ne vas pas importer, si k est un corps
de caracte´ristique nulle. ✷
Il suit de ce the´ore`me (toujours modulo les Conjectures 0.1.3, 2.3.5, 2.3.6), que l’alge`bre
de Hopf de l’homologie de DHAB∗D
odd(even)(Q) est supercommutative. Cette affirmation
sera de´montre´e inde´pendamment (voir les sections 2.4, 2.7).
Remarque 2.3.9. Du The´ore`me 2.3.7 (modulo la Conjecture 0.1.3) on de´duit, que
la bige`bre de l’homologie sur Q de l’espace de nœuds non-compacts dans Rd, d ≥ 4, est
isomorphe a` la bige`bre de l’homologie de DHAB∗D
odd(even)(Q). ✷
2.4. Supercommutativite´ des alge`bres (de Hopf) de l’homologie de
DHABDodd(even)(k) et de DHAB∗D
even(k)
The´ore`me 2.4.1. L’alge`bre (de Hopf) de l’homologie de DHABDodd(even)(k) est su-
percommutative pour n’importe quel anneau commutatif k. ✷
De´monstration du The´ore`me 2.4.1: Le The´ore`me est une conse´quence facile du
The´ore`me 2.4.10. ✷
The´ore`me 2.4.2. L’alge`bre (de Hopf) de l’homologie de DHAB∗D
even(k) est super-
commutative pour n’importe quel anneau commutatif k. ✷
De´monstration du The´ore`me 2.4.2: Le The´ore`me est une conse´quence facile du
The´ore`me 2.4.40. ✷
Introduisons des notations ne´cessaires:
Soient A et B deux diagrammes de crochets (on coside`re simultane´ment les cas de d
pair et impair). Soient t1 < t2 < · · · < tβ les points du diagramme B. Alors on de´finit les
diagrammes Atj , 1 ≤ j ≤ β, comme des diagrammes e´quivalents a` A et concentre´s dans
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de tre`s petits voisinages des points tj, 1 ≤ j ≤ β.
De´finissons
A ⊲j B : =
{
B|xtj=Atj , si 1 ≤ j ≤ β;
0, si j > β.
(2.4.3)
(La notation B|xtj=A est donne´e dans les sections 1.3.1, 1.3.2 pour d impair et pair re-
spectivement.)
De´finissons e´galement
A ⊲ B : =
∞∑
j=1
A ⊲j B. (2.4.4)
Evidemment, si le bidegre´ du diagramme A est (i1, j1), celui de B est (i2, j2 = β), alors
le bidegre´ des e´le´ments A ⊲j B, A ⊲ B e´gale (i1 + i2, j1 + j2 − 1).
On a imme´diatement le lemme suivant.
Lemme 2.4.5. Les ope´rations ⊲j,j ∈ N, ⊲ introduites ci-dessus de´finissent correcte-
ment des applications
BDodd(even)(k)⊗BDodd(even)(k)→ BDodd(even)(k). (2.4.6)
(BDodd(even)(k) de´signe l’espace des B-diagrammes.) Ces applications sont de bidegre´
(0,−1). ✷
Remarque 2.4.7. Selon les Remarques 1.3.14, 1.3.35
∂A = (xt− · xt+) ⊲ A− (−1)
p(A)−1A ⊲ (xt− · xt+) (2.4.8)
pour d impair, ou` p(A) de´signe le poids de A (voir la section 1.3.0), p(A) ≡ A˜mod2;
∂A = (xt− ∧ xt+) ⊲ A− (−1)
p(A)−1A ⊲ (xt− ∧ xt+) (2.4.9)
pour d pair (dans ce cas p(A) ≡ (A˜+ 1)mod2). ✷
The´ore`me 2.4.10. [T] Pour tous deux diagrammes A,B ∈ BDodd(even)(k)
∂(A ⊲ B) = (∂A) ⊲ B+(−1)p(A)−1A ⊲ (∂B)+(−1)p(A)−1
(
A ∗B − (−1)p(A)p(B)B ∗ A
)
.✷
(2.4.11)
Ici “∗” signifie la multiplication dans DHABDodd(even)(k) (voir la section 2.2).
Remarque 2.4.12. L’affirmation du The´ore`me 2.4.10 est aussi vraie pour les B-
diagrammes ge´ne´ralise´s. ✷
Maintenant conside´rons DHAB∗D
odd(even)(k). La diffe´rentielle ∂
sur DHAB∗D
odd(even)(k) peut eˆtre de´compose´e dans la somme ∂¯ + ∂¯, ou` ∂¯ (resp. ∂¯)
est la partie de ∂, qui garde le nombre des aste´risques en augmentant en 1 le nombre des
composantes minimales (resp. diminue en 1 le nombre des aste´risques tout en gardant
le nombre des composantes minimales). Nous allons de´signer DHAB∗D
odd(even)(k), con-
side´re´e comme une alge`bre de Hopf (on oublie la diffe´rentielle ∂), par HAB∗D
odd(even)(k).
Evidemment, l’ope´rateur ∂¯ sers d’une diffe´rentielle pour cette alge`bre de Hopf. L’alge`bre
de Hopf diffe´rentielle ainsi obtenue sera de´signe´e par (HAB∗D
odd(even)(k); ∂¯).
The´ore`me 2.4.13.[T] L’alge`bre (de Hopf) de l’homologie de (HAB∗D
odd(k); ∂¯) (resp.
(HAB∗D
even(k); ∂¯)) est le produit tensoriel de l’homologie de DHABDodd(k) (resp.
DHABDeven(k)) sur l’alge`bre de Hopf libre F odd(x) (resp. F even(x)) a` un ge´ne´rateur
impair (resp. pair) primitif x, qui correspond au diagramme se composant d’un seul
aste´risque isole´. ✷
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Notons que ce the´ore`me entraˆıne la non-supercommutativite´ de l’alge`bre (de Hopf) de
l’homologie de (HAB∗D
odd(k); ∂¯) (au contraire de (HAB∗D
even(k); ∂¯)), parce que F odd(x)
n’est pas supercommutative.
Soient A et B deux ∗-diagrammes de crochets; soient t
(∗)
1 < t
(∗)
2 < · · · < t
(∗)
β les points
du diagramme B (qui peuvent avoir des aste´risques); τ
(∗)
1 < τ
(∗)
2 < · · · < τ
(∗)
α les points
de A (qui peuvent e´galement avoir des aste´risques). De manie`re analogue on de´finit les
diagrammes A
t
(∗)
j
, 1 ≤ j ≤ β, comme des diagrammes e´quivalents a` A et concentre´s dans
de tre`s petits voisinages des points t
(∗)
j .
On note par I0 (resp. I∗), I0 ⊔ I∗ = {1, . . . , α}, l’ensemble des index des points τi,
i ∈ I0 (resp. τ
∗
i , i ∈ I∗), ou` il n’y a pas d’aste´risques (resp. il y en a).
De´finissons
A∗ := (−1)p(A)−1
∑
i∈I0
A|xτi=xτ∗i
. (2.4.14)
Je vais rappeler, que p(A) est le poids du diagramme A, p(A) ≡ (A˜+1)mod 2. Notons
que p(A∗) = p(A) + d− 1 ≡ (p(A) + 1)mod 2.
Remarque 2.4.15. (A∗)∗ = 0. ✷
De´finissons
A⊲¯jB :=


B|xtj=Atj , si dans tj , 1 ≤ j ≤ β, il n’y a pas d’aste´risque;
B|xt∗
j
=A∗
t∗
j
, si dans t∗j , 1 ≤ j ≤ β, il y a un aste´risque;
0, j > β.
(2.4.16)
De´finissons e´galement
A⊲¯B :=
∞∑
j=1
A⊲¯jB. (2.4.17)
Exemple 2.4.18. Si dans tous les α points de A et dans tous les β points de B il y a
des aste´risques, alors A⊲¯B = 0. ✷
On a imme´diatement le lemme suivant.
Lemme 2.4.19. Les ope´rations ⊲¯j, j ∈ N, ⊲¯ de´finissent correctement des applications
B∗D
even(k)⊗ B∗D
even(k)→ B∗D
even(k). (2.4.20)
(B∗D
even(k) signifie l’espace des ∗-diagrammes de crochets pour d pair) de bidegre´ (0,−1).
✷
Remarque 2.4.21. ∂¯A = (xt− ∧ xt+)⊲¯A− (−1)
p(A)−1A⊲¯(xt− ∧ xt+). ✷
The´ore`me 2.4.22.[T] Pour tous deux diagrammes A,B ∈ B∗D
even(k)
∂¯(A⊲¯B) = (∂¯A)⊲¯B + (−1)p(A)−1A⊲¯(∂¯B) + (−1)p(A)−1
(
A ∗B − (−1)p(A)p(B)B ∗ A
)
. ✷
(2.4.23)
Ici “∗” signifie la multiplication dans HAB∗D
even(k).
Remarque 2.4.24. Le The´ore`me 2.4.22 entraˆıne la supercommutativite´ de l’alge`bre
(de Hopf) de l’homologie de (HAB∗D
even(k), ∂¯). ✷
Soit g une superalge`bre de Lie. De´finissons un ope´rateur
δ : Λ∗g→ Λ∗−1g, (2.4.25)
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en prenant pour A = A1 ∧ · · · ∧Ak, Ai ∈ g,
δ(A) := δ(A1 ∧ · · · ∧ Ak) =
∑
i<j
(−1)λij+A˜i[Ai, Aj ] ∧A1 ∧ . . . Aˆi . . . Aˆj · · · ∧ Ak, (2.4.26)
ou` λij = (A˜i + 1)
i−1∑
p=1
(A˜p + 1) + (A˜j + 1)
j−1∑
q=1
q 6=i
(A˜q + 1).
Il est facile de voir, que δ peut eˆtre correctement prolonge´ sur toute l’alge`bre exte´rieure
Λ∗g. Notons e´galement que δ2 = 0. La couple (Λ∗g, δ) de´finit le dit complexe de chaˆınes,
associe´ a` g et calculant son homologie.
Pour tous e´le´ments purs A,B ∈ Λ∗g on a les formules suivantes
δ(A ∧B) = δ(A) ∧B + (−1)A˜+1A ∧ δ(B) + (−1)A˜[A,B]; (2.4.27)
δ([A,B]) = [δ(A), B] + (−1)A˜[A, δ(B)]. (2.4.28)
Ou` [., .] est le crochet de Schouten (voir la section 1.3.2).
De manie`re analogue (selon la formule (2.4.27), ou` les Ai sont des crochets correspon-
dant aux composantes minimales) on de´finit l’ope´rateur
δ : B∗D
even(k)→ B∗D
even(k) (2.4.29)
sur l’espace B∗D
even(k). δ est de bidegre´ (1, 0) et donc impair.
Pour le diagramme A on de´finit
A0 := (−1)p(A)−1δ(A) = (−1)A˜δ(A); (2.4.30)
A⋆ := A∗ + A0. (2.4.31)
Remarque 2.4.32. (A⋆)⋆ = 0. ✷
De´finissons
A⊲¯jB :=
{
B|xt∗
j
=A0
t∗
j
, si 1 ≤ j ≤ β et dans t∗j il y a un aste´risque;
0, si non;
(2.4.33)
A ⊲j B := A⊲¯jB + A⊲¯jB; (2.4.34)
A⊲¯B :=
∞∑
j=1
A⊲¯jB; (2.4.35)
A ⊲ B := A⊲¯B + A⊲¯B. (2.4.36)
Lemme 2.4.37. Les ope´rations ⊲¯j , ⊲j , ⊲¯, ⊲ de´finissent correctement des applications
B∗D
even(k)⊗B∗D
even(k)→ B∗D
even(k) (2.4.38)
de bidegre´ (0,−1). ✷
De´monstration du Lemme 2.4.37: e´vident. ✷
Remarque 2.4.39. ∂A = (xt− ∧ xt+) ⊲ A− (−1)
p(A)−1A ⊲ (xt− ∧ xt+). ✷
The´ore`me 2.4.40.[T] Pour tous deux diagrammes A,B ∈ B∗D
even(k)
∂(A ⊲ B) = (∂A) ⊲ B+(−1)p(A)−1A ⊲ (∂B)+(−1)p(A)−1
(
A ∗B − (−1)p(A)p(B)B ∗ A
)
.✷
(2.4.41)
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Remarque 2.4.42. Pour le cas ou` d est impair l’alge`bre (de Hopf) de l’homologie de
(HAB∗D
odd(k); ∂¯) n’est pas supercommutative, alors on ne peut pas e´crire meˆme le terme
grossier (analogue a` (2.4.18)) de l’homotopie du supercommutateur dans DHAB∗D
odd(k).
✷
2.5. L’homologie de DHAB∗D
odd(even)(k) et de DHAB∗D
even(k) forme des alge`bres
de Gerstenhaber
Il est facile de montrer, que les complexes CBDodd(even)(k), CB∗D
even(k) munis du
crochet impair {., .}:
{A,B} := A ⊲ B − (−1)(p(A)−1)(p(B)−1)B ⊲ A (2.5.1)
sont en fait des superalge`bres de Lie diffe´rentielles, ou` la diffe´rentielle ∂ (selon les Remar-
ques 2.4.7, 2.4.39) est le crochet avec xt− · xt+ (ou xt− ∧ xt+):
∂A = {xt− · xt+ , A} ou {xt− ∧ xt+ , A}.
Dans l’homologie le crochet {., .} sera concordant avec la muliplication (qui y est su-
percommutative), c’est-a`-dire pour toutes trois classes x, y, z de l’homologie on a
{x, yz} = {x, y}z + (−1)(p(x)−1)p(y)y{x, z}. (2.5.2)
Ce fait suit des conside´rations ge´ne´rales pour les ope´rades, voir la section 3 et le
The´ore`me 3.2.4 en particulier.
De´finition 2.5.3. Les alge`bres supercommutatives munis d’un crochet de Lie im-
pair, qui est compatible avec la multiplication selon (2.5.2), sont appele´es alge`bres de
Gerstenhaber (dans cette situation ce crochet-la` est appele´ crochet (impair) de Kirillov).
✷
Exemple 2.5.4. L’alge`bre exte´rieure d’une superalge`bre de Lie avec le crochet de
Schouten (voir la section 1.3.2) fait une alge`bre de Gerstenhaber. ✷
Notons que le crochet {., .} conserve l’espace des e´le´ments primitifs. Alors, si k est
un corps de caracte´ristique nulle, l’alge`bre de Gerstenhaber inconnue est donc l’alge`bre
exte´rieure de la superalge`bre de Lie (avec le crochet {., .}) des e´le´ments primitifs de
l’homologie.
2.6. Calcul de l’homologie de DHABDodd(even)(Z) pour la complexite´ i ≤ 2
2.6.1. Cas ou` d est pair
Notation 2.6.1. Dans cette section et dans celle qui la suivent le ge´ne´rateur xi
correspond toujours au i-ie`me point, compte´ de gauche a` droite dans les diagrammes
correspondants. ✷
i = 0. On n’a que le diagramme trivial; ce diagramme ne vient pas de la ge´ome´trie
du discriminant, mais on l’ajoute dans tous les complexes CB(∗)D
odd(even)(k), parce
qu’il correspond a` l’unite´ (perdue sous la dualite´ d’Alexander) de l’homologie. Ce
diagramme de´finit un cycle e´tant l’unite´ dans l’alge`bre (de Hopf) de l’homologie de
DHABDodd(even)(k).
i = 1. On a aussi un seul B-diagramme — [x1x2], qui de´finit un ge´ne´rateur impair
(primitif) y de bidegre´ (1, 2) dans l’homologie de DHABDeven(Z).
i = 2. L’espace des diagrammes de bidegre´ (2,3) est de dimension 2. Pour une base on
prend
a1 = [[x1x2]x3];
a2 = [[x1x3]x2].
(2.6.2)
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L’espace des diagrammes de bidegre´ (2,4) est de dimension 3. Pour une base on prend
b1 = [x1x4] ∧ [x2x3];
b2 = [x1x3] ∧ [x2x4];
b3 = [x1x2] ∧ [x3x4].
(2.6.3)
Trouvons ∂a1, ∂a2:
∂a1 = ∂([[x1x2]x3]) = P
(
[[x1 ∧ x2, x3]x4] + [[x1, x2 ∧ x3]x4]
)
=
P
(
[x1 ∧ [x2x3], x4]− [x2 ∧ [x1x3], x4] + [[x1x2] ∧ x3, x4]− [[x1x3] ∧ x2, x4]
)
=
[x1x4] ∧ [x2x3] + [x1x3] ∧ [x2x4] + [x1x2] ∧ [x3x4]− [x1x3] ∧ [x2x4] = b1 + b3. (2.6.4)
∂a2 = ∂([[x1x3]x2]) = P
(
[[x1 ∧ x2, x4]x3] + [[x1, x3 ∧ x4], x2]
)
=
P
(
[x1 ∧ [x2x4], x3]− [x2 ∧ [x1x4], x3] + [[x1x3] ∧ x4, x2]− [[x1x4] ∧ x3, x2]
)
=
[x1x3] ∧ [x2x4] + [x1x4] ∧ [x2x3]− [x1x3] ∧ [x2x4] + [x1x4] ∧ [x2x3] = 2b1. (2.6.5)
D’ou` on de´duit, que dans le bidegre´ (2, 3) l’homologie est triviale; dans le bidegre´ (2, 4)
l’homologie est isomorphe a` Z⊕ Z2. La torsion Z2 est engendre´ par le cycle y
2 = y ∗ y =
b3 = [x1x2]∧ [x3x4]. Pour un Z-ge´ne´rateur on peut prendre u = b2 = [x1x3]∧ [x2x4]. Il est
facile de voir, que y2 et u sont primitifs.
2.6.2. Cas ou` d est impair
i = 0. On n’a que le diagramme trivial de´finissant l’unite´ dans l’alge`bre (de Hopf) de
l’homologie.
i = 1. On n’a que le diagramme [x1x2], qui de´finit un ge´ne´rateur pair (primitif) y de
bidegre´ (1, 2) dans l’homologie de DHABDodd(Z).
i = 2. Pour une base dans l’espace des diagrammes on prend a1, a2; b1, b2, b3 respective-
ment de´finis par les formules (2.6.1), (2.6.2) (on remplace la multiplication exte´rieure par
la multiplication normale).
Trouvons ∂a1, ∂a2:
∂a1 = P
(
[[x1 · x2, x3], x4]− [[x1, x2 · x3], x4]
)
=
P
(
[x1 · [x2x3], x4]− [x2 · [x1x3], x4]− [[x1x2] · x3, x4] + [[x1x3] · x2, x4]
)
=
[x1x4] · [x2x3]− [x1x3] · [x2x4]− [x1x2] · [x3x4] + [x1x3] · [x2x4] = b1 − b3. (2.6.6)
∂a2 = P
(
[[x1 · x2, x4], x3]− [[x1, x3 · x4], x2]
)
=
P
(
[x1 · [x2x4], x3]− [x2 · [x1x4], x3]− [[x1x3] · x4, x2] + [[x1x4] · x3, x2]
)
=
[x1x3] · [x2x4]− [x1x4] · [x2x3]− [x1x3] · [x2x4] + [x1x4] · [x2x3] = 0. (2.6.7)
D’ou` on de´duit, que dans le bidegre´ (2,3) l’homologie est isomorphe a` Z; il apparaˆıt
un nouveau ge´ne´rateur impair (primitif) z = [[x1x3]x2]. Il est facile de voir, que {y, y} =
{[x1x2], [x1x2]} = −2z. Dans le bidegre´ (2, 4) l’homologie est isomorphe a` Z ⊕ Z, pour
une base on peut prendre y2 = b3 = [x1x2] · [x3x4] et u = b2 = [x1x3] · [x2x4]. Au lieu de u
on peut prendre l’e´le´ment
u′ = log⋆ id(u) = u− y
2, (2.6.8)
qui est bien primitif (la de´scription de l’ope´rateur log⋆ id est donne´e dans la section 2.1).
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2.7. Rapport entre les alge`bres de Hopf de l’homologie de DHABDodd(even)(Q)
et de DHAB∗D
odd(even)(Q)
2.7.1. Cas ou` d est pair
Conside´rons le diagramme commutatif (2.2.7) dans le cas ou` d est pair, pour k = Q
(ou bien pour n’importe quel autre corps de caracte´ristique nulle).
The´ore`me 2.7.1.[T] Si d est pair et k est un corps de caracte´ristique nulle,
l’application i1 (resp. p1) du diagramme commutatif (2.2.7) induit une application sur-
jective en homologie, dont le noyau est l’ide´al engendre´ par y = [x1, x2] (ge´ne´rateur pair
primitif – voir la section 2.6). ✷
Notons que l’application i1 en homologie est comple`tement de´finie par sa restriction
sur l’espace des e´le´ments primitifs. Les espaces des e´le´ments primitifs de DHABDeven(Q)
et de DHAB∗D
even(Q) posse`dent le crochet {., .} (voir la section 2.5). L’application i1
de´finit un morphisme des alge`bres de Lie en question. On en conclut imme´diatement, que
y = [x1, x2] est un e´le´ment central de l’alge`bre de Lie (avec le crochet {., .}) des e´le´ments
primitifs de l’homologie de DHABDeven(Q).
2.7.2. Cas ou` d est impair
The´ore`me 2.7.2.[T] Si d est impair et k est un corps de caracte´ristique nulle,
l’application i1 (resp. p1) du diagramme commutatif (2.2.7) induit une application sur-
jective en homologie, dont le noyau est l’ide´al engendre´ par les ge´ne´rateurs primitifs
y = [x1, x2] (qui est pair) et z = [[x1x3]x2] (qui est impair), voir la section 2.6. ✷
Ce the´ore`me entraˆıne la supercommutativite´ de l’homologie de DHAB∗D
odd(Q)
2.8. Bige`bres des (super)diagrammes de cordes
2.8.1. Cas ou` d est impair. Bige`bres des diagrammes de cordes
On va de´signer par H∗,∗(DHAB(0)D
odd(k)) l’alge`bre (de Hopf) bigradue´e de
l’homologie de DHAB(0)D
odd(k). Il est facile de montrer, que (voir les Exemples 1.3.17,
1.3.20)
BChDodd(k) := ⊕+∞i=0Hi,2i(DHABD
odd(k)); (2.8.1)
BCh0D
odd(k) := ⊕+∞i=0Hi,2i(DHAB0D
odd(k)) (2.8.2)
sont des bige`bres pour n’importe quel anneau commutatif k. Ces bige`bres sont les dites
bige`bres des diagrammes de cordes (BChD vient de l’anglais “Bialgebra of Chord Dia-
grams”).
L’application naturelle
p : BChDodd(k)→ BCh0D
odd(k) (2.8.3)
est surjective, dont le noyau est l’ide´al, engendre´ par le ge´ne´rateur primitif correspondant
a` une corde isole´e [x1, x2]. Ces bige`bres sont commutatives, parce que le bidegre´ (i, 2i)
est toujours pair.
Normalement on conside`re les bige`bres des diagrammes (de cordes) sur un cercle S1,
c’est parce que les the´ories des invariants (de type fini – en particulier) de nœuds et de
nœuds non-compacts co¨ıncident. Il est facile de montrer, que tout diagramme de cordes
D avec les points t1 < t2 < · · · < t2n sur R est e´gal (grace aux relations de quatre termes)
au diagramme, qui est obtenu de D par la permutation circulaire des points:
(t′1, t
′
2, . . . , t
′
2n) = (t2, . . . , t2n, t1). (2.8.4)
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La bige`bre des diagrammes de cordes a e´te´ intense´ment e´tudie´e pendant les dernie`res
anne´es, voir [BN, ChD, ChDL, K1, Kn, L, NS, S, Z]. Il est connu que jusqu’a` la complexite´
i = 12 il n’y a pas de torsion dans BChD(Z) (voir [K]), ce qui confirme indirectement
la conjecture de Vassiliev sur la trivialite´ homotopique de la filtration (0.1.2) dans le
discriminant re´solu σ. Comme S.K.Lando l’a de´montre´, voir [L], BChD(Z) est engendre´e
par ses e´le´ments primitifs. Alors la bige`bre BChD(Z), e´tant quotiente´e par les torsions
possibles, est l’alge`bre syme´trique sur Z de l’espace de ses e´le´ments primitifs (comme elle
est commutative aussi bien que cocommutative). Les caculs, commence´s par V.A.Vassiliev
et poursuits par D.Bar-Natan [BN] et par J.A.Kneissler [Kn], donnent les valeurs suivantes
des dimensions pi, i = 1, . . . , 12, des espaces des e´le´ments primitifs de complexite´ i.
i 1 2 3 4 5 6 7 8 9 10 11 12
pi 1 1 1 2 3 5 8 12 18 27 39 55
(2.8.5)
2.8.2. Cas ou` d est pair. Bige`bres des superdiagrammes de cordes
De manie`res analogue on de´finit les bige`bres des superdiagrammes de cordes (voir
l’Exemple 1.3.36):
BChDeven(k) := ⊕+∞i=0Hi,2i(DHABD
even(k)); (2.8.6)
BCh0D
even(k) := ⊕+∞i=0Hi,2i(DHAB0D
even(k)). (2.8.7)
L’application naturelle
p : BChDeven(k)→ BCh0D
even(k) (2.8.8)
est e´galement surjective, dont le noyau est l’ide´al engendre´ par le ge´ne´rateur impair prim-
itif correspondant a` une corde isole´e [x1, x2].
Dans ce cas-la` le diagramme D avec les points t1 < · · · < t2n sur R n’est plus e´quivalent
au diagramme D′ obtenu de D par la permutation circulaire des ponts (2.8.4) (par exem-
ple, c’est pas vrai pour une corde isole´e [x1x2]), mais par contre tous deux diagrammes
semblables sont toujours e´gaux dans BCh0D
even(k). Alors BCh0D
even(k) peut eˆtre vue
comme l’espace des superdiagrammes de cordes sur un cercle S1 quotiente´ par les relations
de quatre termes et par les relations d’un terme.
L’espace des superdiagrammes de cordes sur un cercle, quotiente´ seulement par les
relations de quatre termes est isomorphe a` l’espace des superdiagrammes de cordes sur
une droite quotiente´ par les relations de quatre termes et par les doubles relations d’un
terme.
2.9. Calcul de l’homologie de DHAB0D
odd(even)(Z) pour la complexite´ i ≤ 3
2.9.1. Cas ou` d est pair
i = 0. On n’a que le diagramme trivial, qui de´finit l’unite´ dans l’alge`bre (de Hopf) de
l’homologie.
i = 1. L’espace des B0-diagrammes y est trivial.
i = 2. On n’a qu’un seul diagramme non-nul [x1x3] ∧ [x2x4], qui de´finit un
ge´ne´rateur pair (primitif) de bidegre´ (2, 4) dans l’alge`bre (de Hopf) de l’homologie de
DHAB0D
even(Z).
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i = 3. Si la deuxie`me graduation j = 4, alors de tels diagrammes ont une composante
minimale. L’espace de ces diagrammes est isomorphe a` Z. Pour un ge´ne´rateur on prendra
a1 = [[x1x3], [x2x4]]. (2.9.1)
Si j = 5 pour une base dans l’espace des diagrammes on prend
b1 = [[x2x4]x5] ∧ [x1x3];
b2 = [[x2x5]x3] ∧ [x1x4];
b3 = [[x1x3]x5] ∧ [x2x4];
b4 = [[x1x5]x3] ∧ [x2x4];
b5 = [[x1x3]x4] ∧ [x2x5];
b6 = [[x1x4]x2] ∧ [x3x5].


(2.9.2)
Si j = 6 pour une base on prend
c1 = [x1x6] ∧ [x2x4] ∧ [x3x5]
c2 = [x1x5] ∧ [x2x4] ∧ [x3x6]
c3 = [x1x4] ∧ [x2x6] ∧ [x3x5]
c4 = [x1x4] ∧ [x2x5] ∧ [x3x6]
c5 = [x1x3] ∧ [x2x5] ∧ [x4x6]


(2.9.3)
Trouvons
∂a1 = ∂([[x1x3], [x2x4]]) =
= P ([[x1 ∧ x2, x4], [x3x5]] + [[x1, x3 ∧ x4], [x2x5]]+
+[[x1x4], [x2 ∧ x3, x5]] + [[x1x3], [x2, x4 ∧ x5]]) =
= [[x2x4]x5] ∧ [x1x3]− [[x1x5]x3] ∧ [x2x4]+
+[[x1x4]x2] ∧ [x3x5] = b1 − b4 + b6. (2.9.4)
Trouvons
∂b1 = ∂([[x2x4]x5] ∧ [x1x3]) =
= P ([[x2 ∧ x3, x5], x6] ∧ [x1x4] + [[x2, x4 ∧ x5], x6] ∧ [x1x3]) =
= [x1x4] ∧ [x2x6] ∧ [x3x5] + [x1x4] ∧ [x2x5] ∧ [x3x6]+
+[x1x3] ∧ [x2x4] ∧ [x5x6]− [x1x3] ∧ [x2x5] ∧ [x4x6] =
= c3 + c4 − c5. (2.9.5)
De manie`re analogue on obtient
∂b2 = c2 + c3 − c4
∂b3 = c1 + c3 + c4 − c5
∂b4 = c2 + c3
∂b5 = c2 + c3 + c4
∂b6 = c2 − c4 + c5


(2.9.6)
Alors les matrices de la diffe´rentielle ∂ seront suivantes:

0 0 1 0 0 0
0 1 0 1 1 1
1 1 1 1 1 0
1 −1 1 0 1 −1
−1 0 −1 0 0 1




1
0
0
−1
0
1

 . (2.9.7)
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D’ou` on a:
Dans le bidegre´ (3, 4) l’homologie est triviale.
Dans le bidegre´ (3, 5) l’homologie est isomorphe a` Z. On obtient un ge´ne´rateur pair
(primitif)
w = b2 − 2b4 + b5 = [[x2x5]x3] ∧ [x1x4]−
−2[[x1x5]x3] ∧ [x2x4] + [[x1x3]x4] ∧ [x2x5]. (2.9.8)
Remarque 2.9.9. Pour l’e´le´ment
w′ = [[x2x5]x3] ∧ [x1x4]− 2[[x1x5]x3] ∧ [x2x4] + [[x1x4]x3] ∧ [x2x5] (2.9.10)
∂w′ = 0 dans DHABDeven(Z). D’un autre coˆte´ w′ = w dans DHAB0D
even(Z), alors
l’e´le´ment w (conside´re´ comme une classe de l’homologie de DHAB0D
even(Z)) appartient
a` Im(p1)∗, ou` (p1)∗ est l’application en homologie induite par la projection p1 (voir le
diagramme 2.2.7). Il est facile de voir, que w′ (comme une classe de l’homologie) ne peut
pas eˆtre obtenu des diagrammes de cordes par des ope´rations de la multiplication ∗ et du
crochet {., .}. ✷
Dans le bidegre´ (3, 6) on a les relations suivantes entre les ci, i = 1, . . . , 5.
c1 = c4 = 0;
c2 = −c3 = −c5.
}
(2.9.11)
Cela donne encore un ge´ne´rateur impair (primitif).
2.9.2. Cas ou` d est impair
i = 0. On n’a que le diagramme trivial de´finissant l’unite´ dans l’alge`bre (de Hopf) de
l’homologie.
i = 1. L’espace des B0-diagrammes est trivial.
i = 2. On n’a qu’un seul diagramme non-nul [x1x3]·[x2x4], qui de´finit un ge´ne´rateur pair
(primitif) de bidegre´ (2, 4) dans l’alge`bre (de Hopf) de l’homologie de DHAB0D
odd(Z).
i = 3. Comme une base pour j = 4, 5, 6 on prend respectivement les meˆmes
a1; b1, . . . , b6; c1, . . . , c5 en remplac¸ant la multiplication exte´rieure par la multiplication
normale.
Trouvons
∂a1 = ∂([[x1x3], [x2x4]]) =
= P ([[x1 · x2, x4], [x3x5]]− [[x1, x3 · x4], [x2x5]]+
+[[x1x4], [x2 · x3, x5]]− [[x1x3], [x2, x4 · x5]]) =
= −[[x2x4]x5] · [x1x3]− 2[[x2x5]x3] · [x1x4]+
+[[x1x5]x3] · [x2x4] + 2[[x1x3]x4] · [x2x5]+
+[[x1x4]x2] · [x3x5] = −b1 − 2b2 + b4 + 2b5 + b6. (2.9.12)
Trouvons
∂b1 = ∂([[x2x4]x5] · [x1x3]) =
= P ([[x2 · x3, x5], x6] · [x1x4]− [[x2, x4 · x5], x6] · [x1x3]) =
= [x1x4] · [x2x6] · [x3x5]− [x1x4] · [x2x5] · [x3x6]+
+[x1x3] · [x2x4] · [x5x6] + [x1x3] · [x2x5] · [x4x6] = c3 − c4 + c5. (2.9.13)
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De manie`re analogue on obtient
∂b2 = c2 + c3 − c4;
∂b3 = c1 − c3 + c4 − c5;
∂b4 = −c2 + c3;
∂b5 = c2 + c3 − c4;
∂b6 = c2 − c4 + c5.


(2.9.14)
Alors les matrices de la diffe´rentielle ∂ sont les suivantes:


0 0 1 0 0 0
0 1 0 −1 1 1
1 1 −1 1 1 0
−1 −1 1 0 −1 −1
1 0 −1 0 0 1




−1
−2
0
1
2
1

 . (2.9.15)
Donc:
Dans le bidegre´ (3, 4) l’homologie est triviale.
Dans le bidegre´ (3, 5) l’homologie est isomorphe a` Z. On obtient un ge´ne´rateur impair
(primitif)
w = b2 − b5 = [[x2x5]x3] · [x1x4]− [[x1x3]x4] · [x2x5]. (2.9.16)
Remarque 2.9.17. Pour l’e´le´ment
w′ = [[x2x5]x3] · [x1x4] + [[x1x4]x3] · [x2x5] (2.9.18)
∂w′ = 0 dans DHABDodd(Z). D’un autre coˆte´, w′ = w dans DHAB0D
odd(Z), alors
l’e´le´ment w (conside´re´ comme une classe de l’homologie de DHAB0D
odd(Z)) appartient
a` Im(p1)∗, ou` (p1)∗ est l’application en homologie induite par la projection p1 (voir le
diagramme (2.2.7)). Notons que
{[x1x2], [x1x3] · [x2x4]} = [x1x2] ⊲ ([x1x3] · [x2x4]) + ([x1x3] · [x2x4]) ⊲ [x1x2] =
= −[x1x3]·[[x2x5]x4]−[x2x4][[x1x5]x3]−[x3x5]·[[x1x4]x2]−[x2x5]·[x1[x3x4]]+[x1x4]·[[x2x3]x5].
(2.9.19)
Dans DHAB0D
odd(Z) cet e´le´ment est e´gal a`
[x1x3] · [[x2x4]x5]− [x2x4] · [[x1x5]x3]− [x3x5] · [[x1x4]x2] =
= b1 − b4 − b6 = −∂a1 − 2b2 + 2b5 = −∂a1 − 2w. (2.9.20)
Cela veut dire, que
w′ ∼ −
1
2
{y, u} ∼ −
1
2
{y, u− y2} ∼ −
1
2
{y, u′} (2.9.21)
dans l’homologie de DHABDodd(Q) (ou` y = [x1x2]; u = [x1x3] · [x2x4]; u
′ = [x1x3] ·
[x2x4]− [x1x2] · [x3x4]). w
′ peut donc eˆtre obtenu des diagrammes de cordes. ✷
Dans le bidegre´ (3, 6) on a les relations suivantes entre les ci, i = 1, . . . , 5:
c1 = 0;
c2 = c3 = c5;
c4 = 2c2.

 (2.9.22)
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Cela donne encore un ge´ne´rateur pair (primitif).
3. L’homologie des complexes de Hochschild pour les ope´rades et l’homologie
des espaces de nœuds
3.1. Structure de superalge`bre de Lie sur une ope´rade line´aire
Soit {O(n), n ≥ 0} une ope´rade dans la cate´gorie des espaces vectoriels Z2-gradue´s (ou
Z-gradue´s). Cet objet est lie´ a` l’ensemble des espaces {Hom(V ⊗n, V ), n ≥ 0} de toutes les
ope´rations n-aires sur l’espace vectoriel V , de la meˆme fac¸on qu’un groupe alge´brique est
lie´ au groupe GL(V ) des transformations line´aires. Une structure d’ope´rade sur la famille
des espaces Z2-(ou Z-)gradue´s O(n) consiste en une famille des ope´rations conservant la
graduation
γ : O(k)⊗
(
O(n1)⊗ · · · ⊗ O(nk)
)
→ O(n1 + ...+ nk) (3.1.1)
qui satisfont certains axiomes naturels de l’associativite´. Ces axiomes peuvent eˆtre obtenus
du mode`le de l’ope´rade des homomorphismes {Hom(V ⊗n, V ), n ≥ 0}; ici γ est la substi-
tution des valeurs des k ope´rations dans une ope´ration k-aire. La de´finition pre´cise peut
eˆtre trouve´e dans [GJ], [GK], ou [KSV]. On sous-entend e´galement une action du groupe
syme´trique Sn sur chaque O(n) et un e´le´ment de l’unite´ id ∈ O(1), analogues a` l’action
de Sn sur Hom(V
⊗n, V ) par les transpositions des entre´es et a` l’ope´rateur identite´ dans
Hom(V, V ), respectivement.
Conside´rons l’espace vectoriel O = ⊕nO(n) — la somme de toutes les composantes de
l’ope´rade. On va de´signer par x˜ la parite´ (ou le degre´) d’un e´le´ment x ∈ O(n). De´signons
e´galement par
|x| := x˜+ n− 1, (3.1.2)
ou` “n” correspond a` n entre´es, “-1” a` une sortie de l’e´le´ment x de l’ope´rade. Notons que
les applications (3.1.1) conservent la graduation | . |.
De´finissons une collection d’ope´rations polyline´aires sur O:
x{x1, . . . , xn} :=
∑
(−1)ǫγ(x; id, . . . , id, x1, id, . . . , id, xn, id, . . . , id) (3.1.3)
pour x, x1, . . . , xn ∈ O, ou` on prend la somme par toutes les substitutions possibles de
x1, . . . , xn dans x dans l’ordre prescrit; ǫ :=
∑n
p=1 |xp|ip, ip e´tant le nombre des entre´es
avant xp. Les ope´rations x{x1, . . . , xn} conservent (la graduation initiale et) la graduation
| . |, i.e.
|x{x1, . . . , xn}| = |x|+ |x1|+ · · ·+ |xn|. (3.1.4)
De´finissons aussi
x{} := x, (3.1.5)
x ◦ y := x{y}. (3.1.6)
On peut facilement ve´rifier l’identite´ suivante
x{x1, . . . , xn}{y1, . . . , yn} =∑
0≤i1≤j1≤···≤im≤jm≤n
(−1)ǫx{y1, . . . , yi1, x1{yi1+1, . . . , yj1}, yj1+1, . . . , yim,
xm{yim+1, . . . , yjm}, yjm+1, . . . , yn}, (3.1.7)
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ou` ǫ :=
∑m
p=1
(
|xp|
∑ip
q=1 |yq|
)
, autrement dit le signe est obtenu, quand on fait passer les
xi par les yj.
Remarque 3.1.8. L’identite´ (3.1.7) pour le cas m = n = 1 entraˆıne, que le crochet
[x, y] := x ◦ y − (−1)|x||y|y ◦ x (3.1.9)
de´finit une structure de superalge`bre de Lie Z2-(ou Z-)gradue´e sur O. ✷
3.2. Complexes de Hochschild
Soient O = ⊕+∞n=0O(n) une ope´rade quelconque, AS = ⊕
+∞
n=0AS(n) l’ope´rade des
alge`bres associatives, alors tout morphisme (dans la cate´gorie des ope´rades)
Π : AS −→ O (3.2.1)
de´finit un e´le´ment Π(m2) ∈ O(2), ou` m2 ∈ AS(2) correspond a` l’ope´ration de multipli-
cation.
Notons que m2◦m2 = 0 (c’est la condition de l’associativite´ de la multiplication). On a
donc [Π(m2),Π(m2)] = 2Π(m2 ◦m2) = 0. Alors O devient une superalge`bre de Lie Z2-(ou
Z-)gradue´e diffe´rentielle avec la diffe´rentielle
∂x = [Π(m2), x] = Π(m2) ◦ x− (−1)
|x|x ◦ Π(m2). (3.2.2)
Le complexe (O, ∂) ainsi obtenu sera appele´ complexe de Hochschild pour l’ope´rade O
(munie d’un morphisme Π : AS → O). Si O est une ope´rade des homomorphismes, alors
ce complexe est le complexe de Hochschild (classique) pour une alge`bre associative.
On peut montrer, que O posse`de une structure d’alge`bre associative diffe´rentielle Z2-
(ou Z-)gradue´e avec la meˆme diffe´rentielle ∂ et avec la multiplication
x ∗ y := (−1)|x|+1Π(m2){x, y}. (3.2.3)
The´ore`me 3.2.4. La multiplication ∗ et le crochet [., .] induisent une structure
d’alge`bre de Gerstenhaber (voir la de´finition 2.5.3) dans l’homologie du complexe de
Hochschild (O, ∂). ✷
De´monstration du The´ore`me 3.2.4: Le The´ore`me se de´duit des formules suivantes
d’homotopie:
x ∗ y − (−1)(|x|+1)(|y|+1)y ∗ x = (−1)|x|(∂(x ◦ y)− ∂x ◦ y − (−1)|x|x ◦ ∂y). (3.2.5)
Cette formule entraˆıne la supercommutativite´ de la multiplication ∗ en homologie.
[x, y ∗ z]− [x, y] ∗ z − (−1)|x|(|y|+1)y ∗ [x, z] =
(−1)|x|+|y|+1(∂(x{y, z})− (∂x){y, z} − (−1)|x|x{∂y, z} − (−1)|x|+|y|x{y, ∂z}). (3.2.6)
Cette formule entraˆıne la compatibilite´ (en homologie) entre le crochet [., .] et la multipli-
cation ∗. ✷
29
3.3. Ope´rades des alge`bres de Poisson, Gerstenhaber, Batalin-Vilkovissky
3.3.1. Ope´rades des petites boules et complexes des B-diagrammes ge´ne´ralise´s
De manie`re analogue (au cas line´aire) on peut conside´rer les ope´rades topologiques,
c’est-a`-dire des collections {O(n), n ≥ 0} d’espaces topologiques, ou` le groupe syme´trique
Sn agit sur chaque O(n), et on fixe les applications de composition
γ : O(k)×
(
O(n1)× ...×O(nk)
)
→ O(n1 + ...+ nk), (3.3.1)
et un e´le´ment unitaire id ∈ O(1). On sous-entend de fac¸on analogue, que l’ope´rade
topologique satisfait certaines conditions de l’associativite´ et de la concordance avec
l’action du groupe syme´trique.
L’homologie (sur un corps) d’une ope´rade topologique forme une ope´rade line´aire Z-
gradue´e.
Comme exemple d’ope´rade topologique on peut prendre l’ope´rade Bd = {Bd(n), n ≥ 0}
des petites boules de dimension d ≥ 1, voir [Co]. Les espaces Bd(n) sont les espaces de
toutes les configurations de n boules ordonne´es et disjointes dans une boules unitaire.
Les ope´rations de composition (3.3.1) sont des “substitutions” de k configurations
respectivement de n1, . . . , nk boules dans une configuration de k boules.
L’homologie de l’ope´rade Bd de´finit les ope´rades line´aires Z-gradue´es suivantes (voir
[Co]):
1)Pour d = 1 cela donne l’ope´rade des alge`bres associatives.
2)Pour d = 2k + 1, k = 1, 2, . . . , — l’ope´rade des alge`bres de Poisson avec un crochet
de degre´ 1− d.
3)Pour d = 2k, k = 1, 2, . . . , — l’ope´rade des alge`bres de Gerstenhaber avec un crochet
de degre´ 1− d.
Remarque 3.3.2. L’ope´rade des alge`bres associatives a une filtration naturelle; le
quotient gradue´ correspondant est l’ope´rade des alge`bres de Poisson avec un crochet de
degre´ 0. ✷
The´ore`me 3.3.3. Le complexe de Hochschild pour l’ope´rade des alge`bres de Poisson
(resp. de Gerstenhaber) est naturellement isomorphe au complexe des B-diagrammes
ge´ne´ralise´s (voir la section 1.3) pour d impair (resp. pair). ✷
De´monstration du The´ore`me 3.3.3: La seule difficulte´ technique est de bien com-
prendre ce qui se passe avec les signes. ✷
Le lien entre l’ope´rade des petites boules et les espaces des nœuds n’est pas fortuit.
Il est facile de voir, que l’espace Bd(n) des configurations de n boules ordonne´es et dis-
jointes dans la boule unitaire est homotopiquement e´quivalent a` l’espace des applications
injectives de l’ensemble fini (=varie´te´ de dimension ze´ro) {1, . . . , n} dans Rd, ce dernier
espace-la` peut eˆtre vu comme un analogue de dimension finie de l’espace des nœuds.
3.3.2. L’ope´rade des alge`bres de Batalin-Vilkovissky
De´finition 3.3.4. Une alge`bre de Gerstenhaber A est appele´e alge`bre de Batalin-
Vilkovissky, si sur A agit une application impaire
δ : A −→ A, (3.3.5)
telle que
1)δ2 = 0,
2)δ(a · b) = δ(a) · b+ (−1)a˜a · δ(b) + (−1)a˜−1[a, b]. ✷
1) et 2) entraˆınent
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3)δ([a, b]) = [δ(a), b] + (−1)a˜−1[a, δ(b)].
Si l’on est dans la cate´gorie des espaces Z-gradue´s, alors on de´mande, que δ soit du
meˆme degre´ que le crochet [., .].
The´ore`me 3.3.6. Le complexe de Hochschild pour l’ope´rade des alge`bres de Batalin-
Vilkovissky est naturellement isomorphe au complexe des B∗-diagrammes ge´ne´ralise´s pour
d pair. ✷
De´monstration du The´ore`me 3.3.6: Analogue a` celle du The´ore`me 3.3.3. ✷
L’ope´rade des alge`bres de Batalin-Vilkovissky a aussi une interpre´tation ge´ome´trique
comme l’homologie d’une certaine ope´rade topologique.
Conside´rons l’ope´rade des petits disques (boules de dimension d = 2). Avec une
configuration on va e´galement fixer un point sur le bord de chacun des disques de la
configuration. L’espace B′d(n) ainsi obtenu des configurations des disques “marque´es” est
e´videmment Bd(n) × S
1 × · · · × S1︸ ︷︷ ︸
n
. Les ope´rations de composition (3.3.1) sont de´finies
comme substitution de k configurations respectivement de n1, . . . , nk disques “marque´s”
dans une configuration de k disques “marque´s”; sous cette substitution on tourne chacune
des k configurations par l’angle correpondant au point (sur le bord) marque´, en supposant
que le point fixe´ du disque unitaire est toujours, par exemple, le point (1,0).
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