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Summary
Pervasive and mobile computing environments have been proven to differ from the usual 
workstation internet-enabled environment. A major challenge of pervasive computing is to 
dynamically distribute computational demanding applications, from a wireless mobile device to 
local compute servers that act as mediators and are willing to execute incoming applications, for 
the benefits of the user ("cyber foraging"). However, this approach has to address the issues of 
generated data traffic and availability of such local compute servers. Regarding data traffic, the 
current approach is that the requester of an interaction moves to the provider of a service. This 
thesis shows that such an approach is not suitable for all interactions. Regarding availability, 
system users and administrators may introduce mobility constraints to enforce mobility policies 
that conform to their application requirements. Thus, the probability of servers able to host an 
interaction decreases.
A Mobility Decision System (MoDeS) has been designed which combines three novel algorithms 
and protocols to address the aforementioned issues. The system introduces a novel approach to 
mobility by using different mobility patterns. These patterns are chosen dynamically, depending 
on the characteristics and requirements of each interaction, in order to minimise the data-traffic. 
Also, by decoupling interaction from mobility and taking into account server and agent 
constraints, MoDeS finds all the ways that each interaction can be implemented thus increasing 
availability. The proposed expression of mobility constraints provides a single but powerful 
method for modelling the heterogeneity of pervasive computing infrastructures.
Simulations of MoDeS with varying number of agents, agent servers and constraints revealed that 
dynamically deciding the best pattern according to each case can significantly reduce the total 
data traffic, and that by considering mobility constraints prior to an interaction the availability is 
also increased. Finally, potential applications of MoDeS have been considered and the 
requirements of its implementation and deployment in a real-world environment have been 
identified.
Key words: mobility patterns, data-traffic, availability, mobile agents, pervasive computing. 
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Chapter 1. Introduction
Chapter 1
1 Introduction
Advances in wireless and personal communication devices show that providing users with 
applications “on the move” increases in importance everyday. In order to achieve this though, 
certain constraints have to be removed [Lyytinen 2002]. These constraints arise from hardware 
specifications, software limitations and usage of the service. Problems relevant to hardware 
specifications are processing power and storage space and these are tackled within the industry 
that provides such solutions. On the other hand, software limitations can be overcome by new 
techniques under development and existing software models that have not been extensively 
applied [Siewiorek 2002]. The proliferation of these technologies recently sparked a new research 
area termed pervasive, ubiquitous or invisible computing [Schilit 2003]. Some examples of the 
issues it addresses are mobility, information access, context-awareness and scalability.
Pervasive and mobile computing environments have been proven to differ from the usual 
workstation internet-enabled environment that the average user is used to. Typical distributed 
environments define performance in terms of data-traffic and latency. However, one of the major 
challenges of pervasive computing is to dynamically distribute computational demanding 
applications from a wireless mobile device to local compute servers that act as mediators or 
proxies and are willing to execute incoming applications, for the benefits of the user ("cyber 
foraging") [Satyanarayanan 2001]. An issue that arises with cyber-foraging is that of availability. 
In other words, the mediator servers should be able to support these applications and to provide 
them with the relevant execution environment. By using pervasive computing as an example of a 
typical distributed and heterogeneous environment, the definition of performance has to be 
extended to include availability as another indicator. Thus availability becomes an important 
factor in this context.
In another context, providers of mobile and wireless applications and technologies, as well as 
researchers in the field, have to take into consideration the amount of data traffic generated by the 
use of a service within such environments. An increase in the usage of bandwidth signifies a
1
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decrease in the number of clients able to service, thus a decrease in the cost-effectiveness of such 
a service. In other words there is a need for a framework or system that takes into consideration 
pertinent environment information in order to minimise the generated data traffic. Attention 
should shift to data traffic critical systems (i.e. systems in which the data traffic among them 
should be as low as possible) instead of the current focus to time-critical systems (i.e. systems in 
which it is critical for a request to be completed as soon as possible). Thus, in the context of 
pervasive computing there are three important performance characteristics that have to be 
considered; availability, data traffic and latency.
As far as mobility is concerned the evolutionary path started from code migration, then moved to 
hardware mobility and then to software mobile agents. Both software methodologies of mobility -  
code migration and mobile agents -  have been extensively researched and many systems have 
been produced. The benefits of software mobility in contrast to the traditional client/server 
approach have been presented many times and are well known [Genesereth 1994, Maes 1994, 
Bradshaw 1997]. To name a few there is the ability of process migration, mobile agents and 
mobile computing to move towards a desired resource. There is also the ability of increased 
access where users have continuous access to computers and use of computer resources while 
travelling. Additionally, software mobility provides greater flexibility and reliability, since mobile 
entities have reduced chances for failure because they encapsulate state, code or hardware 
[Satyanarayanan 2002].
1.1 Research Motivations
The challenges that arise from this emergent paradigm of pervasive computing were the original 
motivation behind this work and specifically those of availability and data-traffic. The mobile 
agent paradigm seemed as a possible candidate to provide solutions to some of these problems [Di 
Stefano 2000, Marques 2001, Berger 2003]. Specifically it was seen as enabling another approach 
to software mobility in such pervasive environments. However, in order to investigate that 
premise there was a preliminary issue that had to be resolved. The method of mobility that both 
software methodologies are currently supporting is that the client moves to the server; in other 
words that the requester moves closer to the provider (may that be a server or resource). This 
means that the mobility decision is strongly coupled with the interaction decision, thus binding the 
request for interaction with a single way of migration, which in turn may cause more data traffic
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or reduce availability. So for example, if  the size of the requester is larger than the size of the 
provider, and by having a single way of migration (that the requester moves to the provider), the 
result is increased data traffic compared to the possibility of inviting the provider agent to move to 
the requester. Equally, if the host of the provider agent is not able to execute the requester, the 
interaction cannot be implemented (i.e. reduced availability). By resolving this difficulty, the next 
challenge was to attempt to increase availability and minimise data-traffic for a large scale mobile 
agent system, which constitutes the main focus of this thesis.
1.2 Thesis Objectives
Distributed systems can be divided into those that do not support any kind of mobility and those 
that support either data or code mobility. Message Oriented Middleware systems fall in the first 
category and use message passing as their transaction method. In the second category, distributed 
object systems use remote method invocation (RMI) or code-on-demand methods for mobility. 
With software agents, a possible transaction method is mobile agents. However such distributed 
systems create a priori an indirect yet constant mapping between an interaction and a single type 
of mobility. In other words, the mobility decision is strongly coupled with the interaction 
decision. There is no generic way of deciding the best type or pattern of mobility for transaction 
sequences (plans) depending on each distinct situation.
Such an approach is demonstrated in this thesis to be inadequate for mobile computing 
environments that exhibit pervasive computing characteristics. The coupling between mobility 
and interaction not only becomes an obstacle on reducing the amount of data that travels through 
a system, but also presents a barrier in terms of availability. Moreover, if for a specific interaction 
the mobile code cannot be executed at the host of the provider, current implementations do not 
offer an alternative.
This thesis attempts to address the aforementioned challenges through the perspective of the 
mobile agent paradigm. Hence, in order to facilitate increase on performance of pervasive 
computing by using the method of software mobility, it is attempted to:
1. Decouple interaction from mobility by identifying different mobility patterns;
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2. Compose the required framework that provides information to increase availability of 
software mobility applications;
3. Compose a set of algorithms which select the best mobility pattern depending on the 
requirements;
4. Design a Mobility Decision System which automates the decision process for migration.
1.3 The Hypothesis
Therefore, this thesis examines the following hypothesis:
The mobile agent paradigm represents a viable approach to improve specific 
performance characteristics related to software mobility o f  pervasive computing 
environments. Specifically, availability can be increased by decoupling interaction 
from mobility and data traffic can be reduced by introducing different ways o f  
migration (Mobility Patterns).
1.4 Research Methodology
The above hypothesis is addressed in the following way.
As already mentioned, two major concerns are raised if the mobile agent paradigm is used in a 
pervasive computing environment. One is the traffic generated by the use of mobile code, and the 
second is the availability of local compute servers that are willing to accept incoming mobile 
code. The current approach of mobile code is that the requester of an interaction moves to the 
provider of a service. It is, however, expected that in such distributed environments, system users 
and administrators introduce mobility constraints to enforce specific mobility policies that 
conform to their application requirements. The introduction of these constraints affects directly 
both the generated data traffic and the availability of the system overall.
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To address the first hurdle, a Mobility Decision System has been developed. The system 
introduces a novel approach to mobility by using different mobility patterns. Apart from the 
standard requester-to-provider pattern, there are two more: the provider-to-requester and the 
meeting point ones. It then applies them dynamically, depending on the characteristics and 
requirements of each interaction, in order to minimise the data traffic.
For the availability problem, our proposed solution first decouples interaction from mobility. This 
is done by requesting the agent to express its willingness to interact (interaction plan). Then, the 
migration is implemented by the provision of a mobility plan. By taking into account server and 
agent constraints, the system is able to find all the ways that each interaction can actually be 
implemented. The detailed expression of mobility constraints provides a simple but powerful 
method for modelling the heterogeneity of pervasive computing infrastructures. Constraints are 
either specific services that servers are able or willing to provide, or requirements that agents need 
in order to migrate and interact.
The above have been simulated under different agent environments with the number of agents, 
agent servers and constraints varying from 10 to 1000, 2 to 100 and 25%-75% respectively. The 
results show that the benefit of dynamically deciding the best pattern according to each 
case/interaction can greatly reduce the total data traffic, and that by considering constraints prior 
to an interaction the number of interactions that can be executed is also increased.
1.5 Overview of the Contributions
The contributions of the work presented in this thesis are:
1. The identification of mobility patterns, idiosyncratic to mobile computing.
2. An algorithm that takes into account server and agent constraints and computes mobility 
plans in order to fully execute an interaction plan.
3. An algorithm to calculate the best mobility pattern to minimise data traffic.
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4. Two protocols have been formulated to facilitate the knowledge sharing of the system and 
the constraint updating.
5. A Mobility Decision System has been designed that utilises the identified Mobility 
Patterns.
6. A mobility heuristic is also suggested that fuses the benefits of the two aforementioned 
algorithms.
1.6 The scope of MoDeS
This work suggests an approach for a possible organisation of a mobile agent system, where 
agents consist of reusable components. However, it does not claim to be another mobile agent 
system, thus it does not provide actual implementation or even specific characteristics for an 
implementation. Another mobile agent system has not been developed. The work reported in this 
thesis outlines the minimum requirements for a mobile agent system to be able to support mobility 
patterns on a more global, heterogeneous, pervasive-computing environment. It should also be 
noted that the concept of components follows just a more fine-grained approach to the mobile 
agent paradigm and does not relate to component-of-the-self (COS) research [Szyperski 1999].
The proposed mobility patterns suggest an alternative method of mobility. However, it has to be 
clear that they provide support for these methods from a software perspective. Research on 
hardware mobility patterns approaches the matter differently in the sense that it simulates how a 
mobile device relocates among environments covered by different service and network providers.
In the process of improving availability of a distributed system it was necessary to introduce and 
specify mobility constraints. These constraints relate to the problem of a migrating entity being 
able to execute at the destination where it is about to move. Thus, mobility constraints relate to 
execution environment characteristics or specialised constraints according to the type of agents 
and servers. They do not relate or imply any security constraints, such as authorisation and 
authentication, which are considered to be at a higher level of the system design.
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1.7 Outline of the thesis
Chapter 2 constitutes an analysis of the state of current research around the field of software 
mobility. It starts with a brief overview of the most prominent environment of application of 
software mobility, pervasive computing, and continues with a historical analysis of mobility in 
general, including both software and hardware mobility. Then it continues with a discussion over 
the software agent paradigm, by providing the definition, and illustrating the key characteristics 
and taxonomies. Then becoming more focused on mobile agents, it presents their benefits and a 
short survey of existing mobile agent systems. It concludes by identifying some challenges that 
the above research areas present and the links of these challenges with the present work.
In Chapter 3 the design of a novel Mobility Decision System (MoDeS) is presented and analysed. 
It begins by discussing the agent oriented analysis of Burmeister [1996] and then maps the entities 
of MoDeS onto that Burmeister methodology. The chapter concludes listing the core contributions 
and the concept of Mobility Patterns. Further on, the need and structure of the mobility constraints 
is investigated.
Chapter 4 consists of the analysis of the internal structure of the Mobility Decision System. It 
presents and analyses the need and requirements of the protocols of the system. It also introduces 
a notation for representing interaction and mobility. It then follows to the next core contribution 
of this work by investigating the main algorithms to be used by MoDeS. The chapter concludes by 
an analysis of core MoDeS services, like meeting points, registration, migration and the queuing 
system.
The simulation results are presented in Chapter 5. The chapter starts by providing an overview of 
the design and implementation of the simulator. The design of the main set of simulations is 
analysed, as well as a discussion on the impact of the results and how to compare them. The final 
results and their analysis are presented in the following section. An evaluation of the results and a 
discussion on the effects of MoDeS follows. Furthermore, the chapter investigates an optimisation 
of the algorithms in the content of data traffic. It presents a mobility heuristic that extends the 
algorithms that were presented in chapter 4 and were used in the simulations. The analysis of the 
heuristic is presented through a series of examples. The chapter continues by illustrating a special 
case of the optimisation algorithm and concludes with a discussion on the findings.
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Finally, Chapter 6 concludes this thesis by summarising the results and discussing the main 
contributions. It provides an examination of the applicability and requirements of the work as well 
as threats and opportunities for future development and research.
Chapter 2. Theoretical Background
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2 Theoretical Background
2.1 Pervasive Computing
With the rapid emergence of wireless networks and mobile devices technology, the reality of 
ubiquitous or pervasive computing is fast approaching. However, this emergent paradigm of 
computing brings as many hurdles as benefits.
Pervasive computing has evolved from work that led to the emergence of distributed systems and 
mobile computing back in the mid-1970s. Satyanarayanan [2001], in a comprehensive account of 
the practical and conceptual evolution of pervasive computing, gives a detailed analysis of the 
challenges pervasive computing poses in computer systems research.
Naturally, pervasive computing shares some of the challenges seen in distributed systems and 
mobile computing. The field of distributed systems has been central in all work involving two or 
more computers connected by a network — whether mobile or static, wired or wireless, sparse or 
pervasive. This body of knowledge spans many areas such as remote communication, fault 
tolerance, high availability, remote information access and security that are fundamental to 
pervasive computing.
The need for a distributed system with mobile clients gave rise to the field of mobile computing. 
Although many basic principles of distributed system design continued to apply, four key 
constraints of mobility led to the development of specialized techniques: unpredictable variation 
in network quality, lowered trust and robustness of mobile elements, limitations on local resources 
imposed by weight and size constraints, and concern for battery power consumption 
[Satyanarayanan 2001]. So far, this field’s progress spans across areas such as mobile networking, 
mobile information access, support for adaptive applications, system-level energy saving 
techniques, and location sensitivity.
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The research focus of pervasive computing includes that of mobile computing, but goes much 
further. Specifically, pervasive computing incorporates four research areas (Figure 2-1).
Remote communication’
protocol layering, RPC. Bnd-to-enci args...
Fault tolerance
ACID, two-phase o m vit nested transactioiis...
High availability I Distributed 
Iepiicatton, rollback recovery,... systems
Remote information access 
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Mobile information access 
disconnected operation, weak consistency.
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Figure 2-1: Taxonomy of computer systems research problems in pervasive computing
[Satyanarayanan 2001]
First, pervasive computing raises the importance of effective use of smart spaces. A smart space is 
the space created by the fusion of computing infrastructure and building infrastructure, enabling 
sensing and control of one world by the other. Some examples of these innovative component 
technologies include: Perceptual Interfaces (dialog processing, pen input, voice detection). 
Pervasive Devices (smart notebooks, portable sensors) and Information Access (visual document 
indexing, distributed multi media data bases) [NIST 2001].
A second important issue is that of invisibility or in other words the minimal distraction of the 
user. The aim here is that a pervasive computing environment can consistently meet the 
expectations of the user transparently.
The third research issue, of particular relevance to the present work, is localised scalability. As 
smart spaces become more sophisticated, there is increased intensity of interactions between a
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user’s personal computing space and his/her surroundings. This has severe bandwidth, energy, 
and distraction implications for a wireless mobile user. The severity of these implications is 
heightened in the case of multiple users thus making scalability a critical problem in pervasive 
computing.
Another research focus of pervasive computing is the development of techniques for masking 
uneven conditioning of environments. Uneven conditioning of environments is the unavoidable 
variability in the degree to which pervasive computing technology is utilized due to non-technical 
factors such as organizational structure, economics, and business models. One way to reduce the 
amount of this variation is to have the user’s personal computing space compensate for “dumb” 
environments. For example, a system that is capable of disconnected operation is able to mask the 
absence of wireless coverage in its environment.
In his discussion of the above research areas, Satyanarayanan [2001] also provides an idea of the 
road ahead as dictated by current challenges in the area. One important issue that arises is that of 
user intent. There is little doubt that today’s systems do not adjust satisfactorily to what the user is 
attempting to do. For effective proactivity, a system should be able to track and make use of user 
intent. It follows that a series of problems, such as how to infer intent, how and to what extent to 
represent the user’s preferences within the program, how should knowledge accuracy be assessed 
and how much burden would a user tolerate, should be overcome in a way that the benefits clearly 
outway the costs.
Moreover, there is a growing need to reconcile the decreasing size of mobile devices and the 
increasing expectations of mobile users. A way round this could be to dynamically augment the 
computing resources of a wireless mobile computer by exploiting wired hardware infrastructure 
(what Satyanarayanan calls cyber foraging). Of course here too, one is faced with crucial 
questions on how to effectively handle the wired hardware infrastructure (surrogate) to accept the 
mobile device.
Also, when there is a significant mismatch between the supply and demand of a resource 
(bandwidth, energy, computing cycles, memory), the system needs to adapt. There are three 
alternative strategies for adaptation in pervasive computing. First, a client can provide the 
guidance so that applications adjust towards using less of a scarce resource. Second, a client can 
ask the environment to guarantee a certain level of a resource. Finally, a client can suggest a
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corrective action to the user. If the user acts on this suggestion, it is likely (but not certain) that 
resource supply will become adequate to meet demand. This approach has not been implemented 
yet and while it can broaden the range of possibilities for adaptation, it can raise many practical 
questions regarding the choice between adaptation strategies, the feasibility of corrective actions 
and so on.
In addition, there is the issue of increased energy demands resulting from sophisticated 
capabilities such as proactivity and self-tuning. While the obvious solution would lie in the 
batteries of the device, pressure to make mobile devices lighter and smaller places a barrier on this 
solution - the higher levels of the system must also be involved. How could that be done? And 
how would this affect the four main goals of pervasive computing discussed at the beginning of 
this section?
On a relevant note, another thing to consider when thinking about the implementation of 
pervasive computing is how powerful (thick) a mobile client needs to be. For a given application, 
the minimum acceptable thickness of a client is determined by the worst-case environmental 
conditions under which the application must run satisfactorily. However, as already discussed, 
environments tend to be unevenly conditioned meaning that an extreme thin-client approach will 
be unsatisfactory for pervasive computing in the foreseeable future.
Finally, in order to achieve invisibility, a pervasive computing system has to be context-aware in 
the same way that a human assistant, given the right information, would make decisions in a 
proactive fashion, anticipating user needs, but without disturbing the user. For a pervasive 
computing system to achieve a similar service, a key challenge is obtaining the necessary 
information. And for doing that, one would need to decide on crucial aspects such as how to 
represent the context internally, how often to access the information and so on.
2.2 Mobility
Mobility has always been an important factor in nature. In nature living organisms move from 
place to place to find food and shelter. In computing, logical entities (data or code) started 
“moving” in the late 1970s. Following the wide acceptance and exploitation of computer
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networks, the distributed file storage techniques and the methods of remote access of resources, 
people wanted applications that could migrate across the network and be executed on behalf of 
their owners. The first initiative was process migration. Process migration is the act of transferring 
an executing process between two computers. A process is an operating system abstraction that 
encompasses the code, data and operating system state -  memory registers, etc. -  associated with 
an instance of a running application. Work and research in the area is significant, from the 
traditional underlying support of the operating system -  MOSEK [Barak 1993]; Sprite [Ousterhout 
1988] -  to migration support at the level of individual applications -  Condor [Litzkow 1992].
In the 1980s, mobile computing became popular with the introduction of laptop and palmtop 
computers, and developed into an extraordinary fashion accessory with mobile phones -  followed 
by the Wireless Application Protocol -  and other handheld devices such as the PalmOS [Palm 
2003] or WinCE [Microsoft 2003] devices. Mobile computing is a physical type of mobility and 
involves the movement of a physical device together with its owner. The research world divided 
the problems that can arise in mobile computing into three domains. First, regarding computer 
operation when disconnected from the network, solutions like the Coda File System [Kistler
1992] were provided. Secondly, regarding computer operation for irregular connections, 
loannidis, Duchamp, and Maguire proposed the Mobile IP [loannidis et al. 1993], which has 
constantly been improved, expanded, and re-evaluated. Finally, regarding computer operation for 
connection over very slow communication links, ubiquitous computing as promoted by Mark 
Weiser and researchers at Xerox PARC [Weiser 1993a] suggested. An example of a “ubicomp” 
device is the PalmPilot.
fri the 1990s, the software agent paradigm evolved from the above techniques. An agent is a 
computer program that exhibits a certain degree of intelligence and autonomy, and performs a 
task on behalf of its user. Software agents can be mobile and can migrate within a network, either 
by a request or autonomously. Mobile agents are different from mobile code such as applets. 
However, they can incorporate both techniques of migration [Maamar 2003]. They can “hop” to 
different computers and continue execution, they have embedded user requirements and 
credentials, and they encompass their data and sometimes even the state and stage of the 
execution. As with process migration techniques, mobile agents always need agent environments 
to execute and reside. Typically, these environments are either language dependent (i.e. Java 
Virtual Machine) or implementation specific like Agent Tel or Aglets.
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Although the aforementioned mobility areas are applicable to different fields, they share a number 
of common characteristics such as certain benefits and hurdles. Overviews of these are presented 
in this section. In section 2.2.1, a more analytical view is given in the process migration 
techniques investigated by various researchers in conjunction with some of the models developed. 
Following that, in section 2.2.2, there is a more detailed analysis of the three different aspects of 
mobile computing; limited connectivity, mobile IP, and ubiquitous computing. Finally, in section
2.2.3 a brief overview of the Mobile Agent paradigm is given.
Mobility in distributed systems has many benefits, some of which are specific to each particular 
form of mobility [Milojicic 1999a]. Listed below are two of those claims, common among the 
three areas:
• The ability of process migration, mobile agents and mobile computing to move towards a 
desired resource, therefore overcoming many hurdles such as load distribution, data 
access locality, representation of a disconnected user, etc.
• Increased access and Roaming: Users have continuous access to computers and use of 
computer resources while travelling.
As with every aspect of technology, there are also limitations to mobility in distributed systems. 
Researchers in the field have identified the following challenges [Milojicic 1999a]:
Security: As in classic security research, problems of authentication, authorisation, 
integrity, privacy, prevention of denial of service, and non-repudiation (the act of denying 
that one has sent a message) need to be addressed. However, it is easier for a mobile agent 
to be attacked and intercepted than a stationary agent. Process migration usually takes 
place in single trusted environments, whereas mobile computing and mobile agents act in 
unreliable and unsecure environments.
Additional support for reliability in the presence of disconnection: While mobility 
improves reliability, it can also increase the likelihood of failure during migration, and 
thus, demands additional support.
Naming, locating and controlling mobile entities: The need to re-establish 
communication channels for mobile entities that have moved is a common problem for all 
forms of mobility. The problem of naming and locating distributed entities has been an 
open-ended one for many years. For naming resources in a small-scale system researchers 
have implemented various techniques that attempt to create unique IDs globally across
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the system. However, when this technique goes beyond small-scale systems, the 
scalability decreases and it is difficult to avoid duplication of IDs or enforce a global 
technique to heterogeneous networks, such as the Internet, without standardisation. 
Nevertheless, even if the naming problem is resolved satisfactorily for a system, the 
difficulty of locating or controlling a mobile entity increases as the size of the network 
increases.
Lack of applications: The increased simplicity and the potential re-use of existing 
solutions in conjunction with the easier implementation of techniques like RMI and RPC 
has led to a general lack of applications and tools for mobility.
Lack of infrastructure: There is an absence of support and standardisation for 
connecting mobile entities while or after they migrate. Solutions exist in different levels 
but are too specific for the global infrastructure needed for mobility.
Global scalability: In addition to the above, standardisation is needed for every aspect of 
mobility. For example, there is a need to support process migration at many nodes around 
the world, to provide worldwide connectivity for mobile computers and to establish 
globally interoperable agent servers for mobile agents.
2.2.1 Process Migration
Research in process migration started in the late 1970s when the need arose to exploit the power 
of distributed systems. The earliest work was Worm [Shoch 1982] and Demos [Powell 1983], 
both of which express some of the concerns regarding mobility mentioned above and provide the 
first frameworks for the process migration mechanism.
Typical process migration mechanisms rely on the underlying operating system {kernel-supported 
migration). MOSIX [Barak 1993] and Sprite [Ousterhout 1988] were the first examples of 
operating systems that allow files to be easily accessed by providing a single system image and 
thus not depending on the process’s current location. Further development of these systems led to 
the use of remote procedure calls (RPC) to communicate between the operating system kernels 
(kernel supported migration) and to provide a high degree of transparency after migration.
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An alternative to kernel-supported migration is message-based systems where messages are used 
to provide access to systems services. An early message-based migration system was the 
Charlotte system [Artsy 1987, 1989]. The separation of policy and mechanism was taken one step 
further by microkernel-based systems like Mach [Accetta 1986]. The difference between kernel- 
based and microkernel-based systems is that the former embed migration policy and mechanism 
within the operating system kernel, whereas the latter separate them by providing a higher-level 
implementation of both. Abstractions, such as file systems, were put into operation through the 
use of user-space system daemons.
User-space migration avoids the complexity of kernel-based migration. For example, the Condor 
package [Litzkow 1987, 1988, 1992] implements a user-level migration mechanism. On the other 
hand Emerald [Jul 1989], both a programming language and an environment, supports process 
migration automatically. The advantage is that the migration policy is hidden within the object, so 
the object and its associated processes migrate together. Heterogeneity is the drawback of most of 
the systems that support process migration. However, in the Tui system [Smith 1998], the image 
of the migrating process is translated into an image of the destination node before migration, thus 
giving support for different execution environments.
Some of the most common challenges in process migration implementations are:
• Naming, locating and controUing migrated processes: Most of the operating systems 
designed for process migration support unique naming of the process IDs (PIDs), for 
example by including the hostname where the process has been created. Various location 
mechanisms have been explored. The MOSIX and Sprite systems use the creation host, or 
home machine, of the process to keep a record of its location. When the process migrates, 
it informs its home machine of its new location. In Charlotte, a forwarding mechanism is 
implemented. Upon migration, the process leaves a forwarding address where it can be 
found, but this increases ramification for systems with a large number of migrations. The 
V-kemel [Theimer 1985] provides a searching mechanism, but limits its application to 
environments with a small number of hosts. The most usual methods for controlling a 
migrated process are either proxy nodes or specialised distributed Inter-Process 
Communication (IPC) mechanisms. In Locus [Walker 1989] and OSF/1 AD [Zajcew
1993] a local proxy is used to terminate or suspend a process. Mach sends transparent 
messages to the remote process without knowing its location by utilising an IPC that 
supports message passing to remote hosts.
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Exporting and transferring process state: When a process wants to migrate, its state 
has to be captured -  i.e. its data, stack and memory registers. The whole mechanism of 
encapsulating a running process, as well as stopping the process at a resumable point is 
very complex. After capturing the process’s state, it can be transferred to a distributed 
operating system like MOSIX, or exported into user-space and then transferred, as in the 
case of Mach. After migration, a technique called lazy evaluation is used to update the 
local address space and restart the migrated process. Although lazy evaluation is proven 
to optimise process migration, its implementation is very complicated. Systems that 
support this mechanism are Accent [Zayas 1987], MOSIX and Mach.
Transparent communication: As already mentioned, Mach utilises a transparent 
message passing mechanism for communication of remote processes. Other systems 
which support transparent communication are Charlotte and Amoeba [Tanenbaum 1990, 
1992].
Security: Since most of the process migration techniques are supported from the 
underlying operating system, it is easier to provide a trusted and secure environment.
Svnthesis
All systems and models implemented to date have aimed to move the executing process from one 
host to another, and then continue execution. The benefits provided by process migration are load 
distribution, where a process migrates to a less loaded host to continue execution; fault resistance, 
where a process can transfer to another machine upon detection of failure of the current machine; 
and locality of data access, which can significantly increase performance. Since the processes 
have to migrate, they have to move around to other user’s machines but some users are not willing 
to let their system be used, especially when the resources that they want to use are occupied by 
somebody else. This emerging “social issue” and the intrinsic code complexity of any migration 
mechanism form some of the weak points of process migration and make this kind of mobility 
mechanism difficult for widespread acceptance [Jessup 2002]. Because of these difficulties, 
gradually fewer people are using process migration. We are already witnessing the shift towards 
simpler techniques of process migration such as mobile agents [Milojicic 1999a]. However, the 
original idea of process migration remains a concept worth mentioning when issues of mobility 
are reviewed and discussed, since the output of process migration research is valuable for 
understanding and expanding software migration techniques in general.
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2.2.2 Mobile Computing
The extraordinary development and expansion of hardware, particularly developments in 
semiconductor technology, led to greater integration of more and more transistors into one chip. 
In conjunction with the high industrialisation of VLSI circuits, the cost of portable devices 
decreases. Laptop computers have already been well accepted by mobile users, but with the 
commercial availability of mobile phones and handheld devices, the need for mobile computing 
increases dramatically. The continuing drop in prices and the increase in the functionality of 
portable devices, combined with the increasing availability of wireless networking have 
delineated a new domain for mobile applications. The mere development of new terms such as 
Nomadic Computing, Virtual Private Networks, and new protocols and standards such as Cellular 
Digital Packet Data standard [Taylor 1997], the IEEE Wireless LAN standard [IEEE 2003] or the 
Wireless Application Protocol [Wireless 1998] and the BlueTooth protocol [Bluetooth 2003], 
suggest that the mobile/wireless industry is expanding rapidly. Mobile computing encompasses 
the physical aspect of mobility, and with respect to that, there are three major areas of concern 
according to the type of connection:
• Limitations to connectivity: an area that looks into problems such as temporary or 
permanent loss of connection, synchronisation, etc.
• Mobile Internet Protocol: an area that focuses on mobile devices and their connectivity 
to the Internet.
• Ubiquitous computing: a distinct approach to computing, which lately was renamed 
Pervasive Computing and deals with devices that blend into the background of an 
everyday environment.
Limits to Connectivity
During the 1980s, significant research was done in the area of networking. After the advent of the 
Ethernet™ by Metcalfe [1976], various file systems evolved, like the Network File System (NFS) 
[Sandberg 1985] by Sun, or the Andrew File System (AFS) [Howard 1988] from Carnegie Mellon 
University. All these systems aimed to provide users with the sharing of storage and other types of 
resources. Under these circumstances, networked computers were relying on the file server. If the 
server was unavailable, then the workstations were unusable until the problem was resolved. 
However, when laptop computers became widely available, researchers recognised the problem of 
disconnected operation and provided various solutions. Among the first were Kistler and 
Satyanarayanan [Kistler 1992, 1993]. They addressed the problem of how a user can have access 
when he/she is disconnected from the network, and how upon reconnection the server can reflect
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the changes made. They called the former hoarding and the latter optimistic concurrency control. 
The solution provided for the first problem was similar to caching. The second solution involved 
logging the user’s actions and then updating the system.
Another problem in networked environments is weak connectivity. Weak connectivity means 
there is an intermediate point between the disconnected operation and the strong connectivity of a 
fast, reliable Local Area Network (LAN), as stated in [Milojicic 1999a]. Examples of weak 
connectivity are wireless networks and slow-speed modem connections. Work on weak 
connectivity is extensive. The Coda File System has been extended to support weak connectivity 
by Mummert and others [Mummert 1994, 1995, 1996], the Bayou system [Demers 1994; 
Satyanarayanan 1990; Terry 1995], the Rover toolkit [Joseph 1995, 1997a, 1997b] and the 
WebExpress [Chang 1997; Housel 1996]. Brooks, moreover, introduced Web proxies [Brooks 
1995], that can support mobile-transparent applications (i.e. a Web browser).
Mobile IP
Although, some of the limitations on physical mobility were resolved with the above research, 
mobile computers still needed to remain in a static location while connected, since they were 
assigned a particular IP address. For that reason, there was an imminent demand for mobility 
support within the Internet Protocol (IP). Initiatives from various researchers, the main 
contributors being loannidis and others [loannidis, 1991], stimulated the creation of Mobile IP. 
The simplest example of a Mobile IP connection would be a mobile computer that connects to a 
network machine with a permanent IP address. The network machine will act as a router and will 
tunnel the packets -  targeted for the mobile machine -  to the temporary IP address assigned to it. 
Tunnelling is a method that encapsulates the original IP packet inside another one. However, as 
simple as this technique is, it is also inefficient. Much research has been done on how to optimise 
efficiency and improve performance without compromising security. Researchers are also dealing 
with the problems arising from moving from the traditional TCP of a wired network to the 
limitations encountered in a wireless environment.
Ubiquitous Computins
A different and unusual approach for mobile computing was introduced by the Xerox Palo Alto 
Research Center Computer Science Laboratory (Xerox PARC CSL) with the notion of ubiquitous 
computing. Ubiquitous computing or “ubicomp”, and its “father” Mark Weiser, have the vision 
that computers will soon become so cheap and so small that they will blend into the background.
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Papers on the Ubicomp project were written by Want [1995, 1996] Weiser [1991, 1993a, 1993b] 
and for some of its applications by Want [1992a, 1992b]. The first commercial product that was 
similar to a ubicomp proposed prototype was the 3Com PalmPilot, which still offers a test-bed for 
various research centres.
The major challenge in mobile computing is connectivity [Forman 1994]: how can the user work 
under weak connectivity environments and unstable or unreliable connections -  i.e. wireless 
networks -  or under no connectivity at all?
• Functioning without connectivity: Nomadic Computing. Support from the underlying 
operating system, like the example of hoarding, is needed so the user is able to work 
disconnected from the usual working environment.
• Functioning with limited connectivity: Mobile Computing. Wireless networks today 
are still slower than the well-established LANs, hi addition, cell changes during 
connection can result in packet loss, mistakenly understood by most browsers as network 
congestion. Hence, some systems may need to filter the amount of data that goes over the 
wireless link.
• Inter-Process Communication. Mobile computers cannot have a static IP, since they 
physically move from one place to another. Special techniques are needed to route the 
packet to the destination. The Mobile IP was introduced to support this kind of behaviour.
• User Interfaces. As portable devices grow smaller, there is a need for compact user 
interfaces that will provide the user with the information needed without difficulty in 
reading it.
Svnthesis
Mobile computing and its associated devices are expanding and gaining in user acceptance fast. 
The most important benefit of mobile computing is to provide wireless/mobile access to a 
computer network. With the forthcoming new generation of wireless LANs, the connection speed 
of one’s PDA device will be exactly the same as the connection speed one can experience in one’s 
home, giving the opportunity to work and at the same time be “mobile”. The demand for mobile 
computing and the great variety of commercial applications that it can offer will stimulate 
solutions of the aforementioned challenges, and it may be that ubiquitous access and the vision of 
Xerox PARC is not far away. However, challenges in the area of mobile computing are closely 
related to the progress of hardware research. Since mobile devices have to be small to be mobile, 
they pose the challenge of processing and storage power. Although laptops have done well in this
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area, it is still too early for handheld devices -  the pride of mobile computing -  to possess the 
processing and storage power an ordinary computer system can have. In the future, if progress in 
solving the above problem runs closely with progress in mobile agents (discussed in the next 
section), the benefits of ubiquitous computing will be a fact.
2.2.3 Mobility on the Internet: Mobile Agents
The widespread use of Java and the Web has provided a new influx in the research, development 
and deployment of agents [Lange 1998]. The vast amount of information available and the 
inability of search engines and directories to get the relevant information quickly led to the use of 
other techniques for gathering information. Web-bots and Meta-crawlers that work continuously 
and collect information and links for their users have been created. These were the first static 
agents that were despatched commercially to the Web. However, the lack of infrastructure to 
support mobile agents stopped further deployment of agents in such a heterogeneous environment 
as the Internet. Some research groups used this medium to build their own agent systems but there 
is still a lack of wide acceptance, due to certain limitations. According to White^ [Milojicic 
1999a], mobile agents can be considered as the end point of the incremental evolution of mobile 
abstractions, such as mobile code, objects and processes, because they can consist not only of 
code, data and execution thread, but also of the authority of their owners. Mobile agents are 
analysed in section 2.4, preceded by a brief analysis of the software agent paradigm in the 
following section.
 ^ Personal communication between M ilojicic and White fo r  [M ilojicic, 1999a]
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2.3 The Software Agent Paradigm
2.3.1 Definition
The idea of software agent systems originated during the mid 1950s, when John McCarthy 
projected a vision of a system that could act autonomously and would be able to perform 
computer operations in order to accomplish a user-defined task. The system could however only 
interact with the user to request some advice [Kay 1984]. The word ''agenC by itself is derived 
from the Greek word “dysiv” (agein) which means to drive, to lead. The evolution of the word in 
Latin -  “ag-erg" -  extended the meaning to to act or do. The Webster Dictionary defines an agent 
as “a means or instrument by which a guiding intelligence achieves a result” and ''’one who is 
authorized to act fo r  or in the place o f another”. The Oxford Dictionary defines an agent as "one 
who (or that which) acts or exerts power" and in terms of telepathy "a person who originates the 
impression received by the percipient". Consequently, a software agent is in essence a computer 
program that acts on behalf of its user in order to accomplish a specified task.
Nwana [1996] suggested that there are two research streams in agent-oriented research. The first 
stream is based on Distributed Artificial Intelligence research from c.1970 to date. The second 
stream is in Distributed Systems research (c.l990 to date). The former concentrates on macro 
issues, such as communication, intelligence and behaviour, whereas the latter focuses on issues 
regarding the types of agents and application platforms that can be used.
The synthesis of these two agent research streams has resulted in the proliferation of a wide 
variety of agent models, systems and applications. This in turn resulted in an explosion in the 
definition and use of the term “agent”. Nowadays, there is a long list of agent definitions given by 
different researchers in different areas. This list represents the confusion and possibly the 
conflicting views of the researchers as to what an agent is. According to Bradshaw [1997], this list 
is the product of two separate approaches to the definition of agents. The first approach is based 
on "the notion o f agenthood as an ascription made by some person” and the second is based on "a 
description o f the attributes that software agents are designed to possess”.
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The key attributes that should characterise an agent according to Etzioni and Weld [1995] and 
Franklin and Graesser [1996] are that an agent should be adaptive and reactive, so it can learn 
from experience and sense and adapt to environmental changes. An agent should also be 
autonomous -  so it can initiate certain actions in order to achieve its task -  and willing to 
collaborate with other agents to achieve a common goal. Moreover, agents may need to be 
mobile, able to migrate physically from one host to another closer to the source {locality o f 
reference), in order to perform their tasks more efficiently.
2.3.2 Taxonomies
Researchers classify agents into taxonomies -  groups that demonstrate specific characteristics. 
Gilbert et al (1995) organise agents into a three dimensional space of agency, intelligence and 
mobility. Agency represents the degree of freedom an agent has, that is to say how autonomous 
and collaborative an agent is. Intelligence represents the ability to leam and reason, in other words 
how adaptive an agent is. Finally, mobility is the ability of the agent to move among locations in 
the network.
Agency
Service interactivity Intelligent
AgentsApplication interactivity
<
Data interactivity
Representation o f  user
Asynchrony
Expert Systems
Mobility
Static
Intelligence
Preferences
Reasoning
Planning
Mobile scripts Learning
Mobile objects
Figure 2-2: Agent Taxonomy according to Gilbert ct al [1995]
Nwana (Figure 2-3) had a different approach to the classification of agents: the key characteristics 
of an agent are mobility, a symbolic reasoning model, ideal and primary attributes, roles, 
philosophies and secondaiy attributes. The Nwana taxonomy, based on the above characteristics.
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suggests the following typology of agents: collaborative agents, mobile agents, reactive agents, 
hybrid agents, smart agents, information agents and interface agents.
Smart Agents Collaborative
Learning
Agents
LeamCooperate
Autonomous Interface
Agents
Collaborative
Agents
Figure 2-3: Agent taxonomy according to Nwana [1996]
Another way of categorising agents is by dividing them into language-based and architecture- 
based implementation. Language-based implementations use either a proprietary specialised 
scripting notation (such as Telescript [White 1994]), or a standard programming language (like 
Java). Systems that define an agent communication language -  like the Knowledge Query and 
Manipulation Language (KQML) -  also fall into this category. Architecture-based (or language 
neutral) models are designed without a specific language in mind, but by building the agent 
environment based on a specific framework or inffastmcture. Implementations in this category are 
the CORBA related models, or some incarnations of EJBs (Enterprise JavaBeans).
Most of the early agent systems followed the language-based approach; examples include WAVE 
[Sapaty 1992], Messengers [Fukuda et al. 2001], Telescript, and Agent-Tcl [Gray 1995]. These 
systems though define and use complex notations for the agents, so the possibilities of wider 
acceptance and use of them decrease. In addition, interoperability with other systems decreases 
since the implementation enforces the programmer to leam another language and assumes that the 
users should accept it. Contemporary systems mainly use Java as the implementation language, 
because of the provision of multithreading, object serialisation, dynamic class loading and 
reflection. IBM Aglets [Lange 1998], Concordia [Wong et al. 1997], Java-to-go [Li and 
Messerschmitt 1997], Mole [Baumman et al. 1997] and Sumatra [Acharya et al. 1997] provide 
examples of this case. Since Java is widely used nowadays, this approach reduces the drawback of
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learning or consenting to a new language, but still does not diminish it. The only one of the early 
systems that attempted to follow the architecture-based method is TACOMA. However, with the 
emergence of the Common Object Request Broker Architecture (CORBA) more and more of 
today’s systems use the architecture-based implementation technique.
Standardisation in multi-agent systems came into effect with the Foundation of Intelligent 
Physical Agents (FIFA). FIFA’s purpose [FIFA 2000] is to “promote the development of 
specifications of generic agent technologies that maximise interoperability within and across 
agent based applications. Following a bottom-up approach, FIFA specifications concern the 
agent platform, the agent communication language (ACL), the content language, and the 
protocols. More specifically:
1. Regarding the agent platform, FIFA addresses issues regarding the infrastructure on 
which the agents perform their operations, the agent reference model as well as the agent 
life-cycle and agent management [FIFA 1997a].
2. ACL specification consists of a set of message types and the description of their 
pragmatics, that is the “effects on the mental attitudes of the sender and receiver agents ” 
[FIFA 1997b].
3. Regarding content language, FIFA does not provide a single mandatory content language. 
Instead it offers a set of reference content languages [FIFA 1997b], and
4. Protocols are typical patterns of message exchange and specify how the communication 
will be carried out by constraining the interactions among agents [FIFA 1997b].
The FIFA specifications were based on certain principles that have guided the standardisation 
process. First, there is the concept of openness: agents can join (or leave) at run time an agent 
system without the need to recompile or re-configure it. Also, agents willing to communicate with 
each other need to follow the FIFA naming conventions and registration process with the 
directory facilitator in order to find the right locations. Second, there is the concept of 
interoperability: the FIFA standards usually specify the minimum set of requirements in order to 
avoid any binding or restraining links with particular hardware, operating system or programming 
language. Finally, a third important concept is that of explicitness: information and assumptions 
about the agent system (agent roles and capabilities, agent interactions, the meaning of the 
message content) should be as explicit as possible. In this thesis, the FIFA specifications are not 
used since the definitions of the MoDeS entities are on a more abstract level.
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2.4 Mobile Agents
As already stated above, software agents can be mobile and can migrate within a network, either 
by request or autonomously. Agent environments are either language dependent or architecture 
specific. Consequently, mobility on agents can be implemented using the following methods 
[Milojicic, 1999a]:
• Mobile Code. There are many languages -  interpreted or scripting -  that can provide 
support for mobile code, such as Python, TCL/Tk and Java.
• Operating System Independence. The Java Virtual Machine (JVM) and the TCL/Tk 
interpeter are able to run on top of operating systems, thus increasing abstraction in the 
programming level of an agent.
• Object Mobility. In order for an object to migrate, the system has to capture its state and
data, serialise it, send it to the migrating host and then deserialise it.
• Remote Object Model. Support for remote method execution is given by
implementations such as CORBA [OMG 1995] or Java RMI [Wollrath 1996].
Furthermore, software mobility can be classified as weak or strong [Cugola et al. 1997]. This 
depends on whether the migrated agent can start execution from the beginning (weak) or continue 
from where it stopped (strong). In strong mobility, both migration and computation are integrated 
into a single program, whereas in weak mobility they are separated. Moreover, while strong 
mobility has a more rigid structure, weak mobility can be modified dynamically. In addition, it is 
more heterogeneous and its computation language does not need special alterations.
2.4.1 Benefits
Software agents have proved to bring many benefits into the distributed system world, when 
compared with the more contemporary approaches such as client/server. According to Lange and 
Oshima [1999] there are at least seven good reasons for why mobile agents should be considered 
as a better alternative in some situations:
i. Reduction of network load. The contemporary client/server approach of distributed 
interaction generates a significant number of data traffic across the network. By moving
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the computation closer to the data, mobile agents can reduce network load by two distinct 
ways. One is by reducing the number of messages that have to be transmitted among two 
interacting entities, since the conversation embedded in the agent migrates to the other 
interacting entity. The other is by accessing large volumes of data by collocating and 
interacting with the server that holds the data, thus avoiding the transfer of the whole or 
part of the data.
ii. Overcome network latency. Since mobile agents can execute locally to a resource or 
server, if  they are used in time-critical control systems the occurred network latency of a 
large manufacturing system can be avoided.
iii. Encapsulation of protocols. As application requirements and security constraints change 
in distributed systems, there is a need for constant updating of the legacy protocols used. 
Mobile agents can overcome this impediment since they can rely on existing protocols for 
the migration and the new requirements can be imposed on the application level, in other 
words in the execution agent environment.
iv. Asynchronous and autonomous execution. A major drawback of using the client/server 
technique on mobile devices and applications is that the communication channel is 
required to remain open during an interaction. On the other hand, mobile agents can re­
locate to the provider of the resource thus constant communication is not needed since 
they can execute autonomously and asynchronously.
V . Dynamic adaptation. One of the major advantages of software agents is that they can 
adapt dynamically on the changes of their environment. In addition, mobile agents are 
able to detect changes on the environment that requires them to perform a specific action. 
For example, they can detect a forthcoming system or network disruption and can 
autonomously relocate themselves to a different server without any major disruption or 
termination of their task.
vi. Naturally heterogeneous. Network computing is fundamentally heterogeneous. Since 
mobile agents are independent of computers and transport layers (dependent only on their 
execution) they provide optimal conditions for seamless system integration.
vii. Robust and fault-tolerant. Since mobile agents are able to react dynamically to 
unfavourable situations and it is easier to create distributed systems that are robust and 
fault tolerant. In the case of a host being shut down, all agents executing on that machine 
are warned and given time to dispatch and continue their operation on another host in the 
network.
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On the other hand, when comparing mobile agents to stationary ones, some of the above benefits 
exist in both implementations. Nevertheless, points ii and vii can prove beneficial when using 
mobile agents, since they can physically migrate to different host in order to avoid network 
latency or to continue execution in the cases where their host is shutting down.
2.4.2 A Short Survey of Mobile Agent Systems
So far, a number of systems have been developed to provide a framework within which mobile 
agents could operate (for a review see Cugola et al. 1996, Green et al. 1997, Antonopoulos 2000). 
Here, the most prevalent systems are identified and discussed with specific reference to mobility.
The first system that supported mobility was Telescript, developed by General Magic [White
1994]. Telescript includes an object oriented, type-safe language for agent programming. The 
basic building of the Telescript system is the autonomous process (a program with asynchronous 
execution independent to that of all other programs). Telescript servers offer services by using 
stationary agents as means of interaction with visiting agents. Strong mobility is implemented by 
using the go primitive to despatch agents directly to specific DNS-based host names. Moreover an 
indirect migration can be achieved by using the meet primitive and providing the destination agent 
name. With the last approach the system is responsible to locate the destination agent’s location 
and despatch the agent there.
Tromso and Cornell Moving Agents (TACOMA) [Johansen et al. 1995] use a version of the Tel 
scripting language to provide group communication and fault-tolerance. An agent state must be 
explicitly stored in folders which are in turn held in briefcases. When an agent is created, it is 
stored in a folder called CODE. Tacoma supports weak mobility by the use of a meet command. 
Before migration the name of a destination host is also saved in a HOST folder. One of the 
submitted parameters of the meet command is the provider agent with which the agent wishes to 
interact. That provider agent should be capable of executing the code of the requester agent. 
Alternatively, agents can leave information at various immobile sites, the fding cabinets, which 
can then be accessed by other agents. Another use of the meet command by the agents is the 
ability to collocate with other agents and exchange briefcases.
Agent Tel [Gray 1996] was developed at Dartmouth College and allows agents, in the form of Tel 
scripts to migrate among servers. In contrast to TACOMA that uses the same programming
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language, Agent Tel implements strong mobility. Both agents and servers in Agent Tel have 
location-dependent identifiers. After interaction however, the identifier of the migrated agent is 
changed. An innovative method that Agent Tel supports is that an agent can be cloned
IBM Aglets [Lange 1996, 1998] is a mobile agent system that is implemented in Java, thus uses 
the internal Java object serialisation architecture as a mobility medium. Agents -  termed aglets in 
this system -  are created and migrate among aglet contexts which represent the servers of the 
system. Aglets support weak mobility. Upon arrival at the destination the agent’s run method is 
executed. However, agents in Aglets cannot invoke a method from another agent. They can only 
interact by exchanging messages.
2.5 Synthesis
In this chapter we presented an overview of the problems that pervasive computing research is 
experiencing as an emerging computing paradigm. Moreover, the link between pervasive 
computing and its predecessors -  distributed systems and mobile computing -  has been 
illustrated. An outline of mobility, its types, benefits and limitations was presented and are also 
summarised in Table 2-1. An analysis of the software agent paradigm and mobile agents 
followed. In this final section, some challenges arising from the above research are identified and 
clarified, bringing the focus of this thesis to the foreground.
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Table 2-1: Summary table for computing mobility [Milojicic 1999]
Benefits Limitations Applications
Process
migration
• Load distribution
• Fault resilience
• Data access locality
• Code complexity
• Naming, locating, and 
controlling migrated processes
• Exporting and transferring 
process state
• Transparent communication
• Security
• Parallel 
applications
• Load balancing
• Data locality
• Long-running 
applications
Mobile
Computing
• Mobile/Wireless access
• Ubiquitous aeeess
• Functioning without 
connectivity: nomadic 
computing
• Functioning with limited 
connectivity: mobile 
computing
• Inter-process communication
• User interfaces
• Web access
• E-mail
• Personal 
information 
management
• Personalised use of 
computer resources
Mobile Agents
• Overcoming limitations 
of a client eomputer
• Customisation
• Representation of a 
disconnected user
• Security
• Lack of infrastructure
• Standards
• Electronic 
commerce
• Software 
distribution
• Information 
retrieval
• System 
administration
• Network 
management
The growth of the Internet as a global network shifted the research of process migration 
applications for local networks to research of code mobility on internetworks [Misra et ah, 2001]. 
Research on agents is progressing at an increased rate. However, there are three major challenges 
that the agent community still has to address. First, there is an imminent need for standardisation 
for most aspects of an agent system. By reviewing the current systems there is scarcely the 
possibility of interoperation among them. Second, there is need for an environment that can 
support creation and manipulation of agents and agent applications from different sources and 
from different levels of users. The agent technology does not need a ‘killer application’ to gain 
acceptance (Chris Rygaard in [Milojicic 1999b], [Lange 1999]), it needs a set of different 
applications that will prove the efficiency the technology provides to certain tasks. For example, a 
user-friendly application that produces better results than today’s search engines can introduce 
typical Internet users to the power of the agent concept. After that the path will be laid for more 
advanced and more intelligent and autonomous agents. Finally, there is a necessity for security.
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The agent technology has to prove that it is secure and trustworthy. The users have to be 
convinced that by giving their personal details to an agent, the agent will not disclose the 
information to other agents or users. They have to feel that the agent is actually working for them 
and not for the benefit of its provider. If these matters are addressed, then, as stated by Bradshaw 
[1997], the term agent will end up representing concrete software artefacts and not a metaphor.
Stemming from the analysis of the literature, software mobility largely deals with the following 
mobility management issues:
i) Who makes the decision for migration and how is this executed?
In a mobile system, the most important decision is when to migrate and who is going to initiate 
the action. At the moment, there are two distinct approaches to this matter -  implicit whereby the 
user does not decide the way of the migration and explicit in which the user is required to 
intervene prior to or at the time of migration. These approaches have the following classifications:
• User decision (explicit). The most common approach. Systems expect a user action 
to specify explicitly when the process has to move. Systems that fall into this 
category, such as Telescript, Agent-Tcl, TACOMA, provide the user with a move 
command (go. Agent Jum p, meet respectively). The user has to decide when and 
where the entity has to go and initiate the migration. Major drawbacks with this 
technique are that the agent cannot be autonomous, since user intervention is required 
for migration, or dynamic, since either the user has already specified the agent’s 
travel plan or decides on the next hop.
• Transparent decision (implicit). In paradigms that use the Java-RMI, or any Remote 
Method Invocation (RMI) technique, the mobility decision is taken transparently. The 
mechanism is responsible for finding the remote object and invoking the required 
method on that object. Then the results will be passed back to the requesting object 
and the execution will continue, either locally or with another remote call. With RMI, 
an object has to publish its interface and willingness to service in the local RMI 
registry facility. Moreover, the requester object has to know the location of the 
service object and call a method on that interface through the RMI registry. The 
Mobility Decision System (MoDeS) falls into this category.
• User authorisation (implicit). Similar approaches to the user decision are code-on- 
demand implementations (i.e. applets). However, this distinction between applets and 
the ‘go’ implementation has to be made, because with applets the user can only
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authorise the execution of code and not the migration. The migration policy is 
handled by the server process. For that reason, applets cannot be considered as mobile 
agents, since their migration is initiated only by the user and not autonomously as is 
the case with agents.
ii) How is the migration implemented?
Before any entity migrates it has to be translated to a message that the destination machine will 
recognise and understand what to do with. This procedure is called serialisation of the mobile 
entity. Serialisation encloses all the important attributes, code, and data of an object in a package 
that can be transferred to the destination machine and then can be de-serialised to continue 
execution. Early agent systems used different serialisation techniques. Telescript and Agent-Tcl 
have researched and implemented their own techniques before being reprogrammed in Java. 
Hyper Text Transfer Protocol based agent (ff-main) [Lingnau 1995] used CGI methods POST and 
GET to transfer their agents around the network. With the arrival of Java, most paradigms use the 
built-in serialisation implementation that the language provides.
The above techniques also require distinct implementations on how the movement will be 
performed. In the case of a “move” technique, a transfer protocol has to be used to move the 
requester mobile entity from its server to the destination server. Most methods use well 
established protocols like the File Transfer Protocol (FTP) or variations of the HTTP (ff-main), 
others create their own protocols to offer more functionality to their system, like the Aglet 
Transfer Protocol (ATP) from IBM Aglets. In the case of a transparent migration, as already 
mentioned, the integrated method will be used. In the case of applets, the HTTP is used to pass the 
code directly to the user’s machine to execute there, and then be discarded.
iii) What type o f location management is used?
Since agents are mobile, a tracking mechanism must be available in order to locate them. Early 
agent systems offered no tracking management, with the exception of ff-main. ff-main has used 
the concept that the home system is responsible for updating the current location of each agent. 
AJANTA specifies that each agent could leave forwarding pointers to its new location as it 
moves. Later systems, like Aglets, used their transfer protocol to implement a kind of mobility 
management. Others used the Java-RMI or the CORBA approach in which they create kinds of 
directories or yellow pages where the system can track an agent (see Pitoura and Samaras [2001] 
for a review).
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Significant work has been done on how an entity will migrate (ii above) and on mobility 
management (iii above) but on the issue of who takes the decision for how and when that entity 
will migrate, all current systems either leave it to the user (explicit) or provide a single pattern. It 
follows that the hypothesis of current systems is that the user will decide where and what will 
migrate and then the system will handle the rest. An agent system, however, is required to tackle 
all the three aforementioned issues, as analysed above, including the decision for the mobility of a 
migrating entity.
Although weak/strong and implicit/explicit implementations may present some differences, they 
have a common characteristic related to the way the migration is put into practice. They provide 
the user with only one way of migration. In the code-on-demand example, the applet can only be 
downloaded into the user’s machine and then execute. With the Java paradigm, the object has to 
be serialised and transferred to the destination machine. With RMI, the remote method will be 
downloaded to the requester machine. Finally, with CORBA, the request is made, the broker 
handles the request and then returns the results to the requester. It can be noted, however, that 
there are cases where one approach is better and more efficient than the other. Current systems do 
not leave the option to the user for matters of simplicity, thus the overall functionality and 
usability is to a great extent reduced.
A mobile agent system has to include solutions to the above issues that will maximise the 
usability of the system but minimise or eliminate the disadvantages that materialise in some of the 
existing approaches. A mobility pattern can be defined as a way or type of migration between two 
agents, a requester and a provider. The current research will try to identify how different mobility 
patterns can be applied. In other words, how the decision can be made dynamically to fit each 
different case.
The proposed system will provide a mechanism for mobility decision making. With this design as 
a methodology, a mobile agent system will require the user to specify only what the agent should 
do and the system will decide the rest. However, to create the basis and the context for the 
decision system, an agent model had to be specified that will incorporate all the afore-mentioned 
issues regarding mobility patterns, constraints, data traffic and availability considerations.
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Although much work has been done on agent mobility, all of the approaches, as already debated, 
focus on specific applications and do not have a general orientation towards fully distributed and 
heterogeneous environments. While most contemporary systems implement strong mobility by 
using Java, such an implementation is not suitable for the above environments -  including 
pervasive computing -  since it assumes that the users will conform to a single execution platform 
[Kotz 1999]. Other systems, such as IBM Aglets and AJANTA, attempt to emulate weak mobility 
in Java by using agent travel plans. However, these travel plans are expressed as object 
hierarchies and have static and predefined interconnections. This method supports only minimal 
adaptation and dynamic modification of the travel plan. There are also systems that supply the 
agent with the choice of selecting what items/objects to include prior to specific migration, thus 
reducing the overall utilised bandwidth.
An issue that emerges from the literature review as problematic in mobile and pervasive 
computing environments is that of performance. Performance characteristics and comparisons in 
such environments are not similar to current approaches. For example, in distributed systems that 
are permanently connected to a network, the generated data traffic is rarely an issue as long as the 
latency of transmitting the data is low (i.e. transmission is fast). In limited or low connectivity 
environments, however, the speed of the connection is not the only important factor, since the 
possibility of disconnection is high and retransmission of data is quite possible. In this case, 
having to transmit large ^ mounts of data is as much of an issue as is speed since the former may 
affect the latter. For that reason, various techniques have to be explored to either increase the 
quality of the connection (hardware related techniques) or to decrease the required data to be 
transmitted (software related techniques). The afore-mentioned problem becomes really important 
if the payment for using these services is based on the total data exchanged and not on the total 
time of the connection.
Another problem that arises with mobile code is that of availability. In other words, how a system 
that implements mobile code can know in advance if the migrating entity will be able to execute 
at the destination where it is about to move. Current research either blindly ignores the problem 
by assuming a global acceptance of a single platform of execution, thus binding users, developers 
and computing community to a single system, or attempts to provide support for different 
execution environments, by creating “wrappers” -  specially created software that translates 
machine code from one programming language to another. Both approaches however have to be 
deemed deficient for pervasive computing, due to the heterogeneity issues discussed above. It is 
argued, in this thesis, that to acknowledge the obstacle can prove beneficial. It is suggested that by
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having a method of specifying and publishing availability constraints of servers in software 
mobility environments (or having them available for access upon request,) can greatly enhance 
performance in terms of availability. In that way, by knowing a priori such constraints, a mobile 
entity can plan its itinerary accordingly to improve the number of executable interactions.
Summing up, by using pervasive computing as an example of a typical distributed and 
heterogeneous environment, we consider data-traffic, latency and availability as indicators of 
performance. Also we look into what are the requirements and characteristics for a mobile agent 
system to be deployable in a pervasive computing environment, who will make the decision for 
migration for the software mobile entities of the system, and how it could be made. In this thesis 
the following question will be addressed in the context of a typical pervasive computing 
environment.
• How can performance be improved in terms of bandwidth savings and availability in such 
an environment?
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Chapter 3
3 Mobility Decision System (MoDeS)
3.1 Introduction
In order to address the previously identified questions, the context and characteristics of the 
targeted environment must first be defined. This thesis focuses on the software side of the 
challenges that are presented by the pervasive computing environment. Specifically, it aims to 
improve the performance characteristics of that environment by using the mobile agent paradigm.
A typical pervasive computing environment is distributed by nature. The proposed approach of 
software mobile agents not only resembles the distributed nature of the environment, but can also 
match its mobility characteristics. In other words, the way that a user moves within the 
environment can be represented by the move of a mobile agent in the same environment. 
Furthermore, the mobile agent can move to locations without the need of movement by the user. 
Since the mobile agent represents user’s intentions and actions, the mobile agent can decide 
autonomously to migrate to a remote location which provides for example faster execution or 
better resources to accomplish a required task.
The application of mobile agents in a mobile computing environment with multiple users may 
also provide the users with the ability to share or reuse not only information but also applications. 
For example, a user may be willing to let somebody use their agent in exchange for information or 
even currency. Such an approach can be extended and become more viable, if instead of sharing 
the whole user agent -  which may contain sensitive information -  the user is able to share just the 
required method/function. This is possible if the methods of the agents can be distinguished by the 
rest of the logic of the agent. A possible solution to that is to define the agent as a set of different 
methods or components. A  solution that proves beneficial as it is analysed in the following 
section.
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The Mobility Decision System (MoDeS) defined and analysed in the current and the following 
chapter, was designed to address the above issues. The methodology used for the design of the 
system is the agent-oriented analysis of Burmeister [1996] (shown in section 3.3). It describes the 
agent, organisation and cooperation models and the attributes and characteristics of the different 
entities. Based on this methodology the main entities, concepts and contributions are analysed in 
the following sections. But before that analysis, there is a need of explaining the basic concepts 
and terms used.
3.2 The basic concepts
The model consists of agent servers, which contain a set of agents which themselves are a 
collection of components (Figure 3-1). An agent server is a system entity which provides the 
necessary infrastructure for the agents to be created, live and execute, communicate, interact and 
migrate. As already mentioned a software agent is a computer program that acts on behalf of its 
user. In this model the focus is on mobile software agents, since they are considered to bring most 
benefits into the distributed computing area. The agents have a user specified task to achieve and 
contain a collection of components. A component can be thought of as a defined subroutine which 
acts as a black-box that can take a specific input to produce a specific output. Components are 
stateless. That is to say that regardless of their execution their internal structure or data cannot be 
changed. So the difference between agents and components is that components are called by the 
agent to process data in order for the agent to accomplish its task. Hence, an agent that carries 
only one component is a monolithic agent.
ASi
ASi o
CP
Agent Server
Agent
Component
Migration
Interaction
Figure 3-1: A generic diagram of MoDeS
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The use of components in an agent environment is used as an extension of the agent paradigm 
concepts, since it binds more with the sharing and reusability of code in a distributed 
environment. Thus, by having an agent-based framework that can utilise components, the 
usability and functionality of that framework increases. The functionality can be increased even 
more if  the framework supports the execution of components written in different programming 
languages. The idea of wrappers has been used extensively in distributed and object-oriented 
computing. A wrapper is software program which changes the interface to an existing program 
without substantially increasing its functionality. So a program can be executed on an 
environment that does not support its native programming language, as long as a wrapper exists to 
handle the translation. On the Internet, it is acceptable to have repositories of code publicly 
available to the users. In the context of MoDeS this idea can be used widely, thus ordinary users 
can create agents by using existing components. On the other hand more experienced users or 
vendors will be able to create their own components and share them within the system. Such an 
approach increases and promotes reusability of components.
On this basis, interaction is defined as the process whereby two agents have to co-locate in order 
to communicate and exchange information. In MoDeS a novel approach is followed by 
decoupling interaction from mobility. Initially an agent submits an interaction plan to the agent 
server. That will describe its itinerary by specifying the entities with which to interact in order to 
finish its task. Its mobility plan -  that is where the agent will co-locate for each step -  will be 
calculated by the MoDeS. In a large distributed environment it is quite convoluted to assume that 
all mobile code applications can be executed in every host in the system. In reality such 
applicability and execution constraints can reduce the possible interactions among agents. For 
example, if an agent is written in Java, the system has to make sure that the destination host is 
able to provide the incoming agent with the relevant Java Virtual Machine to execute. Hence, 
mobility constraints are constraints imposed by the system related to the availability of execution 
environments, or resource related issues at each agent server. These constraints can complicate 
matters in any distributed environment. For example, if an agent wants to interact with a provider 
agent located in a different server, and the provider’s server is not willing to accept any incoming 
agents, then the interaction is not possible. To remedy this problem of availability different 
mobility patterns are proposed. A mobility pattern can be defined as a way or type of migration 
between two mobile entities, a requester and a provider. By using different mobility patterns, the 
data transferred for each interaction can also be monitored. Thus in limited-bandwidth networks, 
like wireless networks, optimisation algorithms can be implemented to reduce the data traffic.
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The advantage of MoDeS thus is that the system decides the best mobility pattern for each step of 
the interaction plan, depending on constraints and data traffic characteristics. Hence it can not 
only increase the availability -  that is the possibility of an interaction to execute -  but can also 
minimise data traffic in limited or low bandwidth environments. In the following section, the 
analysis of MoDeS based on the agent-oriented methodology of Burmeister’s is presented.
3.3 Agent-Oriented Analysis of MoDeS
Having defined the basic concepts, the Burmeister methodology (Figure 3-2) was used for the 
design of the Mobility Decision System (MoDeS). Burmeister [1996] gives an agent-oriented 
analysis of system design dividing the design and development stages of an agent system to three 
distinct models; the agent, organisation and cooperation models. It thus adopts a broad approach 
to system design.
Agenus Internal Structure
model
' Behaviou Intentions
Inheritane Interaction
Cooperation model
Roles Cooperation Messages
Figure 3-2: An agent-oriented analysis according to Burmeister
a) Agent model
agenr con/aznj r/ze ac/wa/ (zMc/zz(/zVzg /^zezz- z/ztgr/za/ftnzc^ zzr^ . 77ze.yg co/zjzjr q/"
both the classical components o f attributes and methods, and also the behaviour patterns and
intentions o f the agents"" [Burmeister 1996].
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The agent model describes the agent as an entity and defines its internal structure, behaviour and 
intentions. In the context of MoDeS emphasis is placed on the nature and contents of agents 
(section 3.4), the internal structure of the agents as represented by components (section 3.5), the 
services of the agent servers (section 3.6) as well as the agent Mobility Patterns (i.e. the behaviour 
of the agents) which are essentially one of the novelties of this research (section 3.7).
b) Organisational model
''The static relationships between agents and agent categories are shown in the organisational 
model Relationships can consist o f classical object-oriented principles, such as inheritance or 
aggregation, or be based on the associated role o f  the agent within the complete organisation""
[Burmeister 1996]
In the Burmeister methodology, agents can either express object-oriented principles or to be 
classified according to Organisational Units (OUs). Since the characteristic that plays a major role 
in terms of mobility performance is the type of the agent or component and any constraints 
stemming from that type, the second approach has been selected. In MoDeS the system comprises 
the following organisational units (some relevant examples follow in Table 3-1):
1. System Organisational Unit (SOU): System components or agents that are pertinent for 
the operation of the whole architecture belong in this category;
2. Core Organisational Unit (COU): This category includes core components of an agent, 
like components that provide information for the agent or provide the communication 
between the agent and the agent servers. Thus every new agent will include this set;
3. Informational Organisational Unit (lOU): Components that keep record and provide 
information belong in this unit; and
4. Applications Organisational Unit (AOU): This unit holds components that perform a 
specific application. This category maintains all components created by the users of the 
system.
40
Chapter 3. Mobility Decision System (MoDeS)
Table 3-1: Identification of individual roles
SOU COU lOU AOU
1. Provide local information
2. Keep/Provide record of agents/actions in any AS vA
3. Keep/Provide statistics for network delays and distance 
metrics among agent servers A^
4. Provide interface/translator to access local databases V V
5. Searching Component
6. Execute securely other programs (Wrappers) V vA
7. Add/Retrieve agent information V V ,
8. Encrypt/Decrypt agent’s XML V
Based on the above classification of organisational units, and by extending them to more specific 
characteristics such as type of agent, or the programming language that agents or components are 
written, the impact and importance of mobility constraints is analysed in section 3.8.
c) Cooperation model
'The cooperation model consists o f the interaction and cooperation processes between the agents. 
Simple messages and communications and cooperation processes built on these messages form  
the basis for such processes"" [Burmeister 1996].
The cooperation model properties are analysed in the following chapter. Specifically, the 
cooperation model defines the protocols an agent system uses, the notation of interactions, how 
the cooperation takes place and the format of the messages that are exchanged. The protocols that 
MoDeS uses to exchange or request information are presented in section 4.3. Furthermore, the 
notations used are analysed in section 4.4, as well as the messages and cooperation techniques that 
are used are explained in the application programming interface (API) of MoDeS.
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Since MoDeS specifically addresses the software mobility perspective of a mobile agent 
environment, the following analysis, while guided by Burmeister’s model, focuses mainly on the 
mobility aspects for designing such a system.
3.4 Agents
An agent (Figure 3-3) contains the information of the user who created it (GUID, Name, Home 
Server, Type, Language) , a number of components that the agent needs to perform its assigned 
task (e.g. components A, B, C, D) and the interface (API).
There are two kinds of agents: active and passive. An active agent (Figure 3-3a) acts as an 
autonomous entity within the system. It traverses through its itinerary and executes the required 
computations in order to complete its job. It includes an interaction plan that the agent has to 
follow and the mobility plan which shows the relevant migrations in order to achieve that task. In 
contrast, a passive agent (Figure 3-3b) does not include interaction and mobility plans. It is 
usually a system agent, located in the agent servers, and it provides local information, keeps 
record of the agents and actions invoked in the local agent server, or supports other generic 
functions and services.
(a) Interface (API)
GUID
N am e
H om e S erver
T ype
L anguage
A gent Store
Interaction
Plan
Mobility
Plan
Component
A
Component
B
Component
C
Component
D
(b) Interface (API)
GUID
N am e
H om e S erver
Type
L anguage
A gent Store
Component
A
Component
B
Component
C
Component
D
Figure 3-3: Active (a) and Passive (b) agents
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Agents in MoDeS are specified in XML. Using XML-defined agents, the intentions and execution 
flow of the agent are separated from the implementation code. The benefit of this appoach is that 
a user or an agent can dynamically make modifications without the need of “restarting” or 
retracting the agent to the home server. Since the XML file of an agent can be validated upon 
XML schemas, it makes it easier to certify if an agent conforms to required specifications. 
However, some elements or attributes of the agent’s XML file should be accessible only from 
specific entities. For example, only a server process should be able to modify the home server of 
an agent. For that reason, the elements of the XML files that can be accessible by system entities 
only, are signed by a system process. Thus in any case of alteration, the servers that handle the 
agent are able to recognise the change and refuse the execution. The choice of the method of 
digital signature [Rivest et al. 1978] is left to the developer of the system and is not discussed 
here.
For the agents to be able to interoperate in a distributed environment, they have to conform to 
predefined structure and contents. When an agent is created, it is checked by the local ‘validation’ 
agent. The validation agent is a passive agent; it is a service that resides on each agent server. The 
validation agent is responsible for two tasks: to incorporate the system’s requirements and 
attributes into the new agent, and to check if  the newly created agent is valid. Since the agents are 
expressed in XML the validation is done according to a pre-defined XML schema (presented in 
3.8 below). After that process, the new agent has the following fields:
i. A global unique ID (GUID), given by the home agent server only. This is the 
identification mechanism .among agents from a system’s perspective. This field 
cannot be changed as long as the agent exists. The GUID incorporates the date and 
time of creation, the creator’s user ID, the name of the agent server where creation 
took place, the physical IP addresses of both the user’s and the agent server’s, date, 
time and initial size of the agent. The information is encrypted and signed by the 
server, so it could not be altered, but can be read by the system and the users.
ii. The name of the agent, given by the user. The name of the agent represents the 
identification mechanism from a user’s perspective. In addition, the user can 
optionally add a short description of the functionality of the agent. Agents with 
identical names can coexist in the system as long as they do not belong to the same 
user, since MoDeS uses the GUID for identification purposes.
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iii. The home server of the agent. This includes the name and the GUID of the server 
where the agent is first instantiated. It is required for verification purposes, since it 
stores all the information regarding the user that created that specific agent. The home 
server entry is included in the agent’s XML file by the home server and is a read-only 
field. It cannot be changed during the life of the agent.
iv. The type of the agent. This is used for classifying agents into different categories, 
depending on the agents’ characteristics or applications. For example agents that 
implement server actions are ‘system’ agents, where a user agent that performs 
information retrieval tasks can be named as a ‘search’ agent. This categorisation helps 
to establish a prediction of the agent size and requirements, in case it is needed.
V . The programming language that the agent is implemented. The programming
language or the execution environment where the agent can be executed is required 
by the system, since it has to be checked upon during the constraints check-up, to 
identify the servers on which the agent will be able to execute.
vi. A list of the components -  provided by the user -  that the agent would need in order 
to execute its task. The components can either be selected from a repository, or 
created by the user. This list will define the task or tasks of the agent.
vii. The itinerary of the new agent -  supplied by the user. The itinerary or travel plan is 
the list of the agents or components that the agent has to interact with to accomplish 
its task. The itinerary of an agent can be dynamically modified -  by the user or the 
agent -  according to the requirements of the agent’s assignment.
viii. The constraints of the agent -  initially created by the user. The user is able to set 
specific constraints on its agents. These constraints can be either execution 
requirements of the agent or a list of agents or components that the system has 
previously identified that are incompatible and cannot interact with the agent. 
Constraint types and use is analysed in section 3.8 below.
Figure 3-4 shows in graphical form the stages of creating a new agent, from the time where the 
user submits the relevant details (name, type, execution language, components, constraints and 
itinerary), to the validation of the XML agent file, until the initiation of the agent by the agent 
server.
44
Chapter 3. Mobility Decision System (MoDeS)
The user submits the 
agent details
The agent server 
validates the XML 
agent file based on the 
XML schema
The agent server 
checks the source code 
of the agent and its 
components to prevent 
execution of malicious 
code
The agent server 
creates a GUID for the 
new agent
The agent server 
initiates the agent and 
provides it with the 
relevant 
communication details
The agent server 
imposes the server 
constraints to the agent 
and updates its 
Constraint Tables
The agent server 
generates the agent’s 
XML file
Figure 3-4: The procedure of the creation of an agent
3.5 Components
Every agent, as already discussed, is composed of a set of components. The component is the 
building block of the system and can be thought of as a user-defined subroutine. A component by 
itself is not an active entity; it takes substance only within an agent. It is the actual computation 
that an agent has to execute in order to complete a step from its itinerary. The basic distinction 
between components and agents is that a component knows how to do a specific and singular task, 
whereas the agent knows how to use a component to achieve a more complicated task.
Components can be written in any programming language. They can be simple programs, like 
pattern matching functions, or more complicated, like information retrieval subroutines from 
different distributed databases. There are two categories of components:
a. Local components, which exist and are explicitly defined within an agent.
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b. Global components, which exist in the distributed component repository 
(explained further below) and which are referenced implicitly by an agent.
When a new component is created, it is checked by the local ‘validation’ agent. The validation 
agent checks if the new component defines the programming language that it is using and if  it 
complies with the relevant requirements set by the system. The new component has the following 
fields:
i. The name of the component, specified by the user.
ii. A Global Unique ID, given by the agent server only. A field that cannot be changed 
as long as the component exists. The GUID incorporates date and time of creation, 
user ID, agent server ID and the physical IP addresses of both the user’s and the agent 
server’s, all encrypted and signed, like the agent, but viewable by the system and the 
users.
iii. The type of the component which is used for categorisation and estimation of the size 
and requirements.
iv. The programming language or environment that the component requires to execute.
V . A short description in plain text from the author. The description should include the
functionality of the component, how it should be invoked and what type of results it 
returns. This description can be considered as the declaration of the component.
vi. A field of keywords, which can help to simplify collaboration among components 
and to be used as a form of identification among the users.
vii. The format of the input the component accepts. By considering components as 
subroutines of a programming language, the format of the input of the component 
specifies the types of the variables that the component accepts as well as the sequence 
these should be provided in.
viii. The format of the output returned, after the execution of the functionality of the 
component. This field returns the result that the component produces after execution. 
The format specifies the type of the returned variable.
ix. The source code of the component. The source code of each component will be
interpreted code and not object code.
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Depending on their usefulness and their functionality components can be changed from local to 
global with the use of the distributed component depository. The Distributed Component 
Repository (DCR) is a special service that should exist in every agent server in order to provide a 
common storage for the most widely used components of the system. Thus, these components 
(global components) will be available to be used by all agents across the system. Various 
researchers have dealt with synchronisation techniques of distributed repositories and it does not 
fall within the purposes of this report to analyse the techniques that should be used. Agent servers, 
by providing the DCR mechanism, should inherently provide a method for converting a 
component to global component. In extension of that, agent servers should also be responsible to 
identify if a global component is used for an agent’s interaction. In that case, since the global 
component is available in all agent servers, the agent can be modified to a smaller version that 
will not transfer the added size of the global component; thus further decreasing the total data to 
migrate.
3.6 Agent Server
Every agent system has to contain agent servers. Agent servers are hosting the agents of the 
system and in MoDeS are responsible for the following services: verification, creation and 
execution, and migration of agents and components.
1. Verification
• Checks the validity of each agent and component according to predefined XML
Schemas. When a new agent or component is created, it is sent over to the agent server 
for registration. The registration process has an inspection stage and an execution stage. 
During the inspection stage, the agent server verifies and validates (in XML terms) the 
agents and components upon the relevant XML Schemas.
2. Creation & Execution
• Preparation of an agent for execution. After the validation stage, the agent server
should make the relevant preparations to execute an agent. These include invoking the
appropriate compiler/interpreter, getting the first plan item and executing it.
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3. Migration
• Support for mobility patterns. An agent server is responsible for handling requests for 
migration from agents. It provides a dynamic way of deciding the best way for mobility 
upon various parameters.
When a new agent is created, it is sent to the agent server to be validated. The agent server first 
has to verify the user, then to check if the agent’s XML file is valid, that is if it conforms to the 
specified XML Schema. When all requirements have been met, the agent is initialised for 
execution. The agent server reads from the itinerary the first destination node, and begins the 
process to despatch the agent. The receiver agent server ‘unpacks’ and executes the agent.
3.7 Mobility Patterns
As already proved in the literature there is no identification for different types of mobility 
(mobility patterns). In this and the following sections, an overview of the Mobility Decision 
System is presented as well as an attempt to classify mobility patterns and take a brief look at the 
similarities and differences they present. The characteristics of the equations that can simulate 
agent mobility in the context of the aforementioned system are also identified.
Derived from how agents migrate nowadays, we can distinguish two different ways of mobility. 
The first is where the requester-agent moves to the provider-agent, and the second where both 
requester-agent and provider-agent move to a meeting point to co-operate. There are cases though 
where the provider would be advantageous to move to a requester-agent host, if for instance the 
requester-agent cannot execute at the provider-agent’s server. Although there are no systems that 
currently use this method, this research will include it as a pattern for mobility, since it can 
increase availability as shown in the previous example.
Other ways of interaction in distributed systems are Remote Procedure Calls (RPC), Remote 
Method Invocation (RMI) or message passing. The first two are not efficient and applicable in an 
Internet environment since they assume that common code is located at both sites of interaction. 
The accustomed way of interaction on the Internet is by message passing, that is, the exchange of 
messages among the hosts. It is a technique based on network protocols and in simple
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environments it can be more efficient than moving an agent from one host to another. Such cases 
will greatly benefit from a mobile agent environment whereby after the despatch of the agent the 
execution takes place locally.
Summing up, the following pertinent patterns of mobility for agents are identified and explored 
further in this thesis:
I. The requester-agent to move to the provider-agent (R2P). This is the predominant 
approach among the current mobile agent implementations. Examples of this technique 
are the Java/RMI implementations, IBM Aglets, Agent Tel, TACOMA. Strong mobility 
methodologies use this pattern.
II. The provider-agent to move to the requester-agent (P2R). This technique as 
analysed previously, is not used by any mobile agent system currently. However, it can 
be very useful since it can increase the availability of the system by providing another 
method of migration. This pattern can prove more efficient in the case of multiple 
requester-agents that want to be served by the same provider-agent. If a system 
implements this approach it can further decrease the total data traffic by moving the 
provider agent to the agent server which hosts the requester agents. But this has not 
been explored further in the following simulations since it requires a more complex 
system utilising global planning, and could constitute a separate research challenge. 
This method of migration of the execution code from the provider to the requester is 
similar to the applet mechanism. But, as discussed, Java applets do not support the basic 
characteristics of agency and are not considered as such.
III. The requester-agent and the provider-agent move to a Meeting Point (RP2MP). A
method introduced by the TACOMA folders/briefcases concept, where two agents can 
meet at a meeting point. However, the TACOMA approach of meeting points includes 
only the exchange of folders and not advanced interaction among the agents, as they do 
for example in the case of electronic markets, where agents meet at the market and can 
act either as sellers or buyers. This technique of migration is also particularly interesting 
because it can resolve constraint deadlocks. For instance, if  the hosts of two agents that 
want to interact cannot execute the incoming agents, it is possible that they might 
migrate to a meeting point to execute and interact.
Since MoDeS supports the use of components, there are five more patterns that provide different 
ways of migration. These are a) the component of the requester agent moves to the provider agent
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(Rc2P), b) the component of the provider agent moves to the requester agent (Pc2R), c) the 
component of the requester agent and the provider agent move to a meeting point (RcP2MP), d) 
the component of the provider agent and the requester agent move to a meeting point (RPc2MP), 
e) both components of the requester and the provider move to a meeting point (RcPc2MP).
Thus in total there are eight mobility patterns. However, when the system tries to decide the best 
mobility pattern for an interaction, it distinguishes between the ones where either the requester or 
the provider (or their components) move to each other’s servers {basicpatterns), and the ones that 
use an agent server as meeting point {meeting point patterns). This classification of considering 
meeting points not as equal candidates of the basic patterns, but as alternative ones is due to the 
following reasons:
i. When the availability algorithm processes the mobility constraints of the basic 
patterns it has to consider their mobility constraints the requester and the provider 
agent. On the other hand, in order to find any possible meeting points it has to process 
constraints from all the agent servers in the system. Doing that increases the time 
complexity of the availability algorithm unnecessarily. Assume for example that two 
agents want to interact within a system with 100 candidate meeting point servers. 
While examining the possibility of interaction with one of the basic patterns is a 
straightforward task and has to happen only once per pattern, examining possible 
meeting points would require repeating the comparison among constraints as many 
times as there are candidate meeting point servers.
ii. In order for a meeting point to be used as such, it has to be able to commit to serve 
specific interactions (analysed further in 4.6.1). This, though, can become problematic 
in a highly dynamic environment. For example let us assume that the availability 
algorithm has calculated that 100 interactions are destined to be executed in a specific 
meeting point server. If that meeting point is able to handle only 50 interactions, and 
commits to the first 50 that have requested so, the system overall has wasted 
calculation time for the rest.
Before analysing the mobility patterns, let us assume the following scenario to introduce the 
variables of the respective equations. A user creates an agent R (Requester) with home server U to 
interact with agent P  (Provider) with home server S. The agent consists of n components of size 
Rch Rc2,---, Ren -  that perform specific tasks -  and the initial information and data that the agent 
holds is of size I. Hence, the size of the agent before despatch will beJ? = + / .  The size of
\..n
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data that the agent will acquire after the interaction with the provider agent is d. In the same 
manner the size of the provider agent isP  = ^ P c  + / .  In situations where the chosen mobility
\..n
pattern requires that the provider agents or components move, there are two points to be 
considered. First, that the provider entities are invited to the home server of the requester and not 
to the possible server where the requester is located just before the provider-to-requester step. 
This is done to prevent further complication in the migration and discovery of the agents in the 
system, and to reduce the complexity of the availability algorithm which calculates the mobility 
plans. The second point is that there is a possible additional data cost (r) to be calculated. Here, r 
represents the size of the invitation that the provider’s agent server receives, as well as any 
interactions between the migrated provider’s component with the provider agent. In actual 
implementations, this additional cost maybe redundant, but in the following simulations it is 
considered, in an attempt to examine the worst case scenario.
The following equations express the data traffic that an agent will generate in order to complete a
Data Size 
Time = --------------
single hop of its itinerary. Thus, since Speed  ^ using a specific network speed
transmission it is simple to produce the time needed for each transaction.
Representations and equations to calculate the total data traffic of the interaction using the 
mobility patterns follow.
i) Requester moves to Provider
a) Requester to Provider (R2P) (Figure 3-5)
Using this technique, the agent will migrate to the provider’s server. Upon 
migration, the size of the agent will be R, the initial size of the agent, 
and upon arrival R+d. So, the total data moved is: Figure 3-5: R2P
Data^2P = 2 * + ^ /
b) Requester Component to Provider (Rc2P) (Figure 3-6)
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Using this method of mobility, the user or the agent decides to send a 
component to the provider’s server and then wait to receive the results from 
that server back, as depicted in Figure 3-6. Hence, the total amount of data 
transferred will be the size of the component plus the acquired data: 
D a tÜ R c jp  = R c  + d
Figure 3-6: Rc2P
ii) Provider moves to Requester
c) Provider to Requester (P2R) (Figure 3-7)
If this technique is selected then the provider agent has to migrate to the 
requester’s server for the agent to complete its task. Hence, the total 
amount of data will be the request for P2R and the size of the provider 
agent: DatUp2 R = r  + P
Figure 3-7: P2R
d) Provider Component to Requester (Pc2R) (Figure 3-8)
With this technique, the user agent makes a request to the provider’s server 
for a required component. The destination component gets downloaded to 
the requester server, does the initial processing and then requests some 
extra information from the provider. So the total data is:
Datüp^2 R = P c + r + d
Figure 3-8: Pc2R
iii) Meeting Points
e) Requester and Provider to Meeting Point (R,P2MP) (Figure 3-9)
With this pattern, both agents meet in a prearranged 
meeting point and execute there. When the user 
agent finishes its task, it sends back only the results.
Consequently, the total data to travel is:
Data. PP2 MP — ^  T jP + d  + r
Figure 3-9: R,P2MP
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f) Requester Component and Provider to a Meeting Point (R„P2MP) (Figure 3-10)
In this case, only the requester’s component meets 
with the destination agent at the meeting point. The
total data is: DatÜR^p2f^ p = R c  +  P  +  d- ) rr  Figure 3-10: Rc,P2MP
g) Requester and Provider Component to a 
Meeting Point (R,Pc2MP) (Figure 3-11)
Here, the whole requester agent moves to a meeting
point to meet with a component of the destination agent. 
After the initial interaction the component of the 
provider contacts the provider agent with r data and 
retrieves the reply d. Hence the total data is:
DatttRpciMp = R - ^ P c  +  r  +  2"^d
Figure 3-11: R,Pc2MP
h) Requester Component and Provider Component to a Meeting Point (R<.,Pc2MP) (Figure 
3-12)
In this pattern the two interacting agents send their 
respective components to a meeting point to interact.
After the initial interaction of the two components the 
provider’s agent component requests the reply which is 
first transmitted to the meeting point and then the
Figure 3-12: Rc,Pc2MP
requester’s component sends it back to the agent. The total data travelled is:
Data rcpcim p  — + D c  + r  + 2 * <7
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3.8 Mobility Constraints
In the system, there are eight mobility patterns available for the agents to use to accomplish their 
task and all entities are described in XML. Agents and components are grouped into different 
types/roles depending on various characteristics. According to this role-based scheme, users and 
administrators can create sets of rules for filtering and applying the various constraints onto 
groups, instead of individual agents or components. The main characteristics upon which 
constraints can be made are the following:
• Type (Agents & Components): Since agents and components have different roles in the 
system, restrictions can be imposed on them according to their types. For example if  a 
‘system’ agent represents local constraint policies, then that agent should not be allowed 
to leave the server.
• Owner (Agents & Components): It is possible that some administrators need to block 
specific agents or components from either leaving or visiting the system depending on 
their creators or originators.
• Software (Agents & Components): Since agents and components can have different 
implementations in order to accommodate greater functionality of the system, if  the 
required environment is not available at the destination, the relevant mobility constraints 
should be implemented.
• Home Server (Agents & Components): Constraints can also be enforced by the location 
of the home server, which makes it easier to block groups of agents by their home server.
• GUID (Agents Only): Constraints can be enforced by direct reference to the Global 
Unique ID of an agent.
There are various pragmatic reasons why constraints are introduced in such a system. A possible 
advantage will be to know in advance any lack of a supporting environment; in this case the 
system will try to find other servers that are able to execute specific applications, prior to a 
redundant migration. Moreover, some servers will be able to enforce certain constraints 
depending on their processing load (load balancing). Also, servers that specialise in or belong to a 
specific domain can impose constraints to accept agents relevant to that domain and reject any 
other type. For example, in an academic environment, only agents that have been created by staff 
of a specific department are allowed to run at that department’s servers.
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There is a distinction between the user constraints and the system constraints. The owner of the 
mobile agent, upon creation, can specify which locations their agent is not allowed to visit. On the 
other hand, servers not only enforce location constraints, but can also block specific agents, 
components or groups of them from migrating to that server. Servers do that by either explicitly 
referencing Unique IDs of the agents or components or by using more complex filtering notations 
depending on their characteristics. So, in total there are three tables of constraints:
a) one that is created by the user(s) and specifies locations (destinations) where owned
agents cannot visit (agent constraints),
b) one that is created by the administrators which specifies which agents or components are
not allowed to come to the server (server IN constraints), and
c) one that is created by the administrators and specifies at which locations local agents are
not allowed to go (server OUT constraints).
Mobility Constraints are described with their respective XML Schemas. The XML Schema of the 
agents and their constraints is presented in Listing 1.
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<?xml version -'1.0" encod ing-’UTF-8"?>
<xs:schema xm lns:xs-"http://www.w3.org/2001/XIVILSchema" elementFormDefault="qualified"> 
<xs:element name="agent">
<xs:complexType>
<xs:sequence>
<xs:element ref="GUID"/>
<xs;element ref="owner"/>
<xs:element ref="type"/>
<xs:element ref="ianguage"/>
<xs:element name="home_server" type="xs:string"/>
<xs:element name="interaction_plan" type="xs;string"/>
<xs:element name="mobility_plan">
<xs:complexType/>
</xs:elerr;qnt;
<xs:element name="component" niaxOccu'-s="unbounded"> ■ 
<x=. cornpiexType- 
<'xs sequence^
<xs:elemont rc^-"type"/>
<xs element ief="language"/>
<xs element name-'input" type-'xs'string7>
<xs element n a m e -’output" type-'xs stiing"/> , 
<xs element nam e-'code" :vne="xs'stnng"'^
/x s . seq uen ce^ ... . ..
<xs attribute name="name" type="xs‘stnng7>  
<xs.attribute r'r<me="id" type="xs stnng"/>
<xs attribute name-"creat,on_date" type-"xs sti ing"/> 
/^xs complex^ype  ^ " . . . . . . . .
<xs:element name-'constraints" minOccurs="0" maxOccurs="unbounded"> 
<xs:compiexType>
<xs:seauence>_________________________________________________
<xs:element name="agent_constraints” minOccurs="0" maxOccurs="unbounded"> 
<xs:simpleType name="ListOfAgentConstraints">
<xs:list/>
</xs:simpleType>
</vftAlfjmpnt>
^oc^lem ent name="componentjcpnstramts”jrn!npœurs="q" rnaxOccursf''^^^^
::;:t:;.<XS::0#n:plexType>:: ' ' " "   ”
‘m i;i."<xs:sim pleC ontent> ■
<xs extension oase="ys string">
<xs attribute name="type" type="xs:string"/>
<xs attnbute naiT,e="!anguage" :yop="xs':string"/>
 .............»........-. <xs,attribute n a m e -‘id" type="xs:stnng7>
</xs:extension>::
...... .. </xs:slmp}eContent>
Tr“"</xsTcomplexTyp¥>"Trr;T
</xs:sequence>
</xs:complexT ype>
</xs:element>
</xs:sequence>
<xs:attribute name="name" type="xs:string"/> 
<xs:attribute name="creation_date" type="xs:string"/> 
</xs:complexType>
</xs:element>
<xs:element name-'GUID" type="xs:string"/>
<xs:element name-'language" type="xs:string"/> 
<xs:element name="owner" type="xs:string"/>
<xs:element name="type" type="xs:string"/>
</xs:schema>
Listing 1 : The Agent’s XML Schema
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The schema in Listing 1 shows the structure of an agent’s XML file. It shows the required 
elements like name, GUID, owner, etc. Then it shows the structure of the component elements 
(Listing 1, ®) and the details each component should include. Then the structure of the 
constraints for the whole agent (Listing 1, ®) and for individual components (Listing 1, ®) are 
illustrated separately. Based on this schema the validation agent is able to certify a newly created 
agent.
In Listing 2 the server constraint XML Schema is presented. The server constraint file is split in 
two parts representing the afore-mentioned server constraint tables. The first part is for applying 
constraints on incoming agents (Listing 2, ®) and the second for restricting local agents to leave 
the server (Listing 2, ®). Both the incoming and the outgoing parts specify which agents or 
components cannot come or leave by using filtering on their respective characteristics. The only 
difference between the incoming and outgoing server constraints is that the outgoing constraints 
should also confer the prohibited locations that agents leaving the system cannot visit.
When a user creates a new agent, its mobility constraints are saved within the agent’s XML 
description. There are also certain constraints that can be enforced upon an agent from its home 
server, as described in the previous section. Server mobility constraints have higher precedence 
over agent constraints to ensure server integrity, and are applied in a cascading manner. These 
constraints have to be included into the agent, to avoid future interactions with non-permitted 
servers. For example, if an agent changes its interaction plan after an interaction that has moved 
him to a foreign server; MoDeS will dynamically re-calculate its mobility plan and for that it will 
have to take into consideration both the agent’s and home server’s constraints. This is done by the 
merging algorithm service of MoDeS, analysed in the following chapter.
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<?xml version -'1.0" encoding~"UTF-8"?>
<xs:schema xmlns;xs="http://www.w3.org/2001/XMLSchema" elementFormDefault="qualified"> 
<xs:complexType name="componentType">
<xs:simpleContent>
<xs:extension base="xs:string">
<xs:attribute name="type" type="xs;string"/>
<xs:attribute name="id" type="xs:string"/>
<xs;attribute name-'language" type="xs:string"/>
</xs:extension>
</xs:simpleContent>
</xs:complexType>
<xs:element name="server_constraints">
<xs:complexType>
<xs:sequence>_____________________________ _ ______________ ______________
<X8:«lernent name~"incomingf“>:~
. <xs:complexType> r . T v T :
<xs;element minOccurs="0" maxOccurs="unbbunded'7>
W xæsequëncë^:
</xs;complexType>- 
</xs:element> -
1 2  <xs.Gompi6xType> \  T 2 2  r.% _LT.2:z:J2 2 - — -:—
"nr;.f^xs:elemeht n a m e -’agent" m m O ccurs-’0" maxOccurs="unbounded"> .........
; : : 2  < x s :œ m p |ex T y p e> " - -  — ---------
. <xs-simpleContent>
:::... <xs:extension ba>e="xs str;ng">
<x&:attribute name="type” ty p e -’xs:strlng”/> - = - 
<xs:attrjbule name="owner" fype="xs:string"/>.; 
■«^attribute name=’'GUID" type®’’xststring"/>- 
;;ïàæ^ ttri:bute:
<xs: attribute name="tiome
—  . . . . . . .  -</xs:extension>
Xb bimpleContent> 
</xs:complexType>
..............< /xs:e lem ent> ..,........
. .. . . . . . . .  <xs:eieme'nt na
</xs;seq:uence>
2T </xs:complexType>
mnOocufo="0" rnaxOccurs="unbounded7>
</xs:sequence>
</xs;complexType>
</xs:element>
</xs;schema>
Listing 2: The Agent Server's Constraints XML Schema
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3.9 Synthesis
Based on the agent-oriented methodology of Burmeister, the agent model and the organisation 
model of MoDeS were analysed in this chapter. The structure of both the agents and components 
of the system was shown, as well as the basic services that an agent server must provide. The 
concept of mobility patterns was introduced, and the need and use of mobility constraints was 
established.
So, a mobile agent system that may use MoDeS should portray the following characteristics. First 
it has to consist of mobile agents which are a collection of stateless components. Second, these 
agents should register and reside on an agent server (home server). Third, both users of agents and 
of agent servers should be aware of the existence of mobility constraints, and the mechanism that 
exists to enforce them. Finally, the agent servers should be able to provide support for the 
execution of the afore-mentioned mobility patterns.
Ideally, the servers should also include two more services, a distributed component repository 
(DCR) mechanism and support for cloning of agent components. The first improves the overall 
system performance in terms of data traffic and was analysed in 3.5 above. The second improves 
performance in terms of latency but its functionality belongs to the internal structure of MoDeS 
and is shown in section 4.6.4 below.
If the cloning of agent components is used in a system that supports concurrent execution of 
different steps from one interaction plan of an agent, it can help to reduce the total execution time 
of an agent’s plan. Since components are stateless, concurrent execution cannot affect their 
internal structure and functionality. However, there is the possibility that components modify 
values fi-om the information store of the agent. For that reason such interaction dependencies have 
to be considered by MoDeS.
In the following chapter the co-operation model of MoDeS according to Burmeister is examined, 
which includes the protocols and the processing algorithms of MoDeS.
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Chapter 4
4 Internal Structure of MoDeS
4.1 Introduction
The following sections introduce the required protocols for MoDeS, namely the Constraint and 
Discovery Updating Protocols. Further on, the notations that are used within MoDeS and its 
Application Programming Interface (API) are shown with a step-by-step case study that includes 
the most important commands. After that, the processing and merging algorithms that are used in 
MoDeS are presented with respective pseudo-code listings and a more formalised analysis of the 
main processing of MoDeS. Finally, the selection of meeting points, the queuing system and the 
check for interaction dependencies, services of MoDeS are examined.
4.2 The Cooperation Model
From the examination of the organisation model of MoDeS in the previous chapter, it was shown 
that the system consists of stateless components, of mobile agents that migrate in order to interact 
with each other (either themselves or their components) and of agent servers that provide the 
appropriate execution environment to the agents. It was identified that both agents and agent 
servers have specific mobility constraints. The cooperation model of the system defines the 
protocols that the above entities use in order to share their respective constraints, as well as the 
programming interface that they use to function within the MoDeS environment. It specifies the 
algorithms that are needed to merge server and agent constraints, to process that information to 
increase performance and to actually prepare the agents or their components for migration.
6 0
Chapter 4. Internal Structure o f MoDeS
Agent Server Y . 
A—N / IServers’
Constraints
Servers' | 
Constraints
MoDeS
coreExternal API
Agents’
Constrain
Jt_ L.
Figure 4-1: The cooperation model of MoDeS
The cooperation model of MoDeS is depicted in Figure 4-1. The figure shows the internal 
representation of two Agent Servers (X and Y) and how these communicate with their agents and 
with each other. The MoDeS core process is a group of system agents that are responsible for 
managing the agent server. These agents are in charge of providing the required services 
explained in the previous chapter, for coordinating the execution of agents and for executing the 
MoDeS algorithms (processing, migration and merging) analysed in 4.5 below. The system 
provides an internal Application Programming Interface (API) for the agents to communicate with 
their home server and an external API for the agent servers to exchange information. The external 
communication between agent servers is done through the external API by message passing but 
the more advanced cooperation is based on two protocols for updating and discovering agent and 
server constraints.
The Internal API provides handling mechanisms for the communication between agents and agent 
servers. It provides methods to parse and forward requests from agents. It also provides the ability 
to distinguish between common communication calls and more specific methods of 
communication related to MoDeS. The latter includes:
1. Interaction Request Queue: When the agents create their requests for interaction, 
they have to send their interaction plans to MoDeS to get their mobility plans. This 
process is handled by the Agent Server and its request queue (the Queuing system is 
analysed in 4.6.2 below)
2. Constraint Updating: The agent users are required to issue new mobility constraints 
or to update existing ones through the internal API. The reason for that is to enforce 
the merging of the new or updated mobility constraints with the mobility constraints 
of the server. Through the internal API, the call to update the constraints of an agent 
reforms the message accordingly to be passed to the Constraint Updating Protocol 
(more in 4.3.1 below). By doing that the server is able to update both the agent’s
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constraints and the local Constraint Table (that holds the constraints of the agents 
residing on that server).
3. Message Passing: If a component migrates, it may require a method of 
communication with the agent. An example of such a case is when the component of 
the provider migrates to the requester agent server to interact. If the provider’s 
component requires some information from the provider agent in order to produce a 
result, it needs a way of communication with its agent. This is done via message 
passing, and both agent servers are responsible to handle this process. This method 
can also be used if a component is cloned and needs to return its results before 
terminating.
The External API provides the following to agent servers:
1. Constraint Updating: When an agent who resides in the agent server updates its 
constraint table the agent server is responsible for notifying the agent servers in order 
to ensure the consistency of the constraint tables. This is done by using the Constraint 
Updating Protocol and sending the updated table of constraints with the method of 
multicasting.
2. Discovery: When an agent server has partial knowledge of the system it may require 
some characteristics or constraints of other agents in the system. This can be achieved 
by using the Discovery Updating Protocol (more in 4.3.2 below) and is included as 
part of the external API.
3. Message Passing: The message passing mechanism of the external API is used as an 
extension to the corresponding message passing mechanism of the internal API. It is 
used to forward messages generated from components that want to communicate with 
their agents.
Upon receiving a request from an agent to calculate the best mobility plan, MoDeS will also 
request the destination agent’s characteristics and various other parameters.
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4.3 Protocols
MoDeS relies on the mobility constraints to devise the possible mobility patterns. Thus the 
agents’ (requester and provider) constraints must be known, as well as the constraints of their 
agent servers and possible meeting point servers. In order to share this information across the 
system, and eventually to provide each agent server with the constraint tables from the other agent 
servers, two protocols have been created each following a different approach for updating:
• The first approach is ‘periodic updating' by pushing (sending) mobility constraint tables 
to the other servers. When a new agent server is created, it registers with other individual 
servers. By registering, the agent server has to send the names of the agents that it serves, 
as well as the table that holds the constraints for both the agents and the agent server. This 
registration process creates the neighbourhood of the newly created agent server. The 
‘periodic updating’ method enforces a server to push its constraint tables to the new 
server that has just registered, but also forward the constraint tables from other servers 
that it holds already. In this manner, the new server acquires the constraint tables from 
other servers outside its neighbourhood, thus increasing its knowledge of the system 
constraints. When an agent server updates its constraint table, it is required to inform the 
servers in its neighbourhood. The protocol used to implement this approach is called 
Constraint Updating Protocol and its details are shown in the following section.
• The second approach is the ‘on request' method and works by polling (requesting) the 
relevant information at each step of the travel plan provided that the server does not 
already have that information. This is made possible by using an updating protocol 
(Discovery Updating Protocol, section 4.3.2 below), which returns the relevant 
information from the server that hosts the provider agent. When each server receives the 
above information, it stores the relevant XML files for each server and builds a list of the 
locations of all the agents of the system. Thus, when a local agent requests interaction 
with a foreign agent, the system will be able to retrieve the relevant file of the provider, in 
order to load the relevant constraints.
In section 4.3.3 the migration protocol is presented which enforces the migration of an agent 
according to its mobility plan. These level protocols collectively operate in the application layer 
of the TCP/IP protocol stack, as depicted in Figure 4-2.
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Figure 4-2: Operations of MoDeS protocols
4.3.1 Constraint Updating Protocol
Agents and agent servers, as already discussed, may impose certain mobility constraints on 
specific components or agents they cannot interact with. The Constraint Updating Protocol is used 
for updating periodically the constraint tables across all servers. It is a connectionless protocol 
since there is no need for constant communication between the agent servers. Its packet has the 
following form (Figure 4-3):
C U P_Start
UIDs o f the  
servers
Server  DID Last U pdate
T able of 
A g en ts  
C onstrains
T able of 
S ervers  
C onstrains
C U P_Finish
\
\ \  - \ \
- - -
V  ............. \ \
Where:
Figure 4-3: The Constraint Updating Protocol Packet
CUP Start: Signifies the beginning of the packet. It also includes a message ID for 
verification and error control on missing or incomplete packets;
Constraint Updating Protocol Headers:
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o The UIDs of the servers for which this packet includes the respective updated
Constraint Tables
o Server UDD: The UID of the destination server
o Last Update: The timestamp(s) of the last update of the Constraint Table(s) that
are included in the packet
• Table of agents’ constraints: The XML file of the Agents’ Constraint Table
• Table of servers’ constraints: The XML file of the Servers’ Constraint Table
• CUP Finish: Signifies the end of the packet
As explained previously, each agent server pushes its updated constraint tables to its neighbours, 
and then these neighbours update their tables with the new information and send again the 
updated tables to their neighbours. Also, whenever an agent server is created and registers with 
other agent servers, it has to send its own constraint table. It is evident that if new agent servers 
are created regularly, the whole process will increase the data transmitted on behalf of the 
protocol. For that reason the Constraint Updating Protocol should be used in implementations 
where there are a small number of new servers and few updates, in other words in static 
environments.
4.3.2 Discovery Updating Protocol
The Discovery Updating Protocol (DUP), on the other hand, is more scalable than the Constraint 
Updating Protocol, since it uses a combination of a polling mechanism to discover only required 
mobility constraints and a caching mechanism to store these. The protocol is based on a discovery 
mechanism that provides a way to locate an agent. This is done through the agent’s unique ID 
(GUID). When an agent server receives a request from an agent to interact with a provider agent 
that does not hold its mobility constraints, it firstly locates that agent. Then, by using the 
Discovery Updating Protocol, the agent server retrieves the relevant details and mobility 
constraints and stores them into its local constraint table for future reference. To locate the agent, 
the agent server retrieves the details of its home agent server from the agent’s GUID. Then by 
contacting the home server it will be able to locate the provider agent and request the relevant 
information. Whatever location mechanism is used will not change the mobility implications of
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the system; it will just add a constant amount of data traffic and latency, thus the discovery 
mechanism will not be taken into account in the analysis and simulations of MoDeS.
The Discovery Updating Protocol is again a connectionless protocol (like the Constraint Updating 
Protocol above) and its request packet is shown in Figure 4-4:
Request I
DUP_Start
Packet 
Unique ID
Version of 
Protocol
Source 
Server Name
Destination 
Server Name
Constraints
Version
Repiy Constraints
File
DUP_Finish
Update
\ \ \ \ \  \  ...........
Figure 4-4: The Discovery Updating Protocol Packet
Where:
• DUP Start: Signifies the beginning of the packet ;
• Packet Unique ID: The Unique ID of the transmitted packet is used by the error control 
mechanism that checks possible missing or incomplete packets;
• Version of Protocol: For compatibility issues this field signifies the version of the 
protocol used;
• Source Server Name: The name of the server where the packet is transmitted from;
• Destination Server Name: The name of the server where the packet is transmitted to;
• Constraints version: Signifies the version of the constraint file attached. Used for 
verification and consistency so that the agent servers keep only the latest constraint tables 
and discard older ones;
• Command: This field holds the command of the packet. This can be one of the 
following:
o Request: Used from the requester agent server to request the table from a 
provider server;
o Reply: Used from a provider agent when it returns/fulfils the request;
o Update: Used by the agent servers to notify other servers for recent updates;
• Constraint File: This includes the XML file of the constraint tables send by the agent 
server;
• DUP Finish: Signifies the end of the packet.
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While the whole system is initiated, the agent servers do not hold any constraint tables from other 
servers. When the first interaction is initiated, the requester agent server sends a “Request” packet 
to the provider’s agent server which includes its own constrained table. The provider’s server 
receives the packet, stores the information of the newly acquired constraint tables and registers the 
requester server with him. Then it sends back a “Reply” packet with its own constraint tables. The 
requester agent server, upon receiving the packet it updates its own constraint tables and registers 
the destination agent server to his server list. From then on, if  any of the servers update their 
constraint table they have to send an “Update” packet to all the servers that have registered with 
them through the above procedure.
For security purposes, it is advisable that the packets are encrypted and signed with a standard 
method of public key cryptography, such as the PGP. The sender should sign each outgoing 
packet with its own private key and then encrypt the whole packet with the public key of the 
destination. The destination will decrypt the packet with its own private key and for verification 
and identification of the source will try to confirm that the packet was sent from the originator by 
decrypting the signature of the sender with his public key. More on registration and how security 
keys are distributed in section 4.6.2.
4.3.3 Migration protocol
Following the calculation of a mobility plan, the system uses the migration protocol to prepare an 
agent for migration. Depending on the selected mobility pattern, the protocol supports the relevant 
commands (R2P, P2R, etc.) to enforce execution of the plan. The migration protocol is a 
request/reply connectionless protocol. The possible forms that the request of the migration 
protocol packet can take are shown in Figure 4-5. The figure shows the packet forms when R2P, 
P2R and meeting point patterns are executed for simplicity. The rest of the mobility patterns are 
executed in similar fashion. The reply of the protocol is used as an acknowledgement of the 
requested commands, and can be either success or fail. The acknowledgment is used to ensure 
consistency of the migration process, and does not replace the existing error-control mechanisms 
of the underlying protocols.
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MigP_Start Packet Unique ID
Version of 
Protocol
Source 
Server Name
Destination 
Server Name
\ \
R2P Agent File
P2R ProviderAgent
Meeting Point Agent File
Meeting Point Meeting Point Server
MigP_Finish
Provider P V /  
Agent
Provider
Agent
Figure 4-5: The Migration Protocol Packet
Where:
MigP Start: Signifies the beginning of the packet;
Packet Unique ID: The Unique ID of the transmitted packet that can be used by an error 
control mechanism that checks possible missing or incomplete packets;
Version of Protocol: For compatibility issues this field signifies the version of the 
protocol used;
Source Server Name: The name of the server where the packet is transmitted from;
Destination Server Name: The name of the server where the packet is transmitted to;
Command: This field holds the command of the packet. This can be one of the 
following:
o R2P: For the R2P pattern the requester agent is forwarded to the provider agent 
server;
o P2R: For the P2R one, the provider agent server gets a request to send the 
relevant provider agent. If the requester agent is not located at its home server 
(has already migrated previously), the provider agent server ensures that any 
possible acquired data during that migration are returned back to the agent at its 
home server. The latter, when it finds that a P2R is included in its agent’s plan, is 
responsible to invite that provider agent. Since this invitation is not related to the 
requester agent’s migration, the home server is able to send the invitations 
concurrently, thus increasing the efficiency of the plan execution.
o Meeting Point: In the case of meeting points, two packets have to be transmitted; 
one to the meeting point server and one to the provider agent server. The first 
packet includes the requester agent and the GUID of the provider agent that is
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about to be used. The second one sends an invitation to the provider agent server 
to forward the provider agent to the chosen meeting point;
MigP_Finish: Signifies the end of the packet.
To illustrate how the protocol can be used let us assume the following example: agent r located in 
agent server R interacts with R2P with agent a located at A and then with P2R with agent b 
located in agent server B. The first outgoing packet will have the following form:
M igPStart 0001 XML file 
of agent r
1.0 R A R2P(r, a) M igPFinish
The packet with ID 0001, conveys an R2P command to agent server A requesting agent r to 
interact with agent a — ix\. the form of R2P(r, a) — and sends the file of agent r as well. Server R 
(home server) concurently sends all the invitations for P2R; in this case the following packet:
M igPStart 0002 1.0 R B P2R(r, 6) A gents MigP_Finish
After agent server A receives the packet correctly it sends the following acknowledgement back:
M igPStart 0003 1.0 R Success 0001 MigP_Finish
After the interaction has been completed, the provider agent server is responsible to return the 
generated results back to the requester agent with the following packet:
M igPStart 0004 1.0 A R R2P(r, a)
Results of 
R2P(r, a)
M igPFinish
The returned packet fi-om the second provider server that was invited to send agent b to agent 
server R, is asynchronously received and it looks like:
M igPStart 0005 1.0 B R P2R(r, b)
XML file 
of agent b
M igPFinish
which includes directly the file of agent b.
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The procedure of the migration in MoDeS, apart from the protocol, involves the following 
processing.
When MoDeS decides R2P as the appropriate mobility pattern, then the system ‘packs’ the 
agent’s XML file with any other pertinent files and sends them to the destination server. The 
destination host, after receiving the agent, creates a configuration file for that specific agent. This 
file includes information about the host, the way in which the provider agent can be contacted 
(e.g. local path), as well as the method of communication the relocated agent can use (i.e. message 
queue ID, shared memory path). Then the destination server is responsible to re-initiate the agent. 
The agent before migration is set to ‘migration mode’. When it is initiated again at the destination 
server, it acquires the relevant information from the configuration files, and then confirms its 
location.
In the case of P2R, the home server of the requester agent informs the provider agent’s host for 
the required migration, and requests the agent or component to be sent, as shown above. Also, the 
server where the requester agent is located before a P2R, is responsible to return any acquired data 
of the requester back to its home server. The ‘packing’ of the provider agent is done in the same 
way as in the previous case.
The P2R pattern is executed at the home server of the requester agent and not at any other 
locations where the agent may have migrated. The reason behind this decision is that when the 
availability algorithm calculates the possible mobility plans it is not aware of what decision the 
data-traffic algorithm will take, and thus it is not able to examine any other possible locations of 
the requester agent. However, this approach of inviting all P2R providers to the home server 
proves beneficial. If a requester agent fails during its execution of its mobility plan, the home 
server is able to discard directly any unnecessary agents or components that have been invited, 
instead of informing all the candidate locations of that failure (which it should do if P2R was 
executed at them). Also, user control becomes more efficient since the user will be able to 
monitor the agent’s progress and stop its execution whenever it is back on the home server.
Furthermore, in the case of meeting points, MoDeS ‘packs’ and sends the agent to the meeting 
point, informs and requests the provider agent to move to the meeting point and also informs the 
meeting point server that it will be used as such. This last information is important for the meeting 
point concept to work since it controls the execution. First of all, MoDeS has to request the
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selected agent server to act as a meeting point server. When the candidate meeting point server 
accepts the interaction to take place there, it has to commit to the transaction. By committing, the 
meeting point server creates temporary communication queues and respective access points for 
the incoming agents, and sends that information back to the requester’s agent server. Then the 
agent server sends the requester agent to the meeting point by providing also the relevant details 
for the access point and passkey. It also provides the same information in the request that sends to 
the provider’s agent server. If the ‘commit’ mechanism of the meeting point server is overlooked, 
a situation may arise where one agent arrives at the meeting point, is initialised and tries to 
communicate with the other party, which still has not arrived, thus does not have a local path or 
access point. Another issue that should be considered is the expiry (or timeout) of the 
commitment of the meeting point to an interaction, in case of any delays to the arrival of the 
interacting agents. If the amount of time is small then the meeting point is able to server more 
interactions, but consequently any delayed interactions have to be rescheduled. On the other hand 
if the timeout is large, the meeting point server binds resources to forthcoming interactions thus it 
is able to serve less interactions.
4.4 Notations and MoDeS API
As already discussed, each requester agent provides an interaction plan to MoDeS in order to get a 
mobility plan. The mobility plan will specify which pattern will implement each interaction step 
the agent has to execute. For simplicity let us denote the single act of interaction with a ‘|’ and the 
single act of mobility with ‘@’. Thus “a g i  | a g 2 ” reads “agent a g i  interacts with agent a g 2 ”, 
which can be extended if components are included into a more complex notation like 
[ ( l . l | 3 . 2 ) ,  ( 1 . 2 | 2 . 5 ) ,  ( 1 . 3 | 4 . 3 ) ]  which reads “Component 1 of Agent 1 interacts
with Component 2 of Agent 3, then Component 2 of Agent 1 interacts with Component 5 of 
Agent 2, and then Component 3 of Agent 1 interacts with Component 3 of Agent 4”. Conversely, 
“a g 2 @ a g l” means that agent a g 2  migrates to the server of agent a g i .
The MoDeS application programming interface provides the relevant functions to manipulate 
agent and server constraints, and to handle interaction plans. Table 4-1 shows the main functions 
that are provided by the MoDeS API. The first column shows the definition of the functions and 
the required variables for each one. The second column shows the applicability of each function
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to agents or servers. The third column gives a brief explanation of the use of the functions and the 
type of input and output they require.
Table 4-1: The MoDeS API
Function Applies
to
Explanation
a d d _ c o n s t r a i n t s { l i s t ) agents
&
servers
Used to add or create new 
constraints for agents or servers.
Input: the list of the constraints 
and their type (incoming or 
outgoing)
Output: None. However, 
depending on the originator it 
updates the respective constraint 
tables.
d e l e t e _ c o n s t r a i n t s { l i s t ) agents
&
servers
Used to remove constraints from 
the list. Opposite than the 
a d d _ c o n s t r a i n t s
Input: the list of the constraints 
and their type (incoming or 
outgoing) to be deleted
Output: None. However, 
depending on the originator it 
updates the respective constraint 
tables.
a d d _ p la n
{I n t e r a c t i o n _ P l a n , P I a n  ID)
agents Used to submit an Interaction Plan 
to MoDeS in order to devise the 
best Mobility Plan.
Input: an interaction plan, and a 
plan ID (to distinguish among 
different plans of the same agent)
Output: a mobility plan
d e l e t e _ p I a n (p l a n _ I D ) agents Since agents cannot access their 
Interaction or Mobility Plans 
directly (to enforce robustness of 
MoDeS), this function is used to 
remove a plan from their 
interaction list
Input: the plan ID
Output: None. It removes the plan 
from the interaction list.
u p d a te _ jp la n
{ I n t e r a c t i o n _ P l a n ,  P l a n  ID)
agents Jsed to update an Interaction and 
Mobility Plan. Since the 
Interaction Plan changes, MoDeS 
recalculates the remaining of the
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plan.
Input: the updated interaction 
plan, and the plan ID to be 
updated.
Output: an updated Mobility Plan
next { p l a n _ I D ) agents The equivalent of move or go 
command of mobile code systems 
for MoDeS.
Input: The plan ID with which the 
agent will migrate.
Output: None. It packs the agent 
and sends it to the next server 
according to its mobility plan. It 
also sends a configuration file with 
a range of values required, in order 
for the destination server to 
deserialise and execute the agent.
return agents Returns the agent to its Home 
Server.
There are three distinct cases for submitting an interaction plan to MoDeS. Let us assume that an 
agent ( a g i )  has to initially interact with two other agents ( a g 2 , a g 3 ) and then depending on 
the output o f  the first interaction, to choose between two different plans; the first to interact with 
a g 4  and a g S , or the second with a g 6 .
Case 1: One possibility is that agent agi submits the first plan [ a g i  | a g 2 , a g i  | a g 3 ]  and 
after considering the output and taking the decision, it updates the plan to the decided one 
(either [ a g l | a g 4 ,  a g l | a g 5 ]  or [ a g l | a g 6 ] ) .
Case 2: A  second could be that agent agi has higher probability to make the choice after the 
initial interactions, so submits a full plan [ a g l | a g 2 ,  a g i  | a g 3 , a g l | a g 4 ,  
a g i  I agS  ] that can be recalculated i f  needed.
Case 3: And a third is to submit multiple plans and then make the selection after the initial 
interactions with ag2 and ag3. Thus the agent submits [ a g i  | a g 2  , a g i  | a g 3 ]  and 
[ a g i  I a g 4 , a g l | a g 5 ]  and [ a g i | a g 6 ] .
The use of MoDeS API is shown in Table 4-2 through an analytic explanation for case 1. It is 
assumed that all constraints in the system are already set. The pseudocode appears in the
73
Chapter 4. Internal Structure o f MoDeS
“Function Call” column. The values of the variables shown in the second column are presented 
after the function call has been executed. It should be noted that the c u r r e n t _ l o c a t i o n  
variable signifies the location of the requester agent which may change throughout the execution 
of the plan depending on the selected mobility pattern.
Table 4-2; A case study of the use of the MoDeS API
Function Call Variables Explanation
a d d _ p la n
( [ a g i  1a g 2 , 
a g i  1a g 3 ] ,  i d l )
hiteraction Plans:
i d l  [ a g i  | a g 2 , 
a g i  1ag3]
Mobility Plans:
i d l  [ag2@ agl, 
agl@ ag3]
c u r r e n t _ l o c a t i o n  = 
HomeServer
Initiates the first plan. MoDeS 
analyses the steps and finds the best 
Mobility Plan for these two 
interactions, and returns the plan. In 
this case let us assume that the best 
mobility plan for the first step is for 
ag2 to move to agi and for the second 
agi to go to ag3.
n e x t  ( i d l ) After migration
Interaction Plans:
i d l  ( [ a g i  | a g 2 , 
a g i  1a g 3 ]
Mobility Plans:
i d l  ( [agl@ ag3]
c u r r e n t _ l o c a t i o n  = 
HomeServer
When n e x t  is called, MoDeS uses the 
P2R migration algorithm. 
c u r r e n t _ l o c a t i o n  variable 
remains the same.
n e x t  ( i d l ) After migration
Interaction Plans:
i d l  "> [ a g i  | a g 2 , 
a g i  1a g 3 ]
Mobility Plans:
i d l  (empty)
c u r r e n t _ l o c a t i o n  = 
Server of agS
When n e x t  is called, MoDeS uses the 
R2P migration algorithm, and then 
updates the current location of the 
agent to that of the migrating agent 
server.
u p d a te _ p la n  
( [ a g i  1a g 6 ] , i d l )
Interaction Plans: 
idl [ a g i  | ag6] 
Mobility Plans: 
idl
[ ( a g i , ag6)© M eetP]
c u r r e n t _ l o c a t i o n  = 
Server of ag3
After agi completes the first 
interaction plan, it can choose the next 
plan to be executed. In this case it 
selects the second method and updates 
the plan. Since the Interaction Plan 
changes MoDeS recalculates the 
Mobility Plan and updates the 
variables.
Since the next available Mobility 
Pattern is a Meeting Point (MeetP)
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MoDeS looks for the best available 
one and returns the mobility plan.
n e x t  ( i d l ) After migration
Interaction Plans:
i d l  [ a g i  | ag6]
Mobility Plans:
i d l  (empty)
c u r r e n t _ l o c a t i o n  = 
Server of MeetP
When n e x t  is called in this case 
MoDeS uses the Meeting Point 
migration algorithm.
n e x t  ( i d l ) Since the Mobility Plan is empty, 
MoDeS returns the agent to its home 
server with the r e t u r n  function and 
empties the variables.
4.5 Algorithms
The central part for deducing the most suitable mobility plan of an agent from its interaction plan 
is the algorithms that are used by the Mobility Decision System. The decision making process 
uses the availability algorithm to find the possible methods of interaction, based on the mobility 
constraints, and the data-traffic algorithm to choose the most efficient mobility pattern. The 
decision process begins after an agent has submitted a request for interaction (interaction plan), 
and the system has collected the required details (i.e. agent sizes and mobility constraints) by 
using the protocols shown in the previous section. After all the required details have been 
gathered, the two processing algorithms are executed sequentially, first the availability and then 
the data traffic in order to produce the most suitable mobility plan for the agent. The merging 
algorithm is used to ensure that the constraints placed by the agent server’ administrators are 
imposed on all the agents created within that server. This algorithm is used after the updating of 
mobility constraints of agents and does not belong to the execution stage of MoDeS. However, it 
is an important algorithm, since it plays the significant role of enforcing the home server policies 
on the agents.
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4.5.1 Availability Algorithm
This is an important algorithm since it is the one that considers the mobility constraints in order to 
find a possible method for the interacting agents or components to meet. For each interaction 
(step), the system has to check which of the mobility patterns are available depending on the 
constraints. First the system verifies that the agent about to migrate can leave the server by 
checking the agent’s constraint table and its home server’s outgoing table. Then the system 
verifies if that agent is allowed to arrive at the destination, by checking the destination server’s 
incoming table. The algorithm of how MoDeS finds out which mobility patterns are possible for 
each interaction step is presented in pseudo-code in Listing 3. The algorithm does not contain the 
processing of component-based agents for simplicity reasons, but the concept is the same as in the 
cases of R2P, P2R and RP2MP.
//'All values are taken from the respective XML files'
get requesterAgent properties 
get interactionPlan
foreach step of the interactionPlan 
{
get providerAgent properties
//'Check if R2P is possible'
get Requester Agent Constraints
get Provider's Agent Server Incoming Constraints
check if Requester Agent allows migration to Provider's Agent Server 
AND that Provider Agent can host Requester Agent
//'Check if P2R is possible' 
get Provider Agent Constraints
get Requester's Agent Server Incoming Constraints
check if Provider Agent allows migration to Requester's Agent Server 
AND that Requester Agent can host Provider Agent
//' Check if RP2MP is possible' 
if R2P OR P2R is NOT possible 
{
get Requester Agent Constraints 
get Provider Agent Constraints
foreach possible meetingPoint 
{
check if Requester Agent AND Provider Agent allows migration to 
meetingPoint Server
AND check if meetingPoint can host Requester and Provider Agents
}
Listing 3: The pseudo-code of MoDeS processing
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The algorithm iterates through the steps of the interaction plan. For each step it retrieves the 
mobility constraints of both the requester’s and the provider’s agents and agent servers (as 
discussed in 3.8 above). Then it checks if the interaction is possible with any of the main mobility 
patterns (R2P and P2R in this case). If it is, the algorithm moves to calculate the next step of the 
plan. If not, it has to calculate any potential meeting points. In order to do that, the mobility 
constraints of the meeting point servers are required along with the ones of the requester and the 
provider. At the end, if all the steps of the plan can be executed with at least one of the mobility 
patterns, the interaction plan is fully executable and the algorithm returns the mobility plan of the 
agent; if  not, it notifies the agent that the plan is not possible.
Complexity
Since constraints do not depend on previous locations of the itinerary of the agent, finding the 
availability complexity of an interaction Hi does not depend on the previous interactions Hi.2, 
etc.
Thus assuming a system with N servers and M agents (M  > A  ) the complexity JTof a k-hop plan 
is 0 { H )  = 0 { k ^ H i ) .
Worst case scenario for 0(Hj) is to search all agent servers because Hi requires a meeting point.
So 0{Hi)  = 0 { 2 ^ N )  = 0 { N )
^ 0 { H )  = 0 { k * N )
Worst case for the number of hops k  is interaction with all agents {M-1) of the system. Thus 
0 { H )  = 0 { M ^ N )
Because M  > W the complexity of the algorithm is
=> 0 { H )  = where M is the number of agents.
For all practical purposes the number of hops {k) (Dag Johansen in [Milojicic 1999b]) is small 
thus the complexity of the availability algorithm with small number of hops becomes
0 { H )  = 0 { M )
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4.5.2 Data-traffic Algorithm
After the execution of the availability algorithm the system knows not only the agent’s interaction 
plan, but also which mobility patterns are possible for each step. This algorithm, based on the 
details the agent server holds, is able to calculate the data traffic that each possible pattern will 
produce. From that information it can then derive the most efficient mobility plan, by finding 
which pattern produces the least data. The algorithm first calculates the data size that each 
available pattern produces for each step of the plan, and then makes a straightforward comparison 
of these sizes to return the most efficient one. As it was discussed in 3.7 above, meeting points are 
considered as alternative patterns to the basic ones. Thus in every case the algorithm will have to 
compare up to four patterns; either R 2P, Rc2P, P2R , Pc2R or R P2M P, RcP2M P, RPc2M P, 
RcPc2MP.
The calculation of the best mobility pattern is decided for each step individually. For example, let 
us assume that a requester agent r located in agent server R wants to interact with two other agents 
a, b that are located in the same agent server A. The availability algorithm has produced that the 
possible patterns for the first interaction is R2P and Rc2P and for the second R2P and Pc2R. The 
data-traffic calculations show that R2Pdatai > Rc^Pdatai for the first interaction and R2 Pdata2  > 
Pc2Rdata2 for thc second one, thus the mobility plan will move the requester component to server A 
and then, after returning the results (d]) from the first interaction back to r, the component of the 
provider agent b will migrate to agent server R. However, since a and b are collocated to the same 
agent server, there is a probability that by moving agent r to agent server A can produce further 
reduction in data-traffic. In other words, if R2Pdatai < Rc2Pdata2'^  Pc2Rdata2+ dj then this mobility 
plan is better compared to the one that the algorithm suggests. These optimisations are discussed 
in section 5.6 below, but are not considered during the simulations since their aim is to evaluate 
MoDeS in conditions with no optimisations.
Complexity
As before, by assuming a system with N servers and M agents (M  > W) the complexity 77 of the 
data-traffic algorithm with a k-hop plan is 0 ( H )  = 0 ( k  * Hi) .
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But Hi is finite (maximum 4 patterns every time) thus 0( H)  = C => 0 ( H )  =  0 ( C  *  k ) , where C 
a constant number.
As before worst case is: k = M  thus the complexity of the data-traffic algorithm is:
0( H)  = 0 ( C ^ M )  = 0 ( M)
Theorem
Also, in terms of data traffic we can prove the following:
The minimum data-traffic of a A: hop plan is equal to the sum of the minima for each hop:
mm(jPt) = ^ m in ( / /» ) , where Pk = [Hi, H2, ..., HjJ
i=\
We have the following assumptions:
(1) Interactions are possible only by collocation
(2) Each provider agent in the plan is on a separate server and none is on the home server of 
the requester
(3) No meeting points are considered 
Based on the above we have:
For a single hop plan k = 1, so it is obvious that m in(Pi) = min(iTi)
We assume that for a k  hop plan min(P;t) = ^  min(//») is true.
/= i
We will prove that it is true for k+1 hops:
From (3) above we have that all k  hops were executed either with R2P or P2R. Thus after k  hops 
the requester agent is either at its home server or at one of the k  servers visited previously.
Because of (2) we have that the requester is always on a different server from the next provider 
(A:+7).
Because of (1) and (3) either the requester or the provider must move to the other’s server.
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Since what we measure is affected only by the actual migration and not the possible location of 
the agents we have:
m in(Æ  +1) is independent of the m in(A ) 
=> m in(Pt +1) = m in (A ) + mm{Hk +1)
k+\
mm(Pk +1) = ^ m in ( i7 /)
/= i
4.5.3 Merging Algorithm
The merging algorithm is responsible for enforcing the agent server constraints on the agents that 
are created in that agent server. This is done by merging the constraints of both the agent and the 
agent server. However, the policies of the server are more important in order to maintain the 
server stability and consistency, thus the agent server constraints have higher precedence over the 
agents’. The algorithm (Listing 4) iterates through the outgoing server constraints and looks for 
any possible matches on the agent fields. If it finds a match it inserts the respective locations in 
the agent’s XML file. It continues the same process for each of its component constraints as well; 
and if  a match is found it updates the agent file. When the process finishes it removes the 
duplicate and initialises the agent. The algorithm is executed every time a new agent is created, or 
every time an existing agent updates its constraints.
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I I  All values are taken from the respective XML files 
get agent Properties
get OutgoingConstraints from Requester Agent Server
foreach constraintE1ement of OutgoingConstraints 
{
set constraintAttribute = (Agent OR Component)
if (constraintAttribute == Agent)
{
get constraint Properties from constraintElement
if (any constraint Property is equal to a respective agent Property)
{
take constraintList of Server Constraints and append to Agent Constraints 
remove duplicates
}
}
else if (constraintAttribute == Component) 
then 
{
get constraint Properties from constraintElement
foreach component of Agent 
{
get component Properties from Agent
if (any constraint Property is equal to a respective component Property)
{
take constraintList of Server Constraints and append to 
Agent Component Constraints remove duplicates
}
}
Listing 4; The pseudo-code of the merging algorithm
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4.6 Services of MoDeS
4.6.1 Meeting Points
As already mentioned, meeting points serve the purpose of avoiding deadlocks that can be formed 
by mobility restrictions. With the provision of meeting points components or agents can interact at 
different servers, if their own hosts are not able to provide the required environment for execution. 
In contrast, in implementations where meeting point servers are not available, and as before the 
hosts of the agents cannot provide an execution environment, the agents will not be able to 
interact at all. The selection of meeting points can either be predefined or random. If it is random 
then the agents meet on their way to different destinations. Possible approaches are:
• Meeting points are defined within and around the area of the two interacting entities. This 
means that if the agent servers keep network and statistical details of all other agent 
servers, they can calculate -  using a heuristic or feedback/caching approach -  the best 
possible meeting places around them. The reasoning must also include distinguishing the 
most efficient method relevant to the current situation (i.e. less data traffic or less time).
• Meeting points can publish their existence through a publication procedure, like the 
CORBA publish/subscribe procedure, so MoDeS will be able to include published 
meeting points into the selection procedure.
In both cases however, it is suggested that the selection be made among meeting points whose 
details already exist in the server, from previous transactions. However, if the available servers 
are not suitable for meeting points, MoDeS is able to retrieve their detailed characteristics by 
using the Discovery Updating Protocol (see section 4.3.2 above).
4.6.2 Registration in MoDeS
The registration procedure in MoDeS addresses the issues of how a server or an agent can register 
with the system in order to be used within the environment. Server registration is done through a 
factory. The factory is another agent server, responsible for handling registration and validation 
requests. The factory is verified upon creation by a certification authority and has the ability upon
82
Chapter 4. Internal Structure o f  MoDeS
registration of servers to create certificates and public keys for servers. In the system, the servers 
are responsible to provide the factory with pertinent information on their name, internet address 
(IP), speciality, administrator(s) and other details for their initiation, and in return they get a 
public and private key to use throughout their existence in the system, during any exchange of 
sensitive information.
The registration of agents to servers on the other hand, requires that their user is first registered 
with an agent server. Then the user supplies the server with relevant details of the new agent like 
name, functionality and type and the actual XML file of the agent. The server after the check-up 
procedure mentioned above, returns the UID of the agent to the user.
4.6.3 Interaction Dependencies
Initially, as already explained, the algorithm will identify the set of interaction plans for each of 
the agents requests and break it into individual steps. Then, for each of the hops, the system has 
to distinguish if there are any dependencies between the two components that have to interact. 
Dependencies can only occur among components. For example, let us assume that component x 
fetches two numbers from two different sources (agents) and then adds them, and that component 
y  is the add function of the agent. Since component x  relies on component y  to accomplish its 
function it means that if component x  moves, y  has to move with it. Since component x  is the one 
that interacts it is termed “interacting component”, and since it relies on component y, the latter is 
termed “dependent component”.
Of course, this introduces a new complexity to the system. What happens if  component y  interacts 
or is used at the same time? For this reason, another component attribute is introduced which 
distinguishes between a component that just adds a new value to the agent store and a component 
that changes (updates) an existing one. In the first case, if component y  just returns the value to 
component x  or creates a new entry into the agent store, it can be cloned and be available for 
component x’s interaction. In the second case, where component y  updates an entry in the agent 
store, component x  has to wait for y  to finish its task and then use it. In the latter case component x 
has to wait for component y  to become available for interaction.
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On the other hand, if  the component required is a global component, there are no complications 
since that global component will be available to all agent servers in the system. A global 
component has been defined as a component that is crucial for the system and thus it exists in the 
Distributed Component Repository (see section 3.5 above). This checking of global components 
is processed by the server and is totally transparent for the agent. So if an agent submits a request, 
the server checks all the unique IDs of the components taking part in that request and if  any are 
available at the DCR it replaces them.
Summing up, as depicted in Figure 4-6, there are four distinct cases for an interaction dependency 
to be resolved:
a) The interacting component does not have any dependencies on other components. In 
such a case there are no implications, and all mobility patterns can be considered.
b) The interacting component has a dependent component, but the dependent component 
does not interact and does not update the information store of the agent. In this case 
again all mobility patterns can be considered.
c) The interacting component has a dependent component, and the dependent component 
interacts but does not update the information store. In this case the dependent component 
cannot be moved but can be cloned — since it does not change any values in the agent 
store.
d) The interacting component has a dependent component, and the dependent component 
interacts and updates the information store. In this case the dependent component cannot 
be moved and cannot be cloned, so the interaction has to wait until the dependant 
component finishes its own interaction.
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START
Interaction Plan
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Figure 4-6: Interaction Dependencies Flow Diagram
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4.6.4 Queuing System
In terms of the sequence of execution of an interaction plan, MoDeS follows the most common 
approach to execute the steps successively. However, if  the mobile agent system supports 
concurrent execution of steps from the same agent -  which means that it has to support cloning of 
components and a mechanism for checking interaction dependencies -  there is a way to further 
reduce the time it takes for the full interaction plan to execute. For example, if an agent has a 
mobility plan where three components are going to interact, and all three of them have no 
dependency, then the system can execute them concurrently; thus saving execution time. This is 
possible by the implementation of a queuing system that checks the possibility of concurrency 
within a submitted agent plan.
An issue that arises in the queuing system, though, is that one request may affect the next one in 
the queue. This implication may occur when a component updates a value on the agent, which is 
used by another component (i.e. when the system detects a dependency among executing 
components). In order to solve these implications that may arise with shared data there are two 
approaches that can be followed:
1. to lock the whole agent for each interaction, until the interaction has finished, or
2. to lock the relevant value of the agent that will be updated.
Let us assume that the agent sends three requests (A, B, C) for interaction. The first request (A) 
after execution has to update value X on the agent; the second request (B) creates a new value Y 
by using value X; and the third request (C) creates another new value Z. For the system to be able 
to implement the locking technique, the queuing mechanism operates under the assumption that 
interactions occur as multiples of constant time, or, in other words, specific timeslots. Also, it has 
to be noted that the execution of the first request controls the execution of the following requests. 
Thus during the first time slot only the first request starts execution, and initiates the following 
ones, which start at the next time slot.
So, if the first approach is followed to lock the whole agent, the execution will be as follows: 
• A starts execution, locks the agent until it completes and initiates B and C
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B tries to execute but agent is locked, so it stops and waits until the agent is free 
C tries to execute but agent is locked, so it stops and waits until the agent is free 
A completes, updates value X and unlocks the agent 
B tries to execute, since the agent is free it continues execution 
C tries to execute, since the agent is free it continues execution 
B gets value X and completes its execution by creating value Y 
C completes its execution by creating value Z
Req/Time 0 1 2 3 4 5 6 7
A Start
execution
Lock
Agent Compute Return X
Unlock
Agent
Finish
Execution
B Start
Execution
Agent is 
Locked Wait Wait
Compute: 
retrieve X Create Y
Finish
Execution
C Start
Execution
Agent is 
locked Wait Wait Compute Create Z
Finish
Execution
Figure 4-7: Request execution concurrency when locking the Agent
It can be observed from Figure 4-7 that request A will complete in 5 cycles, request B in 7 and 
request C in 6.
If the second approach is followed then the execution will be as follows:
• A starts execution and locks the value X is until it completes, B and C are initiated
• B tries to execute but value X is locked, so it stops and waits until the value is 
unlocked
• C tries to execute, computes and creates value Z
• A completes, updates value X and unlocks the value
• B tries to execute, since the value is unlocked it continues execution
• B gets value X and completes its execution by creating value Y
Req/Time 0 1 2 3 4 5 6 7
A Start
execution
Lock
Value Compute Return X
Unlock
Value
Finish
Execution
B Start
Execution
Value X is 
Locked Wait Wait
Compute: 
retrieve X Create Y
Finish
Execution
C StartExecution Compute Create Z
Finish
Execution
Figure 4-8: Request execution concurrency when locking the Agent value
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From Figure 4-8 it can be observed that request A will complete in 5 cycles, request B in 7 and 
request C in 4.
By comparing the two approaches it can be deduced that if the system provides the facility of 
locking individual agent values instead of the whole agent then some requests will complete 
faster. In our example request C completes 2 cycles faster since it is not concerned if value X is 
locked and since the whole agent is not locked. The use of this method of locking specific values 
raises a point for consideration. The system should provide a way to identify value dependencies, 
prior to the execution of the plan, to avoid any deadlocks. By identifying such dependencies, it is 
able to delay the execution of the conflicting requests, and allow the first to start one timeslot 
earlier than the following ones.
4.7 Synthesis
This chapter presented the cooperation model of MoDeS concepts of the Burmeister analysis. 
However, although the Burmeister methodology that was used throughout the design of MoDeS, 
specifies pertinent characteristics for a fully functional design of an agent system, this thesis 
focuses on the characteristics relevant to mobility and more specifically, on how to reduce data 
traffic and increase availability in mobile environments. For that reason, the definition of the 
entities examined in the last two chapters establishes only the requirements needed for further 
investigation of the thesis’ hypothesis.
Extending the design that started in the previous chapter, the relevant protocols, algorithms and 
services of the system have been analysed. The system provides three protocols; two for the 
updating of constraints and one for the implementation of agent migration according to their 
chosen mobility patterns. It is suggested that the constraint updating protocol (CUP), which 
updates the constraint tables periodically, is used in static environments where there are few 
updates of the mobility constraints. For more dynamic environments the discovery updating 
protocol (DUP) is the candidate solution, since its approach is to request the relevant information 
only when needed. Thus in the simulations that follow, where different scenarios of agent 
interactions are tested, the overhead of this protocol was taken into consideration.
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Three important algorithms are also analysed; one that checks the availability of an interaction 
depending on the mobility constraints set by agents and agent servers, one that calculates the most 
efficient pattern, and one that merges the agents’ and agent servers’ constraints into constraint 
tables. An important finding was that the complexity of the availability and data-traffic algorithm 
was found to be linear (0(M)), in situations where the number of hops in an interaction plan is 
much smaller than the number of agents in the system. This means that the latency that the 
execution of the algorithms incur will be analogous to the number of agents or agent servers in the 
system. It was also proven that the minimum data-traffic of a A: hop plan is equal to the sum of the 
minima for each hop of the plan. This shows that if the assumptions are met, the derived mobility 
plan is the optimum solution for that plan in terms of data-traffic.
The notations and the application programming interface (API) of the system were also presented 
through examples. Finally, the services of the system (i.e. meeting points, registration, interaction 
dependencies, queuing system) were explored. A formalisation of the MoDeS processing is 
presented in Appendix A for possible future developments of the system.
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Chapter 5
5 Simulations using MoDeS
5.1 Introduction
Based on the above analysis of MoDeS, in this chapter the setup of various simulations to model 
different situations of mobile agent interactions were created and analysed. The simulator takes 
the number of agents and servers in a system as input, as well as the number of hops for each 
agent and the constraints that owners or system administrators impose. The output provides 
results in terms of performance i.e. data-traffic, availability and latency. The aims of the 
simulations are to: a) examine how much data, if any, can be saved by using multiple ways of 
mobility (mobility patterns) in contrast to the common requester-to-provider method; b) examine 
how many more interactions, if any, are possible to execute by sharing and knowing in advance 
any mobility constraints the system has; and c) show what benefits the use of MoDeS brings since 
it provides both support for mobility patterns and for sharing and processing mobility constraints.
Before implementing the full scale simulation, a preliminary simulation environment was set up 
with a multi-agent system that was able to support all the suggested mobility patterns. The aim of 
this simulation was to observe if specific patterns were used more than others, but even more 
critically, if any pattern was redundant and was not used at all. The results proved that all the 
patterns were used, especially in high constraint environments, but also that the choice among the 
patterns could not be predetermined. Another observation was that if -  depending on the 
constraints -  the basic patterns (patterns with no meeting points) were possible then these will 
have a benefit on data traffic performance in comparison with the meeting point ones. Since it was 
decided that MoDeS will search for available meeting points only if one of the basic patterns were 
not possible.
Having done these preliminary checks, the full scale simulations could now be performed.
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5.2 Design
5.2.1 Simulator Setup
The simulator was written in PERL and was running in a Sun V880 with 4 ULTRASparc III 
CPUs at 800MHz with 8GB of RAM and 16GB of swap space. PERL was the programming 
language of choice since it is a multi-platform script language and is the most suitable for the 
processing of large text files. The simulator uses as input the number of agents and the number of 
servers in each system, the number of hops that each agent has to make according to its 
interaction plan, and the percentage of constraints across the system. For each of these factors a 
set of specific values has been selected in order to provide a wide spectrum of results for the 
analysis. These sets are:
• for agents [10, 50,100, 500, I ’OOO]
• for servers [2, 5,10,25, 50, 100]
• for hops for each agent [1,2, 5, 10, 25].
• for the percentage of constraints [25%, 50%, 75%]
Hence the set of simulations had 450 distinct runs (5x6x5x3). The simulator needs the following 
values as well:
• The number of components an agent has. This number is randomly selected between 1 
and 10. Thus an agent may have up to 10 components. If it has only one, it is called a 
monolithic agent.
• The size of the components. This number is randomly selected from the following set 
[0.5, 1 ,2 ,4 , 8,16, 32, 64, 128, 256] in Kbytes.
• The size of data a component returns after interaction. This value represents the data size 
that is acquired by the requester component when it interacts with a provider component. 
Again this value is randomly selected from the following set [0.5, 1 ,2 ,4 , 8, 16, 32, 64, 
128, 256] in Kbytes.
• The initial size of information stored in the agent. This number is selected again in 
random from the following set [0.5, 1 ,2 ,4 , 8, 16, 32, 64] in Kbytes.
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• The size of a possible request that a provider component makes to its agent (provider) to 
get the results that the requester is looking for. This number is randomly selected from 
[0.5, 1 ,2 ,4 , 8] in Kbytes. Normally such requests should be small in size. However the 
sizes of 4 Kbytes and 8 Kbytes represent a more complex request or combinations of 
requests among a component and its agent (i.e. multiple query transactions between a 
provider’s component and the provider agent who is accessing a database).
The above numbers attempt to provide a realistic range of component and agent sizes. The 
minimum size of an agent according to the above numbers is an agent with one component of size
0.5 Kbytes and initial information stored of 0.5 Kbytes, thus 1 Kbytes. The maximum size will be 
an agent with ten components of 256 Kbytes with 64 Kbytes of information stored, thus 2.56 
Mbytes. The performance of the internal random number generator proved adequate since the 
distribution of the selected values was uniform.. The histograms in Figure 5-1 show the component 
distributions given by the random number generator in two different simulation setups.
4
(a) (b)
Figure 5-1: Performance of the random number generator
Each simulation run for five times and the results were averaged, in order to avoid extreme 
situations of randomness.
5.2.2 Implementation
The setup of the testbed to simulate MoDeS and generate the relevant results was split in two 
parts. The first part was to create the required files to setup each set of simulations (called 
‘creator’), and the second was responsible for the actual execution of the algorithms and
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computation of the results (‘simulator’). The creator had to separate the initialization of the 
simulations from their execution, thus making it possible to keep the same set of simulations 
every time an addition or change was made to the algorithms.
To assist the implementation, each agent was modelled as an object. For that reason a PERL 
module was created (“A g e n t . pm”), which includes the object constructor and the main methods. 
The module also includes basic subroutines for manipulation of each agent’s data. The most 
interesting of these subroutines are the “s p l i t_ _ p la n ” and “b e s tm p ”, presented here:
Subroutine Name s p l i t _ p l a n
Input The number/step of the plan. (Type: Integer)
Output The requester’s component. (Type: Integer) 
The provider agent. (Type: Integer)
The provider’s component. (Type: Integer)
Code Snippet $step =~ m/(\w+).(\w+|\w+)(\Q|\E)(\w+).(\w+|\w+)/; 
$R = $1; $iRc = $2; $foo = $3; $D = $4; $Dc = $5;
Explanation This function splits the interaction plan of the agent in the entities taking 
part in the interaction. It returns the requester component, the provider and 
the provider component. The subroutine uses PERL’s pattern matching 
capabilities to split the interaction plan as shown in the code fragment 
above.
Example Let us assume that the full interaction plan of agent 1 is: 
1.415.4,::,1.2|8.3,::,1.4|8.5
If the subroutine is called like s p l i t  j ) l a n  (2) it returns three values 
(2, 8, 3^
By calling the function with 2 as an argument the second step (1 .2  | 8 .3 ) 
is selected. Thus after the pattern matching the above values are returned.
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Subroutine Name b es tm p
Input The number/step of the plan. (Type: I n t e g e r )
Output The name of the best Mobility Pattern for the requested step. (Type: 
S t r i n g )
Code Snippet my ©bestmp = sort {$MP{$a} <=> $MP{$b}} keys %MP;
Explanation This function creates a temporary associative array (hash) which includes 
the calculated data traffic for each of the possible Mobility Patterns for 
this step. It then sorts in ascending order the Mobility Patterns and returns 
the name of the smaller in size.
Example In the example of agent 1 above, in step 2, the possible Mobility Patterns 
are P2R, Pc2R, RP2MP, RcP2MP, RPc2MP, RcPc2MP with 210 KB, 
132.5 KB, 618.5 KB, 278.5 KB, 540.5 KB, 200.5 KB generated data 
respectively. Thus the subroutine returns “Pc2R”.
In a similar manner the “b e s tm p _ s i  z e ” returns the size of the best Mobility Pattern.
The creator generates the initialization files of each simulation and stores them in five comma- 
separated value (CSV) files, to be used later from the simulator. These files are:
1. Initial information of Agents File. This file includes the following information for each 
agent:
i. Name of the agent
ii. The size of the information stored in the agent
iii. The number of components the agent has
iv. An array of the sizes of the components
V . An array of the sizes of the replies each component will return upon interaction
vi. The initial location of the agent
2. Interaction Plans File. This file includes the interaction plans for each agent.
3. Agents Constraints File. This file contains the mobility constraints (locations) that users 
have imposed on agents.
4. Servers Outgoing Constraints File. This file contains the mobility constraints 
(locations) that administrators have imposed on outgoing agents.
5. Servers Incoming Constraints File. This file eontains the mobility constraints (agents, 
components and locations) that administrators have imposed on incoming agents and 
components.
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The creator program uses five distinct procedures to create the above files. In order to execute, it 
requires the following arguments:
i. The number of agents the generated simulation has.
ii. The number of servers the simulation has.
iii. The filename of the created simulation. This is used in order to distinguish among 
simulation with the same values of agents, servers, hops and constraints.
iv. The number of hops each agent has.
V . The percentage of constraints for the simulation.
After getting these initial parameters, the creator generates each new agent object one by one and 
randomises their initial values. After producing all the agents, it generates random interaction 
plans with the requested number of hops per plan. Then, depending on the percentage of 
constraints, it generates the agent incoming constraint table and the server outgoing constraint 
table by randomly selecting the agent servers that have been created during that simulation. As 
discussed in section 3.8 above, both these tables contain locations (other agent servers) where 
agents and components cannot go. However, the creation of the server incoming constraint table 
required a different approach, since this table includes agents and components, apart from 
locations. As explained, the rate of selection among the three types of constraints is equally 
distributed at 33.33%. The code fragment that handles this process is presented here:
Code 1 : $contmp = $compall[rand ©compall];
Snippet 2 : ($agtmp, $comptmp) = split(/\./, $contmp);
3 : $agORcompORlocation = rand(l);
4 : i f  ($agORcompORlocation < 0 .3 3 3 )  {
5 : # i f  < . 3 3 3  t h e n  C o n s t r a i n t  i s  l o c a t i o n
6: $location = int(rand($no_srv)+ 1 );
7: $conhash{$location} = 1 u n l e s s
8 : ($location == $$i->init_location);
9 : }
10 e l s i f  ($agORcompORlocation < 0 .6 6 5 )  {
11 # i f  > . 3 3 3  AND < . 6 6 6  t h e n  C o n s t r a i n t  i s  a g e n t
12 $conhash{$agtmp} = 1 ;
13 }
14 e l s e  {
15 # i f  > . 6 6 6  t h e n  C o n s t r a i n t  i s  c o m p o n e n t
16 $ conhash{$ contmp} = 1 ;
17 } (contd.)
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In the first line, a random component is picked from the pool of available 
components in the current simulation. The second line splits the component into 
its agent name and its component name, for possible further use (line 12).
The third line randomly selects a number between 0 and 1.
If the number is less than 0.333 the constraint is a location constraint (line 4).
If the number is between 0.333 and 0.666 the constraint is an agent constraint 
(line 10).
If the number is larger than 0.666 then the constraint is a component constraint 
(line 14).
In the first case where the selected constraint is a location, the creator program 
randomly selects an agent server (line 6). Then, in line 7, it makes sure that the 
selected server is not the same for which it creates the current constraint table, 
and if not, stores the location number in the relevant hash.
For the second case (agent constraint), in line 12, the agent part ($agtm p, line 
2) of the pre-selected entity is stored in the hash.
In the last case (line 16) the component constraint is stored in the hash that 
represents the server’s incoming constraint table.
When the required initial files have been produced by the creator program, the simulator is able to 
execute. The simulator program reads the initialisation files and re-instantiates the agent objects, 
fills the constraint tables and starts up the agent servers.
When this initialisation has been completed the availability algorithm described in the previous 
chapter is used to check the mobility constraints and the possible mobility patterns. A convention 
used to assist on the programming of the simulator is that for each step tested, all mobility 
patterns are assumed to be possible prior to the check. This is done by using an associative array 
(hash) that holds Boolean values of the mobility patterns in the following sequence: R2P, Rc2P, 
P2R, Pc2R, RP2MP, RcP2MP, RPc2MP, RcPc2MP. The hash then is initialised as:
%pos_MPs = ($thistep => [1,1,1,1,1,1,1,1]) ;
If the availability check discovers that a specific pattern is not possible, it changes its value 
accordingly to 0. The first check that this process makes is whether the location of the requester 
and the destination agent is the same. This means that they are collocated and thus the step is
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marked as so. If this check fails, then the availability algorithm is used. At the end of the 
algorithm if none of the mobility patterns are possible for a specific step, then this step is marked 
as “Not Possible”. A “Not Possible” step renders the whole plan as not possible, and thus the step 
is kept in record to be included in the output files. Also, the step where an R2D pattern is not 
executable is included in the output, in order to compare it with the MoDeS availability 
performance.
When the availability check completes, the simulator continues to calculate the data traffic results. 
For each step of the plan, the program checks if there is an exception (i.e. collocation or “Not 
Possible” plan), hi the case of collocation the two agents can interact without incurring any data 
traffic, thus the data traffic calculation moves to the next step. There are two important 
subroutines in the data traffic part of the simulator explained here:
Subroutine Name Simulate
Input The agent name. (Type: A gen t)
Output None.
Prints the results to the OUTPUT file.
Code Snippet $mp = $$agent->bestmp(1);
$mps = $$agent->bestmp_size(1);
Explanation This subroutine is responsible to implement the Data Traffic Algorithm. It 
gathers all the required information to calculate the data traffic generated 
by each mobility pattern for the specific step. This information includes 
the requester and the provider agents’ sizes, the sizes of their components, 
the sizes of the requests and of the replies. It uses the Data Traffic Library 
file (“m p c a lc . l i b ”) that includes the subroutines to calculate the data 
traffic for each mobility pattern and then uses the pre-defined subroutines 
b e s tm p  and b e s tm p _ s iz 6  from the A g en t .pm module to determine 
the best pattern for that step. It then prints the results to the output file and 
passes the relevant values to the MobilityPlan subroutine.
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Subroutine Name MobilityPlan
Input The name of the Mobility Pattern (Type: String) 
The requester agent (Type: Integer)
The requester agent’s component (Type: Integer) 
The provider agent (Type: Integer)
The provider agent’s component (Type: Integer)
Output The mobility plan of the step
Code Snippet $mp =~ m/^r2p/ && do { $temp = " ($agent\@$P) " ; }; 
$mp =~ m/^pc2r/ && do { $temp = " ($P.$iPc\@$agent)";
Explanation This function translates the decision of MoDeS into a mobility plan. It 
works by matching the submitted name of the mobility pattern to the 
relevant procedure. In the code fragment above only the R2P and Pc2R 
procedures are shown.
Example To follow on the example used in the creator’s subroutines, MoDeS 
decided that the best mobility pattern for step 2 of agent 1 (1 .2  | 8 .3 ) is 
Pc2R. Thus the input for this function will be ( " p c 2 r " , 1 , 2 , 8 , 
3). The returned output then will be (ag8 . 3@agl).
Overall, the simulator produces two output files; one that includes the mobility plans for each 
agent and one that includes the simulation results. The output o f  the MobilityPlan subroutine 
is stored on the first file and the output o f the Simulate subroutine is stored in the second. 
Since the second file is the one related with the analysis o f  the results, an explanation o f its fields 
and an example is presented in Table 5-1.
Table 5-1: The fields of the output file
Field Example/Results Explanation
Step 1.218 .3 The step o f the interaction plan that is 
currently calculated.
Possible Mobility 
Patterns
0 0 1 1 1 1 1 1 The Mobility Patterns that are possible for 
this step {availability algorithm).
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Requester Agent 
Size (Ao)
408 The size of the requester agent
Provider Agent Size
(Po)
210 The size of the provider agent
Requester
Component Size (Rc)
64 The size of the component of the requester 
agent.
Destination Reply 
Data Size (Dj)
4 The size of the data that the requester agent 
will acquire after interaction.
Destination 
Component Size (PJ
128 The size of the provider component.
Request Data 
Size (r)
0.5 The size of the request of the Pc to the 
provider agent. This value is used in the case 
of migrating the Pc, and represents the size 
of the query that the component sends back 
to the provider agent to acquire the relevant 
results.
Best Mobility 
Pattern (name)
Pc2R The best Mobility Pattern after calculation 
(Data Traffic Algorithm).
Best Mobility 
Pattern (size)
132 .5 The size of the best Mobility Pattern.
R2P size The generated traffic of R2P for this step.
Rc2P size The generated traffic of Rc2P for this step.
P2R size 210 The generated traffic of P2R for this step.
Pc2R size 132 .5 The generated traffic of Pc2R for this step.
RP2MP size 618 .5 The generated traffic of RP2MP for this step.
RcP2MP size 278 .5 The generated traffic of RcP2MP for this 
step.
RPc2MP size 540.5 The generated traffic of RPc2MP for this 
step.
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RcPc2MP size 200 .5 The generated traffic of RcPc2MP for this 
step.
R2P cost This field holds the total data generated by 
R2P during a multi-hop plan.
Meeting Point Step This field denotes the step on which MoDeS 
could not find a possible Meeting Point, thus 
making the plan not possible to execute.
R2P Step 1 This fields denotes the step on which the 
availability algorithm computed that R2P is 
not possible, thus rendering the plan not 
possible to execute if MoDeS is not used.
The output of the results for each run of each setup of the simulations was averaged, and then it 
was inserted in Microsoft Excel for further analysis.
5.3 Impact Analysis
The variety of the settings for each simulation affects three parameters of performance. As 
analysed above, in this thesis performance in software mobility is measured by the following 
parameters:
i) Availability measures how many interactions are possible to be executed, by using the 
availability algorithm explained in the previous chapter. The comparison is between the 
interactions that are possible with R2P and the ones that are possible with MoDeS.
ii) Data traffic considers the data that is transmitted across the network that is generated by 
an interaction among two or more entities. Each simulation outputs the generated traffic 
by the possible interactions for both the approaches after the availability check has 
completed. The results are compared against these two approaches, R2P (current practice) 
and MoDeS (suggestion).
iii) Latency presents the amount of time that MoDeS needs to make a decision. The latency 
of both the algorithms of data-traffic and latency is compared against each other.
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Furthermore, comparisons are made among the two models using hypothetical scenarios and more 
complex parameters, such as data savings per agent plan (see section 5.5).
5.4 Analysis of the results
Before proceeding to the presentation and discussion of the results the following points should be 
taken into consideration:
a. An important distinction is made regarding the number of hops each agent has in its travel 
plan. If it has one hop, then the simulation is called ‘single-hop’, and represents most of 
the industry based solutions of mobile agents (Dag Johansen in [Milojicic 1999b]). If the 
agents have more than one hop in their interaction plan then the environment is called 
‘multi-hop’. The selected number acts as an upper bound. Thus in each simulation the 
number of hops that the agents have, ranges between one hop and that upper bound. Each 
point within the range has an equal probability of being selected. The results that follow 
make a distinction between single-hop and multi-hop environments.
b. An ambiguous concept that needs clarification is the percentage of constraints. As shown 
in 3.8, there are three tables of constraints. One for the agents and two for the server 
where the agent is located. For the simulator to randomly create different environments 
this percentage number acts as an upper bound for the number of constraints. When the 
simulator generates constraints for an agent, this number is randomised as the upper limit 
and rounded, and the outcome is the number of the prohibited locations for that agent. For 
example, if the simulation runs with 1000 agents, 100 servers and 50% constraints, for 
each agent the maximum outgoing constraints is 50 (100servers*50%). The same logic 
corresponds to the server’s incoming constraints. However, for this case the constraint 
percentage does not only represent percentage of locations but also that of agents and 
components. The probability of each is uniformly distributed at 33.33%.
5.4.1 Availability
The performance of MoDeS is, not surprisingly, superior in terms of availability (see Table 5-2).
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In most situations where the constraints are 25% or 50% MoDeS produces high availability. In the 
case of 25% constraints out of 49800 plans queued for execution R2P cannot carry out 23186, 
where MoDeS can provide a way of migration for all of them. In the 50% run, out of the same 
number of plans, R2P cannot accomplish 32201 and MoDeS only 1. Moving to more realistic 
larger constraint environments of 75% constraints R2P cannot complete 38487 where MoDeS 
cannot complete 3077.
This confirmed our expectations since MoDeS offers eight different ways of migration, in contrast 
to just one of R2P. Thus, if  a migration cannot be completed with R2P, then this interaction fails. 
Moreover, in multi-hop agent plans, if one of the hops fails then it is considered that the whole 
plan fails in either of the approaches.
Table 5-2; MoDeS performance in terms of Availability
Constraints
Total
Plans
Plans that cannot 
be completed
Percentage of plans that cannot be 
completed over total plans
R2P 23186 46.55 %
25% 49800
MoDeS 0 0%
R2P 32201 64.66 %
50% 49800
MoDeS 1 0%
R2P 38487 77.28 %
75% 49800
MoDeS 3077 7%
In the above simulations, R2P has an average of 61.96% of not possible interactions, whereas 
MoDeS has a 2.36%.
These results show that while the percentage of the constraints increases, the actual interactions 
that can be carried out decreases. Still, the benefit of MoDeS remains, since it provides alternative 
mobility patterns. Thus, MoDeS can increase availability on environments regardless of the level 
of constraints.
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Another factor that affects availability is the number of servers available in the system. This 
however can affect only the performance of MoDeS and not R2P. Since some of the mobility 
patterns look for available meeting points, if the number of available servers is low, then the 
available meeting points are less, and meeting point mobility patterns are more difficult to 
execute. This fact is illustrated in figures (5-1, 5-2 and 5-3), where the number of hops and 
constraints remains constant and the number of servers is increased (2, 5, 10 respectively). It has 
to be noted that the charts shown in this section use logarithmic scaling for a better presentation 
and easier comparison of the results. The xx’ axis indicates the number of agents and the yy’ axis 
the number of interaction that were not possible to execute. It is expected that while the number of 
agents increases, the number of not possible interactions increases, since the probability of failure 
is analogous to the total number of interactions.
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Figure 5-2: Servers affecting availability (5 Hops, 2 Servers, 75% Constraints)
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Figure 5-4: Servers affecting availability (5 Hops, 10 Servers, 75% Constraints)
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Comparing the above three graphs, it can be observed that as the number of servers increases so 
does the gap between the points, with the R2P increasingly failing to perform certain interactions.
Another factor that affects the performance of both R2P and MoDeS, in terms of availability, is 
the number of hops an agent plan includes. Table 5-3 gives an overview of the interactions that 
cannot be completed with R2P depending on the number of hops and the constraints. The values 
represent an average of the number of the interactions that were not possible for each simulated 
case, in percentages of the total plans. It can be seen that as either the number of hops or the 
percentage of constraints (or both) increases, the availability of R2P decreases. Note that when 
comparing the 75% constraint cases of 10 and 25 hops, the former has a higher percentage of not 
possible interactions than the latter, by a difference of 1.18%. This is due to the randomisation of 
the initial values of the simulations.
Table 5-3: Percentage of interactions that cannot execute with R2P
Constraints
25% 50% 75%
Hop(s)
1 17.18 % 34.28 % 53.95 %
2 19.71 % 50.46 % 69.10%
5 49.13% 71.74% 84.27 %
10 59.26 % 79.68 % 91.14%
25 68.27 % 83.44% 89.96 %
The effect that the number of hops has on MoDeS is illustrated by comparing the graphs in figures 
(5-4 to 5-6). The graphs show the interactions that are not possible (in a logarithmic scale) as the 
number of agents increases. It can be observed across the graphs that as the hops increase, on a 
system with only 2 servers and 75% constraints, the availability performance of MoDeS 
decreases, since the number of interactions that cannot complete increases, thus the gap between 
the two lines becomes narrower.
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Figure 5-7: Not possible interactions with 25 hops, 2 Servers, 75% Constraints
5.4.2 Data Traffic
In terms of data traffic, MoDeS was expected to perform better than current implementations, 
since it uses mobility patterns that move components instead of whole agents. After the 
availability check has been completed, the simulation calculates the generated data that travels 
through the network by both approaches. In both situations the data traffic simulation calculates 
the plans that are possible to be executed. In the case of R2P for example, if it can execute the 
first 3 hops in a 5 hop plan, then these are the only ones that are calculated for generated data. For 
this reason the results are divided by the total number of plans on each simulated situation. For 
example. Table 5-4 shows the availability (in number of interactions that cannot be executed) and 
data traffic (in Kbytes) results for a simulation of 500 agents, on 5 servers with 2 hops per plan 
and 75% constraints.
Table 5-4: Data Traffic results out of 500 plans
R2P NOT 
possible
MoDeS
NOT
possible R2P data
MoDeS
data
R2P data 
per plan
MoDeS 
data per 
plan
344 24 149’570 112’680 958.778 236.822
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In this situation, out of 500, plans R2P can accomplish 156 plans, and MoDeS 476. The generated 
data for each of the systems is 146.1 Mbytes and 110 Mbytes respectively. In order to compare 
the performance of the systems the data generated by each is divided by the number of plans that 
it actually executes. Thus the data generated per plan for R2P is:
possible plans 
and for MoDeS is
MoDeS dataM oDeSdata
possible plans
This is done for the comparison between the two systems to be direct and more accurate.
Figure 5-8 shows the data-traffic results for different simulations by providing the average sizes 
as well as the maximum and minimum values of the 5 runs. It can be observed that MoDeS 
appears to perform better than R2P by an average factor of 32.1 (min=0.93, max=622.3). It can 
also be observed, that the data traffic that MoDeS generates seems to remain constant regardless 
of the number of agents and servers. On the other hand, the small fluctuation of the R2P results 
can be appointed to the above metric (R2P data per plan). The fewer the executable plans in R2P, 
the more effect the migration of large (in size) agents has on the output. Looking at the min-max 
bars it can be observed that MoDeS has much smaller range than R2P. When the percentage of 
constraints increases, the range of R2P increases. This can be explained by the fact that since R2P 
can accomplish less plans, when the constraints increase, the divisor of the R2P generated traffic 
decreases, thus the R2P data per plan increases.
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Figure 5-8: Data Traffic results per plan with 2 hops
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The additional data traffic that MoDeS generates by the use of the constraint updating protocols 
was also calculated in the simulations. Table 5-5 shows the protocol overheads for two setups; the 
first one (a) consists of 100 agents in 10 servers and the second (b) of 1000 agents in 100 servers. 
It is clear that the protocol does not produce significant increase in data-traffic. For example, even 
in the situation of 10000 hops (1000 agents, 100 servers, 10 hops, and 75% constraints case) the 
additional data is 62 Kbytes, when MoDeS is saving 128.7 Mbytes of data compared to R2P. 
Thus, since the overhead is negligible compared to the benefit, it was not included in the data- 
traffic graphs.
Table 5-5: Protocol overheads (in Kbytes)
(a)
100 agents 
10 servers
Constraints
25% 50% 75%
1 0.215 0.422 0.612
2 0.244 0.475 0.726
Hop(s) 5 0.266 0.523 0.818
10 0.273 0.526 0.852
25 0.272 0.527 0.945
(b)
1000 agents 
100 servers
Constraints
25% 50% 75%
1 4.502 9.005 13.468
2 7.978 16.125 24.034
Hop(s) 5 14.972 29.936 45.770
10 20.491 41.029 62.234
25 24.632 49.247 73.660
Regression Analysis
To test which of the three factors (i.e. agents, servers or hops) best predicted data traffic, two 
multiple regression analyses were run, one for each method of mobility (R2P and MoDeS), for 
each of the three constraint cases for 25%, 50% and 75%. In general, the goal of linear regression 
is to find the line that best predicts y  (the dependent variable) from x  (or in this case Xi, X2, X3 etc; 
the independent variable(s)). It does this by finding the line (y = bjXi + + ... + bnXn + c) that
minimizes the sum of the squares of the vertical distances of the points from the line. Beta 
weights (i.e. bi, b:, etc) that are statistically significantly different from zero are said to be good 
predictors of y  and larger betas indicate better predictors than smaller ones. Also, the analysis 
gives a value for the adjusted indicating the overall percentage of variance of y  explained by x 
(or Xi, X2, X3 etc).
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As shown in the following tables (Table 5-6, Table 5-7, Table 5-8), when regressing R2P data- 
traffic on agents, agent servers, and hops, the best predictor is the number of hops followed by the 
number of servers. The number of agents is not a significant predictor of R2P. The tables show 
the regression analyses for the three different percentages of constraints. It is observed that the 
significant predictors are the same regardless of the increasing number of constraints.
Table 5-6: Results from multiple regression analysis (25% Constraints)
Predictors R^ Beta Weights Statistical
significance*
a
Agents
.458
.114 .060
Servers .266 .000
Hops .621 .000
%
I
Agents
.874
.007 .818
Servers .171 .000
Hops .920 .000
Significance is judged against the criterion value of .05 (i.e. <.05 considered significant).
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Table 5-7: Results from multiple regression analysis (50% Constraints)
Predictors R^ Beta Weights Statistical
significance*
a
Agents
.397
.017 .785
Servers .301 .000
Hops .571 .000
%
I
Agents
.854
-.024 .435
Servers .183 .000
Hops .907 .000
Significance is judged against the criterion value of .05 (i.e. <.05 considered significant).
Table 5-8: Results from multiple regression analysis (75% Constraints)
Predictors R^ Beta Weights Statistical
significance*
a
Agents
.396
.088 .172
Servers .253 .000
Hops .580 .000
1
Agents
.795
-.042 .267
Servers .131 .001
Hops .885 .000
Significance is judged against the criterion value of .05 (I.e. <.05 considered significant).
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5.4.3 Latency
The main drawback of MoDeS against the R2P approach is the extra time needed for the decision 
process. For MoDeS to provide improved performance in terms of availability and data traffic, it 
has to calculate in advance the appropriate patterns for migration. Hence, an additional time is 
needed for this decision, in contrast to R2P which upon request for migration, it directly attempts 
to move the agent to the provider for interaction. The simulations measured two different decision 
times, one for the calculation of the available patterns (Availability Time), and one for deciding 
the best of these available patterns (Data Traffic Time).
When comparing these timings across the different simulations, the same pattern emerges 
regardless of the number of hops per plan or the constraint percentage. Figure 5-9 shows the time 
it takes MoDeS to calculate availability and data traffic in a system with 25% constraints and 1 
hop per agent plan. Figure 5-10 shows the same timings in a system with 75% constraints and 25 
hops per agent plan. As it is shown, the pattern remains the same in both graphs: a) availability 
time decreases while the number of servers decreases, and b) data-traffic time increases when the 
number of agents is increased.
113
Chapter 5. Simulations using MoDeS
100000  -
Latency (25% Constraints, 1 hop)
O Availability □  Data T ra ffic
100,100 100,50 100,25 100,10 500,100 500,50 500,25 500,10 1000,100 1000,50 1000,25 1000,10
Agents ,  Servers
Figure 5-9: Latency with 25% constraints and 1 hop
100000 -
10000 -
Latency (75% Constra in ts , 25 hops)
#  Availability □  Data T ra ffic
Lll
I -
I
g
100,100 100,50 100.25 100,10 500,100 500,50 500,25 500,10
A gents ,  S ervers
1000,100 1000,50 1000,25 1000,10
Figure 5-10: Latency with 75% constraints and 25 hops
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The only difference among these two graphs (and generally across the latency results) is value of 
the results on the yy’ axis, since the actual time it takes for the second case to calculate the 
relevant results is increased due to the higher number of constraints that are considered.
MoDeS needs significantly more time to execute the availability algorithm than the data traffic 
algorithm, since the former increases exponentially while the latter increases linearly, which 
confirms the complexity analysis of both the algorithms presented in 4.5.1 and 4.5.2 above (pages 
76 and 78 respectively). Figures Figure 5-9 and Figure 5-10 show that the difference of the two 
timings increases analogously with the increase of the number of agents and servers. It can also be 
seen that the same factors -  number of agents and servers -  affect the raise of calculation time, 
since MoDeS has to go through more interaction plans and more constraint setups, to transform an 
interaction plan to a mobility plan. The only exception where the availability time is less than the 
data-traffic calculation time, when comparing the timings, is the case where the system has 10 
agents and 2 servers.
5.5 Evaluation
Since MoDeS has a choice of mobility patterns, it has a clear advantage in terms of availability 
and data traffic and lacks behind in terms of latency, when compared directly to R2P.
In order to evaluate MoDeS let us assume the following applicability scenarios with different 
requirements in terms of performance for each case:
i) Scenario A: For the first case the only critical factor in performance is the number of 
possible interactions among the agents. In this situation MoDeS appears to support such 
an implementation according to the results in availability.
ii) Scenario B: For the second scenario the critical factor is to minimise the data that travels 
across the network. Again MoDeS provides a better solution in terms of data traffic.
iii) Scenario C: Critical factor of performance in this case is latency. This case needs to 
consider the time delay between request for interaction and outcome as the primary 
feature, regardless of how many interactions can actually be completed. In this situation 
R2P or similar one-way approaches that do not have decision time involved, appear to be 
the best solution.
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iv) Scenario D: This scenario considers a more complex situation where the system sets a 
specific threshold for latency. As long as latency stays below threshold, the system has a 
requirement to minimise the data that travels through the network while the availability of 
the system is increased. If the threshold is exceeded, then the system serves the requests 
regardless of data traffic or availability. In this case MoDeS can be used up to the 
threshold and after that a specific pattern can be used. This pattern could be any of the 
available mobility patterns, and should suit the specific implementation. For example, if 
data traffic is more important than availability, one of the component-based patterns can 
be considered. On the other hand, if availability is more important then one of the meeting 
point patterns should be considered.
It is noticeable by the above scenarios that MoDeS can provide solutions for various system 
requirements in most cases (except scenario C). Moreover the latency that MoDeS incurs for the 
decisions and calculations can be acceptable in some implementations. Especially since it can 
clearly increase the availability in highly restricted environments or reduce data traffic in low 
bandwidth or wireless network environments. The benefits of MoDeS in availability and data 
traffic compared to the latency it introduces are analysed in Figure 5-11.
The graph uses two more metrics. One is the data savings per agent plan per second, which is how 
much less data-traffic MoDeS creates per agent plan, divided by the time that MoDeS needs to 
calculate which pattern of the available ones is the most efficient. The other how many more 
interactions MoDeS is able to perform due to its availability check algorithm, divided by the time 
it takes for the algorithm to execute, and it is shown by the number of possible interactions per 
agent plan per second. The xx’ axis remains the same to the previous figures, but now there are 
two yy’ axes that show the data savings per agent plan per second (in Kbytes at the left-hand side) 
and the possible interactions per agent plan per second (at the right-hand side) at their respective 
scales.
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Figure 5-11: MoDeS benefits per plan in time for 2 hops
Figure 5-11 shows that MoDeS can introduce dramatic decrease in data traffic, especially in 
scenarios with a small number of agents. For example, in a simulation of 100 agents and 10 
servers with 75% constraints and 2 hop plans the average data-traffic savings is 3.13Mbytes per 
agent plan per second. The average of the data traffic savings in a simulation of 1000 agents, 10 
servers with the same number of constraints and hops is 484 Kbytes per agent plan per second. 
That means that even at this value in a simulation with high number of agents, the savings will be 
considerable.
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On the other hand, as expected, the availability benefits increase or decrease depending on the 
number of agents, servers and constraints on the system. This happens because of the increased 
time the algorithm needs to calculate the possible patterns, while mentioned values increase. 
Nevertheless, the average number of interactions per second that MoDeS makes possible in 
contrast to R2P is 39, across the 450 simulations.
5.6 Optimisation of MoDeS
In the previous section it was shown that MoDeS can improve availability or data traffic. 
However there are two assumptions that are still affecting the overall performance of the system. 
The first is that during the simulations MoDeS was using the processing algorithms (availability 
and data-traffic) sequentially; and the second with the selection of meeting points.
During the decision making process there was a specific sequence followed. First, the availability 
algorithm was calculating the possible patterns for each hop through an agent’s plan. Then, the 
data-traffic comparison was made for each hop individually. That sequence produced an overhead 
in data traffic whenever the data traffic algorithm decided that the requester agent should migrate 
from his home server. If the remaining plan, after first migration, included an interaction at the 
agent’s home server, then the cost of sending the acquired data of the requester agent back to its 
home server had to be calculated. Specifically, when any of R2P, RP2MP or RPc2MP was 
selected, and either a P2R or Pc2R follows anywhere in the rest of the plan, then the size of the 
acquired data from the interactions of the requester agent up to that point, had to be added in the 
calculations. For example let us assume the following scenario:
Agents a, b, and c are respectively located at agent servers A, B, and C. Agent a is the 
requester agent and wishes to interact with agents b and c. After running the 
. availability algorithm MoDeS interprets the mobility constraints and provides the 
possible mobility patterns available for each step. Then the data-traffic algorithm 
selects the sequence of mobility patterns that execute the plan with the least data. Let us 
assume the following mobility plan: R2P, Pc2R. Thus, during the first interaction, 
agent a will migrate to location B and interact with agent b. The next step, though 
requests agent c to send its component to the location of agent a, which currently is at 
location B. However, since the availability algorithm calculated the constraints prior to 
the final mobility plan (which was chosen later by the data-traffic algorithm), the
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system has not calculated the constraints for location B. Hence, the mobility plan 
expects that agent a will be at its home server to interact with the component of agent c. 
Thus, the system adds the size of the data that agent a got by its interaction with agent 
b back to its home server.
The second assumption has to do again with both steps of the decision making process -  
availability and data-traffic -  regarding meeting points. When the availability algorithm reaches 
the point where meeting points should be used, it finds out if meeting points servers exist that can 
accommodate both interacting entities and provides a list of those servers. On the data traffic step, 
whenever a meeting point pattern was selected during the simulations, a random meeting point 
server was picked from the provided list. Random selection of meeting points can prove 
inefficient in terms of data-traffic as is shown in the following section.
5.6.1 Mobility Heuristic
This section describes a heuristic that considers the location of the requester agent throughout its 
interaction plan. Because of this factor, meeting points within a plan can play a major role on the 
improvement of performance. The improvement is possible, since a careful selection of meeting 
points can increase the number of interactions that take place in the same location (interaction 
collocations). To do that, the optimisation algorithm uses both the availability and the data-traffic 
algorithms in a more complex and inter-connected manner. It has to be stressed here that this 
optimisation algorithm is triggered whenever the requester agent has to move at least once within 
its plan. For all other cases the standard approach will produce the same results.
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The mobility heuristic conveys the following “rule of thumb” regarding the calculation of the best 
mobility plan:
''Throughout the plan, the locations that have to be selected are the ones that minimise the 
relocations o f the requester agent while maximising its collocations with the other interacting
agents/components'’.
This means that data traffic can be improved even more by using the heuristic in Listing 5 (R 
denotes the requester agent, P the provider agent and A, B meeting point locations):
♦ IF R is moved once THEN:
=> try to use that location where R is moving to as a meeting point server for 
each meeting point pattern within the plan ( 1 )
♦ IF R is moved more than once THEN:
=> ♦ IF R moves to P and this move occurs between meeting point A and
meeting point B THEN:
=>try the location of P as meeting point. (2)
♦ IF R moves after meeting points THEN:
^m eeting points should move forward to the location where R is
going to move (3)
♦ IF R moves before meeting points THEN:
=> meeting points should move backwards to the location where R 
moved (4)
♦ IF R moves before and after meeting points THEN:
=> meeting points should move forward where possible and then
backwards to the locations of R (5)
Listing 5: The Mobility Heuristic
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The first possibility ((1) above), attempts to use the future location of R as a meeting point server 
for all the previous or consequent meeting point interactions. If a meeting point pattern occurs 
before the migration of R, then a collocation will be also executed bringing more benefits in data 
traffic.
The second one ((2) above) creates a double collocation since R will be moved to P ’s location for 
meeting point A, then will interact with P collocation) and then meeting point B will come to 
P again for another interaction (2"  ^collocation).
The third possibility ((3) above) might also create collocations, since meeting points that occur 
before R’s migration, may relocate R to the location of P.
The fourth possibility ((4) above) simply attempts to use the location of where R has moved to as 
a meeting point server for the following occurrence of meeting point hop, thus eventually moving 
only one entity instead of both.
The fifth possibility is a mixture of (3) and (4) and may produce the same results and benefits.
5.6.2 Applicability of the Mobility Heuristic
It will be easier to understand the mobility heuristic through a selection of examples. The selected 
scenarios will experiment with a plan of five hops, where an agent r with components r f  r2, r3, 
r4, r5 interacts with components al, b2, c3, d4 and e5 from agents a, b, c, d  and e. The interaction 
plan is as follows: rl\a l, r2\b2, r3\c3, r4\d4, r5\e5. The home server of the requester agent r i s R  
and the servers of a, b, c, d, e are respectively A, B, C, D, E. The following examples will consider 
different patterns for each interaction step and analyse the effect of the mobility heuristic and 
compare it with the approach followed during the simulations. For the sake of simplicity the 
patterns that will be used will be R2P and RP2MP. During the analysis of the heuristic it was 
observed that these patterns have the same effect, in terms of the location decision, to the patterns 
that move components. Moreover, these patterns generate the most data, so the benefits of the 
mobility heuristic will be more obvious.
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In order to illustrate these benefits in terms of data-traffic the sizes of the agents as well as the size 
of the requester agent r  after each interaction are presented in Table 5-9 (taken from one of the 
simulations that produced results for the previous sections).
Table 5-9: The sample values for the analysis of the Mobility heuristic examples
Agent Size Data Acquired Size of agent r after interaction
r = 168 ro= 168
a = 588 2 ri = 170
b = 416 64 X2 = 234
c = 413 16 r3 = 250
d = 308 8 I4 — 258
e = 165 8 rs = 266
Each example is illustrated on its own table and followed by analysis. The analysis includes all 
the possible locations where r could migrate according to the selected plan and provides the data 
generated for each of these possibilities. The total data provided in the examples does not consider 
the return of agent r back to its home server, since the final size of r is always the same. Case 0 in 
all the following examples represent the approach that was followed during the simulations of the 
previous sections, and is included for comparison as already mentioned. The top row of each table 
shows the mobility pattern selected for each step. For each case, the first row represents the 
location of agent r in order to achieve the interaction of that step; and the second row represents 
the data generated to move to that location.
A convention used throughout this analysis is the number in the parentheses at the second row of 
each case (e.g. “(3.1)”). The digit on the left of the dot represents the number of relocations 
that agent r makes during the plan and the number on the right of the dot the number of 
collocations achieved during that same plan. So, in the example “(3.1)”, reads that agent r moved 
to three different locations and achieved one collocation during the execution of the plan.
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Table 5-10: Example 1: R2P, RP2MP, RP2MP. RP2MP, RP2MP
R2P RP2MP RP2MP RP2MP RP2MP Total Data
Case 0 A MP MP’ MP” MP’”
(5.0) 168 586 647 558 423 2382
Case 1 A MP MP MP MP
(2.0) 168 586 413 308 165 1640
Case 2 A A A A A
(1.0) 168 416 413 308 165 1470
In the example of Table 5-10, agent r migrates first to location A and then to meeting points.
Case 0: The first hop of agent r should be at location A. Then MoDeS will select randomly 4 
meeting points for each of the first four steps. In the worst case these meeting points will 
be different for each step. Thus the data moved for each step will be both the requester 
agent and the provider. Hence this plan executed 5 relocations of r and none collocation.
Case 1 ; In this case the heuristic was able to find a single meeting point that all the four last steps 
can be executed. Thus the requester agent is moved only twice during the plan, first to 
location A and then to a meeting point.
Case 2: In this case server A is able to accommodate all interactions, thus it is used as a meeting 
point for all the hops of the plan.
It can be observed that Case 2 provides an increase in performance since it relocates agent r only
once.
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Table 5-11: Example 2: RP2MP, RP2MP. RP2MP, RP2MP, R2P
RP2MP RP2MP RP2MP RP2MP R2P Total Data
Case 0 MP MP’ MP” MP’” E
(5.0) 756 586 647 558 258 2805
Case 1 MP MP MP MP E
(2.0) 756 416 413 308 258 2151
Case 2 E E E E E
(1.1) 756 416 413 308 - 1893
In this 2"  ^example presented in Table 5-11, agent r migrates on all hops, but only at the last of the 
hops is not moving to a meeting point.
Case 0; During this situation MoDeS will select randomly 4 meeting points for each of the first 
four steps. Thus the data moved for each step will be both the requester agent and the 
provider. Then the requester agent moves to location E  to interact with the last provider 
agent. Hence this plan executed 5 relocations of r and none collocation.
Case 1 : In this case the heuristic was able to find a single meeting point that all the four first steps 
can be executed. Thus the requester agent is moved only twice during the plan, first to a 
meeting point and then to location E.
Case 2: In this case server E  is able to accommodate all interactions, thus it is used as a meeting 
point for all the hops of the plan. By doing that the system achieves one collocation, since 
agent r has already moved to E to interact with the previous agents.
It can be observed that Case 2 provides an additional increase in performance since it relocates 
agent r only once but also achieves one collocation by moving all meeting points forward.
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Table 5-12: Example 3: R2P, RP2MP. RP2MP, RP2MP, R2P
R2P RP2MP RP2MP RP2MP R2P Total Data
Case 0 A MP MP’ MP” E
(5.0) 168 586 647 558 258 2217
Case 1 A MP MP MP E
(3.0) 168 586 413 308 258 1733
Case 2 A A A A E
(2.0) 168 416 413 308 258 1563
Case 3 A E E E E
(2.1) 168 586 413 308 - 1475
In the 3^  ^example of Table 5-12, agent r has to migrate to location A at the beginning of the plan
and to location E  at the end.
Case 0: The first migration has to take place at location A. Then 3 meeting points will be selected 
randomly for the following three steps. Then the requester agent moves to location E  to 
interact with the last provider agent. Hence this plan has to execute 5 relocations of r.
Case 1 : In this case the heuristic was able to find a single meeting point where all the three middle 
steps can be executed. Thus the requester agent is moved three times; at the first step, 
then to the meeting point and then to location E.
Case 2: In this case server A is able to accommodate the interactions with meeting points. Thus 
only the providers of each of the meeting points’ steps have to move to A. Hence the 
system forces agent r to make only two moves.
Case 3: In this case server E  is able to accommodate the interactions with meeting points. Thus 
only the providers of each of the meeting points’ steps have to move to E. By 
accommodating the previous three meeting points there, the system achieves one 
collocation, since agent r has already moved to E  to interact with the previous agents.
It can be observed that Case 3 provides an additional increase in performance since it relocates
agent r twice but also achieves one collocation by moving all possible meeting points forward.
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Table 5-13: Example 4: R2P, RP2MP. R2P, RP2MP, R2P
R2P RP2MP R2P RP2MP R2P Total Data
Case 0 A MP C MP’ E
(5.0) 168 586 234 558 258 1804
Case 1 A MP C C E
(4.0) 168 586 234 308 258 1554
Case 2 A MP C E E
(4.1) 168 586 234 558 - 1546
Case 3 A A C C E
(3.0) 168 416 234 308 258 1384
Case 4 A C C C E
(3.1) 168 586 - 308 258 1320
Case 5 A C C E E
(3.2) 168 586 - 308 - 1062
In this last example of Table 5-13, agent r has to migrate to three locations, to location A at the
beginning, to location C in the middle and to location E at the end of the plan.
Case 0: The first migration takes place at location A. Then a random meeting point is selected for 
the next interaction where both interacting agents migrate to. On the third step the agent 
has to move to location of agent c. Further, another meeting point is selected for the
fourth interaction and finally r moves to the server of e.
Case 1: The first three steps in this case are the same as in the previous case. However, server C 
serves the role of the meeting point required for step four. Thus only agent d moves at the 
fourth step, so the number of relocations of r is reduced to four.
Case 2: This case is similar with case 1. However, instead of using server C for meeting point, the 
agent server at location E is used. This causes not only a reduction to the relocations of r 
but also the appearance of a collocation of agent r with e at the last location.
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Case 3: This time, agent server A is willing to accept agent b to interact with r. At the beginning 
of the second hop r is already located at A, hence there is a need to move only agent b 
there. The same is true for the next two hops where server C acts as a host for both 
interactions. With this approach the relocations of r are reduced even more to three.
Case 4: Efficiency is increased another fraction in this case, since location C becomes the meeting 
point not only for the fourth hop, but also for the second as well. For this reason, although 
the number of relocations remains to three, now a collocation of agent r with agent c is 
created.
Case 5: With this case performance is increased again. This is achievable by creating another 
collocation of two interacting agents by using location E  as the meeting point for the 
fourth hop.
It can be observed that Case 5 provides an additional increase in performance since it relocates 
agent r three times but also achieves two collocations by moving the meeting points forward.
In order to demonstrate the extent of the benefit of the heuristic (presented in Listing 5 above). 
Table 5-14 shows a summary of all combinations of mobility plans for a five hop plan. It 
compares the generated data-traffic (in Kbytes) produced by MoDeS with and without the use of 
the mobility heuristic. The first five columns show the mobility patterns for that plan, the MoDeS 
column shows the results of MoDeS without the use of the heuristic, followed by the results of the 
heuristic and the percentage improvement between the two. It can be seen that the benefit ranges 
between 10.19% and 41.13% with an average of 28%.
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Table 5-14: Comparison of MoDeS and the heuristic for all combinations of 5 hops
Mobility Pians
MoDeS Heuristic Heuristic 
data data improvement 
(Kbytes) (Kbytes) (%)
RP2MP R2P R2P R2P R2P 1668 1498 10.19%
R2P RP2MP R2P R2P R2P 1496 1262 15.64%
R2P R2P RP2MP R2P R2P 1493 1243 16.74%
R2P R2P R2P RP2MP R2P 1388 1130 18.59%
RP2MP RP2MP R2P R2P R2P 2084 1680 19.39%
RP2MP R2P RP2MP R2P R2P 2081 1661 20.18%
R2P R2P R2P R2P RP2MP 1245 987 20.72%
RP2MP R2P R2P RP2MP R2P 1976 1548 21.66%
RP2MP R2P R2P R2P RP2MP 1833 1405 23.35%
RP2MP R2P RP2MP R2P RP2MP 2246 1711 23.82%
R2P RP2MP RP2MP R2P R2P 1909 1425 25.35%
RP2MP RP2MP RP2MP R2P R2P 2497 1843 26.19%
RP2MP RP2MP R2P RP2MP R2P 2392 1730 27.68%
R2P R2P RP2MP RP2MP R2P 1801 1293 28.21%
RP2MP RP2MP R2P R2P RP2MP 2249 1587 29.44%
R2P RP2MP R2P R2P RP2MP 1661 1169 29.62%
RP2MP RP2MP RP2MP R2P RP2MP 2662 1848 30.58%
RP2MP RP2MP R2P RP2MP RP2MP 2557 1775 30.58%
R2P R2P RP2MP R2P RP2MP 1658 1150 30.64%
RP2MP R2P R2P RP2MP RP2MP 2141 1463 31.67%
RP2MP RP2MP RP2MP RP2MP R2P 2805 1893 32.51%
R2P R2P R2P RP2MP RP2MP 1553 1045 32.71%
R2P RP2MP RP2MP RP2MP R2P 2217 1475 33.47%
RP2MP R2P RP2MP RP2MP RP2MP 2554 1642 35.71%
R2P RP2MP RP2MP R2P RP2MP 2074 1332 35.78%
R2P RP2MP R2P RP2MP RP2MP 1969 1227 37.68%
R2P R2P RP2MP RP2MP RP2MP 1966 1224 37.74%
RP2MP R2P RP2MP RP2MP R2P 2389 1478 38.13%
R2P RP2MP RP2MP RP2MP RP2MP 2382 1470 38.29%
R2P RP2MP R2P RP2MP R2P 1804 1062 41.13%
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Based on the improvement of the heuristic for the 5 hop plans, a simulation was created to 
emulate the usefulness of the heuristic under different constraint environments. As it was 
explained earlier, the execution of the heuristic is based on the existence of meeting points within 
a plan. If at least one meeting point exists, then the heuristic is able to check if that interaction can 
be moved to a different server. Another factor is the number of constraints in the environment. 
This affects the number of possible execution servers where the requester agent can migrate. In an 
environment with low constraints and more meeting points the heuristic should perform better 
than in a high constraint environment with limited number of meeting points. In order to simulate 
the environment two identical distributions were used: one for the number of meeting points and 
one for the number of different execution servers. For the 25% constraints the standard normal 
distribution was used with mean=0 and sigma=1.25 (standard deviation); for the 50% 
environment a uniform distribution; and for the 75% a normal distribution with mean=5 and 
sigma=1.25. The results were taken randomly from each distribution and were converted to 
discrete numbers to define either the number of meeting points or the number of servers. The 
method for the discrete conversion used as weights the area that was created between two values. 
For example the area that defines all the values between 1 and 2 in the Gaussian curve returned 
the value of 2. The simulation created 100000 plans for each of the three different setups of 
constraints (25%, 50%, 75%). Table 5-15 shows the percentage of the situations where the 
heuristic was used, as well as the benefit it provided for various setups of simulations with 
different constraint characteristics. It can be observed that in low constraint environment the 
heuristic was able to execute in almost all mobility plans with meeting points and to reduce data- 
traffic by 32.27%. On the other hand, in highly constraint environments with 75% constraints, the 
heuristic was used in 42.77% of the mobility plans and performed better than MoDeS in terms of 
data-traffic by reducing it by 19.33%.
Table 5-15: Heuristic Usefulness and Benefit
Constraints
25% 50% 75%
Heuristic usefulness (%) 99.88% 80.06% 42.77%
Heuristic Benefit (%) 32.27% 27.30% 19.33%
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5.6.3 Special case of the Mobility Heuristic
From the previous section it is obvious that when a requester agent uses one of its provider servers 
as a meeting point to execute other interactions the generated data traffic is reduced. In case 2 of 
both Table 5-10 and Table 5-11 is clear that if a server exists where the requester agent can 
execute its full interaction plan on, then that server is the best candidate for meeting point. The 
scenario where a plan consists of meeting points only was not discussed in the previous examples, 
but the benefit of using a single or a collection of meeting points that provide execution of more 
that one interactions was shown. For this special case of the mobility heuristic, the procedure 
shown in Figure 5-12 is the proposed solution. For such scenarios the heuristic iterates through all 
candidate agent servers (meeting point servers), and by checking their mobility constraints and the 
constraints of the agents attempts to find which interactions are possible on them and stores this 
information. Then it tries to find a single location (server) that can accommodate all interactions. 
If this is not possible, it selects the location that can execute most of them and stores it 
temporarily. Then it removes that meeting point server from the list of servers and also removes 
the interactions that can execute at that server from the interaction plan. It continues in the same 
manner for the next possible server that can serve as a meeting point until it is able to perform the 
remaining interactions. If it cannot find meeting points to execute all interactions then the 
interaction plan cannot be completed.
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Figure 5-12: The flowchart for the special case of the Mobility heuristic
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5.7 Synthesis
In this chapter the design and implementation of the simulator of MoDeS was presented. The 
results of the simulations showed that by using mobility patterns, data-traffic can be reduced, 
when compared with the current approach of only moving a requester agent to a provider agent 
(R2P). In terms of availability, by distributing the constraints of agents and agent servers, MoDeS 
was able to execute more interactions than R2P, even in high constrained environments. The 
benefits of MoDeS were also presented in the form of data size savings and of possible 
interactions MoDeS can incur over time. The results demonstrate that MoDeS can provide higher 
benefits a) in data-traffic in situations with low number of agents, and b) in availability in 
situations with low number of servers.
In regards to the attempted optimisation of the algorithms used by MoDeS, a mobility heuristic 
was discussed. Through a number of examples it was illustrated that the mobility heuristic reduces 
the relocation of the requester agent, and also increases the collocations of the requester with the 
provider agents. It has to be stressed, that the heuristic includes an availability constraint check to 
produce these results. That is an important requirement in order to check that servers included in 
the interaction plan are willing and can accommodate other interactions. It should also be noted 
that such an approach will increase the latency for the decision in the cases where the mobility 
heuristic is triggered, since it will have to explore the above possibilities for each agent plan.
Overall, MoDeS proved able to increase software mobility performance in mobile and pervasive 
computing environments by using the suggested eight mobility patterns and by considering a 
priori agent and agent server constraints. This was made possible by using the availability and 
data-traffic algorithms as well as the sharing protocols analysed in the previous chapters.
However, this significant increase in performance was due to the support of component-based 
agents and therefore the provision of those eight mobility patterns. If a system supports only 
monolithic (single component) agents then only three mobility patterns remain for MoDeS to 
consider i.e. R2P, P2R and RP2MP. This change will affect both the availability and data-traffic 
performance. In the case of availability MoDeS will still be able to provide alternative migration
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techniques, and the benefit is still expected to be significant. On the other hand, in the case of 
data-traffic, the difference of the results between component-based and monolithic environments 
will be considerable. By having ultimately two patterns -  R2P and P2R (since RP2MP will never 
produce less data than the two) -  MoDeS will be able to perform better only in situations where 
some provider agents are smaller in size than the requester. Still, even in situations where provider 
agents are consistently larger (e.g. represent large resources like databases) than the requesters, 
MoDeS will be able to use the R2P pattern for migration and generate at worst the same results as 
the standard approach.
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Chapter 6
6 Conclusion
This thesis has advocated a different approach to support software mobility on pervasive 
computing devices connected to a global network like the Internet. A novel system, named 
Mobility Decision System (MoDeS), has been proposed and evaluated. The benefits of the 
approach have been considered through the use of the Mobile Agent paradigm, since that 
paradigm is arguably the most efficient approach to code mobility on large distributed networks.
This thesis attempted to address the following hypothesis:
The mobile agent paradigm represents a viable approach to improve specific 
performance characteristics related to software mobility o f pervasive computing 
environments. Specifically, availability can be increased by decoupling interaction 
from mobility and data traffic can be reduced by introducing different ways o f  
migration (mobilitypatterns).
The proposed system decouples interaction from mobility by identifying mobility patterns which 
are used to reduce the generated data traffic. It also introduces a method that allows sharing of 
availability constraints across a distributed system. By using a novel algorithm that takes into 
consideration agent and agent server constraints, MoDeS is able to improve the availability 
performance of such a system.
The design of the system, defines the relevant entities, the required protocols as well as the 
algorithms needed for the decision making. The Application Programming Interface is also 
analysed. In parallel, a notation is presented to distinguish among interaction and mobility plans.
134
Chapter 6. Conclusion
Simulations were created, in order to evaluate the hypothesis and to compare the suggested 
method with the current approach to agent mobility. The benefits of the approach are analysed per 
agent interaction by comparing each distinct factor individually. A mobility heuristic is also 
considered and analysed, that takes into consideration the interaction plan globally rather than 
step-by-step.
6.1 Contributions to the Literature
The main contribution of this thesis is the examination of the research hypothesis. The system was 
designed with focus on the possible problems arising from the deployment of software mobility, 
at an application level, on pervasive computing devices connected on large heterogeneous 
networks like the Internet. The outcome was the design of the Mobility Decision System analysed 
and evaluated throughout this thesis. The development of the system yielded different challenges 
which encompassed the advantages but also the limitations of following such an approach. In this 
section we discuss these challenges and we evaluate how they were met and resolved.
6.1.1 Decoupling of interaction from mobility
Typically, in the agent literature, the expression of an interaction between two or more entities 
that are able to migrate is strongly coupled with a single way of mobility. Software and hardware 
mobility assumes that the client/requester of a service is the only entity that moves prior to 
interaction. In software mobility the client code or the mobile agent is the one that moves to a 
provider of a service by explicitly using the command/instruction go or move. In hardware 
mobility it is the client device that can relocate and keeps a constant link with a stationary server. 
Though in hardware mobility the relocation of a server causes greater difficulties than benefits, in 
software mobility it was shown that there exist situations whereby moving the provider of service 
is more beneficial.
A major consideration consequently was the need to decouple interaction from mobility. This was 
done by identifying different ways of migration termed mobility patterns. Apart from the current 
approach of requester-to-provider, the opposite provider-to-requester has been explored as well as
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one where the two interacting entities meet at a different location {meeting point). Eventually, 
since MoDeS regards agents as a collection of components, the system provides eight different 
ways (mobility patterns) whereby a request of interaction can be converted into a mobility plan.
6.1.2 Increase in Performance
In terms of performance three distinct factors have been identified as important in such 
environments: availability, data traffic and latency. In principle an increase in performance should 
include either an increase in availability or a decrease in data-traffic or latency.
Availability performance is increased in MoDeS due to the concept of sharing the availability 
constraints and the expression of the requirements of the agents among servers. When MoDeS is 
compared to the current R2P approach the results show better performance. This is more obvious 
in situations with multiple hops per agent plan and while the constraints of the system increase. 
The drawback in this case is that more data traffic is generated from the exchange of that 
information. Another disadvantage is the latency that is incurred by the execution of the 
availability algorithm that calculates what patterns are possible for each hop.
Data traffic can be consistently decreased due to the use of mobility patterns thus providing better 
performance. Even when the generated traffic from the information sharing protocol was 
considered, MoDeS proved to be more efficient. This increase in data traffic is more beneficial in 
situations where components of agents move instead of the entire agent.
Regarding performance in terms of latency MoDeS incurs additional latency during the 
availability checking. As a result of using the afore-mentioned method of sharing availability 
constraints a system may experience additional latency during the exchange of information as 
well as during the decision-making process. Although this amount of latency cannot be compared 
directly with current techniques -  since this assessment is not considered in them - ,  the outcome 
of increased availability makes this drawback a minor issue in most situations. However, there are 
still situations in time-critical systems where it is more important to execute some interaction 
plans within a time frame than execute all of them outside that frame.
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6.2 Requirements and Applicability of MoDeS
Throughout this thesis, MoDeS was presented in the form of a decision system with specific 
algorithms, protocols and representation of the entities involved. In fact, there are three distinct 
ways in which the discussed enhanced performance can be applied. One is the integration of 
MoDeS as presented in this thesis, into future or existing systems. The former would not entail 
many difficulties if the requirements are considered during the design of the new system. On the 
other hand, the integration of MoDeS into an existing system may prove demanding, since it may 
require as much as a complete rewrite of basic functions of the agent platform. Another way is to 
use MoDeS as an external service that provides a suggestion/decision for a pattern of migration. 
With this technique MoDeS can be embedded more easily to existing platforms since it does not 
demand internal changes. However, the most likely way to apply MoDeS is to use the principles 
of this methodology and modify existing platforms or implement future ones based on these 
concepts. Still, there are four requirements that are needed for MoDeS to be applicable to any of 
the above techniques.
The first is that the agent servers of a system that incorporates MoDeS should be able to 
distinguish between interaction plans and mobility plans. These servers should be able to 
implement mobility patterns. That means that they should be able not only to despatch agents for 
interaction, but also to receive agents, create the relevant environment and execute them locally in 
the manner that each mobility plan suggests. The fulfilment of this requirement is integral for the 
reduction of the data-traffic in the system.
The second requirement is that MoDeS introduces another level of system and user related 
information. That is the definition of availability or mobility constraints. In the present work 
constraints have been defined at the mobility level that relate to actual implementation and 
execution characteristics and not at the security level (authentication and authorisation).
The third requirement is for that the agent servers should be able to request pertinent information 
about the mobility constraints of other agent servers and agents. This means that the protocol that 
is used for this sharing of information should be embedded in the system. The implementation of 
both the second and third requirements is relevant to the increase of a system’s performance in 
terms of availability.
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In terms of reducing data-traffic, the fourth requirement is that software mobility is implemented 
by mobile agents that are collections of components. And although this was argued to be the best 
approach for a large heterogeneous environment (i.e. mobility patterns, reusability of 
components), it may not always be possible. The use of components in the system affects 
indirectly both availability and data traffic performance. If components are not used, then the 
possible mobility patterns become three instead of eight. Hence in terms of availability, the 
algorithm has fewer patterns to look-up -  so latency is decreased -  but will be able to resolve 
fewer interactions depending on the amount of constraints. In terms of data traffic, the selection 
will be among moving the whole of the requester agent, the whole provider agent, or both to a 
meeting point. Still, comparatively to the requester-to-provider (R2P) approach, MoDeS will be 
able to produce better results in both cases.
If these requirements are met, then MoDeS can be used in its full scope. Still, the applicability 
relies first, on platform developers and their ability or willingness to modify their existing systems 
to provide the above requirements, and second, to future mobile agent system designers and their 
flexibility regarding their system specifications.
6.3 Future Directions
Since this work is closely related to software mobility, the threats that jeopardise that research 
community become implications of this work. The heterogeneity of the Internet taught us that the 
attempt to establish a single “Internet programming language” or to establish a singular solution 
to application level problems may be naïve and superficial [Kotz 1999]. Similar idealistic notions 
can be found in the mobile agent literature. The creation and proliferation of standards has already 
started and could be the only way to go in order to achieve a greater audience and acceptance 
[Lange 1999]. However, there is another major challenge that has to be addressed by the mobile 
code community. That challenge is the social implications the concept of mobile code carries 
[Jessup 2002]. In general, the process that leads towards acceptance and trust of a foreign code is 
time-consuming. The solution has to be implemented in two steps; the first is to make ordinary 
users familiar with the benefits of the approach and the second to make them aware of the risks 
and educate them on how to avoid those risks.
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It seems that the implication of the presented work lies mainly with how difficult it is to update 
existing systems to integrate MoDeS. Although, the overall work may complement current 
systems it also contradicts some of their characteristics. For example, MoDeS attempts to support 
more than one development language, whereby most of current mobile agent implementations 
differ by supporting only one. Still, the benefits of implementing mobility patterns at these 
systems remain. In other words, the issue here is that most of the existing mobile agent systems 
were developed for a specific application with a specific task in mind. Thus it is at the developers’ 
digression which property of MoDeS is relevant to each distinct system; may that be improvement 
of data traffic or availability.
Another major threat against using MoDeS is the exponential complexity that occurs in situations 
where network costs have to be calculated. Throughout this work, the cost communication among 
agent servers was considered to be equal regardless of who the originator and who the destination 
was. Thus it was not taken into account during the decision process of either which mobility 
pattern was generating less traffic or which meeting point was selected. However, if different 
network costs came into play there is a need for an additional algorithm that has to consider these 
costs during the above decisions. A possible solution may be to map a single migration to the 
network topology that it will use to migrate. Then, by applying the Dijkstra algorithm^, the best 
route can be determined.
The present work has investigated a different approach to software mobility by considering the 
migration of either the requester or the provider of a service. The work has defined and presented 
a system through the perspective of the mobile agent paradigm, since that paradigm was 
considered as the most suitable to illustrate the benefits of the suggested approach. The proposed 
Mobility Decision System should be considered as an addition to current or future software 
mobility systems. That includes either code migration techniques or mobile agent systems. The 
main focus was, however, towards large-scale networked environments that consist of a mixture 
of mobile devices with restricted processing and storage capabilities with limited connectivity, 
and servers with non-restricted processing and storage competence with high connectivity. The 
details of such environment depict the ideal ubiquitous computing environment, where mobile 
devices represent users on the network and the servers represent providers of various services.
 ^This algorithm finds the shortest path between two graph vertices in a graph. [Dijkstra 1959]
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It was shown that such environments can benefit from the present work in most aspects of 
performance. As already analysed, the main performance characteristics to be considered are 
availability, data traffic and latency. Evidently, specific situations will benefit more from one 
aspect and other situations from a mixture of either the two or three of them. A challenge that 
emerges for the potential designer or developer is to adjust the threshold for each of these metrics 
according to the target application or even better, dynamically according to the situation at hand. 
For example, a possible scenario may be that although high availability is sought after, there is a 
restriction that the algorithm should not exceed a specific time threshold. In the same notion, a 
similar scenario could exist where the fast response to one’s request is more important than data 
savings, even across a system where data traffic should be kept to minimum.
Another research challenge that was identified during the course of this research was in 
converting some higher level security constraints into the lower level mobility constraints. It has 
been argued that if the actual migration of the entities is considered as the lowest level of the 
system then the decision making of MoDeS should be regarded as one step prior to that. If further 
up is the execution stage then in between there should be the security layer of the system, where 
authentication and authorisation of entities takes place. An interesting question arises then if there 
is a way of converting some of these security constraints to the lower level mobility constraints. 
By doing that, these constraints will be included in the mobility decision making process and 
specific restrictions will stop migrations that could end up being executed in vain.
Various heuristics and optimisation algorithms can be explored on the selection of meeting points 
and on the extraction of the best mobility plan from the interaction plan. During this work the 
decision relied either on a step-by-step basis or at looking each agent plan globally. However, 
benefits may exist on examining an ever more global approach of analysing plans of groups of 
agents or even of all agents from an agent server.
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Appendix A
A Formalisation of the MoDeS processing
Based on the above concepts, the processing and functionality of MoDeS has been formalised^, to 
help future analysis and development.
To model the system let S  = set o f  servers and A = set o f  agents. Each agent has a unique server 
on which it is created, its home server, i.e. we have a function
home : A ^ S
Note: The function home need not be on-one [injective] nor onto [suijective] since several agents 
may be from the same server and some servers may not ‘create’ any agents.
Each agent has an associated list/set of servers on which it is willing/able to run, rather than 
describing this as a function from A to the set of-all subsets of S, P(S) we consider it as a relation
can run on : 6"
So, we have the associated function can run on^ : A P(S)  defined by 
can_run_on^(a) = {5  e  *51 a can run on 5 }, the set of servers that a can run on.
 ^Formalisation proposed  by Nick Antonopoulos and D avid  Pitt.
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Definition: Given a relation p : X < ^ Y w e  define : X - y  P(x)  by p^ = {y e Y  \ x p y }  .
Likewise we have a relation linking each server to the agents permitted/allowed to run on it
allows :S  A  
and we have allows^ : 6" ->  P(A)
At any instant we have a function
i s o n  : A - ^ S
defining the location of each agent.
If we wished to model the fact that some agents were in transit we could allow
i s o n  : A \ - ^ S
to be a partial function. Then
a 0 dom(is_on)
if a is in transit.
We observed that an agent can only go to (and then run on) a server if it can run on the server and 
the server will allow it. Thus we define
c a n g o t o  :A<ryS  by
can go to = can run on n  (allows"^) (1)
Then we note that an agent can only be on a server if it is permitted to go there. For all a, t agents 
a E: A  and t e T  :
a can_go_to{i s_on(t ){a))  (2)
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We will make the assumption that initially an agent is on its home server, i.e.
ison(a) = home(a)) (3)
whence by (2) we would have
a can_goJo(home(a)) (4)
and so by (1) we have
a c a n r u n o n  (home(a)) (5)
and home(a) allows a (6 )
It is a direct consequence of this that
allow^(home(«)) ^  0  (7)
and can_m n_on^(a) 0  (8)
In general though we want all servers to be willing to run something
allows^ (5 ) #  0  for all s e  S  (9)
and all agents to be willing to run somewhere, [in fact (8) gives this] 
can_run_on^(a) ^  0  for all a e  A
We have three modes of interaction a R  2 P b where agent a can go to server that b is on.
Definition: a R 2 P  b a can_go_to(is_on(6)) (10)
157
__________________________________________________________________Appendices
Note if we observe that is_on"* is a relation is_on“* : S  <ry A  then we have 
R 2 P  can go to o (is_on~^) (11)
where ° is relational composition.
Our second mode a P 2 R  b where the provider agent comes to the requester agent is given 
by
Definition: a P 2 R  b b can_go_to(is_on(«)) (12)
Or P 2 R  (can go to o (is_on)"^)  ^ (13)
= R 2 P - '
If neither a nor b can run on the server where the other is then they must migrate to a server they 
can both go to.
Given a pair of agents (a,b) then we define the set of possible servers MP(a,6) by
M P(a,6) = can_go_to^(a) n  can_go_to^(6) (14)
Proposition: For any pair of agents a,b we have
1. MP(a, b) = MP(6, a) (15)
2. a R 2 P  b => M P(a,6) 0  (16)
3. a P 2 R  b => M P(a,6) ^  0  (17)
Proof:
1. Definition ofMP(a,6) is symmetric in a and b, since n is commutative.
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2. Let a R 2 P  b then we have
a c a n _ g o _ t o  is_on(b)  
but i s o n  Ç  can_go_to
so b c a n _ g o _ t o  is_on(b)
whence is_on(6) e  M P(a,6)
3. a P 2 R  6 => 6 P 2 R  a
=^MP(b,a)  ^  0  by proof (2).
=> M P(a,6) #  0  by proof (1).
Thus we have that two agents can interact if  M ?(a ,b) ^  0  and we define:
a c a n in te ra c tw ith  b (M P(a,6) #  0 )
So we have proved that two agents can interact if and only if  there exists a server where they can 
both go. Based on the above formalisation the pseudo-code of the MoDeS processing is in Listing 
6.
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set array IP = interaction plan of agent [GUIDs of each server agent]
set array servers = GUID of each server in system
set array agent_attr = tuple of agent's home_server and type
set array agent_cons = set of required labels
set array server_attr = set of tuples [home_server, type] to denote allowable agents
set array server_cons = set of provided labels for that server
set my_agent_attr = tuple of client agent's home server and type 
set array my_agent_cons = set of required labels of client agent
set array my_server_attr = set of tuples [home_server, type] to denote allowable agents for 
the home server of the client
set array my_server_cons = set of provided labels for the home server of the client agent 
set array agent cache = empty // to hold details about agents 
set array server_cache = empty // to hold detail about servers 
set array results = empty // to hold the mobility plan
foreach server_agent in IP do {
home_server = get_server(server_agent) 
if (home_server is in server_cache) then { 
server_attr = server_cache[home_server][0] 
server_cons = server_cache[home_server][1]
} else {
(server_attr,server_cons) = set_server_details(home_server) 
save details in server cache
}
if (server_agent us in agent_cache) then { 
agent_attr = agent_cache[server_agent][0] 
agent_cons = agent_cache[server_agent][1]
} else {
(agent_attr,agent_cons) = get_agent_details(home_server,server_agent) 
save_details in agent_cache
// check for R2P
if (my_agent_cons c  server_cons AND 
my_agent_attr c server_attr) then { 
push home_server into results
// check for P2R
elsif (agent_cons c my_server_cons AND 
agent_attr ç my_server_attr) then {
push (get_server(client_agent) into results
// check for possible Meeting Points 
else {
foreach candidate_server in server_cache do { 
server_attr = server_cache[candidate_server][0] 
server_cons = server_cache[candidate_server][1] 
if {[my_agent_cons u  agent_cons] c server_cons AND 
[my_agent_attr u  agent_attr] c server_attr) then { 
push candidate_server into results 
stop further interactions
}
}
if (not found) then {
foreach candidate_server in servers do {
(server_attr, server_cons) = get_server_details(candidate_server) 
save details in server_cache 
remove candidate_server from servers 
if {[my_agent_cons v  agent_cons] c server_cons AND 
[my_agent_attr u  agent_attr] c server_attr) then { 
push candidate_server into results 
stop further interactions
}
}
}
if (not found) then { 
send error to agent 
break;
}
/ ________________________________________________________________________________
Listing 6: The formalisation of the Availability Algorithm
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Figure 6-8; Latency results per plan with 5 hops
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L a t e n c y  (2 5 %  C o n s t r a i n t s ,  10  h o p s )
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Figure 6-9: Latency results per plan with 10 hops
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L a t e n c y  ( 2 5 % C o n s t r a i n t s ,  2 5  h o p s )
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Figure 6-10: Latency results per plan with 25 hops
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MoDeS benefits (25% Constraints, 1 hop)
I MoDeS data tra ffic  benefit per agent plan /tim e □  MoDeS availability benefit per agent plan / time
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Figure 6-11: MoDeS benefits with 1 hop
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MoDeS b en efits (25% Constraints, 2 hops)
MoDeS data traffic benefit per agent plan /time □  MoDeS availability benefit per agent plan / time
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Figure 6-12: MoDeS benefits with 2 hops
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M oD eS  b e n efits  (2 5%  C o n s tra in ts , 5 hops)
I MoDeS data traffic benefit per agent plan /time □  MoDeS availability benefit per agent plan / time
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Figure 6-13: MoDeS benefits with 5 hops
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MoDeS benefits (25% Constraints, 10 hops)
I MoDeS data traffic benefit per agent plan /time □  MoDeS availability benefit per agent plan / time
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Figure 6-14: MoDeS benefits with 10 hops
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M o D eS  b e n e fits  (2 5 %  C o n s tra in ts , 25  hops)
I M oD eS data tra ffic  benefit per agent plan /tim e  □  M oD eS  availability  benefit per agent plan / tim e
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Figure 6-15: MoDeS benefits with 25 hops
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