Abstract-For bistatic forward-looking synthetic aperture radar (BFSAR), motion errors induce two adverse effects on the echo, namely, azimuth phase error and residual range cell migration (RCM). Under the presumption that residual RCM is within a range resolution cell, residual RCM can be neglected, and azimuth phase error can be compensated utilizing autofocus methods. However, in the case that residual RCM exceeds the range resolution, two dimensional defocus would emerge in the final image. Generally speaking, residual RCM is relatively small and can be neglected in monostatic SAR. While the unique characteristics of BFSAR makes the residual RCM exceeding range resolution cell inevitable. Furthermore, the excessive residual migration is increasingly encountered as resolutions become finer. To cope with such a problem, minimumentropy based residual RCM correction method is developed in this paper. The proposed method eliminates the necessity of the parametric model when estimating the residual RCM. Moreover, it meets the practical needs of BFSAR owing to no requirement of exhaustive computation. Simulations validate the effectiveness of the proposed method.
I. INTRODUCTION
Synthetic aperture radar (SAR) has been used in many civilian and military fields with its all-weather and day/night ability [1] . However, the azimuth resolution is greatly limited in the forward-looking terrain for monostatic SAR, which restricts the application in airplane navigation, landing, etc. Then bistatic forward-looking SAR (BFSAR) arouses researchers concern, and the radar platform configuration mode, resolution theory, field test, and imaging algorithms are studied [2] - [6] .
In order to obtain the desired azimuth resolution, relative motion between platforms and the desired scene is the key point. Nevertheless, it introduces range cell migration (RCM), which induces a strong azimuth-range coupling in BFSAR, at the same time. RCM correction is essential to compensate the RCM and eliminate the azimuth-range coupling in frequency domain imaging algorithms. However, due to the motion errors and approximations in imaging algorithms, RCM cannot be compensated completely. When the residual RCM is within a range resolution cell, residual RCM can be neglected. This is the general presumption for almost all the existing autofocus algorithms, such as phase gradient autofocus (PGA), Mapdrift (MD), phase difference (PD) and metric-based autofocus.
Generally speaking, residual RCM is relatively small and can be neglected in monostatic SAR. While the unique characteristics of BFSAR makes the residual RCM exceeding range resolution cell inevitable. On one hand, the separated platforms of BFSAR induce motion errors much larger than the errors in monostatic SAR raw data. On the other hand, range walk, the linear component of RCM, is only taken into consideration in the imaging algorithms of BFSAR, while the range curvature and the higher order terms are neglected. However, the impacts of these higher order terms become serious when the resolution gets higher. In this situation, residual RCM correction becomes a necessary procedure for BFSAR imaging.
To correct residual RCM, two alternative strategies are available. One is to estimate the azimuth phase errors firstly, and then calculate the residual RCM from the estimated azimuth phase errors by exploiting their analytical relationship. In [7] , the range compressed data is processed to a new coarser range resolution so that the presumption for autofocus is met. Therefore, the azimuth phase errors can be obtained using autofocus from the new range compressed data and then the residual RCM can be calculated and compensated. However, as the azimuth phase errors is estimated in coarse resolution, the estimation precision of azimuth phase errors and residual RCM can't satisfy the demands of high resolution BFSAR. Besides, range curvature and the higher order terms, which are neglected in the imaging algorithms, cannot be compensated.
The other one is to estimate the residual RCM independently. The residual RCM correction method proposed in [8] is based on the image quality metrics in [9] . The residual RCM made to the echoes are modeled as a polynomial, and the coefficients of this polynomial are chosen to optimize a global quality by minimising the image entropy or maximizing the image contrast. However, parametric model of the residual RCM restricts the estimation accuracy.
In this paper, based on the entropy metric, we present a relatively simple non-parametric correction algorithm for BFSAR to estimate the residual RCM. In this algorithm, a coordinate descent scheme is employed, where we minimise the entropy by sequentially updating the residual RCM parameters one at a time. From the derivation, the optimal single entropy-minimizing residual RCM parameter can be obtained in analytical form as the solution of a polynomial equation, 
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Expand (2) at t = 0 to its Taylor series and R(t) can be rewritten as
The linear and quadratic terms in (5) are called the range walk and range curvature, respectively. Using the Doppler centroid estimation method in [10] , range walk migration can be estimated. After range compression and range walk compensation, a coarse range focusing signal can be obtained.
For the range profile of the coarse range focused signal, nevertheless, residual range cell migration (RCM) ∆R(t) still remains uncompensated.
Residual RCM introduces a 2-D defocus in the final image. In order to obtain high resolution BFSAR image, residual RCM correction is essential before the azimuth procedures such as autofocus, nonlinear chirp scaling (NLCS) [?] and azimuth compression. In the following section, a residual RCM correction method based on minimum entropy is proposed.
III. RESIDUAL RCM CORRECTION
In this section, dominant scatterers are selected from the BFSAR image as the input of the proposed residual RCM correction method. The reason for the adoption of dominant scatterers is that the signal-noise ratio (SNR) in the area of dominant scatters is high, which can directly cause high residual RCM estimation accuracy.
The problem of residual RCM correction can be formulated as [9] z(m, n) =
where m, n and k are the indices of range, azimuth bins and range frequency, respectively, and M , N are the numbers of range and azimuth samples, respectively. s (k, n) denotes the FFT results of the coarse range focused signal with respect to range yields, z(m, n) is the signal after residual RCM correction, and ∆R n is the residual RCM in the nth azimuth bin. An entropy-based residual RCM estimation method is proposed to estimate the ∆R n (n = 1, 2, · · · , N ) in (5).
A. Minimum-entropy estimation
In the minimum-entropy residual RCM correction algorithm, ∆R n is designed to minimize the entropy of z(m, n).
Where
Entropy can be used to measure the smoothness of a distribution function. It is generally acknowledged that the BFSAR images with better range focusing quality have smaller entropy. Owing to this property, BFSAR residual RCM correction is performed by satisfying the global minimum-entropy criterion to find ∆R n (n = 1, 2, · · · , N ). The minimum-entropy residual RCM estimate can be obtained by where
Since there is no closed-form solution for (8) , one needs to use an iterative numerical minimization procedure to solve for the optimal range displacement parameters.
B. Coordinate descent
In this subsection, an iterative method based on coordinate descent to solve for the optimal residual RCM parameters in (8) . In the coordinate descent optimization, each parameter is optimized in turn, while holding the remaining parameters constant. For our application, coordinate descent is applied to maximize the objective function in (8) .
Suppose that the residual RCM at the qth iteration for the nth parameter is estimated. In coordinate descent scheme, an iteration is defined as a complete cycle through all N range displacement parameters. All the other residual RCM variables are fixed at constants, where the first (n − 1) parameters have already been updated in the qth iteration. Now, the objective function reduces to a function of a single variable ∆R n .
C. Analytical solution Function (9) is a typical scalar minimization problem, and a computationally expensive numerical line-search can be utilized. Here, the optimal single minimum-entropy parameter can be obtained in analytical form, thus enabling a fast procedure with no line-search steps.
Expand E(∆R n ) in (9) at ∆R q n to its Taylor series as follow and the cubic and higher order items are ignored.
The first and second order derivatives of entropy with respect to ∆R n are obtained in the following.
can be calculated by (13) and (14). By solving for E (∆R n ) = 0 ,a closed-form solution for (9) is obtained, which results in the following update equation.
The proposed iterative method constructs a local quadratic curve to gradually approach the extremum of the objective function (9) . Moreover, in order to make the iteration converge towards a minimum point, these quadratic curves should be convex and namely satisfy (16).
At this stage, residual RCM can be estimated and corrected precisely. Then, azimuth procedures such as autofocus, NLCS and azimuth compression should be performed to get the well focused BFSAR images.
IV. EXPERIMENTAL RESULTS
Simulation experiment is performed to verify the theoretical analysis and proposed residual RCM correction method. Table  I lists the main parameters used in the simulation. Two nominal parallel linear flight paths are assumed for BFSAR imaging. But in reality, deviations from these nominal linear trajectories of transmitter and receiver are introduced in X, Y and Z direction. The deviation in the X-direction accounts for along-track nominal velocity changes that are generally compensated via an on-board adjustment of the pulse repetition frequency or, via azimuth re-sampling of SAR raw data. Therefore the forward velocity errors are assumed to be negligible, and we focus on how the deviations of the other two directions affect the residual RCM. The motion errors in Y and Z direction are shown in Fig.2 . A ground point target is assumed to be located in the scene center and the coordinates of the other two target are (100, 0, 0)m and (−100, 0, 0)m respectively. Therefore, all the targets in the echo signal are related to range displacements induced by the radars' maneuver.
The simulation results are shown in Fig.3(a) and Fig.3(b) . Fig.3(a) is the data after range compression and RCM correction while Fig.3(b) denotes the residual RCM corrected data. The figures suggest that the residual RCM is corrected well for the case of multiple point targets.
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