Abstract. In this article, we give explicit proofs of certain commutator relations among the elementary generators for the elementary orthogonal group EOA(Q ⊥ H(P )), where A is a commutative ring, Q is a non-singular quadratic A-space and H(P ) is the hyperbolic space of a finitely generated projective module P with the natural quadratic form. These relations have helped us in establishing a Local-Global Principle of D. Quillen for the Dickson-SiegelEichler-Roy (DSER) elementary orthogonal transformations in [1] . Also, these relations will be used to obtain further information about this orthogonal group and in comparing it with a similar group studied by Guoping Tang.
Introduction
Localisation is one of the most powerful tools in the study of structure of quadratic modules and more generally, of algebraic groups over rings. It helps to reduce many important problems over arbitrary commutative rings to similar problems for semi-local rings. Localisation comes in a number of versions such as localisation and patching, proposed by Daniel Quillen [6] and Andrei Suslin [8] , and localisation-completion, proposed by Anthony Bak [2] . Both of these methods rely on the yoga of commutators. This term was coined by Hazrat, Stepanov, Vavilov, Zhang [4] and stands for a large body of common calculations, known as conjugation calculus and commutator calculus. Their main objective is to obtain explicit estimates of the modulus of continuity in s-adic topology for conjugation by a specific matrix, and to calculate mutual commutator subgroups, nilpotent filtration etc. These calculations are elementary, in a strict technical sense. But being elementary does not mean that these are easy.
For elementary orthogonal groups, commutator relations is a useful tool for establishing theories like Local-Global Principle, normality etc. In this article, we establish certain commutator relations among Amit Roy's elementary orthogonal transformations defined in [7] for quadratic spaces with a hyperbolic summand over a commutative ring. These relations helped us to establish the Local-Global Principle for Roy's group of orthogonal transformations over a polynomial extension [1] .
These transformations (over fields) are known as Siegel transformations or Eichler transformations in the literature. Amit Roy generalized these transformations in his thesis (1967) over any commutative ring R. We shall call these the DSER elementary orthogonal transformations or just (Roy's) elementary orthogonal transformation group. Note that these transformations of Roy's have been further extended to form rings by L.N. Vaserstein (when the ring is local), and A. Bak (to the general case) in their thesis (respectively).
In this article, we give the explicit proofs of certain commutator relations among the elementary generators for the group EO A (Q ⊥ H(P )). As an interesting by-product, one realizes from the yoga of commutators in this elementary orthogonal group that it mimics Tang's well-known group in some features defined in [9] and the unitary group of Bass defined in [3] . Tang's elementary Hermitian group has five type of generators while Roy's group also has five type of generators such as E α , E * β (generators defined by Roy) and generators of the type E α , E δ , E α , E * β , E * β , E * γ (the commutators of those two generators), where α, δ ∈ Hom(Q, P ) and β, γ ∈ Hom(Q, P * ). A detailed comparison of these sets of generators and also of 58 relations among those generators [9, Lemma 8.2 ] has yet to be done. Also in an ongoing work, we address the normality of the group EO A (Q ⊥ H(P )) and the nilpotent structure of K 1 -group of Roy's orthogonal group.
The idea behind the commutator relations in this article is originated from the computations done for smaller dimensional examples, using the computer algebra system GAP.
Preliminaries
Let A be a commutative ring in which 2 is invertible. A quadratic A-module is a pair (M, q), where M is an A-module and q is a quadratic form on M . A quadratic space over A is a pair (M, q), where M is a finitely generated projective A-module and q : M −→ A is a nonsingular quadratic form. Let M * denote the dual of the module M . Let B q be the symmetric bilinear form associated to q on M , which is given by B q (x, y) = q(x + y) − q(x) − q(y) and d Bq : M → M * be the induced isomorphism given by d Bq (x)(y) = B q (x, y), where x, y ∈ M . Given two quadratic A-modules (M 1 , q 1 ) and (M 2 , q 2 ), their orthogonal sum (M, q) is defined by taking M = M 1 ⊕ M 2 and q((x 1 , x 2 )) = q 1 (x 1 ) + q 2 (x 2 ) for x 1 ∈ M 1 , x 2 ∈ M 2 . Denote (M, q) by (M 1 , q 1 ) ⊥ (M 2 , q 2 ) and q by q 1 ⊥ q 2 .
Let P be a finitely generated projective A-module. The module P ⊕ P * has a natural quadratic form given by p((x, f )) = f (x) for x ∈ P , f ∈ P * . The corresponding bilinear form B p is given by B p ((x 1 , f 1 ), (x 2 , f 2 )) = f 1 (x 2 ) + f 2 (x 1 ) for x 1 , x 2 ∈ P and f 1 , f 2 ∈ P * . The quadratic space (P ⊕ P * , p), denoted by H(P ), is called the hyperbolic space of P . A quadratic space M is said to be hyperbolic if it is isometric to H(P ) for some P . The quadratic space H(A), denoted by h, is called a hyperbolic plane. The orthogonal sum h ⊥ h ⊥ · · · ⊥ h of n hyperbolic planes is denoted by h n .
Let Q be a quadratic A-space and P be a finitely generated projective A-module. Now let M = Q ⊥ H(P ). This is a quadratic space with the quadratic form q ⊥ p. The associated bilinear form on M , denoted by ·, · , is given by y) ) for all a, b ∈ Q and x, y ∈ H(P ), where B q and B p are the bilinear forms on Q and P . Let M = M (B, q) be a quadratic module over A with quadratic form q and associated symmetric bilinear form B. Then the orthogonal group of M is defined as follows:
where Aut(M ) be the group of all A-linear automorphisms of M . For any A-linear map α : Q → P (β : Q → P * ), the dual map α t : P * → Q * (β t : P * * ≃ P → Q * ) is defined as α t (ϕ) = ϕ • α (β t (ϕ * ) = ϕ * • β) for ϕ ∈ P * (ϕ * ∈ P * * ). Recall from [7] ,
where ε is the natural isomorphism P → P * * ) and is characterized by the relation
In [7] , A. Roy defined the "elementary" transformations E α , E * β of Q ⊥ H(P ) given by
for z ∈ Q, x ∈ P and f ∈ P * . Observe that these transformations are orthogonal with respect to the above quadratic form q ⊥ p. We found it difficult to give a meaningful set of commutator relations for the set of generators {E α , E * β | α ∈ Hom A (Q, P ), β ∈ Hom A (Q, P * )}. Let Q and P be free A-modules. In this case, we could conceive of a natural set of generators, for which we could develop the commutator machinery. These generators will be denoted by E α ij , E * β ij below. We proceed to define these now. Let P and Q be free modules of rank m and n respectively, then we can identify P , P * and Q with A m , A m and A n respectively. Let {z i : 1 ≤ i ≤ n} be a basis for Q, {g i : 1 ≤ i ≤ n} be a basis for Q * , {x i : 1 ≤ i ≤ m} be a basis for P and {f i : 1 ≤ i ≤ m} be a basis for P * .
Let p i : A n −→ A be the projection onto the i th component and η i : A −→ A n be the inclusion into the i th component. Let α ∈ Hom(Q, P ). Let α i , α ij ∈ Hom(Q, P ) be the maps given by
Then α * i , α * ij ∈ Hom(P * , Q) be the maps given by
One can also see that this definition of α * i , α * ij coincides with the one obtained by applying
If w i = Σ n j=1 y j z j for some y j ∈ A, then w ij = y j z j ∈ Q. For 1 ≤ i ≤ m and 1 ≤ j ≤ n, the maps α * i and α * ij 's are given by
. Now defining the maps β i , β ij , β * i , β * ij similarly and extending these to the whole of Q⊕P ⊕P * , we will get the maps as follows: For z ∈ Q, x ∈ P , f ∈ P * ; 1 ≤ i ≤ m and 1 ≤ j ≤ n;
In other words,
In the special case when i = k, using the fact that x i , f k = 0, we obtain
Corollary 3.5. For any i, j, k, l with 1 ≤ i, k ≤ m, 1 ≤ j, l ≤ n, i = k and for a, b, c, d ∈ A with ab = cd, the following equation holds.
Proof. Similar to Corollary 3.2.
Remark 3.6. For any i, j, k, l with 1 ≤ i, k ≤ m, 1 ≤ j, l ≤ n and i = k, the commutator
is given by
] is given by
Proof. For β, γ ∈ Hom(Q, P * ) and for any i, j, k, l with 1 ≤ i, k ≤ m and 1 ≤ j, l ≤ n, we have
Corollary 3.8. For any i, j, k, l with 1 ≤ i, k ≤ m, 1 ≤ j, l ≤ n and for a, b, c, d ∈ A with ab = cd, the following equation holds.
Remark 3.9. In the following sections, we may assume conditions on indices such that the commutator is non-trivial.
Triple commutators.
Lemma 3.10. Let α, δ ∈ Hom(Q, P ) and β ∈ Hom(Q, P * ). Then for any i, j, k, l, p, q with
where λ kj = α kl δ * pq β ij and ξ pj = −δ pq α * kl β ij .
Proof. For α, δ ∈ Hom(Q, P ), β ∈ Hom(Q, P * ) and for any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n and k = p, we have
(by Lemma 3.1).
Hence we have
Now we have
By Remark 3.6, if i = k, we have
and hence
Similarly, if i = p, we have
Now we consider the following possible conditions on the indices. (2) , and (4), we have (3), (2), and (5), we have
Case(iii)
Corollary 3.11. For any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n, i = k and k = p and a, b, c, d, e, f ∈ A with abc = def and a 2 bc = d 2 ef , the following equation holds.
Proof. For any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n, i = k and k = p and a, b, c, d, e, f ∈ A with abc = def and a 2 bc = d 2 ef , we have
Lemma 3.12. Let α, δ ∈ Hom(Q, P ) and β ∈ Hom(Q, P * ). Then for any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n and k = p, the triple commutator E α ij , E δ kl , E * βpq is given by
where µ kj = δ kl β * pq α ij .
(by Remark 3.6).
By Lemma 3.1, if i = k, we have
(by Lemma 3.1)
Now we consider the following possible conditions on the indices.
Case(i): i = p
If i = p, then by Equations (7), (6) and (8), we have
then by Equation (7), we have
Corollary 3.13. For any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n, i = p and k = p and a, b, c, d, e, f ∈ A with abc = def and a 2 bc = d 2 ef , the following equation holds.
Proof. Similar to Corollary 3.11.
Lemma 3.14. Let α ∈ Hom(Q, P ) and β, γ ∈ Hom(Q, P * ). Then for any i, j, k, l, p, q with
where ν pj = −γ pq α * kl β ij .
Proof. For α ∈ Hom(Q, P ), β, γ ∈ Hom(Q, P * ) and for any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n and k = p, we have
In otherwords,
If i = p, by Lemma 3.7, we have
Now we consider the following possible conditions on the indices. (10), (9) and (11), we have
Corollary 3.15. For any given i, j, k, l, p, q where 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n, such that i = k and k = p and a, b, c, d, e, f ∈ A, E *
Lemma 3.16. Let α ∈ Hom(Q, P ) and β, γ ∈ Hom(Q, P * ). Then for any i, j, k, l, p, q with
where η kj = β kl γ * pq α ij and .
If i = p, then by Equations (13), (12), and (14), we have (13), (12), and (15),, we have
Case(iii): i = p and i = k.
If i = p, then by Equation (13), we have
Corollary 3.17. For any i, j, k, l, p, q with 1 ≤ i, k, p ≤ m, 1 ≤ j, l, q ≤ n, i = k and k = p and a, b, c, d, e, f ∈ A with abc = def and a 2 bc = d 2 ef , the following equation holds.
3.3. Another set of commutators.
Lemma 3.18. Let α ∈ Hom(Q, P ) and β, γ, µ ∈ Hom(Q, P * ). Then for any i, j, k, l, r, s, p, q
Now if k = r, then Equation (16) becomes E *
and if i = r, then Equation (16) becomes E *
Lemma 3.19. Let α, δ, ξ ∈ Hom(Q, P ) and β ∈ Hom(Q, P * ). Then for any i, j, k, l, r, s, p, q
otherwise . 
Now if k = p, then Equation (17) 
Now if k = r and i = p, then by Equation (18),
