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Abstract 
Biomass, as a renewable energy resource, can be utilized to generate chemicals, heat, and 
electricity. Compared with biomass combustion, biomass gasification is more eco-
friendly because it generates less amount of green gas (CO2) and other polluting gases 
(NOx and SO2). 
This research is focused on biomass gasification using a circulating fluidized bed. In the 
gasifier, fully fluidized biomass particles react with water vapor and air to generate 
syngas (CO and H2). A comprehensive model, consisting of three modules, 
hydrodynamics, mass transfer and energy transfer modules, is built to simulate this 
process using ANSYS Fluent software and C programming language. In the 
hydrodynamics module, the k-epsilon turbulence equations are coupled with the 
fluctuating energy equation to simulate gas-particle interaction in the turbulent flows 
occurring in the riser. In the mass transfer and energy transfer modules, heat transfer and 
mass transfer in turbulent flows are simulated to solve for the profiles of temperature and 
species concentration in the gasifier. The impacts of thermal radiation, water gas shift 
reaction (WGS), equivalence ratio (ER), and char combustion product distribution 
coefficient are also investigated to gain deeper understanding of biomass gasification 
process.  
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Chapter 1 
Introduction 
1.1 Background 
Nowadays, highly developed industries consume enormous amount of fossil fuels. 
However, as limited natural resources, fossil fuels cannot be re-generated and will be 
depleted in future; meanwhile, their soaring prices also enforce us to seek for alternative 
energy resources. Biomass, as a renewable energy source, can be considered as an 
alternative to match increasing demand from industries [1]. Additionally, some biomass 
conversion technology such as biomass gasification can also be beneficial in decreasing 
greenhouse gases emissions [2]. 
Instead of simply being burned, biomass can be utilized to generate chemicals, electricity, 
and heat through gasification process. Compared with  biomass combustion, biomass 
gasification has a lower environmental impact due to less greenhouse gas emission [3], 
and this process can be applied not only to generate power but also to synthesize some 
chemicals such as ammonia, methanol or higher alcohols [4]. Furthermore, the 
application of biomass gasification can also conserve the finite fossil energy resources, 
reduce the dependency on fossil fuels, and enhance energy security [5]. 
Many types of gasifiers are employed in industry, and are categorized into three groups, 
fixed bed gasifiers, fluidized bed gasifiers, and entrained flow gasifiers, as shown in 
Figure 1. 
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Figure 1: Types of Gasifiers 
Fixed bed gasifiers are generally suitable for small scale gasification production and can 
also be used in some areas such as drying, absorption, and calcinations [6]. However, due 
to poor mixing of air and solid particles, mass and heat transfer in such gasifiers is less 
efficient than other types of gasifiers, and longer reaction residence time is required to 
achieve full conversion of carbonaceous solid fuels.  
In a fluidized bed gasifier, solid fuel particles are generally fed at the side of the gasifier 
while air or oxygen gas enters at the bottom of the gasifier. Solid fuel particles suspend or 
move up in the gasifier due to the drag force of upward gas flow, acting as a fluid. Since 
solid fuel particle are fluidized by the gasifying agents, the mixing of gas and solid in 
fluidized gasifiers are then more thorough than fixed bed gasifiers. Consequently, mass 
and energy transfer in fluidized gasifier becomes highly efficient. 
Figure 2 demonstrates the hydrodynamic transition from a fixed bed to a transport bed. 
As shown in the figure, in a fixed bed reactor, solid particles reside on the grate where the 
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air percolates through. Since the gas velocity is very slow, solid particles cannot move 
and the bed remains in a stationary state. 
However, once the gas velocity increases and reaches the “minimum fluidization 
velocity”, the bed starts to expand. As seen in Figure 2, with further increase in gas 
velocity, the hydrodynamics of bubbling fluidized bed (BFB) then appears. Bubbles are 
formed when the gas flows through the bed. Some solid particles are entrained in the 
rising bubbles, but most of them will be disengaged from the gas stream and eventually 
fall down to the bed when the bubbles erupt above the solid bed.  
When the gas velocity further increases, a regime of fast fluidized bed then starts to form. 
As displayed in Figure 2, the solid bed does not exist anymore and all of solid particles 
are suspended in the gas due to high gas superficial velocity (3.5-5.5 m/s). Some particles 
may collide and stick to each other to form clusters. Bigger particles and clusters may 
remain near the bottom, while smaller particles and clusters may move up to higher 
locations. In industry, a gasifier with a fast fluidized bed is generally called circulating 
fluidized bed (CFB) gasifier and the term “circulating” means that the particles carried 
away from the gasifier by the product gases can be captured in an external cyclone and be 
circulated to the gasifier. 
Pneumatic transport region is evolved from a fast fluidized-bed when the gas velocity 
keeps increasing. As shown in Figure 2, all particles are lifted up by the gas stream. A 
large scale migration of particles occurs due to higher gas velocity, and the distribution of 
particles becomes more uniform than circulating fluidized bed gasifiers. 
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Figure 2: Transition from a Fixed Bed to a Transport Bed Gasifier 
As another type of gasifier, entrained flow gasifiers are essentially concurrent reactors. In 
an entrained gasifier, pulverized coals, together with the gasifying mediums (oxygen and 
steam), are injected into the gasifier to generate syngas. Entrained flow gasifiers are 
widely applied in commercial gasification plants. However, this type of gasifier is mainly 
designed for coal gasification and may not be suitable for biomass gasification. In 
entrained gasifiers, coal is generally pulverized to tiny particles to gain high fuel 
conversion. However, biomass pulverization can be hardly implemented and the cost of 
biomass pulverization can be very high. On the other hand, biomass may be unable to 
provide the same amount of energy as a coal to maintain the high temperature operation 
of an entrained gasifier, given that the heating values of biomasses (about 17.5-20.8 
MJ/kg for wood) are much lower than coals (about 36-37 MJ/kg for Anthracite [7] ).  
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Therefore, compared with entrained gasifiers, fluidized bed gasifier such as BFB and 
CFB gasifiers are more favorable for biomass gasification. Among all types of fluidized 
gasifiers, the technology of CFB gasifier is more promising, considering the fact that in 
such a gasifier turbulent flow pattern provides better mixing between gases and biomass 
particles and more efficient heat and mass transfer.  
However, due to the complexity of multiphase turbulent flows in circulating fluidized bed 
gasifiers, design and scale-up of such type of gasifiers becomes very challenging. 
Currently, the design of fluidized bed gasifier is mostly based on empirical correlations 
and experimental work. However, this issue can be addressed by more detailed CFD 
modeling, and the detailed patterns of velocity, gas composition, and temperature inside 
gasifiers can also be useful for gasifier design and process optimization. 
1.2 Research Objectives and Scope 
As shown in Figure 3, a comprehensive computational fluid dynamics (CFD) model, 
consisting of hydrodynamics, mass transfer and energy transfer modules, will be 
developed and utilized to simulate CFB biomass gasification using ANSYS Fluent 
software and C programming language.  
In the hydrodynamics module, the Eulerian-Eulerian approach is applied to build this 
CFD model, the solid phase is treated as a continuum. According to the kinetic theory of 
granular flow, phase pressure, and bulk viscosity of the solid phase can be estimated by 
the fluctuation energy equation. The equation of motion is coupled with the standard k-
epsilon turbulence model to simulate the hydrodynamics of gas-particle system in the 
CFB gasifier.  
In the mass transfer and energy transfer modules, the species transport equation is applied 
to describe the gas composition distributions and the energy equation is used to simulate 
thermal conduction, convection, and radiation in the gasifier. The kinetics of 
heterogeneous char reactions and homogeneous gas phase reactions are integrated with 
the mass and energy conservation equations to simulate chemical reactions in the CFB 
gasifier.  
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Figure 3: Simulation Framework of Biomass Gasification in a CFB 
The main motive of this research is to build a framework of CFD modeling of biomass 
gasification using a CFB reactor, and the CFD model can be further used as a tool for 
design and process optimization of such type of gasifiers. In order to fulfill our goal, the 
following tasks will be done: 
 To build a hydrodynamic model to describe the profiles of solid volume fraction 
and investigate the impact of drag model and standard wall function on the CFD 
modeling of gas-particle system in a riser of the CFB system.  
 To establish a three dimensional (3D) steady-state  CFD model to predict the 
profiles of velocity, solid volume fraction, temperature, and gas composition in a 
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CFB gasifier, and examine the effect of thermal radiation, the water gas shift 
reaction (WGS), and the equivalence ratio (ER), on the CFD modeling of CFB 
biomass gasification.  
 To set up a three dimensional unsteady-state CFD model to investigate the effect 
of char combustion on the predictions of gas composition and gasifier temperature 
in a CFB biomass gasifier. 
1.3 Thesis Outlines 
Chapter 2 mainly describes hydrodynamic simulation of a gas-particle system in a riser. 
A literature review of hydrodynamic study is presented in Section 2.1. The descriptions 
of mathematical model are provided in Section 2.2. The settings of hydrodynamic model 
are described in section 2.3. In section 2.4, the simulation results are compared and 
validated by experimental data and the impacts of the standard wall function and drag 
models are also discussed. The conclusions of hydrodynamic model are presented in 
Section 2.5. 
Chapter 3 mainly discusses the CFD modeling of CFB biomass gasification. A literature 
review of biomass gasification simulation is first given in the introduction section. The 
governing equations such as the momentum, mass, and energy equations as well as the 
kinetics of heterogeneous char reactions and homogeneous gas-phase reactions are 
provided in Section 3.2. The impact of thermal radiation, the water gas shift (WGS) 
reaction, and the equivalence ratio are discussed in the section of Results and Discussion.  
Chapter 4 is mainly focused on the role of char combustion production distribution 
coefficient in the CFD modeling of biomass gasification. The mathematic model and the 
settings are presented in Section 4.2 and 4.3, respectively. The effect of distribution 
coefficient of char combustion on the predictions of gas composition and temperature is 
discussed in Section 4.4 and is summarized in Section 4.5.  
Finally, the conclusions of the current studies and the recommendations for future work 
are summarized in Chapter 5. 
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Chapter 2 
CFD Modeling of Gas-Particle Flow in a Circulating Fluidized 
Bed Riser* 
2.1 Introduction 
Circulating fluidized bed (CFB) is widely applied in many chemical processes, such as 
biomass gasification, combustion, and catalytic cracking [8, 9]. However, optimal design 
and scale-up of a CFB system is quite challenging due to the complexity of turbulent 
flow pattern in risers serving as reactors in the systems. Thus, a quantitative 
understanding of hydrodynamics of the gas-particle system in the risers is crucial for 
designing such systems [10].  
The turbulent flow patterns of gas-particle system in the risers are generally simulated in 
two approaches: Eulerian-Lagrangian and Eulerian-Eulerian methods [11].  In the 
Eulerian-Lagrangian approach, the gas phase is regarded as a continuum, while the 
particle phase is treated as a discrete phase. Trajectories of particles as well as mass and 
momentum transfer are calculated using the soft sphere or hard sphere model. The 
simulation using this approach requires enormous amount of computing resources 
because every particle in the system is tracked and calculated at the same time. Thus, this 
approach may not be efficient for the simulation of a large-scale CFB, which generally 
contains millions of particles [12].  
The Eulerian-Eulerian (E-E) approach consumes much less computing resources. In this 
technique, both gas and particle phases are considered as interpenetrating continuum. The 
conservation of mass and momentum equations are applied as governing equations, and 
the interphase momentum transfer is described by drag models [13]. Due to the 
assumption of continuum, the properties of solid phase such as phase pressure, shear 
viscosity, and bulk viscosity need to be defined explicitly.  A fluctuating energy equation 
was then developed from the kinetic theory of granular flow and was applied to calculate 
these properties for the closure of governing equations [14, 15].  
* Liu H., Biglari M., Elkamel A., Lohi A., The Impacts of Standard Wall Functions and 
Drag Model on the Turbulent Modeling of Gas‐Particle Flow in a Circulating Fluidized 
Bed Riser. The Canadian Journal of Chemical Engineering, 91(2013) 707‐714. 
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Numerous works have been done for modeling of granular flow in risers of CFB, but 
many of them were laminar models [9, 16-19], as the kinetic theory of granular flow was 
initially developed and applied for laminar models [20].  
The hydrodynamic models were mainly established and developed for the simulations of 
chemical processes such as fluid catalytic cracking, circulating fluidized bed gasification 
and combustion [13, 21]. To this purpose, the laminar “cold” models (hydrodynamic 
models) need to be further integrated with mass and energy transport equations. However, 
since the hydrodynamic systems in these processes are definitely turbulent, regarding the 
effects of heat and mass transfer in turbulent flows, turbulence models are more 
appropriate than laminar models. Thus, in this chapter, a turbulence model is established 
and integrated with the kinetic theory of granular flow to simulate the hydrodynamics of 
gas-particle system in a riser. The main focus of this study is to develop not only a purely 
hydrodynamics model but also a model potentially applicable for simulations of chemical 
processes. 
For hydrodynamic studies, the profile of solid concentration in the near-wall region is an 
emphasis. For laminar models, the semi-empirical boundary equations proposed by 
Johnson and Jackson [22] were proved to be effective to predict the distribution of 
particles in the near-wall region [9], while, for turbulence models, the boundary 
conditions are generally controlled in the wall functions to simulate the dramatic change 
of momentum and energy. Because of the importance of boundary conditions, the 
impacts of wall function are investigated in this chapter. 
Solid distributions in risers can also be significantly influenced by different types of drag 
models. The drag model developed by Gidaspow, et al. [23] is commonly used. However, 
as claimed by Yang, et al. [21], the conventional drag models may not be adequate 
methods for the heterogeneous flow structures in dense solid phases, because this type of 
drag model was mainly derived from the experimental data of homogenous systems. 
Another type of drag model, the energy-minimization multi-scale (EMMS) approach, was 
reportedly capable of predicting the heterogeneous structure of dense solid phase [21, 24]. 
In this chapter, both of these two types of drag models were tested and compared. 
10 
 
Additionally, the impact of particle-particle restitution coefficient is also examined, as it 
plays an important role in simulating hydrodynamics of particle-gas system [15].  
2.2 Gas-particle model description 
2.2.1 Continuity equations  
Mass balance for each phase is computed by the following continuity equations [25]: 
  0g g g g gvt                                                                                                       (1) 
  0s s s s svt
                                                                                                          (2)    
where  and v  are the density and velocity for each phase, respectively,   is the volume 
fraction, g  and s   stand for the gas phase and the particle phase, respectively.  
2.2.2 Conservation of momentum equations 
Due to turbulent flow patterns in risers of CFB, turbulent momentum equations are 
appropriate for modeling of the gas-particle hydrodynamics. 
The Momentum equations for turbulent flow include: 
  '( ) ( ) ( )g g g g g g g g g g g g s gv v v p g v vt                                           (3) 
  '( ) ( ) ( )s s s s s s s s s s s s s g sv v v p p g v vt
                                       (4)
  
where p is the pressure,   is the drag coefficient, g  and s  are the laminar stress tensors 
for the gas and particle phases, respectively, and 'g and 's  are the Reynolds stress tensor 
for the gas and particle phases, respectively. They are defined as follows [26]: 
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 , , ? , , , , ,2( )3Tg s g s g s g s g s g s g s g sv v                                                                     (5) 
where  is the shear viscosity,   is the bulk viscosity, and   is an unit tensor. g  is zero 
for a gas. 
 ', , , , , , , , , , ,2 ( )3t T tg s g s g s g s g s g s g s g s g s g s g sv v k v                                                (6) 
and 
2
,
, ,
,
g st
g s g s
g s
k
C                                                                                                                (7) 
where t  is the turbulent viscosity, k  is the turbulent kinetic energy,   is the dissipation 
rate of turbulent kinetic energy, and  0.09C  [27]. 
k  and    are modeled in the following modified k-epsilon equations for multiphase flow 
[27]: 
           , tt tji ii i i i i i i i i i k i i i i ij j ji i j i j j i i
k j j i i
k v k k G C k C k v v v v
t
                  
                    
                             
(8) 
         1 , 2 3 tt tji i ii i i i i i i i i i k i i i i ji j ij i ji j ij i j j i i
i j j i i
v C G C C C k C k C k C k v v
t k   
                     
                           
                             
(9) 
where ,i j  stand for the gas and particle phase, ,i g s , ,j s g ;  k ,  , 1 C  , 2 C  , and
3 C  are 1.0 ,1.3  , 1.44 , 1.92 , and 1.2 , respectively [28, 29]. Other parameters are 
defined as follows: 
2
,
t
k i iG S                                                                                                                        (10) 
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mlS S                                                                                                                           (11) 
 1 ( )
2
m l
ml
l m
v vS
v v
                                                                                                            (12) 
 2jiC  , and 2( )1
ji
ij
ji
C

                                                                                              (13) 
where , ?m l represent coordinate directions, and  ji  is defined as: 
t
ji
ji F
ji
                                                                                                                            (14)   
 
21
t
t i
ji
C
                                                                                                                 (15) 
 ( )j j jFji V
i
C
                                                                                                           (16) 
 
t
ji i
t
i
v
L
                                                                                                                         (17) 
 3
2
t i
i
i
kC                                                                                                                      (18) 
 
3
23
2
t i
i
i
kL C                                                                                                                  (19) 
21.8 1.35C cos                                                                                                           (20) 
where 0.5VC  , and   is the angle between the average particle velocity and the relative 
velocity [27]. The k-epsilon equations are applied to both the gas and particle phases. 
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2.2.3 Fluctuating energy equation 
The kinetic theory of granular flow was developed from classical kinetic theory of non-
uniform dense gases, assuming the random motion of particles analogous to the thermal 
motion of gas molecules [30]. According to this theory, the pressure and viscosity of 
particle phase are closely related to the random motion of particles. A concept “granular 
temperature” was introduced, and it was defined to be proportional to the kinetic energy 
of particle motion [31]. An energy balance equation, so-called fluctuating energy 
equation, was formulated for the kinetic energy of particle random motion in which the 
energy was generated by the particle shear stress and was dissipated through the inelastic 
collisions between the particles [32]. Using Equations 21 to 25, the fluctuating energy 
equation (Eq. 26) is defined.  
Particle phase pressure: 
  0 sΘ[1 2 1 e g α ]s s sp                                                                                                 (21) 
where Θ is the granular temperature 
Bulk viscosity of particle phase: 
  124 Θ1 ( )
3s s s
e     																																																																																																																	ሺ22ሻ	
where e  is the restitution coefficient. 
Shear viscosity of particle phase: 
     
1
2 2 2
0 0
0
2 4 4 Θ[1 1 ] 1 ( )
1 5 5
dil
s s s s pe g d g ee g
                                                   (23) 
1
25 Θ
96
s p
dil
d                                                                                                              (24) 
where pd  is the particle diameter,  and 0g  is the radial distributional function and is 
defined as follows: 
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1
2
1
0
3 [1 ]
5
s
smax
g 
     
                                                                                                      (25) 
where smax  is the maximum volume fraction of the particle phase. 
Fluctuating energy equation: 
   Θ3 Θ : 3 Θ
2
s s
s s s
vv q
t r
                                                                   (26) 
where q  is the flux of fluctuating energy and is defined as: 
 Θq                                                                                                                            (27) 
   
1
12
2 2 2
0
0
150 Θ 6 Θ[1 1 ] 2 1 ( )
384(1 ) 5
s p
s s s p
d
e g d e
e g
                                                 (28) 
and   is the collisional energy dissipation rate, defined as follows: 	
 
1
22 2
0
p
4 Θ3 1 Θ( )
d πs s se g v  
       																																																																																		ሺ29ሻ	
In this simulation work, the default setting for modeling granular temperature in the 
software of Fluent is used by neglecting the convection and diffusion terms in Equation-
26 [27]. 
2.2.4 Interphase momentum exchange between the gas and particle phases 
The interphase momentum exchange has a major impact on momentum balance for each 
phase, and is described by the multiplication of the drag coefficient   to the slip velocity. 
There are many drag coefficient models, but they are mainly in two categories: the 
conventional drag models and the energy minimization multi-scale models (EMMS) [33]. 
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2.2.4.1 Conventional drag models 
The conventional drag models were generally derived from the data of particle terminal 
velocity and pressure drop, and the mostly applicable model was proposed by Gidaspow 
et al. (1992). This model is a combination of the Wen and Yu model [34] and the Ergun 
equation [35] in which the calculation of drag coefficient is switched between the two 
models using a porosity condition as shown below: 
For 0.8g   
2
2150 1.75
g s g ss g
Ergun
g p p
v v
d d
   
    (Ergun model)                                                   (30)                             
For 0.8g   
2.65
&
3
4
g s g g s g
Wen Yu d
p
v v
C
d
   
          (Wen and Yu model)                                    
(31)                                                                            
0.68724 [1 0.15( ) ]d g p
g p
C Re
Re
                                                                                      (32) 
g g s p
p
g
v v d
Re


                                                                                                          (33) 
Based on Gidaspow’s model, an additional switch function and a correlation factor,  , 
shown below, were formulated by Lu and Gidaspow [13] to attain a smooth transition 
between the two coefficient calculations. 
&(1 )Ergun Wen Yu                                                                                                     (34) 
 150 1.75 0.2
0.5s
arctan  
                                                                                 (35) 
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2.2.4.2 EMMS models 
Some energy minimization multi-scale (EMMS) models were developed to describe 
heterogeneous nature of gas-solid fluidization and the model results were reported to gain 
a good agreement with experimental data. 
In the EMMS approach, the flow in a riser is considered to consist of two pseudo phases, 
cluster and dilute phases [33]. The momentum equations were first applied to the dense 
phase, the dilute phase, and all of the particles, respectively. The pressure balance 
between the dense and dilute solid phase as well as the mass balance between the gas and 
particles were also established. Based on the constraints defined by the momentum and 
mass balance equations, an objective function to minimize the energy for suspending the 
whole solid phase was then solved [33]. The flow structure parameters such as diameter, 
fraction of clusters, and the slip velocity can be obtained through minimizing the energy 
under given conditions. All of these parameters will be used to compute a so-called 
“structure based” drag coefficient, which will be incorporated into a conventional drag 
model to calculate the interphase momentum exchange in a gas-particle system [36].  
A drag correlation model using EMMS approach was derived by Yang, et al. [21] based 
on some simplifications on the calculations of parameters such as the voidage at 
minimum fluidization, the maximum voidage for particle aggregating, and the voidage of 
dense phase. This drag model is shown as follows [21]: 
Yang model: 
For 0.74g   
2
2150 1.75
g s g ss g
Ergun
g p p
v v
d d
   
    (Ergun model)                                                   (36)                        
For 0.74g   
&
3
4
g s g g s
Wen Yu d
p
v v
C
d
                                                                                         (37) 
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2
0.02140.5760
4( 0.7463) 0.0044g
          for  0.74 0.82g                                     (38) 
2
0.00380.0101
4( 0.7789) 0.0040g
          for  0.82 0.97g                                     (39) 
31.8295 32.8295 g                  for  0.97g                                                           (40) 
2.2.5 Standard Wall conditions  
Many experiments have found that three types of layers exist in the near-wall region for 
turbulent flows: the layer closest to the wall is called as “viscous sub-layer” in which the 
flow is mainly laminar and the laminar viscosity plays a dominant role; the outmost layer 
is the “inertial sub-layer” where the turbulent flow is fully developed; the layer between 
these two layers is named as buffer layer [37].  
The flow conditions in the near-wall region are very important for modeling turbulent 
flows because the variations of velocity in this region are significant and have a big 
impact on the mean velocity of bulk flow [38]. 
The so-called “standard wall functions” are used to describe the velocity distribution in 
the near-wall region. For the computational fluid dynamics (CFD), instead of solving the 
velocities in each layer separately, the nodal velocities in the wall-adjacent cells are 
generally solved using only one set of equations, either the one for inertial sub-layer or 
viscous sub-layer as shown below [39]: 
A dimensionless velocity *U  and a wall unit *y  were defined below: 
1 1
4 2
*
/
P P
w
U C k
U                                                                                                                  (41) 
1 1
4 2
* P PC k yy 

                                                                                                               (42) 
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where PU  is the mean velocity at the nodal point P of the wall-adjacent cell,  and Py  is 
the distance between the point P and the wall. 
Then, for *11.225 300y   (inertial sub-layer) 
* *1 ln( )U Ey                                                                                                                 (43) 
and for * 11.225y   (viscous sub-layer) 
* *U y                                                                                                                              (44) 
where   and E are a constant, 0.4187 and 9.793, respectively [27]. 
As indicated by Albets-Chico, et al. [38], the wall functions for the inertial sub-layer are 
more preferable and can provide more correct approximation for modeling of high 
Reynolds number flows than the functions for the viscous sub-layer.  
2.3. Simulation parameters and settings of the particle-gas system 
All of the equations were solved in Fluent using finite volume method. The simulation 
results for the particle-gas system were validated by the experimental data from Parssinen 
and Zhu [40] and Parssinen [41]. The simulations were implemented on the 2-D grids, 
which were discretized non-uniformly in the radial direction and were divided equally in 
the axis direction. The computational grids have the identical dimensions with the 
experimental risers. However, since the experimental data is only available for a half of 
riser, considering axisymmetric structure of the riser, a half of the computational 
geometry was built with a radial distance of 0 to / 2D  for this simulation work. 
The particle velocity at the inlet was specified as a constant and was calculated by the 
following equations:  
,
,
s
s inlet
s s inlet
Gv                                                                                                                   (45) 
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where sG  is the solid mass flux, and ,s inlet is the solid volume fraction at the inlet. 
The gas velocity at the inlet was specified by the following parabolic profile: 
2
,?.
,
,?
2
1
(1 )
g sup
g inlet
s inlet
v rv
R
         
                                                                                         (46) 
where ,?s inlet  is the solid volume fraction at the inlet, ,?. g supv  is the gas superficial velocity, 
r  is the radial distance from the riser’s centerline to the measuring point, and R is the 
radius of the riser. The pressure at the outlet was set as a constant, atmospheric pressure. 
The wall functions were applied to both of the gas and particle phases.  
The coupling and correction between pressure and velocity were solved using the 
SIMPLE algorithm [42]. For the 2-D unsteady-state model, the size of time step was 
0.001 second with 500 iterations to achieve fully convergence at every time step. The 
profile of volume fraction was time–averaged after reaching the quasi-steady state. The 
convergence criterion of 31 10   was selected for the absolute scaled residual between 
two sequential iterations. The detailed modeling settings of the particle (67 m )-gas 
system were shown in Table 1. 
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Table 1: Flow properties and simulation parameters of the particle (67ߤ݉)-gas system 
Properties of gas and particle flows Parameter  values 
Mean Particle diameter (݀௣) 67 ߤ݉ 
Density (ߩ௦) 1500 ݇݃/݉ଷ 
Solid mass flux (ܩ௦) 300 ݇݃/݉ଶݏ 
Superficial gas velocity (ݒ௚,௦௨௣.) 5.5  ݉/ݏ 
Boundary conditions  
Inlet condition (gas, particle) Velocity inlet 
Volume fraction of particle phase at 0.25 
Outlet condition (gas, particle) Atmospheric pressure 
Wall condition (particle) No-slip 
Wall condition (gas) No-slip 
Computational Grid Settings  
Inner diameter of the riser (ܦሻ 76 ݉݉ 
Height of the riser 10 ݉ 
Radial distance from the centerline (ݎ) 38 ݉݉ 
Number of cells 15ൈ400 
Modeling methods and settings  
Multiphase modeling approach Eulerian-Eulerian 
Turbulent flow modeling k-epsilon equations 
Gas-solid drag model Gidaspow’s model 
Restitution coefficient  0 
Granular temperature modeling Algebraic 
2.4 Simulation results and discussions of the particle-gas system 
2.4.1 Grid study for the standard wall functions 
In this section, four grids with different resolutions 4000-cell grid (10x400), 6000-cell 
grid(15x400),8000-cell grid ( 20x400), and 12000-cell grid (30x400), are built, and the 
21 
 
volume fraction profiles at various heights are compared with the experimental data [40, 
41]. The schematic diagram of 6000-cell grid is shown in Figure 4. 
 
Figure 4: Schematic Diagram of 6000-cell (15x400) Grid 
All of the simulations from the three grids, 4000-cell grid, 6000-cell grid, and 8000-cell 
grid, predict a core-annular flow structure, a main feature of solid flows in risers where 
dense solids mainly accumulate in the near-wall region while dilute solids move upwards 
in the core of the riser [43].  
The comparisons between the predicted profiles of solid volume fraction and the 
experimental data at the heights of 6.34 and 9.42 meters are shown in Figures 5 to 8. 
Figures 5 and 6 show that the volume fraction profile from the 6000-cell grid presents a 
better prediction than the 4000-cell grid. As shown in Figures 7 and 8, the most matched 
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simulation results are still from the 6000-cell grid, the 8000-cell grid provides very 
similar results, and the worst predictions are from the 12000-cell grid.  
 
Figure 5: Comparison of Solid Volume Fraction: 4000-cell Grid vs. 6000-cell Grid 
(H=6.34) 
 
 Figure 6: Comparison of Solid Volume Fraction: 4000-cell Grid vs. 6000-cell 
Grid (H=9.42) 
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Figure 7: Comparison of Solid Volume Fraction: 6000-cell Grid vs. 8000-cell Grid vs. 
12000-cell Grid (H=6.34) 
 
Figure 8: Comparison of Solid Volume Fraction: 6000-cell Grid vs. 8000-cell Grid vs. 
12000-cell Grid (H=9.42) 
It is seen that the excessively fine grid (12000-cell) does not provide a good prediction 
for the turbulence model. It seems that the principle of grid independence is not followed 
in the near-wall region. As indicated by Fluent [27], the simulation results for turbulent 
flows may tend to be grid-dependent, compared with laminar flows, and the similar 
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trends of grid-dependence in the near-wall region were also observed by Salim and 
Cheah [44]. 
The standard wall functions were actually derived from a set of “semi-empirical” 
formulae, in which the law-of- the-wall or the logarithmic law of the wall was 
assumingly followed for the momentum and temperature in the near-wall region [27, 37]. 
Saving computation resources is the main reason that the wall functions are widely 
applied in CFD software. On the other hand, in case that a  fully numerical approach is 
used,  since the transport properties in the near-wall region generally change very quickly 
i.e., hundreds of times faster than the rest of fluid, very fine meshes in the near-wall 
region are then required for a good accuracy. The computation time for this region can 
reach up to 3-300 times of computation time required for the rest of fluid; meanwhile, the 
part of this region only accounts for 1% of the fluid volume [45].  
In spite of the simplicity of the wall functions, the grid-dependence in the near-wall 
region appears to be an issue for the applications of the functions [46]. Considering that 
the logarithmic law of the wall is only effective in the inertial sub-layer 
( *11.225 300y  , defined in Fluent), one should follow the main premise for the 
standard wall functions strictly: the grid point in the first cell near the wall needs to be 
placed in the fully turbulent inner region (for this study, also called as inertial sub-layer) 
[47]. A very close or faraway location for the first grid node may result in worse 
predictions for the near-wall region [46, 48]. Noticing that the accuracy of standard wall 
function depends on the values of y*of the near-wall mesh, Chieng and Launder B.E. [49], 
Johnson and Launder [50], and Craft, et al. [51] made some efforts to improve the 
formulae. However, since this type of model is still in the process of being improved and 
developed, the complete grid independence in the near-wall region may not be 
guaranteed. 
In this case study, the wall functions coupled with the turbulence model are separated in 
two sets of equations: the wall functions for the inertial sub-layer and the ones for the 
viscous sub-layer. The selection of the set of functions will depend on the range of *y , 
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which is proportional to Py , the distance between the cell centroid P and the wall, shown 
in Equation 42. 
Since the values of Py  for the 12000-cell grid are smaller than the 6000-cell grid, the 
values of *y  for the12000-cell grid are also smaller than the ones of the 6000-cell grid, as 
shown in Figure 9. Therefore, the wall functions for the viscous sub-layer are then 
applied to the 12000-cell grid; in other words, the computation boundary layer of 12000-
cell grid is narrower than the actual inertial sub-layer of turbulent flows and falls in the 
region of actual viscous sub-layer. As the standard wall function may not present very 
accurate results for the viscous sub-layer, a discrepancy from simulation results is then 
observed.  
 
Figure 9: Comparison of Y* Value: 6000-cell grid vs. 8000-cell grid vs.12000-cell grid 
However, as seen in Figures 5 to 8, in most of the regions of computation geometry 
except the near-wall region, the principle of grid independence is still well-followed in 
the radial range of 0-0.03 m. All of the four grids from the coarse grid to the finest one, 
the predictions are very similar and gain a good agreement with the experimental data.  
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It is found that the wall functions play a significant role in the near-wall region for the 
turbulence model and a mesh with proper value of *y  (11.225< *y <300) is desirable for 
the turbulence model. In this case study, both the coarse grid (4000-cell) and the 
excessively fine grid (12000-cell) does not provide a good prediction due to the grid 
dependence of the stand wall functions. 
2.4.2 Particle- particle restitution coefficient  
The particle-particle restitution coefficient, in the range of 0 to 1.0, is another influential 
factor, which can affect particle phase pressure, solid bulk, and shear viscosities based on 
the kinetic theory of granular flow. Restitution coefficient of 1.0 indicates the particle 
collisions are elastic, whilst the coefficient of less than 1.0 means that the particle 
collisions are inelastic.  
As shown in Figures 10 and 11, case 1 (restitution coefficient =0) presents a better 
prediction than case 2 (restitution coefficient=1.0). The main reason is that a higher value 
of restitution coefficient may generate a higher prediction of solid viscosity, as shown in 
Figure 12. This relationship between restitution coefficient and solid viscosity was also 
found by Cloete  and Amini [15].  
 
Figure 10: Solid Volume Fraction Profiles using Different Restitution Coefficients: e=0 
vs. e=1.0 (H=6.34 m) 
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Figure 11: Solid Volume Fraction Profiles using Different Restitution Coefficients: e=0 
vs. e=1.0 (H=9.42 m) 
 
Figure 12: Solid Viscosity Comparison: e=0 vs. e=1.0 
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wall y*, the value of y* in case 2 is then much smaller than the one of case 1, as 
illustrated in Figure 13. Again, the role of standard wall function starts to take effect, and 
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the functions of inertial sub-layer, highly recommended for turbulent flow, are then 
applied to case 1, while the functions of viscous sub-layer are used for case 2. So, similar 
to the grid study, the discrepancies are then observed in case 2. 
 
Figure 13: Comparison of Wall y*: e=0 vs. e=1.0            
As discussed above, the impact of restitution coefficient is important. The restitution 
coefficient, as an important tuning parameter, must be applied in caution [15]. The impact 
of standard wall functions can’t be neglected for turbulence models when the value of 
restitution coefficient is changed. Varying the value of restitution coefficient may 
influence the predictions of solid viscosity and the values of wall y*, and consequently, 
the discrepancies of solid fraction profiles may be generated due to the grid dependence 
of standard wall functions. It should be noted that the role of restitution coefficient for 
turbulence model may be different from the one for laminar models, as the standard wall 
functions are only coupled with turbulence models. Therefore, for laminar models, the 
impact of restitution coefficient on the prediction in the near-wall region may not be as 
obvious as this study.                                
2.4.3 Conventional drag coefficients vs. EMMS drag coefficients 
Interphase momentum exchange, described by drag coefficient, plays an important role in 
the momentum balance of the gas-particle system. As mentioned earlier, there are 
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numerous drag models for granular flows, which are mainly categorized into two types of 
models, the conventional and the EMMS models. In this study, three drag models, 
Gidaspow’s, Lu’s, and Yang’s models, are individually coupled with the turbulence 
model to investigate the impacts on the predictions of solid volume fraction in the riser. 
As mentioned by Yang, et al. [21], flow structures in risers are actually heterogeneous 
rather than homogeneous, and the formations of clusters are evident when the particles 
act with the air. As shown in Figure 14, a cluster-based structure is seen in the contour 
plot of solid fraction from Yang’s model. In Figure 15, a temporal-varying feature is also 
shown in the profile of the averaged volume fraction from Yang’s model, and each peak 
point indicates a passing of particle cluster. The similar temporal-varying characteristic 
was seen from the experimental data of Zhu and Zhu [52] and the simulation results of 
Atsonios, et al. [24]. In comparison with the EMMS models, as indicated by our 
simulation, the averaged solid volume fraction from Gidaspow’s model is mostly 
constant after the quasi-steady state. The patterns of solid distribution in the riser are 
mainly uniform as displayed in Figure 16. The temporal-varying feature and cluster-
based structure are not seen from the profiles of Gidaspow’s Model. It may be because 
the conventional models were mainly developed from the homogeneous experimental 
data such as the data from fixed beds [21]. 
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Figure 14: Contour of Solid Volume Fraction from Yang’s (EMMS) Model 
 
Figure 15: Time-series of Volume Fraction Profile at H=6.34 meter (EMMS Model) 
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Figure 16:  Contour of Solid Volume Fraction from Gidaspow’s Model 
In Figure 17, it is clearly seen that the profile from Yang’s model demonstrates three 
regions existing in the riser: dense-phase region with high solid concentration at the 
bottom of the riser, transition-phase region with intermediate solid concentration in the 
middle of the riser, and dilute-phase region with low solid concentration at the top of the 
riser, which follow the similar trend as indicated by Zhu and Zhu [52], whilst in the 
profile from Gidasopow’s model, the transition from dense to dilute phase is not as 
obvious as the former. However, it should be noted that in the bottom part of the riser, the 
averaged solid volume fraction from both of the two models are smaller than the 
experimental data. The underestimation of solid volume fraction by CFD models was 
also observed by other researchers [9, 16, 53]. The discrepancy may be due to the 
simplifications of computation for dealing with such complex systems [9].  
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Figure 17: Comparison of Axial Voidage Profiles: Gidaspow Model vs. EMMS Model 
 As shown in Figures 18 and 19, the profile of Lu’s model is quite similar to Gidaspow’s 
model, and in Figure 19, these two profiles fully overlap. It is also shown that EMMS 
model (Yang’s model) doesn’t present a good agreement with the experimental data in 
the radial direction. It may be because the EMMS models were mainly developed under 
some specific settings of flow structures such as cluster diameter corrections, the voidage 
of minimum fluidization, and the voidages of pseudo dilute and dense phases[21, 33]. 
These settings may be effective for the system described by Yang, et al. [21], but they 
may not be fully suitable for the current flow system. As mentioned by Shah, et al. [33], 
an EMMS model based on one particular flow system may not be fully valid in another 
flow system, and this may cause the discrepancies as seen in Figures 18 and 19. 
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Figure 18: Comparison of Solid Volume Fraction Profiles: Conventional Models vs. 
EMMS Model at H=6.34 m 
 
Figure 19: Comparison of Solid Volume Fraction Profiles: Conventional Models vs. 
EMMS Model at H=9.42 m 
However, as seen in Figures 14, 15, and 17, Yang’s model or the EMMS models can at 
least capture three main features of solid flow such as cluster formations, temporal 
varying profile, and three distinct solid phases in a riser. Should the appropriate structure 
parameters be available for this gas-particle system in the future study, the discrepancy 
can definitely be improved.  
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2.5 Conclusions 
A 2-D gas-solid multiphase model incorporated with the kinetic theory of granular flow 
was built to simulate the granular flow in a riser for a small particle (67 m )-gas system, 
and the k-epsilon turbulent equations were applied to simulate turbulent behaviors in the 
fluidized bed riser. The simulation results were compared with the experimental data of 
Parssinen and Zhu [40] and Parssinen [41], and a good agreement was achieved.  
A grid study was conducted to examine the impact of grid discretization on the 
simulation results. From the comparisons, it was seen that the role of wall functions was 
significant for turbulence models, and in this study the functions of inertial sub-layer 
were preferable for this particle-gas system, and the 6000-cell grid with proper values of 
*y (11.225< *y <300) present a good prediction.  
Different types of drag models were integrated with the turbulent model and the 
simulation results were compared with the experimental data [40, 41]. The comparisons 
showed that the prediction from the EMMS model could present a temporal-varying 
profile, and the profile was capable of demonstrating three distinct solid phases existing 
in a riser. On the other hand, a great discrepancy was found in the radial profile of solid 
volume fraction, but it may be improved by obtaining suitable parameter settings of 
EMMS model for the current flow situations.  
The impact of restitution coefficient of particle to particle was also investigated for the 
turbulence model by varying the value of the coefficient. It was found that the effect of 
restitution coefficient for turbulence models was significant and adjusting restitution 
coefficient must be implemented cautiously. 
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Chapter 3 
Computational Fluid Dynamics Modeling of Biomass 
Gasification in Circulating Fluidized-Bed Reactor using 
Eulerian-Eulerian Approach* 
3.1 Introduction 
Bioenergy is the energy stored in plants through photosynthesis. The energy can be 
released from biomass by thermal conversion processes such as combustion and 
gasification. Biomass gasification is an attractive technology. Gasification not only 
generates heat, but it also produces important intermediate chemicals such as syngas 
(CO+H2), which is widely used in chemical industries [54] . Additionally, the conversion 
efficiency of gasification, which can reach up to 50%, is higher than the efficiency of 
combustion, about 20-40% [55]. 
Many types of biomass gasifiers are used in industry. Among these technologies, the 
gasification using circulating fluidized bed (CFB) has become more promising due to 
excellent mixing effects and efficient heat transfer in gasifiers [56]. Since the interactions 
of fluid mechanics and thermal conversion of biomass are very complicated, designing 
such type of gasifier is very challenging and is mainly based on empirical corrections 
derived from experiments in bench-scale or pilot plants. However, these empirical 
formulas can be only applied under certain conditions and do not have a very general 
application [57].  
In recent years, remarkable progress has been achieved in improving the accuracy and 
stability of numerical techniques and algorithms. Computational fluid dynamics (CFD) 
has been applied as an important design tool in various industrial areas, and the CFD 
techniques have shown the ability to provide accurate prediction for some chemical 
processes [58]. Currently, for CFD simulations of coal or biomass gasification, there are 
mainly two types of methods, the Eulerian-Lagrangian approach, and the Eulerian-
Eulerian approach.  
* Hui Liu, Ali Elkamel, Ali Lohi, and Mazda Biglari. Computational Fluid Dynamics Modeling of 
Biomass Gasification in Circulating Fluidized‐Bed Reactor Using the Eulerian–Eulerian Approach, 
Ind. Eng. Chem. Res., 2013 
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In the Eulerian-Lagrangian approach, the gas phase is described by the Navier-Stokes 
equations, while the solid phase is treated as a discrete phase. The trajectory of each 
particle is calculated by Newton’s Laws of motion, and the collisions between particles 
are described by the model of soft-sphere or hard-sphere [59]. Other variables such as 
temperature and gas concentration are computed by the equations of energy and mass 
transfer for each particle. Since each particle in the system is tracked, the accuracy of 
simulation result may be improved, but meanwhile this approach also requires an 
enormous amount of computational resources. It might not be feasible for the simulations 
of large scale fluidized bed systems that generally contain millions of particles [60].  
Compared with the Eulerian-Lagrangian approach, the Eulerian-Eulerian approach 
requires less amount of computation because the solid phase is treated as a continuum. In 
this approach, the transport properties of solid phase are estimated by the kinetic theory 
of granular flow [61].  
The Eulerian-Eulerian approach was first used for the simulations of hydrodynamics of 
gas-particle systems in risers, and numerous models were developed [9, 16, 20], but they 
were called “cold” models and no chemical reactions were considered. With the 
development of computer hardware and the progress of numerical techniques and 
algorithms, the Eulerian-Eulerian approach has been recently applied to simulate coal and 
biomass gasification. Yu, et al. [62] presented a two-dimensional (2D) model of coal 
gasification in a bubbling fluidized bed, and Gerber et al.[60] proposed a similar model 
for wood gasification using bubbling fluidized bed. Li, et al. [63] built a 3D model of 
coal gasification in a pressurized spout-fluid bed gasifier, and Wang, et al. [64] developed 
a 3D model of coal gasification in a fluidized bed.  
However, the previous works are mostly about coal gasification in a bubbling fluidized-
bed, and very few works have been devoted to simulating biomass gasification in a 
circulating fluidized-bed (CFB). Considering abundant biomass resources in nature and 
the advantages of this technology, building a detailed model for CFB biomass 
gasification then becomes very necessary. The predicted patterns of momentum, mass, 
and energy transport in the gasifier can be valuable for the design and optimization of 
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gasifier. Therefore, the purpose of this work is to build a comprehensive model of CFB 
biomass gasification.  
In some CFD models mentioned above, the state variables were computed in two 
dimensions, but 2D models may be inappropriate and insufficient for the modeling of 
gasification in fluidized beds. Since the structures of gasifiers using fluidized-beds are 
generally non-axisymmetric, the hydrodynamics of the gasifier can’t be properly 
described by 2D axisymmetric models [63, 64]. Consequently, based on the improper 
prediction of flow pattern, the predictions for other variables such as gas composition and 
reactor temperature may also be inaccurate. In this chapter, the CFD model is solved in 
three dimensions and it will present more sufficient and accurate predictions than 2D 
models.  
CFD models are generally solved on discretized grids by the numerical methods such as 
the finite difference, finite element, and finite volume methods. The error of simulation 
result generated from a coarse mesh can be significant,  and it is very necessary to 
evaluate the effect of grid selection on the final solution [65]. However, the grid-
independence study, which is to ensure the final solution independent of the mesh 
resolution, is rarely found in the previous works. In this chapter, a grid study is 
implemented to reduce the discretization error from the numerical method (finite control 
volume method), and accordingly the accuracy of the model will also be improved. 
Additionally, based on some assumptions, the effect of thermal radiation on heat transfer 
in the gasifiers was claimed to be negligible in the previous Eulerian-Eulerian models 
[62-64, 66]. However, thermal radiation, as a major method of heat transfer, is important 
for gasification, and ignoring the effect of thermal radiation may compromise the 
accuracy of the model. For this work, the impact of thermal radiation is investigated to 
clarify the issue, and in order to describe heat transfer more thoroughly and accurately, all 
of the three types of heat transfer including thermal conduction, convection, and radiation 
are considered in the model.  
Finally, the water-gas shift (WGS) reaction is a chemical reaction widely used in 
gasification models [66-68]. However, since the reaction kinetics were mostly obtained in 
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experiments with catalysts [69-71], considering the non-catalytic environment and short 
residence time in fluidized-bed gasifiers, the application of WGS reaction in the 
simulation of gasification may not be appropriate [72-75]. In this chapter, the WGS 
reaction is not included in the CFD model, due to its catalytic kinetics. Accordingly, the 
error from the modeling of reaction kinetics may also be minimized. The ability of the 
CFD model in accurately predicting results is also further tested in various cases by 
varying the equivalence ratio (ER). 
3.2 Descriptions of Mathematical Model 
In this chapter, a comprehensive 3D CFD model using the Eulerian-Eulerian approach is 
developed to simulate biomass gasification in a CFB reactor. The standard k-epsilon 
turbulence model is coupled with the kinetic theory of granular flow to simulate the 
hydrodynamics of gas-particle system in the gasifier. The equations of continuity, motion, 
and energy are integrated with the radiation mode (P-1) and reaction kinetics to compute 
mass and energy transfer in the system. The simulation results will be compared and 
validated with the experimental data from Garcı́a-Ibañez, et al. [76].  
Since the main focus of this work is to discuss the stable trends of gas composition and 
temperatures in the gasifier, for the sake of simplicity, the steady-state model is then 
applied to simulate the whole process, as proposed by Deng et al.[68]. So, all of the terms 
involving డడ௧  in the following equations are zero. However, it should be noted that due to 
turbulent flows in gasifiers, flow patterns inside gasifiers are in a pseudo-steady state 
instead of an absolute steady-state. This model is therefore applied to describe the trends 
of transport properties. 
3.2.1 Continuity Equation 
The mass conservation equation for the solid and gas phases are: 
డఈ೒ఘ೒
డ௧ ൅ ׏ ⋅ ൫ߙ௚ߩ௚ݒ௚൯ ൌ ݉௚௦                                                                                           (47)                             
డఈೞఘೞ
డ௧ ൅ ׏ ⋅ ሺߙ௦ߩ௦ݒ௦ሻ ൌ ݉௦௚                                                                                              (48)                            
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where ݉௚௦ and ݉௦௚ are the source terms of mass generation or consumption for the gas 
and solid phases due to the heterogeneous reactions. 
3.2.2 Equation of Motion and Standard k-epsilon Turbulence Model 
The momentum equation is coupled with the standard k-epsilon turbulence model to 
simulate the hydrodynamics in the gasifier [77].  
3.2.2.1 Equation of Motion and Standard k-epsilon Turbulence model 
The equations of motion for the gas and solid phases are: 
డሺఈ೒ఘ೒௩೒ሻ
డ௧ ൅ ׏ ∙ ൫ߙ௚ߩ௚ݒ௚ݒ௚൯ ൌ െߙ௚׏݌ ൅ ׏ ∙ ሺ߬௚ ൅ ߬௚௧ሻ ൅ ߙ௚ߩ௚݃ ൅ ݉௚௦ݒ௦ ൅ ߚ൫ݒ௦ െ ݒ௚൯                 
                                                                                                                                          (49) 
డሺఈೞఘೞ௩ೞሻ
డ௧ ൅ ׏ ∙ ሺߙ௦ߩ௦ݒ௦ݒ௦ሻ ൌ െߙ௦׏݌ െ ׏݌௦ ൅ ׏ ∙ ሺ߬௦ ൅ ߬௦௧ሻ ൅ ߙ௦ߩ௦݃ ൅ ݉௦௚ݒ௦ ൅
ߚ൫ݒ௚ െ ݒ௦൯                                                                                                                        (50) 
where the gas and solid viscous stress tensor, ߬, and Reynolds stress tensor, ߬௧, are 
defined in Equations 5-7, and ߚ is defined in Equations 30-33 by the Gidaspow model 
[23], as described in Chapter 2. 
As depicted in Chapter 2, the standard k-epsilon turbulence model is defined in Equations 
8-28, and is applied to both of the gas and solid phases.  
3.2.2.2 Kinetic Theory of Granular Flow 
In the Eulerian-Eulerian approach, the solid phase is treated as a continuum, and the 
transport properties of solid phase such as the shear viscosity and the bulk viscosity of the 
solid phase are modeled by the kinetic theory of granular flow [27, 61], which was 
described in Equations 21-29. 
3.2.3 Equation of Energy 
The energy transport equations for the gas and solid phases are: 
డఈ೒ఘ೒ா೒
డ௧ ൅ ׏ ⋅ ൫ߙ௚ߩ௚ݒ௚ܧ௚൯ ൌ ׏ ⋅ ݇௘௙௙,௚׏ ௚ܶ ൅ ௚ܵ ൅ ܳ௦௚                                                  (51) 
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డఈೞఘೞாೞ
డ௧ ൅ ׏ ⋅ ሺߙ௦ߩ௦ݒ௦ܧ௦ሻ ൌ ׏ ⋅ ݇௘௙௙,௦׏ ௦ܶ ൅ ܵ௦ ൅ ܳ௚௦                                                      (52) 
where ܧ is the specific enthalpy, ݇௘௙௙ is the effective thermal conductivity, ܶ is the 
temperature, ܵ is the source term of enthalpy change due to chemical reactions and 
thermal radiation, ܳ௦௚ and ܳ௚௦ are the intensity of heat exchange between the gas and 
solid phases, and ܳ௦௚ ൌ െܳ௚௦. 
The effective thermal conductivity is calculated by: 
݇௘௙௙ ൌ ݇ ൅ ஼೛ఓ
೟
௉௥೟                                                                                                                 (53) 
where  ݇ is the thermal conductivity, ܥ௣ is the heat capacity, and the value of the 
turbulent Prandtl, ܲݎ௧, is set as 0.85.  
3.2.3.1 Interphase Heat Transfer 
The rate of heat transfer between the gas and solid phases is defined as follows [78]:  
ܳ௦௚ ൌ ݄௚௦ሺ ௦ܶ െ ௚ܶሻ                                                                                                          (54) 
݄௦௚ ൌ ଺௞ఈ೒ఈೞே௨ೞௗ೛మ                                                                                                                 (55) 
ܰݑݏ ൌ ሺ7 െ 10ߙݏ ൅ 5ߙݏ2ሻ ቀ1 ൅ 0.7ܴ݁ݏ0.2ܲݎ
1
3ቁ ൅ ሺ1.33 െ 2.4ߙݏ ൅ 1.2ߙݏ2ሻܴ݁ݏ0.7ܲݎ
1
3                           (56) 
where ݄௦௚ is the heat transfer coefficient between the gas and solid phases, and ܰݑ is the 
Nusselt number. 
3.2.3.2 P-1 Radiation Model 
As a method of heat transfer, thermal radiation is important for some chemical processes 
at high temperatures such as gasification and combustion. In this work, the P-1 model is 
applied to investigate the effect of thermal radiation in the gasifier. The P-1 model is a 
simplified form of P-N model and is defined as follows [27, 79]:  
 ݍ௥ ൌ െΓ׏ܩ                                                                                                                      (57) 
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Γ ൌ ଵଷሺୟା஢౩ሻିେ஢౩              (58) 
׏ ∙ ሺ	Γ׏ܩሻ െ ܽܩ ൅ 4ܽ݊ଶߪܶସ ൌ 0             (59) 
where  ݍ௥ is the heat flux of thermal radiation,	ܩ is the incident radiation, a and σୱ  are 
the absorption and scattering coefficients, respectively,	C is the linear-anisotropic phase 
function coefficient, ݊ represents the refractive index of the medium, and	ߪ stands for the 
Stefan-Boltzmann constant. 
The term, െ׏ ∙ ݍ௥, is used to calculate the heat source due to thermal radiation in the 
equation of energy.  
3.2.4 Species Transport Equations 
 The chemical species in the gasifier are computed by the species transport equations as 
follows: 
డሺఘ೒ఈ೒௒೔,೒ሻ
డ௧ ൅ ׏ ∙ ൫ߩ௚ߙ௚ݒ௚ ௜ܻ,௚൯ ൌ െ׏ ∙ ߙ௚ܬ௜,௚ ൅ ߙ௚ܴ௜,௚ ൅ ܴ                                             (60) 
ܬ௜,௚ ൌ െቀߩ௚ܦ௜,௚ ൅ ఓ
೟
ௌ௖೟ቁ ׏ ௜ܻ,௚ െ ܦ்,௜
׏்
்                                                                              (61) 
where ௜ܻ stands for the mass fraction of species ݅, ܬ௜ is the diffusion flux of species ݅, ܴ௜ is 
the net production rate of species ݅ due to the homogeneous reactions, ܴ is the net 
production rate of species ݅ due to the heterogeneous reactions, ܦ௜ is the mass diffusion 
coefficient of species ݅, ܦ்,௜ is the thermal diffusion coefficient of species ݅, and ܵܿ௧ is the 
turbulent Schmidt number.  
3.2.5 Biomass Gasification Models 
The chemical reactions in this model include the following processes: pyrolysis of 
biomass, heterogeneous reactions, and homogeneous reactions. 
3.2.5.1 Pyrolysis of Biomass 
Biomass pyrolysis is a thermochemical conversion process of biomass in the absence of 
air or oxygen. During the pyrolysis, the volatiles or tar are first released from biomass 
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particles to generate a mixture of gases; meanwhile biomass particles are transformed to 
carbonaceous solid particles in which the major element is carbon, known as “char”. 
Some pyrolysis models including single-step, two-step, and multi-step mechanisms were 
developed to describe the process [80].  
Among these models, the two-step and multi-step schemes are usually used to describe 
both biomass devolatilization and tar cracking [80, 81]. In this chapter, due to lack of the 
data of tar in the literature [76], a single-step global scheme is applied instead to model 
biomass pyrolysis, but the two or multi steps can be considered for our future work in 
case the detailed modeling of devolatilization is required. The single-step global reaction 
for biomass pyrolysis is defined as follows: 
Biomass → Char ൅ Ash ൅ Moisture ൅ Volatile	ሺCO, COଶ, CHସ, CଶHସ, HଶOሻ                (R1) 
In this study, the mass fractions of gas mixture released from the volatiles are determined 
from the proximate and ultimate analysis of biomass samples [62-64, 68].  
The reaction rate is described by the Arrhenius equation:  
ݎ௣ ൌ ݇௣ܥ௕௜௢                                                                                                                       (62) 
݇௣ ൌ ݂ܣܶ௡exp	ሺെ ாೌோ்ሻ                                                                                                      (63) 
where ݎ௣ is the reaction rate of biomass pyrolysis, ݇௣ is the rate constant, ܥ௕௜௢ is the 
concentration of un-reacted biomass particles, ܴ is the universal gas constant, ݂ is the 
fitting factor for pyrolysis reaction, and ݊ is the exponent of the reaction temperature;  ܣ, 
the pre-exponent factor, and  ܧ௔, the activation energy, are set as 99.0 s-1 and 11.14 
kJ/mol [82], respectively.  
There is a wide variety of biomass in nature. The properties of biomass may vary 
significantly from one to another, and the kinetic data from different biomass samples 
may change accordingly. Hence, the kinetic data obtained from the samples of  Yu et 
al.[82] may not be suitable for the one of biomass samples [76] used to validate the 
simulation model, and then using ݂ and ݊ to adjust the reaction rates may become 
necessary [60, 83].  In this work, the values of these two factors are set as 1510 and -1.2, 
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respectively.  However, should the kinetic data for the biomass sample [76] be available 
in the future, they will definitely be used to improve the accuracy of our model.  
3.2.5.2 Heterogeneous Reactions 
In this work, the heterogeneous char reactions are: 
C ൅ Oଶ → COଶ                                                                                                                  (R2) 
C ൅ COଶ → 2CO                                                                                                               (R3) 
C ൅ HଶO → CO ൅ Hଶ                                                                                                       (R4) 
C ൅ 2Hଶ → CHସ                                                                                                               (R5) 
A global reaction scheme that considers both the reaction kinetics and the diffusion rate is 
applied to the heterogeneous reactions [60, 62, 64, 67]:  
ݎ௛௘௧௘௥,௜ ൌ ଺௏ఈೞௗ೛ ∙
௉೔
ቆ భೖ೏೔೑೑,೔ା
భ
ೖೖ೔೙೐೟,೔ቇ
                                                                                         (64) 
݇ௗ௜௙௙,௜ ൌ ஽೔ௌ௛ோ்ௗ೛                                                                                                                   (65) 
ܦ௜ሺܶ, ܲሻ ൌ ܦሺ ଴ܶ, ଴ܲሻ ቀ்బ்ቁ
ଵ.଻ହ ሺ௉బ௉ ሻ                                                                                                (66) 
݄ܵ ൌ 2 ൅ 0.6ܴ݁భమܵܿభయ                                                                                                        (67) 
݇௞௜௡௘௧,௜ ൌ ܣ௜ ݓ௖ିଵexp ቀെ ா೔ோ்ቁ                                                                                          (68) 
where ܸ is the volume of char particles, ௜ܲ is the partial pressure of gas species ݅, ଴ܶ and 
଴ܲ are the reference temperature and pressure, respectively, ݇ௗ௜௙௙ is the mass transfer 
coefficient, ݇௞௜௡௘௧ is the kinetic rate constant,  ݄ܵ is the Sherwood number, and ݓ௖ is the 
molecular weight of char. 
3.2.5.3 Homogeneous Reactions 
The following homogeneous reactions are included in this study: 
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CO ൅ 0.5Oଶ → COଶ                                                                                                          (R6) 
Hଶ ൅ 0.5Oଶ → HଶO                                                                                                          (R7) 
CHସ ൅ 2Oଶ → COଶ ൅ 2HଶO                                                                                             (R8) 
CଶHସ ൅ Oଶ → 2CO ൅ 2Hଶ                                                                                               (R9) 
 CO ൅ HଶO ↔ Hଶ ൅ COଶ                                                                                                (R10) 
As discussed earlier, the roles of the water gas shift reaction, Equation-R10, are unclear 
because the reaction kinetics was obtained from the catalytic reactions [69-71]. In this 
chapter, Equation R10 is not used in the base case, but the effect of this reaction will be 
discussed in Section 3.4.5. 
The rate constants of homogeneous reactions are modeled by the Arrhenius equations. 
The kinetic data of heterogeneous and homogeneous reactions are listed in Tables 2 and 3.  
Table 2: Kinetic Data of Heterogeneous Reactions [84, 85] 
Reaction No. ܣ ሺ ௞௚௠మ௦ ௉௔ሻ  
ா
ோ ሺܭሻ  
R2 1.0×10-3 3000 
R3 6.35×10-3 19500 
R4 2.0×10-2 8240 
R5 1.18×10-5 17921 
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Table 3: Kinetic Data of Homogeneous Reactions [86, 87] 
Reaction No. Reaction Rate Equations ሺ௞௠௢௟௠య ሻ 
R6 ݎ6 ൌ ܣ6exp ሺെ ܧ6ܴܶሻሾܥܱሿሾܱ2ሿ0.25ሾܪ2ܱሿ0.5   
R7 ݎ7 ൌ ܣ7 exp ቀെ ܧ7ܴܶቁ ሾܪ2ሿሾܱ2ሿ  
R8 ݎ8 ൌ ܣ8ܶെ1 exp ቀെ ܧ8ܴܶቁ ሾܥܪ4ሿሾܱ2ሿ  
R9 ݎ9 ൌ ܣ9 exp ቀെ ܧ9ܴܶቁ ሾܥ2ܪ4ሿሾܱ2ሿ  
R10 ݎ10 ൌ ܣ10exp ሺെ ܧ10ܴܶ ሻ ൬ሾܥܱሿሾܪ2ܱሿ െ
ሾܥܱ2ሿሾܪ2ሿ
ܭ݁ݍ
൰ ; ܭ݁ݍ ൌ 0.0265exp	ሺ3968T ሻ   
Reaction No. ܣ  ܧ ሺ ௞௃௠௢௟ሻ     
R6 2.32 ൈ 1012ሺ݇݉݋݈/݉3ሻെ0.75ݏെ1 167 
R7 1.08 ൈ 10ଵଷ	ሺ݇݉݋݈/݉ଷሻିଵݏିଵ 125 
R8 5.16 ൈ 10ଵଷሺ݇݉݋݈/݉ଷሻିଵݏିଵܭ 130 
R9 1.0 ൈ 10ଵଶሺ݇݉݋݈/݉ଷሻିଵݏିଵ 173 
R10 12.6	ሺ݇݉݋݈/݉3ሻെ1ݏെ1 2.78 
 
3.3 Model Setup 
In this chapter, a 3D steady-state model for the base case is built in accordance with the 
settings of the experiment[76], and the simulation results are also compared with the 
experimental data. The sizes of the gasifier are the same as the settings of the experiment: 
the inner diameter and the height of the gasifier are 0.2 and 6.5 meters, respectively. The 
properties of biomass samples and the operating conditions are listed in Tables 4 and 5.  
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Table 4: The Characteristic of Biomass sample [76] 
Proximate Analysis (dry basis, wt %) 
Volatile Matter 74.4 
Fixed Carbon 17.1 
Ash 8.5 
Ultimate Analysis (dry ash free basis, wt %) 
C 52.7 
H 7.2 
N 1.6 
S 0.07 
Cl 0.37 
O 38.1 
Lower Heating Values 18.5 MJ/kg 
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Table 5: Operating Conditions [76] and CFD model Settings 
Operating Conditions 
Air Flow Rate (Nm3/h) 109 
Biomass Feed Rate (kg/h) 60 
Equivalence  Ratio  0.41 
Pressure (atm) 1.0 
Boundary Conditions 
Air Inlet Condition Velocity Inlet 
Solid Inlet Condition Mass Flow Inlet 
Outlet  Pressure Outlet 
Wall Conditions for the Gas and Particle phases No-slip 
CFD Model Settings 
Diameter of Computation Geometry  0.2 (meter) 
Height of Computation Geometry 6.5 (meter) 
Number of Computation Cell 366,249 
Multiphase Modeling Approach Euler-Euler 
Drag Model Gidspow’s Model 
Turbulence model Standard k-epsilon 
Turbulence Model 
Near Wall Treatment Enhanced Wall 
Treatment 
Radiation Model P-1 model 
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The computation geometry and mesh are shown in Figures 20 and 21.  The structured 
grid that consists of 366,249 cells is built for the gasifier. The CFD model is established 
and computed in Fluent 14.0. The flow rates of air and biomass solid are specified at the 
air and solid inlets, respectively, and the pressure at the outlet is set as the atmospheric 
pressure.  
The finite volume method is applied to solve the governing equations. The least squares 
cell based method is utilized to calculate the gradients of the variables, and the algorithm 
of phase coupled SIMPLE is used to couple the pressure with the momentum equation 
and solve the set of discretized equations. The convergence criterion, scaled residual, is 
set as 2.0×10-5 for all of the transport equations.  
Besides the base case study, other case studies are also established to study grid 
independence and investigate the impacts of turbulence models, radiation mode, and 
water shift reaction. Each of the simulations is computed in 200,000 iterations to ensure a 
converged and steady solution. The “wall clock time” for each case is approximately 7 
days using a high performance computing cluster of twelve Intel X5670 cores at 2.9 GHz. 
 
 
 
Figure 20: Computational Geometry of Gasifier 
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Outlet
Air 
I l
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Figure 21: Structured Grid of Gasifier 
3.4 Results and Discussion 
In the base case study, the equations of continuity, motion, and energy integrated with the 
standard k-epsilon turbulence model and the P-1 radiation model are applied to simulate 
biomass gasification in a CFB reactor, using a grid with the resolution of 366,249 cells.  
3.4.1 Results of Base Case 
Figure 22 demonstrates the distribution of solid volume fraction at various heights in the 
gasifier. A typical core-annulus structure, the dilute suspension of solid in the center 
region and the dense suspension of solid in the near-wall region, is displayed in the figure. 
As shown in Figure 23, in the region adjacent to the wall, the solid velocity is close to 
zero due to the wall effect, while in the center region of the gasifier the solid velocity 
reaches a peak point. The similar trends of solid volume fraction and velocity bed in CFB 
reactors can also be seen in our other paper [77] and the reports by other researchers.[18, 
88, 89]. 
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Figure 22: Solid Volume Fraction Profile 
    
    
Figure 23: Velocity Profile of Solid Phase 
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The distributions of gas compositions in the gasifier are displayed in Figure 24. It can be 
seen that in the bottom area of the gasifier, CO, CO2, CH4, and C2H4 are generated from 
the volatiles during the pyrolysis. Char is also produced from the pyrolysis (reaction R1), 
and then it starts to react with H2O to generate H2 and CO (reaction R4). Due to the 
existence of O2, the gas species are partly consumed by the combustion reactions in the 
middle part of the gasifier. Consequently, the mole fractions of CH4 and C2H4 decrease 
until the combustion is finished. The mole fraction of CO does not drop as CH4 and C2H4, 
due to the fact that CO can be generated not only from the pyrolysis but also from the 
reaction of char and H2O (R4). The mole fraction of CO2 increases constantly in the 
gasifier until O2 is depleted due to the combustions of CO, CH4, and C2H4. 
Similar to CO, a decrease in the mole fraction of H2 is hardly observed, and the mole 
fraction of H2 keeps on increasing along the height of the gasifier. It may be because the 
combustible gases including CO, CH4, and C2H4 are generated from the pyrolysis before 
H2 is produced from reaction R4. Accordingly, most of O2 may be already consumed by 
the volatile combustions, and there might be only a small amount of O2 remained for the 
combustion of H2. Meanwhile, H2 is continuously generated from Reaction R4, and 
therefore a stable increase in the mole fraction of H2 is seen in the axial direction of the 
gasifier. The similar trends of gas compositions in the gasifier can also be found in the 
report by Petersen and Werther [90]. 
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Figure 24: Mole Fraction Distribution of Gas Species in the Gasifier 
The simulation results are also validated with the experimental data [76]. The outlet 
composition of CO, H2, CH4, C2H4, and N2 are displayed in Figure 25 and are compared 
with the data. As seen in the figure, the differences are insignificant and the predicted gas 
compositions are in a good agreement with the measured values.  
 
 
Figure 25: Predicted Outlet Gas Composition vs. Experimental Data 
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In order to further validate the CFD model, the predicted gasifier temperature profile is 
also demonstrated in Figure 26. As shown in the figure, the model predicts accurately two 
zones existing in the gasifier, the bottom region for pyrolysis and combustion between 0-
2.3 meters, and the middle and upper regions for gasification between 2.3-6.5 meters, 
exactly as depicted in the literature [76]. In the zone of pyrolysis and combustion, the 
gasifier temperature increases quickly and reaches a peak due to the release of a large 
amount of combustion heat. In the zone of gasification, the temperature drops gradually 
along the height of the gasifier while the gasification reactions absorb the heat.   
However, it can also be seen that the predicted peak temperature, approximately 1000 °C, 
is higher than the measured temperature from the experiment [76], around 800-900 °C. 
The overpredicted temperature profile is probably caused by the assumption of the 
Eulerian-Eulerian Approach that the particle phase is treated as a continuum. This 
treatment may generate some errors in the calculations of mass and energy transfers 
between the phases [59]. In consideration of this issue and regardless of the limitation of 
computational resources, the Eulerian-Lagrangian Approach in which each particle is 
tracked might present more accurate predictions than the Eulerian-Eulerian Approach 
[91].   
                                                                                                                 
Figure 26: Gasifier Temperature Distribution  
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3.4.2 Effect of Grid Resolution 
In this section, a grids study is implemented to examine the effect of grid resolution on 
the simulation results. The model initially was built on a grid with 129,621 cells, but the 
scaled residuals of the solution are higher than the convergence criterion, 2.0×10-5, and 
the mass imbalance between the inlet and outlet is significant. In order to improve the 
accuracy of the model, the grid is further refined in the axial direction to generate a grid 
with 366,249 cells, and all of the residuals for the variables are less than the setting value. 
Another grid with a higher resolution of 484,833 cells is also produced. The simulation 
results from these two grids are then compared with each other to check the grid 
independence for the final solution.  
Figure 27 displays the outlet compositions of CO, H2, CH4, C2H4, and N2 from the two 
grids are compared with each other. It can be seen that there is no significant difference 
between them. The temperature profiles from the two models are also examined. As 
displayed in Figure 28, the difference between the predicted profiles is insignificant at the 
heights of 0-4.0 meters where both profiles overlap each other, but at the heights of 4.0-
6.5 meters, the temperatures predicted from the grid of 484k-cell are less than those from 
the grid of 366k-cell. On the other hand, the “wall clock time” for the computation of the 
484k-cell grid, 220 hours, is much longer than the time for the 366k-cell grid, 173 hours. 
Considering the small differences of gas composition and temperature between the two 
models and shorter computation time for the grid of 366k-cell, the model built on the 
366k-cell grid (base case) is then selected for the rest of the analysis. 
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Figure 27: Comparisons of Outlet Gas Compositions from 366k-Cell and 484k-Cell Grids 
  
Figure 28: Temperature Comparison of 366k-Cell and 484k-Cell Grids 
3.4.3 Comparisons of Turbulence Models 
In this section, the gasification models using different turbulence equations including the 
standard, RNG, and realisable k-epsilon equations are compared with each other to 
investigate the impact of turbulence models.  
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The RNG k-epsilon turbulence model is similar to the standard k-epsilon model. 
However, derived from a robust statistical approach, renormalization group theory, the 
values of model constants are different from those of the standard k-epsilon model, and 
an additional term, ܴఌ, is added to the equation of ߝ (turbulent energy dissipation rate). 
The new features are applied to improve the accuracy and extend the applications of the 
turbulence model [27, 92].The detailed explanations of RNG theory and the applications 
of this model can be found in the work by Orszag et al.[92]. 
The standard k-epsilon and the RNG k-epsilon models are regarded as semi-empirical 
models as the equations of dissipation rate, ߝ, are mainly based on some reasonable 
assumptions, not derived from an exact solution [27].  To tackle this issue and improve 
the accuracy of turbulence modeling, the realizable k-epsilon model was developed by 
Shih, et al. [93].  
A new model of ߝ was derived from the dynamic equation of the mean-square vorticity 
fluctuation, and ܥఓ	, a constant for the previous turbulence models, was applied as a 
variable to build a new formula of eddy viscosity. The realizable k-epsilon model has 
been proven to be more accurate for simulating the flows with strong streamline 
curvature and rotations [27]. The detailed descriptions of the equations and theory can be 
found in the reports by Shih et al.[93] and in Fluent [27]. 
Figures 29 (a-c) demonstrate the velocity distributions of the gas and solid phases from 
three turbulence models. As seen in the figures, the air velocity starts to increase in the 
bottom region, then increases sharply in the lower middle-region, and finally decreases 
slowly in the upper region near the exit. The respective increase and decrease in the lower 
middle and upper regions are caused by the temperature changes in these regions of the 
gasifier. When the temperature rises, the gas velocity increases according to the ideal gas 
law. Similarly, the gas velocity decreases as the temperature drops. Since the solid phase 
is dragged by the gas phase, the solid velocity also follows a similar trend. 
The differences of velocity distributions between three turbulence models are slight. 
Based on the similar distributions of gas and solid velocities, the mole fractions of gas 
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species at the outlet and the axial temperature profile from the different turbulent models 
are also analogous, as shown in Figures 30 and 31. 
 
Figure 29 (a): Velocity Distribution of Standard k-epsilon Model 
 
Figure 29 (b): Velocity Distribution of RNG k-epsilon Model 
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Figure 29 (c): Velocity Distribution of Realizable k-epsilon Model 
 
Figure 30: Comparisons of Outlet Gas Compositions from Different Turbulence Models 
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Figure 31: Temperature Comparisons of Turbulence Models 
3.4.4 Impact of P-1 Radiation Model  
As a major method of heat transfer, thermal radiation plays an important role in the 
process of gasification. However, under some specific considerations, thermal radiation 
was not considered in the previous works [60, 62, 66]. As discussed earlier, thermal 
radiation modeled by the P-1 model is included in our work.  
The absorption coefficient, a, is an important factor for the P-1 radiation model. However, 
there is very limited information about the value of this coefficient, and the value may 
vary significantly from case to case. As indicated by Hungershoefer, et al. [94], the 
absorption coefficient of biomass burning aerosol was between 0.12-0.14 m-1, while as 
reported by Weingartner, et al. [95], the values of this coefficient for soot particles were 
in the magnitude of 10-3-10-4 m-1. However, considering the fact that the particle diameter 
in the gasifier is larger than burning aerosol and soot particles, the value of a in the 
gasifier may then be larger than those of aerosol and soot particles.  
In this section, a few of values, 0.5, 1.0, and 5.0 are assigned to the P-1radiation mode 
respectively to check the impact of the value of a on the temperature prediction. 
Meanwhile, the temperature profile predicted from the models using the P-1 modes will 
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also be compared with the temperature profile from the model without considering 
thermal radiation to investigate the effect of thermal radiation.  
As shown in Figure 32, both profiles follow a similar trend that the temperature increases 
at the beginning and then decreases after the peak point. However, it is clearly seen that 
the predicted temperatures from the model without considering thermal radiation are 
higher than those from the model using the P-1 radiation mode. The peak temperature 
from the model excluding thermal radiation is, around 1300-1400 °C, much higher than 
the experimental data [76] and the predicted peak temperature from the model using the 
radiation mode. The large temperature gap may be caused by neglecting some effect of 
thermal radiation in the gasifier including the heat radiation within the fluids and the heat 
loss radiated to the wall. The comparison indicates that the impact of thermal radiation is 
significant and thermal radiation needs to be included in the gasification model. 
On the other hand, as shown in Figure 32, the temperature profiles predicted from the 
models using different values of a  are almost identical and overlay each other. It is 
shown that the absorption coefficient of solid phase plays a minor role in predicting the 
gasifier temperature profile. This may be due to the very dilute concentration of solid 
phase in the gasifier as shown in Figure 22. Additionally, according to our model, the 
average volume fraction of solid phase in the gasifier is about 0.00038. Therefore, when 
the light travels through the gasifier that is mostly filled with the gases, over 99%, the 
radiant energy may be mainly absorbed by the gas phase instead of the solid phase, and 
then a change of absorption coefficient for the solid phase may be unable to affect the 
gasifier temperature prediction significantly. For the rest of our study, a value of 1.0 is 
assigned to the absorption coefficient.  
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Figure 32: Temperature Comparison of Models with and without P-1 Mode 
3.4.5 Effect of Water-Gas Shift (WGS) Reaction  
As mentioned earlier, the water-gas shift (WGS) reaction was used in many gasification 
models. However, since the kinetics of WGS reaction was generally obtained from 
experiments with catalysts [70, 74, 96], considering the non-catalytic conditions and short 
reactor residence time in the gasifiers using circulating fluidized bed, the role of this 
reaction in the process of CFB gasification is still unclear [72].  
In this section, a model integrated with the WGS reaction is built to examine the impact 
of this reaction on the gasification process. As shown in Figure 33, the differences of CO 
and H2 compositions between two cases are distinct. The outlet compositions of CH4 and 
C2H4 from two cases are similar. It is because these two species are mainly generated 
from the pyrolysis, and the impact of WGS reaction on the two species is slight.  
Figures 34 (a-c) demonstrate the mole fraction distributions of H2, CO, and CO2 between 
two cases. Note that for the convenience of comparison the legends in the figures have 
been adjusted and set in the same range for each species, respectively. As seen in the 
figures, the mole fractions of H2 and CO2 in the case with WGS are higher than the base 
case whilst the mole fraction of CO is less than the base case as a result of the WGS 
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reaction. Based on the comparisons, one can see that the impact of WGS reaction is 
noticeable on the predictions of mole fractions of H2 and CO.  
As Lu and Wang [72], [73], Luan et al.[74], and Gómez-Barea, et al. [75] pointed out, in 
a real operation of gasifier, the WGS reaction was very far from the equilibrium, and 
without considering the catalytic characteristics of WGS reaction, applying the WGS 
reaction kinetics directly in the simulation of gasification might affect the model accuracy. 
For this work, since no catalyst exists in the gasifier and the reactor residence time is 
short, the WGS reaction is not included. However, in case the “clean” or non-catalytic 
kinetic data of WGS reaction is available under the normal operating conditions (not 
supercritical-water) in the future, we will implement it in our model to gain a better 
understanding of the role of WGS reaction in gasification. 
 
Figure 33:  Comparisons of Outlet Gas Compositions from Models using WGS and 
without WGS 
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Figure 34 (a): Mole fraction Comparison of H2 
 
Figure 34 (b): Mole fraction Comparison of CO 
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Figure 34 (c): Mole fraction Comparison of CO2 
3.4.6 Studies of Equivalence Ratio (ER) 
The equivalence ratio (ER) is defined as the ratio of the amount of air supply for 
gasification to the stoichiometric amount of air required by combustion. Theoretically, 
ER<1.0 stands for the conditions of incomplete combustion or gasification (lean 
air/oxygen), while ER=1.0 means a complete combustion in which the combustible gases 
such as CO, H2, CH4, and C2H4 are fully consumed.  
As indicated by Gunarathne [97], the contents of combustible gases initially increase with 
the ER until the ER reaches the optimum value, and after this optimal point, the 
combustible gas contents decrease as the ER increases.  Since the heat of gas combustion 
is the main energy source for the whole process, the optimum ER is actually the critical 
point where the heat released from gas combustion matches the maximum energy 
demand from the rest of the processes (Reactions R1, R3 and R4) and the maximum 
amount of combustible gases can be generated. After the optimal ER, increasing air or 
oxygen supply can only burn more combustible gases.  
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The optimum ER for downdraft gasifiers is reportedly in the range of 0.19-0.43 [97, 98], 
while for updraft gasifiers such as fluidized-bed gasifiers, the optimum ER is around 0.25, 
as suggested by Basu [99], [100]. 
Figure 35 exhibits the mole fractions of combustible gas species (CO, H2, CH4, and C2H4) 
from the models using different values of ER. As shown in the figure, the mole fractions 
of combustible species decrease with the increase of ER. The main reason is that after the 
optimum ER the combustible species are continuously burned when the amount of air or 
oxygen increases. As a result of gas combustion, the temperature inside the gasifier also 
rises as the ER increases, shown in Figure 36. The relationships between gas composition, 
temperature, and ER discussed above were also found in the report by Zainal et al.[98]. 
Since the values of ER selected for this analysis, in the range of 0.41-0.60, are larger than 
the recommended optimum ER, 0.25 [99, 100], the pattern of combustible gas content 
shown in Figure 35 is actually the part of the trend after the optimum ER. Therefore, the 
optimum ER and the trend before this point are unseen in this work. The reason small 
value of ER such as 0.25 is not chosen for this study is that the hydrodynamic regime in 
the gasifier might change from circulating fluidized bed (CFB) to bubbling fluidized bed 
(BFB) when small ER as low as 0.25 is applied [75], and the discussion about bubbling 
fluidized bed is beyond the scope of this work.  
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Figure 35: Comparisons of Outlet Gas Compositions from Case Studies using Different 
ER 
 
Figure 36: Temperature Profiles of Case Studies Using Different ER 
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3.5 Conclusions 
In this chapter, a 3-D steady-state model was developed to simulate biomass gasification 
in a CFB reactor. The standard k-epsilon turbulence model was coupled with the kinetic 
theory of granular flow to describe the hydrodynamics of gas-particle system in the 
gasifier. The equations of continuity, motion, and energy were integrated with the 
kinetics of homogeneous and heterogeneous reactions to calculate mass and energy 
transfer in the gasifier. The simulation results were compared with the experimental data, 
and a good agreement was observed. 
Additionally, a grid study was conducted to examine the grid independence of the 
solution, and the model built on the 366,249-cell grid was chosen for the rest of the 
analysis. The impact of turbulence models was also discussed, and it was observed that 
the difference between the standard k-epsilon, RNG, and the realizable k-epsilon 
turbulence models was insignificant. The P-1 radiation model was applied to simulate 
thermal radiation in the gasifier, and the importance of thermal radiation was verified by 
the comparison of the models with and without the radiation mode. The role of WGS 
reaction was also investigated, and it was concluded that the reaction of WGS needed to 
be applied with caution due to the non-catalytic conditions within the gasifier. Finally, 
various equivalence ratios were applied to test the model, and it was found that the mole 
fractions of combustible species decreased and the overall temperature in the gasifier 
increased as the values of ER rose in the selected range.  
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Chapter 4 
Effect of Char Combustion Product Distribution Coefficient on 
the CFD Simulation of Biomass Gasification in Circulating 
Fluidized-Bed Reactor 
4.1 Introduction 
Char combustion is an important reaction in gasification process, and the primary 
reaction product would be supposedly CO2. However, a mechanism in which both CO 
and CO2 are considered as primary products has been widely accepted [86, 101-106]. A 
product distribution coefficient of char combustion,ߠ, is applied to determine the split of 
reaction products (CO and CO2) as follows: 
ܥ ൅ ߠܱଶ → 2ሺ1 െ ߠሻܥܱ ൅ ሺ2ߠ െ 1ሻܥܱଶ                                                           (R1) 
If ߠ is equal to 0.5 or 1.0, the sole gas product is CO or CO2, respectively. When ߠ is in 
the range of 0.5-1.0, both CO and CO2 are the primary reaction products. The value of ߠ 
is determined by many factors such as particle diameter, temperature, carbonaceous 
material and ash contents, and oxygen partial pressure [107, 108].  
Some correlations were developed to determine the ratio of the products. As indicated by 
Arthu [101], the value of CO/CO2 was independent of burning time, and air velocity did 
not affect the ratio until reaction temperature reached 900 ºC. Meanwhile, the ratio was 
found to be exclusively related to reaction temperature, and increased exponentially with 
temperature. Rajan and Wen [109] proposed that the ratio was determined by both 
temperature and particle diameter. Du, et al. [110] reported that in addition to reaction 
temperature, the value of CO/CO2 was also affected by partial pressure of O2, and it 
decreased as oxygen partial pressure increased. Ashman and Mullinger [107] pointed out 
that CO/CO2 might vary significantly for different chars or carbons, and the 
recommended ratio values from the literatures might be specific for the chars tested in the 
literatures.  
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For the sake of simplicity, ߠ is generally treated as a constant rather than a variable for 
the modeling of biomass or coal gasification. Yan, et al. [111] built a 1D (one-
dimensional) steady-state model of coal gasification in a bubbling fluidised bed (BFB), 
using a prescribed value of 0.8 for ߠ. In a 2D (two-dimensional) CFD model of coal 
gasification by Yu, et al. [62], the value of ߠ was set as 2/3. A constant value of 0.5 was 
used by Murgia, et al. [66] for char combustion in a CFD model of an air-blown updraft 
coal gasifier. The same value of ߠ was also applied in a 3D (three-dimensional) CFD 
model of gasification in a cross-type two –stage reactor [74]. Despite different values of 
ߠ being used, all of the results from the above models were reportedly in good agreement 
with their experimental data, but it was unclear how the value of ߠ influences the 
predictions of gasification model. 
Yan, et al. [112] developed a 1D isothermal model of BFB coal gasification. Based on 
this isothermal model, Yan and Zhang [108] conducted an investigation and concluded 
that ߠ with a value between 0.75-0.85 had negligible impact on the predictions of reactor 
temperature, gas production rate, and gas product composition. However, due to the 
complex flow pattern in the gasifier, the isothermal hypothesis may not be realistic for a 
fluidized-bed gasifier. Additionally, the model was built for a bubbling fluidized-bed 
gasifier, and the conclusion might not be suitable for another type of fluidized-bed 
gasifier such as circulating fluidized-bed (CFB) gasifier which has a different flow 
pattern and can present more efficient mass and energy transfer for gasification [56].  
In this paper, a 3D unsteady-state model is built for the simulation of biomass 
gasification in a CFB reactor. The RNG (Re-Normalisation Group) k-epsilon turbulence 
model is integrated with the continuity, momentum, and energy equations to simulate 
biomass gasification. The predicted distributions of gas composition is validated by 
experimental data [76], and various values of ߠ will be applied to investigate the impact 
of ߠ on the predictions of gas composition, temperature, and reaction rates in the gasifier. 
The effect of ߠ will be further examined by increasing air supply to the gasifier.  
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4.2 Governing Equations 
The governing equations for the 3D unsteady-state model are described as follows: 
4.2.1 Conservation of Mass and Momentum 
The mass and momentum conservation equations are described by Equations 47-50. The 
kinetic theory of granular flow is again applied to model the hydrodynamics of the 
gasifier, and for further details, please refer to Chapter 2.  
4.2.2 RNG (Re-Normalisation Group) k-epsilon turbulence model 
The RNG k-epsilon turbulence model for the gas phase is shown as follows [27, 92, 113]: 
డ
డ௧ ൫ߙ௚ߩ௚݇௚൯ ൅ ׏ ∙ ൫ߙ௚ߩ௚ݒ௚݇௚൯ ൌ ׏ ∙ ൫ߙ௚ߙ௞ߤ௘௙௙,௚׏݇௚൯ ൅ ߙ௚ܩ௞,௚ ൅ ܩ௕,௚ െ ߙ௚ߩ௚ߝ௚  (69) 
డ
డ௧ ൫ߙ௚ߩ௚ߝ௚൯ ൅ ׏ ∙ ൫ߙ௚ߩ௚ݒ௚ߝ௚൯ ൌ ׏ ∙ ൫ߙ௚ߙఌߤ௘௙௙,௚׏ߝ௚൯ ൅
ఌ೒
௞೒ ൣܥଵఌߙ௚ܩ௞,௚ െ ܥଶఌߙ௚ߩ௚ߝ௚ ൅
ܥଷఌܩ௕,௚ሿ െ ߙ௚ܴఌ                                                                                                             (70) 
where ߤ௘௙௙ is the effective viscosity, ܩ௞ is the generation of turbulence kinetic energy 
due to the mean velocity gradients, ܩ௕ stands for the generation of turbulence kinetic 
energy due to buoyancy, and ܴఌ is a new term, derived from the RNG theory. ܥఓ	, 	ܥଵఌ 
and 	ܥଶఌ are 0.0845, 1.42 and 1.68, respectively, based on the analytical solution of RNG 
theory. The same turbulence model is also applied to the solid phase. 
ߙ௞ and ߙఌ are calculated by the following equation: 
ቚ ఈିଵ.ଷଽଶଽఈబିଵ.ଷଽଶଽቚ
଴.଺ଷଶଵ ቚ ఈାଶ.ଷଽଶଽఈబାଶ.ଷଽଶଽቚ
଴.ଷ଺଻ଽ ൌ ఓఓ೐೑೑                                                                        (71) 
where ߙ଴ ൌ 1.0. 
4.2.3 Conservation of Energy 
The conservation of energy equations for the gas and solid phases are [26, 27]: 
డఈ೒ఘ೒ு೒
డ௧ ൅ ߘ ⋅ ൫ߙ௚ߩ௚ݒ௚ܪ௚൯ ൌ െߙ௚
డ௣೒
డ௧ ൅ ߬௚: ׏ݒ௚ ൅ ߘ ⋅ ሺߙ௚݇௘௙௙,௚ߘ ௚ܶሻ ൅ ௚ܵ ൅ ܳ௚௦     (72) 
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డఈೞఘೞுೞ
డ௧ ൅ ׏ ⋅ ሺߙ௦ߩ௦ݒ௦ܪ௦ሻ ൌ െߙ௦
డ௣ೞ
డ௧ ൅ ߬௦: ׏ݒ௦ ൅ ׏ ⋅ ሺߙ௦݇௘௙௙,௦׏ ௦ܶሻ ൅ ܵ௦ ൅ ܳ௦௚            (73) 
where ܪ is the specific enthalpy of the phase,  ݇௘௙௙ is the effective thermal conductivity, 
ܵ is the source enthalpy owing to chemical reactions and thermal radiation, and ܳ is the 
intensity of heat transfer between the gas and solid phases. 
݇௘௙௙, the effective thermal conductivity, is defined as follows: 
݇௘௙௙ ൌ ߙ௘௙௙,௧ܥ௣ߤ௘௙௙                                                                                                      (74)                                
ߙ௘௙௙,௧ is calculated by Equation-9 with ߙ଴ ൌ ௞ఓ஼೛, where ݇ is the thermal conductivity, 
and ܥ௣ is the heat capacity.  
 The enthalpy source from thermal radiation is computed by the P-1 model [27, 79], as 
defined by Equation 57-59 in Chapter 3. 
The intensity of heat exchange between the phases is calculated by the model of Gunn 
[78], as defined by Equations 54-56 in Chapter 3. 
4.2.4 Conservation of Mass Species  
The conservation of mass species equation for the gas phase is [26, 27]: 
డሺఘ೒ఈ೒௒೔,೒ሻ
డ௧ ൅ ߘ ∙ ൫ߩ௚ߙ௚ݒ௚ ௜ܻ,௚൯ ൌ െߘ ∙ ሺߙ௚ܬ௜,௚ሻ ൅ ߙ௚ܴ௜,௚ ൅ ܴ                                   (75) 
ܬ௜,௚ ൌ െ൫ߙ௘௙௙,௠ߤ௧൯׏ ௜ܻ,௚ െ ܦ்,௜ ׏்்                                                                             (76) 
where ߙ௘௙௙,௠ is calculated by Equation-9 with ߙ଴ ൌ ଵௌ௖, where ܵܿ is the molecular 
Schmidt number.  
4.2.5 Heterogeneous and Homogeneous Reactions 
As biomass particles are fed into the gasifier, volatiles and char are first generated from 
biomass pyrolysis. The volatiles are partially burned in the limited amount of O2, and the 
heat of combustion is provided to other chemical reactions. Char also reacts with O2, and 
when O2 is depleted, the residual char reacts with CO2, H2O (water vapor), and H2 
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respectively to generate CO, H2, and CH4. The gases in the gasifier can also react with 
each other to generate other gases.    
For the current study, the following chemical processes are included in the model: 
biomass pyrolysis, heterogeneous reactions of char, and homogeneous gas-phase 
reactions. The kinetic data of biomass pyrolysis, char reactions, and gas-phase reactions 
are listed in Table 6.  
Table 6: Kinetic Data of Chemical Reactions 
 
Pyrolysis of Biomass [82] 
Biomass
→ Char ൅ Ash ൅ Moisture
൅ Volatile	ሺCO, COଶ, CHସ, CଶHସ, HଶOሻ 
 ݎ௣ ൌ ݇௣ܥ௖௛௔௥ ,  ݇௣ ൌ ݂ܣܶ௡exp	ሺെ ாೌோ்ሻ  ݂ ൌ 1.51 ൈ 10ଷ, ݊ ൌ െ1.2, ܣ ൌ 99.0 ݏିଵ, 
ܧ௔ ൌ 11.14 ݇ܬ/݉݋݈     
Heterogeneous Char Reactions [84, 85]  
Diffusion and Kinetic controlled model  
ݎ௛௘௧௘௥,௜ ൌ ଺௏ఈೞௗ೛ ∙
௉೔
ቆ భೖ೏೔೑೑,೔ା
ಾೈ಴
ೖೖ೔೙೐೟,೔ቇ
 , ݇ௗ௜௙௙,௜ ൌ ஽೔ௌ௛ோ்ௗ೛ , ݄ܵ ൌ 2 ൅ 0.6ܴ݁
భ
మܵܿభయ , ݇௞௜௡௘௧,௜ ൌ ܣ௜ exp ቀെ ா೔ோ்ቁ 
where	ܸ is the volume of char particles, ܣ is the pre-exponential factor, ܧ is the activation energy,  
and ܯ ஼ܹ is the molecular weight of char. 
ܥ ൅ ߠܱଶ → 2ሺ1 െ ߠሻܥܱ ൅ ሺ2ߠ െ 1ሻܥܱଶ (R2) ݇௞௜௡௘௧,஼ାைమ ൌ 2.0 ൈ 10ିଶ exp ቀെ ଷ଴଴଴் ቁ                 C ൅ COଶ → 2CO                                         (R3) ݇௞௜௡௘௧,஼ା஼ைమ ൌ 6.35 ൈ 10ିଷ exp ቀെ ଵଽହ଴଴் ቁ  C ൅ HଶO → CO ൅ Hଶ                                  (R4) ݇௞௜௡௘௧,஼ାுమை ൌ 2.0 ൈ 10ିଶ exp ቀെ ଼ଶସ଴் ቁ  C ൅ 2Hଶ → CHସ                                          (R5) ݇௞௜௡௘௧,஼ାுమை ൌ 1.18 ൈ 10ିହ exp ቀെ ଵ଻ଽଶଵ் ቁ  
Homogeneous Reactions [87, 114-117] 
CO ൅ 0.5Oଶ → COଶ                                    (R6) ݎ௖௢ ൌ1.30 ൈ
10ଵଵexp ሺെ ଵଶ଺௞௃/௠௢௟ோ் ሻሾܥܱሿሾܱଶሿ଴.ହሾܪଶܱሿ଴.ହ  Hଶ ൅ 0.5Oଶ → HଶO                                    (R7) ݎுమ ൌ 2.20 ൈ 10ଽ exp ቀെ ଵ଴ଽ௞௃/௠௢௟ோ் ቁ ሾܪଶሿሾܱଶሿ  CHସ ൅ 2Oଶ → COଶ ൅ 2HଶO                       (R8) ݎ஼ுర ൌ
5.01 ൈ 10ଵଵ exp ቀെ ଶ଴ଷ௞௃/௠௢௟ோ் ቁ ሾܥܪସሿ଴.଻ሾܱଶሿ଴.଼  CଶHସ ൅ Oଶ → 2CO ൅ 2Hଶ                          (R9) ݎ஼మுర ൌ
1.0 ൈ 10ଵଶ exp ቀെ ଵ଻ଷ	௞௃/௠௢௟ோ் ቁ ሾܥଶܪସሿሾܱଶሿ  
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4.2.6 Enhanced Wall Treatment 
The standard wall functions were not used in this model, due to the limitations of wall 
functions as described in our previous study. In this model, a near-wall treatment 
approach, called “enhanced wall treatment” is applied and coupled with the RNG k-
epsilon turbulence model. The enhanced wall treatment can solve the entire viscosity-
affected near-wall region, and the validity of near-wall modeling is extended from the 
log-law region to the viscous sublayer. This near-wall treatment generally consists of  the 
enhanced wall treatment of ߝ and momentum equations [27]. 
The enhanced wall treatment of ߝ equation is applied to both the viscous affected regions 
and the fully turbulent region. In the viscous affected region (ܴ݁௬ ൏ 200, where ܴ݁௬ ≡
ఘ௬√௞
ఓ ), the equation of ߝ is not used, while the equations of momentum and ݇ still remains 
as is . Meanwhile, in the fully turbulent regionሺܴ݁௬ ൐ 200ሻ, all of the momentum, ݇, and 
ߝ equations are retained. The turbulent viscosity in the near-wall region, ߤ௧௘௡௛, is defined 
by a smooth function as follows [27, 118]: 
ߤ௧௘௡௛ ൌ ߣఌߤ௧ ൅ ሺ1 െ ߣఌሻߤ௧ଶ௟௔௬௘௥                                                                            (77) 
ߤ௧ଶ௟௔௬௘௥ ൌ ߩܥఓ݈ఓ√݇                                                                                                  (78) 
 ߣఌ ൌ ଵଶ ቂ1 ൅ ݐ݄ܽ݊ ቀ
ோ௘೤ିଶ଴଴
஺ ቁቃ                                                                                    (79) 
ܣ ൌ ห∆ோ௘೤ห௔௥௧௔௡௛ሺ଴.ଽ଼ሻ                                                                                                          (80) 
where ݈ఓ is the length scale, ݕ is the normal distance between the cell center and the wall,  
and ∆ܴ݁௬ is a prescribed value.  
The enhanced wall treatment for the momentum equation is as follows [27, 118] : 
ݒା ൌ ݁୻ݒା௟௔௠ ൅ ݁ଵ/୻ݒା௧௨௥௕                                                                                     (81) 
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߁ ൌ െ௔ሺ௬శሻరଵା௕௬శ                                                                                                                (82) 
yା ≡ ఘ௨ഓ௬ఓ                                                                                                                     (83) 
where a=0.01, b=5, ݑఛ is the friction velocity, and ݒା, ݒା௟௔௠, and ݒା௧௨௥௕ are the 
normalized velocities for the near-wall, laminar, and turbulent regions, respectively. For 
further details, the reader is referred to the report by Kader [118]. 
4.3 Set-up of Numerical Experiments 
A 3D unsteady-state CFD model is built in ANSYS Fluent 14.0, and a schematic diagram 
of the gasifier is shown in Figure 37, which is similar to the experimental gasifier used by 
Garcı ́a-Ibañez, et al. [76]. The properties of biomass sample used in the experiment are 
listed in Table 7. Different values, 0.50, 0.75, and 1.0, are assigned to the product 
distribution coefficient of char combustion, ߠ. The simulation results including the 
profiles of gas composition and gasifier temperature from the models using different air 
flow rate are compared with each other to investigate the impact of	ߠ on the CFD 
modeling of biomass gasification in a CFB reactor. As shown in Table 8, nine cases are 
set up to conduct the investigation.  
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Figure 37: Schematic Diagram of Gasifier 
Table 7: Biomass Sample Properties 
Moisture 
(wt%) 
Density 
(kg/m3)
Proximate Analysis (dry 
basis) 
Ultimate Analysis (d.a.f basis) 
VM FC ASH C H O others 
8.9 659 74.4 17.1 8.5 52.7 7.2 38.1 2.0 
VM: Volatile Matter; FC: Fixed Carbon; ASH: ash; d.a.f: dry ash free 
Table 8: Set-up of Case Studies for the coefficient, ߠ 
Air Flow Rate 
(Nm3/h) 
ߠ ൌ 0.50 ߠ ൌ 0.75 ߠ ൌ 1.0 
109 Case 1 Case 2 Case 3 
120 Case 4 Case 5 Case 6 
147 Case 7 Case 8 Case 9 
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The mathematical model is solved using the finite control volume method, and the 
scheme of phase coupled SIMPLE is used for the coupling of pressure and velocity. The 
convergence criterions, absolute scaled residual, are set as 1.0×10-3 for the continuity 
equation and 1.0×10-4 for other equations; however, in the computation, all of the 
equations reach the converged solutions under 1.0×10-4. In order to reach a converged 
solution stably and quickly, a steady-state solution is first achieved with the same settings, 
and the unsteady-state solution is then developed from it in a period of 30-second real 
time. The time of computation for each test is about 8-9 days on a cluster of 12 CPU 
nodes at 2.9 GHz.  
4.4 Results and Discussion 
4.4.1 Impact of	ࣂ  on Outlet Gas Composition Predictions (Cases 1-3)  
In this study, case 3 is set as a base case. As displayed in Figures 38, the predicted outlet 
gas compositions are in a good agreement with the experimental data [76]. Additionally, 
Figure 39 (a) shows that the temperature profile from case 3 can accurately predict the 
reaction zone of pyrolysis and combustion between 0-2.3 meters, and the zone of 
gasification between 2.3-6.5 meters, which match with the findings by Garcı́a-Ibañez, et 
al. [76]. Since the simulation results from case 3 are very similar to those of the model 
described in Chapter 3, for the simplification of this work, the reader is referred to 
Chapter 3 to find further details of model validation. 
Figure 38 demonstrates the outlet gas compositions predicted from cases 1-3. As seen in 
this figure, the difference between the predictions of gas compositions from the models 
using different values of ߠ is insignificant. Therefore, it might show that the char 
gasification production coefficient, ߠ, has minor impact on the predictions of outlet gas 
composition as proposed by Yan and Zhang [108] . It may be because in the modeling of 
biomass gasification, the outlet gas compositions are not just determined by char 
combustion, other reactions such as biomass pyrolysis, gas combustion, and the reaction 
of char and water vapor may also play important roles in the gas production [108]. 
Accordingly, a change of ߠ may not be able to cause significant impact on the predictions 
of outlet gas compositions.  
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Figure 38: Comparison of Predicted Outlet Gas Composition and Experimental Data 
4.4.2 Impact of	ࣂ  on Gasifier Temperature Distribution (Cases 1-3)  
Figures 39 (a) and (b) demonstrates the temperature profiles predicted from cases 1-3. As 
seen in Figure 39 (a), for case 1, the gasifier temperature increases sharply, up to about 
1200 ºC, between the heights of 0-1.0 meter, and then decreases along the height of the 
gasifier. The temperature profiles of cases 2 and 3 overlap each other. The temperatures 
for the two cases first increase quickly in the bottom region, then reach a plateau, around 
1000 ºC,  between the heights of 1.0-2.3 meters, and finally decrease slowly along the 
gasifier. As demonstrated in Figure 39 (b), the high temperature area from case 1 is much 
shorter than those of cases 2 and 3. 
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Figure 39 (a): Temperature Profiles from Cases 1-3 
 
Figure 39 (b): Temperature Contours on XZ Plane (Cases 1-3) 
From the comparison above, it is observed that the value of ߠ can influence the predicted 
temperature profile. The reactor temperature for the case 1 in which ߠ is set as 0.5 
increases more rapidly in the lower region of the gasifier than those in cases 2 and 3 in 
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which the values of ߠ are 0.75 and 1.0, respectively. It may be caused by the different 
stoichiometric coefficients of char combustion and the consequent changes of reaction 
rates. 
In case 1, due to the setting of ߠ, only 0.5 mole of O2 is consumed in char combustion. So, 
compared with cases 2 and 3, there would be more remaining O2 for the combustion of 
some gases such as CH4, C2H4, and syngas (CO+H2). Since gas combustion can generally 
happen more rapidly, the temperature may also increase dramatically in a very short 
period of time. Accordingly, a high peak temperature may then be predicted from case 1, 
as shown in Figure 39 (a). However, since only a limited amount of air or O2 is supplied 
to the gasifier, and after O2 is depleted, the reactor temperature then starts to drop.  
As shown in Figures 40-42, between the heights of 0-1.0 meter, CO, CH4, and C2H4 
combustion reactions in case 1 are much faster than those of cases 2 and 3. On the other 
hand, it is also seen that between the heights of 1.0-4.0 meters, the rates of reaction R6, 8, 
and 9 predicted from case 1 are eventually exceeded by those in cases 2 and 3 due to the 
depletion of O2. Consequently, as shown in Figure 39 (a), the temperature of case 1 then 
decreases more quickly than the temperatures in cases 2 and 3 in the same region of the 
gasifier, as shown in Figure 39 (a).  
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Figure 40: Reaction Rates of CO Combustion in Cases 1-3 
 
Figure 41: Reaction Rates of CH4 Combustion in Cases 1-3 
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Figure 42: Reaction Rates of C2H4 Combustion in Cases 1-3 
As displayed in Figure 39 (a), the temperature profiles from cases 2 and 3 with ߠ ൌ 0.75  
and	ߠ ൌ 1.0 respectively, are very similar to each other. In order to further examine the 
effect of ߠ on the prediction of gasifier temperature, two additional cases with ߠ ൌ 0.55 
and ߠ ൌ 0.60, respectively, are added to the current study. Figure 43 clearly presents a 
transition of gasifier temperature. The high temperature region moves upwards while the 
value of ߠ increases from 0.5 to 1.0; meanwhile, the peak temperature decreases, and a 
plateau of temperature is also formed accordingly. 
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Figure 43: Temperature Profiles from the Cases using Different Values of ߠ 
4.4.3 Impact of	ࣂ  on Gas Composition Distributions (Cases 1-3)  
Since reaction rates vary with temperatures, the cases that predict different temperature 
profiles may also present different gas composition patterns. Therefore, it is necessary to 
examine the effect of ߠ on the gas composition distribution.  
In Figure 44, it is observed that O2 in case 1 is consumed more rapidly in the bottom 
region of the gasifier than those in cases 2 and 3 due to faster reaction rates. In the 
meantime, as a main product of gas combustion, CO2 in case 1 is also generated faster in 
the same region, as displayed in Figure 45. 
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Figure 44: O2 Distribution inside the Gasifier (Cases 1-3) 
 
Figure 45: CO2 Distribution inside the Gasifier (Cases 1-3) 
Figures 46 and 47 demonstrate the distributions of CH4 and C2H4 for cases 1-3. As shown 
in the figures, the gas compositions from cases 1-3 increase in the bottom area due to 
biomass pyrolysis, then gradually drop due to gas combustion reactions, and finally reach 
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a constant value when O2 is depleted in the gasifier. On the other hand, it is also seen that 
in the bottom region of the gasifier, the compositions of CH4 and C2H4 from case 1are 
lower than those of cases 2 and 3 and it may be caused by the faster combustion rates 
predicted from case 1. However, when O2 is depleted in the middle region of the gasifier, 
the gas compositions finally reach constant values and come close to the predictions of 
cases 2 and 3. 
 
Figure 46: CH4 Distribution inside the Gasifier (Cases 1-3) 
 
Figure 47: C2H4 Distribution inside the Gasifier (Cases 1-3) 
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Figure 48 demonstrates the distributions of syngas (CO+H2) for cases 1-3. As displayed 
in the figure, the amount of syngas generated from case 1 is less than that of case 1. This 
may be caused by the different temperature profiles predicted from the cases. In a gasifier, 
syngas is mainly generated from the reaction of char and water vapor (reaction R4) which 
generally occurs in the middle and upper regions of the gasifier. As shown in Figure 39 
(a), for case 1, the temperatures between the heights of 2.3-6.5 meters are lower than 
those of cases 2 and 3, and consequently, the rates of reaction R4 may also be lower than 
the rates of cases 2 and 3. Thus, due to the slower reaction rate of R4 in these regions, 
lower syngas composition predictions for case 1 may then be observed in Figure 48.  
 
Figure 48: Syngas Distribution inside the Gasifier (Cases 1-3) 
It is noted that although the cases using various values of ߠ present different temperature 
and gas composition profiles, the difference between the predictions of outlet gas 
compositions is still small. It is mainly because apart from char combustion, other 
reactions such as pyrolysis and the reaction of char and water vapor (R4) also play 
important roles in the gas production. Varying the value of ߠ for char combustion may 
affect the distribution of gas composition to some extent, but it might not be able to cause 
significant impact on the predictions of outlet gas compositions. 
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4.4.4 Effect of Air Flow Rate (Cases 4-9) 
In this section, case studies using different air flow rates (cases 4-6, and 7-9) are 
implemented to further examine the impact of ߠ on the predictions of gas composition 
and reactor temperature. 
 Figures 49 and 50 demonstrate the predictions of outlet gas compositions for cases 4-6 
(air flow rate: 120 Nm3/h), and 7-9 (air flow rate: 147 Nm3/h), respectively. It is observed 
that the differences between the outlet gas compositions from the cases using different 
values of ߠ are insignificant. It therefore confirms the conclusion of Section 4.4.1 that the 
coefficient of ߠ has a minor influence on the predictions of outlet gas compositions. 
 
Figure 49: Outlet Gas Compositions from Cases 4-6 
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Figure 50: Outlet Gas Composition from Case 7-9 
Figure 51 demonstrates the temperature profiles from cases 4-6, and the peak temperature 
predicted from case 4 appears earlier than those of cases 5 and 6. As mentioned in 
Section 4.4.2, it may be caused by faster gas combustion. Accordingly, O2 composition in 
Case 4 then decreases more quickly than those of Cases 5 and 6, as displayed in Figure 
52.  
Figures 53-55 show the distributions of CH4, C2H4, and syngas for cases 4-6. As 
displayed in the figures, the gas composition distributions from cases 4-6 follow the 
trends analogous to those of cases 1-3. According to our model, similar results of 
temperature and gas composition comparisons are also found in cases 7-9. Thus, the 
impacts of ߠ on the temperature and gas composition profiles discovered in Sections 
4.4.2 and 4.4.3 are again confirmed with the comparison results from other cases by 
increasing air supply to the gasifier. 
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Figure 51: Temperature Profiles from Cases 4-6 
 
Figure 52: O2 Distribution inside the Gasifier (Cases 4-6) 
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Figure 53: CH4 Distribution inside the Gasifier (Cases 4-6) 
 
Figure 54: C2H4 Distribution inside the Gasifier (Cases 4-6) 
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Figure 55: Syngas Distribution inside the Gasifier (Cases 4-6) 
Figures 56-58 show the profiles of CH4, C2H4, and syngas, respectively, for cases 1, 4, 
and 7. As seen in the figures, for the cases using the same value of ߠ, the mole fractions 
of CH4, C2H4, and syngas decrease when the air flow rate increases from 109 to 147 
Nm3/h. It is mainly because when more air or O2 is supplied to the gasifier, more 
combustible gases such as CH4, C2H4, and syngas will react with O2. As a result of more 
gas combustion, the gasifier temperature also rises up, whilst the air flow rate increases, 
as shown in Figure 59.  
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Figure 56: Comparison of CH4 Distributions from Cases 1, 4, and 7 
 
Figure 57: Comparison of C2H4 Distributions from Cases 1, 4, and 7 
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Figure 58: Comparison of Syngas Distributions from Cases 1, 4, and 7 
 
Figure 59: Comparison of Temperature Profiles from Cases 1, 4, and 7 
4.5 Conclusions 
In this paper, a 3D unsteady-state model was built to simulate biomass gasification using 
a CFB reactor. The RNG k-epsilon turbulence model was coupled with the enhanced wall 
treatment to describe turbulent flows in the gasifier. The equations of mass, momentum, 
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and energy conservation were applied to model mass and energy transfer in the reactor. 
The simulation results were compared and validated with experimental data. Nine cases 
were set up to examine the effect of ߠ, product distribution coefficient of char 
combustion.  
According to the comparison of outlet gas compositions from the cases, the coefficient of 
ߠ showed a little impact on the prediction of outlet gas composition. It might be because 
except char combustion, other chemical reactions such as pyrolysis, and char gasification 
reactions also play major roles in producing gases. On the other hand, it was found that ߠ 
could affect the gasifier temperature profile. The reactor temperature from the cases with 
the value of 0.50 for ߠ increased more quickly than those in the cases using the values of 
0.75 and 1.0, due to higher rates of gas combustion. It was also observed that the peak-
temperature region or combustion zone moved to a higher region of the gasifier when the 
air supply to the gasifier increased. 
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Chapter 5 
Conclusions and Recommendations 
5.1 Conclusions 
In Chapter 2, a 2-D unsteady-state hydrodynamic model was first established to 
investigate the impacts of standard wall function and drag models. The fluctuating energy 
equation was applied to describe the granular flow in a CFB riser, and the standard k-
epsilon turbulence model was integrated with the standard wall function to describe the 
turbulent flow in the riser.  
The simulation results were validated by the experimental data [40, 41]. A grid study was 
implemented to investigate the impact of the standard wall function. It was found that the 
standard wall functions played a major role in predicting the profile of solid volume 
fraction in the near-wall region, and the validity of the standard wall function could be 
greatly affected by the value of *y . The value of *y , in the range of 11.225 to 300, was 
preferable for the current hydrodynamic model.  
The effects of the conventional and EMMS drag models were examined as well. The 
EMMS drag model showed less universal than the conventional drag models. In order to 
correctly describe the radial profile of solid volume fraction, the parameter settings of 
EMMS model might need to vary from case to case. However, the EMMS model also 
showed some advantages over the conventional drag models and was capable of 
presenting a temporal-varying profile and demonstrating three distinct solid regions in the 
riser.  
In Chapter 3, the continuity, momentum, mass species reactions were integrated with the 
kinetics of heterogeneous char reaction and homogeneous gas-phase reactions to simulate 
biomass gasification in a CFB reactor. The effect of turbulence models was examined, 
and it was found that the difference between the standard k-epsilon, RNG, and the 
realizable k-epsilon models were insignificant. Meanwhile, it was also observed that the 
impact of thermal radiation is significant on the predictions of gasifier temperature 
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profiles, and the effect of thermal cannot be ignored. The role of WGS reaction was 
investigated in the study as well, and it was concluded that the kinetics of WGS reaction 
needed to be applied cautiously to the modeling of CFB biomass gasification, due to the 
non-catalytic environment and short reactor residence time of the CFB gasifier.  
In Chapter 4, a 3-D unsteady-state CFD model was established to study the impact of 
char combustion production distribution coefficient. Three different values, 0.5, 0.75, and 
1.0 were assigned to ߠ, and nine cases were built to examine the effect of this coefficient. 
According to the comparison, the coefficient, ߠ, showed minor impact on the predictions 
of outlet gas compositions; however, it was also seen that the coefficient could affect the 
prediction of gasifier temperature, and the high temperature area appeared earlier for the 
cases with ߠ=0.5 than those of other cases. The similar impact of ߠ was also confirmed in 
other case studies where various air flow rate or ER were applied. Additionally, it was 
observed that the compositions of combustible gas species such as CH4, C2H4, and syngas 
decreased and the gasifier temperature increased when the air flow rate or ER increased. 
5.2 Recommendations for Future Work 
As shown in the thesis, the CFD modeling of biomass gasification can present more 
comprehensive view than other conventional modeling techniques, and the profiles of 
velocity, temperature, and gas composition can be valuable for gasifier process design 
and optimization. The following are the recommendations for future investigation: 
 For the hydrodynamic study, 3-D unsteady-state hydrodynamic models coupled 
with the conventional or EMMS drag models can present more details of turbulent 
flow in the riser than 2-D models. Accordingly, the transverse profiles of velocity 
and solid volume fraction can then be seen and compared with each other, which 
may help to obtain deeper understanding of the hydrodynamics of CFB gasifier. 
 For the simulation of CFB gasification, two-step or multi-step reaction 
mechanism can be applied to the kinetics of biomass pyrolysis to present more 
details of CFB gasifier. 
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 Considering the limitations of Eulerian-Eulerian approach, the Eulerian-
Lagrangian can be applied in future study to present more accurate predictions of 
velocity, temperature, and gas composition.  
 Furthermore, instead of the Reynolds-averaged Navier-Stokes (RANS) turbulence 
models used in this work, the Large Eddy Simulation (LES) method can also be 
applied to the gas phase to further increase the accuracy of CFD model, as 
indicated by Chen and Ghoniem [119]. 
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Appendix A: Types of Gasifiers 
A.1 Moving Bed/Fixed Bed Gasifier 
 “Moving bed” refers to as the “moving” fuel particles injected from the top of a gasifier, 
while “Fixed Bed” refers to as the fixed shape of bed where carbonaceous particles react 
with gasifying agents. Moving bed/fixed bed gasifiers consist of updraft, downdraft, and 
cross-draft gasifiers.  
A.1.1 Updraft Gasifier 
Figure A1 displays an updraft gasifier. In such a gasifier, the carbonaceous particles are 
fed from the top, descend and encounter the air blowing from the distributor at the bottom. 
The product gases are extracted from the outlet at the side of the gasifier, whilst the ash is 
collected and removed from the bottom [120, 121]. 
 
Figure A 1: Schematic of Updraft Gasifier  
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In this countercurrent flow system, the descending carbonaceous particles undergo drying, 
devolatilization, pyrolysis, char gasification and combustion process sequentially. Since 
the gas stream exits right after travelling through the zone of drying and pyrolysis, some 
parts of volatiles from the pyrolysis can be entrained outside the gasifier. Therefore, the 
tar content generated in an updraft gasifier is much higher than other gasifiers. Thus, an 
updraft moving bed gasifier may not be preferable for high-volatile fuels.  
A.1.2 Downdraft Gasifier 
As demonstrated in Figure A2, downdraft gasifier is a concurrent flow unit where both 
the carbonaceous particles and the gas stream flow in the same direction.  
 
Figure A 2: Schematic of Downdraft Gasifier  
Since air enters from the side, flows downward, and exits at the bottom, the volatiles 
generated during pyrolysis are forced to travel through the zones of combustion and 
gasification at above 900 °C, and the tar can be cracked into the non-condensable gases 
like carbon monoxide, carbon dioxide and other gases. As a result, the tar content in a 
downdraft gasifier is lower than an updraft gasifier.  
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A.1.3 Crossdraft Gasifier 
In a crossdraft gasifier, as shown in Figure A3, biomass or fuel particles are fed from the 
top while air is injected from the side. The product gases exit at the other side of the 
gasifier, which is different from a downdraft gasifier where the product gases exit at the 
bottom. 
 
Figure A 3: Schematic of Crossdraft Gasifier  
Crossdraft gasifiers are usually applied for small scale production, thus, the size of 
gasifier is generally small. On the other hand, the reactions may begin quickly due to the 
small reaction zone. 
A.2 Fluidized Bed Gasifier 
Figure A4 shows the schematic diagram of fluidized bed gasifier. In fluidized bed 
gasifiers, a better mixing of carbonaceous solid particles and gasifying agents can be 
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achieved when the particles are fluidized by the gasifying agents. As a result, mass and 
energy transfer in such a gasifier is also better than the ones in a fixed/moved bed gasifier. 
 
Figure A 4: Schematic Diagram of Fluidized Bed Gasifier 
A.2.1 Bubbling Fluidized Bed Gasifier 
In a bubbling fluidized bed gasifier, the carbonaceous solid fuel, generally crushed into 
less than 10 mm particles, is fed into the gasifier and is fluidized by the gasifying 
mediums delivered from the bottom. Some bubbles appear when the gas travels through 
the bed. A small amount of particles are lifted up in the space (freeboard), and then most 
of them will fall back to the bed. Some light particles (dusts) are taken outside the 
gasifier. They are captured in a cyclone and then returned to the gasifier. 
In addition to the gasifying mediums supplied from the bottom, a supplementary 
gasifying medium can be introduced from the lower side of the gasifier. The purpose of 
that is to react with the un-reacted char particles remained in the freeboard space (the 
space above the bed) to achieve a higher conversion of carbonaceous fuel.  
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The flow regime in a bubbling fluidized bed presents much better mixing of gas and 
particles than fixed bed gasifiers. Such a gasifier is suitable for medium scale production 
[122, 123]. 
A.2.2 Circulating Fluidized Bed Gasifier 
A circulating fluidized bed gasifier typically includes a riser serving as a reactor, an 
external recycle cyclone, and a seal pot.  
Since the gas velocity in a CFB gasifier, generally 3.5-5 m/s, is higher than bubbling 
fluidized bed, 0.5-1.0 m/s, the hydrodynamics in such a gasifier is also different from 
bubbling fluidized bed gasifiers. Unlike a bubbling fluidized bed gasifier where the 
particles mostly remain in the bed, all of the particles in a CFB riser (circulating fluidized 
bed) are lifted up and mixed with the gases thoroughly due to turbulence flow situation 
and strong dragging force caused by high slip velocity between the particles and gases. 
So, in a CFB gasifier, a better mixing between gas and particles can be achieved and as a 
result it also provides more efficient mass and energy transfer for gasification reactions 
[124-126]. 
A.3 Entrained Flow Gasifier 
Entrained flow gasifiers are essentially concurrent reactors. Very fine carbonaceous solid 
particles, generally coal particles, combined with gasifying mediums are injected into the 
gasifier from the top or side. Gasification reactions occur above 1000 °C within a few 
seconds.  
Figure A5 demonstrates the schematic diagram of entrained flow gasifier, where fuel 
particles are injected into the gasifier from the top together with gasifying agents such as 
oxygen gas and steam. 
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Figure A 5: Schematic Diagram of Entrained Flow Gasifier 
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Appendix B: Standard k-epsilon Turbulence Model, Kinetic 
Theory of Granular Flow, and Energy Transport Equation 
B.1 Standard k-epsilon Turbulence Model 
The velocity in turbulent flow fluctuates in a chaotic fashion and cannot be solved 
directly from the “Navier-Stokes Equations”. Therefore, proper models are needed to 
describe turbulent flows [127]. A technique used in the derivation of turbulent flow 
modeling is Reynolds-averaged technique that partitions instantaneous velocity into mean 
velocity and fluctuating component in the following form [128]: 
ݑ௜ ൌ ݑ௜ᇱ ൅ ݑ௜                                                                                                                 (B-1) 
where ݑ௜ is the instantaneous velocity, ݑᇱ௜ is the fluctuating velocity, and ݑ௜ is the mean 
velocity. 
The Navier-Stokes Equation is given by  
ߩ డ௨೔డ௧ ൅ ݑ௝
డ௨೔
డ௫ೕ ൌ ߩ݃௜ െ
డ௣
డ௫೔ െ
డఛ೔ೕ
డ௫೔                                                                                   (B-2) 
where ݅, ݆ are the coordinates. 
Taking the Reynolds-averaged technique, the equation above becomes as follows: 
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or 
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Substitute Equation B-1 into the second term on the left side of Equation B-4, 
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According to the definition of fluctuating velocity[127], 	డ௨ᇲ೔డ௫ೕ  and	ݑᇱ௜ are zero, thus the 
equation becomes:  
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where ݑᇱ௝ డ௨
ᇲ೔
డ௫ೕ  can be calculated by the equations below, 
ݑᇱ௝ డ௨
ᇲ೔
డ௫ೕ ൌ
డ௨ᇲೕ௨ᇲ೔
డ௫ೕ െ ݑᇱ௜
డ௨ᇲೕ
డ௫ೕ                                                                                            (B-7) 
and 
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According to the continuity equation, the following equations are shown as follows: 
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డ௫య ቁ ൌ 0		݅ ൌ 2, ݆ ൌ 1,2,3
ݑᇱଷሺడ௨
ᇲభ
డ௫భ ൅
డ௨ᇲమ
డ௫మ ൅
డ௨ᇲయ
డ௫య ሻ ൌ 0		݅ ൌ 3, ݆ ൌ 1,2,3
                                                           (B-9) 
Substituting Equation B-9 and B-8 into B-7, Equation B-10 is obtained: 
ݑᇱ௝ డ௨
ᇲ೔
డ௫ೕ ൌ
డ௨ᇲೕ௨ᇲ೔
డ௫ೕ                                                                                                         (B-10) 
Thus, substituting Equation B-6 and Equation B-10 into Equation B-4 and re-arranging 
the equation, the turbulent momentum equation is derived as follows: 
ߩ డ௨೔డ௧ ൅ ߩݑ௝
డ௨೔
డ௫ೕ ൌ ߩ݃௜ െ
డ௣
డ௫೔ െ
డఛ೔ೕ
డ௫೔ െ
డఘ௨ᇲೕ௨ᇲ೔
డ௫ೕ                                                            (B-11) 
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Defining ߩݑᇱ௝ݑᇱ௜ as ߬௜௝௧ , turbulent Reynolds stress tensor, thus the turbulent equation can 
be stated as: 
ߩ డ௨೔డ௧ ൅ ߩݑ௝
డ௨೔
డ௫ೕ ൌ ߩ݃௜ െ
డ௣
డ௫೔ െ ሺ
డఛ೔ೕ
డ௫೔ ൅
డఛ೔ೕ೟
డ௫೔ ሻ                                                               (B-12) 
The momentum equation above is not in a closed form yet because the term ߩݑᇱ௝ݑᇱ௜ or 
߬௜௝௧   is still unknown. So, a turbulent stress tensor model analogous to the laminar viscous 
tensor has been defined [39]: 
߬௜௝௧ ൌ െߤ௧ ൬డ௨೔డ௫ೕ ൅
డ௨ೕ
డ௫೔ െ
ଶ
ଷ ׏ ∙ ݒԦߜ௜௝൰ ൅
ଶ
ଷ ߩ݇ߜ௜௝                                                             (B-13)  
ߜ௜௝ሺKronecker	Delta, a	unit	tensorሻ ൌ 1, i ൌ j,  
ߜ௜௝ሺKronecker	Delta, a	unit	tensorሻ ൌ 0, i ് j.  
ߤ௧ ൌ ఘ஼ഋ௞
మ
ఌ                                                                                                                    (B-14) 
where ݇ is turbulent kinetic energy, defined as  ௨ᇱ೔௨ᇱ೔ଶ , 
            ߝ is turbulent kinetic energy dissipation rate, defined as ߤ డ௨೔ᇲడ௫ೕ
డ௨೔ᇲ
డ௫ೕ, 
            ܥఓ is a turbulent modeling constant. 
Comparatively, the laminar viscous tensor is shown below,                         
߬௜௝ ൌ െߤሾ൬డ௨೔డ௫ೕ ൅
డ௨ೕ
డ௫೔ሻ െ ሺ
ଶ
ଷ ׏ ∙ ݑሬԦߜ௜௝൰ሿ                                                                         (B-15) 
where ߤ is laminar viscosity. 
As shown above, in order to solve turbulent momentum equation B-12, ݇ and ߳ must be 
modeled. The widely accepted ݇ െ ߳  and turbulent momentum equations were achieved 
and shown as follows [39]: 
Turbulent Momentum Equation: 
ߩ డ௨ሬԦడ௧ ൅ ߩݑሬԦ ⋅ ׏ݑሬԦ ൌ ߩ Ԧ݃ െ ׏݌ ൅ ׏ ∙ ሾሺߤ ൅ ߤ௧ሻ ൬׏ݑሬԦ ൅ ׏ݑ்ሬሬሬሬሬሬሬԦ െ
ଶ
ଷ ׏ ∙ ݒԦߜ௜௝൰ሿ െ
ଶ
ଷ ׏ሺߩ݇ߜ௜௝ሻ  
                                                                                                                                    (B-16) 
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Turbulent Kinetic Energy Equation: 
ߩ డ௞డ௧ ൅ ߩݑሬԦ ⋅ ׏݇ ൌ ׏ ⋅ ቂቀߤ ൅
ఓ೟
ఙೖቁ ׏݇ቃ ൅ ߤ௧݌ ቀݑሬԦቁ െ
ଶఘ௞
ଷ ׏ ⋅ ݑሬԦ െ ߩߝ                              (B-17) 
Turbulent Kinetic Energy Dissipation Rate Equation: 
ߩ డఌడ௧ ൅ ߩݑሬԦ ⋅ ׏ߝ ൌ ׏ ⋅ ቂቀߤ ൅
ఓ೟
ఙഄቁ ׏ߝቃ ൅
஼ഄభఌ
௞ ቂߤ௧݌ ቀݑሬԦቁ െ
ଶఘ௞
ଷ ׏ ⋅ ݑሬԦቃ െ
஼ഄమఘఌమ
௞                  (B-18) 
where ݌ ቀݑሬԦቁ ൌ ׏ݑሬԦ: ቀ	׏ݑሬԦ ൅ ׏ݑሬԦ୘ቁ െ ଶଷ ሺ׏ ⋅ ݑሬԦሻଶ and ߪ௞, ߪఌ,	ܥఌଵ,  and	ܥఌଶ are modeling 
constants, usually 1.0, 1.3, 1.44 and 1.92, respectively [39]. 
B.2 Kinetic Theory of Granular Flow 
The turbulent momentum (B-16), turbulent kinetic energy (B-17) and dissipation rate 
equations (B-18) can be applied to both gas and particle phases. However for the particle 
phase, particle phase viscosity, a very important parameter, is hardly measureable 
because it can vary significantly due to different diameters of particles, thus a model 
needs to be established to estimate this parameter. 
Kinetic theory of granular flow, as a part of quantum mechanics, is to study particle 
motions at microscopic level and explain macroscopic phenomena. Based on a binary 
particle collision assumption, some parameters such as diffusivity and viscosity can be 
estimated quite accurately using this theory. Since kinetic theory of granular flow was 
originated from the well-known “Boltzmann-Maxwell Equation” [129]. 
B.2.1 Boltzmann-Maxwell Equation 
The Boltzmann-Maxwell equation was first developed in the 1860s and 1870s by the 
physicists, James Clerk Maxwell and Ludwig Boltzmann, to predict the distribution of 
gaseous molecules and its relations with gas temperature, pressure and velocity. In recent 
years, a theory on particle or granular flow, known as kinetic theory of granular flow, has 
been developed from this equation, and it has been proved quite accurate for estimating 
some transport coefficients such as diffusivity and viscosity. 
Velocity Distribution Function 
As defined in Boltzmann-Maxwell Equation [130], some macroscopic properties can be 
estimated from the velocity distribution of molecules ݂, which is a function of time ݐ, 
position ݎ and instantaneous velocity ܿ, shown as follows. 
݂ ൌ ݂ሺݐ, ݎ, ܿሻ                                                                                                              (B-19) 
122 
 
The hypothesis of this velocity distribution is that at time ݐ, in the element ݀ݎ, the 
number of molecules in a unit volume, ݊, is calculated by the following equations 
݊݀ݎ ൌ ∬݂ ݀ܿ݀ݎ                                                                                                         (B-20) 
Thus, the following equation is achieved, 
݊ ൌ ׬݂ ݀ܿ                                                                                                                  (B-21) 
For a quantity ߶, being a scalar or, vector or tensor, the sum of ߶ at time ݐ and in the 
element ݀ݎ, is defined as:  
∑߶ ൌ ݊߶݀ݎ                                                                                                               (B-22) 
       ൌ ݀ݎ ׬߶݂݀ܿ  
Therefore, the mean of the quantity ߶ is  
݊߶ ൌ ׬߶݂݀ܿ                                                                                                             (B-23)     
Let ߶ be the molecule instantaneous velocity, ܿ, then the mean velocity ݒ is  
݊ݒ ൌ ׬ ݂ܿ݀ܿ                                                                                                               (B-24) 
or 
ݒ ൌ ଵ௡ ׬ ݂ܿ݀ܿ                                                                                                                (B-25) 
Boltzmann-Maxwell Equation 
Boltzmann-Maxwell Equation is based on a hypothesis that during the time, ݀ݐ. Each 
molecule is exerted a force ܨ, then the velocity of molecule is ܿ ൅ ܨ݀ݐ, and the position 
vector becomes ݎ ൅ ܿ݀ݐ. The function ݂ሺܿ ൅ ܨ݀ݐ, ݎ ൅ ܿ݀ݐ, ݐ ൅ ݀ݐሻ is different from 
݂ሺܿ, ݎ, ݐ	ሻ due to a binary particle collision. Thus the following equation is obtained:   
ሼ݂ሺܿ ൅ ܨ݀ݐ, ݎ ൅ ܿ݀ݐ, ݐ ൅ ݀ݐሻ െ ݂ሺܿ, ݎ, ݐሻሽ݀ܿ݀ݎ ൌ ሺడ௙డ௧ሻ௖௢௟௟݀ܿ݀ݎ݀ݐ                           (B-26) 
Dividing both sides by ݀ܿ݀ݎ݀ݐ and taking ݀ݐ close to zero, the following is obtained: 
௙ሺ௖ାிௗ௧,௥ା௖ௗ௧,௧ାௗ௧ሻି௙ሺ௖,௥,௧ሻ
ௗ௧ ൌ ሺ
డ௙
డ௧ሻ௖௢௟௟                                                                (B-27) 
According to First Order Taylor Series Expansion, Equation B-27 can be approximated to: 
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݂ሺܿ ൅ ܨ݀ݐ, ݎ ൅ ܿ݀ݐ, ݐ ൅ ݀ݐሻ െ ݂ሺܿ, ݎ, ݐሻ
݀ݐ
ൌ
൜݂ሺܿ, ݎ, ݐሻ ൅ ߲݂߲ܿ ሺܿ ൅ ܨ݀ݐ െ ܿሻ ൅
߲݂
߲ݎ ሺݎ ൅ ܿ݀ݐ െ ݎሻ ൅
߲݂
߲ݐ ሺݐ ൅ ݐ݀ݐ െ ݐሻൠ െ ݂ሺܿ, ݎ, ݐሻ
݀ݐ
ൌ
߲݂
߲ܿ ⋅ ܨ݀ݐ ൅
߲݂
߲ݎ ⋅ ܿ݀ݐ ൅
߲݂
߲ݐ ⋅ ݀ݐ
݀ݐ  
ൌ డ௙డ௧ ൅ ܨ ⋅
డ௙
డ௖ ൅ ܿ ⋅
డ௙
డ௥                                                                                            (B-28) 
Thus Boltzmann-Maxwell Equation is achieved: 
డ௙
డ௧ ൅ ܨ ⋅
డ௙
డ௖ ൅ ܿ ⋅
డ௙
డ௥ ൌ ሺ
డ௙
డ௧ሻ௖௢௟௟                                                                  (B-29) 
Multiplying both sides by ߶ and integrating over dܿ, the following equation yields: 
׬߶ሺ డ௙డ௧ ൅ ܨ ⋅
డ௙
డ௖ ൅ ܿ ⋅
డ௙
డ௥ሻ݀ܿ ൌ ׬߶ሺ
డ௙
డ௧ሻ௖௢௟௟݀ܿ                                                             (B-30)   
Define ܿ ൌ ۱ ൅ ݒ                                                                                                         (B-31) 
where ܿ, ࡯ and ݒ are instantaneous velocity, fluctuating velocity and mean velocity, 
respectively. 
Substituting Equation B-31 into B-30 and with further manipulation as done by Sydney 
and Cowling [130], the following equation is obtained: 
஽௡థ
஽௧ ൅ ݊߶׏ ⋅ ݒ ൅
డ௡థ࡯
డ௥ െ ݊ ቀܨ െ
஽௩
஽௧ቁ
డథ
డ࡯ െ ݊
డథ
డ஼ ࡯:
డ௩
డ௥ ൌ ݊߶௖௢௟௟                                  (B-32) 
where 
஽
஽௧ is a “substantial derivative”, defined as follows:  
஽
஽௧ ൌ
డ
డ௧ ൅ ݒ ⋅
డ
డ௥                                                                                         (B-33) 
߶௖௢௟௟ is the average change of the quantity caused by the particle collision and is defined  
as follows: 
݊߶௖௢௟௟ ൌ െ׏ ⋅ ௖ܲ௢௟௟ ൅ ௖ܰ௢௟௟                                                                                         (B-34) 
௖ܲ௢௟௟ is a function of ሺ߶ଵᇱ െ ߶ଵሻ multiplied by other elements such as the unit vectors 
defined by the binary particle theory [32]. 
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௖ܰ௢௟௟ is a function of ሺ߶ଵᇱ ൅ ߶ଶᇱ െ ߶ଵ െ ߶ଶሻ multiplied by other elements such as the unit 
vectors defined by the binary particle theory [32].  
߶ଵ, ߶ଶ, ߶ଵ′, ߶ଶ′ are the quantities ߶	 of particle 1 and particle 2 before and after binary 
particle collision. 
B.2.2 Continuity Equation for the Particle Phase 
Let ߶ ൌ ݉, particle mass, then Equation B-32 becomes: 
஽௡௠
஽௧ ൅ ݊݉׏ ⋅ ݒ ൅
డ௡௠࡯
డ௥ െ ݊ ቀܨ െ
஽௩
஽௧ቁ
డ௠
డ࡯ െ ݊
డ௠
డ࡯ ܥ:
డ௩
డ௥ ൌ ݊߶௖௢௟௟ሺ݉ሻ     (B-35) 
In the equation above,  
݊݉ ൌ ߩ, and 
 డ௡௠஼డ௥ ൌ
డ௡௠஼
డ௥  = 0, because the mean of fluctuating velocity is defined as zero, 
 డ௠డ஼ ൌ 0,   
݊߶௖௢௟௟ሺ݉ሻ ൌ 0, because ሺ݉ଵᇱ െ ݉ଵሻ and ሺ݉ଵᇱ ൅ ݉ଶᇱ െ ݉ଵ െ݉ଶሻ are all zero according 
to the mass conservation law. 
Thus the following equation is achieved: 
஽௡௠
஽௧ ൅ ݊݉׏ ⋅ ݒ ൌ
డఘ
డ௧ ൅ ݒ ⋅
డఘ
డ௥ ൅ ߩ׏ ⋅ ݒ ൌ
డఘ
డ௧ ൅ ׏ ⋅ ሺߩݒሻ ൌ 0                                     (B-36) 
B.2.3 Momentum Equation for the Particle Phase 
Substituting ߶ ൌ ݉࡯ into Equation B-32, then the following equation is achieved: 
஽௡௠࡯
஽௧ ൅ ݊݉࡯׏ ⋅ ݒ ൅
డ௡௠࡯࡯
డ௥ െ ݊ ቀܨ െ
஽௩
஽௧ቁ
డ௠࡯
డ࡯ െ ݊
డ௠࡯
డ࡯ ࡯:
డ௩
డ௥ ൌ ݊߶௖௢௟௟ሺ݉࡯ሻ             (B-37) 
The left Side 
ൌ ஽௡௠࡯஽௧ ൅ ݊݉࡯׏ ⋅ ݒ ൅
డ௡௠࡯࡯
డ௥ െ ݊ ቀܨ െ
஽௩
஽௧ቁ ሺ࡯
డ௠
డ࡯ ൅ ݉
డ࡯
డ࡯ሻ െ ݊ ቀܥ
డ௠
డ࡯ ൅ ݉
డ࡯
డ࡯ቁ࡯:
డ௩
డ௥  
Since  ࡯ ൌ 0, the first two terms disappear. డ௠డ஼  is equal to zero, because the mass of 
particle is independent of the fluctuating velocity.  
Therefore, the left side 
125 
 
ൌ డ௡௠࡯࡯డ௥ െ ݊݉ ቀܨ െ
஽௩
஽௧ቁ െ ݊݉࡯:
డ௩
డ௥  
ൌ డఘ࡯࡯డ஼ െ ߩሺܨ െ
஽௩
஽௧ሻ  
Thus Equation B-37 becomes as follows: 
డఘ࡯࡯
డ௥ െ ߩ ቀܨ െ
஽௩
஽௧ቁ ൌ 	݊߶ሺ݉࡯ሻ௖௢௟௟                                                                             (B-38) 
Recall Equation B-34 
݊߶௖௢௟௟ ൌ െ׏ ⋅ ௖ܲ௢௟௟ ൅ ௖ܰ௢௟௟  
And ௖ܰ௢௟௟ ൌ 0 because ሺ݉ଵ′࡯૚ᇱ ൅ ݉ଶᇱ ࡯૛′ െ ݉ଵ࡯૚ െ ݉ଶ࡯૛ሻ ൌ 0, according to the 
momentum conservation law, then 	
݊߶௖௢௟௟ሺ݉࡯ሻ ൌ െ׏ ⋅ ௖ܲ௢௟௟ሺ݉࡯ሻ                                                                                   (B-39) 
Defining ߩ࡯࡯ ൌ ௞ܲ, the equation of particle momentum is achieved as: 
డఘ࡯࡯
డ௥ െ ߩ ቀܨ െ
஽௩
஽௧ቁ ൌ െ
డሺ௉೎೚೗೗ሺ௠࡯ሻሻ
డ௥   
or 
ቀߩ ஽௩஽௧ቁ ൌ െቀ
డሺ௉೎೚೗೗ሺ௠࡯ሻሻ
డ௥ ൅
డ௉ೖ
డ௥ ቁ ൅ ߩܨ  
            ൌ െ׏ ⋅ ሺ ௖ܲ௢௟௟ ൅ ௞ܲሻ ൅ ߩܨ                                                                                (B-40) 
For multiphase flows, the density mentioned in the momentum equations above is 
referred to as the bulk density and is defined in the following equation.  
ߩ ൌ ߩ௦ ൈ ߙ௦                                                                                                                 (B-41) 
where 	ߩ and ߩ௦ are bulk density of particle phase and density of a particle, respectively, 
and ߙ௦ is volume fraction of particle phase.         
In multiphase flows, the forces exerted on a particle include not only the gravity but also 
the drag force, and are defined as follows, 
ߩܨ ൌ ߩ௦ߙ௦ܨ ൌ ߙ௦ߩ௦݃ ൅ ߚ൫ݒ௚ െ ݒ௦൯                                                                          (B-42)                               
Substituting Equation B-41 and Equation B-42 into Equation B-40, the following 
equation is obtained: 
ቀߙ௦ߩ௦ ஽௩஽௧ቁ ൌ 	ߙ௦ߩ௦݃ െ ׏ ⋅ ሺ ௖ܲ௢௟௟ ൅ ௞ܲሻ ൅ ߚ൫ݒ௚ െ ݒ௦൯                                                (B-43)  
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Let ߬௦ ൌ െሺ ௖ܲ௢௟௟ ൅ ௞ܲሻ, which is total stress tensor of particle phase, then, 
ቀߙ௦ߩ௦ ஽௩஽௧ቁ ൌ 	ߙ௦ߩ௦݃ ൅ ׏ ⋅ ߬௦ ൅ ߚ൫ݒ௚ െ ݒ௦൯                                                                 (B-44) 
B.2.4 Fluctuating Kinetic Energy Equation for the Particle Phase 
For Equation B-32, if one sets ߶ ൌ 12݉࡯2, it becomes as follows: 
஽௡ሺభమ௠࡯మሻ
஽௧ ൅ ݊ሺ
ଵ
ଶ݉࡯ଶሻ׏ ⋅ ݒ ൅
డ௡ሺభమ௠࡯మሻ࡯
డ௥ െ ݊ ቀܨ െ
஽௩
஽௧ቁ
డሺభమ௠࡯మሻ
డ࡯ െ ݊
డሺభమ௠࡯మሻ
డ࡯ ࡯:
డ௩
డ௥ ൌ
݊߶ሺଵଶ݉࡯ଶሻ௖௢௟௟                                                                                                             (B-45) 
Equation B-45 is substituted term by term. Define ଵଷ ࡯ଶ as the granular temperature Θ, 
then 
஽௡ሺభమ௠࡯మሻ
஽௧ ൌ
ଷ
ଶ
஽௡௠஀
஽௧ ൌ
ଷ
ଶ
஽ఘ஀
஽௧                                                                                           (B-46) 
݊ሺଵଶ݉࡯ଶሻ׏ ⋅ ݒ ൌ
ଷ
ଶ ݊݉Θ
డ௩
డ௥ ൌ
ଷ
ଶ ߩΘ
డ௩
డ௥ ׏ ⋅ ݒ                                                                 (B-47) 
Let ݊݉ሺଵଶ ࡯ଶሻ࡯ or ߩሺ
ଵ
ଶ ࡯ଶሻ࡯ be ݍ௞, then 
 
డ௡ሺభమ௠࡯మሻ࡯
డ௥ ൌ
డ௡௠ሺభమ࡯మሻ࡯
డ௥                  
                 ൌ డ௤ೖడ௥                                                                                                            (B-48) 
െ݊ ቀܨ െ ஽௩஽௧ቁ
డሺభమ௠࡯మሻ
డ࡯ ൌ െቀܨ െ
஽௩
஽௧ቁ
ଵ
ଶ ݊ሺ
డ௠
డ஼ ൅ ݉
డ࡯మ
డ࡯ ሻ                                                 
                                   ൌ െቀܨ െ ஽௩஽௧ቁ
ଵ
ଶ ݊ሺ
డ௠
డ࡯ ࡯ଶ ൅ ݉2࡯ሻ    
                                  ൌ െቀܨ െ ஽௩஽௧ቁ ݊݉࡯ ൌ 0                                                          (B-49) 
݊ డሺ
భ
మ௠஼మሻ
డ஼ ࡯:
డ௩
డ௥ ൌ ݊ሺ
ଵ
ଶ
డ௠
డ࡯ ࡯ଶ ൅
ଵ
ଶ݉
డ࡯మ
డ࡯ ሻ࡯:
డ௩
డ௥                
 ൌ ݊ሺଵଶ
డ௠
డ஼ ࡯ଶ ൅݉࡯ሻ࡯:
డ௩
డ௥  
                         ൌ ݊݉࡯࡯: డ௩డ௥ 
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                         ൌ ߩ࡯࡯: డ௩డ௥ 
                         ൌ ௞ܲ: డ௩డ௥                                                                                               (B-50) 
݊߶ሺଵଶ݉࡯ଶሻ௖௢௟௟ is split into three terms as follows [32]: 
݊߶ሺଵଶ݉࡯ଶሻ௖௢௟௟ ൌ െ
డ௤೎೚೗೗
డ௥ െ ௖ܲ௢௟௟:
డ௩
డ௥ ൅ ܰሺ
ଵ
ଶ݉࡯ଶሻ௖௢௟௟                                                 (B-51) 
where ݍ௖௢௟௟ is the collisional granular heat flux, ௖ܲ௢௟௟ is the collisional stress tensor, and           
ܰሺଵଶ݉࡯ଶሻ௖௢௟௟ is the energy from the inelastic collisions [31]. 
Substituting Equation B-46 to B-51 into B-45, the fluctuating energy equation is obtained 
as follows: 
ଷ
ଶ
஽ఘ஀
஽௧ ൅
ଷ
ଶ ߩΘ׏ ⋅ ݒ ൅
డ௤ೖ
డ௥ ൅ ௞ܲ:
డ௩
డ௥ ൌ െ
డ௤೎೚೗೗
డ௥ െ ௖ܲ௢௟௟:
డ௩
డ௥ ൅ ܰሺ
ଵ
ଶ݉࡯ଶሻ௖௢௟௟                     (B-52) 
Rearranging the equation above gives: 
ଷ
ଶ
஽ఘ஀
஽௧ ൅
ଷ
ଶ ߩΘ׏ ⋅ ݒ ൌ െቀ
డ௤೎೚೗೗
డ௥ ൅
డ௤ೖ
డ௥ ቁ െ ሺ ௖ܲ௢௟௟:
డ௩
డ௥ ൅ ௞ܲ:
డ௩
డ௥ሻ ൅ ܰሺ
ଵ
ଶ݉࡯ଶሻ௖௢௟௟              (B-53) 
ଷ
ଶ
డఘ஀
డ௧ ൅
ଷ
ଶ ݒ ⋅
డఘ஀
డ௥ ൅
ଷ
ଶ ߩΘ׏ ⋅ ݒ ൌ െቀ
డ௤೎೚೗೗
డ௥ ൅
డ௤ೖ
డ௥ ቁ െ ሺ ௖ܲ௢௟௟:
డ௩
డ௥ ൅ ௞ܲ:
డ௩
డ௥ሻ ൅ ܰሺ
ଵ
ଶ݉࡯ଶሻ௖௢௟௟  
                                                                                                                                     (B-54) 
ଷ
ଶ ሾ
డఘ஀
డ௧ ൅ ׏ ⋅ ሺݒߩΘሻሿ ൌ െ
డሺ௤೎೚೗೗ା௤ೖሻ
డ௥ െ ሺ ௖ܲ௢௟௟ ൅ ௞ܲሻ:
డ௩
డ௥ ൅ ܰሺ
ଵ
ଶ݉࡯ଶሻ௖௢௟௟                     (B-55) 
or 
ଷ
ଶ ሾ
డఘ஀
డ௧ ൅ ׏ ⋅ ሺݒߩΘሻሿ ൌ െ׏ ⋅ ሺݍ௖௢௟௟ ൅ ݍ௞ሻ െ ሺ ௖ܲ௢௟௟ ൅ ௞ܲሻ:
డ௩
డ௥ ൅ ߛ                                (B-56) 
where ߛ ൌ ܰሺଵଶ݉࡯ଶሻ௖௢௟௟. 
Recalling the definition of ߬௦ and letting ݍ ൌ ݍ௖௢௟௟ ൅ ݍ௞, then the following equation is 
achieved: 
ଷ
ଶ ቂ
డఘ஀
డ௧ ൅ ׏ ⋅ ሺݒߩΘሻቃ ൌ െ׏ ⋅ ݍ ൅ ሺ߬௦ሻ:
డ௩
డ௥ ൅ ߛ                                                              (B-57) 
Substituting Equation B-41 into Equation B-57, the following equation is achieved for 
multiphase flows: 
ଷ
ଶ ቂ
డఈೞఘೞ஀
డ௧ ൅ ׏ ⋅ ሺߙ௦ߩ௦Θݒሻቃ ൌ െ׏ ⋅ ݍ ൅ ሺ߬௦ሻ:
డ௩
డ௥ ൅ ߛ                                                     (B-58) 
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Thus in order to solve Equation B-58 for the granular temperature Θ, the following 
equations were applied to model the unknown variables ݍ, ߬௦ and ߛ [20, 23, 32, 131]. 
B.3 Energy Transport Equation 
The derivation of energy equation starts from the following enthalpy change equation 
[26]: 
ߩ ஽ு஽௧ ൌ െሺ׏ ⋅ ݍሻ െ ሺ߬: ݒሻ ൅
஽௉
஽௧                                                                                     (B-59) 
where H is the enthalpy, and ݍ is the energy addition by heat conduction. 
Consider enthalpy as a function of pressure and temperature, then, 
݀ܪ ൌ ሺడுడ்ሻ௉݀ܶ ൅ ሺ
డு
డ௉ሻ்݀ܲ  
      ൌ ܥ௣݀ܶ ൅ ሺడுడ௉ሻ்݀ܲ                                                                                                (B-60) 
And the differential form of enthalpy is defined as follows: 
݀ܪ ൌ ܶ݀ܵ ൅ ܸ݀ܲ                                                                                                         (B-61) 
where ܸ is volume and ܵ is entropy 
Divide both sides of Equation B-61 by ݀ܲ at constant temperature 
ሺడுడ௉ሻ் ൌ ܶሺ
డௌ
డ௉ሻ் ൅ ܸ                                                                                                    (B-62) 
According to Maxwell Relations, 
ሺడ௏డ்ሻ௉ ൌ െሺ
డௌ
డ௉ሻ்                                                                                                           (B-63) 
Substituting Equation B-63 into Equation B-62, 
ሺడுడ௉ሻ் ൌ ܸ െ ܶሺ
డ௏
డ்ሻ௉                                                                                                     (B-64) 
Substituting Equation B-64 into Equation B-60, 
݀ܪ ൌ ܥ௣݀ܶ ൅ ሾ	ܸ െ ܶ ቀడ௏డ்ቁ௉ሿ݀ܲ                                                                                 (B-65) 
Thus, the following equation is achieved: 
ߩ ஽ு஽௧ ൌ ߩܥ௣
஽்
஽௧ ൅ ߩሾܸ െ ܶ ቀ
డ௏
డ்ቁ௉ሿ
஽௉
஽௧                                                                             
129 
 
         ൌ ߩܥ௣ ஽்஽௧ ൅ ߩሾ
ଵ
ఘ െ ܶ ቆ
డቀభഐቁ
డ் ቇ௉
ሿ ஽௉஽௧  
         ൌ ߩܥ௣ ஽்஽௧ ൅ ሾ1 ൅
்
ఘ ቀ
డఘ
డ்ቁ௉ሿ
஽௉
஽௧   
         ൌ ߩܥ௣ ஽்஽௧ ൅ ሾ1 ൅ ቀ
డ௟௡ఘ
డ௟௡்ቁ௉ሿ
஽௉
஽௧                                                                               (B-66) 
Substituting Equation B-66 into Equation B-59and rearranging the equation yields: 
ߩܥ௣ ஽்஽௧ ൌ െሺ׏ ⋅ ݍሻ െ ሺ߬: ׏ݒሻ െ ቀ
డ௟௡ఘ
డ௟௡்ቁ௉
஽௉
஽௧                                                                   (B-67) 
The gases in the gasifier are assumed as ideal gases because the gasifier in this research is 
operated at atmospheric pressure. Thus, for an ideal gas, the gas density can be calculated 
as follows: 
ߩ ൌ ௉ெோ்                                                                                                                           (B-68) 
where ܯ is molecular weight. 
Thus, the last term in the RHS of Equation B-67,  
ቀడ௟௡ఘడ௟௡்ቁ௉ ൌ ሾ
డሺ௟௡௉ெି௟௡ோ்ሻ
డ௟௡் ሿ௉  
              ൌ െሾడሺ௟௡ோା௟௡்ሻడ௟௡் ሿ௣ ൌ െ1                                                                                  (B-69) 
According to Fourier’s Law,  
െ׏ ⋅ ݍ ൌ ׏ ⋅ ሺ݇׏Tሻ                                                                                                      (B-70) 
Substituting Equation B-69 and Equation B-70 into Equation B-67, the following 
equation is obtained: 
ߩܥ௣ ஽்஽௧ ൌ ׏ ⋅ ሺ݇׏Tሻ െ ሺ߬: ׏ݒሻ ൅
஽௉
஽௧   
For heat conduction in turbulent flows, the thermal conductivity is replaced with the 
effective thermal conductivity, ݇௘௙௙, defined as: 
݇௘௙௙ ൌ ݇ ൅ ஼೛ఓ೟௉௥೟                                                                                                            (B-71) 
where ܲݎ௧ is the turbulent Prandtl number. 
 
