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RÉSUMÉ. On applique des méthodes de Monte Carlo à des modèles à espace d’état avec paramètres
inconnus. La première est un algorithme de Monte Carlo par chaîne de Markov. La seconde est le
filtrage particulaire. Nous comparons ces méthodes sur un modèle d’évolution de la biomasse dans
une pêcherie..
ABSTRACT. One applies Monte Carlo methods to state sapce models with unknown parameters.
The first one is a Monte Carlo Markov Chain algorithm. The second one is the particle filtering. We
compare these methods applied to a biomass evolution model for fisheries.
MOTS-CLÉS : Inférence bayésienne, Monte Carlo par chaînes de Markov, filtrage particulaire
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Considérons un modèle de Markov caché (x0:T , y1:T ) à valeurs dans Rn × Rd et dé-
pendant d’un paramètre θ inconnu. Le processus d’état non observé x est une chaîne de
Markov homogène de loi initiale
µϑ(dx) = P(x0 ∈ dx|θ = ϑ)
et de noyau de transition
Qϑ(x, dx′) = P(xt ∈ dx
′|θ = ϑ, xt−1 = x) .
Le processus d’observation y est une suite de variables indépendantes conditionnellement
à l’état x et au paramètre θ, et la loi conditionnelle de yt ne dépend que de xt et θ, i.e.
P(y1:T ∈ dy1:T |θ = ϑ, x0:T = x0:T ) =
T∏
t=1
P(yt ∈ dyt|θ = ϑ, xt = xt) .
On suppose de plus que la loi conditionnelle de yt sachant xt est absolument continue par
rapport à la mesure de Lebesgue et on pose :
Pθ(yt ∈ dy|θ = ϑ, xt = x) = ψ
ϑ
t (x, y) dy .
Les éléments du modèle, à savoir µϑ, Qϑ et ψϑt , dépendent d’un paramètre inconnu θ à
valeurs dans Rp. Ce paramètre est supposé indépendant de tous les autres termes et on se
donne une loi a priori
ν(dϑ) = P(θ ∈ dϑ) .
Une des particularités des modèles d’évolution de ressources naturelles est que la taille T
des échantillons est relativement faible, le plus souvent de l’ordre de quelques dizaines.
1. Méthodes de Monte Carlo par chaînes de Markov
Le but ici est de proposer, à partir de µϑ, Qϑ, ψϑ1:T et ν, un algorithme de construction








dont la loi invariante est la loi a possteriori
piT (dx0:T , dϑ|y1:T ) = P(x0:T ∈ dx0:T , θ ∈ dϑ|y1:T = y1:T ) . (1)
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On obtient ainsi des estimations de statistiques sur les variables latentes (cf. [4] pour plus
de détails).
2. Méthodes de Monte Carlo séquentielles
Le contexte est ici légèrement différent, le but est de calculer séquentiellement un
approximation particulaire de
ρt(dx, dϑ|y1:t) = P(xt ∈ dx, θ ∈ dϑ|y1:t = y1:t) . (2)
Il suffit pour cela d’introduire un processus θt dont la dynamique est θt = θt−1 et la
loi initiale est ν. Le couple (xt, θt)t=0:T est Markovien. On peut écrire le filtre bayésien
optimal et séquentiel qui donne de façon récursive l’expression exacte de
ρt(dx, dϑ|y1:t) = P(xt ∈ dx, θt ∈ dϑ|y1:t = y1:t) .
Cette expression n’est pas directement accessible, il est nécessaire de faire appel à une
technique d’approximation. La technique rencontrant le plus de succès à l’heure actuelle
est le filtrage particulaire (cf. [3] pour plus de détail). Elle permet d’échantillonner sé-
quentiellement des particules (xit, θit)i=1:N de telle façon que
ρt(dx, dϑ|y1:t) ' ρ
N










3. Exemple : un modèle de pêcherie
On présente ici un exemple proposé dans [1].
Les techniques d’estimation des stocks de pêche visent à évaluer l’impact de diffé-
rents scénarios d’exploitation et de capture sur l’évolution de l’abondance d’un stock de
poissons. Cette abondance s’exprime en poids total de poissons vulnérables à la pêche
(biomasse). L’accroissement de cette biomasse intègre l’augmentation du poids moyen de
chaque individu ainsi que le recrutement, c’est à dire l’arrivée chaque année de nouvelles
générations de poissons. À l’inverse, cette biomasse décroît du fait de la capture (mortalité
par pêche) ou d’autres causes (mortalité naturelle : prédation, maladies, etc.).
Pour chaque année t = 1 · · ·T d’une période de T années, Bt désigne la biomasse
en début d’année, Ct la biomasse capturée en cours d’année et It un indice d’abondance
du stock. Cet indice, mesuré chaque année, est la capture par unité d’effort (CPUE). Les
sériesC1:T et I1:T sont données. Le but est de déterminer, au sein d’une classe de modèles,
lequel s’ajuste le mieux aux observations.
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À la suite des travaux de Meyer et Millar [7], on adopte une formulation à espace
d’états non linéaire d’un modèle aux différences avec retard (delay difference model)
de la dynamique de la biomasse et de l’observation de l’indice d’abondance de cette bio-
masse. Ce modèle a été introduit par Deriso [2] et généralisé par Schnute [8] (voir Hilborn
et Walters [5] pour une présentation générale). Dans la représentation à espace d’états, les
indices I1:T seront considérées comme les observations, B1:T comme les états (non ob-
servés) et C1:T comme les entrées.
Les paramètres du modèle sont ajustés aux données par une procédure de Metropolis–
Hastings “composante à composante”.





où Na,t est la taille de la population d’âge a à l’année t, wa est le poids moyen d’un
individu à l’âge a, k est l’âge de recrutement (âge auquel on estime que les poissons
viennent s’ajouter à la biomasse). Le premier terme Rt = wkNk,t dans la somme (3) est
le recrutement de l’année t.
On suppose les individus de la biomasse uniformément vulnérables à la mortalité na-
turelle et à la capture. L’évolution annuelle de chaque cohorte (population d’individus de
la même classe d’âge) est donc décrite par :
Na,t = st−1Na−1,t−1 , (4)
où st−1 est le taux de survie à la mortalité naturelle et à la pêche. L’évolution de wa est
donnée selon la relation classique de croissance du poids selon l’âge : wa = w∞ (1 −
e−κ (a−a0)) pour a ≥ a0 où a0 est l’âge auquel wa0 = 0 et κ > 0. Cela conduit à :
wa = (1 + ρ)wa−1 − ρwa−2 (5)
où ρ = e−κ ∈ (0, 1) est le taux de croissance. Les expressions (4) et (5) dans (3)
conduisent à la récurrence :
Bt = (1 + ρ) st−1Bt−1 − ρ st−1 st−2Bt−2 +Rt − ρ st−1 wRt−1 (6)
avec w = wk−1/wk ∈ (0, 1).
On suppose que les causes de mortalité naturelle et de mortalité par capture agissent
de façon indépendante sur l’ensemble des poissons, ainsi st = sMt sFt où le taux de survie
à la mortalité naturelle sMt est supposé constant (sM = e−M avec M > 0), et où le taux
de survie à la capture est sFt = Bt−CtBt . Le recrutement est ensuite supposé constant, i.e.
R = Rt. L’équation (6) devient donc :
Bt = (1 + ρ) e
−M Bt−1−Ct−1
Bt−1
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Avant la première année t = 1, les captures sont supposées nulles Ct<0 = 0. La
biomasse est supposée être à son équilibre jusqu’à l’année 1, i.e. Bt≤1 = K où K est un
paramètre inconnu (la biomasse vierge). La biomasse à l’année t = 2 est donc :
B2 = (1 + ρ− ρ e
−M ) e−M (B1 − C1) +R
(




L’équation d’observation non bruitée est de la forme It = q Bt pour t = 1 · · ·T , où It est
un indice de biomasse relative et q est un coefficient de “capturabilité”. Les processus de
bruit d’état et d’observation sont multiplicatifs et lognormaux :
Bt = Ft(R,K,Bt−1, Bt−2)× e
σW Wt , (7)
It = q Bt × e
σV Vt , (8)
pour t = 1 · · ·T , W1:T et V1:T sont des bruits blancs gaussiens N(0, 1). L’expression
exacte de ces fonctions et ce modèle sont détaillés dans [1].
Pour revenir au modèle initial il suffit de poser
θ
déf













Nous appliquons les algorithmes précédents sur des données simulées comparables à
celles utilisées dans Meyer et Millar [7] (eux mêmes font référence aux données de Pella–
Tomlinson sur le thon albacore 1934–1967). Dans ces premiers essais, les variances σ2W
et σ2V sont supposées connues.
La méthode MCMC retenue en pratique est un échantillonneur de Gibbs couplé avec
un algorithme de Metropolis–Hastings à chaque itération. Les résultats présentés dans la
Figure 1 sont bons. Il faut noter que l’algorithme converge très lentement : la chaîne tend
très lentement vers son régime stationnaire.
Dans la Figure 1, nous comparons le filtre particulaire et la méthode MCMC. Les ré-
sultats sont comparables, on note toutefois que le filtre particulaire présente un peu plus de
variance. Ceci est cohérent avec le fait que le filtre particulaire donne une approximation
de loi(xt, θ|y1:t) alors que la méthode MCMC donne une approximation de loi(xt, θ|y1:T ).
Dans la version finale de ce travail, nous présenterons des résultats de simulation plus
détaillés. Il est également nécessaire d’améliorer les propriétés de convergence de la mé-
thode MCMC, notamment sa vitesse de convergence.
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Figure 1. Méthode MCMC : • Les figures du haut à gauche présente les trajectoires des
chaînes k 7→ (K(k), R(k), B(k)1958), elles permettent de constater que l’algorithme MCMC a
atteint son régime d’équilibre. • Les figures du haut à droite présentent les lois a poste-
riori empiriques correspondant respectivement à K, R, B1958. • La figure du bas présente
l’évolution de la biomasse B1:T ainsi, que pour chaque année t, la représentation en ni-
veaux de gris de la loi a posteriori empirique associée.
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Figure 2. Comparaison filtrage particulaire (gauche) et MCMC (droite). En haut l’évolution
de la biomasse B1:T ainsi, que pour chaque année t, la représentation en niveaux de gris
de la loi a posteriori empirique associée. En bas, la densité empirique à l’annéee t = 1958.
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