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A SPECTRAL MULTIPLIER THEOREM ASSOCIATED WITH A
SCHRO¨DINGER OPERATOR
YOUNGHUN HONG
Abstract. We establish a Ho¨rmander type spectral multiplier theorem for a Schro¨dinger
operator H “ ´∆ ` V pxq in R3, provided V is contained in a large class of short range
potentials. This result does not require the Gaussian heat kernel estimate for the semigroup
e
´tH , and indeed the operator H may have negative eigenvalues. As an application, we
show local well-posedness of a 3d quintic nonlinear Schro¨dinger equation with a potential.
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1. Introduction
1.1. Statement of the main theorem. In this paper, we establish a Ho¨rmander type
spectral multiplier theorem for a Schro¨dinger operator H “ ´∆ ` V in R3, provided that
V is contained in a large class of short range potentials. Precisely, we assume that V is
contained in K0 X L3{2,8, where K0 is the norm closure of bounded, compactly supported
functions with respect to the global Kato norm
}V }K :“ sup
xPR3
ż
R3
|V pyq|
|x´ y|dy, (1.1)
and L3{2,8 is the weak L3{2-space. We also assume that H has no eigenvalue or resonance
on the positive real-line r0,`8q. By a resonance, we mean a complex number λ such that
the equation ψ ` p´∆´ λ˘ i0q´1V ψ “ 0 has a slowly decaying solution ψ P L2,´szL2 for
any s ą 12 , where L2,s “ txxysf P L2u.
By the above assumptions, the operator H is self-adjoint on L2. Moreover, its spectrum
σpHq consists of purely absolutely continuous spectrum on the positive real-line r0,`8q
and at most finitely many negative eigenvalues [2]. Therefore, for a bounded Borel function
m : σpHq Ă R Ñ C, one can define a spectral multiplier mpHq as a bounded operator on
L2 via functional calculus.
A natural question is then to find a sufficient condition to extend boundedness of the
multiplier mpHq to Lp for p ‰ 2. Such a condition is typically given in terms of regularity
of symbols. To measure regularity of a symbol m : σpHq Ñ C, we define a Sobolev type
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norm by
}m}Hpsq :“
ÿ
λj : negative eigenvalues
|mpλjq| ` sup
tą0
}χpλqmpptλq2q}
W
s,2
λ
pp0,`8qq, (1.2)
where χ P C8c pRq is a standard dyadic partition of unity function such that χ is supported
in r12 , 2s and
ř
NP2Z χp ¨N q ” 1 on p0,`8q, and W s,2 is the L2-Sobolev space of order s.
Our main result is the following.
Theorem 1.1 (Spectral multiplier theorem). Suppose that V P K0XL3{2,8 and H “ ´∆`V
has no eigenvalue or resonance on r0,`8q. We also assume that for s ą 2, the symbol
m : σpHq Ñ C satisfies }m}Hpsq ă 8. Then, we have
}mpHq}LpÑLp À }m}Hpsq, @1 ă p ă 8. (1.3)
When V “ 0, Theorem 1.1 is simply the classical Ho¨rmander-Mikhlin multiplier theorem
[4].
There are several ways to prove the spectral multiplier theorem for Schro¨dinger operators.
For an operator A, we say that the semigroup e´tA satisfies the Gaussian heat kernel
estimate if the kernel of e´tA, denoted by e´tApx, yq, obeys
e´tApx, yq À t´3{2e´ |x´y|
2
ct , @t ą 0 (1.4)
for some c ą 0. Gaussian upper bounds for the heat kernels have been used successfully to
prove spectral multiplier theorems for rather general operators, not necessarily Schro¨dinger
operators (see [4, 17, 5] and references therein). In the case of the Schro¨dinger operator
H “ ´∆` V in R3, if V` “ maxpV, 0q is in local Kato class, that is,
lim
rÑ0`
sup
xPR3
ż
|x´y|ďr
|V`pyq|
|x´ y| dy “ 0, (1.5)
and if V´ “ minpV, 0q P K0 and }V´}K ă 4π, then it is known that the semigroup e´tH
satisfies the Gaussian heat kernel estimate (1.4) [21, 7]. The spectral multiplier theorem
for H then follows from [5, Theorem 3.1]. However, for Gaussian upper bounds (1.4),
operators need to be positive definite, while the Schro¨dinger operator in Theorem 1.1 may
have negative eigenvalues.
One can also use the wave operators to show the spectral multiplier theorem. The
forward-in-time (backward-in-time, resp) wave operator of the Schro¨dinger operator H “
´∆` V is defined by
W` “ s- lim
tÑ`8e
itHe´itp´∆q
´
W´ “ s- lim
tÑ´8e
itHe´itp´∆q, resp
¯
. (1.6)
An important feature of wave operators is its intertwining property, that is, PcfpHq “
W˘fp´∆qpW˘q˚, where Pc is the spectral projection to the continuous spectrum and pW˘q˚
is the dual of W˘. In [24], Yajima proved that the wave operators W˘ are bounded on Lp
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for all 1 ď p ď 8, provided that |V pxq| À xxy´5´ǫ for ǫ ą 0, and zero is not an eigenvalue
or a resonance of H. Later, in [1], Beceanu extended this result to a larger space
B :“
!
V :
8ÿ
k“´8
2k{2}V pxq}L2xp2kď|x|ă2k`1q ă 8
)
. (1.7)
The spectral multiplier theorem then follows immediately from the intertwining property
and boundedness of wave operators and the classical Ho¨rmander-Mikhlin multiplier theo-
rem, since
}PcfpHq}LpÑLp “ }W˘fp´∆qpW˘q˚}LpÑLp
À }fp´∆qpW˘q˚}LpÑLp À }pW˘q˚}LpÑLp ă 8
(1.8)
and pI ´ PcqfpHq is bounded on Lp by Lemma 3.6. Theorem 1.1 improves the spectral
multiplier theorem as a consequence boundedness of the wave operator, in that the potential
class K0 X L3{2,8 is larger than the potential class B. Note that a potential having many
singular points, such as
řN
k“1 1|x´xj |ď1
1
|x´xj |2´ǫ with xj ‰ xk and ǫ ą 0, is contained in
K0 X L3{2,8, but not in B.
Our proof of the spectral multiplier theorem is perturbative, and it relies heavily on the
explicit integral representation of the kernel of the multiplier. We consider the spectral
multiplier mpHqPc as a perturbation of the Fourier multiplier mp´∆q, and then we show
that the difference pmpHqPc´mp´∆qq is bounded on Lp. In order to estimate the difference,
we first decompose it into its dyadic piecesÿ
NP2Z
χp
?
H
N
q
´
mpHq ´mp´∆q
¯
, (1.9)
where χ is the function given in (1.2). Then, we generate a formal series expansion for each
dyadic piece to get explicit integral representations of kernels of terms in the series using
the free resolvent formula
pp´∆´ zq´1fqpxq “
ż
R3
ei
?
z|x´y|
4π|x´ y|fpyqdy. (1.10)
We estimate these integral kernels. Summing them up, we prove the spectral multiplier
theorem.
A key observation is that in spite of the singular integral nature of both mpHqPc and
mp´∆q as Calderon-Zygmund operators, the kernel of their difference is less singular than
usual Calderon-Zygmund operators. This fact is essential in our analysis, since it allows us
to avoid using the delicate classical Calderon-Zygmund theory for the complicated operator
mpHq (see Remark 4.4). Instead, we just make use of the fractional integration inequality
and Ho¨lder inequality.
1.2. Application to NLS. The choice of the potential class in the main theorem is moti-
vated by the following nonlinear application.
First, we recall the Strichartz estimates for the linear propagator e´itH .
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Proposition 1.2 (Strichartz estimates). If V P K0 and H has no eigenvalue or resonance
on r0,`8q, then
}e´itHPcf}LqtLrx À }f}L2, (1.11)››› ż t
0
e´ipt´sqHPcF psqds
›››
L
q
tL
r
x
À }F }
L2tL
6{5
x
, (1.12)
where 2
q
` 3
r
“ 32 and 2 ď q, r ď 8.
Proof. Beceanu-Goldberg [2] proved the dispersive estimate
}e´itHPc}L1ÑL8 À |t|´3{2, (1.13)
where Pc is the spectral projection to the continuous spectrum. Strichartz estimates then
follow by the argument of Keel-Tao [16]. 
Remark 1.3. The dispersive estimate of the form (1.13) was first proved by Journe´-Soffer-
Sogge under suitable assumptions on potentials [15] . The assumptions have been relaxed
by Rodnianksi-Schlag [18], Goldberg-Schlag [10] and Goldberg [8, 9]. Recently, Beceanu-
Goldberg established (1.13) for a scaling-critical potential class K0 [2].
An interesting question is then whether one can use the above Strichartz estimates to
show the local well-posedness (LWP), for instance, for a 3d quintic nonlinear Schro¨dinger
equation with a potential
iut `∆u´ V u˘ |u|4u “ 0; up0q “ u0 (pNLSV q)
assuming that V satisfies the conditions in Proposition 1.2. However, if one tries to show
local well-posedness by the standard contraction mapping argument as in [4, 22], one will
realize that there is a subtle problem, mainly because the linear propagator e´itH does not
commute with the differential operators from the Sobolev norms.
We overcome this subtle problem by the two norm estimates lemma, whose proof relies
on the spectral multiplier theorem.
Lemma 1.4 (Two norm estimates). If V P K0 X L3{2,8 and H has no eigenvalue or
resonance on the positive real-line r0,`8q, then
}H s2Pcp´∆q´
s
2 f}Lr À }f}Lr , (1.14)
}p´∆q s2H´ s2Pcf}Lr À }f}Lr . (1.15)
for 0 ď s ď 2 and 1 ă r ă 3
s
.
Together with Strichartz estimates and the two norm estimates lemma, we prove local
well-posedness.
Theorem 1.5 (LWP). Suppose that V P K0XL3{2,8 and H has no eigenvalue or resonance
on the positive real-line r0,`8q. Then, pNLSV q is locally well-posed in 9H1.
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Remark 1.6. piq The range of r in the two norm estimates lemma is sharp. See the coun-
terexample in [20].
piiq The additional hypothesis V P L3{2,8, compared to Strichartz estimates, is from the
two norm estimates lemma. In the proof of the two norm estimates lemma, we used this
additional assumption.
1.3. Organization of the paper. The outline of the proof of Theorem 1.1 is given in §2.
We decompose the spectral representation of the difference pmpHqPc ´ mp´∆qq into the
low, medium and high frequencies, and then analyze them separately in §4-6. In §7, we
establish LWP of a 3d quintic nonlinear Schro¨dinger equation with a potential.
1.4. Notations. For an integral operator T , its integral kernel is denoted by T px, yq. We
denote by A“ “ ”B the formal identity which will be proved later.
1.5. Acknowledgement. The author would like to thank his advisor, Justin Holmer, for
his help and encouragement. He also thank an anonymous referee for very helpful sugges-
tions to improve this article.
2. Reduction to the Key Lemma
Suppose that V P K0 and H has no eigenvalue or resonance on r0,`8q. Then, the
spectrum of H, denoted by σpHq, consists of purely continuous spectrum on the positive
real-line r0,`8q and at most finitely many negative eigenvalues. For z R σpHq, we define
the resolvent by RV pzq :“ pH ´ zq´1, and denote
R˘V pλq :“ s- limǫÑ0`RV pλ˘ iǫq. (2.1)
Let Pc be the spectral projection on the continuous spectrum. Then, by the Stone’s formula,
the spectral multiplier operator mpHqPc is represented by
mpHqPc “ 1
2πi
ż 8
0
mpλqrR`V pλq ´R´V pλqsdλ “
1
π
ż 8
0
mpλq ImR`V pλqdλ. (2.2)
Applying the identity
R`V pλq “ R`0 pλqpI ` V R`0 pλqq´1
“ R`0 pλq
´
I ´ pI ` V R`0 pλqq´1V R`0 pλq
¯
“ R`0 pλq ´R`0 pλqpI ` V R`0 pλqq´1V R`0 pλq,
(2.3)
we split mpHqPc into the pure and the perturbed parts,
mpHqPc “ 1
π
ż 8
0
mpλq ImR`0 pλqdλ
´ 1
π
ż 8
0
mpλq ImrR`0 pλqpI ` V R`0 pλqq´1V R`0 pλqsdλ
“: mp´∆q ` Pb,
(2.4)
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where mp´∆q is the Fourier multiplier such that {mp´∆qfpξq “ mp|ξ|2qfˆpξq. For the pure
part mp´∆q, it follows from the classical Ho¨rmander-Mikhlin multiplier theorem [14] that
for s ą 32 ,
}mp´∆q}LpÑLp À }m}Hpsq, @1 ă p ă 8. (2.5)
Therefore, it suffices to show boundedness of the perturbed part. For the perturbed part
Pb, we further decompose it into dyadic pieces. Let χ be the smooth dyadic partition of
unity function chosen in (1.2), and decompose
Pb “
ÿ
NP2Z
PbN , (2.6)
where
PbN :“ ´ 1
π
ż 8
0
mpλqχN p
?
λq ImrR`0 pλqpI ` V R`0 pλqq´1V R`0 pλqsdλ. (2.7)
For a small dyadic number N0 and a large dyadic number N1 to be chosen later, we denote
the low (high, resp) frequency part by
PbďN0 :“
ÿ
NďN0
PbN
´
PběN1 :“
ÿ
NěN1
PbN , resp
¯
. (2.8)
In the next four sections, we will show the following lemma.
Lemma 2.1 (Key lemma). Suppose that V P K0 X L3{2,8 and H has no eigenvalue or
resonance on r0,`8q. Let s ą 2. Then, there exists p ą 1 but sufficiently close to 1 such
that the following hold.
piq (High frequency) There exists N1 “ N1pV q " 1 such that
}PběN1}Lp,1ÑLp,8 À }m}Hpsq, (2.9)
where Lp,1 and Lp,8 are the Lorentz spaces (see Appendix A).
piiq (Low frequency) There exists N0 “ N0pV q ! 1 such that
}PbďN0}Lp,1ÑLp,8 À }m}Hpsq. (2.10)
piiiq (Medium frequency) For N0 ă N ă N1,
}PbN }Lp,1ÑLp,8 ÀN0,N1 }m}Hpsq. (2.11)
Proof of Theorem 1.1, assuming Lemma 2.1. Let p ą 1 be sufficiently close to 1 as in
Lemma 2.1. Summing the estimates in Lemma 2.1, we prove that Pb is bounded from
Lp,1 to Lp,8. Then, it follows from the classical Ho¨rmander-Mikhlin multiplier theorem
that mpHqPc “ mp´∆q ` Pb is bounded from Lp,1 to Lp,8. Moreover, by Lemma 3.6 (see
below), mpHq : Lp,1 Ñ Lp,8 is bounded.
Recall that by functional calculus, mpHq is bounded on L2. Thus, by the real interpo-
lation lemma (Corollary A.5), mpHq is bounded on Lp for all 1 ă p ď 2. Finally, applying
the spectral multiplier theorem to the symbol m¯ and the standard duality argument with
mpHq “ m¯pHq˚, we conclude that mpHq is bounded on Lp for 2 ă p ă 8. 
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3. Preliminaries
3.1. Resolvent estimates. Following Beceanu-Goldberg [2], we collect kernel estimates
for V R`0 pλq, V pR`0 pλq ´ R`0 pλ0qq, pV R`0 pλqq4 and pI ` V R`0 pλqq´1, all of which will play
as building blocks to analyze the kernel of PbN .
Lemma 3.1 (Resolvent estimates). Suppose that V P K0.
piq For λ ě 0,
}V R`0 pλqf}L1 ď
}V }K
4π
}f}L1 . (3.1)
piiq Define the difference operator by
Bλ,λ0 :“ V pR`0 pλq ´R`0 pλ0qq. (3.2)
For ǫ ą 0, there exist δ ą 0 and an integral operator B : L1 Ñ L1 such that for |λ´λ0| ď δ
and λ, λ0 ě 0,
|Bλ,λ0px, yq| ď Bpx, yq, and }Bpx, yq}L8y L1x ď ǫ. (3.3)
piiiq For ǫ ą 0, there exist N1 " 1 and an integral operator D “ Dǫ : L1 Ñ L1 such that for
λ ě N1,
|pV R`0 pλqq4px, yq| ď Dpx, yq, and }Dpx, yq}L8y L1x ď ǫ. (3.4)
Proof. piq By the free resolvent formula R`0 pλqpx, yq “ e
i
?
λ|x´y|
4π|x´y| , the Minkowski inequality
and the definition of the global Kato norm (1.1), we have
}V R`0 pλqf}L1 ď
ż
R3
››› |V pxq|
4π|x´ y|
›››
L1x
|fpyq|dy ď }V }K
4π
}f}L1 . (3.5)
piiq For ǫ ą 0, decompose V “ V1 ` V2 such that V1 is bounded and compactly supported
and }V2}K ď ǫ. We choose δ ą 0 such that |
?
λ ´ ?λ0| ď ǫ}V1}´1L1 for all λ, λ0 ě 0 with
|λ´ λ0| ď δ. By the mean-value theorem,
|Bλ,λ0px, yq| ď
ˇˇˇ
V1pxqpei
?
λ|x´y| ´ ei
?
λ0|x´y|q
4π|x´ y|
ˇˇˇ
`
ˇˇˇ
V2pxqpei
?
λ|x´y| ´ ei
?
λ0|x´y|q
4π|x´ y|
ˇˇˇ
ď |V1pxq||
?
λ´?λ0|
4π
` |V2pxq|
2π|x´ y|
ď ǫ|V1pxq|
4π}V1}L1
` |V2pxq|
2π|x´ y| “: Bǫpx, yq.
(3.6)
Then, we have
}Bǫpx, yq}L8y L1x ď
ǫ
4π
` }V2}K
2π
ď ǫ. (3.7)
piiiq Similarly, for ǫ ą 0, decompose V “ V1 ` V2 such that V1 is bounded and compactly
supported and }V2}K ď ǫ}V }´3K . We then write
|pV R`0 pλqq4px, yq| ď |pV1R`0 pλqq4px, yq| ` |pV R`0 pλqq4px, yq ´ pV1R`0 pλqq4px, yq|. (3.8)
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For the first term, by the fractional integration inequalities, the Ho¨lder inequalities in the
Lorentz spaces (Lemma A.2) and the free resolvent estimate }R`0 pλq}L4{3ÑL4 À xλy´1{4 [11,
Lemma 2.1], we get
}R`0 pλqpV1R`0 pλqq3f}L8
À }pV1R`0 pλqq3f}L3{2,1 ď }V1}L3,1}R`0 pλqpV1R`0 pλqq2f}L3,8
À }pV1R`0 pλqq2f}L1 ď }V1}L4{3}R`0 pλqV1R`0 pλqf}L4
À xλy´1{4}V1R`0 pλqf}L4{3 À xλy´
1
4 }V1}L8}R`0 pλqf}L4{3
xPsuppV1
À xλy´ 14
ż
R3
››› 1|x´ y|
›››
L
4{3
xPsuppV1
|fpyq|dy À xλy´ 14 }f}L1 .
(3.9)
Taking f Ñ δp¨´ yq, we obtain that |R`0 pλqpV1R`0 pλqq3px, yq| Ñ 0 as λÑ `8. Thus, there
exists N1 “ N1pǫ, V1q " 1 such that if λ ě N1, then
|pV1R`0 pλqq4qpx, yq| ď
ǫ|V1pxq|
2}V1}L1
“: D1px, yq. (3.10)
Then, it is obvious that }D1px, yq}L8y L1x ď ǫ2 . For the second term, we split
pV R`0 pλqq4px, yq ´ pV1R`0 pλqq4px, yq
“ pV2R`0 pλqpV R`0 pλqq3qpx, yq ` pV1R`0 pλqV2R`0 pλqpV R`0 pλqq2qpx, yq
` ppV1R`0 pλqq2V2R`0 pλqV R`0 pλqqpx, yq ` ppV1R`0 pλqq3V2R`0 pλqqpx, yq.
(3.11)
Since the kernel of R`0 pλq is bounded by the kernel of p´∆q´1, we have
|pV R`0 pλqq4px, yq ´ pV1R`0 pλqq4px, yq|
ď p|V2|p´∆q´1p|V |p´∆q´1q3qpx, yq
` p|V1|p´∆q´1|V2|p´∆q´1p|V |p´∆q´1q2qpx, yq
` pp|V1|p´∆q´1q2|V2|p´∆q´1|V |p´∆q´1qpx, yq
` pp|V1|p´∆q´1q3|V2|p´∆q´1qpx, yq
“: D2px, yq.
(3.12)
Then,
}D2px, yq}L8y L1x “ }D2}L1ÑL1
ď }|V2|p´∆q´1}L1ÑL1}|V |p´∆q´1}3L1ÑL1
` }|V1|p´∆q´1}L1ÑL1}|V2|p´∆q´1}L1ÑL1}|V |p´∆q´1}2L1ÑL1
` }|V1|p´∆q´1}2L1ÑL1}|V2|p´∆q´1}L1ÑL1}|V |p´∆q´1}L1ÑL1
` }|V1|p´∆q´1}3L1ÑL1}|V2|p´∆q´1}L1ÑL1
ď 4
´}V }K ` }V2}K
4π
¯3 }V2}K
4π
ď ǫ
2
,
(3.13)
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where D2 is an integral operator with kernel D2px, yq. Therefore, we conclude that
|pV R`0 pλqq4px, yq| ď Dpx, yq :“ D1px, yq `D2px, yq (3.14)
and }Dpx, yq}L8y L1x ď ǫ. 
By algebra, the resolvent R`V pλq can be written as
R`V pλq“ “ ”R`0 pλqpI ` V R`0 pλqq´1. (3.15)
Let LpL1q be the space of bounded operators on L1. The following lemmas say that pI `
V R`0 pλqq is invertible in LpL1q for λ ě 0, its inverse pI ` V R`0 pλqq´1 is uniformly bounded
in LpL1q, and is the sum of the identity map and an integral operator.
Lemma 3.2 (Invertibility of pI ` V R`0 pλqq). If V P K0 and H has no eigenvalue or reso-
nance on r0,`8q, then pI ` V R`0 pλqq is invertible in LpL1q for λ ě 0.
Proof. If it is not invertible, there exists ϕ P L1, ϕ ‰ 0, such that pI`V R`0 pλqqϕ “ 0. Then,
ψ :“ R`0 pλqϕ solves the eigenvalue equation p´∆`V qψ “ pλ`i0qψ ðñ ψ`R`0 pλqV ψ “ 0.
Moreover, by the resolvent formula R`0 pλqpx, yq “ e
i
?
λ|x´y|
4π|x´y| , if s ą 12 , then
}xxy´sψ}L2 “ }xxy´sR`0 pλqϕ}L2 ď
ż
R3
››› 1xxys4π|x´ y|
›››
L2x
|ϕpyq|dy À }ϕ}L1 . (3.16)
Hence, λ is an eigenvalue or a resonance (contradiction!). 
Lemma 3.3 (Uniform bound for pI ` V R`0 pλqq´1). If V P K0 and H has no eigenvalue or
resonance on r0,`8q, then Sλ :“ pI`V R`0 pλqq´1 : r0,`8q Ñ LpL1q is uniformly bounded.
Proof. Iterating the resolvent identity, we get the formal identity
pI ` V R`0 pλqq´1“ “ ”pI ´ V R`0 pλq ` pV R`0 pλqq2 ´ pV R`0 pλqq3q
8ÿ
n“0
pV R`0 pλqq4n. (3.17)
Indeed, by Lemma 3.1 piiiq, }pV R`0 pλqq4}L1ÑL1 ă 12 for all sufficiently large λ. Hence,
the formal identity p3.16q makes sense, and pI ` V R`0 pλqq´1 is uniformly bounded for all
sufficiently large λ. Thus, it suffices to show that pI ` V R`0 pλqq´1 is continuous. To see
this, we fix λ0 ě 0 and write
pI ` V R`0 pλqq´1 ´ pI ` V R`0 pλ0qq´1 “ pI ` V R`0 pλ0q `Bλ,λ0q´1 ´ Sλ0
“ rpI ` V R`0 pλ0qpI ` Sλ0Bλ,λ0qs´1 ´ Sλ0 “ pI ` Sλ0Bλ,λ0q´1Sλ0 ´ Sλ0
“ “ ”
8ÿ
n“0
p´Sλ0Bλ,λ0qnSλ0 ´ Sλ0“ “ ”
8ÿ
n“1
p´Sλ0Bλ,λ0qnSλ0 .
(3.18)
Then, by Lemma 3.1 piiq, we have
}pI ` V R`0 pλqq´1 ´ pI ` V R`0 pλ0qq´1}L1ÑL1 ď
8ÿ
n“1
}Sλ0}n`1L1ÑL1}Bλ,λ0}nL1ÑL1
“ }Sλ0}
2
L1ÑL1}Bλ,λ0}L1ÑL1
1´ }Sλ0}L1ÑL1}Bλ,λ0}L1ÑL1
Ñ 0 as λÑ λ0.
(3.19)
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Therefore, the formal identity p3.17q makes sense, and pI ` V R`0 pλqq´1 is continuous. 
Lemma 3.4. If V P K0 and H has no eigenvalue or resonance on r0,`8q, then S˜λ :“
pSλ ´ Iq “ pI ` V R`0 pλqq´1 ´ I : r0,`8q Ñ LpL1q is not only uniformly bounded but also
an integral operator with kernel S˜λpx, yq:
S˜ :“ sup
λě0
}S˜λ}L1ÑL1 “ sup
λě0
}S˜λpx, yq}L8y L1x ă 8. (3.20)
Proof. By algebra, we have
S˜λ “ pI ` V R`0 pλqq´1 ´ I “ ´pI ` V R`0 pλqq´1V R`0 pλq “ ´SλV R`0 pλq. (3.21)
Since S˜λ : L
1 Ñ L1 is bounded, sending fǫ Ñ δp¨ ´ y0q as ǫÑ 0, we get
pS˜λfǫqpxq “ p´SλV R`0 pλqfǫqpxq Ñ ´Sλ
´V p¨qei?λ|¨´y0|
4π| ¨ ´y0|
¯
pxq “: S˜λpx, y0q. (3.22)
Consider FV px; y, λq :“ V pxqei
?
λ|x´y|
4π|x´y| as a function of x with parameters y P R3 and λ P R.
Then, FV px; y, λq is bounded in L1x uniformly in y and λ. Therefore, by Lemma 3.3, we
conclude that S˜λpx, yq “ ´Sλ
´
V p¨qei
?
λ|¨´y|
4π|¨´y|
¯
pxq is also bounded in L1x uniformly in λ and
y. 
3.2. Spectral projections and eigenfunctions. Let χ be the dyadic partition of unity
function chosen in (1.2), and let χ˜N pλq P C8c pRq such that χ˜N pλq “ χp
?
λ
N
q if λ ě 0;
χ˜N pλq “ 0 if λ ă 0. By functional calculus, we define the Littlewood-Paley projections by
PN “ χ˜N pHq, PďN0 “
ř
NăN0 PN , PN0ă¨ăN1 “
ř
N0ăNăN1 PN and PěN1 “
ř
NěN1 PN .
Lemma 3.5. Suppose that V P K0 X L3{2,8 and H has no eigenvalue or resonance on
r0,`8q. Let S :“ tf P L1 XL8 : Pcf “ PN0ă¨ăN1f for some N0, N1 ą 0u. For 1 ă r ă 8,
S is dense in Lr.
Proof. L1 X L8 is dense in Lr. Fix f P L1 X L8. We claim that limN0Ñ0 }PăN0f}Lr “ 0.
By the spectral theory, limN0Ñ0 }PăN0f}L2 “ 0. On the other hand, replacing χ˜N byř
NăN0 χ˜N in the proof of [12, Corollary 1.6], one can show that }PăN0f}L1 and }PăN0f}L8
are bounded uniformly in N0. Hence the claim follows from interpolation. By the same
argument, one can show that limN1Ñ8 }PąN1f}Lr “ 0. Thus, S is dense in Lr. 
Lemma 3.6 (Boundedness of eigenfunctions). Suppose that V P K0 X L3{2,8 and H has
no eigenvalue or resonance on r0,`8q. Let ψj be an eigenfunction corresponding to the
negative eigenvalue λj.
piq For all 1 ď p ă 8, ψj P Lp and Pλj is bounded on Lp, where Pλj is the spectral projection
onto the point tλju.
piiq ∇ψj P Lr for 1 ă r ă 3.
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Proof. piq We prove the lemma following the argument in [1]. We decompose V “ V1 ` V2
such that V1 is compactly supported and bounded, and }V2}K ď 1. Then,
ψj `R0pλjqV ψj “ ψj `R0pλjqpV1 ` V2qψj “ 0
ñ ψj “ ´pI `R0pλjqV2q´1R0pλjqV1ψj “ ´
8ÿ
n“0
p´R0pλjqV2qnR0pλjqV1ψj .
(3.23)
Observe that, since V1 is compactly supported, and λj ă 0, R0pλjqV1ψj is exponentially
decaying. To see this, we choose sufficiently small ǫ ą 0 such that ǫ ă a´λj for any
negative eigenvalue λj. Indeed, there exists such ǫ, since by the assumptions, there are
at most finitely many negative eigenvalues (see [2]). Then, by the fractional integration
inequality and the Ho¨lder inequality in the Lorentz spaces (Lemma A.2), we get
|eǫ|x|pR0pλjqV1fqpxq| ď eǫ|x|
ż
R3
ei
?
λj |x´y|
4π|x´ y| |V1pyq||ψjpyq|dy
ď
ż
R3
e´p
?
´λj´ǫq|x´y|
4π|x´ y| e
ǫ|y||V1pyq||ψjpyq|dy
ď }eǫ|¨|V1ψj}L3{2,1 À }eǫ|¨|V1}L6,2}ψj}L2 .
(3.24)
Similarly, one can check that eǫ|¨|R0pλjqV2e´ǫ|¨| is bounded on L8 and its operator norm is
strictly less than 1. Thus, we prove that
}eǫ|¨|ψj}L8 ď
´ 8ÿ
n“0
}eǫ|¨|R0pλjqV2e´ǫ|¨|}nL8ÑL8
¯
}eǫ|¨|R0pλjqV1ψj}L8 ă 8. (3.25)
Therefore, ψj P Lp and Pλjf “ xψj, fyL2ψj is bounded on Lp for all 1 ď p ď 8.
piiq Let δ1, δ2 ą 0 be arbitrarily small numbers. Then, since λj ă 0, by the inhomogeneous
Sobolev inequality, we get
}∇ψj}
L
1
1´δ1
“ }∇R`0 pλjqV ψj}
L
1
1´δ1
À }V ψj}
L
1
1´δ1
ď }V }L3{2,8}ψj}
L
3
1´3δ1 ,1
ă 8,
}∇ψj}
L
3
1`δ2
“ }∇R`0 pλjqV ψj}
L
3
1`δ2
À }V ψj}
W
´1, 3
1`δ2
À }V ψj}
L
3
2`δ2
ď }V }L3{2,8}ψj}
L
3
δ2
, 3
2`δ2
ă 8.
(3.26)
Thus, interpolation gives piiq. 
4. High Frequency Estimate: Proof of Lemma 2.1 piq
4.1. Construction of the formal series expansion. For a large dyadic number N1 to be
chosen later, we construct a formal series for PběN1 as follows. First, iterating the resolvent
identity
pI ` V R`0 pλqq´1 “ I ´ pI ` V R`0 pλqq´1V R`0 pλq, (4.1)
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we generate a formal series expansion
pI ` V R`0 pλqq´1“ “ ”
8ÿ
n“0
p´V R`0 pλqqn. (4.2)
Plugging (4.2) into (2.7), we write
PběN1“ “ ”´
ÿ
NěN1
8ÿ
n“0
1
π
ż 8
0
mpλqχN p
?
λq ImrR`0 pλqp´V R`0 pλqqnV R`0 pλqsdλ. (4.3)
Then, writing the first and the last free resolvents explicitly by the free resolvent formula
R`0 pλqpx, yq “ e
i
?
λ|x´y|
4π|x´y| and collecting terms having λ by Fubini theorem, we write the kernel
of PběN1 as
PběN1px, yq
“ “ ”
ÿ
NěN1
8ÿ
n“0
p´1qn`1
π
ż 8
0
mpλqχN p
?
λq
ˆ Im
” ż
R6
ei
?
λ|x´x˜|
4π|x´ x˜| pV R
`
0 pλqqnpx˜, y˜qV py˜q
ei
?
λ|y˜´y|
4π|x˜´ y|dx˜dy˜
ı
dλ
“
ż
R6
V py˜q
16π3|x´ x˜||y˜ ´ y|
! ÿ
NěN1
8ÿ
n“0
p´1qn`1PbnN px, x˜, y˜, yq
)
dx˜dy˜,
(4.4)
where
PbnN px, x˜, y˜, yq “
ż 8
0
mpλqχN p
?
λq Imrei
?
λp|x´x˜|`|y˜´y|qpV R`0 pλqqnpx˜, y˜qsdλ. (4.5)
We note that the series (4.4) makes sense only formally at this moment, but it will be shown
that the sum is absolutely convergent, and that it satisfies the bound we want to have.
4.2. Intermediate kernel estimates. We estimate the intermediate kernel PbnN px, x˜, y˜, yq
in two ways. First, we show that the sum of PbnN px, x˜, y˜, yq in N ě N1 is absolutely
convergent, and moreover each PbnN px, x˜, y˜, yq decays away from x “ x˜ and y˜ “ y.
Lemma 4.1 (Summability in N). For s1, s2 ě 0, we have
|PbnN px, x˜, y˜, yq| À
N2}m}Hps1`s2q
xNpx´ x˜qys1xNpy˜ ´ yqys2 k
n
1 px˜, y˜q (4.6)
and
}kn1 px˜, y˜q}L8y˜ L1x˜ ď
´}V }K
4π
¯n
. (4.7)
For the proof, we need the following lemma.
Lemma 4.2 (Oscillatory integral). For s ě 0,ˇˇˇ ż 8
0
mpλqχN p
?
λq Impei
?
λσqdλ
ˇˇˇ
À N
2
xNσys }m}Hpsq. (4.8)
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Proof. By abuse of notation, we denote by χ the even extension of itself. Making change of
variables λ ÞÑ N2λ2, we writeż 8
0
mpλqχN p
?
λq Impei
?
λσqdλ “ N2
ż 8
0
2λmpN2λ2qχpλq sinpNλσqdλ
“ N2
ż
R
λmpN2λ2qχpλqeiλNσdλ
“ N2
´
mpN2λ2qλχpλq
¯_
pNσq
“ N
2
xNσys
´
x∇yspmpN2λ2qλχpλqq
¯_
pNσq.
(4.9)
Thus, it follows from Hausdorff-Young inequality and the fractional Leibniz rule that
ˇˇˇ ż 8
0
mpλqχN p
?
λq Impei
?
λσqdλ
ˇˇˇ
ď N
2
xNσys }mpN
2λ2qλχpλq}W s,1
À N
2
xNσys }mpN
2λ2qχpλq}W s,2
ď N
2
xNσys }m}Hpsq.
(4.10)

Proof of Lemma 4.1. First, using the free resolvent formula, we write
PbnN px, x˜, y˜, yq
“
ż 8
0
mpλqχN p
?
λq Im
!ż
R3pn´1q
nź
k“1
V pxkq
śn`1
k“0 e
i
?
λ|xk´xk`1|śn
k“1 4π|xk ´ xk`1|
dxp2,nq
)
dλ
“
ż
R3pn´1q
śn
k“1 V pxkqśn
k“1 4π|xk ´ xk`1|
! ż 8
0
mpλqχN p
?
λq Impei
?
λσn`1qdλ
)
dxp2,nq,
(4.11)
where x0 :“ x, x1 :“ x˜, xn`1 :“ y˜, xn`2 :“ y, dxp2,nq :“ dx2 ¨ ¨ ¨ dxn and σn :“
řn
j“0 |xj ´
xj`1|. Then, by Lemma 4.2 with s “ s1 ` s2 and the trivial inequality
|x0 ´ x1| “ |x´ x˜|, |xn`1 ´ xn`2| “ |y˜ ´ y| ď σn`1 “
n`1ÿ
j“0
|xj ´ xj`1|, (4.12)
we obtain that
|PbnN px, x˜, y˜, yq| À
N2}m}Hps1`s2q
xNpx´ x˜qys1xNpy˜ ´ yqys2
ż
R3pn´1q
śn
k“1 |V pxkq|śn
k“1 4π|xk ´ xk`1|
dxp2,nq. (4.13)
We define
kn1 px˜, y˜q :“
ż
R3pn´1q
śn
k“1 |V pxkq|śn
k“1 4π|xk ´ xk`1|
dxp2,nq. (4.14)
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Then, by the definition of the global Kato norm, we have
}kn1 px˜, y˜q}L8y˜ L1x˜ ď sup
xn`1PR3
ż
R3n
śn
k“1 |V pxkq|śn
k“1 4π|xk ´ xk`1|
dxp1,nq
ď
´
sup
xnPR3
ż
R3pn´1q
śn´1
k“1 |V pxkq|śn´1
k“1 4π|xk ´ xk`1|
dxp1,n´1q
¯
ˆ
´
sup
xn`1PR3
ż
R3
|V pxnq|
4π|xn ´ xn`1|dxn
¯
ď
´
sup
xnPR3
ż
R3pn´1q
śn´1
k“1 |V pxkq|śn´1
k“1 4π|xk ´ xk`1|
dxp1,n´1q
¯´}V }K
4π
¯
ď ¨ ¨ ¨ prepeatq ¨ ¨ ¨ ď
´}V }K
4π
¯n
.
(4.15)

Next, we show summability of the intermediate kernel in n.
Lemma 4.3 (Summability in n). For ǫ ą 0, there exist N1 “ N1pV, ǫq " 1 and kn2 px˜, y˜q P
L8y˜ L
1
x˜ such that for N ě N1,
|PbnN px, x˜, y˜, yq| À ǫnN2}m}Hp0qkn2 px˜, y˜q. (4.16)
and
}kn2 px˜, y˜q}L8
y˜
L1
x˜
À ǫn. (4.17)
Proof. By Lemma 3.1 piiiq, given ǫ ą 0, there exist N1 " 1 and an operator D : L1 Ñ L1
such that }Dpx, yq}L8y L1x ď ǫ4 and |pV R`0 pλqq4px, yq| ď Dpx, yq. We also observe that
|pV R`0 pλqqpx, yq| “
ˇˇˇ
V pxq e
i
?
λ|x´y|
4π|x´ y|
ˇˇˇ
“ |V pxq|
4π|x´ y| “
´
|V |p´∆q´1
¯
px, yq. (4.18)
We denote by tau the largest integer less than or equal to a. Then, we have
|PbnN px, x˜, y˜, yq| ď
ż 8
0
|mpλq|χN p
?
λq|pV R`0 pλqqnpx˜, y˜q|dλ
ď
ż 8
0
|mpλq|χN p
?
λq
ˇˇˇ´
Dt
n
4
up|V |p´∆q´1qn´4tn4 u
¯
px˜, y˜q
ˇˇˇ
dλ
À N2
ż 8
0
|mpN2λq|χpλqdλ ¨
ˇˇˇ´
Dt
n
4
up|V |p´∆q´1qn´4tn4 u
¯
px˜, y˜q
ˇˇˇ
À N2}m}Hp0q
ˇˇˇ´
Dt
n
4
up|V |p´∆q´1qn´4tn4 u
¯
px˜, y˜q
ˇˇˇ
.
(4.19)
We define
kn2 px˜, y˜q :“
ˇˇˇ´
Dt
n
4
up|V |p´∆q´1qn´4tn4 u
¯
px˜, y˜q
ˇˇˇ
. (4.20)
Then, by Lemma 3.1, one can check (4.17). 
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4.3. Proof of Lemma 2.1 piq. Let δ ą 0 be a sufficiently small number to be chosen later.
Let ǫ ą 0 be a small number depending on }V }K and δ ą 0 (see p4.30q). Then, we pick a
large dyadic number N1 from Lemma 4.3. We will show that PběN1 is bounded from L
3
3´δ ,1
to L
3
3´δ ,8.
Let s “ 21´δ ą 2 and θ “ 2´δ2 (ñ 2θ “ 2´ δ, ps´ 2qθ ą δ and sθ ą 2). Then, by Lemma
4.1 with s1 “ 2 and s2 “ s´ 2 and Lemma 4.3, we get
|PbnN px, x˜, y˜, yq| “ |PbnN px, x˜, y˜, yq|θ|PbnN px, x˜, y˜, yq|1´θ
À N
2}m}Hpsq
xNpx´ x˜qy2θxNpy˜ ´ yqyps´2qθ
´
kn1 px˜, y˜q
¯θ´
kn2 px˜, y˜q
¯1´θ
.
(4.21)
We claim that ÿ
NP2Z
N2
xNxy2θxNyyps´2qθ À
1
|x|2´δ |y|δ . (4.22)
Fix x, y P R3, and consider the following four cases.
(Case 1: N ă minp|x|´1, |y|´1q)ÿ
Case 1
N2
xNxy2θxNyyps´2qθ ď
ÿ
Case 1
N2 ď min
´ 1
|x| ,
1
|y|
¯2 ď 1|x|2´δ|y|δ . (4.23)
(Case 2: |x|´1 ď N ă |y|´1)
ÿ
Case 2
N2
xNxy2θxNyyps´2qθ ď
ÿ
Case 2
N2
|Nx|2θ “
ÿ
Case 2
N2p1´θq
|x|2θ “
ÿ
Case 2
N δ
|x|2´δ
ď 1|x|2´δ |y|δ .
(4.24)
(Case 3: |y|´1 ď N ă |x|´1)
ÿ
Case 3
N2
xNxy2θxNyyps´2qθ ď
ÿ
Case 3
N2
|Ny|δ “
ÿ
Case 3
N2´δ
|y|δ ď
1
|x|2´δ|y|δ . (4.25)
(Case 4: N ě maxp|x|´1, |y|´1q)ÿ
Case 4
N2
xNxy2θxNyyps´2qθ À
1
|x|2θ|y|ps´2qθ
ÿ
Case 4
1
N sθ´2
ď 1|x|2´δ |y|ps´2qθ |y|
sθ´2 ď 1|x|2´δ|y|2´2θ “
1
|x|2´δ |y|δ .
(4.26)
Collecting all, we prove the claim.
Applying (4.22) to (4.21) and summing in N ě N1, we obtainÿ
NěN1
|PbnN px, x˜, y˜, yq| À
}m}Hpsq
|x´ x˜|2´δ |y˜ ´ y|δ
´
kn1 px˜, y˜q
¯θ´
kn2 px˜, y˜q
¯1´θ
. (4.27)
Let
Kpx, yq “
8ÿ
n“0
´
kn1 px˜, y˜q
¯θ´
kn2 px, yq
¯1´θ
. (4.28)
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Then, K P L8y L1x, since if N1 is large enough,
}Kpx, yq}L8y L1x ď
8ÿ
n“0
›››´kn1 px˜, y˜q¯θ´kn2 px, yq¯1´θ›››
L8y L1x
ď
8ÿ
n“0
}kn1 px˜, y˜q}θL8y L1x}k
n
2 px, yq}1´θL8y L1x
ď
8ÿ
n“0
´}V }K
4π
¯nθ
ǫn ă 8,
(4.29)
where ǫ ą 0 is chosen so that p }V }K4π qθǫ ă 1 with θ “ 2´δ2 . Therefore, we obtain the kernel
estimates for PběN1px, yq,
|PbN1px, yq| ď
ż
R6
V py˜q
16π3|x´ x˜||y˜ ´ y|
ÿ
NěN1
8ÿ
n“0
|PbnN px, x˜, y˜, yq|dx˜dy˜
À
ż
R6
|V py˜q|
|x´ x˜|3´δ|y˜ ´ y|1`δKpx˜, y˜qdx˜dy˜,
(4.30)
with K P L8y L1x.
Let TK be the integral operator with kernel Kpx, yq, which is bounded on L1 by (4.29).
By the fractional integration inequality and Ho¨lder inequality in the Lorentz spaces (see
Appendix A), we conclude that
}PběN1f}
L
3
3´δ ,8
À
››› ż
R9
|V py˜q|
|x´ x˜|3´δ|y˜ ´ y|1`δKpx˜, y˜q|fpyq|dx˜dy˜dy
›››
L
3
3´δ ,8
x
À }|∇|´δTKp|V ||∇|´p2´δqp|f |qq}
L
3
3´δ ,8
À }TKp|V ||∇|´p2´δqp|f |qq}L1x
À }|V ||∇|´p2´δqp|f |q}L1x ď }V }L3{2,8}|∇|´p2´δq|f |}L3,1 À }f}L 33´δ ,1 .
(4.31)
Remark 4.4. In (4.31), we only used the fractional integration inequality and the Ho¨lder
inequality. Note that after applying the fractional integration inequality, we always have
the Lp,q-norm with smaller p on the right hand side, although we want to show the L
3
3´ǫ ,1´
L
3
3´ǫ ,8 boundedness. Hence, one must have at least one chance to raise the number p to
compensate the decrease of p caused by the fractional integration inequalities. In (4.31),
the potential V plays such a role with the Ho¨lder inequality. This is the main reason
that we keep one extra potential term V in the spectral representation by considering the
perturbation mpHqPc ´mp´∆q instead of mpHqPc, and introducing intermediated kernels
PbnN px, x˜, y˜, yq, even though they look rather artificial.
5. Low Frequency Estimate: Proof of Lemma 2.1 piiq
5.1. Construction of the formal series expansion. We prove Lemma 2.1 piiq by mod-
ifying the argument in Section 4. Note that for small N , the formal series expansion (4.2)
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may not be convergent, since pV R`0 pλqq4 in (4.2) is not small anymore. Hence, we introduce
a new series expansion for pI ` V R`0 pλqq´1,
pI ` V R`0 pλqq´1 “ pI ` V R`0 pλ0q `Bλ,λ0q´1
“ rpI `Bλ,λ0Sλ0qpI ` V R`0 pλ0qqs´1
“ pI ` V R`0 pλ0qq´1pI `Bλ,0Sλ0q´1
“ “ ”Sλ0
8ÿ
n“0
p´Bλ,λ0Sλ0qn,
(5.1)
where Bλ,λ0 “ V pR`0 pλq´R`0 pλ0qq and Sλ0 “ pI`V R`0 pλ0qq´1. Plugging the formal series
p5.1q with λ0 “ 0 into (2.7), we write
PbN“ “ ”
8ÿ
n“0
p´1qn`1
π
ż 8
0
mpλqχN p
?
λq ImrR`0 pλqS0pBλ,0S0qnV R`0 pλqsdλ. (5.2)
As in the previous section, writing the first and the last free resolvents explicitly by the free
resolvent formula R`0 pλqpx, yq “ e
i
?
λ|x´y|
4π|x´y| and collecting terms having λ by Fubini theorem,
we write the kernel of PbN as
PbN px, yq
“ “ ”
8ÿ
n“0
p´1qn`1
π
ż 8
0
mpλqχN p
?
λq
ˆ Im
”ĳ
R6
ei
?
λ|x´x˜|
4π|x´ x˜| rS0pBλ,0S0q
nspx˜, y˜qV py˜q e
i
?
λ|y˜´y|
4π|x˜´ y|dx˜dy˜
ı
dλ
“
ĳ
R6
V py˜q
16π3|x´ x˜||y˜ ´ y|
” 8ÿ
n“0
p´1qn`1PbnN px, x˜, y˜, yq
ı
dx˜dy˜,
(5.3)
where
PbnN px, x˜, y˜, yq “
ż 8
0
mpλqχN p
?
λq Imrei
?
λp|x´x˜|`|y˜´y|qrS0pBλ,0S0qnspx˜, y˜qsdλ. (5.4)
By Lemma 3.1 piiq, Bλ,0 in (5.3) is small for sufficiently small N . This fact will guarantee
the convergence of the formal series.
5.2. Intermediate kernel estimates. We will show the kernel estimates analogous to
Lemma 4.1 and 4.3. Then, Lemma 2.1 piiq will follow from exactly the same argument in
Section 4.3, thus we omit the proof.
Lemma 5.1 (Summability in N). There exists kn1 px˜, y˜q such that for s1, s2 ě 0,
|PbnN px, x˜, y˜, yq| À
N2}m}Hps1`s2q
xNpx´ x˜qys1xNpy˜ ´ yqys2 k
n
1 px˜, y˜q (5.5)
and
}kn1 px˜, y˜q}L8
y˜
L1
x˜
ď pS˜ ` 1qn`1
´}V }K
2π
¯n
, (5.6)
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where S˜ is the positive number given by p3.20q.
Proof. First, splitting Bλ,0 into V R
`
0 pλq ´ V R`0 p0q in
PbnN px, x˜, y˜, yq “
ż 8
0
mpλqχN p
?
λq Imrei
?
λp|x´x˜|`|y˜´y|qrS0pBλ,0S0qnspx˜, y˜qsdλ, (5.7)
we write PbnN px, x˜, y˜, yq as the sum of 2n copies ofż 8
0
mpλqχN p
?
λq Imrei
?
λp|x´x˜|`|y˜´y|qrS0V R`0 pα1λqS0 ¨ ¨ ¨ V R`0 pαnλqS0spx˜, y˜qsdλ (5.8)
up to ˘, where αk “ 0 or 1 for each k “ 1, ..., n. Next, splitting all S0 into I and S˜0 in
p5.8q, we further decompose p5.8q into the sum of 2n`1 kernels.
Among them, let us consider the two representative terms,
Im
ż 8
0
mpλqχN p
?
λqei
?
λp|x´x˜|`|y˜´y|qrS˜0V R`0 pα1λqS˜0 ¨ ¨ ¨ V R`0 pαnλqS˜0spx˜, y˜qdλ, (5.9)
Im
ż 8
0
mpλqχN p
?
λqei
?
λp|x´x˜|`|y˜´y|qrV R`0 pα1λq ¨ ¨ ¨ V R`0 pαnλqspx˜, y˜qdλ. (5.10)
For the first term, by the free resolvent formula (1.10), we write (5.9) in the integral form,
Im
ż 8
0
ż
R6n
mpλqχN p
?
λq
n`1ź
k“1
S˜0px2k´1, x2kq
ˆ
nź
k“1
V px2kq
śn`1
k“0 e
iαk
?
λ|x2k´x2k`1|śn
k“1 4π|x2k ´ x2k`1|
dxp2,2n`1qdλ
“
ż
R6n
śn`1
k“1 S˜0px2k´1, x2kq
śn
k“1 V px2kqśn
k“1 4π|x2k ´ x2k`1|
ˆ
! ż 8
0
mpλqχN p
?
λq Impei
?
λσ˜n`1qdλ
)
dxp2,2n`1q
(5.11)
where x0 :“ x, x1 :“ x˜, x2n`2 :“ y˜, x2n`3 :“ y, dxp2,nq :“ dx2 ¨ ¨ ¨ dxn, σ˜n :“
řn`1
k“0 αk|x2k ´
x2k`1| and α0 “ αn`1 “ 1. Then, by Lemma 4.2 with s “ s1 ` s2 and |x0 ´ x1|, |x2n`2 ´
x2n`3| ď σ˜n`1, we obtain thatˇˇˇ ż 8
0
mpλqχN p
?
λq Impei
?
λσ˜n`1qdλ
ˇˇˇ
À N
2}m}Hps1`s2q
xNpx0 ´ x1qys1xNpx2n`2 ´ x2n`3qys2 . (5.12)
Applying (5.12) to (5.9), we get the arbitrary polynomial decay away from x0 “ x1,
|(5.9)| À
N2}m}Hps1`s2qkn(5.9)px˜, y˜q
xNpx0 ´ x1qys1xNpx2n`2 ´ x2n`3qys2 “
N2}m}Hps1`s2qkn(5.9)px˜, y˜q
xNpx´ x˜qys1xNpy˜ ´ yqys2 , (5.13)
where
kn(5.9)px˜, y˜q : “
ż
R6n
śn`1
k“1 |S˜0px2k´1, x2kq|
śn
k“1 |V px2kq|śn
k“1 4π|x2k ´ x2k`1|
dxp2,2n`1q
“ r|S˜0|p|V |p´∆q´1|S˜0|qnspx˜, y˜q
(5.14)
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and |S˜0| is the integral operator with kernel |S˜0px, yq|. We claim that
}kn(5.9)px˜, y˜q}L8y L1x1 À S˜
n`1p}V }K{4πqn. (5.15)
Indeed, since }|S˜0|p|V |p´∆q´1|S˜0|qnf}L1 ď S˜n`1p }V }K4π qn}f}L1 and |S˜0|p|V |p´∆q´1|S˜0|qn is
an integral operator, sending f Ñ δp¨ ´ yq, we prove the claim.
Similarly, we write (5.10) as
Im
ż 8
0
ż
R3n´3
mpλqχN p
?
λq
nź
k“1
V pxkq
śn`1
k“0 e
iαk
?
λ|xk´xk`1|śn
k“1 4π|xk ´ xk`1|
dxp2,nqdλ
“
ż
R3n´3
śn
k“1 V pxkqśn
k“1 4π|xk ´ xk`1|
! ż 8
0
mpλqχN p
?
λq Impei
?
λ˜˜σn`1qdλ
)
dxp2,nq
(5.16)
where x0 :“ x, x1 :“ x˜, xn`1 :“ y˜, xn`2 :“ y, α0 “ αn`2 “ 1 and ˜˜σn :“
řn
k“0 αk|xk´xk`1|.
Then, by Lemma 4.2 with s “ s1 ` s2 and |x0 ´ x1|, |xn`1 ´ xn`2| ď ˜˜σn`1, we obtain that
|(5.10)| À
N2}m}Hps1`s2qkn(5.10)px˜, y˜q
xNpx0 ´ x1qys1xNpxn`1 ´ xn`2qys2 “
N2}m}Hps1`s2qkn(5.10)px˜, y˜q
xNpx´ x˜qys1xNpy˜ ´ yqys2 (5.17)
where
kn(5.10)px˜, y˜q :“
ż
R3n´3
śn
k“1 |V pxkq|śn
k“1 4π|xk ´ xk`1|
dxp2,nq “ p4πq´np|V |p´∆q´1qnpx˜, y˜q. (5.18)
Then by the definition of the global Kato norm, we prove that
}kn(5.10)px˜, y˜q}L8y L1x1 ď p}V }K{4πq
n. (5.19)
Similarly, we estimate other kernels, and define kn1 px˜, y˜q as the sum of all 22n`1 many upper
bounds including K(5.9)px˜, y˜q and K(5.10)px˜, y˜q. Then, kn1 px˜, y˜q satisfies (5.5) and (5.6). 
Lemma 5.2 (Summability in n). For any ǫ ą 0, there exist a small number N0 “ N0pV, ǫq !
1 and kn2 px˜, y˜q P L8y˜ L1x˜ such that for N ď N0,
|PbnN px, x˜, y˜, yq| À N2}m}Hpsqkn2 px˜, y˜q (5.20)
and
}kn2 px˜, y˜q}L8
y˜
L1
x˜
ď ǫn. (5.21)
Proof. Fix small ǫ ą 0. Then, by Lemma 3.1 piiq, we choose small N0 :“ δ “ δpǫq ą 0 and
an integral operator B such that |Bλ,0px, yq| ď Bpx, yq for 0 ď λ ď N0, and
}B}L1ÑL1 ď ǫpS˜ ` 1q´1, (5.22)
where S˜ is a positive number given from (3.20). We define
kn2 px˜, y˜q :“ rpI ` |S˜0|qpBpI ` |S˜0|qqnspx˜, y˜q,
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where |S˜0| is the integral operator with |S˜0px, yq| as kernel. Then, by definitions (see (5.4)),
one can check that kn2 px˜, y˜q satisfies (5.20). For (5.21), splitting pI ` |S˜0|q into I and |S˜0|
in kn2 px˜, y˜q, we get 2n`1 terms,
kn2 px˜, y˜q “ r|S˜0|pB|S˜0|qnspx˜, y˜q ` ¨ ¨ ¨ `Bnpx˜, y˜q. (5.23)
For example, we consider |S˜0|pB|S˜0|qn and Bn. Since both |S˜0| and B are integral operators,
by Lemma 3.4 and p5.12q, we obtain
}r|S˜0|pB|S˜0|qnspx˜, y˜q}L8
y˜
L1
x˜
“ }|S˜0|pB|S˜0|qn}L1ÑL1 ď S˜n`1
´
ǫpS˜ ` 1q´1
¯n
,
}Bnpx˜, y˜q}L8y˜ L1x˜ “ }B
n}L1ÑL1 ď
´
ǫpS˜ ` 1q´1
¯n
.
(5.24)
Similarly, we estimate other 2n`1 ´ 2 terms. Summing them up, we prove (5.21). 
6. Medium Frequency Estimate: Proof of Lemma 2.1 piiiq
The proof closely follows from that of Lemma 2.1 piiq, so we only sketch the proof. For
ǫ ą 0, we take δ “ δpǫq ą 0 from Lemma 3.1 piiq. We choose a partition of unity function
ψ P C8c such that suppψ Ă r´δ, δs, ψpλq “ 1 if |λ| ď δ3 and
ř8
j“1 ψp¨ ´ λjq ” 1 on p0,`8q,
where λj “ jδ.
Let N0 and N1 be dyadic numbers chosen in the previous sections. For N0 ď N ď N1, we
first decompose χN p
?
λq in PbN (see (2.7)) into χN p
?
λq “ ř2N{δ
j“N{2δ χ
j
N pλq where χjN pλq “
χN p
?
λqψpλ´λjq. Plugging the formal series p5.1q with λ0 “ λj into each integral, we write
the kernel of PbN as
PbN px, yq“ “ ”
ĳ
R6
V py˜q
16π3|x´ x˜||y˜ ´ y|
” 8ÿ
n“0
p´1qn`1PbnN px, x˜, y˜, yq
ı
dx˜dy˜, (6.1)
where
PbnN px, x˜, y˜, yq
“
2N{δÿ
j“N{2δ
ż 8
0
mpλqχjN p
?
λq Imrei
?
λp|x´x˜|`|y˜´y|qrSλj pBλ,λjSλjqnspx˜, y˜qsdλ.
(6.2)
By the arguments in the previous sections, for Lemma 2.1 piiiq, it suffices to show the
following two lemmas:
Lemma 6.1 (Summability in N). For N0 ă N ă N1, there exists knN,1px˜, y˜q such that for
s1, s2 ě 0,
|PbnN px, x˜, y˜, yq| À
N2}m}Hps1`s2qknN,1px˜, y˜q
xNpx´ x˜qys1xNpy˜ ´ yqys2 , (6.3)
and
}knN,1px˜, y˜q}L8
y˜
L1
x˜
ď pS˜ ` 1qn`1
´}V }K
2π
¯n
. (6.4)
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Proof. For instance, considerż 8
0
mpλqχjN pλq Imrei
?
λp|x´x˜|`|y˜´y|qtSλj pBλ,λjSλjqnupx˜, y˜qsdλ (6.5)
among OpNq-many similar integrals in (6.2). As we did in Lemma 4.2, we show that
ˇˇˇ ż 8
0
mpλqχjN pλq Impei
?
λσqdλ
ˇˇˇ
ÀN0,N1
N}m}Hpsq
xNσys . (6.6)
Repeating the proof of Lemma 5.1 (but replacing S0 and Bλ,0 by Sλj and Bλ,λj and applying
(6.6) instead of Lemma 4.2), one can find knN,j,1px˜, y˜q such that for s1, s2 ě 0,
|(6.5)| À N}m}Hps1`s2qk
n
N,j,1px˜, y˜q
xNpx´ x˜qys1xNpy˜ ´ yqys2 , (6.7)
}knN,j,1px˜, y˜q}L8
y˜
L1
x˜
ď pS˜ ` 1qn`1
´}V }K
2π
¯n
. (6.8)
Define
knN,1px˜, y˜q :“
δ
N
2N{δÿ
j“N{2δ
knN,j,1px˜, y˜q,
then it satisfies (6.3) and (6.4). 
Lemma 6.2 (Summability in n). Let ǫ ą 0 be a small number chosen at the beginning of
this section. For N0 ă N ă N1, there exists knN,2px˜, y˜q such that
|PbnN px, x˜, y˜, yq| À N2}m}HpsqknN,2px˜, y˜q, (6.9)
and
}knN,2px˜, y˜q}L8
y˜
L1
x˜
ď p1` S˜qn`1ǫn. (6.10)
Proof. Again, we consider (6.5). By the choice of ǫ and δ and Lemma 3.1 piiq, there exists
an integral operator B such that |Bλ,λj px, yq| ď Bpx, yq for |λ ´ λj | ă δ, λ, λj ě 0, and
}B}L1ÑL1 ď ǫ. Let |S˜λj | be the integral operator with integral kernel |S˜λj px, yq|. Then, we
have
|p6.5q| À N}m}HpsqrpI ` |S˜λj |qpBpI ` |S˜λj |qqnspx˜, y˜q (6.11)
and
}rpI ` |S˜λj |qpBpI ` |S˜λj |qqnspx˜, y˜q}L8y˜ L1x˜ ď p1` S˜q
n`1ǫn. (6.12)
Therefore, we define
kn2 px˜, y˜q :“
δ
N
2N{δÿ
j“N{2δ
rpI ` |S˜λj |qpBpI ` |S˜λj |qqnspx˜, y˜q, (6.13)
then it satisfies p6.9q and p6.10q. 
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7. Application to the Nonlinear Schro¨dinger Equation
7.1. Two norm estimates. Following the argument in [6], we begin with proving the
boundedness of the imaginary power operators. For α P R, the imaginary power operator
H iαPc is defined as a spectral multiplier of symbol λ
iα1r0,`8q. We consider H iαPc instead
of H iα just for convenience’s sake. Indeed, by the assumptions, H has only finitely many
negative eigenvalues, and the projection Pλj is bounded on L
r for any 1 ă r ă 8 (see Lemma
3.6). Therefore, the boundedness of H iαPc implies that of H
iα “ H iαPc `
ř
λiαj Pλj , where
λj ’s are negative eigenvalues of H.
Lemma 7.1 (Imaginary power operator). If V P K0 X L3{2,8 and H has no eigenvalue or
resonance on r0,`8q, then for α P R,
}H iαPc}LrÑLr À xαy3, 1 ă r ă 8. (7.1)
Proof. Since }λiα1r0,`8q}Hp3q À xαy3, the lemma follows from Theorem 1.1. 
Proposition 7.2 (Two norm estimates). If V P K0 X L3{2,8 and H has no eigenvalue or
resonance on r0,`8q, then for 0 ď s ď 2 and 1 ă r ă 3
s
,
}H s2Pcp´∆q´
s
2 f}Lr À }f}Lr , (7.2)
}p´∆q s2H´ s2Pcf}Lr À }f}Lr . (7.3)
Proof. (7.2): Pick f, g P L1 X L8 such that supp fˆ Ă Bp0, RqzBp0, rq, Pnď¨ďNg “ Pcg for
some R, r,N, n ą 0. Note that by Lemma 3.5, the collection of such f (g, resp) is dense in
Lr (Lr
1
, resp). We define
F pzq :“ xHzPcp´∆q´zf, gyL2 “ xp´∆q´Re z´i Im zf,H´i Im zHRe zgyL2 . (7.4)
Indeed, F pzq is well-defined, since p´∆q´Re z´i Im zf,H´i Im zHRe zg P L2. Moreover, F pzq
is continuous on S “ tz : 0 ď Re z ď 1u Ă C, and it is analytic in the interior of S. We
claim that HPcp´∆q´1 is bounded on Lr for 1 ă r ă 32 . Indeed, by Lemma 3.6 piq,
}HPcp´∆q´1f}Lr À }p´∆` V qp´∆q´1f}Lr ď }f}Lr ` }V p´∆q´1f}Lr . (7.5)
By the Ho¨lder inequality (Lemma A.2) and the Sobolev inequality in the Lorentz norms
(Corollary A.6), we have
}V p´∆q´1f}Lr ď }V }L3{2,8}p´∆q´1f}
L
3r
3´2r ,r
À }f}Lr . (7.6)
Hence, by the claim and Lemma 7.1, we get
|F p1` iαq| ď }H1`iαPcp´∆q´1´iαf}Lr}g}Lr1 À xαy6}f}Lr}g}Lr1 , p1 ă r ă 32q, (7.7)
|F piαq| ď }H iαPcp´∆q´iαf}Lr}g}Lr1 À xαy6}f}Lr}g}Lr1 , p1 ă r ă 8q. (7.8)
Therefore (7.2) follows from the Stein’s complex interpolation theorem.
(7.3): Pick f and g as above, and consider
Gpzq :“ xp´∆qzH´zPcg, fyL2 . (7.9)
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We claim that p´∆qH´1Pcg is bounded on Lr for 1 ă r ă 32 . By the triangle inequality,
}p´∆qH´1Pcg}Lr “ }pH ´ V qH´1Pcg}Lr ď }Pcg}Lr ` }V H´1Pcg}Lr . (7.10)
By Lemma 3.6 piq, }Pcg}Lr À }g}Lr . By the Ho¨lder inequality in the Lorentz norms (Lemma
A.2) and the Sobolev inequality associated with H [12, Theorem 1.9], we get
}V H´1Pcg}Lr ď }V }L3{2,8}H´1Pcg}
L
3r
3´2r ,r
À }V }L3{2,8}g}Lr . (7.11)
Repeating the above argument with the complex interpolation, we complete the proof. 
7.2. Local well-posedness. Now we are ready to show the local well-posedness (LWP) of
a 3d quintic nonlinear Schro¨dinger equation
iut `∆u´ V u˘ |u|4u “ 0; up0q “ u0. (NLSV )
Theorem 7.3 (LWP). If V P K0XL3{2,8 and H has no eigenvalue or resonance on r0,`8q,
then pNLSV q is locally well-posed in 9H1. Precisely, for A ą 0, there exists δ “ δpAq ą 0
such that for an initial data u0 P 9H1 obeying
}∇u0}L2 ď A and }e´itHu0}L10
tPr0,T0sL
10
x
ă δ, (7.12)
pNLSV q has a unique solution u P CtpI; 9H1xq, with I “ r0, T q Ă r0, T0s, such that
}∇u}
L10
tPIL
30{13
x
ă 8 and }u}L10
tPIL10x
ă 2δ. (7.13)
Proof. (Step 1. Contraction mapping argument) Let ψj be the eigenfunction corresponding
to the negative eigenvalue λj normalized so that }ψj}L2 “ 1. Choose small T P p0, T0q such
that }ψj}L10
tPIL10x
, }ψj}L2
tPIL2x
ď 1 for all j, where I “ r0, T s and ψjpt, xq “ ψjpxq for all t P I.
For notational convenience, we omit the time interval I in the norm } ¨ }Lp
tPI
if there is no
confusion. Following a standard contraction mapping argument [3, 22], we aim to show that
Φu0pvqptq :“ e´itHu0 ˘ i
ż t
0
e´ipt´sqH p|v|4vpsqqds (7.14)
is a contraction map on the set
Ba,b :“ tv : }v}L10t,x ď a, }∇v}L10t L30{13x ď bu, (7.15)
equipped with the metric dpu, vq “ }u´ v}L10t,x ` }∇pu ´ vq}L10t L30{13x , where a, b and δ will
be chosen later.
We claim that Φu0 maps from Ba,b to itself. We write
}Φu0pvq}L10t,x ď }e
´itHu0}L10t,x `
››› ż t
0
e´ipt´sqHPcp|v|4vpsqqds
›››
L10t,x
`
Jÿ
j“1
››› ż t
0
e´ipt´sqH px|v|4vpsq, ψjyL2ψjqds
›››
L10t,x
“ I ` II `
Jÿ
j“1
IIIj .
(7.16)
24 YOUNGHUN HONG
By assumption, I ď δ. For II, by the Sobolev inequality associated with H [12, Theorem
1.6], Strichartz estimates (Proposition 1.2) and the two norm estimates, we get
II À
››› ż t
0
e´ipt´sqHPcH1{2p|v|4vpsqqds
›››
L10t L
30{13
x
À }H1{2Pcp|v|4vq}L2tL6{5x
À }∇p|v|4vq}
L2tL
6{5
x
ď 3}pv2∇vqpv¯q2}
L2tL
6{5
x
` 2}pv2∇vqpv¯q2}
L2tL
6{5
x
(7.17)
À }v}4
L10t,x
}∇v}
L10t L
30{13
x
ď a4b.
For the last term, by the Ho¨lder inequality, the choice of T and p7.17q, we obtain
IIIj “
››› ż t
0
e´ipt´sqλj px|v|4vpsq, ψjyL2ψjqds
›››
L10t,x
ď
´ż T
0
|x|v|4vpsq, ψjyL2|ds
¯
}ψj}L10t,x
ď }∇p|v|4vq}
L2tL
6{5
x
}|∇|´1ψj}L2tL6x
À }∇p|v|4vq}
L2tL
6{5
x
}ψj}L2tL2x ď a
4b.
(7.18)
Therefore, we prove that
}Φu0pvq}L10t,x ď δ ` Ca
4b. (7.19)
Next, we write
}∇Φu0pvq}L10t L30{13x ď }∇PcΦu0pvq}L10t L30{13x `
Jÿ
j“1
}∇PλjΦu0pvq}L10t L30{13x
“ I˜ `
Jÿ
j“1
I˜Ij .
(7.20)
For I˜, by the two norm estimates, Strichartz estimates and p7.17q, we obtain
I˜ À }H1{2PcΦu0pvq}L10t L30{13x
À }H1{2Pcu0}L2 ` }H1{2Pcp|v|4vq}L2tL6{5x
À }∇u0}L2 ` }H1{2Pcp|v|4vq}L2tL6{5x À A` a
4b.
(7.21)
For I˜I, by the Ho¨lder inequality, p7.19q and Lemma 3.6, we get
I˜Ij ď }xΦu0pvq, ψjyL2}L10t }ψj}L30{13
ď }Φu0pvq}L10t,x}ψj}L10{9x À δ ` a
4b.
(7.22)
Collecting all, we prove that
}∇Φu0pvq}L10t L30{13x ď CA` Ca
4b. (7.23)
Let b “ 2AC, a “ minpp2Cq´ 14 , p2Cbq´ 13 q and δ “ a2 pñ Ca4b ď AC and Ca3b ď 12q. Then,
by p7.19q and p7.23q, Φu0 maps from Ba,b to itself. Similarly, one can show that Φu0 is
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contractive in Ba,b. Thus, we conclude that there exists unique u P Ba,b such that
uptq “ Φu0puq “ e´itHu0 ` i
ż t
0
e´ipt´sqH p|u|4uqpsqds. (7.24)
(Step 2. Continuity) In order to show that uptq P CtpI; 9H1xq, we write
uptq “ e´itHpPcu0 `
Jÿ
j“1
Pλju0q
˘ i
ż t
0
e´ipt´sqH
´
Pcp|u|4uqpsq `
Jÿ
j“1
Pλj p|u|4uqpsq
¯
ds
“ e´itHPcu0 `
Jÿ
j“1
e´itλjPλju0 ˘ i
ż t
0
e´ipt´sqHPcp|u|4uqpsqds
˘ i
Jÿ
j“1
ż t
0
e´ipt´sqλjPλj p|u|4uqpsqds
“: Iptq `
Jÿ
j“1
IIjptq ` IIIptq `
Jÿ
j“1
IVjptq.
(7.25)
For Iptq, by the two norm estimates and L2-continuity of e´itH , we have
}Iptq ´ Ipt0q} 9H1 À }pe´itH ´ e´it0HqH1{2Pcu0}L2 Ñ 0 as tÑ t0, (7.26)
since }H1{2Pcu0}L2 À }u} 9H1 ă 8. IIjptq is continuous in 9H1, since
}Pλju0} 9H1 “ |xu0, ψjyL2|}ψj} 9H1 À }u0} 9H1}ψj} 9H´1 À }u0} 9H1}ψj}L6{5 ă 8. (7.27)
For IIIptq, by the two norm estimates, Strichartz estimates and p7.17q, we have
}IIIptq ´ IIIpt0q} 9H1 À }H1{2pIIIptq ´ IIIpt0qq}L2
À }H1{2Pcp|u|4uq}L2
sPrt0,tsL
6{5
x
Ñ 0 as tÑ t0.
(7.28)
For IVjptq, by the Ho¨lder inequality and p7.17q, we write
}IVjptq ´ IVjpt0q} 9H1 ď }ψj} 9H1}∇p|u|4uqpsq}L2
tPrt0,tsL
6{5
x
}|∇|´1ψj}L2
sPrt0,tsL
6
x
À }∇p|u|4uqpsq}
L2
sPrt0,tsL
6{5
x
}ψj}L2tL2x Ñ 0 as tÑ t0.
(7.29)
Collecting all, we conclude that uptq is continuous in 9H1. 
Appendix A. Lorentz Spaces and Interpolation Theorem
Following [22], we summarize useful properties of the Lorentz spaces. Let pX,µq be a
measure space. The Lorentz (quasi) norm is defined by
}f}L˜p,q :“
$&
%
p1{q}λµpt|f | ě λuq1{p}
Lqpp0,`8q, dλ
λ
q when 1 ď p ă 8 and 1 ď q ď 8;
}f}L8 when p “ q “ 8.
(A.1)
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Lemma A.1 (Properties of the Lorentz spaces). Let 1 ď p ď 8 and 1 ď q, q1, q2 ď 8.
piq Lp,p “ Lp, and Lp,8 is the weak Lp-space.
piiq If q1 ď q2, Lp,q1 Ă Lp,q2.
Lemma A.2 (Ho¨lder inequality). If 1 ď p, p1, p2, q, q1, q2 ď 8, 1p “ 1p1` 1p2 and 1q “ 1q1` 1q2 ,
then
}fg}Lp,q À }f}Lp1,q1 }fg}Lp2,q2 . (A.2)
Lemma A.3 (Dual characterization of Lp,q). If 1 ă p ă 8 and 1 ď q ď 8, then
}f}Lp,q „ sup
}g}
Lp
1,q1ď1
ˇˇˇ ż
X
f g¯dµ
ˇˇˇ
. (A.3)
A measurable function f is called a sub-step function of height H and width W if f is
supported on a set E with measure µpEq “ W and |fpxq| ď H almost everywhere. Let T
be a linear operator that maps the functions on a measure space pX,µX q to functions on
another measure space pY, µY q. We say that T is restricted weak-type pp, p˜q if
}Tf}Lp˜,8 À HW 1{p (A.4)
for all sub-step functions f of height H and width W .
Theorem A.4 (Marcinkiewicz interpolation theorem). Let T be a linear operator such that
xTf, gyL2 “
ż
Y
Tfg¯dµY (A.5)
is well-defined for all simple functions f and g. Let 1 ď p0, p1, p˜0, p˜1 ď 8. Suppose that T
is restricted weak-type ppi, p˜iq with constant Ai ą 0 for i “ 0, 1. Then,
}Tf}Lp˜θ,q À A1´θ0 Aθ1}f}Lpθ,q , (A.6)
where 0 ă θ ă 1, 1
pθ
“ 1´θ
p0
` θ
p1
, 1
p˜θ
“ 1´θ
p˜0
` θ
p˜1
, p˜θ ą 1 and 1 ď q ď 8.
In this paper, we use the interpolation theorem of the following form.
Corollary A.5 (Marcinkiewicz interpolation theorem). Let T be a linear operator. Let
1 ď p1 ă p2 ď 8. Suppose that for i “ 0, 1, T is bounded from Lpi,1 to Lpi,8. Then T is
bounded on Lp for p1 ă p ă p2.
Proof. The corollary follows from Theorem A.4, since T is restricted weak-type ppi, piq:
}f}Lpi,1 “ pi
ż 8
0
µp|f | ě λq1{pidλ ď pi
ż H
0
W 1{pidλ “ piHW 1{pi , (A.7)
for a sub-step function f of height H and width W . 
Corollary A.6 (Fractional integration inequality in the Lorentz spaces).››› ż
Rd
fpyq
|x´ y|d´s dy
›››
Lq,rpRdq
À }f}Lp,r , (A.8)
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where 1 ă p ă q ă 8, 1 ď r ď 8 and 1
q
“ 1
p
´ s
d
. At the endpoints, we have››› ż
Rd
fpyq
|x´ y|d´s dy
›››
L
d
d´s ,8pRdq
À }f}L1 ,
››› ż
Rd
fpyq
|x´ y|d´s dy
›››
L8pRdq
À }f}Ld{s,1 . (A.9)
Proof. pA.9q follows from [19, Theorem 1, p.119] and duality. Then, pA.8q follows from
Corollary A.5. 
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