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Abstract
The availability and accuracy of Channel State Information (CSI) play a crucial role for coherent
detection in almost every communication system. Particularly in the recently proposed cell-free massive
MIMO system, in which a large number of distributed Access Points (APs) is connected to a Central
processing Unit (CPU) for joint decoding, acquiring CSI at the CPU may improve performance through
the use of detection algorithms such as minimum mean square error (MMSE) or zero forcing (ZF). There
are also significant challenges, especially the increase in fronthaul load arising from the transfer of high
precision CSI, with the resulting complexity and scalability issues. In this paper, we address these CSI
acquisition problems by utilizing vector quantization with precision of only a few bits and we show that
the accuracy of the channel estimate at the CPU can be increased by exploiting the spatial correlation
subject to this limited fronthaul load. Further, we derive an estimator for the simple Quantize-and-Estimate
(QE) strategy based on the Bussgang theorem and compare its performance to Estimate-and-Quantize
(EQ) in terms of Mean Squared Error (MSE). Our simulation results indicate that the QE with few-bit
vector quantization can outperform EQ and individual scalar quantization at moderate SNR for small
numbers of bits per dimension.
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2I. INTRODUCTION
Cell-free massive MIMO is a new network architecture which has been gaining more attention recently
as it has the potential to provide a high capacity per user and per unit area [1, 2]. As illustrated in
Fig. 1, the service area is not divided into separate cells, and the users are not associated with single
base stations, but may communicate via multiple access points (APs) simultaneously. To enable this, the
Access Points (APs) are distributed over the whole service area and are connected via fronthaul links to
the Central Processing Unit (CPU) so that they can cooperate to detect user signals.
Due to the large number of APs deployed in Cell-Free massive MIMO, distributed detection and
precoding are often performed at the APs thus reducing the complexity and improving the scalability
of channel state information (CSI) acquisition at the CPU. It also avoids the additional fronthaul load
due to CSI transfer. However, this approach sacrifices significant achievable data rates in contrast to the
centralized approach where the CSI is available at the CPU [3–5]. In this case (on the uplink) maximum
ratio combining (MRC) must be performed at the APs, and separately weighted estimates of each user’s
signal transmitted to the CPU. It is shown in [2] that the overall fronthaul load may then be higher, and
then overall performance poorer, than the case where the quantized CSI and quantized user signals are
transferred to the CPU. Moreover if the CSI is available at the CPU more effective detection algorithms
such as zero forcing (ZF) may be used, further improving performance [3].
A natural question is therefore whether one can provide CSI at CPU with low fronthaul requirement and
with relative simple CSI acquisition. While there has been a number of studies about CSI acquisition and
fronthaul load reduction in the context of Cloud Radio Access Networks (C-RAN) [6], there are few on
Cell-Free massive MIMO [5, 7]. For instance, the CSI acquisition strategies taking into account the limited
fronthaul capacity for single-antenna APs has been investigated in [5]. In the case of multiple-antenna
APs the work in [7] studied CSI acquisition at the CPU by utilizing sophisticated hybrid beamforming,
where analog combining is performed prior to one-bit analog-to-digital conversions (ADCs).
Nevertheless, the above works do not explicitly address the channel correlation. For one-bit co-located
massive MIMO the problem of channel estimation with correlation was studied among others in [8].
Since the real channel tends to be spatially correlated, in this paper we study CSI acquisition for cell-
free massive MIMO with limited fronthaul capacity and assuming spatial correlation at multi-antenna
APs. In this case, we use Vector Quantization (VQ) with precision of only a small number of bits, so
as simultaneously to exploit the channel correlation and meet the low bit requirement of the fronthaul.
By applying a vector quantization at APs we investigate the CSI acquisition strategy Quantize-and-
Estimate (QE) based on the Bussgang theorem and its counterpart Estimate-and-Quantize (EQ). Our
3CPU
AP
APAP
AP
AP
AP
AP
AP
AP
AP
AP
UE
UE
UE
UE
UE
UE
UE
UE
UE
UE
UE
: Fronthaul link: Radio link
Fig. 1. Illustration of Cell-Free Massive MIMO with L access points, N antenna per access point, K users and finite fronthaul
rate Cl.
simulation results demonstrate that this few-bit vector quantization can exploit the channel correlation
effectively giving better performance in terms of Mean Squared Error (MSE) compared to utilizing
Scalar Quantization (SQ) at individual antennas. Further, the QE scheme, which is relatively simple
for the implementation at the APs, is shown to offer a significant performance improvement over EQ
particularly at low to moderate SNR.
The rest of the paper is organized as follows. In section II the system model is described including the
spatial channel correlation model. We describe then our considered fronthaul compression technique
in section III. In section IV, we present our CSI acquisition schemes, where we make use of the
vector quantization and Bussgang decomposition described in section III. We evaluate then our schemes
numerically in section V and close with conclusion in section VI.
Notation: Roman letter, lower-case boldface letter and upper-case boldface letter are used respectively
to denote a scalar, a column vector and a matrix. The set of all complex and real M × N matrix are
represented by RM×N and CM×N respectively. By 〈·, ·〉 we denote the inner product with ‖ · ‖ as its
corresponding vector norm or Frobenius norm. The expectation of random variable is represented by
E{·}. We denote circularly complex Gaussian distribution with mean m and covariance matrix Σ by
4CN (m,Σ). We use IN for N ×N identity matrix and 1N for all-one vector of dimension N . We denote
the transpose conjugate by (·)H . For a vector a, diag(a) denotes a diagonal matrix with the diagonal
elements created from vector a.
II. SYSTEM MODEL
We consider uplink transmission in a cell-free system [1], where we have K single-antenna users (UEs)
and L Access Points (APs) equipped with N ≥ 1 antennas. We fix the total number of AP antennas in
the system at M = LN . The processing of the signals received at the APs is virtualized at the Central
Processing Unit (CPU), which is connected to the L APs by L error-free fronthaul links which carry the
signals in digitally encoded form.
A. Channel Model
We denote the channel between the k-th user and the m-th antenna of the l-th AP by gmk where
m = (l − 1)N + 1, . . . , lN for l = 1, . . . , L, and k = 1, . . . ,K. For a given l and k the channel
is specified by the N × 1 vector glk ∼ CN (0N ,Σlk) where Σlk ∈ CN×N is the covariance matrix
including the large scale fading and the spatial correlation given by
Σlk = βlkRlk. (1)
The large scale fading βlk is a path-loss dependent coefficient whereas the correlation matrixRlk ∈ CN×N
is dependent on the particular environment between AP and UE. In this case, we follow the local scattering
model given in [9], where any user k at the azimuth angle θ to the AP l is surrounded by scatterers
causing correlation between the multipath signal components received between at the antennas of the AP.
Accordingly, the correlation coefficient can be specified by an angle of arrival θ¯ which is treated as a
random variable with probability density function f(θ¯) and the entries of the correlation matrix Rlk are
then determined by
[Rlk]a,b =
∫
ej2pidH(a−b)sin(θ¯)f(θ¯)dθ¯, (2)
where dH is the spacing between antennas 1 ≤ a, b ≤ N . Further, θ¯ can be expressed as θ¯ = θ + δ,
where δ is a random angular spread with standard deviation σδ.
Using the Karhunen-Loeve representation we can describe the correlated channel vector as
glk = β
1/2
lk UlΛ
1/2
l hlk, (3)
where the vector hlk ∼ CN (0N , IN) models the small scale fading between the k-th user and the l-th AP.
The unitary matrix U ∈ CN×r and the diagonal matrix Λ ∈ Rr×r comprise respectively the eigenvectors
and the associated eigenvalues of the correlation matrix Rlk with rank r. The channel vector of the k-th
5user to all L APs is then given by gk ∼ CN (0M ,Σk), where Σk = diag (Σ1k, . . . ,ΣLk). Further, we
stack the channel from K users to all L APs in the columns of the M ×K matrix G = [g1, . . . ,gK ],
such that under the assumption of perfect fronthaul the received signal at the CPU can be modeled as
y = Gx+w, (4)
where x ∈ CK is the channel input from all K users and w ∼ CN (0M , IM ) is the i.i.d. additive Gaussian
white noise at APs. Later, we will remove the assumption of perfect fronthaul and assume that the l-th
fronthaul link connecting the l-th AP to the CPU can transmit quantized signals reliably at a maximum
rate of Cl.
III. FRONTHAUL COMPRESSION
Due to the limited capacity of the fronthaul link and the high load of the digitally encoded signal we
need to compress this data for efficient transmission to the CPU. To simplify our analysis, we consider
fronthaul links with equal capacity of Cl = C bits for all l ∈ {1, . . . , L}.
A. Vector Quantization
Our considered compression consists of vector quantization followed by fixed-rate lossless coding. At
each AP a vector quantizer Q is applied as interface to the fronthaul with
Q(x) =
S−1∑
i=0
qiTi(x), where Ti(x) =


1 if x ∈ Ci
0 otherwise.
(5)
Whenever the input vector x ∈ RN falls into the cell Ci, the index i will be transmitted on the fronthaul
link, and the reconstruction value qi taken from the codebook Q = {qi}S−1i=0 ⊂ RN will be used at the
CPU. The codebook size corresponds to the fronthaul capacity by S = 2C . For N -dimensional vector
quantization we allocate C/N bits per dimension. Here, we keep C/N small, to one or two bits per
dimension. For a complex-valued signal we quantize separately the real and imaginary part. We do this
for the reason that the correlation affects the real and imaginary part of the channel independently.
The optimal codebooks can be found using the Linde Buzo Gray (LBG) algorithm for minimum
mean squared error [10]. This algorithm is the counter part of Lloyd algorithm for vector quantization,
where the optimal codebook is obtained by alternating between finding the optimal partition by the
nearest neighbour criterion and finding the optimal reconstruction values by the centroid condition. The
contribution of our scheme compared to separate quantization is that we take the received signal from
N antennas at the AP as the input x of our vector quantizer Q. By doing so we expect to adapt the
codebooks to the spatial channel correlation.
6B. Bussgang Decomposition
The quantizer Q given in (5) is in general non-linear and the error e , x − Q(x) resulting from the
quantization process is correlated with the input vector x. However, using the Bussgang theorem [11]
we can express our quantizer as the following linear model
xq = Q(x) = Fx+ d, (6)
where for a Gaussian input the distortion d is statistically equivalent to the quantization error e but
uncorrelated with the signal component x. The linear operator F, which depends essentially on the
given distortion characteristic of Q, tells us also about the proportional factor between the input-output
covariance of the quantizer expressed as [11]
Cxxq = FCxx, where (7)
Cxxq = E{xxHq } and Cxx = E{xxH}. (8)
In this case, finding F can be seen as finding the LMMSE estimator for xq from the observation x [12]
F = CxxqC
−1
xx , (9)
where the estimation error d is then orthogonal to x. Using (9) the covariance of the distortion d can
also be expressed as
Cdd = E{(xq − Fx)(xq − Fx)H}
= Cxqxq −CxqxC−1xxCxxq . (10)
The closed form expression of F is not yet known for a general quantizer, particularly for vector
quantizers. Therefore, we compute F numerically whenever it is needed by assuming that we have
access to measurements of the input as well as the output of Q. We estimate the covariance matrix Cxx
from the sample covariance matrix
Cˆxx =
1
Nt
Nt∑
nt=1
x[nt]x[nt]
H (11)
and respectively for Cxqxq and Cxxq . The number of observations Nt can be conveniently taken equally
to the number of codebooks’ training, where Cˆxx will approach Cxx for large Nt.
IV. CSI ACQUISITION STRATEGIES
We assume in this work that neither the APs nor the CPU knows a priori the channel realization G. To
enable interference suppression at the CPU, the CSI is needed at the CPU. We consider two strategies:
estimate and quantize, and quantize and estimate, which will be discussed in the next two sub-sections.
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Fig. 2. The voronoi region of codebook Q for N = 2 and for different degree of correlation (i.e. for different angular spread
standard deviation σδ of Gaussian distributed δ).
A. Estimate-and-Quantize
In this scheme we estimate first the channel at APs and then quantize the resulting CSI with the quantizer
given in (5) to meet the fronthaul-capacity limit of C bits. The channel estimation is done based on the
transmission of known pilots. Every user uses a specific sequence taken from a set Ψ of orthonormal
random sequences ϕk ∈ Cτ×1 with 〈ϕk, ϕ′k〉 = δkk′ and ‖ϕk‖2 = 1, where the sequence length τ is
assumed to be less or equal than the coherence interval τc. The k-th user sends
√
τϕk as its pilot such
that the l-th AP observes the received pilot Yp,l ∈ CN×τ from all K users as
Yp,l =
√
τρp
K∑
k=1
glkϕ
H
k +Wl, (12)
where ρp is the transmit SNR of the pilot andWl is an additive noise matrix at the l-th AP whose entries
are uncorrelated with zero mean and unit variance.
To allow all pilots to be orthogonal for all K users, only K ≤ τ users may transmit their pilots
simultaneously. In this case, the transmitted pilots satisfy
ΦHΦ = τρpIK , where Φ =
√
τρp[ϕ1, . . . , ϕK ]. (13)
The channel vector glk can be estimated at the APs where the received pilot Yp,l is projected onto ϕk
expressed as
rp,lk =
1√
τρp
Yp,lϕk
= glk +
K∑
k′ 6=k
glk′ϕ
H
k′ϕk +
1√
τρp
Wlϕk (14)
8To obtain the estimate of glk we use the LMMSE estimator given by
gˆlk = Γlkrp,lk (15)
The gain matrix Γlk is given by
Γlk = Σlk (Ωlk)
−1 , where Σlk = E{glkgHlk} and (16)
Ωlk = E{rp,lkrHp,lk} = Σlk +
1
τρp
IN (17)
After accomplishing the channel estimation the APs quantize the channel estimate gˆlk. We assume
that the large scale fading βlk is relatively constant over a long period and known at the APs. Thus,
we may scale the input to the vector quantizer accordingly with βlk and approximate the distribution as
multivariate Gaussian. Consequently, we can optimize the codebookQ for each AP off-line and need only
update it as the βlk changes. As demonstrated in Fig. 2 for N = 2 the codebooks can exploit the spatial
channel correlation effectively. Due to the LBG algorithm the reconstruction points {qi} are placed more
densely in the region where the input signals come with high probability. As the correlation increases,
the reconstruction points get closer to the diagonal to optimally represent the dependency between input
signals. Thus, the distance from the input signals to the points {qi} becomes smaller resulting a smaller
average distortion.
B. Quantize-and-Estimate
Instead of transferring the quantized CSI we consider here another CSI acquisition strategy where we
quantize first the received pilots at the APs and then estimate the channel from the quantized pilots at
the CPU. To be more specific, the l-th AP quantizes the receive pilots at the N antennas jointly as
y
(t)
qp,l = Q(y
(t)
p,l) = Q
(
√
τρp
K∑
k=1
glkϕ
(t)
k
∗
+w
(t)
l
)
= Q
(√
τρpGlϕ
(t)H +w
(t)
l
)
(18)
where the superscript t = {1, . . . , τ} denotes the index of the pilot sequence. Accordingly y(t)p,l is the t-th
column of Yp,l in (12) and ϕ
(t) is the t-th row of Φ in (13).
Applying the Bussgang decomposition to (18) we obtain
y
(t)
qp,l = Fp,ly
(t)
p,l + d
(t)
p,l
=
√
τρpFp,lGlϕ
(t)H + Fp,lw
(t)
l + d
(t)
p,l . (19)
9The CPU receives from all L APs as a stack of (19)
y(t)qp =


y
(t)
qp,1
...
y
(t)
qp,L

 =


√
τρpFp,1G1ϕ
(t)H + Fp,1w
(t)
1 + d
(t)
p,1.
...
√
τρpFp,LGLϕ
(t)H + Fp,Lw
(t)
L + d
(t)
p,L.

 (20)
where we can concisely rewrite as a M × τ matrix for τ -length sequences of quantized received pilots
given by
Yqp =


y
(1)
qp,1 . . . y
(τ)
qp,1
...
. . .
...
y
(1)
qp,L . . . y
(τ)
qp,L

 = √τρpF˜GΦH + F˜W +D, (21)
where the matrix F˜ is a M ×M diagonal matrix with Fp,l ∈ RN×N in its block diagonal entries. With
similar structure to Yqp ∈ CM×τ the matrix W and D denote respectively the noise and distortion
matrix.
We can then project Yqp onto ϕk expressed as
rqp,k =
1√
τρp
Yqpϕk
= F˜gk + F˜
K∑
k′ 6=k
gk′ϕ
H
k′ϕk +
1√
τρp
(
F˜W +D
)
ϕk. (22)
We estimate gk using LMMSE estimator
gˆqp,k = Γqp,krqp,k. (23)
The gain matrix Γqp,k is given by
Γqp,k = ΣkF˜
H (Ωqp,k)
−1 , where Σk = E{gkgHk } and
Ωqp,k = E{rqp,krHqp,k} = F˜ΣkF˜H +
1
τρp
(
F˜F˜H +DDH
)
(24)
Remark 1: We assume that the received signals at the APs are uncorrelated over l and t such that the
Gram matrix F˜F˜H and DDH have a block diagonal structure. Further, their submatrices are positive
definite since F and d in (6) are positive definite for large observation in sample covariance matrix (11).
Thus, the matrix Ωqp,k is invertible.
V. NUMERICAL RESULTS
We provide in this section some numerical simulations to asses the performance of the considered schemes
above. We did our simulation with M = 120 total number of the APs’ antennas, L = 120/N APs and
K = 20 number of users distributed uniformly in the area of 1 × 1 km2. This area is wrapped around
by its copies so that it resembles a network with infinite area. The channel glk in (3) is modeled with
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the large scale fading βlk given as
βlk = PLlk · 10
σshzlk
10 , (25)
where the factor 10
σshzlk
10 is the uncorrelated shadowing with the standard deviation σsh = 8 dB and
zlk ∼ N (0, 1). The path loss coefficient follows the three-slope model according to
PLlk =


−L− 35log10(dlk), dlk > d1
−L− 15log10(d1)− 20log10(dlk), d0 < dlk ≤ d1
−L− 15log10(d1)− 20log10(d0), dlk ≤ d0
(26)
where dlk is the distance between the l-th AP and the k-th user, d0 = 0.01 km, d1 = 0.05 km, and
L , 46.3 + 33.9log10(f)− 13.83log10(hAP )
− (1.1log10(f)− 0.7)hu + (1.56log10(f)− 0.8). (27)
We choose the carrier frequency f = 1.9 GHz, the AP antenna height hAP = 15 m and the user antenna
height hu = 1.65 m. For all user pilots we set the normalized transmit SNR ρp equal, that is, the transmit
power divided by the noise power = B × kb × T0 × noise figure, where the bandwidth B = 20 MHz,
the Boltzmann constant kb = 1.381× 10−23 , the noise temperature T0 = 290 Kelvin and the noise figure
= 9 dB.
In this paper, we use the MSE as the performance metric, defined as
MSE =
1
MK
E{‖G− Gˆ‖2}, (28)
where Gˆ is the channel matrix estimate depending on the employed acquisition scheme. The MSE of
different schemes is evaluated by Monte Carlo simulation, where the transmission of orthogonal pilots
of length τ = K = 20 is repeated over a sufficient number of independent realizations. For each large
scale fading realization we carry out off-line training with Nt = 100 over random small scale fading to
approach the optimal codebooks for our vector quantizers.
Fig. 3 shows the MSE of different acquisition schemes against transmit power for L = 30, τ = K = 20,
N = 4 and C/N = 2 bits/dim or equivalent to the fronthaul capacity C of 8 bits. Along with VQ-EQ and
VQ-QE we also present two other schemes as baselines in which uniform Scalar Quantization (SQ) and
estimation are performed at the individual antennas of the APs for both EQ and QE. For each scheme
we plot three curves with different angular spread standard deviation σδ = 10
◦, 20◦, 40◦, with Gaussian
distributed δ. It is expected that the correlation becomes weaker as σδ increases. The angles of arrival θ
are assumed to be random uniformly distributed in [−pi, pi] according to the distribution of users.
As can be observed in Fig. 3 the VQ-EQ and VQ-QE generally can provide improvements to the
baseline schemes. For both schemes the channel estimate becomes more accurate as the channel corre-
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Fig. 3. The MSE versus transmit power for M = 120, N = 4, K = 20, C/N = 2 bits/dim and σδ = 10
◦, 20◦, 40◦.
lation increases, which is not the case for the baseline schemes. As the transmit power increases up to
−20 dB all schemes show improving performance as expected. It should be noted that in our simulation
set-up the path losses are large which leads to small channel gains and small typical values of MSE. In
all cases, the lowest MSE can be achieved by VQ-QE at −20 dB transmit power when strong spatial
correlation is present. Above this power the MSE performance of the other schemes remains constant,
but that of VQ-QE degrades. In this regime the quantization noise more dominates the additve noise so
that increasing the transmit power has little effect.
The estimator of VQ-QE is derived based on simplifying assumption that the quantizer input and the
respected quantization noise is Gaussian. Below −20 dB the additive noise is still able to make the
effective noise like Gaussian so that the estimator for VQ-QE performs quite well. But in the regime
above −20 dB the correlated quantization noise accros the antennas is considerably not Gaussian which
leads to mismatch in the estimation. Similar behaviour is also observed in [8], where one-bit channel
estimation is performed for co-located massive MIMO with spatio and temporal correlation. The effect
is also explained by the mismatch of the quantization noise to the Gaussian assumption of the estimator:
this is more significant above -20 dB. A full discussion of this effect is however beyond the scope of the
present paper. Although the MSE of VQ-QE increases at higher transmit power, it is still roughly equal
12
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Fig. 4. The MSE versus angular spread standard deviation σδ for Gaussian distributed δ, M = 120, K = 20, C/N = 2
bits/dim, and TxPower=-20dB
to the SQ-EQ scheme in the asymptotic regime.
Fig. 4 shows the dependence of MSE on spatial correlation (i.e. σδ). This figure confirms that the
proposed schemes, at least at moderate SNR, can effectively exploit the strong channel correlation to
achieve more accurate CSI. In the asymptotic regime, where the channels are uncorrelated, the VQ
schemes can still achieve a considerable gain due to the space filling advantage obtained from the dense
packing codebooks of VQ.
For further evaluation, we investigate in Fig. 5 the relationship of the MSE to the number of antennas
per AP. We let the number of antennas N increase whereas the number of bits per antenna and the total
number of antennas are fixed respectively to C/N = 1 and M = 120. In this case, increasing N means
also increasing the fronthaul capacity C . As we can observe in Fig. 5 that the MSE performance of
the baseline schemes is independent of N. In contrast, vector quantization, especially VQ-QE, is able to
exploit the correlation of the antennas at an AP to improve the CSI accuracy.
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◦.
VI. CONCLUSION
We have presented in this paper the advantage of utilizing vector quantization for CSI acquisition at the
CPU of cell-free massive MIMO under limited fronthaul capacity with spatial channel correlation. We
investigated the performance of few-bit vector quantization for two different CSI acquisition strategies,
VQ-EQ and VQ-QE. For the first time in this paper we derived an estimator based on the Bussgang
theorem for vector quantization and evaluated the performance numerically. Our results show that the
VQ-QE gives the best performance in terms of MSE under the condition of strong spatial correlation
and moderate SNR regime compared to other schemes.
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