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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ proble´mem plagia´torstvı´ zdrojovy´ch ko´du˚ u stu-
dentsky´ch projektu˚. Hlavnı´m cı´lem je analyzovat proble´my prˇi hleda´nı´ plagia´tu˚ a da´le
pak navrhnout a implementovat takove´ rˇesˇenı´, ktere´ by napomohlo odhalit plagia´ty
mezi skupinou vybrany´ch projektu˚. Vy´sledny´m produktem prakticke´ cˇa´sti bude mo-
dul pro oveˇrˇova´nı´ jedinecˇnosti projektu˚ v programovacı´m jazyce C#. Tento modul bude
univerzitnı´mu syste´mu Maus poskytovat svou funkcionalitu prostrˇednictvı´m webovy´ch
sluzˇeb.
Pro vy´voj modulu byl vybra´n .NET framework 3.5 a jazyk C#. Spolecˇne´ datove´
u´lozˇisˇteˇ pro syste´m Maus poskytuje MS SQL Server 2008. Pro analyzova´nı´ aplikacı´ ve
forma´tu ECMA CIL byla vybra´na knihovna Cecil z projektu Mono.
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Abstract
This diploma thesis aims to the sphere of source code plagiarism in the frame of student
projects. The main objective is to analyze all the problems related to the plagiarism detec-
tion and to design and implement an appropriate solution providing support for the code
plagiarism revealing among a specific group of student projects. This thesis final product
is going to be delivered in the form of specialized C# module for the project uniqueness
verification. Such a module will provide its functionality to the Maus system using the
web services interface.
.NET Framework 3.5 and C# language have been chosen for development purpose
of the modul. MS SQL Server 2008 gives suport of common data storage to the Maus
system. Cecil library(part of the Mono project) has been chosen for analyzing applications
in ECMA CIL format.
Keywords: plagiarism, detection, comparison, similarity, source code, .NET, C#
Seznam pouzˇity´ch zkratek a symbolu˚
ASM – Approximate String Matching
CIL – Common Intermediate Language
CLI – Common Language Infrastructure
ECMA – European Computer Manufacturers Association
GST – Greedy String-Tiling algorithm
IL – Intermediate Language
MSIL – Microsoft Intermediate Language
RKR-GST – Running Karp-Rabin Greedy String-Tiling algorithm
RTTI – Run-Time Type Information
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51 U´vod
Jednı´m z nejdu˚lezˇiteˇjsˇı´ch cı´lu˚ prˇi studiu informatiky, je pochopenı´ programovacı´ch
technik. Znalost teˇchto technik je v prˇeva´zˇne´ veˇtsˇineˇ zjisˇt’ova´na zada´va´nı´m samo-
statny´ch studentsky´ch projektu˚, na ktery´ch si studenti za´rovenˇ osvojı´ vyucˇovanou
la´tku. Prˇi na´sledne´m hodnocenı´ teˇchto projektu˚ se mu˚zˇe nabı´dnout ota´zka, zda student
opravdu pracoval na projektu samostatneˇ. Odpoveˇdeˇt na tuto ota´zku nebude rozhodneˇ
jednoduche´. Pedagog prˇi hodnocenı´ projektu˚, podrobneˇ procha´zı´ zdrojove´ ko´dy, ale
podobnost mezi jednotlivy´mi projekty mu mu˚zˇe uniknout.
Tato diplomova´ pra´ce si klade za cı´l zjednodusˇit vyucˇujı´cı´m kontrolu studentsky´ch pro-
jektu˚ takovy´m zpu˚sobem, zˇe toto porovna´va´nı´ zdrojovy´ch ko´du˚ a hleda´nı´ prˇı´padny´ch
plagia´tu˚ na urcˇite´ u´rovni automatizuje.
Druha´ kapitola je u´vodem do proble´mu plagia´torstvı´ a zminˇuje neˇktere´ existujı´cı´
syste´my. Trˇetı´ kapitola se zaby´va´ analy´zou mozˇny´ch rˇesˇenı´ a z teˇch stanovuje to rˇesˇenı´,
ktere´ bude cı´lem prakticke´ cˇa´sti te´to pra´ce. Cˇtvrta´ kapitola se veˇnuje na´vrhu mudulu,
ktery´ bude implementovat vybrane´ rˇesˇenı´. Pa´ta´ kapitola se zaby´va´ testova´nı´m modulu
a vytva´rˇenı´m konfiguracı´.
62 Plagia´torstvı´ zdrojovy´ch ko´du˚
Za plagia´t se da´ oznacˇit takovy´ zdrojovy´ ko´d, ktery´ byl vytvorˇen zkopı´rova´nı´m jine´ho
zdrojove´ho ko´du, jeho cˇa´stı´, nebo jeho cˇa´stecˇnou u´pravou a to bez veˇdomı´ autora, cˇi
uvedenı´ reference na pu˚vodnı´ zdroj. U veˇtsˇiny prˇı´padu˚ je plagia´t vytvorˇen bez veˇtsˇı´ch
zna´mek pochopenı´ zdrojove´ho ko´du a od toho pak plynou druhy u´prav, ktere´ jsou
plagia´torem nejcˇasteˇji prova´deˇny. Faidhi a Robinson definujı´ sˇest u´rovnı´ u´prav programu
[3]. Tyto u´rovneˇ jsou shrnuty v tabulce 1.
U´rovenˇ Druh u´pravy
0 origina´lnı´ program
1 komenta´rˇe a odsazenı´
2 na´zvy identifika´toru˚
3 umı´steˇnı´ promeˇnny´ch
4 kombinace funkcı´
5 prˇı´kazy programu
6 rˇı´dı´cı´ logika programu
Tabulka 1: Druhy u´prav prˇi tvorbeˇ plagia´tu˚
Vy´znam prvnı´ch cˇtyrˇ u´rovnı´ je vı´ceme´neˇ jednoznacˇny´. U´rovenˇ 4 cha´pejme jako rozdı´lne´
porˇadı´ funkcı´, ale take´ jako zanorˇova´nı´ funkcı´, nebo jejich spojova´nı´. U´rovnı´ 5 jsou
mysˇleny za´meˇny prˇı´kazu˚ za jejich ekvivalenty(bra´no po funkcˇnı´ stra´nce). Do u´roveˇ 6
patrˇı´ u´pravy rˇı´dı´cı´ logiky programu, ktere´ jinou cestou dosa´hnou stejne´ho vy´sledku.
Prˇi detekci plagia´tu˚ je tezˇke´ odhalit upravene´ zdrojove´ ko´dy, ktere´ spadajı´ do u´rovneˇ 5.
a 6. Jednı´m du˚vodem je, zˇe nelze jednodusˇe zjistit, zdali jeden projekt opravdu vznikl
modifikacı´ druhe´ho, nebo se jedna´ o origina´lnı´ rˇesˇenı´ se stejnou mysˇlenkou. Jelikozˇ
je tato pra´ce zameˇrˇena na plagia´torstvı´ u studentsky´ch projektu˚, musı´me take´ bra´t v
u´vahu, zˇe jizˇ zada´nı´ urcˇuje smeˇr, jimzˇ se ma´ student uda´vat. Z tohoto du˚vodu by veˇtsˇina
projektu˚ bezesporu automaticky spadala do sˇeste´ u´rovneˇ, poprˇı´padeˇ u´rovneˇ pa´te´ a to i
za takovy´ch okolnostı´, kdyby se o plagia´t nejednalo. V te´to pra´ci se proto budu nada´le
snazˇit dosa´hnout pokrytı´ u´prav do u´rovneˇ 4 vcˇetneˇ.
U´pravy cˇtvrte´ u´rovneˇ se dajı´ oznacˇit za klı´cˇove´. U´pravy spadajı´cı´ do nizˇsˇı´ch u´rovnı´ nenı´
prˇı´lisˇ teˇzˇke´ odhalit a naopak, odhalit u´pravy vysˇsˇı´ch u´rovnı´ je te´meˇrˇ nemozˇne´. Uka´zky
zdrojovy´ch ko´du˚ ve vy´pisech 1 a 2 da´vajı´ prvotnı´ pohled na druh u´prav, ktere´ se pod
7u´rovnı´ 4 skry´vajı´.
public class MyMath
{
public void Square(double number)
{
double result = System.Math.Pow(number, 2);
System.Console.WriteLine(”Vy´sledek: {0}”, result);
}
}
Vy´pis 1: Prˇepis spojova´nı´m
public class MyMath
{
public void Square(double number)
{
double result = System.Math.Pow(number, 2);
Display( result .ToString() ) ;
}
public void Display(string text )
{
System.Console.WriteLine(”Vy´sledek: {0}”, text);
}
}
Vy´pis 2: Prˇepis zanorˇenı´m
Pokud se detailneˇ podı´va´me na tyto zdrojove´ ko´dy, mu˚zˇeme usoudit, zˇe metoda
Square ve vy´pisu 1 mohla vzniknout kombinacı´ dvou metod uvedeny´ch ve vy´pisu 2
a to dosazenı´m ko´du metody Display na mı´sto jejı´ho vola´nı´ (rˇa´dek 6, vy´pis 2). V u´vahu
prˇicha´zı´ i opacˇny´ zpu˚sob u´pravy, kdyby ko´d vy´pisu 2 byl vytvorˇen rozlozˇenı´m metody
Square z vy´pisu 1. V obou prˇı´padech vsˇak mu˚zˇeme rˇı´ct, zˇe se jedna´ o velice podobne´
rˇesˇenı´.
Pro ochranu autorsky´ch pra´v bylo v minulosti vyvinuto mnoho rozlicˇny´ch syste´mu˚.
Prvnı´ z nich byly zameˇrˇeny na detekci plagia´torstvı´ u textovy´ch dokumentu˚. Na
specia´lnı´ formu autorske´ho dı´la, kterou zdrojovy´ ko´d je, vsˇak jednodusˇe nelze pouzˇı´t
textoveˇ zalozˇene´ detekcˇnı´ techniky. Ty totizˇ neberou v u´vahu mozˇne´ u´pravy specificke´
pra´veˇ pro zdrojove´ ko´dy(viz tabulka 1). Prechelt a kolektiv zavedli dveˇ hlavnı´ kategorie
technik pro detekci plagia´torstvı´ u zdrojovy´ch ko´du˚ [1].
8Porovna´va´nı´ rysu˚ (Feature comparison)
Syste´my zalozˇene´ na tomto rˇesˇenı´ pocˇı´tajı´ pro kazˇdy´ program hned neˇkolik rozdı´lny´ch
metrik. Kazˇdy´ program je pak reprezentova´n bodem, ktery´ se nacha´zı´ v n-rozmeˇrne´m
karte´zke´m prostoru, kde n je pocˇet metrik. Programy, ktere´ pak lezˇı´ v prostoru blı´zko
sebe, jsou bra´ny za potencia´lnı´ plagia´ty. Prvnı´ takovy´ syste´m uvedl Karl J. Ottenstein[4]
v roce 1976. Jeho syste´m vyuzˇı´val cˇtyrˇi za´kladnı´ Halstead metriky [2]. Pozdeˇjsˇı´ syste´my
pak uvedly mnohem veˇtsˇı´ mnozˇstvı´ metrik, vy´sledky i tak nebyly sta´le uspokojive´.
Prˇi procesu extrahova´nı´ metrik bylo opomı´jeno mnoho du˚lezˇity´ch informacı´, ktere´
vypovı´daly o strukturˇe programu. Tento nedostatek by se nedal odstranit ani prˇida´nı´m
dalsˇı´ch metrik. Syste´m by byl bud’ prˇı´lisˇ citlivy´ a tı´m by vznikala spousta falesˇny´ch
na´lezu˚ plagiarismu, nebo by naopak i jednoducha´ u´prava programu doka´zala syste´m
oklamat.
Porovna´va´nı´ struktury (Structure comparison)
Jedna´ se o rˇesˇenı´, porovna´vajı´cı´ samotnou strukturu programu a nejen soucˇty hodnot
popisujı´cı´ jednotlive´ aspekty ko´du. Proces porovna´va´nı´ prˇeva´zˇneˇ probı´ha´ tak, zˇe se pro-
gram prˇevede na proud tokenu˚, ktery´ se na´sledneˇ vyuzˇı´va´ k porovna´nı´ a vyhleda´va´nı´
shodny´ch u´seku˚.
Neˇktere´ syste´my vznikly kombinacı´ teˇchto dvou prˇı´stupu˚ a jsou oznacˇova´ny za tzv. hyb-
ridnı´ rˇesˇenı´.
2.1 Prˇehled existujı´cı´ch rˇesˇenı´
Beˇhem studia literatury zaobı´rajı´cı´ se proble´mem plagia´torstvı´ jsem narazil na neˇkolik
existujı´cı´ch rˇesˇenı´. Trˇi z nich jsou kra´tce popsa´ny v na´sledujı´cı´ch kapitola´ch.
2.1.1 SIM
Pro hleda´nı´ podobnostı´ mezi programy, syste´m SIM vyuzˇı´va´ vyhodnocova´nı´ jejich
spra´vnosti, stylu a jedinecˇnosti. Kazˇdy´ program je nejprve analyzova´n lexika´lnı´m ana-
lyza´torem, ktery´ vytva´rˇı´ proud tokenu˚. Ty jsou reprezentova´ny celocˇı´selnou hodnotou.
Tokeny pro klı´cˇova´ slova, specia´lnı´ znaky a komenta´rˇe jsou prˇedem urcˇeny, zatı´mco
tokeny pro identifika´tory jsou prˇirˇazeny dynamicky a ulozˇeny ve sdı´lene´ tabulce tokenu˚.
Proud tokenu˚ z druhe´ho programu je pak rozdeˇlen do balı´cˇku˚, ktere´ reprezentujı´ tokeny
jednotlivy´ch funkcı´ programu. Kazˇdy´ balı´cˇek je samostatneˇ prˇirˇazen k rˇeteˇzci tokenu˚
prvnı´ho programu a za pomoci vkla´da´nı´ mezer se pak upravı´ rˇeteˇzec tak, aby oba
9meˇly stejnou de´lku. Tı´mto postupem je vsˇak mozˇne´ dosa´hnout mnoha rozdı´lny´ch za-
rovna´nı´. Algoritmus zarovna´nı´ rˇeteˇzce pouzˇı´va´ bodovacı´ syste´m, ktery´ pevneˇ stanoveny´m
zpu˚sobem urcˇuje, ktere´ z mozˇny´ch zarovna´nı´ odpovı´da´ prvnı´mu programu nejvı´ce [5, 6].
Toto rˇesˇenı´ zohlednˇuje u´pravy do u´rovneˇ 4 (viz tabulka cˇ.1). V ra´mci cˇtvrte´ u´rovneˇ
nebere v u´vahu mozˇne´ spojova´nı´ metod, nebo jejich zanorˇova´nı´.
Obra´zek 1: Princip syste´mu SIM
2.1.2 YAP3
Michael J. Wise uvedl v roce 1996 dalsˇı´ syste´m na detekci plagia´torstvı´ zalozˇeny´ na
porovna´va´nı´ struktury programu˚. Porovna´va´nı´ u syste´mu YAP3 je rozlozˇeno do dvou
hlavnı´ch fa´zı´. V prvnı´ fa´zi se z obou porovna´vany´ch programu˚ vygeneruje posloupnost
tokenu˚. V pru˚beˇhu generova´nı´ se odfiltrujı´ komenta´rˇe a rˇeteˇzce(konstanty typu string)
a vsˇechny znaky se prˇevedou na mala´ pı´smena. V druhe´ fa´zi se za pomoci RKR-GST
algoritmu [1, 7] vyhleda´vajı´ nejdelsˇı´ a za´rovenˇ neprˇesahujı´cı´ shodne´ pasa´zˇe [5, 7].
YAP3 doka´zˇe odhalit u´pravy azˇ 4.u´rovneˇ (viz tabulka cˇ.1), vcˇetneˇ mozˇny´ch vola´nı´
zanorˇeny´ch metod.
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2.1.3 JPlag
JPlag je detekcˇnı´ syste´m s webovy´m rozhranı´m, ktery´ vyhleda´va´ dvojice podobny´ch
programu˚ z urcˇite´ mnozˇiny programu˚. Je zalozˇen na podobne´m algoritmu jako YAP3.
Zdrojove´ ko´dy jsou nejprve zpracova´ny lexika´lnı´m analyza´torem, tudı´zˇ se opeˇt vyuzˇı´va´
proudu tokenu˚. Pro zamezenı´ na´hodne´ podobnosti syste´m definuje rozdı´lne´ tokeny pro
slozˇene´ za´vorky (“{” a “}”) na za´kladeˇ jejich vy´znamu, aby se jednodusˇe dalo rozpoznat
zda se jedna´ o za´vorky ohranicˇujı´cı´ funkci cˇi nikoliv. Mezery, komenta´rˇe a na´zvy
identifika´toru˚ jsou ignorova´ny. Na takto upravene´ rˇeteˇzce tokenu˚ je pak aplikova´n GST
algoritmus, ktery´ nalezne nejdelsˇı´, neprˇesahujı´cı´ sekvenci stejny´ch tokenu˚. Vy´sledek
porovna´va´nı´ je posle´ze prezentova´n uzˇivateli ve formeˇ HTML stra´nky [1, 5].
JPlag v soucˇasnosti podporuje programovacı´ jazyky Java, C, C++, Scheme a je dostupny´
na webove´ adrese https://www.ipd.uni-karlsruhe.de/jplag/.
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3 Analy´za proble´mu
Syste´my popsane´ v prˇedcha´zejı´cı´ kapitole byly testova´ny a vyuzˇı´va´ny v praxi pro
detekci plagia´torstvı´ zdrojovy´ch ko´du˚. Vesˇkere´ tyto syste´my zpracova´vajı´ textovou
formu programu (tj. zdrojove´ ko´dy), poprˇı´padeˇ jejich prˇedzpracovanou formu.
Jednı´m z bodu˚ te´to pra´ce je pra´veˇ navrhnout a implementovat nove´ rˇesˇenı´ takove´ho
syste´mu. V pra´ci se zameˇrˇuji na vyuzˇitı´ nove´ho prˇı´stupu pro zkouma´nı´ aplikacı´ a tı´m je
proces reflexe. Tudı´zˇ bude pro porovna´va´nı´ a hleda´nı´ podobnostı´ vyuzˇı´va´no programu˚
prˇelozˇeny´ch do jazyka CIL.
3.1 Common Intermediate Language
Tento spolecˇny´ mezijazyk patrˇı´ do nejnizˇsˇı´ u´rovneˇ pro cˇloveˇka srozumitelny´ch jazyku˚.
Vsˇechny jazyky platformy .NET jsou kompilova´ny pra´veˇ do CIL. Jedna´ se o objektoveˇ
orientovany´ assembly jazyk spousˇteˇny´ virtua´lnı´m strojem. CIL je soucˇa´stı´ standardu
ECMA-335, ktery´ popisuje celou infrastrukturu CLI[8]. Jazyk CIL byl pu˚vodneˇ uveden
s prˇı´chodem beta verze jazyku˚ pro .NET a to pod na´zvem Microsoft Intermediate Langu-
age(MSIL)[9, 10].
Pro potrˇebu te´to pra´ce vsˇak nenı´ zapotrˇebı´ jazyk CIL prˇı´lisˇ zna´t. Poveˇdomı´ o jeho
existenci bude stacˇit a pro zı´ska´va´nı´ informacı´ o programu z jeho zkompilovane´ formy
se vyuzˇije procesu reflexe.
Reflexe je mechanismus, ktery´ umozˇnˇuje za beˇhu zkoumat, upravovat, nebo vyuzˇı´vat
jednotlivy´ch soucˇa´stı´ programu. Reflexe je plneˇ podporova´na u platforem vyuzˇı´vajı´cı´ch
IL (Intermediate Language) jako jsou .NET, nebo Java. Naprˇı´klad jazyk C++ reflexy dlou-
hou dobu nepodporoval. Na´sledneˇ byla reflexe implementova´na i pro C++ a to pod akro-
nymem RTTI (Run-Time Type Information).
3.2 Zavedenı´ pojmu˚
Nezˇ se zacˇnu veˇnovat samotne´mu vy´kladu, je nutne´ zave´st si neˇkolik pojmu˚, aby
nedosˇlo k za´meˇneˇ jejich vy´znamu.
Projekt - studentsky´ projekt, ktery´ je reprezentova´n jednı´m cˇi neˇkolika C# projekty
(.csproj) a s nimi souvisejı´cı´mi zdrojovy´mi ko´dy(.cs), poprˇı´padeˇ jejich zkompilovanou
formou (.dll a .exe).
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Assembly - zkompilovana´ forma projektu, nebo jeho cˇa´st (.dll a .exe).
Aplikace/Program - spustitelna´ verze projektu, obsahujı´cı´ jednu nebo vı´ce assem-
bly, poprˇı´padeˇ dalsˇı´ soubory, nutne´ pro spra´vny´ beˇh aplikace.
Zdrojovy´ ko´d - nezkompilovana´ forma projektu (.csproj, .cs).
Forma - forma´t projektu. Ten mu˚zˇe by´t bud’ zkompilovany´ (pak se jedna´ o tzv. As-
sembly), nebo nezkompilovany´ (viz. pojem ”Zdrojovy´ ko´d“).
Prvek - objekt popisujı´cı´ cˇa´st zdrojove´ho ko´du, jako jsou naprˇı´klad: trˇı´da, metoda,
parametr metody atd.
3.3 Hleda´nı´ podobnosti
Hleda´nı´ podobnosti lze popsat jako proces, na jehozˇ vstupu se nacha´zı´ dva projekty v
neˇktere´ z jejich forem a na jeho vy´stupu hodnota popisujı´cı´ procentua´lnı´ shodu mezi
teˇmito dveˇma projekty. Zpu˚sobu˚, jaky´mi lze z teˇchto vstupu˚ zı´skat relevantnı´ vy´stup,
mu˚zˇe by´t hned neˇkolik.
Pokud jde o metodiky detekce plagia´torstvı´, nabı´zı´ se jejich rozdeˇlenı´ dle na´sledujı´cı´ch
krite´riı´:
• dle formy projektu˚ vstupujı´cı´ch do procesu porovna´va´nı´ (da´le jen krite´rium
vstupnı´ch forem)
• dle zpu˚sobu zpracova´nı´ porovna´vany´ch informacı´ (da´le jen krite´rium porovna´va´nı´)
Za pomocı´ krite´ria vstupnı´ch forem lze definovat pra´veˇ dva mnozˇne´ druhy rˇesˇenı´:
1. Zpracova´nı´ samotny´ch zdrojovy´ch ko´du˚
Pra´veˇ toto rˇesˇenı´ je implementova´no syste´my SIM[6], YAP3[7] a JPlag[1], ktere´
jsou uvedeny v kapitole 2.1. Tento prˇı´stup ma´ vy´hodu v kompletnosti vstupnı´ch
informacı´ - do procesu porovna´va´nı´ vstupuje prˇesneˇ to, co autor naprogramo-
val. Prvnı´m krokem teˇchto rˇesˇenı´ je v prˇeva´zˇne´ veˇtsˇineˇ prˇevedenı´ zdrojove´ho
ko´du na proud, nebo sekvenci tokenu˚. Beˇhem te´to konverze jsou cˇasto odfil-
trova´ny nezˇa´doucı´ tokeny, jako jsou naprˇı´klad komenta´rˇe, mezery, textove´ kon-
stanty a neˇkdy i na´zvy identifika´toru˚ cˇi metod.
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2. Zı´ska´va´nı´ informacı´ z assembly
K tomu se vyuzˇı´va´ tzv. reflexe. Jelikozˇ se v tomto prˇı´padeˇ bude porovna´vat forma
projektu vytvorˇena kompila´torem, mu˚zˇe dojı´t, a take´ ve veˇtsˇineˇ prˇı´padu˚ docha´zı´,
k ovlivneˇnı´ vy´sledku porovna´va´nı´. Tato odchylka hodnoty vy´sledku nemusı´ by´t
nutneˇ negativnı´ho charakteru. Pokud si uveˇdomı´me, zˇe na informacı´ch, o ktere´
prˇicha´zı´me prˇi kompilaci prˇı´lisˇ neza´lezˇı´, bude na´m jasne´, zˇe vy´stupem te´to metody
budou sta´le veˇrohodna´ data. Tento prˇı´stup tak velice efektivneˇ nahrazuje proces
“tokenizace”, jenzˇ je za jiny´ch okolnostı´ nutny´ prˇi prˇı´me´m porovna´va´nı´ zdrojovy´ch
ko´du˚.
Krite´riem porovna´nı´ lze definovat neˇkolik za´kladnı´ch prˇı´stupu˚ k procesu porovna´va´nı´.
Na nejvysˇsˇı´ u´rovni lze prˇı´stupy rozdeˇlit, jak jizˇ bylo zmı´neˇno drˇı´ve, na Porovna´va´nı´
rysu˚ a Porovna´va´nı´ struktury. Jelikozˇ se metoda porovna´va´nı´ rysu˚ jevı´ jako nedostatecˇne´
rˇesˇenı´, v te´to pra´ci se jizˇ budu zaby´vat vy´hradneˇ technikami zalozˇeny´mi na metodeˇ
porovna´va´nı´ struktury programu.
Nı´zˇe zmı´neˇne´ prˇı´stupy vyply´vajı´ z pouzˇity´ch technik existujı´cı´ch rˇesˇenı´(viz kapitola 2),
ale take´ z teoreticky´ch u´vah vycha´zejı´cı´ch z my´ch osobnı´ch zkusˇenostı´.
1. Linea´rnı´ analy´za ko´du
Jedna´ se o rˇesˇenı´ aplikovane´ v syste´mech SIM[6], YAP3[7] a JPlag[1]. Pu˚vodneˇ tato
rˇesˇenı´ spadala do skupiny metod porovna´va´nı´ struktur(viz kapitola 2)[1]. Jelikozˇ jsou
vsˇak tyto syste´my zalozˇeny na porovna´va´nı´ dvou linea´rnı´ch sekvencı´ tokenu˚, bylo
by pouzˇı´va´nı´ vy´razu “strukura´lnı´ analy´za” prˇı´lisˇ zava´deˇjı´cı´. Linea´rnı´ analy´za ko´du
prˇedstavuje aplikaci porovna´va´cı´ho algoritmu na vy´stup z lexika´lnı´ho analyza´toru.
Lexika´lnı´ analyza´tor, neboli skener, mu˚zˇe vyuzˇı´vat specia´lnı´ch tokenu˚, ktere´ mo-
hou pozdeˇji slouzˇit k rychle´mu nalezenı´ cˇa´sti ko´du, nebo jako je tomu v syste´mu
JPlag, pro rozdeˇlenı´ proudu tokenu˚ na jednotlive´ funkce.
2. Staticka´ analy´za cˇlenu˚
Tato technika, jako prvnı´ zmı´neˇna´, je plneˇ zalozˇena na porovna´va´nı´ struktury apli-
kacı´. O tom vypovı´da´ fakt, zˇe v prvnı´ fa´zi procha´zı´ zdrojovy´ ko´d procesem le-
xika´lnı´, ale i syntakticke´ a se´manticke´ analy´zy. Staticka´ analy´za cˇlenu˚ je zalozˇena
na detailnı´m zkouma´nı´ trˇı´dnı´ch cˇlenu˚, tj. metod, vlastnostı´, ale i promeˇnny´ch.
Prˇedmeˇtem porovna´va´nı´ jsou tedy prˇedevsˇı´m rysy jednotlivy´ch cˇlenu˚. Teˇmi mo-
hou by´t naprˇı´klad: jme´no metody, vstupnı´ parametry, na´vratova´ hodnota, ale take´
14
samotne´ teˇlo metody, ve ktere´m se mohou zkoumat promeˇnne´, primitivnı´ prˇı´kazy,
nebo trˇeba vola´nı´ jiny´ch metod.
Pozn.: Metodika staticke´ analy´zy cˇlenu˚ byla vybra´na za hlavnı´ te´ma te´to pra´ce a prakticka´ cˇa´st je jejı´ implemen-
tacı´.
3. Kompilace staticke´ho grafu aplikace
Metodika postavena´ na analy´ze se´manticke´ struktury aplikace. V prvnı´ fa´zi se na-
lezne vstupnı´ bod aplikace. V cˇetny´ch prˇı´padech se jedna´ o statickou metodu main.
Rekurzivnı´ analy´zou metod aplikace, pocˇı´najı´cı´ pra´veˇ ve vstupnı´m bodeˇ, se tvorˇı´
orientovany´ graf popisujı´cı´ pru˚chod aplikacı´. Vrcholy grafu reprezentujı´ jednotlive´
metody a hrany prˇedstavujı´ jejich vola´nı´. Staticky´ graf proto, zˇe nebereme v u´vahu
mozˇne´ hodnoty promeˇnny´ch, ktere´ by mohly ovlivnit pru˚chod aplikacı´ prˇi jejı´m
spusˇteˇnı´. Graf tudı´zˇ obsahuje vesˇkera´ mozˇna´ vola´nı´ v ra´mci aplikace. Pro kazˇdou
aplikaci se tedy mu˚zˇe prˇedem vytvorˇit graf a skupinu takovy´ch grafu˚ pak mezi
sebou porovna´vat. Hlavnı´m proble´mem k rˇesˇenı´ je pra´veˇ implementace algoritmu
prˇiblizˇne´ho porovna´nı´ dvou orientovany´ch grafu˚.
4. Kompilace dynamicke´ho grafu aplikace
Mysˇlenka te´to metodiky je stejna´ jako u Kompilace staticke´ho grafu aplikace, s tı´m
rozdı´lem, zˇe graf je tvorˇen prˇi rea´lne´m pru˚chodu aplikacı´. Na zacˇa´tku se definuje
mnozˇina vstupnı´ch hodnot, ktere´ se pouzˇijı´ jako vstupnı´ parametry pro spusˇteˇnı´
aplikace. Graf pak reprezentuje konkre´tnı´ pru˚chod aplikacı´. Pro jednu aplikaci tak
lze vytvorˇit sadu grafu˚ a ty budou popisovat chova´nı´ pro ru˚zne´ vstupnı´ hodnoty.
Aplikova´nı´ te´to metodologie vyzˇaduje shodne´ rozhranı´ u porovna´vany´ch aplikacı´.
class HelloWorldGraph
{
static void Main(string[] args){
HelloWorldGraph hello = new HelloWorldGraph();
hello .HelloWorld();
}
private void HelloWorld(){
WriteH();
WriteChar(’e’) ;
Writello () ;
WriteString(” World”);
}
private void WriteH(){
WriteChar(’H’);
}
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private void Writello (){
WriteString(” llo ” ) ;
}
private void WriteString(string s){
Console.Write(s);
}
private void WriteChar(char c){
Console.Write(c);
}
}
Vy´pis 3: Kompilace staticke´ho grafu aplikace
Obra´zek 2: Staticky´ graf aplikace z vy´pisu 3
Vy´beˇr metodologie staticke´ analy´zy cˇlenu˚ pro praktickou cˇa´st te´to pra´ce ma´ na´sledujı´cı´
opodstatneˇnı´:
• I kdyzˇ je linea´rnı´ analy´za ko´du nejrozsˇı´rˇeneˇjsˇı´ technikou v soucˇasneˇ pouzˇı´vany´ch
syste´mech pro detekci plagia´torstvı´, je v te´to oblasti sta´le mnohe´ co vylepsˇovat.
Pra´veˇ proto jsem se rozhodl vyhnout se zabeˇhnuty´m postupu˚.
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• Teorie kompilace staticke´ho grafu aplikace se zda´ by´t efektivneˇ vyuzˇitelna´ pouze u apli-
kacı´ veˇtsˇı´ho rozsahu. Jelikozˇ se vsˇak u studentsky´ch projektu˚ jen zrˇı´dkakdy objevı´
rozsa´hla´ aplikace, byla by tato metodika u veˇtsˇiny prˇı´padu˚ nevyuzˇitelna´. To stejne´
platı´ i pro kompilaci dynamicke´ho grafu aplikace.
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4 Na´vrh modulu
Cı´lem prakticke´ cˇa´sti te´to pra´ce je vytvorˇit modul pro rozpozna´va´nı´ podobny´ch projektu˚
a poskytnout rozhranı´ pro podporu komunikace se zbytkem syste´mu Maus(viz kapitola
4.1). Modul bude implementova´n nad platformou .NET a jazyku C# jako samostatna´
knihovna.
Prˇi na´vrhu modulu je da´le nutne´ bra´t v u´vahu na´sledujı´cı´:
1. Modul bude vyuzˇı´va´n cˇa´stı´ syste´mu Maus, postavene´ na platformeˇ java, proto je
nutne´ zave´st rozhranı´, ktere´ bude na platformeˇ neza´visle´.
2. Je zapotrˇebı´ zave´st rozsa´hlou mnozˇinu konfigurovatelny´ch hodnot, ktere´ ovlivnı´
proces porovna´va´nı´ a tudı´zˇ i konecˇny´ vy´sledek.
3. Na za´kladeˇ analy´zy prvotnı´ch vy´sledku˚ se definuje neˇkolik konfiguracı´, kde kazˇda´
mu˚zˇe by´t u´prˇednostneˇna na za´kladeˇ porovna´vany´ch projektu˚.
4.1 Architektura syste´mu
Obra´zek 3: Architektura syste´mu
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Modul pro porovna´va´nı´ projektu˚ v jazyce C#, ktery´ je te´matem te´to pra´ce, je jednı´m z
modulu˚ syste´mu Maus. Jeho architektura je zachycena na obra´zku 3. Ja´dro syste´mu,
jehozˇ autorem je Bc. Radim Velcˇovsky´, obsahuje prˇedevsˇı´m modul uzˇivatelske´ho roz-
hranı´ a modul pro testova´nı´ projektu˚ v jazyce Java. Autorem modul pro testova´nı´ pro-
jektu˚ v jazyce C# je Bc. Milada Pı´sˇova´. Funkcionalita modulu pro porovna´va´nı´ pro-
jektu˚ v jazyce C# jakozˇto i modulu pro testova´nı´ je poskytnuta syste´mu prostrˇednictvı´m
webovy´ch sluzˇeb.
4.2 Na´vrh komunikace se syste´mem
Jak jizˇ bylo zmı´neˇno drˇı´ve, komunikace syste´mu s modulem probı´ha´ prostrˇednictvı´m
webove´ sluzˇby. Tato kapitola detailneˇ popisuje vesˇkere´ webove´ metody, ktere´ jsou
sluzˇbou poskytnuty.
void CompareProjectsByQuestions(string configName)
Spustı´ porovna´va´nı´ vsˇech dostupny´ch projektu˚. Porovna´va´nı´ probı´ha´ po skupina´ch,
ktere´ tvorˇı´ projekty se stejny´m zada´nı´m.
void CompareProjectsByQuestionIds(long[] questionIds, string configName)
Spustı´ porovna´va´nı´ projektu˚ dostupny´ch pro vybrana´ zada´nı´.
List<Comparison> GetAllComparisons()
Vra´tı´ seznam vsˇech porovna´nı´, ktere´ byli kdy provedeny.
List<Comparison> GetComparisons(int skip, int take)
Vra´tı´ seznam vybrany´ch porovna´nı´. Umozˇnˇuje stra´nkova´nı´ vy´sledku˚.
ProjectResult GetComparisonDetails(long comparisonId)
Vra´tı´ detaily pro konkre´tnı´ porovna´nı´. Metoda se stara´ o dekomprimaci a deseriali-
zaci dat.
List<ComparisonConfig> GetAllConfigs()
Vra´tı´ seznam vsˇech dostupny´ch konfiguracı´.
List<FeatureConfig> GetFeatureConfigsById(long id)
Vra´tı´ seznam nastavenı´ rysu˚ pro konfiguraci urcˇenou identifikacˇnı´m cˇı´slem.
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List<FeatureConfig> GetFeatureConfigsByName(string name)
Vra´tı´ seznam nastavenı´ rysu˚ pro konfiguraci urcˇenou jejı´m na´zvem.
void RestoreDefaultConfig()
Vytvorˇı´ konfiguraci se jme´nem “Default” a nastavı´ vsˇechny va´hy rysu˚ na hodnotu 1.
Pokud konfigurace se stejny´m jme´nem existuje, bude smaza´na i se vsˇemi souvisejı´cı´mi
daty.
void CreateNewConfig(string configName)
Vytvorˇı´ novou konfiguraci a pro vsˇechny rysy nastavı´ va´hu na hodnotu 1.
void SaveFeatureConfig(FeatureConfig config)
Ulozˇı´ nastavenı´ va´hy pro dany´ rys aplikace.
void SaveFeatureException(FeatureException featureException)
Ulozˇı´ zmeˇny ve vy´jimce pro dany´ rys aplikace. Pokud je hodnota ID mensˇı´ nebo
rovna nule, bude pro rys vytvorˇena vy´jimka nova´.
long GetQuestionIdByComparisonId(long comparisonId)
Vra´tı´ identifikacˇnı´ cˇı´slo ota´zky(zada´nı´) na za´kladeˇ identifikacˇnı´ho cˇı´sla porovna´nı´.
4.3 Proces porovna´va´nı´
Pru˚beˇh porovna´va´nı´ statickou analy´zou cˇlenu˚ byl jizˇ nastı´neˇn v kapitole 3.3. Nynı´ si tento
proces prˇedstavı´me podrobneˇji.
Jako u jake´hokoliv jine´ho porovna´va´nı´ jsou vstupem do procesu pra´veˇ dveˇ aplikace(v
tomto prˇı´padeˇ .NET aplikace). Jelikozˇ kazˇdy´ studentsky´ projekt mu˚zˇe obsahovat vı´ce
nezˇ jednu assembly, syste´m Maus poskytuje balı´k v zip forma´tu, ktery´ obsahuje vesˇkere´
nutne´ soubory pro beˇh aplikace. Vy´stupem procesu porovna´va´nı´ je prˇedevsˇı´m cele´ cˇı´slo,
prˇedstavujı´cı´ procentua´lnı´ podobnost dvou projeku˚. To ovsˇem nenı´ jedina´ informace vy-
stupujı´cı´ z procesu. Vy´stupem je cela´ hierarchie trˇı´d, popisujı´cı´ dı´lcˇı´ podobnosti v pro-
centech pro jednotlive´ cˇa´sti aplikacı´(viz kapitola 4.4).
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Obra´zek 4: Proces porovna´va´nı´ dvou projektu˚
Proces porovna´va´nı´ se skla´da´ dohromady ze cˇtyrˇ za´kladnı´ch kroku˚ (viz obra´zek 4).
Kazˇdy´ krok procesu je povinny´ a je nemozˇne´ pokracˇovat v na´sledujı´cı´m kroku dokud
nenı´ soucˇasny´ krok dokoncˇen.
1. Syste´m Maus mu˚zˇe specifikovat vstupnı´ hodnoty hned neˇkolika zpu˚soby (viz ka-
pitola 4.2), avsˇak z pohledu procesu porovna´va´nı´ se bude vzˇdy jednat o dvojici
komprimovany´ch projektu˚.
2. Na´sleduje krok nacˇtenı´ vsˇech assembly do pameˇti. Rozbalova´nı´ komprimovany´ch
projektu˚ probı´ha´ v pameˇti, bez nutnosti vytva´rˇenı´ docˇasny´ch souboru˚ na pevne´m
disku. Prˇi rozbalova´nı´ se procha´zı´ archı´v a pro soubory odpovı´dajı´cı´ho forma´tu
(.exe nebo .dll) se vytvorˇı´ objektova´ reprezentace assembly. 1 Po dokoncˇenı´ de-
Obra´zek 5: Nacˇı´ta´nı´ assembly
1Pokud vyrovna´vacı´ pameˇt’ obsahuje seznam assembly pro pozˇadovany´ projekt, kroky 2, 3 a 4 se prˇeskocˇı´
a vra´tı´ se seznam z pameˇti.
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komprimace se seznam zı´skany´ch assembly zaznamena´ do pameˇti cache prˇı´slusˇne´
k identifikacˇnı´mu cˇı´slu projektu. To pozdeˇji umozˇnı´ znovunacˇtenı´ stejny´ch assem-
bly bez nutnosti nacˇı´ta´nı´ projektu z databa´ze a jeho rozbalova´nı´. Seznam zı´skany´ch
assembly je nakonec prˇeda´n do na´sledujı´cı´ho kroku procesu.
3. Krok extrakce dı´lcˇı´ch podobnostı´ ma´ za cı´l zı´skat jednotlive´ detaily z obou aktua´lneˇ
zkoumany´ch assembly a take´ mezi teˇmito detaily vypocˇı´tat relativnı´ podobnosti. O
zı´ska´va´nı´ detailu˚ se stara´ trˇı´da CSharpExtractor, ktera´ implementuje rozhranı´
IExtractor. Za pomoci reflexe postupneˇ vytva´rˇı´ vy´sledkovou hierarchii objektu˚,
kterou inicializuje dostupny´mi informacemi o porovna´vane´ dvojici. Tyto infor-
mace jsou uchova´va´ny skupinou informacˇnı´ch trˇı´d(viz kapitola 4.5). Pro spra´vnou
funkcˇnost je po inicializaci kazˇde´ho vy´sledkove´ho objektu zapotrˇebı´ prove´st extrakci
podobnostı´. K tomu slouzˇı´ metoda ExtractSimilarities, ktera´ je definovana´
spolecˇny´m prˇedkem kazˇdde´ vy´sledkove´ trˇı´dy.
Obra´zek 6: Hierarchie vy´sledkovy´ch objektu˚
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Pokud by se pla´novalo rozsˇı´rˇenı´ syste´mu o podporu porovna´va´nı´ aplikacı´
na platformeˇ Java, IExtractor by bylo rozhranı´, ktere´ by pomyslna´ trˇı´da
JavaExtractor musela implementovat.
4. Fina´lnı´ krok procesu porovna´va´nı´ ma´ za u´kol nale´zt pra´veˇ takove´ dveˇ assem-
bly/trˇı´dy/promeˇnne´/metody/parametry, ktere´ majı´ spolu nejvı´ce spolecˇne´ho. K
tomuto u´cˇelu slouzˇı´ pra´veˇ dva algoritmy nad maticı´ vy´sledkovy´ch objektu˚ (viz kapi-
toly 4.6.1 a 4.6.2). Vybrane´ pa´ry jsou pak pouzˇity pro vy´pocˇet absolutnı´ podobnosti
projektu˚, ktere´ se dosahuje skla´da´nı´m relativnı´ch podobnostı´. Pro skla´da´nı´ rela-
tivnı´ch podobnostı´ se pouzˇı´va´ va´zˇene´ho pru˚meˇru, kde jednotlive´ va´hy jsou prˇedem
nacˇteny za pomocı´ managementu nastavenı´(viz kapitola 4.8).
4.4 Hierarchie vy´sledkovy´ch trˇı´d
Tato skupina trˇı´d se spolecˇny´m jmenny´m prostorem1 umozˇnˇuje sestrojit hierarchii ob-
jektu˚, detailneˇ popisujı´cı´ podobnosti mezi jednotlivy´mi aspekty aplikacı´. Kazˇda´ trˇı´da z
tohoto jmenne´ho prostoru ma´ pro veˇtsˇı´ prˇehlednost zaveden sufix Result a jsou nada´le
v textu oznacˇova´ny za vy´sledkove´ trˇı´dy/objekty. Vsˇechny vy´sledkove´ trˇı´dy jsou potomkem
BaseResult2. Kazˇda´ instance konkre´tnı´ vy´sledkove´ trˇı´dy zaobaluje pra´veˇ dva prvky
a popisuje detailnı´ podobnosti mezi nimi.
Trˇı´da BaseResult definuje vsˇechny za´kladnı´ operace vy´sledkovy´ch trˇı´d a celocˇı´selnou
vlastnost Result, prˇedstavujı´cı´ procentua´lnı´ shodu dvou porovna´vany´ch prvku˚. Da´le
obsahuje pomocnou vlastnost Results, ktera´ slouzˇı´ pro skladova´nı´ relativnı´ch vy´sledku˚
v pa´ru s jejich va´hami.
Pro internı´ u´cˇely projektu byla vytvorˇena genericka´ trˇı´da Pair, ktera´
svy´m zpu˚sobem odpovı´da´ strukturˇe KeyValuePair ze jmenne´ho prostoru
System.Collections.Generic. Tato trˇı´da je prˇedevsˇı´m interneˇ vyuzˇita pro im-
plementaci genericke´ho listu PairList(viz obra´zek 8).
BaseResult definuje trˇı´ za´kladnı´ operace, spolecˇne´ vsˇem vy´sledkovy´m trˇı´da´m, jako
virtua´lnı´ metody. Tyto metody jsou:
1. CollectResults: Slouzˇı´ pro sbeˇr dı´lcˇı´ch vy´sledku˚ porovna´va´nı´. Za´kladnı´ implemen-
tace v BaseResult obsahuje pouze vy´pocˇet va´zˇene´ho pru˚meˇru z hodnot ucho-
1Vesˇkere´ vy´sledkove´ trˇı´dy se nacha´zejı´ ve jmenne´m prostoru SimilarityComparator.Results
2Jedinou vyjı´mkou je samotna´ trˇı´da BaseResult, ktera´ je take´ oznacˇova´na za vy´sledkovou trˇı´du.
23
Obra´zek 7: Spolecˇny´ prˇedek - SimilarityComparator.Results.BaseResult
Obra´zek 8: PairList - genericky´ list pa´ru˚.
vany´ch ve vlastnosti Results a ulozˇenı´ vy´sledku vy´pocˇtu do vlastnosti Result.
Kazˇdy´ potomek trˇı´dy BaseResult by meˇl prˇekry´t implementaci te´to metody a za-
jistit na´sledujı´cı´ kroky:
• Vycˇistit kolekci Results. To na´m zarucˇı´, zˇe vesˇkere´ hodnoty v kolekci jsou
opravdu aktua´lnı´, a zˇe nepatrˇı´ k prˇedchozı´m vy´pocˇtu˚m.
• Vlozˇenı´ dı´lcˇı´ch podobnostı´ do kolekce Results s odpovı´dajı´cı´ va´hou.
• Pokud dı´lcˇı´ podobnost nenı´ konecˇna´(konkre´tnı´ cˇı´slo v ra´mcı´ aktua´lnı´
u´rovneˇ v hierarchii) a tudizˇ se jedna´ o vy´sledkovy´ objekt, je nutne´ zavolat
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CollectResults vy´sledkove´ho objektu jesˇteˇ prˇed vlozˇenı´m vy´sledku do ko-
lekce Results.
• Zavolat pu˚vodnı´ implementaci metody CollectResults z prˇedka, cozˇ za-
jistı´ vy´pocˇet va´zˇene´ho pru˚meˇru a jeho dosazenı´ do vlastnosti Result.
Obra´zek 9: Prˇekrytı´ metody CollectResults
Z prˇedchozı´ho vy´cˇtu lze shrnout, zˇe metoda CollectResults v podstateˇ nastavı´
hodnotu vlastnosti Result dle vy´sledku va´zˇene´ho pru˚meˇru vsˇech dı´lcˇı´ch podob-
nostı´. Vy´pis 4 ukazuje jednoduchou implementaci metody CollectResults v
potomku trˇı´dy BaseResult.
public override void CollectResults()
{
Results.Clear() ;
TypeMatrix.CollectResults();
Results.Add(TypeMatrix.Result, 1);
base.CollectResults();
}
Vy´pis 4: Uka´zka implementace metody CollectResults
2. ExtractSimilarities: Metoda slouzˇı´ k extrakci podobnostı´ z dvojice prvku˚3, ktere´
byly poskytnuty neˇkterou z implementacı´ rozhranı´ IExtractor. Jednotlive´
implementace IExtractor se starajı´ prˇedevsˇı´m o poskytnutı´ konkre´tnı´ch in-
formacı´ o aplikaci, jako jsou naprˇı´klad na´zev promeˇnne´, jejı´ typ a podobneˇ.
Po poskytnutı´ teˇchto informacı´ se navı´c musı´ postarat o zavola´nı´ metody
ExtractSimilarities pro kazˇdy´ prvek aplikace. Tı´m se porovnajı´ jednot-
live´ detaily a vy´slednou procentua´lnı´ shodu vlozˇı´ do prˇedem urcˇene´ vlastnosti
vy´sledkove´ trˇı´dy.
3Prvkem je mysˇlena jaka´koliv cˇa´st aplikace k porovna´nı´. Tou mohou by´t na´sledujı´cı´ cˇa´sti: assembly, trˇı´dy,
metody, parametr metody, promeˇnne´ atd.
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Obra´zek 10: Pouzˇitı´ metody ExtractSimilarities
Jelikozˇ je extraktor CSharpExtractor pevneˇ soucˇa´stı´ vyvı´jene´ho modulu, byl
u vsˇech potrˇebny´ch vy´sledkovy´ch trˇı´d implementova´n internı´ konstruktor, ktery´
se stara´ o inicializaci objektu a soucˇasneˇ o zavola´nı´ metody ExtractSimilarities
hned pote´ co inicializace skoncˇı´. Pokud by se pla´novalo rozsˇı´rˇenı´ mimo hra-
nice tohoto modulu, bylo by nutne´ prove´st jak inicializaci, tak zavola´nı´ metody
ExtractSimilarities manua´lneˇ.
3. GetWeight: Tato metoda byla zavedena pro podporu rozpozna´nı´ vyjı´mek v
prvcı´ch. Vracı´ celocˇı´selnou hodnotu, reprezentujı´cı´ va´hu dane´ho prvku. Pokud me-
toda vra´tı´ nulovou hodnotu, bude tento prvek prˇi dalsˇı´ch vy´pocˇtech ignorova´n.
V soucˇasne´ dobeˇ se te´to mozˇnosti vyuzˇı´va´ pouze u trˇı´d a metod, dı´ky cˇemuzˇ se
da´ konfiguracı´ urcˇit, ktere´ z teˇchto prvku˚ nemajı´ mı´t vliv na konecˇny´ vy´sledek po-
rovna´va´nı´ (viz kapitola 4.8). Vyuzˇitı´ se najde prˇedevsˇı´m pro generovane´ cˇa´sti ko´du˚,
ktere´ by mohli negativneˇ ovlivnit relevantnost vy´sledku porovna´va´nı´.
Hierarchie vy´sledkovy´ch objektu˚ se beˇhem vy´pocˇtu˚ meˇnı´. Inicializacı´ se vytvorˇı´ slozˇita´
struktura, slozˇena´ z neˇkolika vnorˇeny´ch matic. Kazˇda´ matice prˇedstavuje kombinaci
prvku˚ mezi pra´veˇ dveˇma o u´rovenˇ vysˇsˇı´mi prvky.
Prˇı´klad 4.1
Meˇjme trˇı´dy Trˇı´da1 a Trˇı´daA. Trˇı´da1 obsahuje metody Metoda1, Metoda2 a Metoda3.
Trˇı´daA obsahuje metody MetodaA, MetodaB a MetodaC. Matice vytvorˇena´ pro metody
teˇchto dvou trˇı´d je zna´zorneˇna na obra´zku 11.
V pru˚beˇhu porovna´va´nı´ jsou jednotlive´ kombinace v maticı´ch eliminova´ny a konecˇny´m
vy´sledkem je pouhy´ seznam pa´rovany´ch prvku˚. Proces redukce kombinacı´ z mnozˇiny
popsane´ maticı´ na seznam relevantnı´ch kombinacı´ je zajisˇteˇn algoritmy popsany´mi v
kapitola´ch 4.6.2 a 4.6.1.
Na´vrh vy´sledkovy´ch trˇı´d je odrazem pozˇadavku˚, ktere´ jsou cˇa´stecˇneˇ vystihnuty
obra´zkem 6, ten popisuje zpu˚sob, jaky´m se ma´ hierarchie objektu˚ skla´dat dohromady.
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Obra´zek 11: Matice metod k prˇı´kladu 4.1
Pro veˇtsˇı´ prˇehlednost si prvneˇ prˇedstavı´me formu vy´sledkovy´ch trˇı´d, potrˇebnou na
konecˇne´m vy´stupu vsˇech vy´pocˇtu˚. Tento za´kladnı´ na´vrh je zachycen trˇı´dnı´m diagramem
na obra´zku 12.
Na tomto obra´zku je na´zorneˇ videˇt, zˇe dı´ky spolecˇne´mu prˇedku BaseResult sebou
nesou vsˇechny vy´sledkove´ trˇı´dy informaci o podobnosti prostrˇednictvı´m vlastnosti
Result. Korˇenovou trˇı´dou je ProjektResult. Ta obsahuje seznam vsˇech podobny´ch
assembly. Kazˇdy´ podobny´ pa´r assembly reprezentovany´ trˇı´dou AssemblyResult pak
obsahuje seznam podobny´ch typu˚4 v ra´mci pra´veˇ teˇchto dvou assembly. TypeResult
da´le obsahuje dva oddeˇlene´ seznamy podobny´ch prvku˚. Jeden seznam obsahuje infor-
mace o podobny´ch metoda´ch a druhy´ o promeˇnny´ch, viditelny´ch na u´rovni dane´ho typu.
Ke kazˇde´ dvojici podobny´ch metod je navı´c vytvorˇen seznam podobny´ch parametru˚.
Informace o podobnostech mezi dveˇma parametry nese trˇı´da ParameterResult.
Vsˇechny tyto seznamy v konecˇne´m du˚sledku tvorˇı´ vy´slednou podobnost mezi dvojı´cı´
projektu˚. Na zacˇa´tku procesu porovna´va´nı´ jsou vsˇak vsˇechny tyto seznamy pra´zdne´. O
jejich naplneˇnı´ se starajı´ algoritmy, ktere´ zpracova´va´jı´ informace vlozˇene´ do matic prˇi ini-
4Typem jsou mysˇleny jak referencˇnı´(class), tak i hodnotove´(struct) typy.
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Obra´zek 12: Trˇı´dnı´ diagram - Zjednodusˇena´ hierarchie vy´sledku˚
cializaci. Tyto matice jsou, stejneˇ jako seznamy, prˇı´tomne´ na kazˇde´ u´rovni te´to hierarchie
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trˇı´d. Kompletnı´ diagram hierarchie vy´sledku˚, obsahujı´cı´ matici jako kompozitnı´ trˇı´du,
lze videˇt na obra´zku 13.
Obra´zek 13: Trˇı´dnı´ diagram - Kompletnı´ hierarchie vy´sledku˚
Jedna´ se alternativnı´ aplikaci na´vrhove´ho vzoru kompozit. Matice je specia´lnı´m
prˇı´padem kompozitu, ktery´ skla´da´ dohromady vzˇdy stejne´ vy´sledkove´ trˇı´dy. Trˇı´dy jako
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jsou naprˇı´klad TypeResult, nebo MethodResult pak obsahujı´ tyto homogennı´ matice.
Proto by jsme nepra´vem oznacˇovali ostatnı´ vy´sledkove´ trˇı´dy za listy na´vrhove´ho vzoru
kompozit.
Pu˚vodnı´ na´vrh(viz obra´zek 14), ktery´ mnohem vı´ce zohlednˇoval na´vrhovy´ vzor kompo-
zit, meˇl hlavnı´ nedostatek na u´rovni trˇı´dy “TypeResult”, ktera´ ma´ obsahovat jak infor-
mace o promeˇnny´ch tak i o metoda´ch. Pu˚vodnı´ mysˇlenku deˇdeˇnı´ z MatrixResult trˇı´dy
proto nahradil na´vrh s obecnou maticı´, ktera´ je pote´ asociova´na s konkre´tnı´ vy´sledkovou
trˇı´dou, jak ukazuje diagram na obra´zku 13.
Obra´zek 14: Trˇı´dnı´ diagram - Pu˚vodnı´ mysˇlenka hierarchie vy´sledku˚
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4.5 Informacˇnı´ trˇı´dy
Informacˇnı´ trˇı´dy slouzˇı´ k uchova´nı´ konkre´tnı´ch informacı´ o dane´m prvku. Vsˇechny tyto
trˇı´dy se nacha´zejı´ ve jmenne´m prostoru:
SimilarityComparator.Results.InfoClasses.
Trˇı´da Vlastnost : Typ Pozn.
BaseInfo Name : string Jme´no prvku. Mu˚zˇe se jednat naprˇ. o na´zev metody, trˇı´dy,
promeˇnne´ atd.
Signature : string Informace popisujı´cı´ prvek jako celek. Veˇtsˇinou se jedna´
o slozˇenı´ neˇkolika vlastnostı´ prvku dohromady. Naprˇ.:
na´vratova´ hodnota + na´zev metody + parametry.
AssemblyInfo FullName : string Cely´ na´zev assembly, obsahujı´cı´ mimo jme´na take´ naprˇ.
verzi assembly, nebo kulturu.
Runtime : string Runtime, pro ktery´ je assembly urcˇena. Naprˇ. NET 2 0
Kind : string Druh assembly, ktery´ mu˚zˇe naby´vat hodnot: Dll, Console,
nebo Windows
TypeInfo FullName : string Cely´ na´zev typu je slozˇen z jeho jmene´ho prostoru a na´zvu
typu oddeˇlene´ho tecˇkou.
Namespace : string Jmenny´ prostor typu.
MemberInfoa ReturnType : TypeInfo na´vratovy´ typ metody, poprˇı´padeˇ typ vlastnosti/-
promeˇnne´.
DeclaringType : Type-
Info
Typ ve ktere´m je cˇlen deklarovany´.
Attributes : long Celocˇı´selna´ hodnota, vypovı´dajı´cı´ o atributech
prˇerˇazeny´ch trˇı´dnı´mu cˇlenu.
IsStatic : bool Indikuje, zdali se jedna´ o staticke´ho cˇlena trˇı´dy.
IsPublic : bool Indikuje, zdali se jedna´ o verˇejne´ho cˇlena trˇı´dy.
FieldInfo HasDefault : bool Indikuje, zdali ma´ promeˇnna´ explicitneˇ urcˇenou pocˇa´tecˇnı´
hodnotu.
MethodInfo CodeSize : long Velikost ko´du metody.
ExceptionHandlers :
int
Pocˇet obsluhovany´ch vyjı´mek v teˇle metody.
Variables : int Pocˇet promeˇnny´ch deklarovany´ch v teˇle metody.
HasBody : bool Indikuje, zdali ma´ metoda teˇlo.
ParameterInfo Type : TypeInfo Typ parametru.
Attributes : long Celocˇı´selna´ hodnota, vypovı´dajı´cı´ o atributech
prˇerˇazeny´ch parametru.
Tabulka 2: Podporovane´ informacˇnı´ trˇı´dy
aObecny´ trˇı´dnı´ cˇlen. Naprˇ. metoda, vlastnost/promeˇnna´.
Stejneˇ jako tomu bylo u vy´sledkovy´ch trˇı´d, majı´ vsˇechny informacˇnı´ trˇı´dy spolecˇne´ho
prˇedka. Tı´m je trˇı´da BaseInfo, obsahujı´cı´ obecne´ informace, spolecˇne´ vsˇem zkou-
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many´m prvku˚m. Tabulka 2 obsahuje vsˇechny podporovane´ prvky, k nim relevantnı´ in-
formacˇnı´ trˇı´dy a seznamy vlastnostı´ prvku˚, jenzˇ jsou tyto trˇı´dy schopny uchova´vat.
4.6 Maticove´ algoritmy
Jak by se dalo usoudit z kapitoly 4.4, matice reprezentovana´ trˇı´dou MatrixResult je
nejdu˚lezˇiteˇjsˇı´m prvkem cele´ hierarchie vy´sledku˚. Nejslozˇiteˇjsˇı´m krokem v cele´m procesu
porovna´va´nı´ by se dal oznacˇit u´kol nalezenı´ takove´ podmnozˇiny kombinacı´ z matice,
ktera´ bude nejle´pe popisovat shodnosti mezi dveˇma prvky vysˇsˇı´ u´rovneˇ.
Jako prvnı´ by zrˇejmeˇ kazˇde´ho napadlo pouzˇı´t vsˇechny kombinace a pak prˇedpokla´dat, zˇe
vy´sledkem bude alesponˇ trochu relevantnı´ hodnota. Implementace takove´ho algoritmu
by byla nejjednodusˇsˇı´ a jeho rychlost by byla vı´ce nezˇ uspokojujı´cı´. Pravdou vsˇak je, zˇe
takovy´ postup by znehodnotil cely´ proces porovna´va´nı´ a to uzˇ jen z jednoho konkre´tnı´ho
du˚vodu - viz prˇı´klad 4.2.
Prˇı´klad 4.2
Meˇjme matici naplneˇnou hodnotami, ktere´ prˇedstavujı´cı´ procentua´lnı´ podobnost mezi
metodami M1,M2,M3 a MA,MB,MC(viz obra´zek 15).
Obra´zek 15: Matice procentua´lnı´ch podobnostı´.
Jak si mu˚zˇeme vsˇimnout, metoda MA je shodna´ s metodou M3,MB je podobna´ s M2
a MC s M1. Proto bychom mohli rˇı´ct, zˇe trˇı´da obsahujı´cı´ metody M1,M2,M3 je na 100%
shodna´ s trˇı´dou obsahujı´cı´ metody MA,MB,MC .
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Pokud vsˇak vezmeme v u´vahu vsˇechny kombinace, jednoduchy´m aritmeticky´m
pru˚meˇrem vsˇech v matici uvedeny´ch hodnot dostaneme shodnost 51%, cozˇ podle
prˇedchozı´ u´vahy zrˇejmeˇ nenı´ pravda.
U´kolem algoritmu tedy bude nalezenı´ hodnot, ktere´ nejvı´ce vypovı´dajı´ o podobnosti
dvou prvku˚. Pozˇadavky na algoritmus by se daly shrnout do dvou bodu˚:
1. Kazˇda´ hodnota v matici vypovı´da´ o podobnosti mezi dvojicı´ prvku˚. Pokud bude
tato hodnota vybra´na algoritmem, nemu˚zˇe by´t vybra´na jizˇ zˇa´dna´ hodnota souvi-
sejı´cı´ pra´veˇ s teˇmito dveˇma prvky.
2. Soucˇet vsˇech vybrany´ch hodnot musı´ by´t nejvysˇsˇı´ mozˇny´.
V pru˚beˇhu vy´voje byly vytvorˇeny dva algoritmy rˇesˇı´cı´ proble´m uvedeny´ vy´sˇe. Tyto
algoritmy jsem pojmenoval podle jejich charakteristicke´ funkce a jsou popsa´ny v
na´sledujı´cı´ch dvou kapitola´ch.
4.6.1 Algoritmus dobre´ shody
Algoritmus dobre´ shody byl navrzˇen v pocˇa´tku vy´voje modulu a pozˇadavky na neˇj jsou
na´sledujı´cı´:
• Jednoduchost implementace
• Rychlost
• Musı´ splnˇovat 1. pozˇadavek na maticovy´ algoritmus
• 2. pozˇadavek na algoritmus mu˚zˇe by´t splneˇny´ pouze cˇa´stecˇneˇ
Jeho princip zachycuje prˇı´klad 4.3.
Prˇı´klad 4.3
Meˇjme matici naplneˇnou stejny´mi hodnotami jako v prˇı´kladeˇ 4.2. Pokud budeme vybı´rat
hodnoty tak, aby splnˇovali vy´sˇe zmı´neˇne´ pozˇadavky, budeme postupovat na´sledovneˇ:
1. Nalezneme nejvysˇsˇı´ mozˇnou hodnotu. V tomto prˇı´padeˇ jsou to hned trˇi pozice s
hodnotou 100%. Vybereme prvnı´ z nı´ch a oznacˇı´me ji cˇerveneˇ, viz obra´zek 16, ma-
tice vlevo.
2. Opakujeme prvnı´ krok, avsˇak v prvnı´m kroku jsme jizˇ vybrali jednu hodnotu a s
ohledem na prvnı´ pravidlo nesmı´me pouzˇı´t zˇa´dnou hodnotu spojenou s prvky MA
a M3. Proto hodnoty spojene´ s teˇmito prvky vyloucˇı´me z vy´beˇru(hodnoty oznacˇene´
krˇı´zˇkem), viz obra´zek 16, matice uprostrˇed.
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3. Opakujeme druhy´ krok, dokud ma´ matice dostupne´ hodnoty.
Obra´zek 16: Vy´beˇr hodnot matice
Takto definovany´ algoritmus bude mı´t vy´hodu v jeho rychlosti, avsˇak pokud se trochu
zamyslı´me, uveˇdomı´me si, zˇe za jisty´ch okolnostı´ mu˚zˇe by´t porusˇen druhy´ pozˇadavek
na algoritmus, ktery´ byl uvedeny´ drˇı´ve. Jednu z teˇchto situacı´ zachycuje prˇı´klad 4.4.
Prˇı´klad 4.4
Meˇjme opeˇt matici o rozmeˇrech 3x3, nynı´ vsˇak s trochu rozlicˇny´mi hodnotami - viz
obra´zek 17.
Obra´zek 17: Proble´m algoritmu dobre´ shody
Pokud budeme postupovat podle kroku˚ uvedeny´ch v prˇı´kladu 4.3, dosa´hneme postupneˇ
trˇı´ hodnot: 91%, 80% a 10%. Soucˇet teˇchto hodnot na´m da´ 181 a pru˚meˇrna´ hodnota
bude prˇiblizˇneˇ 60%. Pokud se vsˇak porˇa´dneˇ podı´va´me na hodnoty v matici, mu˚zˇeme
si vsˇimnout, zˇe jsme pra´veˇ porusˇili 2. pravidlo z pozˇadavku˚ na algoritmus. Soucˇet teˇchto
hodnot nenı´ nejvysˇsˇı´ mozˇny´. Nejvysˇsˇı´ mozˇne´ hodnoty mu˚zˇeme dosa´hnout pokud bu-
deme postupovat dle obra´zku 18.
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Obra´zek 18: Spra´vny´ vy´beˇr hodnot z matice.
Tato kombinace hodnot na´m da´va´ soucˇtovou hodnotu 260 a pru˚meˇrna´ hodnota vycha´zı´
na prˇiblizˇny´ch 87%.
Jak jsme si uka´zali v prˇı´kladu 4.4, algoritmus dobre´ shody nesplnˇuje oba pozˇadavky
na algoritmus, avsˇak z du˚vodu˚ jeho rychlosti nebylo jeho vyuzˇitı´ u´plneˇ vyloucˇeno,
ale pouze omezeno na nejnutneˇjsˇı´ prˇı´pady. Ze stejne´ho du˚vodu byl algoritmus pra´veˇ
pojmenova´n algoritmem “dobre´” shody.
Cˇasova´ na´rocˇnost tohoto algoritmu je urcˇena na´sledovneˇ:
f(n) = O(n3)
kde n prˇedstavuje velikost delsˇı´ strany matice.
Prˇesny´ za´pis algoritmu je uveden ve vy´pise 5.
private void GoodMatchAlgorithm()
{
for ( int i = 0; i < NumberOfMatches; i++)
{
Coord lastCoord = null;
int lastMaxNumber = 0;
for ( int x = 0; x < SizeX; x++)
{
for ( int y = 0; y < SizeY; y++)
{
if (! IsAvailable (Coords, new Coord(x, y))) continue;
// Prˇeskocˇ prvek, pokud ma´ nulovou va´hu.
if (Matrix[x ][ y ]. GetWeight() == 0) continue;
if (lastMaxNumber < Matrix[x][y].Result)
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{
lastMaxNumber = Matrix[x][y].Result;
lastCoord = new Coord(x, y);
}
// Pokud narazı´me na hodnotu 100%,
// nenı´ trˇeba pokracˇovat v procha´zenı´ matice.
if (lastMaxNumber == 100) break;
}
if (lastMaxNumber == 100) break;
}
if (null != lastCoord)
{
Coords.Add(lastCoord);
lastCoord = null ;
}
}
}
Vy´pis 5: Algoritmus dobre´ shody
4.6.2 Algoritmus nejlepsˇı´ shody
Algoritmus dobre´ shody popsany´ v kapitole 4.6.1 by se dal charakterizovat jako velice
rychly´, avsˇak ne vzˇdy prˇesny´ algoritmus. Algoritmus nejlepsˇı´ shody bude mı´t za u´kol
vyrˇesˇit pra´veˇ proble´m neprˇesnosti prˇi vybı´ra´nı´ nejlepsˇı´ kombinace z matice.
Tento algoritmus je zalozˇeny´ na zkouma´nı´ vsˇech rozdı´lny´ch vy´beˇru˚, ktere´ vzniknou na
za´kladeˇ rozdı´lne´ho porˇadı´ vy´beˇru rˇa´dku˚/sloupcu˚ v matici. Obra´zek 19 zna´zornˇuje 6
vy´beˇru˚, ktere´ vzniknou permutacı´ porˇadnı´ch cˇı´sel rˇa´dku˚.
Algoritmus zkouma´ rˇa´dek po rˇa´dku v porˇadı´, jake´ urcˇı´ vybrana´ permutace. V ra´mci
rˇa´dku vybere nejlepsˇı´ mozˇnou hodnotu. Soucˇa´stı´ vy´beˇru hodnoty v rˇa´dku, je take´
kontrola, zdali jizˇ nebyla v korespondujı´cı´m sloupci vybra´na hodnota pro jiny´ rˇa´dek, tak
aby se zajistilo splneˇnı´ prvnı´ho pozˇadavku na algoritmus.
Cˇasova´ na´rocˇnost nalezenı´ vy´beˇru pro jednu permutaci je te´meˇrˇ zanedbatelna´. Mnohem
veˇtsˇı´m proble´mem je otestova´nı´ vsˇech mozˇny´ch permutacı´. Jejich pocˇet je da´n vzorcem
pro permutaci bez opakova´nı´:
P (n) = n!
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Obra´zek 19: Mysˇlenka algoritmu nejlepsˇı´ shody
n P (n) Cˇas
1 1 < 0.01s
2 2 < 0.01s
3 6 < 0.01s
4 24 < 0.01s
5 120 < 0.01s
6 720 < 0.01s
7 5 040 < 0.01s
8 40 320 .= 0.04s
9 362 880 .= 0.36s
10 3 628 800 .= 3.55s
11 39 916 800 .= 40s
12 479 001 600 .= 8h
Tabulka 3: Permutace pro vybrana´ n
Jelikozˇ faktoria´l je velice rychle rostoucı´ funkce, bude vyuzˇitı´ tohoto algoritmu ome-
zeno na prˇedem urcˇene´ maxima´lnı´ rozmeˇry matice. Prˇehled permutacı´ pro vybrana´ n
s prˇiblizˇnou cˇasovou na´rocˇnostı´ shrnuje tabulka 3.
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Z prˇehledu teˇchto hodnot lze stanovit maxima´lnı´ rozmeˇr matice, pro kterou bude al-
goritmus nejlepsˇı´ shody aplikovatelny´. Optima´lnı´ hranicı´ byla empiricky stanovena hod-
nota n = 7. To vsˇak neznamena´, zˇe algoritmus nenı´ aplikovatelny´ pro matice, ktere´ tuto
hodnotu prˇesa´hnou. Algoritmus nejlepsˇı´ shody lze pouzˇı´t v prˇı´padeˇ, zˇe alesponˇ jeden z
rozmeˇru˚ matice splnˇuje podmı´nku < 8. Algoritmus prova´dı´ permutace pouze v jedne´ di-
menzi a tou dimenzı´ je pra´veˇ ta s mensˇı´mi rozmeˇry. Pokud bude mı´t matice me´neˇ rˇa´dku˚
jak sloupcu˚, budou se permutace pocˇı´tat nad mnozˇinou rˇa´dku˚. V opacˇne´m prˇı´padeˇ by
byly pro tvorbu permutacı´ zvoleny sloupce.
4.7 Podpu˚rne´ algoritmy
Maticove´ algoritmy 4.6.1 a 4.6.2 majı´ za u´kol nale´zt tu nejlepsˇı´ mozˇnou kombinaci
prvku˚ na za´kladeˇ jejich dı´lcˇı´ch podobnostı´. To znamena´, zˇe se ve stromove´ strukturˇe
vy´sledkovy´ch objektu˚ zacˇı´na´ od prvku˚, ktere´ ve stromu prˇedstavujı´ listy a postupny´m
skla´da´nı´m mezi-vy´sledku˚ se dopracuje azˇ ke korˇenu stromu, jı´mzˇ je objekt typu
ProjectResult.
Vy´sledne´ procento podobnosti projektu˚ je tedy ovlivnˇova´no nejen maticovy´m algorit-
mem, ale take´ pocˇa´tecˇnı´mi hodnotami, ktere´ prˇedstavujı´ listy stromu vy´sledku˚.
Tyto pocˇa´tecˇnı´ hodnoty jsou inicializova´ny metodou ExtractSimilarities, po-
psanou v kapitole 4.4. Ta ma´ za u´kol porovnat dva prvky, ktere´ jsou popsane´ pomocı´
dvou informacˇnı´ch objektu˚. Dı´lcˇı´mi vy´sledky te´to metody jsou pra´veˇ listove´ hod-
noty stromu vy´sledku˚. K vy´pocˇtu˚m se vyuzˇı´va´ podpu˚rny´ch algoritmu˚, vyvinuty´ch
specia´lneˇ pro tento prˇı´pad. Podu˚rne´ porovna´vacı´ algoritmy se nacha´zı´ v knihovnı´
trˇı´deˇ GeneralComparator, ktera´ poskytuje prˇetı´zˇene´ metody Compare. Vstupnı´mi
parametry jsou prˇeva´zˇneˇ dva objekty stejne´ho typu a vy´sledkem je celocˇı´selna´ hodnota,
prˇedstavujı´cı´ procento shody mezi teˇmito dveˇma porovna´vany´mi objekty.
Podporovane´ typy k porovna´nı´ jsou na´sledujı´cı´:
• bool: primitivnı´ porovna´nı´ dvou booleovsky´ch hodnot. Na´vratova´ hodnota 100
pro dveˇ stejne´ hodnoty a 0 pokud jsou hodnoty rozdı´lne´.
• long/int: porovna´nı´ dvou celocˇı´selny´ch hodnot. Pouzˇit stejny´ algoritmus jako
pro double.
• double/float: porovna´nı´ dvou desetinny´ch cˇı´sel(viz kapitola 4.7.1).
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• TypeInfo: porovna´nı´ dvou typu˚(viz kapitola 4.7.2).
• string: porovna´nı´ dvou rˇeteˇzcu˚. Zalozˇeno na porovna´va´nı´ dvou seznamu˚ znaku˚
algoritmem prˇiblizˇne´ shody(viz IList).
• IList: Porovna´nı´ dvou seznamu˚ objektu˚(viz kapitola 4.7.3).
4.7.1 Algoritmus cˇı´selne´ podobnosti
Znacˇna´ cˇa´st informacı´, ktere´ jsou na zdrojovy´ch ko´dech zkouma´ny, by´va´ popsa´na
neˇjakou cˇı´selnou hodnotou. Pro podporu porovna´va´nı´ informacı´ tohoto druhu, byla vy-
tvorˇena sada porovna´vacı´ch metod:
• int Compare(long l1, long l2)
• int Compare(long l1, long l2, float border)
• int Compare(double d1, double d2)
• int Compare(double d1, double d2, float border)
Vsˇechny tyto metody jsou postaveny nad jednı´m algoritmem. Cı´lem algoritmu je zı´skat
procentua´lnı´ podobnost dvou cˇı´sel, ktera´ se odra´zˇı´ na vzda´lenosti teˇchto dvou cˇı´sel
od sebe. Aplikova´nı´ linea´rnı´ za´vislosti se ukazuje jako nedostatecˇne´ rˇesˇenı´, proto je za
klı´cˇovou funkci vybra´n sinus.
Prˇı´klad 4.5
Meˇjme dveˇ hodnoty A = 32 a B = 38, ktere´ budeme chtı´t porovnat.
Nynı´ volejme metodu Compare:
int vy´sledek = GeneralComparator.Compare(A, B);
Promeˇnna´ vy´sledek bude obsahovat hodnotu 97% (viz obra´zek 20).
Prˇı´klad 4.6
Meˇjme opeˇt dveˇ hodnoty A = 32 a B = 38, ktere´ budeme chtı´t porovnat. Dodatecˇneˇ si
deklarujeme hranicˇnı´ bod P = 0.6.
Nynı´ volejme metodu Compare:
39
Obra´zek 20: Porovna´nı´ cˇı´sel algoritmem cˇı´selne´ podobnosti
int vy´sledek = GeneralComparator.Compare(A, B, P);
Promeˇnna´ vy´sledek bude nynı´ obsahovat hodnotu 81% (viz obra´zek 21).
Obra´zek 21: Aplikace hranicˇnı´ho bodu prˇi porovna´nı´ cˇı´sel algoritmem cˇı´selne´ podobnosti
Za pomoci hranicˇnı´ho bodu, lze detailneˇ urcˇovat citlivost pro jednotliva´ porovna´nı´. Hod-
nota hranicˇnı´ho bodu se pohybuje v rozmezı´ 0 azˇ 1 a prˇedstavuje hranici pomeˇru dvou
porovna´vany´ch cˇı´sel, za kterou se tyto cˇı´sla berou jako rozdı´lna´ a tudı´zˇ je jejich podobnost
nulova´.
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4.7.2 Podobnost typu˚
Zpu˚sob porovna´va´nı´ typu˚ jako ”rovnost/nerovnost” se z prakticky´ch hledisek musı´
zavrhnout. Tvorba plagia´tu˚ totizˇ cˇasto vznika´ za´meˇnou typu˚ za jejich ekvivalenty,
poprˇı´padeˇ za typy, ktere´ mohou ne´st stejnou hodnotu, ale v jine´ formeˇ.
Princip porovna´va´nı´ typu˚ knihovnı´ trˇı´dou GeneralComparator se zalozˇen na ty-
povy´ch konverzı´ch, tzv. prˇetypova´va´nı´. U´rovneˇ mozˇny´ch prˇetypova´nı´ a k nı´m prˇirˇazene´
procentua´lnı´ va´hy zachycuje tabulka 4.
U´rovenˇ Na´zev Podobnost Prˇı´klad
1 Ekvivalentnı´ 100% int a int
2 Obousmeˇrny´ 80% int a float
3 Jednosmeˇrny´ 40% int a string
4 Neekvivaletnı´ 0% int a ArrayList
Tabulka 4: U´rovneˇ prˇetypova´nı´
4.7.3 Algoritmus prˇiblizˇne´ shody
Algoritmus prˇiblizˇne´ shody, da´le jen AM algoritmus, je zobecneˇnı´m algoritmu
prˇiblizˇne´ho porovna´nı´ rˇeteˇzcu˚(ASM - Approximate String Matching)[11]. Ten je
zalozˇen na pocˇı´ta´nı´ editacˇnı´ vzda´lenosti, cozˇ je minima´lnı´ pocˇet elementa´rnı´ch u´prav k
tomu, aby oba rˇeteˇzce byly ekvivalentnı´.
K vy´pocˇtu se pouzˇı´va´ matice cely´ch cˇı´sel s rozmeˇry urcˇeny´mi de´lkou porovna´vany´ch
rˇeteˇzcu˚. Na pocˇa´tku je matice inicializova´na, jak popisuje tabulka 5.
W o r l d
0 1 2 3 4 5
W 1
o 2
r 3
d 4
Tabulka 5: ASM Algoritmus - pocˇa´tecˇnı´ matice
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MaticeM se na´sledneˇ rˇa´dek po rˇa´dku vyplnˇuje cˇı´selny´mi hodnotami podle na´sledujı´cı´ho
pravidla:
Mi,j = if (xi = yj) then Mi−1,j−1 else 1 +min(Mi−1,j ,Mi,j−1,Mi−1,j−1)
kde x a y jsou vstupnı´ slova a funkce min vracı´ nejmensˇı´ z poskytnuty´ch hodnot.
Aplikacı´ tohoto pravidla na vstupnı´ slova “World” a “Word” dostaneme matici uvede-
nou v tabulce 6.
W o r l d
0 1 2 3 4 5
W 1 0 1 2 3 4
o 2 1 0 1 2 3
r 3 2 1 0 1 2
d 4 3 2 1 1 1
Tabulka 6: ASM Algoritmus - konecˇna´ matice
Hodnota M5,4 urcˇuje pocˇet kroku˚ nutny´ch k zı´ska´nı´ ekvivalentnı´ch rˇeteˇzcu˚. V tomto
prˇı´padeˇ je nutna´ pouze jedna u´prava. Tato u´prava mu˚zˇe by´t reprezentova´na bud’
smaza´nı´m znaku ‘l’, nebo jeho vlozˇenı´m. Za´lezˇı´ na pohledu, z ktere´ho rˇeteˇzce je u´prava
bra´na.
4.8 Konfigurace modulu
Neˇktere´ studentske´ projekty jsou veˇtsˇı´ho rozsahu, neˇktere´ se naopak skla´dajı´ naprˇ.
jen z jedne´ jedine´ trˇı´dy. Neˇktera´ zada´nı´ mohou prˇedepisovat studentu˚m implemen-
taci urcˇite´ho rozhranı´, nebo naopak necha´vat v oblasti implementace u´plnou volnost.
V kazˇde´m prˇı´padeˇ se bude prˇi hleda´nı´ plagia´tu˚ zkoumat pokazˇde´ neˇco trochu jine´ho. Na
jiste´ rysy zdrojove´ho ko´du se bude da´vat vysˇsˇı´ du˚raz a na neˇktere´ zase nizˇsˇı´, nebo se v
neˇktery´ch prˇı´padech mohou jiste´ oblasti zcela ignorovat.
Aby bylo mozˇne´ vy´pocˇet podobnostı´ upravovat dle situace, jsou k jednotlivy´m prvku˚m
aplikace prˇirˇazeny va´hy, ktere´ umozˇnˇujı´ urcˇit, jak silny´ vliv bude mı´t prvek na celkove´
vyhodnocenı´ podobnosti. Konfiguracı´ teˇchto vah pak lze dosa´hnout pozˇadovane´ho
chova´nı´. Za´kladnı´ na´vrh syste´mu vah je zachycen na obra´zku 22.
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Obra´zek 22: ER diagram - Syste´m konfigurace vah
Konfigurace je da´na svy´m na´zvem. Syste´m pak mu˚zˇe prˇedat modulu informaci o tom,
ktera´ z prˇednastaveny´ch konfiguracı´ se ma´ pouzˇı´t pro vy´pocˇet podobnostı´. Kazˇda´ kon-
figurace obsahuje seznam vsˇech vy´pocˇtem podporovany´ch rysu˚ aplikace a pro kazˇdy´ z
teˇchto rysu˚ definuje va´hu. Tyto rysy jsou stejneˇ jako prvky aplikace usporˇa´da´ny do stro-
move´ struktury. Modul podporuje rysy aplikace uvedene´ na obra´zku 23.
Obra´zek 23: Hierachie podporovany´ch rysu˚
V ra´mci konfigurace kazˇde´ho rysu je mozˇne´ zave´st vyjı´mky, urcˇujı´cı´ ktere´ konkre´tnı´
prvky majı´ mı´t rozdı´lnou va´hu od vsˇech ostatnı´ch prvku˚ stejne´ho druhu. Te´to funkci-
onality se prˇedevsˇı´m da´ vyuzˇı´t pro ignorova´nı´ naprˇ. neˇktery´ch generovany´ch trˇı´d, nebo
metod.
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5 Testova´nı´ a nastavova´nı´ modulu
Beˇhem vy´voje byl modul pru˚beˇzˇneˇ testova´n na mnozˇineˇ asi 40 studentsky´ch projektu˚.
Dı´ky testova´nı´ se nalezlo mnoho nedostatku˚, ktere´ tak mohly by´t odstraneˇny. Na za´kladeˇ
testova´nı´ vznikly neˇktere´ optimalizace algoritmu˚, ktere´ nejen umozˇnily zrychlenı´ cele´ho
procesu porovna´va´nı´, ale take´ pozitivneˇ ovlivnily prˇesnost vy´stupu˚.
Hlavnı´m te´matem te´to kapitoly vsˇak budou testy prova´deˇne´ nad hotovy´m modulem za
cı´lem vytvorˇit sadu konfiguracı´ pro rozdı´lne´ druhy zada´nı´ studentsky´ch projektu˚.
n Pocˇet projektu˚ n Pocˇet porovna´nı´ C2(n) Na´zev
1 5 10 Anagramy
2 4 6 Analyza´tor obrazu
3 4 6 Cesta v bludisti
4 1 0 Databa´ze CD
5 2 1 Dohled sı´teˇ
6 4 6 Elektronicky´ dia´rˇ
7 6 15 Graficky´ kalkula´tor
8 1 0 Hanojske´ veˇzˇe
9 2 1 Hodnost matice
10 2 1 Hra miny
11 4 6 Chat
12 1 0 Jednoduchy´ webovy´ server
13 2 1 Komprese
14 4 6 Kontrolor souboru
15 4 6 Kreslı´tko
16 4 6 Ku˚nˇ na sˇachovnici
17 2 1 Logika
18 3 3 Matematicke´ cvicˇenı´
19 6 15 Maxima´lnı´ suma
20 5 10 Mince
21 5 10 Na´sobenı´ cˇı´sel
Tabulka 7: Testovane´ projekty - 1.cˇa´st
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Testovacı´ mnozˇina obsahuje 135 studentsky´ch projektu˚. Projekty jsou prˇed testova´nı´m
rozdeˇlova´ny do skupin dle ota´zky, kterou projekt rˇesˇı´. Projekty s unika´tnı´m zada´nı´m se
tı´m pa´dem z procesu porovna´va´nı´ vyhnou. Konecˇne´ mnozˇstvı´ testovany´ch projektu˚ tedy
je 129 a tyto jsou rozdeˇleny do 36 skupin.
Pocˇet projektu˚ n Pocˇet porovna´nı´ C2(n) Na´zev
22 2 1 Nejkratsˇı´ cesta v orientovane´m grafu
23 2 1 Optima´lnı´ na´sobenı´ matic
24 1 0 Paintbrush
25 11 55 Palindromy s cˇı´sly
26 1 0 Pexeso
27 2 1 Pisˇkvorky
28 3 3 Plocha
29 4 6 Porovna´va´nı´ souboru˚
30 2 1 Pozice
31 2 1 Pra´ce s tiska´rnou
32 3 3 Prˇevod na zlomek
33 3 3 Puzzle
34 4 6 Rozklad na prvocˇı´sla
35 2 1 Rˇı´mska´ cˇı´sla
36 1 0 Sı´t’ove´ sˇachy
37 5 10 Sˇachovnice
38 4 6 Sˇachy
39 3 3 Tranzitivnı´ uza´veˇr v grafu
40 3 3 Vycˇisti zlomek
41 4 6 Vyhleda´va´nı´ souboru
42 2 1 Vy´razy
Tabulka 8: Testovane´ projekty - 2.cˇa´st
Pocˇet porovna´nı´ je v ra´mci kazˇde´ skupiny da´n pocˇtem kombinacı´ bez opakova´nı´.
Ck(n) =
(
n
k
)
=
n!
k!(n− k)!
Pro proces porovna´va´nı´ vzˇdy platı´ k = 2, jelikozˇ se porovna´va´ po dvojicı´ch. Vy´raz tudı´zˇ
mu˚zˇeme prˇepsat:
45
C2(n) =
n!
2!(n− 2)! =
n(n− 1)(n− 2)!
2(n− 2)! =
n(n− 1)
2
5.1 Testovacı´ prostrˇedı´
Pro testova´nı´ cˇasove´ na´rocˇnosti vy´pocˇtu˚ byla pouzˇita na´sledujı´cı´ sestava:
Operacˇnı´ syste´m Windows Vista
Procesor Intel R© CoreTM 2 Duo E7300 2.67GHz
Pameˇt’(RAM) 4GB
Web Server IIS 7.0
DB Server MS SQL Server Enterprise Edition, win456.vsb.cz
Tabulka 9: Testovacı´ prostrˇedı´
5.2 Cˇasova´ na´rocˇnost
Porovna´va´nı´ 135 poskytnuty´ch projektu˚ by nemeˇlo trvat prˇı´lisˇ dlouho a to hlavneˇ z
du˚vodu relativneˇ maly´ch skupin, do ktery´ch byly rozdeˇleny. Celkovy´ pocˇet 221 po-
rovna´va´nı´ vyply´va´ z hodnot uvedeny´ch v tabulka´ch 7 a 8.
Prˇı´klad 5.1
Pro ilustraci si prˇedstavme, zˇe projekty nebudeme rozdeˇlovat do skupin, ale budeme je
porovna´vat vsˇechny dohromady.
Stanovme si, zˇe porovna´nı´ jedne´ dvojice bude trvat 1 vterˇinu. Tudı´zˇ pro 221 pu˚vodnı´ch
porovna´nı´ by to znamenalo, zˇe proces porovna´va´nı´ bude celkoveˇ trvat 3 minuty a 41
vterˇin. Nynı´ si vypocˇı´tejme, kolik porovna´nı´ by bylo nutne´ prove´st bez zavedenı´ skupin
projektu˚:
C2(n) =
n(n− 1)
2
Kdyzˇ n = 135, pak:
C2(135) =
135 · 134
2
= 9045
To znamena´, zˇe porovna´nı´ takove´ho mnozˇstvı´ projektu˚ navza´jem by trvalo 2 hodiny, 30
minut a 45 vterˇin.
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Rea´lne´ porovna´va´nı´ teˇchto 135 projektu˚ na sestaveˇ uvedene´ v 5.1, probı´halo prˇiblizˇneˇ 2
minuty a 20 vterˇin.
5.3 Testova´nı´ prˇesnosti
Testova´nı´ prˇesnosti probı´halo nad mnozˇinou vsˇech v syste´mu dostupny´ch projektu˚.
Postup testova´nı´, ktery´ jsem pouzˇil, se skla´dal ze dvou fa´zı´. V prvnı´ fa´zi se spustilo
porovna´va´nı´ vsˇech projektu˚ a po dokoncˇenı´ vy´pocˇtu˚ byly z databa´ze nacˇteny vy´sledky.
V druhe´ fa´zi jsem procha´zel vy´sledky a kontroloval, zda hodnoty zı´skane´ k dane´ dvojici
odpovı´dajı´ faktu˚m o zdrojovy´ch ko´dech, ktere´ jsem manua´lneˇ porovnal. Na za´kladeˇ te´to
manua´lnı´ kontroly byly nalezeny nedostatky pu˚vodnı´ konfigurace a ze znalostı´ teˇchto
nedostatku˚ jsem navrhl neˇkolik konfiguracı´, pro nejcˇasteˇji objevujı´cı´ se druhy projektu˚.
Tyto konfigurace jsou soucˇa´stı´ uzˇivatelske´ prˇı´rucˇky, ktera´ je k dispozici na prˇilozˇene´m
CD.
Testova´nı´m jsem potvrdil neˇkolik pozitivnı´ch na´lezu˚ plagia´torstvı´. Kromeˇ nı´zˇe zmı´neˇne´
dvojici projektu˚(viz kapitola 5.3.1) byly da´le nalezeny trˇi dvojice te´meˇrˇ identicky´ch
projektu˚. S vy´sledkem 93% byl potvrzen plagia´t ve skupineˇ “Anagramy”, “Chat” a s
podobnostı´ 92% ve skupineˇ “Mince”.
Falesˇny´ na´lez s podobnostı´ 87% byl potvrzen ve skupineˇ “Prˇevod na zlomek”. Tak
vysoke´mu procentu podobnosti napomohla prˇedevsˇı´m obrovska´ prˇevaha vlastnostı´ a
promeˇnny´ch nad samotny´mi metodami. Jelikozˇ se v procesu porovna´va´nı´ bere vlastnost
jako metoda s prefixem “get ” poprˇı´padeˇ “set ”, byla celkova´ hodnota negativneˇ
ovlivneˇna podobnostı´ vsˇech vlastnostı´ trˇı´dy.
Na porovna´va´nı´ se take´ negativneˇ projevilo velke´ mnozˇstvı´ metod pro obsluhu uda´lostı´
u neˇktery´ch Windows Forms aplikacı´. Ty jsou totizˇ plnohodnotny´mi metodami a nelze je
jednodusˇe odlisˇit od metod, ktere´ nesou rˇı´dı´ci logiku aplikace. Tento proble´m se projevil
naprˇ. ve skupineˇ “Graficky´ kalkula´tor”, ktery´ obsahuje spoustu graficky´ch prvku˚ a jen
mala´ cˇa´st programu rˇesˇı´ samotnou funkci aplikace.
V podobnostnı´m rozsahu 65-80% se objevilo neˇkolik projektu˚ ze skupiny “Palindromy
s cˇı´sly”, ktere´ meˇly podobneˇ strukturovany´ zdrojovy´ ko´d, avsˇak samotne´ rˇesˇenı´ se
dostatecˇneˇ lisˇilo k tomu, abych doka´zal usoudit, zˇe se nejedna´ o plagia´ty.
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U projektu˚ s vy´sledkem porovna´nı´ okolo 50% a nı´zˇe se ve vsˇech prˇı´padech jednalo o
neslucˇitelne´ dvojice. Mozˇnost plagia´torstvı´ u teˇchto projektu˚ byla vyloucˇena.
5.3.1 Testova´nı´ vybrany´ch projektu˚
Pro ilustraci jsem vybral 4 projekty ze skupiny “Palindromy s cˇı´sly”. Vy´beˇr teˇchto
uka´zkovy´ch projektu˚ byl uzpu˚soben tak, aby pokryl co nejvysˇsˇı´ rozsah v meˇrˇı´tku
podobnostı´. Nı´zˇe uvedene´ projekty jsou soucˇa´stı´ prˇilozˇene´ho CD.
Pro dalsˇı´ vy´klad budou projekty oznacˇova´ny porˇadovy´m cˇı´slem. Zde je shrnuta jejich
strucˇna´ charakteristika:
Projekt 1:
• jedna trˇı´da
• peˇt staticky´ch metod
• metoda main obsahuje velkou cˇa´st rˇı´dı´cı´ logiky
Projekt 2:
• v podstateˇ se jedna´ o kopii projektu 1
• provedeny drobne´ u´ravy - prˇeva´zˇneˇ na u´rovni 2 (viz tabulka 1)
Projekt 3:
• jedna trˇı´da
• cˇtyrˇi staticke´ metody
• signatury metod podobne´ s projekty 1 a 2
• rozdı´lny´ prˇı´stup k implementaci rˇesˇenı´ oproti projektu˚m 1 a 2
Projekt 4:
• dveˇ trˇı´dy (metoda main oddeˇlena´ od rˇesˇenı´)
• trˇı´da s rˇesˇenı´m obsahuje sˇest metod (nestaticky´ch) a dveˇ globa´lnı´ promeˇnne´
• signatury metod odlisˇne´ od ostatnı´ch rˇesˇenı´
• rozdı´lny´ prˇı´stup k implementaci rˇesˇenı´ oproti projektu˚m 1, 2 a 3
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Cı´lem testova´nı´ je urcˇit hodnoty konfigurace tak, aby vy´sledek porovna´va´nı´ vypovı´dal o
na´sledujı´cı´ch faktech:
• Projekty 1 a 2 jsou te´meˇrˇ identicke´
• Projekt 3 je podezrˇele podobny´ s projekty 1 a 2
• Projekt 4 je odlisˇny´ od projektu˚ 1, 2 a 3
Aplikacı´ vy´chozı´ho nastavenı´ vah pro porovna´va´nı´ lze zı´skat podobnosti, ktere´ popisuje
tabulka 10.
Porovna´vane´ projekty Podobnost(%)
1 a 2 98
1 a 3 79
2 a 3 81
1 a 4 55
2 a 4 56
3 a 4 59
Tabulka 10: Vy´sledky porovna´va´nı´ pro vy´chozı´ nastavenı´
Na za´kladeˇ zkouma´nı´ dı´lcˇı´ch podobnostı´ byly identifikova´ny nedostatky vy´chozı´ konfi-
gurace a vytvorˇena konfigurace nova´. Tato konfigurace se od vy´chozı´ho nastavenı´ lisˇı´ v
na´sledujı´cı´ch bodech:
• Jme´na identifika´toru˚ majı´ nulovou va´hu.
• Metoda ma´ mnohona´sobneˇ vysˇsˇı´ va´hu nezˇ globa´lnı´ promeˇnna´.
• Nejvysˇsˇı´ va´hu v hlavicˇce metody majı´ parametry a typ na´vratove´ hodnoty.
• U parametru metody ma´ nejvysˇsˇı´ va´hu jeho typ. Jme´no parametru a jeho atributy
jsou podrˇadne´.
• V teˇle metody ma´jı´ nejveˇtsˇı´ va´hu instrukce.
• Metoda Main je prˇi porovna´va´nı´ ignorova´na.
Vy´sledky porovna´va´nı´ pro noveˇ vytvorˇenou konfiguraci jsou shrnuty v tabulce 11.
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Porovna´vane´ projekty Podobnost(%)
1 a 2 100
1 a 3 72
2 a 3 72
1 a 4 44
2 a 4 44
3 a 4 47
Tabulka 11: Vy´sledky porovna´va´nı´ pro alternativnı´ konfiguraci
5.4 Rozbor vy´sledku˚
Vedlejsˇı´m efektem metody porovna´va´nı´ aplikacı´ na u´rovni meziko´du je, zˇe prˇi po-
rovna´va´nı´ detailu˚ ko´du se cˇasto najdou podobne´ rysy a to i u ko´du˚, ktere´ jsou vy´razneˇ
odlisˇne´. To ma´ za na´sledek zvy´sˇenı´ celkove´ podobnosti dvou porovna´vany´ch projektu˚.
Proto se jen zrˇı´dka najde dvojice projektu˚, ktera´ by meˇla podobnost nizˇsˇı´ nezˇ 40%. Pro
odstraneˇnı´ tohoto nedostatku rˇesˇenı´ by bylo zapotrˇebı´ dlouhodoby´ch testu˚ a ladeˇnı´
podpu˚rny´ch algoritmu˚ popsany´ch v kapitole 4.7.
Na za´kladeˇ rozsa´hly´ch testu˚, analyzova´nı´ zdrojovy´ch ko´du˚ a s nimi souvisejı´cı´ch
vy´sledku˚, byly empiricky stanoveny u´rovneˇ podobnostı´. Tyto u´rovneˇ s vysveˇtlenı´m jejich
vy´znamu jsou uvedeny v tabulce 12.
Podobnost(%) Vy´znam
100-91 Te´meˇrˇ identicke´. U takove´ dvojice projektu˚ je vı´ce nezˇ pravdeˇpodobne´,
zˇe se jedna´ o plagia´t.
90-81 Velmi podezrˇele´. Pravdeˇpodobneˇ se jedna´ o plagia´t.
80-66 Podezrˇele´. Mu˚zˇe se jednat naprˇ. o cˇa´stecˇneˇ opsane´ rˇesˇenı´, nebo o
rˇesˇenı´ velmi podobne´.
65-50 Rozdı´lne´ rˇesˇenı´. Neˇktere´ pasa´zˇe mohou by´t podobne´, avsˇak s nejveˇtsˇı´
praveˇpodobnostı´ se jedna´ o na´hodu.
50-0 Odlisˇne´. Jedna´ se o dvojici projektu˚, ktere´ spolu majı´ spolecˇne´ pouze
jen velice ma´lo. S vysokou pravdeˇpodobnostı´ se nejedna´ o plagia´t.
Tabulka 12: U´rovneˇ podobnostı´
Pro projekty s podobnostı´ vysˇsˇı´ nezˇ 65% platı´, zˇe by meˇly by´t podrobeny detailneˇjsˇı´mu
zkouma´nı´ pedagogem.
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6 Za´veˇr
Prˇedmeˇtem te´to diplomove´ pra´ce bylo navrhnout a implementovat modul pro kontrolu
jedinecˇnosti studentsky´ch projektu˚. V u´vodu jsem analyzoval proble´my rˇesˇene´ prˇi
porovna´va´nı´ aplikacı´ a na za´kladeˇ zı´skany´ch znalostı´ jsem navrhl a implementovat
pozˇadovany´ modul. Vy´voj modulu probı´hal v kra´tky´ch iteracı´ch, tak abych byl schopny´
se prˇizpu˚sobit zmeˇna´m, ktere´ vznikaly na za´kladeˇ zkusˇenostı´ z implementacˇnı´ fa´ze.
Neˇktere´ cˇa´sti, jako jsou naprˇ. struktura vy´sledkovy´ch trˇı´d, ja´dro modulu i jeho rozhranı´,
byly neˇkolikra´t zmeˇneˇny tak, aby vyhovovaly pozˇadavku˚m syste´mu Maus. Tato pra´ce
popisuje na´vrh z poslednı´ zna´me´ iterace vy´voje modulu.
V ra´mci testova´nı´ byla uka´za´na vyuzˇitelnost modulu pro prakticke´ u´cˇely, ale take´ byly
odhaleny neˇktere´ jeho nedostatky a oblasti, ve ktery´ch modul vyzˇaduje dodatecˇna´
vylepsˇenı´. Testova´nı´m byly da´le identifikova´ny konfigurace odpovı´dajı´cı´ nejcˇasteˇjsˇı´m
druhu˚m projektu˚ pro vybrane´ prˇedmeˇty. Pro potrˇeby konfigurace modulu byla take´
napsa´na uzˇivatelska´ prˇı´rucˇka, ktera´ je obsazˇena na prˇilozˇene´m CD.
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