The concept of multicointegration introduced by Granger and Lee (1989) has been little used in economics. This paper demonstrates how it can find a useful application in the econometric analysis of global climate change. Time series models of global climate change tend to estimate a low climate sensitivity (equilibrium effect on global temperature of doubling carbon dioxide concentrations) and a very fast adjustment rate to equilibrium. These results may be biased by omission of a key variable -heat stored in the ocean. A pilot study application illustrates the potential of the multicointegration approach and also demonstrates how partial observations on ocean heat content can be used to constrain the state variable using the Kalman filter. Parameter estimates are much closer to theoretically expected values than those from any existing type of time series model. The estimated climate sensitivity is 4.37K with a 95% confidence interval of 3.6K to 5.1K. However, estimated oceanic heat accumulation appears to correspond to only the heat changes in the upper 300m of the ocean. The pilot model can be elaborated in a number of directions including disaggregating forcings, spatial and vertical resolution, adding a model of the carbon cycle, and testing more complex dynamic specifications.
Introduction
Multicointegration models were first introduced by Granger and Lee (1989) These models are designed to handle the relations between flow and stock variables allowing for long-run relationships between the flows themselves and between the flows and stocks. Changes in the stock -for example inventories -are a function of the disequilibrium between the "flows" -for example production and sales. A review of the citations to Granger and Lee (1989) shows that this concept has been used very little so far in practical applications in economics. This paper will demonstrate how it is an extremely useful concept in the time series analysis of the global climate system. In this approach the stock is heat stored in the ocean and the flows are atmospheric temperature and radiative forcing.
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Previous work by myself and colleagues (Stern and Kaufmann, 2000; Kaufmann and Stern, 2002; has used recent time series econometric methods to estimate the climate sensitivity (equilibrium effect on global temperature of doubling carbon dioxide concentrations) and the adjustment path to long-run equilibrium. These models are a statistical alternative to the deterministic GCM and energy balance modeling approaches. In my view, when fundamentally different modeling approaches yield very similar results we can be more certain of the veracity of those conclusions.
Our time series models have yielded relatively low estimates of the global temperature sensitivity to doubling carbon dioxide concentrations ranging from 1.4K (Stern and Kaufmann, 2000) to 2.1K . 2 This range is lower than the range from other studies such as Andronova and Schlesinger (2001) , though it spans the preferred estimate from Harvey and Kaufmann (2002) However, those time series models that estimate an adjustment rate that is much higher than physics based deterministic models suggest. Estimates are that around 50% of the disequilibrium between radiative forcing and atmospheric temperature is eliminated per year (e.g. Kaufmann and Stern, 2002; . It is generally believed that temperature may adjust to increased forcings for a century or more.
If the rate of adjustment really were as high as we have found, this would be good news for policy makers. It would mean that there is little "committed warming" -that most of the effect of emissions previously emitted has already occurred. This explains our low estimate of the climate sensitivity. But the estimates seem unlikely, given the known high thermal inertia of the oceans.
It takes a long time to heat up the oceans. In the meantime they have a cooling effect on the atmosphere.
In this paper, I address this issue and propose a solution based on the use of a multicointegration model where the heat stored in the ocean is modeled as the accumulation of the disequilibrium deviations in the atmosphere and in turn the ocean affects the adjustment of atmospheric temperature to long-run equilibrium.
Many climate time series only have limited observations relative to the length of time series available for temperature. Detection and attribution of climate change is enhanced the more observations are used. Unobserved variables can be estimated as state variables using the Kalman filter. The state variables can be constrained by the observed data on the state variable for the periods when it is available. Here we constrain the estimates of the build-up of ocean heat using observations for a 45-year period while the Kalman filter extracts conditional estimates of this state variable for all other years for which atmospheric temperature data is available. The technique could be extended to other series such as radiatively active trace gases for which only sporadic ice core measurements exist prior to modern atmospheric sampling.
The results from a very simple pilot model presented in this paper are very promising, resulting in a higher climate sensitivity and lower adjustment rate than a comparable time series model that does not include the multicointegration mechanism. The sensitivity is close to the mean for Andronova and Schlesinger (2001) and Schlesinger et al. (no date) and comparable to some GCMs. However, it seems that the ocean model is mainly capturing behavior in the upper few hundred meters of the ocean and in future research a two-layer ocean model should be considered.
The paper is structured as follows. The next section discusses the previous results in more detail.
The third section discusses the methodology, including the rationale behind the choice of multicointegration model, an explanation of the econometrics of the model and its implementation. The fourth section of the paper presents the results. The final section provides some conclusions. Stern and Kaufmann (2000) found that there is a common stochastic trend shared by temperature in the two hemispheres and that this trend is close to an integrated random walk or I(2) process as are some radiative forcing variables such as carbon dioxide and methane concentrations.
Previous Results
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There is, however, a difference between the two hemispheres which is a simple random walk of I(1) trend, which seems closely related to anthropogenic sulfur emissions 4 . The stochastic trends extracted in the first stage of the analysis were then explained in an auxiliary regression model relating them to the radiative forcing variables and taking into account the I(2) nature of the data.
The reason for this methodology is that the temperature series are noisy -presumably due to the internal variability of the climate system and hence detecting the global warming signal directly is difficult. Direct univariate analysis of the temperature series finds them to be I(1). The two 3 An I(2) process must be differenced twice to render it into a stationary variable. Thus it is the sum of the realizations of a simple random walk process (plus a noise term). In turn the random walk or I(1) variable is the sum of the realizations of a stationary process. The I() terminology refers to "once integrated", "twice integrated" etc.
stage analysis is rather inelegant and the model does not allow the relation of emissions variables to temperature and hence policy analysis. This is because the primary model decomposes temperature into separate long run trends and short-run dynamics. This makes it impossible to compute an impulse response function, though the second stage regression results could be substituted into the first stage latent variable model. The estimated global average climate sensitivity is 1.44K. We did not compute the implied rate of adjustment to equilibrium. Kaufmann and Stern (2002) proceed on the basis that the series are all at most integrated of order one and use the Johansen cointegration process to obtain maximum likelihood estimates of a vector autoregression model of the climate system in the two hemispheres. While the results do
show that temperature and radiative forcing cointegrate -i.e. they share a common stochastic trend -the I(1) assumption causes some problems. Specifically, as discussed above, the rate of adjustment of temperature to changes in radiative forcing is faster than seems likely from theoretical climate models at around 50% per annum. The average global climate sensitivity is 2.03K. also proceed on the basis that the variables are integrated of order one but also estimate equations for the concentrations of the two chief greenhouse gases -carbon dioxide and methane. The estimated climate sensitivity is 2.1K. The model seems plausible but they find that the equations for concentrations do not cointegrate and hence cannot be estimated in the levels form. These equations are estimated in first differences. The autoregressive coefficient in the carbon dioxide equation of 0.832 implies an unreasonably high rate of removal of CO2 from the atmosphere. The methane rate of removal is also very high. Additionally, the impulse response of temperature to a pulse of carbon dioxide shows a decline in temperature towards long-run equilibrium after an initial spike instead of the expected increase. Andronova and Schlesinger (2001) estimate that the 90% confidence interval extends from 1K to 9.3K. It is interesting to note that if equatorial temperatures do not increase the latter figure implies rainforest like temperatures covering almost the entire Earth. Gregory et al. (2002) carry out an empirical analysis of the observed atmospheric and oceanic data and conclude that there is far more uncertainty than even that suggested by Andronova and Schlesinger (2001) . The mode of their distribution is 2.1K, the median 6.1K and the mean is undefined as the 90% confidence interval includes infinity! The eight GCMs discussed by Sokolov et al. (2001) have sensitivities ranging from 2.1K to 4.8K with a mean of 3.54K. Cubasch et al. (2001) report the mean from seventeen mixed layer coupled GCMs as 3.8K with a standard deviation of 0.8K.
Methodology
a. Model Requirements
Given the above, an appropriate model of the climate system needs to meet the following criteria:
1. The model must be able to model nonstationary time series data using the notion of cointegration to model and test for a long-run equilibrium relation.
2.
The model needs to incorporate a model of the ocean. This is despite limited and uncertain data on oceanic heat content. This will require the estimation of the state of the ocean. Stern and Kaufmann (2000) estimate unobserved states of the global climate system using the Kalman filter and a structural time series model. A multicointegration model as estimated in this paper can be estimated by linear or nonlinear regression, but assimilating partial and uncertain data requires the use of the Kalman filter. Addition of moving average errors in the model also requires Kalman filter methods.
3.
The model must allow for the computation of impulse response functions of the effect on gas concentrations (and eventually emissions) on temperature so that we can assess the actual adjustment path to long-run equilibrium. Vector autoregressive models such as those estimated by Stern (1997, 2002) are suitable for this purpose while structural time series models are not. The latter are more suited to forecasting.
b. A Multicointegration Model
Multicointegration occurs where there is a long run relation equilibrium between two flow variables such as atmospheric temperature and radiative forcing as well as long run relations between a stock such as oceanic heat content and the flow variables. The stock variable accumulates the deviations from long-run equilibrium in the relation between the flow variables.
In economics this sort of model can be used to model production, sales and inventory in industry, housing stocks etc. The proposed model is a standard vector autoregressive model with multicointegration restrictions imposed. However, the stock or inventory variable in our climate model is unobserved and the Kalman filter is used to measure it. Introduction of this stock variable buffers the system and should reduce adjustment rates (Granger and Lee, 1989) .
Omission of the stock variable could mean that the estimates of the cointegrating parameters are biased in the time series models that we have estimated up till now. Gregory et al. (2002) explain that during the climate change process, the imbalance between the imposed radiative forcing F and the temperature response λT, λbeing a constant, is absorbed by the heat capacity of the system, which resides overwhelmingly in the ocean (Levitus et al. 2001) .
Hence:
where t is time and ∆Q is the heat flux into the ocean or change in the heat stored in the ocean Q. For a simple bivariate system with a single autoregressive lag and one endogenous variableglobal atmospheric temperature, T -and one exogenous variable -radiative forcing, F -we can represent a multicointegrating model as follows, based on the approach of Granger and Lee (1989) . Engsted and Haldrup (1999) present more general results for systems with more variables and more autoregressive lags.
Equation (2) expresses the relationship between the endogenous variable, temperature, and the exogenous variable, radiative forcing, and the stock variable, ocean heat content. Equation (3) explains the evolution of the stock or state variable. In the first equation ε t is a random error term with mean zero, a normal distribution, and no serial correlation. To deal with serial correlation more lag terms would be added to the model. The first term on the RHS in (2) is the conventional error correction mechanism formulation as it appears in vector error correction models for first order integrated processes. It shows how the annual change in atmospheric temperature responds to disequilibrium between atmospheric temperature, T, and radiative forcing, F. For example, Kaufmann and Stern (2002) use this formulation to model temperature in the northern and southern hemispheres as a function of radiative forcing. Equation (3) indicates that the stock variable, Q, accumulates the disequilibrium deviations from this long-run relation. The implication of the negative signs is that, when temperature is below its long-run equilibrium, heat is being accumulated in the ocean and vice versa. The parameter µ converts deviations in atmospheric temperature to heat fluxes and based on Hansen et al. (1997) we can estimate it as -1.609/β 12 . Q is measured in units of 10 22 J.
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The second term on the RHS in (2) is also an error correction mechanism. It measures the deviations in a second long-run relation between temperature, and the ocean heat content. When atmospheric temperature is below its long-run equilibrium with ocean heat content the atmosphere tends to warm and vice versa. This second level of cointegration between F and T, via the state variable Q, is the reason the model is known as a multicointegration model. The signs on both α and β are expected to be negative. The third term (the first difference of radiative forcing) in (2) accounts for the correlation between the current innovations in the exogenous variable and the dependent variable in this equation -it would be omitted if we specified an equation for the evolution of F.
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If F is an integrated variable and drives T then T will be an integrated variable too. Despite both variables being random walks there will be a long-run equilibrium relation between the two variables so that the deviation T F In the control engineering literature, the three terms in (2) are known as "proportional", "integral", and "derivative" controls, respectively (Engsted and Haldrup, 1999) . Equation (2) is also identical to the main equation in the DICE model (Nordhaus, 1994 ) that has been used for policy analysis. So we see that the multicointegration model meets the criteria we set in the previous subsection and is directly related to existing physical and policy models. The novelty of the current study is to directly estimate such a model using observed data and to relate it to the notion of multicointegration.
The model could be generalized in several ways:
1.
There can be more than one lag of the variables on the RHS i.e. higher order autoregressive processes can be used.
2.
The radiative forcing variable F can be disaggregated. For example -greenhouse gases, solar irradiance, anthropogenic sulfur emissions, and volcanic forcing can be included separately.
3. The number of dependent variables and equations can be increased. The obvious generalization is to separate equations for northern and southern hemispheric atmospheric temperatures (and ocean heat contents). Another generalization is to introduce an equation to represent the carbon cycle. Carbon emissions would then be added to the vector of exogenous variables.
4.
Additional state variables can be added. For example, if the carbon cycle is modeled, an additional state variable could be added to represent carbon stored in the system. Also we may want to model the heat content of the upper and deep ocean and/or the northern and southern ocean separately.
5.
The white noise error process can be replaced with a moving average process.
Additionally, one can easily derive the impulse response functions to changes in the forcing variables by perturbing the forcing variables from a starting value and seeing how the endogenous variables evolves over time. As the model is linear, the starting point for the simulation (in terms of any given Wm -2 perturbations) is not important as long as the system is in equilibrium before the perturbation is introduced. Given estimates of the standard errors of parameters, a Monte Carlo simulation can be used to estimate a confidence interval for the impulse response (Young et al., 1996) . In the example of the global carbon cycle model evaluated by Young et al. (1996) , the estimated confidence interval is much broader than that in the previously published literature indicating that scientists had been overconfident in their ability to forecast future carbon concentrations. GCM's are quite different from carbon cycle models as they involve a significant internal variability noise component that makes the uncertainty about attributing and predicting climate change greater (Kaufmann and Stern, 2003) .
We expect that in this case we would be able to reduce the uncertainty about the magnitude of the climate sensitivity.
c. Alternative Estimators
Because the state variable Q is dependent on the estimated parameters, we cannot estimate (2) by standard linear regression type methods. There are several possible methods of estimation.
Granger and Lee (1989) use a three-stage approach. First, they would estimate the cointegrating relation between temperature and radiative forcing using OLS. Integrating the residuals from this regression, they would then estimate the multicointegrating relation between the stock variable and temperature and compute the residuals. Finally, they would estimate a VECM model using the two residuals series as the error correction mechanism variables. Engsted and Haldrup (1999) define the variables:
and replace Q in (2) Engsted and Haldrup (1999) propose using the I(2) VECM procedure developed by Johansen (1995) with both the accumulated and levels variables. This estimator also has the super-super-consistent property and additionally is a ML estimator.
However, even though it does not employ I(2) variables, there are some advantages to instead using the Kalman Filter to estimate the model: The Kalman filter can:
1. handle more complex models such as those that include moving average terms, 2. be extended to include further state variables, to represent for example deeper ocean layers.
3. allow the assimilation of partial observations on the state variables. For example, the observations of ocean heat content mentioned above.
We, therefore, use the Kalman filter algorithm.
d. State Space Representation and Estimation of the Multicointegration Model
The Kalman filter is used to estimate models in the so-called state space format. A state-space model of the form used here is given by (De Jong, 1991) : 
where (6) is the measurement equation and (7) In the current model H = 0. The transition matrix R = I. dx is equal to the RHS side of (3).
, and cx is equal to the remaining terms on the RHS of (2). The state variable Q is given a diffuse prior as the starting value is unknown. We apply De Jong's (1991) diffuse Kalman filter algorithm.
We use the unconcentrated likelihood function. All the unknown parameters are estimated by maximum likelihood using the BFGS maximization algorithm. In the model in equations (2) and (3) there are eight unknown parameters.
e. Constraining the Model with Ocean Heat Observations and Alternative Models
Though the model is identified, initial results that did not employ the ocean heat observations were very poor. Estimating models with trend variables, deterministic or stochastic tends to yield poor results unless further information is introduced or restrictions imposed. Levitus et al. (2000) have estimated time series of ocean heat content for various depths and oceans. The global series for the top 3000 meters of the ocean is available as a five year moving average for the period from 1952 to 1996, where the observation for 1996 covers the period from
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where L is the ocean heat content series and ε Qt is a random error term that accounts for measurement error and whose standard error is given by Levitus et al. (2000) . 
which avoids the need for additional state variables. The model has no more parameters to be estimated than the basic multicointegration model. Levitus et al. (2000) also provide 300m and 1000m series and we also estimate the model using these. The 1000m series is also a five year moving average, while the 300m series are yearly anomalies for the period 1948 to 1998 and so we can equate the actual state variable, rather than its moving average, to the observations.
f. Simple Autoregressive Model
We also estimate a simple AR(1) model that does not incorporate the multicointegration mechanism:
These results are compared with the multicointegration results to show the effect of including the ocean model.
Results
a. Data
The data is described in the Appendix. We use two versions of the radiative forcing aggregate F.
Both series include radiative forcing due to greenhouse gases (carbon dioxide, methane, nitrous oxide, and the two main CFCs), solar irradiance, and anthropogenic sulfate emissions. One series also includes volcanic forcing. Our previous results found that the parameters relating temperature to volcanic forcing were statistically insignificant. Furthermore, volcanic forcing is stationary while the other forcings have stochastic trends (Stern and Kaufmann, 2000) .
Therefore, it is worthwhile investigating how the models differ when the volcanic forcing is included or excluded. I also experimented with different forcing coefficients for the direct and indirect anthropogenic sulfur forcing. In line with Harvey and Kaufmann's (2002) conclusion that the fossil fuel aerosol cooling was around 1Wm -2 in the later 20 th century, larger coefficients gave poor results.
b. Static Model
First, I present the results of Engsted and Haldrup's (1999) static approach as given in (5). A super-super-consistent estimate of the climate sensitivity is given by 5.35 ln(2) β 12 . The results depend on whether volcanic forcing is included or not and whether a time trend is included.
Including volcanics the estimate is 2.96K without a time trend and 1.84K with a time trend.
Excluding volcanics the sensitivities are 4.61K and 2.95K. The final model has the best fit. Three out of four of these estimates are higher than previous time series estimates of the climate sensitivity. We can also test for multicointegration by performing the Augmented Dickey Fuller test on the residual u. The value we obtain of this non-standard t-statistic for the final model is -3.15, which is not significant at standard significance levels. The other ADF statistics are less significant still. On this basis, there is not strong evidence for multicointegration, but these tests are known to have very low power. On the other hand, the climate system is expected to evolve far slower than economic systems. The whole point of introducing multicointegration is to allow the system to adjust more slowly than is allowed by a simple autoregressive model. It is very hard to distinguish between a stationary autoregressive root near one and an actual unit root.
c. Selecting the Error Correction Model
Next we estimate the error correction model (2), (3), and (8). Table 1 presents some summary results for the six models. The R-Squared in the atmospheric equation is quite low as the dependent variable is in first differences. The coefficient is higher when volcanics are omitted and falls with increasing ocean depth, suggesting that the first model is best. The impact (one year) climate sensitivity for doubling carbon dioxide is greater when volcanics are omitted and declines with ocean depth. The equilibrium sensitivity however is greater with the volcanic forcing and surprisingly it too is lower for the models with a deeper ocean. The sensitivity ranges from 1.44K to 4.37K. The latter is greater than the mean GCM reported by Cubasch et al. (2001) but well within the range. The sensitivities for the models with no volcanic forcing are below the range found for GCMs. This indicator, therefore, favors the fourth model. Alpha 1 and Alpha 2 are the adjustment parameters in (2). The response to atmospheric disequilibrium for the nonvolcanic models is fast, though slower than the results obtained for our previous time series
efforts. The models with volcanic forcing have much slower adjustment, with the 300m model, again unexpectedly, having the slowest adjustment of all with an implied time constant of 27 years.
11 By contrast, the values for the adjustment to ocean heat are small for the non-volcanic models and large for the models with volcanic forcing. The latter makes sense -atmospheric temperature adjusts faster to the temperature of the ocean than to radiative forcing. As the ocean warms slowly over time, the atmosphere can gradually come into equilibrium with its forcing.
Again, the volcanic model does seem more realistic. The ADF statistics test for cointegration in the two long-run relations. The critical value at the 5% significance level is -3.37. In contrast to Summarizing all these results we conclude that the volcanic model does perform more realistically. As a final test, I regressed the first differences of observed ocean heat content on the first differences of the smoothed state variable. Only model 4 performed satisfactorily and was, therefore, selected as the favored model.
Why does the shallow ocean model perform better? Only about half the total increase in heat content is stored in the upper 300m of the ocean (Levitus et al., 2001) . The deeper ocean models force the atmosphere to approach an equilibrium with the more steeply rising total ocean heat content when in reality equilibrium is only with the mixed layer (around 100m depth). The heat that the atmosphere is reacting to is, therefore, building up at an unrealistically fast rate. A low climate sensitivity also serves to convert a given atmospheric disequilibrium to a larger heat flux.
This could explain why the deeper ocean models, paradoxically, have a lower climate sensitivity.
All this points to the need to model a more complex ocean in future research.
d. Detailed Results for the Preferred Model
The Q statistics for serial correlation for the first two lags are insignificant at the 10% level but all of the statistics for longer lags are significant and many are also significant at the 5% or 2%
levels. This suggests that the AR(1) specification can be improved upon.
The estimated parameters and standard errors are shown in Table 2 . This implies that the immediate impact from increasing radiative forcing is 0.20K for the equivalent of doubling CO2.
The long-run equilibrium climate sensitivity is 4.37K, which is much higher than previous time series estimates and higher than Schlesinger et al.' s estimate for a model with volcanic aerosols of 3.20K. The estimated standard error indicates that the 95% confidence interval is from 3.6K to 5.1K. Of course this confidence interval assumes, among other things, that the model used is correct. The sensitivity of atmospheric temperature to ocean heat content is -0.0154. This parameter is somewhat smaller than the expected value for the top 300 meters of the ocean based on Levitus et al. (2000 Levitus et al. ( , 2001 of 0.04 to 0.05.
The adjustment rate to long-run equilibrium between temperature and radiative forcing is -0.036, which implies a time constant of 27 years. This is much slower than other time series model estimates but still relatively fast. However, this parameter is estimated imprecisely the lower 95% confidence interval is 0.009, implying less than 1% adjustment per year. The adjustment rate to ocean heat content is much faster at -0.40 or two years. Atmospheric temperature mostly reflects oceanic temperature rather than the current level of radiative forcing. Because of the two feedback mechanisms the rate of adjustment is faster than that implied by α 1 alone. After the first few years it settles down to 3.8% per annum.
Because of the state variable the response is more complex than a simple exponential. Figure 1 illustrates the impulse response function to doubling CO2. The initial response in the initial year is only 4.5% of the final response. After that the annual increments of temperature decline. After 33 years half the response is complete and the rate of adjustment is 2% of the disequilibrium per year. Not till year 193 is 98% of the response complete and 99% is complete after 227 years. CR1 is the deviation from long-run equilibrium between temperature and radiative forcing. It fluctuates a lot due to the impact of volcanic eruptions. In years without significant eruptions temperature is below equilibrium indicating accumulation of heat in the ocean. The minima also trend downward indicating an increasing rate of heating. The difference from zero reflects committed warming -now around 1.5K. CR2 shows the deviation of atmospheric temperature from equilibrium with ocean heat content. The results show that until the middle of the twentieth century the atmosphere was below equilibrium temperature and in the recent decades above equilibrium temperature. However, the disequilibrium remains small due to the fast rate of adjustment of the atmosphere to oceanic temperature.
6.6E21J increase in heat content while the upper 300m of the ocean warmed by 0.31K for a 8E22J to 10E22J increase in heat content.
The ADF statistic for the first cointegrating residual is -4.59 and for the second is -2.38. The critical values at the 5% and 10% levels are -3.45 and -3.15 (Hamilton, 1994) . The first relation clearly cointegrates. In the second relation we cannot reject non-cointegration. The reason for the difference between the two relations is that the noise due to the volcanic eruptions makes the first relation appear more stationary. An alternative statistic is given by (T-1)(ρ -1), where ρ is the autoregressive parameter and T the number of observations. The critical values are -21.5 and -18.1 (Hamilton, 1994) and the test statistics we obtain are -49.5 and -30.55. Therefore, using this test we find clear evidence of cointegration.
Another way of looking at these relations is shown in Figure 3 , which plots global temperature, the fitted model, and the long-run equilibrium value due to radiative forcing. The gap between actual and potential temperature gives an idea of the committed warming -warming that will happen but has not happened yet -which would seem currently to be on the order of 1.5K -more than the warming from the mid 19 th century till today. In the early twentieth century there was a long period with few volcanic eruptions. According to the model the atmosphere remained below equilibrium temperature and heat was added consistently to the ocean. This could represent the end of the catch-up period after the Little Ice Age and the large volcanic eruptions in the 19 th century. Hansen et al. (1997) find evidence of a 0.5Wm -2 disequilibrium in 1979, which corresponds to around 0.6K in our model. The actual disequilibrium was 0.57K. This again validates our model.
In Figure 4 , I compare the extracted stochastic trend component to the upper ocean heat content observations from Levitus et al. (2000) . In the observational period the two series show similar cyclical behavior though the state variable is less noisy. In the last couple of decades the phase of the cycles aligns more and the state variable reproduces well the recent steep rise in heat content.
The cycles I estimate appear very similar to those simulated by Harvey and Kaufmann (2002) .
This simple model is insufficiently detailed to yet to reproduce any more detail in the ocean heat content series. In the first half of the twentieth century ocean heat content is rising steeply and monotonically due to the absence of volcanic eruptions and atmospheric disequilibrium as explained in the previous paragraph.
I also carried out the standard transient response experiment where carbon dioxide is increased by 1% per annum until doubling occurs at seventy years and then held constant thereafter (Cubasch et al., 2001) . At the time of doubling 48% of the final response had occurred -a 2.09K
warming. 98% of the final response was complete 160 years later. The response is shown in 
e. Simple Autoregressive Model
Here we estimate the model in (7) using nonlinear least squares. The results presented in Table 3 omit volcanic forcing. Including the latter forcing reduced the climate sensitivity to less than one degree Celsius. The R-Squared is 0.1789, which is lower than that of the multicointegration model. Parameter values and standard errors are not dissimilar either except that now the adjustment rate to disequilibrium between radiative forcing and atmospheric temperature is -0.40, which is the adjustment rate to disequilibrium between the state variable and atmospheric temperature in the multicointegration model. The climate sensitivity is lower is at 2.72K (but still high by the standards of time series models) and the 95% confidence interval from 2.36K to 4.05K does not include the point estimate from the multicointegration model. 
Discussion and Conclusions
The multicointegration model estimated above clearly represents a major advance on previous time series models of the global climate system. The model is validated by matching important features of the system derived from GCM simulations. A high climate sensitivity and a slow adjustment to forcing particularly distinguish the model. This confirmation of results derived from deterministic simulation models is strong evidence of anthropogenic warming and very bad news for policymakers.
Adding both the ocean component and volcanic forcing to previous time series models yielded these new results. Previous time series models found little effect of volcanic forcing, presumably because they could not convert the ephemeral forcing into a longer-term effect through interaction with the storage of heat in the ocean.
13
The model also demonstrates the potential for using partial time series observations for constraining models via the Kalman filter. This approach could be extended to the use of other incomplete and irregular time series. However, we found that using observations on heat storage in the upper 300m of the ocean only provided a better model fit than either the 1000m or 3000m
series. The results suggest that a multilayer ocean model is needed with the atmosphere in equilibrium with the upper ocean and the upper ocean transmitting heat to a deep ocean layer.
This study is the first to use the Kalman filter to estimate a multicointegration model.
Though the model presented here clearly needs various improvements and extensions, discussed above, this pilot study has shown that the multicointegration approach can yield interesting insights and more realistic behavior than traditional time series models. Perhaps this effort will inspire more applications of multicointegration in economics too.
Appendix: Data Sources for Temperature and Radiative Forcing
We have assembled annual time series data set for the period 1856 to 2000 for the variables described below.
Temperature
We use global mean annual temperature. These data have not been adjusted for ENSO. These data are available from (Jones et al., 1994) . The temperature series was downloaded from the University of East Anglia website.
Carbon Dioxide, Methane, Nitrous Oxide, CFCs
Data on trace gas concentrations based on atmospheric measurement and interpolation of ice core data is taken from Hansen et al. (1998) with updated data downloaded from the Goddard Institute for Space Sciences website. For carbon dioxide, methane, and nitrous oxide, formulae for converting concentrations to radiative forcing are from Ramaswamy et al. (2001) using the first line in Table 6 .2. For CFCs we include the radiative forcing due to ozone depletion. Kattenberg et al., (1996) give the following formulae:
CFC-11 0.22 y -0.0552 (3y) 1.7 CFC-12 0.28 z -0.0552 (2z) 1.7 where y and z are in parts per billion.
Anthropogenic Sulfate Aerosols
We use estimates of anthropogenic emissions of SOx rather than ice core records of tropospheric sulfate aerosol densities. The sources of the estimates are described in Stern (2003) . Radiative forcing is assumed to be -.3 (S t /S 1990 ) -0.8 ln(1 + S t / S 1990 ) / ln(1 + 28/S 1990 ) where S is in megatonnes (Kattenberg et al., 1996; Wigley and Raper, 1992; Harvey and Kaufmann, 2002) .
Using larger coefficients produced poor results. The emissions are modified to account for the increase in stack heights over time (Wigley and Raper, 1992) .
Volcanic Forcing
We use estimates prepared by L. Danny Harvey. See Harvey and Kaufmann (2002) for details.
Solar Activity
The effect of solar activity on the planetary heat balance is represented using the index of solar irradiance assembled by Lean (2000) and obtained from the Goddard Institute for Space Studies website. The formula for converting irradiance to radiative forcing is from Kattenberg et al. (1996) . 
E22J
State Variable
Observations
