The combination of Frozen Density Embedding Theory (FDET) and the Algebraic Diagrammatic Construction (ADC) scheme for the polarization propagator for describing environmental effects on electronically excited states is presented. Two different ways of interfacing and expressing the so-called embedding operator are introduced. The resulting excited states are compared with supermolecular calculations of the total system at the ADC(2) level of theory. Molecular test systems were chosen to investigate molecule-environment interactions of varying strength from dispersion interaction up to multiple hydrogen bonds. The overall difference between the supermolecular and the FDE-ADC calculations in excitation energies is lower than 0.09 eV (max) and 0.032 eV in average, which is well below the intrinsic error of the ADC(2) method itself. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Almost all chemical reactions occur in liquid phase and also almost all chemical properties are measured in condensed phases. In these cases, the investigated molecule interacts with its environment, leading to a change of its chemical properties. Electronically excited states, especially, can be strongly influenced by the environment. A large variety of molecules and solvents exhibit this effect of solvatochromism. 1 Hence, including the environment is crucial for comparable calculations and reliable predictions using quantum chemical methods. However, including all environment molecules in quantum chemical calculations exceeds nowadays computational limits. Different methods for considering the environment have been proposed, ranging from an implicit treatment as in polarizable continuum models (PCM) 2 to explicit models treating the environment at a molecular mechanics level of theory (QM/MM). 3 It is known that implicit approaches can only model dispersion and Coulombic interaction but may fail in describing specific solvent interactions, for instance hydrogen bonds. [4] [5] [6] In these cases, an explicit model for the environment is needed.
Density embedding methods 7, 8 constitute such an explicit model, and have received increasing attention in recent years (for the latest reviews see Refs. 9 and 10). Frozen-Density Embedding Theory (FDET) 7, 11 in particular provides a formal a) Electronic mail: stefan.prager@iwr.uni-heidelberg.de b) Electronic mail: alexander.zech@unige.ch c) Electronic mail: francesco.aquilante@gmail.com d) Electronic mail: dreuw@uni-heidelberg.de e) Electronic mail: tomasz.wesolowski@unige.ch framework in which the whole system is described by means of two independent quantities: the embedded wavefunction (interacting or not) and the density associated with the environment. The latter can in principle be taken from lower level quantum mechanical methods, statistical theories for ensembles, or even from experiment. While the original work used DFT [12] [13] [14] methods to describe the embedded species, also FDET variants based on wavefunction methods have been developed. 11, [15] [16] [17] Carter and collaborators were the first to combine the FDET embedding potential with wavefunction based methods in their approach in which the independent variables are the total density and the density of the embedded species. 8, 18 This combination is especially useful for the calculation of excited states where DFT methods have known limitations. [19] [20] [21] The embedding is accomplished by means of an embedding potential which depends on the density of the embedded species ρ A (⃗ r). In the canonical form of FDET, herein referred to as conventional FDET, an iterative scheme is applied to obtain a wavefunction which is selfconsistent with respect to the embedding potential. The iterative scheme requires reconstruction of the embedding potential with an updated density taken from the previous iteration and solving the many-body problem with the newly generated embedding potential. 16, 17, 22, 23 This circumstance makes high-level ab initio methods unfavorable. Furthermore, the ρ A -dependency of the embedding potential leads to nonorthogonal wavefunctions within conventional FDET. In order to overcome ρ A -dependency and reduce the computational cost of conventional FDET, an approximation is usually made in which the embedding potential is evaluated at some 
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The algebraic diagrammatic construction (ADC) for the polarization propagator is a robust and accurate method for the calculation of excited states. 29 Additionally, its mathematical structure is well suited to include external one-particle operators since it is based on a non-iterative ground state method, making it straight forward to include environmental models in ADC. ADC is size-consistent, Hermitian and systematically improvable. 30 So far, including environmental effects into an ADC calculation has been accomplished by means of a polarizable continuum model (PCM) 6, 31 and through QM/MM calculations. 32 In this article, we report a multiscale variant using FDET in combination with ADC. After giving a brief introduction to ADC and FDET in Sec. II, we outline the computational details in Sec. III. The results of our test calculations are presented in Sec. IV. A discussion and conclusion follow in Sec. V.
II. THEORETICAL METHODOLOGY

A. Algebraic diagrammatic construction scheme for the polarization propagator of second order (ADC(2))
A full derivation of the algebraic diagrammatic construction scheme for the polarization propagator (ADC) is given in the literature. 30, 33, 34 ADC can be derived using the intermediate state (IS) formalism. In this formalism, a complete set of orthonormalized intermediate states Ψ I is constructed by applying creation and annihilation operatorŝ
This leads to the corresponding Hermitian eigenvalue problem,
with X as the eigenvector matrix and Ω as the diagonal matrix of the eigenvalues which correspond to the exact excitation energies,
This eigenvalue problem can be solved by diagonalization of the ADC matrix M using typical iterative diagonalization schemes like the Davidson algorithm. 35 Since neither the exact ground state wavefunction nor the exact ground state energy are known, they are replaced by the correlated Møller-Plesset wavefunction and energy, respectively. Applying the IS formalism to 2nd order perturbation theory (MP(2)) generates the 2nd order ADC equations (ADC(2)).
B. Frozen density embedding theory (FDET)
This section will deal with the key features of Frozen Density Embedding Theory (FDET) with respect to wavefunction embedding, while a more detailed view on the FDET formalism used in this study is given in Refs. 11 and 28.
In FDET, the supersystem is divided into the embedded species (A) and the environment (B). Although FDET holds for all possible choices for ρ A and ρ B , the practical FDET based methods, which hinge on approximate density functional for the embedding potential, are designed for systems with non-covalently bound environments like systems amenable for QM/MM type of embedding methods. If charge transfer between subsystems cannot be excluded then modeling such should be made by means of neither FDET nor QM/MM type of methods. In this particular variant of FDET, a wavefunction is used to describe the electronic state of the embedded species while the electron density ρ B (⃗ r) is the descriptor for the environment. Thus, the total energy of the supersystem (AB) takes the form of a functional E EWF AB [Ψ A , ρ B ] depending on the embedded wavefunction (EWF) and the environment density. Stationary wavefunctions are determined through the Euler-Lagrange equation
where λ is the Lagrange multiplier referring to the normalization. While Eq. (5) holds rigorously for the electronic ground state, other than ground-state solutions can be associated with excited states on the basis of the Levy-Perdew theorem 36 as noticed by Khait and Hoffmann. 37 The total energy of the supersystem follows as
where the following terms arise from the interaction of the two subsystems:
The first three terms describe classical electrostatic interactions while E nad xc,T ρ A , ρ B comprises terms representing nonadditivity of the exchange-correlation and kinetic density functionals and a ρ A dependent functional ∆F M D ρ A (usually neglected in practice) depending on the form of the wavefunction used to solve Eq. (5). The non-additive energy bifunctional is generally defined as
The necessary condition for the stationary wavefunction to satisfy is the following Schrödinger-like equation:
wherev emb is the embedding operator describing the effects of the environment. This operator is determined uniquely by three charge densities (ρ A (⃗ r), ρ B (⃗ r), and that generated by the nuclei of the environment (equivalently represented by the electrostatic potential v B (⃗ r))). It is thus the functional of these three functions. It reads:
This potential is obtained as the functional derivative of the corresponding terms in the total energy functional with respect to ρ A (⃗ r).
In this study, a particular version of FDET is used where the non-additive energy functional E nad xc,T [ρ A , ρ B ] is approximated by a functional which is linear in ρ A (⃗ r). The approximation is constructed as a Taylor-expansion of the non-additive energy functional at a reference density ρ ref A (⃗ r) with the series being truncated after the linear term,
From here on, we will refer to this variant of FDET as linearized FDET. The expression for the total energy in linearized FDET is
The embedding potential obtained as functional derivative of the corresponding terms in the total energy functional given in Eq. (15) reads
The potential will be denoted as v
. Note that although both the potentials that are given in Eqs. (13) and (16) are functionals of three charge densities, the latter one does not depend on the electronic state of the embedded system.
Since the embedding potential is added to the 1-particle Hamiltonian, all electrostatic and part of the non-electrostatic interaction terms are already included when evaluating the expectation value of the Hamiltonian. In order to arrive at the same expression as Eq. (15), only constant, state-independent terms and the DFT energy of system B need to be added,
Therefore, the energy difference between two states I and J is evaluated as the difference of two self-consistent expressions for the total energy given in Eq. (15) and reads (for the full derivation see Zech et al.):
Benchmark calculations on linearized FDET show that this approximation yields only negligible errors in excitation energies compared to conventional FDET. Even in states with large differences in electron densities between ground and excited state as in charge-transfer states, the approximation is valid.
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III. COMPUTATIONAL METHODOLOGY
In general, the implementation of the FDE-ADC method used in this work consists of four separate steps: the individual calculations of the density matrices of A and B, the building of the embedding potential, and the final calculation applying the embedding potential on system A. In our implementation, the core system (A) is calculated with Q-Chem 38 using Møller-Plesset perturbation theory 39, 40 of second order (MP(2)) while the environment (B) is calculated either in Q-Chem or in Molcas 41, 42 using Hartree-Fock (HF) 43 or density-functionaltheory (DFT). [12] [13] [14] Both density matrices of A and B are used to construct the embedding potential within Molcas. The embedding potential subsequently serves as input for Q-Chem and is added to the 1-particle Hamiltonian used in the HF calculation,Õ
The orbitals and orbital energies obtained from the modified HF calculation include the influence of the environment and serve as input for a subsequent ADC(2) calculation. The resulting excited states are influenced by the environment by virtue of the modified orbitals and orbital energies. For applying this method, no modifications to the original ADC equations need to be made. Furthermore, the excitation energies are a direct result (cf. Eq. (18)), i.e., no further corrections have to be applied. The combination of these two steps, the HF calculation including the embedding potential and the following ADC(2) calculation, are further referred to as FDE-ADC(2) calculation. Currently, two different approaches are implemented to perform FDE-ADC calculations, which we call supermolecular expansion (SE) and reassembling of density matrix (RADM), which distinguish the different numerical procedures to perform the contraction of the required density matrices.
In SE, the calculations of both systems A and B and the final FDE-ADC(2) calculation are performed in the basis functions of A + B. Although this is not very efficient, it provides an easy way to analyze this method in detail as a proof of principle, since there is no basis-set superposition error (BSSE) included.
In our newly developed approach called RADM, the calculation of A is split. A is calculated in the monomer basis on MP(2) level of theory and additionally in the supermolecular basis on HF level of theory, obtaining two separate density matrices. A new density matrix in the basis of A and B is generated by adding the HF-to-MP(2) difference density matrix in the basis of A to the AA block of the HF density matrix in the basis of A + B. The embedding potential is preliminary calculated in the basis of A + B and truncated afterwards to the basis of A. This approximation can be made because the off-diagonal blocks AB and BA in the embedding potential matrix are almost zero and the BB block hardly contributes to A since the density of A is vanishingly small on the basis of B. The final FDE-ADC(2) calculation including the embedding potential, i.e., the computationally most demanding step, is performed in the basis of A only ( Fig. 1) .
For the FDE-ADC calculations, a development version of Q-Chem based on version 4.3 and a development version of Molcas based on version 8.0 have been used. Molecular pictures were captured using Avogadro 1.1.0. 44 Unless otherwise indicated, all calculations have been carried out at MP(2)/cc-pVDZ 45 and ADC(2)/cc-pVDZ level of theory for system A and HF/cc-pVDZ level of theory for system B.
IV. RESULTS
FDE-ADC(2) was tested for four different systems with various environments of different interaction strengths. In all benchmarks, the supersystem is optimized at MP(2)/ccpVDZ level of theory and the five lowest electronically excited states are calculated at ADC(2)/cc-pVDZ level of theory. Additionally, the five lowest excited states of the isolated system A were calculated at ADC(2)/cc-pVDZ level of theory without re-optimizing the geometry. In this way, the electronic interactions between the core system and environment can be analyzed directly without the influence of geometry changes due to environment interactions. The FDE-ADC(2) calculations were carried out using the same optimized geometries for system A and B as in the supersystem calculation. For all investigations, the singlet multiplicity and neutral charge were conserved. The test systems were chosen with respect to various kinds of system-environment interactions. Benzene with hydrogen fluoride (Sec. IV A 1) in two different orientations was chosen as a system with only weak dispersion interactions and polarization of an aromatic π-system. Benzaldehyde with two water molecules (Sec. IV A 2) forming a water dimer is an example for systems with a hydrogen bond between embedded species and environment in addition to a polarization of the π-system. The last system, uracil with five water molecules (Sec. IV A 3), shows the strongest interactions because all water molecules are involved in hydrogen bonds with the embedded species. Transitions involving the electron lone pairs are expected to be more strongly shifted than typical π  → π * states due to the environment interactions.
A. Results of FDE-ADC(2) using the supermolecular expansion
In the first test, the supermolecular expansion was used. This approach is the mathematically exact implementation of FDE-ADC without any further approximation and without restrictions to the basis set. Although no benefit in computational cost with respect to the supersystem calculation can be achieved, this serves as a benchmark for further approximate FDE-ADC approaches.
Benzene with one hydrogen fluoride molecule
As a first test system, a hydrogen fluoride molecule is placed apical to the benzene ring, almost along the C 6 -axis FIG. 1. Schematic representation of the reassembling of density matrix (RADM) method. In the upper line, the isolated system A is calculated and in the lower line, the isolated system B. In system A, the HF (grey) density matrix on the basis functions of A and B is combined with the HF/MP(2) (red) difference density matrix on the basis functions of A to build the RADM matrix. In combination, the embedding potential (yellow) is created and truncated to the elements in the basis of A. Finally, FDE-ADC(2) (blue) calculations are performed in the basis of A only. with the hydrogen pointing towards the benzene (Fig. 2 left) . The distance between the plane of the benzene ring and the hydrogen atom is 2.161 Å.
The frontier orbitals of benzene, i.e., the highest occupied molecular orbital (HOMO), HOMO-1, the lowest unoccupied molecular orbital (LUMO) and LUMO+1 are the typical π orbitals. The lower lying occupied orbitals (HOMO-2 and HOMO-3) show σ-character while the higher unoccupied orbitals (LUMO+2 and LUMO+3) can be described as Rydberg-orbitals. The analysis of the five lowest electronically excited states of isolated benzene shows four locally excited states characterized by π  → π * transitions and an energetically higher lying Rydberg state. The five lowest excited states and their character are given in Table I .
In the supermolecule calculations of benzene together with hydrogen fluoride, the energetic order of the frontier orbitals as well as the energetic order and the character of the excited states are changed due to the influence of the environment and as the fifth excited state a σ  → π * transition arises. The HOMO and HOMO-1 switch their energetic order but since they are almost degenerate, it has practically no influence. However, this change leads to a different orbital transition pattern in the characterization of the excited states. A HOMO  → LUMO transition in the isolated benzene corresponds now to a HOMO-1  → LUMO transition in the C 6 H 6 -HF supermolecular complex. The five lowest excited states are listed and characterized in Table I .
In the FDE-ADC calculation, the results of the supersystem calculation are nicely reproduced. The lowest four excited states are in almost perfect agreement with the calculation of the supersystem regarding excitation energies, oscillator strengths and orbital transitions. The 3rd excited state is marginally shifted to higher excitation energies instead of slightly lower excitation energies, as the supersystem calculation would infer. The 5th and 6th excited state changed the energetic order in FDE-ADC compared to the supersystem calculation because of the small energy difference between these excited states of only 0.02 eV (Table I ). For the sake of comparison, the S 6 is used and labeled as S 5 according to the energetic order of this specific state in the supersystem calculation.
The difference of the excitation energies and the oscillator strengths of the isolated system and the FDE-ADC calculation to the supersystem calculation is shown in Fig. 3 . With a maximum deviation of 0.03 eV in excitation energies for this system, the polarization of the π-system is reproduced almost quantitatively. 
. . . 14. In a second geometrical arrangement, the hydrogen fluoride is placed side-on and in plane with the benzene (Fig. 2 right) . The geometry of benzene is slightly distorted by the hydrogen fluoride and differs therefore marginally from the geometry used in the system above. The H benzene -F distance is 2.074 Å. However, the frontier orbitals are visually indistinguishable to the orbitals of the unperturbed benzene or the orbitals of benzene of the previous system due to the weak system-environment interaction. The five lowest
Calculating the supersystem, the frontier orbitals of benzene are almost identical to the frontier orbitals of the isolated benzene and only slightly distorted by the hydrogen fluoride. Only the LUMO+2, which is a Rydberg orbital in the case of the isolated benzene, is now localized on the hydrogen fluoride and the original Rydberg orbital located at the benzene is the LUMO+3. The excited states are more influenced by the hydrogen fluoride in plane with the benzene ring than perpendicular to it. The S 1 to S 4 states are still characterized as local π  → π * transitions on the benzene while the S 5 state is a mixed Rydberg state delocalized over benzene and hydrogen fluoride.
In the FDE-ADC calculation, a higher lying virtual Rydberg orbital is lowered and becomes the LUMO, but this orbital does not contribute to any local π  → π * transitions. Since the energy of the higher lying unoccupied virtual orbitals (LUMO+1 to LUMO+10) is practically identical to the supersystem calculation, the character of the excited states remains the same even if the number of the electron accepting orbital is increased by 1. The excited states S 3 and S 4 are, as in the supersystem calculation, degenerate. The excited states of the supersystem and the isolated benzene as well as the FDE-ADC calculations are characterized in detail in Table II .
The influence of the hydrogen fluoride molecule onto the benzene while it is located in-plane with the benzene-ring is reproduced almost exactly by the FDE-ADC calculations. The largest deviation in the excitation energies is lower than 0.02 eV for the Rydberg state and lower than 0.005 for the π  → π * transitions. The differences in the excitation energies and oscillator strengths between isolated benzene and the 
. . . . . . FDE-ADC calculation to the supersystem calculation are shown in Fig. 4 .
Benzaldehyde with two water molecules
Benzaldehyde is able to form hydrogen bonds with a polar protic solvent. Because of this ability to act as a hydrogen acceptor, it was chosen together with two water molecules as a model system (Fig. 5) . Because of the hydrogen bond within the water dimer, the strength of the hydrogen bond from the water dimer to benzaldehyde is increased. The frontier orbitals of isolated benzaldehyde optimized as supersystem are characterized as follows: HOMO-3: π, HOMO-2: n, HOMO-1: π, HOMO: π, LUMO: π * , LUMO+1: π * , LUMO+2: Rydberg, LUMO+3: Rydberg, LUMO+4: π * . Analysis of the five energetically lowest electronically excited states shows two states with n  → π * character (S 1 and S 4 ) and 3 π  → π * transitions. A detailed characterization is given in Table III. Going to the supersystem, the frontier orbitals are hardly changed but the HOMO and HOMO-1 change their energetic order. Since these two orbitals are almost degenerate it can be considered as negligible. However, this change has to be considered in the characterization of the excited states. In contrast, the excited states are influenced significantly by the water environment. As expected, the hydrogen-bonded water molecule stabilizes the n-orbitals leading to a large increase TABLE III. Excitation energies, oscillator strengths, and orbital transitions for the five energetically lowest electronically excited singlet states of isolated benzaldehyde, the supersystem benzaldehyde with a hydrogen-bonded water dimer, and the FDE-ADC calculations in the supermolecular expansion of benzaldehyde (A) and the water dimer (B).
Excitation energies (eV)
Oscillator strengths Orb. trans. 
of the excitation energies of the corresponding n  → π * states. Simultaneously, the excitation energies of the π  → π * states are reduced. However, the energetic order and the character of the states are not changed by the environment (Table III) .
In the FDE-ADC calculation, the interactions of the hydrogen bonds are simulated almost quantitatively. The degeneracy of the HOMO and HOMO-1 is retained and also the n-orbitals are correctly described. The excited states in the FDE-ADC calculation show the same influence of the environment on the n  → π * as well as on the π  → π * states as seen in the supersystem calculation. The full characterization is given in Table III .
In this example, the largest deviation in the excitation energies is lower than 0.01 eV for the n  → π * states and lower than 0.05 eV for the π  → π * transitions. Especially the reproduction of the influence of the hydrogen bonds on the excited states is remarkable, since hydrogen bonds have larger orbital interactions compared to dispersion interaction or polarization. The difference in excitation energies and oscillator strengths of the isolated benzaldehyde and the FDE-ADC(2) calculation to the supersystem calculation are summarized in Fig. 6 .
Additionally, the benzaldehyde system was used as an example system for testing the basis set dependence of FDE-ADC(2). The same calculations as described above have been carried out using the cc-pVTZ basis set. Generally, the excitation energies are lowered due to the larger basis set. This is observed consistently in the supersystem calculation as well as in the FDE-ADC calculation. Both in the supersystem calculation and the FDE-ADC calculation, the S 4 and S 5 state change their energetic order with respect to the isolated benzaldehyde. This change is reproduced very nicely in the FDE approach (see Table IV ).
Calculating the difference of the deviation in excitation energies obtained with FDE-ADC and the supersystem 
with Ω as the excitation energy exhibits an error smaller than 0.008 eV in all investigated electronically excited states. Hence, the deviation of FDE-ADC(2) from the supersystem calculation does not vary with the larger basis set. It occurs that the error of the FDE-ADC(2) method compared to the supersystem calculation is largely independent of the basis set size. Certainly, the results of the ADC(2) and FDE-ADC (2) calculations in general are affected using a larger basis set.
Uracil with five water molecules
Uracil was chosen as a test system, because it has an aromatic π system and in addition two hydrogen bond donors (B and D in Fig. 7 ) and two oxygen atoms as hydrogen bond acceptors (A and C), thus providing a large variety of environment interactions. However, uracil has also a moderate FIG. 7 . Geometrical arrangement of the supersystem of uracil and five water molecules.
size to allow benchmark calculations of the supersystem in reasonable time. The geometrical arrangement of the supersystem is shown in Fig. 7 .
The frontier orbitals of uracil, optimized in the supersystem, show π character for the HOMO-1 and HOMO, while the HOMO-2 and HOMO-3 are n-orbitals and localized mainly at the oxygen atom O A and O C , respectively. The LUMO and LUMO+2 exhibit π * character, the LUMO+1 is a Rydberg orbital. Analyzing the five lowest electronically excited states of the isolated uracil, optimized in the supersystem structure, n  → π * transitions are observed as the S 1 , S 3 and S 5 states. The S 2 and S 4 states are local π  → π * transitions. The detailed characterization of the five lowest excited states is given in Table V. In the supersystem structure, the water molecules interact strongly with the uracil forming hydrogen bonds. Two water molecules act as hydrogen bond donors for the O A , one as an acceptor for N B , forming a hydrogen bond chain over one of the previously mentioned water molecules to O A . Another hydrogen bond chain is formed from N D over two water molecules to O C . These hydrogen bonds will influence the n-orbitals and hence also the n  → π * excitations but will do so differently for each state since the interaction is more pronounced at the O A than at the O C . The rest of the frontier orbitals are qualitatively unchanged except for the LUMO+1 and LUMO+2, which change their energetic order. Analyzing the five lowest electronically excited states of the supersystem, the excitation energy of the S 1 state is, as expected, largely increased due to the stabilizing effects of the environment on the n-orbitals. Accordingly, the influence on the two other n  → π * transitions is weaker but still significant. However, some orbitals delocalized over uracil and one or more water molecules contribute only slightly to the excitation. A detailed description of the excited states is given in Table V. In the FDE-ADC calculations, the uracil was considered as system A while all 5 water molecules are used as the environment B. As in the supersystem calculation, the energetic order of the LUMO+1 and LUMO+2 is changed compared to the isolated uracil calculation. The remaining frontier orbitals are essentially identical to the orbitals of isolated uracil, but higher lying virtual orbitals are largely distorted accounting for the effect of the environment. The results of the FDE-ADC calculations are in very good agreement with the supersystem benchmark. The largest shift in excitation energy (S 1 ) and the largest shift in oscillator strength (S 4 ) are well reproduced. Also, the different influence of the hydrogen bonds on the excited states is included in the FDE-ADC calculation. The characterization of the excited states is given in Table V. For this system, the largest error is 0.09 eV for the excitation energies and 0.02 for the oscillator strength, which is slightly higher than in the previous systems. Still, considering the strong interaction between uracil and the water environment, this error is acceptable for this approximate treatment of the environment. The slightly larger error arises because some orbitals, localized on the water molecules of the environment, contribute slightly to the excitations in the supersystem but are not considered in the FDE-ADC calculation. Comparison of the FDE-ADC calculation and the isolated uracil calculation to the supersystem is presented in Fig. 8 . TABLE V. Excitation energies, oscillator strengths, and orbital transitions for the five energetically lowest electronically excited singlet states of isolated uracil, the supersystem uracil with five hydrogen-bonded water molecules, and the FDE-ADC calculations in the supermolecular expansion of uracil (A) and the five water molecules (B).
Excitation energies (eV)
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B. Results of FDE-ADC(2) using the reassembling of density matrix approach
In this chapter, the newly developed reassembling of density matrix (RADM) approach was used within the FDE-ADC calculations. Using RADM, the density matrix for the FDE-ADC(2) calculation is conducted within the basis functions of A only leading to a substantial decrease of the computational costs. The neglect of the embedding potential on the basis functions on B induces, however, an additional error, which is also discussed in this section.
As in the previous chapters, the FDE-ADC calculation is tested against the supersystem calculation and the isolated system A. The systems benzene with one hydrogen fluoride side-on, benzaldehyde with two water molecules and uracil with five water molecules were chosen as test systems.
Benzene with one hydrogen fluoride molecule side-on
The FDE-ADC calculations on benzene with one hydrogen fluoride show almost identical orbitals compared to the isolated benzene. Only the LUMO+2 Rydberg orbital shows a distorted surface in the region pointing towards the hydogenfluoride molecule. In contrast to using the supermolecular expansion for FDE-ADC (SE-FDE-ADC) no higher lying virtual orbital is lowered to become the LUMO. HOMO-1, HOMO, LUMO and LUMO+1 exhibit π and π * -character, respectively. The character of the five lowest electronically excited states is the same as in the supersystem calculation. The S 1 to S 4 are local π  → π * transitions, the S 5 is a Rydberg state. As in the supersystem, the S 3 and S 4 states are degenerate. In this case, the state corresponding to the S 4 of the supersystem calculation shows a slightly lower excitation energy and becomes the S 3 state (Table VI) .
Using RADM, the excited states are in very good agreement with the supersystem calculation and almost identical to the SE-results. The differences of RADM-FDE-ADC to the supersystem are below 0.006 eV for the local π  → π * transitions and below 0.03 eV for the Rydberg state. In comparison to the SE-FDE-ADC(2) results, the error of the RADM approximation alone is smaller than 0.04 eV for the excitation energy of the Rydberg state and almost zero (0.0001 eV) for the local π  → π * excitation energies. In summary, the differences of SE-FDE-ADC, RADM-FDE-ADC and the isolated benzene calculations to the supersystem calculation are collected in Fig. 9 .
Benzaldehyde with two water molecules
Analogous to the SE calculations, benzaldehyde was used as system A. The orbitals obtained in the RADM-FDE-ADC calculation are very similar to the orbitals of the isolated benzaldehyde and only slightly distorted. The frontier orbitals HOMO-1 to LUMO+1 and LUMO+4 show π and π * -symmetry, respectively. The HOMO-2 is an n-orbital localized at the oxygen and the LUMO+2 and LUMO+3 are TABLE VI. Excitation energies, oscillator strengths, and orbital transitions for the FDE-ADC calculation using the RADM approach for benzene as system A and one hydrogen fluoride molecule in plane as system B.
Excitation energies (eV)
Oscillator strengths Orb. trans. Rydberg orbitals. The five lowest electronically excited states are closely related to the excited states of the supersystem exhibiting a local π  → π * transition in the excited states S 2 , S 3 , and S 5 and an n  → π * transition in the excited states S 1 and S 4 .
Also for this test, the agreement of the RADM-FDE-ADC calculation with the supersystem calculation is very good, but shows, as expected, slightly larger differences than the SE calculation. The difference in the excitation energies compared to the supersystem calculation is below 0.08 eV for the calculated excited states. The error induced by the RADM approximation alone compared to the SE-FDE-ADC(2) results is smaller than 0.04 eV in excitation energies. A graphical comparison is presented in Fig. 10 .
Additionally, this system was benchmarked using the diffuse basis set aug-cc-pVDZ in combination with the RADM-FDE-ADC(2) method. Diffuse basis functions can better describe the peripheral regions of the systems, in which the densities overlap. This results in a better description of the embedding potential and therefore in even smaller errors in excitation energies. Since diffuse basis functions are included, the orbitals as well as the orbital transitions of the excited states differ both for the supersystem calculation and TABLE VII. Excitation energies, oscillator strengths and orbital transitions for the FDE-ADC calculation in the RADM approach using benzaldehyde as system A and two water molecules as system B.
20.4 
a Referenced to the supersystem calculation. b Referenced to the SE-FDE-ADC(2) calculation. 
Uracil with five water molecules
In the strongly interacting system of uracil with five water molecules, the orbitals are hardly perturbed using RADM-FDE-ADC. HOMO-2 and HOMO-3 exhibit n-type symmetry while the frontier orbitals from HOMO-1 to LUMO+1 are π and π * type orbitals, respectively. The five energetically lowest excited states are investigated. Their character is conserved compared to the supersystem calculation. Local π  → π * transitions can be observed in the S 2 and S 4 while the remaining excited states show n  → π * transition character. (See Table IX.) As in the SE-FDE-ADC calculation, the difference to the supersystem calculation is slightly larger than in the previous examples due to the neglected contributions localized on the environment, i.e., the five water molecules. The largest difference in excitation energies is about 0.1 eV. The error induced by the RADM approximation alone compared to the SE-FDE-ADC(2) results is smaller than 0.07 eV in excitation energies. Considering the large shift of the excitation energies with up to 0.7 eV due to the environment, this difference is in excellent agreement with the reference calculation (Fig. 11) .
For this system, the computation time was also investigated. The calculation of the supersystem takes about 73 h CPU time on one core keeping all data for the ADC calculation in memory (Intel Xeon E7-4870v2 2.3 GHz, software compiled using Intel C++ and Fortran compilers 46 v15.0 in combination with the MKL library 47 ). In contrast, the complete FDE-ADC calculations using the RADM approach which consist of the MP(2) calculation on system A in the basis functions of A, the HF calculation of system A in the basis functions of A and B, the HF calculation of system TABLE IX. Excitation energies, oscillator strengths, and orbital transitions for the FDE-ADC calculation using the RADM approach for uracil as system A and five water molecules as system B.
Excitation energies (eV)
Oscillator strengths Orb. trans. A comparison of the computational time is shown in Fig. 12 . The size of the environment is successively increased from 1 to 5 water molecules. The computational cost of the supersystem calculation increases dramatically already for a small environment due to the scaling of ADC (2) . Hence, the computational cost is dominated by the calculation of the embedded species for a small environment. Of course, this trend holds only for environments up to the same size as system A. The calculation of the environment scales formally with O(N 3 ), which will become the most time-consuming step for large environments (e.g., more than 100 water molecules). But for such large systems, a full ADC calculation is no longer feasible.
V. DISCUSSION AND CONCLUSION
In this work we have introduced a wavefunction embedding approach based on the combination of ADC and linearized FDET. Three molecular model systems were studied using two different FDE-ADC techniques in which the environment consisted of up to five water molecules.
In the case of the supermolecular expansion (SE-FDE-ADC), we also tested different spatial arrangements and analyzed the basis set dependence. Although polarization of the environment is neglected when using a frozen density, the results from this study show that FDE-ADC is accurate enough to be employed in practical calculations for larger systems. Even large effects on the excited state due to strong interactions with the environment were described correctly. Also large changes in oscillator strength due to the effect of the environment were reproduced with satisfactory accuracy by both FDE-ADC methods. The error of FDE-ADC is larger when orbitals of the environment contribute to the excitation. This cannot be captured by FDET. In these cases, the influence of the environment can both be overor underestimated depending on the effect of the missing environmental orbital.
While SE-FDE-ADC yields excitation energies very close to the supersystem results (MAE = 0.025 eV), it provides no computational advantage over an ADC calculation of the supersystem. On the other hand, SE-FDE-ADC is well suited for an analysis of the FDE-ADC method since apart from linearization of the non-additive energy functional E nad xc,T [ρ A , ρ B ] no further approximations are introduced.
With the second variant, RADM, it is possible to approach a system size of practical relevance due to the truncation of the embedding potential to the basis functions of system A. Although accompanied by the introduction of new approximations, the RADM variant performs comparably well (MAE = 0.040 eV). Computation of the reassembled density matrix requires an additional Hartree-Fock calculation of the supersystem and therefore increases the scaling by the term O(N 3 A+B ). Using the current implementation, also investigations of chromophores in solution at FDE-ADC(3) level of theory should be feasible using the existing ADC(3) implementation in Q-Chem. 48 Also, state-of-the-art tools for systematic analysis of electronic excitations can be combined with the FDE-ADC approach for a detailed investigation of the influence of the environment on the character of excited states. 49, 50 Note that the evaluation of the total energy was not needed in the present work because of the relation for the excitation energy given in Eq. (18) holding for linearized FDET. Also, the evaluation of the total energy (see Eq. (15)) involves not only expectation values of some quantum operators but also explicit integration over the real space.
A future implementation of FDE-ADC should include the so called Monomer Expansion (ME). In this approach, the calculation of the subsystem involves only the respective basis functions of one system, which reduces the computational cost even further without inducing an error due to a truncation as in the RADM approach.
In total, the FDE-ADC method is a promising approach for considering environmental effects on electronically excited states. The error of this method is lower than the intrinsic error of the used ADC method and using the RADM approximation explicit treatment of extended environments is already feasible. In further studies, charge-transfer complexes are going to be investigated in polar solvents using the RADM-FDE-ADC method.
