Abstract: We present a new, amplitude model-independent method to measure the CP violation parameter γ in B − → DK − and related decays. Information on charm interference parameters, usually obtained from charm threshold data, is obtained from charm mixing. By splitting the phase space of the D meson decay into several bins, enough information can be gained to measure γ without input from the charm threshold. We demonstrate the feasibility of this approach with a simulation study of
We compare the performance of our novel approach to that of a previously proposed binned analysis which uses charm interference parameters obtained from threshold data. While both methods provide useful constraints, the combination of the two by far outperforms either of them applied on their own. Such an analysis would provide a highly competitive measurement of γ. Our simulation studies indicate, subject to assumptions about data yields and the amplitude structure of D 0 → K + π − π + π − , a statistical uncertainty on γ of ∼ 13
• with existing data and ∼ 4
• for the LHCb-upgrade.
Introduction
The measurement of γ from B − → DK − , D → f [1] [2] [3] [4] [5] [6] (where f represents a multibody final state accessible to both D 0 and D 0 ) depends on the correct description of the interference between the D 0 → f and D 0 → f decay amplitudes. 1 This can be obtained from an amplitude model of the D decay. However, this model dependence can lead to significant systematic uncertainties. Alternative model-independent methods use experimental input [7, 8] to remove this source of systematic uncertainty. This input can be summarised in the complex interference parameter Z f = R are the coherence factor and average strong phase-difference introduced in [7] . Z f can be measured exploiting quantum-correlated DD pairs available at experiments operating at the charm threshold, like CLEO-c or BES III [7] [8] [9] [10] [11] [12] [13] [14] .
We found previously that input from charm mixing, when combined with constraints from threshold data, can substantially reduce the uncertainty on Z f [15] . In this letter we present a new method for an amplitude model-independent measurement of γ based on charm input from mixing that, by dividing the D decay's phase space into multiple bins, extracts sufficient information to perform a model independent measurement of γ without input from charm threshold results. We verify the feasibility of this method using simulated data. We also study the performance of a binned analysis with charm input from the charm threshold, rather than mixing, as proposed in [7] . While both methods provide interesting constraints on γ and related parameters, we find that a combined approach far outperforms each method individually. Applied to B − → DK − , D → K − π + π − π + , a substantially better precision on γ and related parameters can be achieved than with previously considered methods for this decay mode, potentially making this one of the most precise individual measurements.
This letter is organised as follows: Based on the formalism described in [15] we show in Sec. 2 that, when the D decay's phase space is divided into multiple bins, it is possible to extract γ from a simultaneous analysis of B ∓ → DK ∓ and D-mixing without input from charm threshold data. In Sec. 3.2 we discuss how to divide the five-dimensional phase space of D → K − π + π − π + into bins in a way that optimises the sensitivity to γ. In Sec. 4 we present the results of a simulation study for the decay mode B − → DK − , D → K − π + π − π + , using sample sizes corresponding to our estimates of plausible current and future LHCb event yields. We estimate the precision on γ and related parameters for various data taking scenarios and approaches, with and without input from the charm threshold. The key results of the simulation study are summarised in Sec. 4.8 (Tab. 2) . In Sec. 5, we conclude. 
Formalism 2.1 Phase-space integrated amplitudes and interference parameter
The measurement of γ from B − → DK − [1] [2] [3] [4] [5] [6] [7] [8] and the method for extracting Z f from mixing introduced in [15] both exploit the interference of D 0 and D 0 decay amplitudes to the same final state f p , f p |Ĥ|D 0 and f p |Ĥ|D 0 . The subscript p = (p 1 , . . . , p n ) identifies a point in n dimensional phase space, with n = 3N f − 7 for a final state f with a particle content of N f pseudoscalars.Ĥ is the interaction Hamiltonian relevant for the decay. It is useful to define the magnitude of the ratio of these amplitudes, r p , and their phase difference δ p , at phase-space point p, through
The decay rates integrated over regions or bins of phase space, which we label with Ω, can be expressed in terms of the real, positive quantities
D mixing, time-dependent decay rates
For simplicity, we assume CP conservation in the neutral D system, which has been shown to be a valid assumption to a frustrating degree of accuracy [19, 20] . The general case is described for example in [15] . We use the following convention for the definition of the CP even and odd D eigenstates, D + and D − :
which have masses M ± and widths Γ ± . We also define the mean lifetime Γ and the usual dimensionless mixing parameters x and y:
The mixing parameters x and y are both small, approximately half a percent [19] [20] [21] [22] [23] [24] [25] [26] . The above definitions imply CP |D 0 = +|D 0 . An alternative choice would be 
Such decays have the advantage that for the suppressed, "wrong sign" (WS) decay, the mixing-induced amplitude A(D 0 → D 0 → f ) and the direct amplitude A(D 0 → f ) are of comparable magnitude, leading to large interference effects, and high sensitivity to Z f . On the other hand, the "right sign" (RS) decay D 0 →f is completely dominated by the CF amplitude, with negligible interference effects, and thus provides an excellent normalisation mode. For this case
where A Ω , B Ω are defined in Eq. 2.2; the superscripts are added for clarity. The time dependent rates for a D meson that was a D 0 or a D 0 at time t 0 = 0, to decay to a final state f within the phase-space volume Ω at proper time t are given, up to third order in the small parameters x, y and r D,Ω , by
for the WS rate, and
for the RS rate, with corresponding expressions for the CP conjugate modes. Many detector effects cancel in the ratio of WS to RS decays, given by
The decay B − → DK − , and related decays, provide a particularly clean way of measuring the CKM phase γ. The details of the analysis depend considerably on the final state f of the subsequent D decay, which must be accessible to both D 0 and D 0 [1] [2] [3] [4] [5] [6] . The sensitivity to γ arises from the interference of the decay amplitudes with the intermediary states D 0 K − and D 0 K − , which we express as:
where F denotes colour and CKM favoured amplitudes, while S denotes colour and CKM suppressed amplitudes. The ratios of the suppressed to favoured amplitudes are given by
where r B is the magnitude of those ratios, while δ B and ∓γ are their strong and weak phase differences respectively. Because r B is small (∼ 0.1 [27, 28] ), the interference effects and thus the sensitivity to γ in B − → DK − , D → f , are enhanced if a final state is chosen such that D 0 → f is doubly Cabibbo suppressed, while D 0 → f is Cabibbo favoured [3] , at the cost of an overall low decay rate. The time and phase space integrated decay rate for these suppressed B ∓ decays is given by
The corresponding favoured decay B − → DK − , D → f is completely dominated by the favoured decay amplitude with negligible interference effects and negligible sensitivity to γ, and has a much larger branching fraction. It therefore provides an ideal normalisation or control mode. Its time and phase-space integrated rate is given by:
The ratios of the favoured and suppressed rates are given by
These can also be expressed in terms of the Cartesian coordinates
using the relations
Effects due to D 0 -D 0 mixing have been ignored in the expressions for the B ∓ → DK ∓ , D → f (f ) decay rates, which is justified given the expected statistical precision. These effects can be included if required [29] .
Parameter counting using ratios
Taking Γ D , x, and y from external inputs, Eqs. To extract all unknown parameters from the data therefore requires 4N ≥ 3N + 3 ⇔ N ≥ 3. If instead we wish to measure x ± , y ± , we need N ≥ 4.
Parameter counting using rates
Taking again Γ D , x, and y from external inputs, Eqs. Hence, to extract all of these parameters, we require 6N ≥ 4N + 4 ⇔ N ≥ 2. A fit to extract x ± , y ± requires N ≥ 3. 
Multiple solutions
As described in [15] , the charm mixing input constrains each Z 
. Because α depends only on the charm mixing parameters (with tan α = x/y) it is the same for all phase-space bins. It is easy to show that, as a consequence of this relationship, the system of equations remains invariant under the following operation:
There is also the more obvious invariance under the simultaneous shift by π of δ B and 21) leading to an overall four-fold ambiguity in γ and δ B . In Sec. 4.6 we show how external input from the charm threshold [9, 14] can be used to reduce this to a 2-fold ambiguity.
3 Amplitude models and binning
Amplitude model
Up to this point, the discussion has not been specific to any particular final state of the D decay. For the remainder of this letter, we will require a specific amplitude model to test the binning method (Sec. 3.2) and perform simulation studies (Sec. 4). We will concentrate on the case where the D meson decays to
decay is based on that found by the MARK III experiment [30] . There is currently no model available for the DCS decay
Any experiment in a position to use the method described here would have sufficient DCS decays to obtain such a model. For the purpose this study, we have created a series of plausible DCS models by randomly varying the magnitudes and phases of the amplitude components of MARK III's CF model. Amongst these we select a representative sample of 100 DCS models that give, together with the MARK III model for the CF decay, global complex coherence parameters Z K3π distributed approximately according to the CLEO-c measurement [14] . Most studies are based on our default model, which we chose based on its Z K3π value of 0.26 + i0.24 = 0.36e
matches the central value measured in [14] .
Model-informed binning
The model-independent method for measuring γ described in Sec. 2 relies on dividing the D 0 → f phase space, which is five dimensional for
In principle, any binning will work, for example the rectangular five dimensional binning used in [31] . However, to optimise the sensitivity of our approach, we follow the ideas for a model-informed binning described in [16, 32] . Because Z f Ω is a factor in all γ sensitive terms, the sensitivity to γ increases with larger values of |Z f Ω | in each bin. A strategy that ensures large |Z f Ω | is to split phase space into bins of similar phase difference δ p . We use an amplitude model to assign a value of δ p to each event. The optimised binning is then achieved by splitting the one-dimensional δ p distribution into continuous intervals, each of which constitutes one bin (which could in principle be discontinuous in 5-dimensional phase space). We choose the size of the intervals such that there is a similar number of suppressed B ∓ → DK ∓ events in each bin. A wrong model would result in a sub-optimal binning, resulting in smaller, but still modelindependently measured, |Z f Ω | in each bin. While this would reduce the sensitivity, which would be evident from the statistical uncertainty estimated from the fit, it would not introduce a model-dependent bias. Figure 2 shows the binned Z 
0 f p |Ĥ|D 0 * for the events in the bin they have been assigned to (which includes events beyond the plot boundaries). The model-independent method proposed above does of course not require the knowledge of
, this information is only used for this illustration. The Z which shows the average |Z K3π Ω | as a function of the number of bins for the case where the binning is based on a perfect model, and for the case where the model used for binning is randomised as described above. The study shows that even a rather "bad" model provides typical binned coherence factors that are substantially larger than the global coherence factor.
Simulation studies
In order to demonstrate the validity of our method, and to evaluate its sensitivity, we perform fits to simulated data.
Simulated data samples
The data are generated according to the CF amplitude model based on the MARK III analysis of
we choose from the large number of models we generated (see Sec. 3.2) the one that, when combined with the CF model, reproduces best the measured value of Z K3π [14] Table 1 . Event yields assumed in the simulation studies, based on reported event yields for 1 fb −1 at LHCb [31, 33] . The fraction of WS events in D * ± → D(K3 π)π ± depends on the input variables; typically it is 3.8%.
as our default model. We also consider other DCS models to evaluate the stability of our results. We study three scenarios with different event yields, based on plausible extrapolations of the yields reported for 1 fb −1 at LHCb [31, 33] : "LHCb run I", where we extrapolate event yields to LHCb's already recorded 3 fb −1 ; "LHCb run II" -plausible event yields at the end of the next LHC data taking period with approximately twice the collision energy; and "LHCb upgrade", estimated event yields for the LHCb upgrade. We take into account the increase in the heavy flavour cross section at higher collision energies, and the expected improvement in trigger efficiency at the LHCb upgrade [34] . The sample sizes we use in our simulation studies, are given in Tab. 1. These extrapolations have of course large uncertainties.
We take into account the time-dependent detection efficiency that is typical for hadronic heavy flavour decays at LHCb, where the trigger is based on detecting displaced vertices, disfavouring small decay times. We use the same efficiency function as in [15] . We ignore all other detector effects and backgrounds -given the clean data samples at LHCb even for the suppressed B ± → D(K3 π)K ± modes [33] , this is a reasonable simplification for the purpose of these feasibility studies. Simulated data are generated with the following parameter values: γ = 69. 
Fit method and parametrisation
Our default approach is to perform a simultaneous χ 2 fit to the decay rates Eqs. 2.8, 2.9, 2.13, 2.13 and 2.15 in terms of the fit parameters r D,Ω , ReZ
As a cross check, we also performed binned likelihood fits and found that they lead to equivalent results, but take longer to converge.
As long as all phase space bins are well populated, we find that the fit results are not crucially dependent on the number of bins. In our default scenario we divide phase space into 4 bins for Run I, 6 bins for Run II and 8 bins for the upgrade.
We allow the charm mixing parameters x and y to vary in the fit, but constrain their value with a two-dimensional Gaussian constraint to their world-average using, for the LHCb Run I scenario [35] :
where ρ xy is the correlation coefficient between x and y. We expect substantial improvements on this measurement from LHCb, its upgrade, and BELLE-II in the future. Lacking detailed forecasts, for the purpose of this study, we assume that the uncertainties on x and y scale with the inverse square-root of LHCb event yields of the relevant data taking scenario, while the correlation coefficient remains constant. We fix the well-measured average D lifetime to τ D = 1/Γ D = 410.1 fs [36] . While the default approach is to fit the decay rates, in an experimental measurement it may be favourable to fit the decay rate ratios Eqs. 2.10, 2.16 and 2.17. In this case we loose sensitivity to the parameters B Ω and F. Using both fit methods on the same simulated dataset, we find that both approaches give the same results on the parameters they share. In Sec. 4 .6 we will demonstrate how fitting the rates, as opposed to the ratios, allows us to add additional constraints to the fit.
Algorithms
In order to cope with the various local χ 2 minima that are present in addition to the four global minima, we use a two-stage fitting process. The first step is a fit with the GENEVA [37] package which is specifically designed to deal with multiple minima. We use GENEVA's parameter estimates as input to MINUIT [38] and perform a second fit to refine the parameter estimate. To further reduce the risk of converging on false minima, we repeat this process 75 times with many randomly chosen starting values for all fit parameters. Finally, we choose the fit result that gives the smallest χ 2 as our central value. In order to avoid unphysical values of Z f Ω , which also can lead to further secondary minima, we add for each volume Ω a term that increases the χ 2 if Z f Ω leaves the physical region:
4.4 Confidence regions in γ, δ B , r B and x ± , y ±
We construct confidence regions in the parameters of interest based on the χ 2 difference, ∆χ 2 , of the fit where the relevant parameters are fixed to the values to be probed, relative to the χ 2 of the best fit result when all parameters float. With σ ≡ ∆χ 2 , the Figure 5 . CL scans for simulated data generated with the default model, but binned based on the randomised model described in Sec. 3.2 (same format as in Fig. 4 ).
those with a smaller χ 2 is approximately
justifying the interpretation of σ in terms of Gaussian confidence levels. Equation 4.3 also defines the p-value, used in Sec. 4.7. We tested the applicability of Eq. 4.3 to our fit in extensive simulation studies. We observe good coverage for the default amplitude model and the vast majority of other amplitude models, for all three data taking scenarios. Amongst the large number of amplitude models we consider, there are however some where we find significant deviations from exact coverage (mostly overcoverage), suggesting that these studies ought to be repeated once an amplitude model has been obtained from data. Figure 4 shows 2-dimensional scans in terms of 1, 2, 3σ confidence regions for γ vs δ, γ vs r B , and y ± vs x ± for each of the three data taking scenarios. The results show that the precision on x − , y − (or δ − γ) is much better than that on x + , y + (or δ + γ). We found this behaviour in many of the D amplitude models we studied (see Fig. 6 ), and that it appears to depend predominantly on the values for δ B , and γ.
Using the wrong model
To study the impact of an imperfect binning, we repeated the sensitivity study using the imperfect binning discussed in Sec. 3.2, and applied it to our default Run II scenario.
Comparing the results, shown in Fig. 5 , to those in Fig. 4 shows that the imperfect binning results in a visible reduction in sensitivity especially at the 3σ level, but it does not lead to a catastrophic deterioration of the fit, which retains a similar precision at the 1σ level. 
Studies with other models
To study the dependence of our results on the particular amplitude model for the DCS
we repeated the studies with a variety of amplitude models. CL scans in the γ-δ B plane for three examples, for the LHCb run II data taking scenario, are shown in Fig. 6 . The first column shows an artificial "ideal" model, set up to have bins with evenly distributed δ f Ω , and |Z f Ω | = 1, B Ω = 1, A Ω = r Df for all Ω; this also implies |Z f | = 0. The second and third column show models taken from the set of randomly generated models; one where |Z K3π | is smaller than CLEO-c's central value, and another where it is larger. The results illustrate a general tendency we observe, which is that the fit results improve for models with a fairly even spread of δ p , while clustering of δ p , a feature typical for models with large |Z K3π |, leads to reduced sensitivity. Figure 7 . Constraints on r B , δ B , γ, x − , y − obtained using the phase-space integrated approach proposed in [7] , with additional constraints from mixing [15] . In contrast to all other results shown in this letter, neither D mixing nor B ∓ → DK ∓ data are separated into multiple phase space bins. The study uses global constraints on Z K3π extrapolated to BES III statistics [14] , and the LHCb run II data scenario.
Additional input from the charm threshold
We consider two ways of incorporating additional information from the charm threshold. One is to incorporate constraints on the global coherence factor Z f . Such constraints are already available for
+ and a few other decay modes, based on CLEO-c data [9, 13, 14] , and could significantly improve with input from BES III, who have collected 3.5 times as much integrated luminosity at the charm threshold. These constraints can be added either to a phase-space integrated analysis of D mixing and B ∓ → DK ∓ as proposed in [15] or to the binned analysis introduced here. Alternatively, charm threshold data can be analysed in the same phase space bins as B ∓ → DK ∓ and charm mixing. This, as we will show below, will add additional information that substantially improves the measurement. Below we discuss each method in turn.
Phase-space integrated analysis with input from the charm threshold
In contrast to all other results presented in this letter, for this analysis, neither the charm mixing data, nor the B ∓ → DK ∓ data are divided into multiple phase space bins. We incorporate constraints on Z K3π obtained from charm threshold data following [7] , and perform fits to simulated data with and without input from a phase-space integrated D mixing analysis as proposed in [15] . Figure 7 shows confidence regions obtained for such a phase-space integrated analysis based on the LHCb run II scenario, with input from the charm threshold extrapolated to BES III statistics [14] , including input from charm mixing. While with this method, there is insufficient information to obtain point-estimates, 68% confidence regions can still be interpreted in terms of uncertainties on γ, δ B and r B , as described in Sec. 4.7. Averaging over 10 simulated experiments, we find σ(γ) = 56
(4.1 · 10 −2 ) with (without) input from D mixing. While the constraints on γ and δ B are rather weak, the precision on r B is excellent. As [14] have shown, input from such an analysis would play an important role in a global fit to measure γ. Performing the fit on the absolute decay rates (see Sections 2.5 and 4.2) rather than the fractions, it is possible to incorporate constraints on the total coherence factor Z f from the charm threshold while still performing the binned analysis of B ∓ → DK ∓ and charm mixing data as described above, using the relation
In the above expressions, A, B, Z f are the equivalent quantities to A Ω , B Ω , Z
f Ω for a volume that encompasses the entire phase space. Figure 8 illustrates the significant benefit of such additional constraints, numerical results can be found in Tab. 2. The predicted BES III uncertainties on Z K3π are taken from [14] . 
Binned constraints from the charm threshold
In this section we compare the performance of a binned analysis relying on charm threshold data for the charm interference parameter, as proposed in [7] , with the novel method proposed in this letter, and with a combined approach using binnd threshold and charm mixing data. We analyse the charm threshold data in the same phase-space bins as B ∓ → DK ∓ and charm mixing. This provides a constraint from threshold data on each individual Z K3π Ω , rather than only their weighted sum as in Sec. 4.6.2. To estimate the uncertainties on Z
K3π Ω from such an analysis, we take the results on Z K3π from [14] , and assume that uncertainties scale with the inverse square-root of the number of signal events used for the measurement. Given the fairly large uncertainty on Z K3π from CLEO-c data, we assume that these data can be divided into at most three bins while still providing meaningful constraints on Z K3π Ω in each bin. With BES III statistics, we expect it will be possible to match the binnings defined in Sec. 4.2, with up to eight bins. Figure 9 illustrates in the x ± − y ± plane the dramatic effect that the combination of mixing constraints and binned Z K3π Ω constraints from a future analysis of BES III threshold data could have. Not only are the uncertainties on x ± , y ± much reduced compared to either constraint being applied individually (see Tab. 2 for numerical results), but the BES III input also removes the previously existing ambiguities in x ± and y ± . Figure 10 , described below, confirms this observation for 1-dimensional parameters scans of x ± and γ. 
1-D scans and quantified uncertainties
We perform one-dimensional p-value (see Eq. 4.3) scans of the parameters of interest. To translate a scan into a numerical result for the uncertainty σ on a given parameter, we choose the peak associated to the fit result nearest the input value with which the data were generated, and take half its width at 1 − p = 68%. We ignore multiple solutions, unless two solutions merge at the the 68% CL level, in which case we take the width of the merged double-peak to calculate σ. This is illustrated for a few examples in Fig. 10 . Table 2 summarises our estimates of the uncertainties on the parameters describing CP violation in B ∓ → DK ∓ , measured in B ∓ → DK ∓ , D → K πππ for different charm inputs and data taking scenarios. These estimates are obtained from p-value scans as described above, averaged over 10 simulated experiments, generated using the default amplitude model.
Summary of results
The results indicate that an interesting precision on these parameters (especially x − and y − ) can be achieved solely based on a combined analysis of B ∓ → DK ∓ , D → K πππ and charm mixing data in several bins of the D decay's phase space. Such a result would not provide a competitive measurement of γ by itself, but would be expected to make a valuable contribution to a combined fit, such as the ones described in [9, 14, 27] .
However, using both charm input from mixing and from threshold data transforms this into a precision measurement of γ. While precise predictions are impossible until we have a better understanding of the D 0 → K + π − π + π − amplitude structure, the above results suggests that, with the approach proposed here applied to LHCb run 1 data, this channel can reach a similar precision as the combined analysis of [39] , currently the most precise individual measurement of γ in tree-level decays. Conversely, the inclusion of information from charm mixing leads to a vastly improved precision compared to that achievable based on charm input from threshold data alone, by about an order of magnitude for the upgrade scenario, emphasising the crucial role of the information from charm mixing.
Finally, our results indicate that the input from BES III has the potential to substantially improve the precision on γ over that achievable with CLEO-c's dataset alone, especially if a binned analysis were to be performed. Further improvements would be expected from combining CLEO-c and BES III input, which, in this study, we only considered separately. Table 2 . Uncertainties on key parameters, obtained based on the default amplitude model in different configurations, averaged over 10 simulated experiments. All results are for the binned approach applied to B ∓ → DK ∓ and, where used, charm mixing data. The first column refers to the scenarios defined in Tab. 1. The second column defines whether charm mixing input was used (Y), or not (N). The third column describes additional input from the charm threshold. "CLEO global" refers to the phase-space integrated input from [14] . "BES III global" is the same, but uses the uncertainties predicted in [14] for a data sample 3.5 times as large as that collected by CLEO-c. "CLEO binned" and "BES III binned" extrapolate to a potential binned analysis of the charm threshold data described in Sec. 4.6.3.
Conclusion
We have presented a new method for the amplitude model-independent measurement of the CP violation parameter γ from B ∓ → DK ∓ decays, based on a combined analysis of B ∓ → DK ∓ and charm mixing. When analysed in several bins of the D decay's phase space, γ can be measured without additional input from the charm threshold. We have evaluated the performance of the method in a simulation study for the case where the D decays to K ± π ∓ π ± π ∓ , using sample sizes representing existing and plausible future datasets. The precision ultimately achievable depends on the D 0 → K + π − π + π − amplitude structure realised in nature, that we do not know. Our results suggest that the new method we introduced would, even without input from the charm threshold, provide valuable input to a global γ combination, although the precision would be insufficient to provide a competitive γ measurement in its own right. We compare the performance of our novel method to that of a binned analysis with charm input from the threshold, as proposed in [7] . For the run I scenario, with BES III statistics, both methods perform similarly well. Assuming no additional data from the threshold, the mixing-based method introduced here performs significantly better for the LHCb-upgrade scenario, benefiting from the vast number of D events expected.
For all data taking scenarios we studied, combining the two methods results in a far superior performance than either can achieve individually. This is already the case when threshold data enter in the form of a phase-space integrated constraint on Z f , but by far the best results are obtained if D mixing, B ∓ → DK ∓ and charm threshold data are analysed in the same phase space bins. Such a combined approach transforms this into a highly competitive precision measurement of γ, en par with the best existing constraints from individual channels. Its precision keeps improving with charm mixing and B ∓ → DK ∓ event yields projected into the foreseeable future, even if no new data from the charm threshold become available.
Once a D 0 → K + π − π + π − amplitude model is available to inform the binning, the techniques we introduced here can be used to significantly improve the precision on γ and related parameters that can be obtained from analysis. With all of the above ingredients in place, the methods introduced in this letter, applied to B ∓ → DK ∓ , D → K ± π ∓ π ± π ∓ , could lead to one of the most precise individual γ measurements.
Its potential for other decay channels is yet to be evaluated.
