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1 Introduction
In this thesis, we consider the following nonlinear elliptic equations:8<:  u+ u = f(x; u) in RN ;u 2 H1(RN) (1.1)
and we show the existence of a positive solution of (1.1). We remark that the equation
(1.1) often appears in problems of mathematical physics. For example, when f(x; u) =
 (V (x)  1)u+ h(u), the equation
 u+ V (x)u = h(u) in RN
is called Schrodinger equation and it is studied by many researchers.
Many authors study (1.1) under the following conditions:
(f1) There exist constants a1 2 [0; 1) and a2 > 0 such that
0 < f(x; u)  a1u+ a2up for all x 2 RN and u > 0;
where 1 < p < N+2
N 2 (if N  3), 1 < p <1 (if N = 1; 2).
(f2) There exists  > 2 such that
F (x; u)  f(x; u)u for all x 2 RN ; u 2 R :
(f3) For any x 2 RN , f(x;u)u is increasing in u > 0.
The condition (f1) means that f(x; u) has subcritical growth as u  1. We also remark
that the condition (f2) is called the global Ambrosetti-Rabinowitz condition and it implies
that lim infu!1
f(x;u)
u 1 2 (0;1] for all x 2 RN .
In this thesis, we show the existence of a positive solution of (1.1) for general nonlin-
earities f(x; u). We assume that f(x; u) satises (f1) and suitable symmetry condition like
f( x; u)  f(x; u). However, we do not need conditions either (f2) or (f3). For example,
we show the existence of a positive solution of
 u+ u = a(x) u
2
1 + u
under assumptions a( x)  a(x) and a(x) ! a1 > 1 as jxj ! 1. Moreover, for
Schrodinger equations, we also show the existence results which do not need conditions
(f2) and (f3). For example, we show the existence of a positive solution of
 u+ V (x)u = up   uq; 2  q < p < N + 2
N   2 ;
where N  3, V ( x)  V (x) and V (x)! 1 as jxj ! 1.
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1.1 Known results
In the following, we recall known results which play important roles in this thesis. First,
we recall the corresponding functional and its mountain pass properties.
1.1.1 Mountain pass properties
The functional corresponding to (1.1) is
I(u) :=
1
2
Z
RN
jruj2 + u2dx 
Z
RN
F (x; u)dx; F (x; u) =
Z u
0
f(x; )d
and solutions of (1.1) are characterized as critical points of I(u). That is, u 2 H1(RN) is
a solution of (1.1) if and only if I 0(u) = 0.
We say that I(u) has the mountain pass structure if I(u) satises the following (MP1)-
(MP3):
(MP1) I(0) = 0.
(MP2) There exist constants  > 0 and 0 > 0 such that
I(u) > 0 for all u 2 H1(RN) with kukH1(RN ) = :
(MP3) There exists u0 2 H1(RN) such that
I(u0) < 0; ku0kH1(RN ) > :
We remark that under the condition (f1), we can see that (MP1)-(MP2) hold. Moreover,
if limu!1
f(x;u)
u
> 1 for all x 2 RN , especially if (f2) holds, we have (MP3).
When I(u) satises (MP1)-(MP3), the mountain pass value
b := inf
2 
max
t2[0;1]
I((t)) > 0
is well-dened. Here   := f 2 C([0; 1]; H1(RN)) j (0) = 0; I((1)) < 0g. Moreover by
Ekeland's principle, there is a Palais-Smale sequence (un)
1
n=1  H1(RN) at the level b,
that is, 8<: I 0(un)! 0 in H 1(RN);I(un)! b > 0 in R : (n!1)
We remark that if (f2) holds, (un) is bounded in H
1(RN) and its weak limit u0 satises
I 0(u0) = 0.
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1.1.2 x-dependence problem and the concentration compactness principle
In the study of existence problems of (1.1), the x-dependence of f(x; u) is important.
When f(x; u) does not depend on x, that is f(x; u)  f(u), Berestycki-Lions [7] and
Berestycki-Gallouet-Kavian [6] give the almost necessary and sucient conditions for the
existence of a positive and radially solution of8<:  u+ u = f(u) in RN ;u 2 H1(RN): (1.2)
For example, when N  3, (1.2) has a positive solution if f(u) satises limu!0 f(u)u < 1,
limu!1
f(u)
u
N+2
N 2
= 0, and limu!1
f(u)
u
> 1.
On the other hand, when f(x; u) depends on x, this existence problem becomes deli-
cate. For example, we consider the equation:
 u+ u = (1 + " arctanx1)u3 in R3 : (1.3)
We remark that f(x; u) = (1+ " arctanx1)u
3 satises (f1)-(f3) for " 2 [0; 2

). When " = 0,
by the result of [7], we have a positive solution of (1.3). However for any " > 0, (1.3) has
only trivial solution. In fact, if u 2 H1(RN) is a solution of (1.3), we have u 2 H2(RN)
by the standard regularity argument. Since u is a critical point of the functional
~I(u) =
1
2
Z
RN
jruj2 + u2dx  1
4
Z
RN
(1 + " arctanx1)u
4;
we have
0 = ~I 0(u)(
@u
@x1
) =  "
4
Z
RN
1
1 + x21
u4dx
and it implies u  0. This example shows that the existence problem for (1.1) is delicate
if f(x; u) depends on x.
When f(x; u) depends on x, Lions [16, 17] give the way to obtain the precise level of
break down of the Palais-Smale condition. His method is called concentration compactness
method. By the concentration compactness argument, we can obtain the existence of a
nontrivial solution of (1.1) under the following conditions:
(i) the limit function f1(u) = limjxj!1 f(x; u) exists.
(ii)
f(x; u)  f1(u) for all x 2 RN ; u 2 R : (1.4)
The key step of its proof is to show that the mountain pass level is strictly less than the
rst level of break down of the Palais-Smale condition (c.f. Rabinowitz [19]).
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1.1.3 G-invariant condition
Another approach to show the Palais-Smale condition is use of group symmetry. More
precisely, we assume that f(x; u) is invariant under some group action G  O(N), that
is,
f(gx; u) = f(x; u) for all g 2 G; x 2 RN ; u 2 R (1.5)
and we try to nd a positive solution in the space of G-symmetric functions
H1G(R
N) := fu(x) 2 H1(RN) j u(gx) = u(x) for all g 2 G; x 2 RNg:
The simplest case is G = O(N), that is, f(x; u) is radially symmetric. (i.e. f(x; u) =
f(jxj; u)) Bartsch-Willem [5] show the existence of a positive solution of (1.1) under
conditions f(x; u) = f(jxj; u) and (f1)-(f3). The key of their method is to use the fact that
H1G(R
N) is compactly embedded into Lp+1(RN) when G = O(N). From this compact
embedding, we have that the Palais-Smale condition. Bartsch-Wang [4] extend this result
for a wide class of symmetry. They assume that G  O(N) satises
]fgx j g 2 Gg =1 for all x 2 SN 1
and they show that the embedding H1G(R
N) ,! Lp+1(RN) is compact.
On the other hand, for a nite group G, the embedding H1G(R
N) ,! Lp+1(RN) is not
compact and we cannot use their method. However, Adachi [1] assumes that G is a nite
group and it satises ]fgx j g 2 Gg  2 for all x 2 SN 1. He also assumes (f1)-(f2) and
the limit function f1(u) = limjxj!1 f(x; u) satises
(f3') f
1(u)
u
is increasing in u > 0.
Under the above conditions, he develops the concentration compactness type argument for
G-symmetric functionals and he shows the existence of positive solution of (1.1). Typical
example of his group action is G = fid; idg, that is, f( x; u)  f(x; u). We remark
that he does not need the assumption (1.4) to show the mountain pass level is strictly
less than the rst level of break down of the Palais-Smale condition.
1.2 Our results
Motivated by Adachi's work, we consider the equation (1.1) under the nite group sym-
metry and we show the existence of a positive solution for a wider class of nonlinearity.
Especially, we assume that (f1) and G-invariant condition but without conditions either
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(f2) or (f3'). Moreover, for Schrodinger equations, we get existence result even if the
nonlinearity does not satisfy (f2) and (f3').
In the following, we give a summary of our results.
1.2.1 Results in chapter 2
In chapter 2, we give existence theorems of (1.1) for the G-symmetric nonlinearities. More
precisely we assume that
(f4) There exists a nite group G  O(N) such that
(i) f(gx; u) = f(x; u) for all g 2 G; x 2 RN ; u > 0;
(ii) for any x 2 SN 1, we can nd a g 2 G which satises gx 6= x.
For a given G  O(N), we set
mG = min
x2SN 1
]fgx ; g 2 Gg: (1.6)
We also set x0 2 SN 1 such that ]fgx0 ; g 2 Gg = mG and dene also
fe1; e2;    ; emg = fgx0 ; g 2 Gg; (1.7)
G = min
i6=j
jei   ejj 2 (0; 2]: (1.8)
For example, when G = fid; idg, we have f( x; u)  f(x; u), mG = 2 and G = 2.
We also assume that there exists a limit function f1(u) 2 C(R;R) such that
(f5) (i) f(x; u)! f1(u) as jxj ! 1 uniformly in any compact subset of [0;1).
(ii) There exist  > G (G 2 (0; 2] is given in (1.8)) and C0 > 0 such that
f(x; u)  f1(u)   C0e jxj(u+ up) for all x 2 RN and u  0:
(iii) There exists 0 > 0 such that u 7! f1(u)u is increasing in (0; 0).
(iv) There exists  > 0 such that lim
u!+0
f1(u)
u1+
= 0.
We remark that conditions (f5)(i)-(ii) say that f(x; u) converges to f1(u) exponentially
as jxj ! 1 and the condition (f5)(iii)-(iv) is for a behavior of u  0. We also remark
that we don't request f(x; u)  f1(u).
Our results are following:
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Theorem 1.1. We assume N  3, (f1)-(f2), (f4)-(f5). Then, (1.1) has at least one
positive solution u0(x) which satises
u0(gx) = u0(x) for all x 2 RN ; g 2 G: (1.9)
Theorem 1.2. We assume N  3, (f1), (f4)-(f5) and
(f6) there exists D  1 such that
F^ (x; u)  DF^ (x; v) for all x 2 RN and 0  u  v;
where F^ (x; u) = 1
2
f(x; u)u  F (x; u).
(f7) f(x; u) satises either
(i) for any x 2 RN , lim
u!1
f(x; u)
u
=1,
or,
(ii) there exists a(x) 2 C(RN ;R) such that
(a) lim
u!1
f(x; u)
u
= a(x) uniformly in x 2 RN ,
(b) inf
x2RN
a(x) > 1,
(c) there exists a1 2 (1;1] such that limjxj!1 a(x) = a1.
Then (1.1) has at least one positive solution u0(x) which satises (1.9).
We remark that condition (f6) holds with D = 1 if u 7! f(x;u)
u
is non-decreasing in
u > 0 for all x 2 RN . We give examples of nonlinearity f(x; u) in the following. They
satisfy conditions of Theorems 1.1 and 1.2 but do not satisfy either conditions (f2) or
(f3').
Examples. Let N  3 and 1 < p < N+2
N 2 . Let also A be an N  N positive-denite
symmetric matrix and we set a(x) = (3   e (Ax;x)). Then, we have a( x)  a(x) and
a(x)! 3 as jxj ! 1.
(i) The following f(x; u) does not satisfy (f3') but we can show the existence of a
positive solution of (1.1) by Theorem 1.1.
f(x; u) = a(x)(C + sin u)up; C  1:
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(ii) The following f(x; u) does not satisfy (f2) but we can show the existence of a positive
solution of (1.1) by Theorem 1.2.
f(x; u) = a(x)u log(1 + u);
f(x; u) = a(x)
u2
1 + u
;
f(x; u) = a(x)(
1
3
u2   5
2
u+ 6)u2:
To prove Theorems 1.1 and 1.2, we show the existence of nontrivial critical point of
the restricted functional
I(u) :=
1
2
Z
RN
jruj2 + u2dx 
Z
RN
F (x; u)dx : H1G(R
N)! R :
The key is to get the precise estimate of the mountain pass value bG of I(u). Indeed,
by concentration compactness argument in H1G(R
N), we can show the existence of a
nontrivial critical point of I(u) if bG satises
bG < mGI
1(!): (1.10)
Here I1(u) is the limit functional dened by
I1(u) :=
1
2
Z
RN
jruj2 + u2dx 
Z
RN
F1(u)dx; F1(u) :=
Z u
0
f1()d
and !(x) is the ground state solution of I1(u).
To show (1.10), we introduce the sample path
0(t) =
mGX
`=1
!(
x
t
  se`); s 1 (1.11)
and we show that
max
t2[0;L]
I(0(t)) < mGI
1(!) for large L > 1: (1.12)
The path t 7! !(x
t
) is introduced by Jeanjean-Tanaka [13] to show that without symmetric
condition, the mountain pass level is the least energy level for I1(u). In particular, they
show that t 7! !(x
t
) is continuous in [0;1) and
I1(!(
x
t
)) < I1(!) if t 6= 1: (1.13)
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To show (1.12), we compute
I(
mGX
`=1
!(
x
t
  se`)) mGI1(!) = I(
mGX
`=1
!(
x
t
  se`))  I1(
mGX
`=1
!(
x
t
  se`))
+ I1(
mGX
`=1
!(
x
t
  se`)) 
mGX
`=1
I1(!(
x
t
  se`))
+mG

I1(!(
x
t
))  I1(!)

= (I) + (II) + (III):
We remark that when t 6= 1, (1.13) is helpful to show (1.12). On the other hand, when
t = 1, the interaction estimate of !(x   se`) is important. Indeed, we show that there
exists a constant C > 0 independent of s such that
(II)   Ce Gss N 12 < 0; s 1
when t = 1 and we show (1.12).
We remark that in Adachi [1], he uses the path
(t) = t
mGX
`=1
!(x  se`); s 1: (1.14)
Under the monotonicity condition (f3'), we can show (1.12). However our path (1.14)
does not need the condition (f3') to show (1.12) and our existence results can be applied
for a wider class of nonlinearities.
When N = 1; 2, unfortunately we cannot use our path (1.11) to show (1.10), however
our new estimate enable us to improve the result of [1]:
Theorem 1.3. We assume (f1), (f3'), and (f4)-(f5). We also assume either (f2) or
(f6)-(f7). Then (1.1) has at least one positive solution u0(x) which satises (1.9).
1.2.2 Results in chapter 3
In chapter 3, we consider the following nonlinear Schrodinger equation which is a special
case of (1.1): 8<: u+ V (x)u = h(u) in RN ;u 2 H1(RN): (1.15)
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Here N  2 and V (x) : RN ! R, h(u) : R ! R are continuous. For the equation
(1.15), we succeed to improve existence results of chapter 2. To state our results, we
assume that
(v1) there exists G  O(N) such that
V (gx) = V (x) > 0 for all g 2 G; x 2 RN :
(v2) There exists constant V1 > 0 such that limjxj!1
V (x) = V1 > 0.
(v3) There exists a function ' 2 L2(RN) \W 1;1(RN) such that
jx  rV (x)j  '(x)2 for all x 2 RN :
(h1) h(0) = h0(0) = 0.
(h2) When N  3, lim
u!1
h(u)
u
N+2
N 2
= 0,
when N = 2, there exists p 2 (1;1) such that lim
u!1
h(u)
up
= 0.
(h3) There exists V > 1 depends on V (x) and h(u) satises
lim inf
u!1
h(u)
u
2 V ;1 ;
In chapter 3, we consider both cases that G is an innite group and nite group. First
result is for an innite group G:
Theorem 1.4. We assume that N  2, (v1)-(v3), and (h1)-(h3). We also assume that
]fgx j g 2 Gg =1 for all x 2 SN 1:
Then, (1.15) has at least one positive solution u0 2 H1G(RN).
We also show the following result for a nite group G.
Theorem 1.5. We assume N  3, (v1)-(v3) and (h1)-(h3). We also assume that
]fgx j g 2 Gg 2 [2;1) for all x 2 SN 1
and
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(v4) there exist constants  > G (G is given by (1.8)) and C0 > 0 such that
V (x)  V1 + C0e jxj for all x 2 RN :
(h4) (i) There exist constants 0 > 0 and A > 0 such that
h(u+ v)
u+ v
  h(u)
u
  Av for all u; v 2 (0; 0]:
(ii) There exists a constant  > 0 such that
lim
u!0
h(u)
u1+
= 0:
Then, (1.15) has at least one positive solution u0 2 H1G(RN).
We remark that in Theorems 1.4 and 1.5 we consider the more general situation than
the conditions in chapter 2. For example, we don't assume that the global Ambrosetti-
Rabinowitz condition and the monotonicity of h(u)
u
. In fact, we have the following as a
corollary of Theorem 1.5.
Corollary 1.6. (1.15) has a positive solution if
 V ( x) = V (x) > 0 for all x 2 RN ,
 V (x)  1 for large jxj  1,
 h(u) 2 C2(R;R) and h(0) = h0(0) = 0,
 limu!1 h(u)u =1 and limu!1 h(u)
u
N+2
N 2
= 0.
As an example of Corollary 1.6, we can see that the existence of a positive solution of
 u+ V (x)u = up   uq; 2  q < p < N + 2
N   2 : (1.16)
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2 G-invariant elliptic problems
2.1 Introduction
In this chapter, we consider the existence of a positive solution of the following equation:8<:  u+ u = f(x; u) in RN ;u 2 H1(RN); (2.1)
If nonlinearity f(x; u) does not depend on x, almost necessary and sucient condition
for the existence of radial solutions are obtained by Berestycki-Lions [7] and Berestycki-
Gallouet-Kavian [6]. However if f(x; u) depends on x, we can not work in the space of
radially symmetric functions and the existence problem becomes delicate. For example,
let f(x; u) = (1 + " arctanx1)u
p (1 < p < 1 if N = 1; 2, 1 < p < N+2
N 2 if N  3). For
" = 0, (2.1) has innitely many radially symmetric solutions but for " 2 (0; 2

), (2.1) has
only a trivial solution. In fact, if u 2 H1(RN) satises  u + u = (1 + " arctanx1)up,
then we can see by the standard regularity argument that u 2 H2(RN). The fact that
u  0 follows from the identity: " R
RN
1
1+x21
up+1dx =  0(u)( @u
@x1
) = 0, where (u) =
1
2
R
RN
jruj2+ juj2dx  "
p+1
R
RN
(arctanx1)  jujp+1dx. Thus the existence problem for (2.1)
is very sensitive under small perturbation. We remark that the corresponding functional
has mountain pass structure and such a diculty comes from the lack of the Palais-Smale
compactness condition. Break down of the Palais-Smale condition is very important in
the study of (2.1). Bahri-Lions [3] and Lions [16, 17] study the break down of Palais-Smale
condition precisely and they nd so-called concentration-compactness principle to obtain
critical points. (See also Chabrowski [8].)
Another way to nd critical points is use of group symmetry. In particular, Bartsch-
Wang [4] consider the following situation: f(gx; u) = f(x; u) for all g 2 G; x 2 RN and
u 2 R. Here G  O(N) is an innite group such that Gx = fgx ; g 2 Gg has innitely
many elements for all x 2 RN nf0g. For such a group action, they show that G-invariant
subspace EG = fu 2 H1(RN) ; u(gx) = u(x) for all x 2 RN ; g 2 Gg is compactly
embedded into Lp+1(RN), where 1 < p < N+2N 2 (if N  3), 1 < p < 1 (if N = 1; 2)
and this implies the Palais-Smale condition. (See also Bartsch-Willem [5] for the case
G = O(N).)
The main purpose of this chapter is to study the case where f(x; u) is invariant under
a nite group G  O(N). When G is a nite group, we cannot expect the compactness
of embedding EG  Lp+1(RN) and we need to develop concentration-compactness type
argument. We remark that Adachi [1] also studied the case when f(x; u) is invariant
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under nite group action and has a superlinear growth. Here we develop existence results
which can be applicable to asymptotic linear equations as well as superlinear equations.
In this chapter we assume
(f0) f(x; u) 2 C(RN R;R),
(f1) there exist constants a1 2 [0; 1) and a2 > 0 such that
0 < f(x; u)  a1u+ a2up for all x 2 RN and u > 0;
where 1 < p < N+2
N 2 (if N  3), 1 < p <1 (if N = 1; 2).
(f2) There exists a nite group G  O(N) such that
(i) f(gx; u) = f(x; u) for all g 2 G; x 2 RN ; u > 0;
(ii) for any x 2 SN 1, we can nd a g 2 G which satises gx 6= x.
For G  O(N) appeared in (f2), we dene
m = min
x2SN 1
]fgx ; g 2 Gg: (2.2)
We choose x0 2 SN 1 such that ]fgx0 ; g 2 Gg = m and dene also
fe1; e2;    ; emg = fgx0 ; g 2 Gg; (2.3)
G = min
i 6=j
jei   ejj: (2.4)
We also assume
(f3) There exists f1(u) 2 C(R;R) such that
(i) f(x; u)! f1(u) as jxj ! 1 uniformly in any compact subset of [0;1),
(ii) there exist  > G and C0 > 0 such that
f(x; u)  f1(u)   C0e jxj(u+ up) for all x 2 RN and u  0:
(f4) (i) There exists 0 > 0 such that u 7! f1(u)u is increasing in (0; 0),
(ii) there exists  > 0 such that lim
u!+0
f1(u)
u1+
= 0.
Remark 2.1. (i) (f2)-(ii) means that G acts eectively on SN 1.
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(ii) (f3)-(i) says that f(x; u) approaches to some limit function f1(u) as jxj ! 1 and
(f3)-(ii) ensures that it converges suitably fast from below. This type of conditions
was introduced in Bahri-Li [2] and Bahri-Lions [3].
(iii) (f4) is a condition on the behavior of f1(u) near 0 and it holds for a wide class of
nonlinearities.
Our rst existence theorem is
Theorem 2.2. We assume N  3, (f0)-(f4) and
(f5) there exists D  1 such that
F^ (x; u)  DF^ (x; v) for all x 2 RN and 0  u  v;
where F^ (x; u) = 1
2
f(x; u)u  F (x; u).
(f6) f(x; u) satises either
(i) for any x 2 RN , lim
u!1
f(x; u)
u
=1,
or,
(ii) there exists a(x) 2 C(RN ;R) such that
(a) lim
u!1
f(x; u)
u
= a(x) uniformly in x 2 RN ,
(b) inf
x2RN
a(x) > 1,
(c) there exists a1 2 (1;1] such that limjxj!1 a(x) = a1.
Then (2.1) has at least one positive solution u0(x) which satises
u0(gx) = u0(x) for all x 2 RN ; g 2 G: (2.5)
Remark 2.3. (i) (f5) is introduced by Jeanjean [11] (c.f. Jeanjean-Tanaka [14]). It
holds with D = 1 if u 7! f(x;u)
u
is increasing in (0;1) for all x 2 RN .
(ii) (f6) is a condition on the behavior of f(x; u) at u = 1. It says that (i) f(x; u) is
superlinear at1 or (ii) f(x; u) is asymptotically linear and satises some uniformly
condition with respect to x.
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To prove Theorem 2.2, we use the mountain pass theorem in the space EG of G-
symmetric H1(RN)-functions and we need to show the mountain pass level of the corre-
sponding functional is strictly less than the rst level of break down of the Palais-Smale
condition. The following limit problem and its ground-state solution !(x) are important
to estimate the mountain pass level:8<: u+ u = f1(u) in RN ;u 2 H1(RN): (2.6)
We will observe that the Palais-Smale condition breaks down rstly at mI1(!), where
I1(u) is the functional corresponding to (2.6) and m is given in (2.2). To estimate the
mountain pass level in the space EG of G-symmetric functions, we need to nd a \good"
sample path. Here we use
0(t) =
mX
`=1
!(
x
t
  se`) (s >> 1): (2.7)
We remark that the path t 7! !(x
t
) is introduced in Jeanjean-Tanaka [13] to show that for
(2.6) least energy level is the mountain pass level inH1(RN). We use G-symmetric version
of their sample path. A special feature of the G-symmetric path 0(t) is the following:
after precise energy estimates, we can show that for large L > 1
max
t2[0;L]
I(0(t)) < mI1(!) (2.8)
under (f1)-(f4) but without assuming conditions like
f(x; u)  f1(u) for all x 2 RN ; u > 0:
Here I(u) is a functional corresponding to (2.1). (2.8) ensures that the G-symmetric
mountain pass level is strictly less than the rst level of break down of the Palais-Smale
condition and the existence of a positive solution follows from (2.8).
A similar idea was used in Adachi [1]. However he used a sample path
(t) = t
mX
`=1
!(x  se`): (2.9)
To make use of this path, he needs to assume (f8) below. More precisely, he assumes
slightly stronger conditions than (f1)-(f4), both of (f7) and (f8) below and shows the
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existence of a G-symmetric positive solution. We remark that (f7) was used to show the
boundedness of Palais-Smale sequences.
In our Theorem 2.2, conditions (f5)-(f6) are used to get the boundedness of Palais-
Smale sequences and we can replace them by (f7). More precisely, we have
Theorem 2.4. We assume N  3, (f0)-(f4) and
(f7) There exists  > 2 such that
0 < F (x; u)  f(x; u)u for all x 2 RN and u > 0;
where F (x; u) =
R u
0
f(x; )d .
Then, (2.1) has at least one positive solution u0(x) which satises (2.5).
Remark 2.5. (i) When N  3, Theorem 2.4 extends Adachi's result. Especially we
can obtain existence result without condition (f8).
(ii) (f7) is called global Ambrosetti-Rabinowitz condition and it implies lim inf
u!1
f(x; u)
u 1
>
0. Thus, we remark that (f6)(i) holds under (f7).
For N = 1; 2, we cannot use our sample path (2.7) and at this stage we need to use
Adachi's path (2.9). With our new energy estimate we can extend Adachi's result as
follows:
Theorem 2.6. We assume (f0)-(f4), and either (f5)-(f6) or (f7). Moreover we assume
(f8) u 7! f1(u)
u
is increasing in (0;1).
Then (2.1) has at least one positive solution u0(x) which satises (2.5).
Remark 2.7. Theorem 2.6 is applicable to asymptotically linear problems.
Examples: We give some examples to which we can apply our results. We consider
the case G = fid; idg. That is, f(x; u) enjoys the following symmetry:
f( x; u) = f(x; u) for all x 2 RN and u 2 R :
In this case G given in (2.4) is 2. Let A be an N N positive-denite symmetric matrix.
(i) f(x; u) =
 
3  e (Ax;x) u2
1 + u
satises (f0)-(f5), (f6)(ii), and (f8). (2.1) has a
positive solution by Theorem 2.2 and 2.6.
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(ii) f(x; u) =
 
3  e (Ax;x) u log (u+ 1) satises (f0)-(f5), (f6)(i) and (f8). (2.1) has a
positive solution by Theorem 2.2 and 2.6.
(iii) f(x; u) =
 
3  e (Ax;x)u21
3
u2   5
2
u+ 6

satises (f0)-(f5), (f6)(i) but does not
satisfy (f8). Thus, when N  3, (2.1) has a positive solution by Theorem 2.2.
We give proofs of Theorems 2.2, 2.4, and 2.6 in the following sections. In Section
2, we give a functional framework and summarize some preliminary results. In Section
3, we study the rst level of break down of the Palais-Smale-Cerami condition for the
corresponding functional in the space of G-symmetric functions. In Section 4, we consider
the case N  3 and give proofs of Theorems 2.2 and 2.4. In Section 5, we give a proof
of Theorem 2.6. Finally, in the Appendix we give proofs of some lemmas used in the
previous sections without proofs.
2.2 Preliminaries
In this section, we state a functional framework and summarize the some known results.
2.2.1 Functional framework and a limit problem
We use notation:
hu; vi =
Z
RN
ru  rv + uvdx for u; v 2 H1(RN);
kuk = hu; ui 12 for u 2 H1(RN);
kukp =
Z
RN
jujpdx
 1
p
for u 2 Lp(RN); p 2 [1;1);
Br(x) =

y 2 RN ; jx  yj < r
	
for x 2 RN and r > 0:
From now on, we assume (f0),(f1) and (f3)(i). Since we look for only positive solutions,
we assume without loss of generality that
f(x; u) = 0 for all x 2 RN and u  0:
Positive solutions of (2.1) are characterized as critical points of the following functional
I(u) =
1
2
kuk2  
Z
RN
F (x; u)dx : H1(R
N)! R;
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where F (x; u) =
R u
0
f(x; )d , and we look for critical points of I(u).
As a limit problem of (2.1) we consider8<: u+ u = f1(u) in RN ;u 2 H1(RN): (2.10)
The corresponding functional is given by
I1(u) =
1
2
kuk2  
Z
RN
F1(u)dx : H1(RN)! R;
where F1(u) =
R u
0
f1()d .
In Berestycki-Lions [7] and Berestycki-Gallouet-Kavian [6], they showed if f1(u) also
satises
(f9) (i) When N = 1, 0 = inff > 0 ; F1() = 122g > 0 and f(0) > 0.
(ii) When N  2, there exists 0 > 0 such that F1(0) > 1220 .
Then (2.10) has a radial positive solution !(x) | so called ground state solution | such
that
I1(!) = minfI1(u) ; u 2 H1(RN) n f0g is a nontrivial solution of (2.10)g:
We remark that if f(x; u) satises (f6) or (f7), the limit function f1(u) holds (f9) and
we have such a ground-state solution !(x).
2.2.2 Concentration compactness principle
To nd a critical point of I(u), following Palais-Smale-Cerami ((PSC) in short) sequence
plays important roles.
Denition 2.8. For c 2 R, we call that (uj)1j=1  H1(RN) is a (PSC)c sequence of I(u)
if
I(uj)! c; (2.11)
(1 + kujk) kI 0(uj)kH 1(RN ) ! 0: (2.12)
Moreover we call that I(u) satises the (PSC)c-condition if any (PSC)c-sequence possesses
a strongly convergent subsequence in H1(RN).
If (PSC)c sequence (uj) is bounded, by arguments of Bahri-Lions [3], Lions [16, 17],
and Chabrowski [8] we have
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Proposition 2.9. We assume that f(x; u) satises (f0)-(f1), (f3)(i), and (f9). Let (uj) 
H1(RN) be a bounded (PSC)c sequence for I(u). Then there exists a subsequence ( still
denoted by (uj) ), a solution u0 2 H1(RN) of (2.1), an integer n  0, for k = 1; 2;    ; n,
sequences of points (xkj )  RN and nontrivial solutions of vk 2 H1(RN) of (2.10) such
that
uj * u0 weakly in H
1(R
N); (2.13)
I(uj)! c = I(u0) +
nX
k=1
I1(vk); (2.14)
uj   u0  
nX
k=1
vk(x  xkj )! 0 strongly in H1(RN); (2.15)
jxkj j ! 1; (2.16)
jxkj   x`jj ! 1 for k 6= `; (2.17)
where we agree that in the case n = 0, the above holds without vk and xkj .
For the boundedness of (PSC)c sequences, we have
Lemma 2.10. We assume (f0)-(f1) and either (f5)-(f6) or (f7). Then, for any c > 0,
each (PSC)c sequence are bounded.
Under the condition (f7), the proof of Lemma 2.10 is standard. Under condition (f5)-
(f6), we can give a proof of Lemma 2.10 in a similar way to Jeanjean-Tanaka [14]. However
in [14], they study boundedness of (PSC)c sequence for the functional corresponding to
Schrodinger type problem:8<:  u+ V (x)u = h(u) in RN ;u 2 H1(RN);
and we need to make a modication. For the completeness, we give a proof of Lemma
2.10 in the Appendix.
2.3 G-symmetric problem and (PSC)-condition
From now on, let G  O(N) be a nite group and we assume (f2). We denote the space
of G-symmetric H1(RN)-functions by
E = f u 2 H1(RN) ; u(gx) = u(x) for all x 2 RN ; g 2 G:g
22
First, we show that critical points of the restricted functional I jE: E ! R are also critical
points of I(u).
Indeed, suppose that u 2 E is a critical point of the restricted functional I jE, that is,
I 0(u)h = 0 for all h 2 E:
To show that u is critical point of the original functional I(u), it suces to show I 0(u)h = 0
for all h 2 E? = fh 2 H1(RN) ; hh; 'i = 0 for all ' 2 Eg and this is a consequence of
the following lemma, which holds for all u 2 E | not only critical points of I(u) |.
Lemma 2.11. We assume (f0)-(f2). Then
I 0(u)h = 0 for all u 2 E; h 2 E?:
Proof. Let u 2 E and '(x) = f(x; u(x)). By (f2), '(x) satises '(gx) = '(x) for all
g 2 G.
We consider the following equation:8<:   +  = ' in RN ; 2 H1(RN): (2.18)
We can nd the unique solution  0 2 H1(RN). Since  0(gx) satises
  0(gx) +  0(gx) = '(gx) = '(x);
it follows from the uniqueness of solutions that  0 2 E.
Thus, for any h 2 E?, we have
I 0(u)h = hu; hi  
Z
RN
f(x; u(x))h(x)dx =  
Z
RN
'(x)h(x)dx
=  h 0; hi = 0:
Therefore we proved this lemma.
In what follows we try to nd a critical point of I jE (u) : E ! R. From Proposition
2.9 we have
Lemma 2.12. We assume (f0)-(f3) and either (f5)-(f6) or (f7). If c < mI1(!), then
I jE (u) satises the (PSC)c condition. Here m is given in (2.2).
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Proof. Let c < mI1(!) and (uj)  E is a (PSC)c-sequence for I jE (u). It follows from
Lemma 2.11 that I 0(uj)h = 0 for all h 2 E? and (uj) is also (PSC)c-sequence for I(u).
Thus, from Lemma 2.10, (uj) is bounded. Applying Proposition 2.9, there exist an integer
n and sequences of points (xkj )  RN , and nontrivial solutions of vk 2 H1(RN) of (2.10)
for k = 1; 2;    ; n such that (2.13)-(2.17) hold after extracting a subsequence.
If n 6= 0, we take a subsequence and we have
xkj
jxkj j
! xk1 2 SN 1 for k = 1; 2;    ; n:
We can show that the set of fxk1 ; k = 1; 2;    ; ng is G-symmetric. In fact, for any
integer k and g 2 G, from (2.15) we have
lim inf
j!1
Z
B1(xkj )
juj   u0j2dx > 0;
and since uj; u0 2 E, we also get
lim inf
j!1
Z
B1(xkj )
juj(gx)  u0(gx)j2dx > 0:
Thus, from (2.15) again, there exists an integer ` such that fgxkj  x`jg1j=1 is bounded and
it implies gxk1 = x
`
1.
Since fxk1 ; k = 1; 2;    ; ng is G-symmetric and (2.2) holds, we have n  m and from
(2.14), c  mI1(!). This is a contradiction. Thus, we get n = 0 and this implies (uj)
converge strongly to u0.
2.4 Proofs of Theorem 2.2 and Theorem 2.4
In section 3, we showed that I jE (u) satises (PSC)c condition if the level c is less than
mI1(!). In this section, we consider the case N  3 and show that the mountain pass
level of I jE (u) is strictly less than mI1(!).
2.4.1 Energy estimates
If N  3, Jeanjean-Tanaka [13] show that, for large L > 1, the path 1(t) : [0; L] !
H1(RN) dened by
1(t)(x) =
8<:!(xt ) if t 6= 0;0 if t = 0:
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satises
1(0) = 0; 1(1) = !; I1(1(L)) < 0; (2.19)
I1(1(t)) < I1(!) for t 6= 1: (2.20)
We x L > 1 such that (2.19) holds. Then we have the following Proposition 2.13.
Proposition 2.13. We assume conditions of Theorem 2.2 or 2.4. Then, there exists
S0 > 0 such that
I(
mX
`=1
!(
x
t
  se`)) < mI1(!) for all t 2 (0; L] and s  S0; (2.21)
where integer m  2 and e1; e2;    ; em 2 SN 1 are dened in (2.2)-(2.3).
Such estimates are called \interaction estimates" of !(x   se`) and rstly used in
Taubes [21] in a dierent situation.
Since !(x) is radially symmetric and (f4)(ii) holds, Gidas-Ni-Nirenberg [9] show that
!(x) has the exponential decay:
c1  (jxj+ 1)N 12 ejxj!(x)  c2 for all x 2 RN (2.22)
for some constants c1; c2 > 0.
Thus, as in Bahri-Li [2] and Adachi [1] we can get the following estimates: for  > 0
and large s > 0,
Z
RN
e jxj!(x  sei)dx 
8<:Ce s if 0 <  < ;Ce ss  (N 1)2  if 0 <  <  (2.23)Z
RN
!(x  sei)1+!(x  sej)dx  Ce jei ej jss N 12 if i 6= j: (2.24)
Here and in what follows, we write by C;C 0;    ; various positive constants independent
of s and t. Moreover, for any  2 (0; 1), there exists C > 0 such thatZ
RN
!(x  sei)!(x  sej)dx  Ce jei ej js (2.25)
for large s > 0 and i 6= j.
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To prove the Proposition 2.13, we compute
I(
mX
`=1
!(
x
t
  se`)) mI1(!) = I(
mX
`=1
!(
x
t
  se`))  I1(
mX
`=1
!(
x
t
  se`))
+ I1(
mX
`=1
!(
x
t
  se`)) mI1(!(x
t
))
+mI1(!(
x
t
)) mI1(!(x))
= (I) + (II) + (III):
We will estimate (I),(II) and (III).
We remark that in the assumption (f3)(ii), we may assume  2 (G; 2) if G < 2,
 2 (2; p+ 1) if G = 2. First, we estimate (I).
Lemma 2.14 (Estimate of (I)).
lim sup
s!1
(I)  0 uniformly in t 2 (0; L]; (2.26)
and there exist  2 (0; 1), S1 > 0 and A1 > 0 such that
(I)  A1e Gss (N 1) for all t 2 [1  ; 1 + ]; s  S1: (2.27)
Proof. By (f3)(ii) we get
(I) =
Z
RN
Z ∑m
`=1 !(
x
t
 se`)
0
f1()  f(x; )ddx
 C0
Z
RN
Z ∑m
`=1 !(
x
t
 se`)
0
e jxj( +  p)ddx
=
C0
2
Z
RN
e jxj
 
mX
`=1
!(
x
t
  se`)
!2
dx+
C0
p+ 1
Z
RN
e jxj
 
mX
`=1
!(
x
t
  se`)
!p+1
dx
 C
Z
RN
e jxj
mX
`=1
!(
x
t
  se`)2dx+ C
Z
RN
e jxj
mX
`=1
!(
x
t
  se`)p+1dx
= CtN
Z
RN
e tjxj
mX
`=1
!(x  se`)2dx+ CtN
Z
RN
e tjxj
mX
`=1
!(x  se`)p+1dx
First we show (2.27). We claim that there exists  > 0 such that for large s,Z
RN
e tjxj!(x  sei)2dx  Ce Gss (N 1) for jt  1j < ; (2.28)
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and Z
RN
e tjxj!(x  sei)p+1dx  Ce Gss (N 1) for jt  1j < : (2.29)
Indeed, if G = 2, we choose  > 0 so that jt  1j <  implies t > 2. On the other hand,
if G < 2, we choose  > 0 small enough so that jt   1j <  implies G < t < 2. Then,
we have (2.28) from (2.23). In a similar way we get (2.29) from  < p+ 1. Thus we have
(2.27).
Next we show (2.26). We claim that for any " > 0, there exists S > 0 such that
tN
Z
RN
e tjxj!(x  sei)2dx  " for all t 2 [0; L]; s  S: (2.30)
Indeed, from !(x) 2 L2(RN), we can choose small t" > 0 and have (2.30) for t 2 [0; t"]
and any s > 0. On the other hand, in t 2 [t"; L], we can get (2.30) from (2.23). We also
get for large S 0 > 0
tN
Z
RN
e tjxj!(x  sei)p+1dx  " for all t 2 [0; L]; s  S 0:
Thus we have (2.26) and complete the proof.
Next, we estimate (II).
Lemma 2.15 (Estimate of (II)). For any 0 2 (0; 1), there exist S2 > 0 and A2; A02 > 0
such that
(II) 
8<:A2tN 2(1  t2)e Gss 
N 1
2   A02tNe Gss 
N 1
2 if t  1;
A2t
N 2(t2   1)e 0Gs   A02tNe Gss 
N 1
2 if t > 1
(2.31)
for all s  S2.
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Proof. Since !(x) is a solution of (2.10), we have
(II) =
1
2

mX
`=1
!(
x
t
  se`)

2
  m
2
!(x
t
)
2
 
Z
RN
F1(
mX
`=1
!(
x
t
  se`)) 
mX
`=1
F1(!(
x
t
  se`))dx
=
1
2
mX
i 6=j
D
!(
x
t
  sei); !(x
t
  sej)
E
 
Z
RN
F1(
mX
`=1
!(
x
t
  se`)) 
mX
`=1
F1(!(
x
t
  se`))dx
=
1
2
mX
i 6=j

tN 2
Z
RN
r!(x  sei)r!(x  sej)dx+ tN
Z
RN
!(x  sei)!(x  sej)dx

  tN
Z
RN
F1(
mX
`=1
!(x  se`)) 
mX
`=1
F1(!(x  se`))dx
=
1
2
tN 2(t2   1)
mX
i6=j
Z
RN
!(x  sei)!(x  sej)dx
+
1
2
tN 2
mX
i 6=j
Z
RN
f1(!(x  sei))!(x  sej)dx
+ tN
Z
RN
mX
`=1
F1(!(x  se`))  F1(
mX
`=1
!(x  se`))dx:
To continue, we need the following lemma.
Lemma 2.16. Assume that f1(u) 2 C(R;R) satises (f4). Then for m  2 we have
(i) there exists  > 0 such that
mX
`=1
F1(u`)  F1(
mX
`=1
u`)   1
2
mX
i 6=j
f1(ui)uj for all u1; u2;    ; um 2 [0; ]:
(2.32)
(ii) For any compact subset K  (0;1), there exist CK > 0 and K > 0 such that if
some integer n 2 [1;m] satises
un 2 K and ui 2 [0; K ] for i 6= n;
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then,
mX
`=1
F1(u`)  F1(
mX
`=1
u`)   1
2
mX
i6=j
f1(ui)uj   CK
mX
`=1; 6`=n
u`:
We give a proof of Lemma 2.16 in Appendix and continue the proof of Lemma 2.15.
For  > 0 given in Lemma 2.16 (i), we choose R > 1 large enough such that
!(x) <  for all x 2 RN nBR(0);
and we get Z
RN n[mk=1BR(sek)
mX
`=1
F1(!(x  se`))  F1(
mX
`=1
!(x  se`))dx
  1
2
mX
i6=j
Z
RN n[mk=1BR(sek)
f1(!(x  sei))!(x  sej)dx: (2.33)
We also apply Lemma 2.16 (ii) for K = BR(0) and choose s > 0 large enough such that
!(x  se`) < K for all x 2 BR(sen); ` 6= n; n = 1; 2;    ;m;
and we have Z
[mk=1BR(sek)
mX
`=1
F1(!(x  se`))  F1(
mX
`=1
!(x  se`))dx
=
mX
k=1
Z
BR(sek)
mX
`=1
F1(!(x  se`))  F1(
mX
`=1
!(x  se`))dx
  1
2
mX
k=1
mX
i6=j
Z
BR(sek)
f1(!(x  sei))!(x  sej)dx
  CK
mX
k=1
mX
`=1; 6`=k
Z
BR(sek)
!(x  se`)dx: (2.34)
From (2.33) and (2.34), we have
(II)  1
2
tN 2(t2   1)
mX
i6=j
Z
RN
!(x  sei)!(x  sej)dx
+
1
2
tN 2(1  t2)
mX
i6=j
Z
RN
f1(!(x  sei))!(x  sej)dx
  CKtN
mX
k=1
mX
`=1; 6`=k
Z
BR(sek)
!(x  se`)dx
= (II-1) + (II-2) + (II-3):
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By (2.22), we have for k 6= `Z
BR(sek)
!(x  se`)dx  C
Z
BR(sek)
e jx se`j(jx  se`j+ 1) N 12 dx
= C
Z
BR(0)
e jx s(e` ek)j(jx  s(e`   ek)j+ 1) N 12 dx
 CRe je` ekjss N 12 ;
where CR > 0 independent of large s. Thus we have
(II-3)   CtNe Gss N 12 : (2.35)
Next, we estimate (II-1) and (II-2). Here we argue 2 cases t  1, t > 1 separately.
When t  1, we have (II-1)  0. For (II-2) we have from (f4)(ii) that f1(!(x)) <
C!(x)1+ for all x 2 RN . Thus
(II-2)  CtN 2(1  t2)
mX
i6=j
Z
RN
!(x  sei)1+!(x  sej)dx
 C 0tN 2(1  t2)
mX
i6=j
e jei ej jss 
N 1
2
 C 00tN 2(1  t2)e Gss N 12 : (2.36)
Here we use (2.24). Combining (2.35), (2.36) and (II-1)  0, we have (2.31) for t  1.
When t > 1, we have (II-2)  0. By (2.25), for any 0 2 (0; 1) there exist C;C 0 > 0
such that
(II-1)  CtN 2(t2   1)
mX
i6=j
e 0jei ej js  C 0tN 2(t2   1)e 0Gs:
Thus we have (2.31) for t > 1 and we complete the proof of Lemma 2.15.
Finally, we estimate (III).
Lemma 2.17 (Estimate of (III)). There exists A3 > 0 such that
(III)   A3(t  1)2 for all t 2 (0; L]: (2.37)
Proof. Since !(x) is a solution of (2.10), we have Pohozaev's identity
N   2
2
Z
RN
jr!j2dx+ N
2
Z
RN
j!j2dx = N
Z
RN
F1(!)dx
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and we get
1
m
(III) =
1
2
(tN 2   1)
Z
RN
jr!(x)j2dx+ 1
2
(tN   1)
Z
RN
j!(x)j2dx
  (tN   1)
Z
RN
F1(!(x))dx
=
1
2N
 
N(tN 2   1)  (N   2)(tN   1) kr!k22
=   1
2N
(t  1)2h(t) kr!k22 :
where h(t) = (N   2)tN 2 + 2(N   2)tN 3 + 2(N   3)tN 4 +   + 4t+ 2. Thus we have
(2.37).
End of the proof of Proposition 2.13
First we remark that it follows from (2.26) and (2.31) that
lim sup
s!1
 
I(
mX
`=1
!(
x
t
  se`)) mI1(!(x
t
))
!
 0 uniformly in t 2 (0; L]; (2.38)
From (2.20) and (2.38), it suces to prove (2.31) just for t  1.
First we consider the case 0 << t  1. In this case we get (III)  0 and for large s
(I) + (II)  A1tNe Gss (N 1) + tN 2
 
A2(1  t2)  A02t2

e Gss 
N 1
2 < 0:
In fact, we can choose  > 0 so that 1   < t  1 implies A2(1  t2)  A02t2 < 0. Thus,
we have (2.21) for 1    < t  1. Next, we consider the case 1 < t < L. By Young's
inequality, for any " > 0, there exists C" > 0 such that
(II)  "A2tN 2(t  1)2 + C"e 20Gs   A02tNe Gss 
N 1
2 :
Thus we have for large s
(I) + (II) + (III)
 A1tNe Gss (N 1) + ("A2tN 2   A3)(t  1)2 + C"e 20Gs   A02tNe Gss 
N 1
2 :
Choosing 0 2 (12 ; 1) and " > 0 small, we have (2.21) for 1 < t  L and the proof of
Proposition 2.13 is completed.
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2.4.2 End of the proof of Theorems 2.2 and 2.4.
To prove Theorems 2.2 and 2.4, we apply the mountain pass theorem. In a standard way,
we can see that
(i) I(0) = 0,
(ii) there exist 0 > 0 and d0 > 0 such that
I(u)  d0 > 0 for all u 2 E with kuk = 0;
and
I(u) > 0 for all u 2 E with 0 < kuk  0:
Moreover, from (2.19) and (2.38), we can see that
I(
mX
`=1
!(
x
L
  se`)) < 0
for large L > 1 and large s > 0. Thus, we have I jE (u) has a mountain pass structure.
Next we show that the mountain pass level is strictly less than mI1(u). We dene a
mountain pass level for I jE (u) by
b = inf
2 
max
t2[0;1]
I((t));
where
  = f 2 C([0; 1]; E) ; (0) = 0; I((1)) < 0g:
We choose L > 1 such that I1(!( xL)) < 0 and consider a special path:
0(t) =
8>><>>:
mX
`=1
!(
x
Lt
  se`) if t 6= 0;
0 if t = 0:
(2.39)
We have 0 2   and it follows from Proposition 2.13 that for large s
I(0(t)) < mI1(!) for all t 2 [0; L]:
Thus,
b < mI1(u):
On the other hand under the conditions (f5)-(f6) or (f7), Lemmas 2.10 and 2.11 imply that
I jE (u) satises the (PSC)b condition. Therefore we can apply mountain pass theorem
and the corresponding non-trivial critical point u0 2 E is a positive solution of (2.1).
Thus both of Theorems 2.2 and 2.4 are proved.
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Remark 2.18. For N = 1; 2, Jeanjean-Tanaka [12, 13] also gives paths 1(t) : [0; L]!
H1(RN) which satises the properties (2.19)-(2.20). It is an interesting open problem
whether we can use their paths to obtain the interaction estimates corresponding to (2.21).
2.5 Proof of Theorem 2.6
In this section, we assume the condition (f8) and give a proof of Theorem 2.6.
2.5.1 An energy estimate
To prove Theorem 2.6, especially to deal with the case N = 1; 2 we use a path dierent
from (2.39) to show that mountain pass level is less than mI1(!). Under (f8), we can see
that the path 1(t) = t! : [0; L] ! H1(RN) enjoys the properties (2.19)-(2.20) for large
L > 1. We will show the following proposition:
Proposition 2.19. We assume conditions of Theorem 2.6. Then, there exists S0 > 0
such that
I(t
mX
`=1
!(x  se`)) < mI1(!) for all t 2 [0; L] and s  S0; (2.40)
where m  2 and e1; e2;    ; em 2 SN 1 is dened by (2.2)-(2.3).
A similar estimate is also given in Adachi [1] (Proposition 2.1). We remark that (2.22)-
(2.25) also hold and we may assume  2 (G; 2) if G < 2,  2 (2; p+ 1) if G = 2.
Proof of Proposition 2.19. We compute
I(t
mX
`=1
!(x  se`)) mI1(!(x)) = I(t
mX
`=1
!(x  se`))  I1(t
mX
`=1
!(x  se`))
+ I1(t
mX
`=1
!(x  se`)) mI1(!(tx))
+mI1(!(tx)) mI1(!(x))
= (IV ) + (V ) + (V I):
First, we estimate (IV).
Lemma 2.20 (Estimate of (IV)). There exist A4; S4 > 0 such that
(IV )  A4e Gss N 12 for all t 2 [0; L]; s  S4: (2.41)
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Proof. We can prove this Lemma in a similar way to Lemma 2.14.
Next, we estimate (V).
Lemma 2.21 (Estimate of (V)). We have
(i) lim sup
s!1
(V )  0 uniformly in t 2 [0; L]:
(ii) For any " > 0, there exist A5; S5 > 0 and  > 0 such that
(V )   A5e Gss (N 1) for all s > S5; j1  tj < : (2.42)
Proof. Since !(x) is a critical point of I1(!), we have
(V ) =
1
2
mX
i 6=j
ht!(x  sei); t!(x  sej)i
+m
Z
RN
F1(t!)dx 
Z
RN
F1(t
mX
`=1
!(x  se`))dx
=
1
2
mX
i 6=j
Z
RN
tf1(!(x  sei))t!(x  sej)dx
+
Z
RN
mX
`=1
F1(t!(x  se`))  F1(t
mX
`=1
!(x  se`))dx
We apply Lemma 2.16 and getZ
RN
mX
`=1
F1(t!(x  se`))  F1(t
mX
`=1
!(x  se`))
  1
2
mX
i 6=j
Z
RN
f1(t!(x  sei))t!(x  sej)dx  t
mX
k=1
mX
`=1; 6`=k
Z
BR(sek)
!(x  se`)dx
for large s > 0, t 2 [0; L] and some R > 1 (c.f. proof of Lemma 2.15). Thus, we have
(V )  1
2
mX
i6=j
Z
RN
(tf1(!(x  sei))  f1(!(x  sei))) t!(x  sej)dx
  t
mX
k=1
mX
`=1; 6`=k
Z
BR(sek)
!(x  se`)dx
= (V-1) + (V-2):
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Since lim sup
s!1
Z
RN
f1(!(x   sei))!(x   sej)dx = 0 uniformly in t 2 [0; L] for i 6= j, we
have (i) of Lemma 2.21.
Next we show (2.42). We repeat the argument for the estimate (II-3) and get
(V-2)   Cte Gss N 12 : (2.43)
Next, we estimate (V-1). We claim that for any " > 0, there exists " > 0 such that
tf1(!(x))  f1(t!(x)) < "!(x)1+ for all x 2 RN ; jt  1j < ": (2.44)
In fact, by (f4)(ii), we have for large r > 0
f1(!(x)) < "!(x)1+ for all x 2 RN nBr(0)
and (2.44) holds for x 2 RN nBr(0). On the other hand, since (2.44) holds for t = 1 and
Br(0) is compact, (2.44) holds for x 2 Br(0) and suciently small " > 0.
By (2.44), we have for large s
(V-1)  "
2
t
mX
i6=j
Z
RN
!(x  sei)1+!(x  sej)dx
 "C
mX
i6=j
e jei ej jss 
N 1
2
 "C 0e Gss N 12 for all j1  tj < "
We choose " > 0 small enough and from (2.43), we have (2.42).
End of the proof of Proposition 2.19
It follows from (2.41) and (i) of Lemma 2.21 that
lim sup
s!1
 
I(t
mX
`=1
!(x  se`)) mI1(t!(x))
!
 0 uniformly in t 2 [0; L] (2.45)
From (2.19) and (2.20), it suces to show (2.40) just for t  1. For (VI), we clearly have
(V I)  0. From (2.41) and (2.42), there exists  > 0 such that for large s
(IV ) + (V )  A4e Gss (N 1)   A5e Gss N 12 < 0 for jt  1j < :
Thus we have (2.40) and we complete the proof.
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2.5.2 End of the proof of Theorem 2.6
We argue in a similar way to the proof of Theorems 2.2 and 2.4 but we use a path
0(t) = tL
mX
`=1
!(x  se`) 2  
instead of (2.39). From Proposition 2.19, we have I(0(t)) < mI1(!) and it implies
b < mI1(!), where b > 0 is the mountain pass level of I jE (u). By Lemma 2.10, I jE (u)
satises the (PSC)b condition. Thus, by the mountain pass theorem there exists a critical
point u0 2 E of I jE (u) and the proof of Theorem 2.6 is complete.
2.6 Appendix
This appendix is devoted for the proofs of Lemmas 2.10 and 2.16.
2.6.1 Proof of Lemma 2.10
Let c > 0 and (uj)
1
j=1  H1(RN) be a (PSC)c sequence of I(u). When (f7) holds, we can
show the boundedness of (uj) in standard way. Indeed, we have
I(uj)  I 0(uj)uj =   2
2
kujk2  
Z
RN
F (x; uj)  f(x; uj)ujdx    2
2
kujk2 :
Since left hand side term converges to c > 0, we get the boundedness of (uj).
Next, we show the boundedness of (uj) under conditions (f5)-(f6). In this case we use
an idea from Jeanjean [11] and Jeanjean-Tanaka [14].
We argue indirectly and assume that there exists a (PSC)c sequence (uj)
1
j=1  H1(RN)
with a property: limj!1 kujk = 1. Set wj = ujkujk . Then we observe that one of the
following 2 cases take place.
lim
j!1
sup
y2RN
Z
B1(y)
jwj(x)j2 dx = 0; (2.46)
lim inf
j!1
sup
y2RN
Z
B1(y)
jwj(x)j2 dx > 0: (2.47)
We can show that (2.46) cannot occur modifying the argument of Jeanjean-Tanaka [14]
(c.f. Step 3 of proof of Proposition 3.2, p.301-302).
Next, we show that (2.47) cannot take place. Here we also use an idea from Jeanjean
[11]. In [11], nonlinearity f(x; u) depends on x in periodic fashion and we need to modify
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the proof. If (2.47) holds, extracting a subsequence if necessary, we can nd a sequence
(yj)
1
j=1  RN such that Z
B1(yj)
jwjj2 dx! d > 0:
Since kwj(x+ yj)k = kwj(x)k = 1, extracting a subsequence again, we may assume
wj(x+ yj)* w0(x) weakly in H
1(R
N)
and
wj(x+ yj)! w0(x)  0 a.e. x 2 RN :
Moreover we can nd a set K  RN such that measK > 0 and
wj(x+ yj)! w0(x) > 0 in K: (2.48)
We consider the following 4 cases separately.
Case 1 f(x; u) satises (f6)(i).
Case 2 (yj) is unbounded and f(x; u) satises (f6)(ii) for a1 =1.
Case 3 (yj) is unbounded and f(x; u) satises (f6)(ii) for a1 <1.
Case 4 (yj) is bounded and f(x; u) satises (f6)(ii).
If Case 1 or Case 2 takes place, we can see that
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)
2 !1 for x 2 K:
In fact, for x 2 K, we have w0(x) > 0 and uj(x + yj) ! 1 by (2.48). Therefore by
Fatou's lemma we haveZ
RN
f(x; uj)
uj
w2jdx =
Z
RN
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)
2dx

Z
K
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)
2dx!1: (2.49)
On the other hand, since (uj) is a (PSC)c sequence and kujk ! 1,
I 0(uj)wj = huj; wji  
Z
RN
f(x; uj)wjdx
= kujk

1 
Z
RN
f(x; uj)
uj
w2jdx

;
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implies
lim
j!1
Z
RN
f(x; uj)
uj
w2jdx = 1: (2.50)
This is a contradiction to (2.49) . Therefore Case 1 and Case 2 cannot take place.
Next, we consider Case 3. In this case, we will show that the limit function w0(x)
satises
 w0 + w0 = a1w0 in RN : (2.51)
Since the operator   has no eigenvalues, (2.51) cannot take place and there is a con-
tradiction. To show (2.51), it is suces to prove
hw0; 'i = a0
Z
RN
w0'dx for all ' 2 C10 (RN): (2.52)
For ' 2 C10 (RN), we take R > 1 such that supp'  BR(0). Since f(x; u) satises (f1)
and holds (f6)(ii) for a1 < 0, there exists constant C > 0 such that
f(x; u)
u
< C for all x 2 RN ; and u > 0: (2.53)
Since (yj) is unbounded, extracting a subsequence if necessary, we may assume jyjj ! 1
and
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)! a1w0(x) a.e. x 2 BR(0): (2.54)
In fact, if w0(x) = 0, (2.54) holds by (2.53). If w0(x) 6= 0, it means uj(x + yj) ! 1, so
(2.54) holds by (f6)(ii).
Since wj(x + yj) ! w0(x) in L2(BR(0)), extracting a subsequence again, we can nd
a function h(x) 2 L2(BR(0)) such that
jwj(x+ yj)j  h(x) a.e. x 2 BR(0):
Therefore, by Lebesgue's dominated convergence theorem, we haveZ
BR(0)
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)'(x)dx! a1
Z
BR(0)
w0(x)'(x)dx: (2.55)
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On the one hand, we have
I 0(uj)'(x  yj)
= huj(x); '(x  yj)i  
Z
RN
f(x; uj(x))'(x  yj)dx
= kujk

hwj(x); '(x  yj)i  
Z
RN
f(x; uj(x))
uj(x)
wj(x)'(x  yj)dx

= kujk

hwj(x+ yj); '(x)i  
Z
BR(0)
f(x+ yj; uj(x+ yj))
uj(x+ yj)
wj(x+ yj)'(x)dx

:
Since I 0(uj)'(x yj)! 0 , kujk ! 1, hwj(x+ yj); '(x)i ! hw0(x); '(x)i, and (2.55),
we have (2.52), that is, (2.51). Thus Case 3 cannot take place.
Finally we consider Case 4. In this case, taking a subsequence if necessary, we may
assume yj ! y0 for some y0 2 RN . In a similar way to Case 3, we can show that w0
satises
 w0 + w0 = a(x+ y0)w0 in RN : (2.56)
Using assumption (f6)(ii)(b), we can show that (2.56) cannot take place as in Jeanjean-
Tanaka[14].
We showed all of Cases 1-4 cannot take place, thus (2.47) cannot occur. Therefore
(uj) must be bounded and this completes the proof of Lemma 2.10.
2.6.2 Proof of (i) of Lemma 2.16
We use an induction argument to prove (i) of Lemma 2.16. First, we show the casem = 2.
Let  = 0
2
and u1; u2 2 [0; ]. Here 0 > 0 is given in (f4)(i). If u1 = 0 or u2 = 0 holds,
(2.32) clearly holds. We assume u1; u2 6= 0. From (f4)(i) we have
F1(u1 + u2)  F1(u1)  F1(u2)  f1(u1)u2
=
Z u2
0
f1(u1 + )  f1()  f1(u1)d
=
Z u2
0
f1(u1 + )
u1 + 
(u1 + )  f
1()

   f
1(u1)
u1
u1d
=
Z u2
0

f1(u1 + )
u1 + 
  f
1()


 +

f1(u1 + )
u1 + 
  f
1(u1)
u1

u1d
 0:
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We also get
F1(u1 + u2)  F1(u1)  F1(u2)  f1(u2)u1  0
and we have (2.32) for m = 2.
Next, we show (2:32) for m > 2. Let  = 0
m
and u1; u2;    ; um 2 [0; ] and we set
U =
Pm 1
`=1 u`. Since (2.32) holds for m = 2, we have
F1(U + um)  F1(U)  F1(um)  1
2
f1(U)um +
1
2
f1(um)U: (2.57)
We are arguing inductively and we assume that
F1(U) 
m 1X
`=1
F1(u`)  1
2
m 1X
i6=j
f1(ui)uj (2.58)
holds. From (2.57), (2.58) and (f4)(i) we have
F1(
mX
`=1
u`) 
mX
`=1
F1(u`)  1
2
mX
i 6=j
f1(ui)uj
= F1(U + um)  F1(U)  F1(um)  1
2
f1(U)um   1
2
f1(um)U
+ F1(U) 
m 1X
`=1
F1(u`)  1
2
m 1X
i6=j
f1(ui)uj
+
1
2
f1(U)um   1
2
m 1X
`=1
f1(u`)um
 1
2
f1(U)um   1
2
m 1X
`=1
f1(u`)um
=
um
2
mX
`=1

f1(U)
U
  f
1(u`)
u`

u`
 0:
Thus we get (2.32) for m > 2 and complete the proof.
We remark that if (f8) holds, we can see that (2.32) holds for all u1; u2;    ; um 2
[0;1).
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2.6.3 Proof of (ii) of Lemma 2.16
Let K  (0;1) be a compact subset and rst we show (ii) of Lemma 2.16 for m = 2.
That is, we show there exist K > 0 and CK > 0 such that
F1(u+h) F1(u) F1(h)  1
2
f1(u)h  1
2
f1(h)u  CKh for all u 2 K;h 2 [0; K ]:
(2.59)
By (f4)(ii), for any " > 0, there exists " > 0 such that
f1(h)  "h1+ for all h 2 [0; "]
which implies
F1(h)  "
2 + 
h2+ for all h 2 [0; "]:
On the other hand, since K is compact, there exists 0" > 0 such that
F1(u+ h)  F1(u)  (f1(u)  ")h for all u 2 K;h 2 [0; 0"]:
Thus, we have
F1(u+ h)  F1(u)  F1(h)  1
2
f1(u)h  1
2
f1(h)u
 (f1(u)  ")h  "
2 + 
h2+   1
2
f1(u)h  1
2
"h1+u
=

1
2
f1(u)  "  "
2 + 
h1+   1
2
"hu

h
Since infu2K f1(u) > 0, we get (2.59) for suciently small K > 0.
Next, we show (ii) of Lemma 2.16 for m > 2. Without loss of generality, we assume
um 2 K and u1; u2;    ; um 1 > 0 are small. Set U =
Pm 1
`=1 u`. Since Lemma 2.16(ii)
holds for m = 2, there exist C > 0 and  > 0 such that
F1(U + um)  F1(U)  F1(um)  1
2
f1(U)um   1
2
f1(um)U  CU for U 2 [0; ]:
(2.60)
Moreover by (i) of Lemma 2.16, there exists 0 > 0 such that
F1(
m 1X
`=1
u`) 
m 1X
`=1
F1(u`)  1
2
m 1X
i 6=j
f1(ui)uj for u1; u2;    um 1 2 [0; 0]: (2.61)
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Let K = minf m ; 0g and we assume u1; u2;    ; um 1 2 [0; K ]. From (2.60), (2.61) and
(f4)(i) we have
F1(
mX
`=1
u`) 
mX
`=1
F1(u`)  1
2
mX
i 6=j
f1(ui)uj
= F1(U + um)  F1(U)  F1(um)  1
2
f1(U)um   1
2
f1(um)U
+ F1(U) 
m 1X
`=1
F1(u`)  1
2
m 1X
i6=j
f1(ui)uj
+
1
2
f1(U)um   1
2
m 1X
`=1
f1(u`)um
 CU + 1
2
f1(U)um   1
2
m 1X
`=1
f1(u`)um
= CU +
um
2
m 1X
`=1

f1(U)
U
  f
1(u`)
u`

u`
 CU = C
m 1X
`=1
u`
Therefore (ii) of Lemma 2.16 holds for m > 2 and we complete the proof.
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3 Schrodinger type problems
3.1 Introduction
In this chapter we consider the following nonlinear Schrodinger equations:8<: u+ V (x)u = f(u) in RN ;u 2 H1(RN): (3.1)
Here N  2 and V (x) 2 C(RN ;R) satises infx2RN V (x) > 0 and f(u) 2 C(R;R).
When V (x) is independent of x, almost necessary and sucient conditions for exis-
tence of a positive solution of (3.1) are obtained by Berestycki-Lions [7]. However, when
V (x) depends on x, this existence problem becomes delicate. For example,  u + (1 +
" arctanx1)u = u
p in RN has only trivial solution for any " 2 (0; 2 ). Such a diculty
comes from the fact that the corresponding functional does not satisfy the Palais-Smale
condition.
On the other hand, when V (x) is invariant under a suitable group action G  O(N),
that is,
V (gx) = V (x) for all x 2 RN ; g 2 G; (3.2)
we can overcome this diculty. For example, Bartsch-Willem [5] consider the case
G = O(N), that is, V (x) is a radially symmetric and they show that the corresponding
functional satises the Palais-Smale condition and they show the existence of a radially
symmetric solution of (3.1).
Bartsch-Wang [4] extends this result for the more general group action G, where G is
an innite group. They show that G-invariant subspace EG := fu(x) 2 H1(RN) j u(gx) =
u(x) for all x 2 RN ; g 2 Gg can be compactly embedded into Lp+1(RN) for 1 < p < N+2N 2
under the condition
]fgx j g 2 Gg =1 for all x 2 SN 1; (3.3)
where ]f: : : g denotes the cardinal number of sets and SN 1 = fx 2 RN j jxj = 1g. They
show that (3.1) has a positive solution under the condition
there exists  > 2 such that 0 < 
Z u
0
f(s)ds  f(u)u for all u > 0 (3.4)
in addition to (3.3). We remark that the condition (3.4) is called the global Ambrosetti-
Rabinowitz condition which implies that lim infu!1
f(u)
u 1 2 (0;1] and ensures every
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Palais-Smale sequence is bounded. We also remark that their method is applicable to
only innite group actions G.
The aim of this chapter is to show the existence of a positive solution without condition
(3.4) both for nite group actions and innite group actions.
To state our results, we assume that V (x) 2 C(RN ;R) satises
(v1) there exists a subgroup G  O(N) such that
V (gx) = V (x) for all x 2 RN ; g 2 G:
(v2) inf
x2RN
V (x) = V0 > 0,
(v3) lim
jxj!1
V (x) = V1 > 0,
(v4) there exists a function ' 2 L2(RN) \W 1;1(RN) such that
jx  rV (x)j  '(x)2 for all x 2 RN ;
We also assume f(u) 2 C(R;R) satises
(f1) f(0) = lim
u!0
f(u)
u
= 0.
(f2) When N  3, lim
u!1
f(u)
u
N+2
N 2
= 0,
when N = 2, there exists p 2 (1;1) such that lim
u!1
f(u)
up
= 0.
(f3)
lim inf
u!1
f(u)
u
2
 k'k2L1(RN ) + kr'k2L1(RN )
2
+ kV kL1(RN ) + 1;1
#
;
where '(x) is given in (v4).
First we state our result for innite group action.
Theorem 3.1. We assume N  2 and (v1)-(v4), (f1)-(f3). We also assume that G
satises (3.3). Then, (3.1) has at least one positive solution u0 such that
u0(gx) = u0(x) for all x 2 RN ; g 2 G:
Remark 3.2. (i) (f3) is a condition on the behavior of f(u) at u  1, which covers
both of asymptotically linear nonlinearities and superlinear nonlinearities.
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(ii) Condition (v4) is introduced by Jeanjean-Tanaka [15], which means a convergence
of V (x)! V1 is suitably fast.
Next, we consider the case that G is a nite group which acts eectively on SN 1,
that is, G satises
]fgx j g 2 Gg 2 [2;1) for all x 2 SN 1: (3.5)
When G is a nite group, we cannot hope that the embedding EG  Lp+1(RN) is
compact. Thus this case is more delicate.
We dene
kG = inf
x2SN 1
]fgx j g 2 Gg 2 [2;1) (3.6)
and choose x0 2 SN 1 such that ]fgx0 j g 2 Gg = kG. We also set
]fgx0 j g 2 Gg = fe1; e2;    ekGg (3.7)
and
G = min
i6=j
jei   ejj 2 (0; 2]: (3.8)
Our second result is the following:
Theorem 3.3. We assume N  3, (v1)-(v4) and (f1)-(f3). We also assume G satises
(3.5) and
(v5) there exist constants  > G (G 2 (0; 2] is dened in (3.8) ) and C0 > 0 such that
V1   V (x)   C0e jxj for all x 2 RN :
(f4) (i) There exist constants 0 > 0 and A > 0 such that
f(u+ v)
u+ v
  f(u)
u
  Av for all u; v 2 (0; 0]:
(ii) There exists a constant  > 0 such that
lim
u!0
f(u)
u1+
= 0: (3.9)
Then, (3.1) has at least one positive solution u0 such that
u0(gx) = u0(x) for all x 2 RN ; g 2 G:
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We remark that condition (3.5) holds for G = fid; idg. In this case, V ( x) = V (x)
for all x 2 RN and G = 2. We also remark that (f4) is a condition on the behavior of
f(u) at u  0.
Example: If V (x) and f(u) satises
 V ( x) = V (x) > 0 for all x 2 RN ,
 V (x)  1 for jxj  1,
 f(0) = f 0(0) = 0, f 00(u) > 0 for 0 < u 1,
 as u!1, f(u)=u!1 and f(u)=uN+2N 2 ! 0.
then, we can apply Theorem 3.3 and we have a positive solution of (3.3).
This chapter is motivated by works Jeanjean-Tanaka [15], Rabinowitz [19], Adachi
[1], Hirata [10]. In [15] and [19], they consider the existence of a positive solution of
Schrodinger equation for general nonlinearities. They do not assume group actions but
V (x)  V1. Especially Jeanjean-Tanaka [15] succeed to show the existence without the
global Ambrosetti-Rabinowitz condition by means of monotonicity trick due to Struwe
[20], Jeanjean [11].
The existence of positive solution under nite group is considered in Adachi [1] and
Hirata [10]. They consider the equations like  u + u = h(x; u) in RN . They do not
assume condition like h(x; u)  h1(u) = limjxj!1 h(x; u) but they assume the global
Ambrosetti-Rabinowitz condition or monotonicity of h
1(u)
u
. On the other hand, we prove
the existence of a positive solution without the global Ambrosetti-Rabinowitz condition
nor monotonicity of h
1(u)
u
.
3.2 Preliminaries
In this chapter we write kkp for a standard Lp(RN)-norm for p 2 [2;1]. We may assume
V1 = 1 without loss of generality. Since we look for a positive solution, we may also
assume
f(u) = 0 for all u  0:
For technical reasons we rewrite our equation (3.1) as
 u+ eV (x)u = ef(u) in RN ;
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where eV (x) = V (x) +M , ef(u) = f(u) +Mu. Here M > 0 is chosen so that ef(u) > 0 for
all u > 0. We also use notation eF (u) = R u
0
ef()d . We remark that it follows from (f3)
that
lim inf
u!1
ef(u)
u
2
 k'k2L1(RN ) + kr'k2L1(RN )
2
+ kV kL1(RN ) + 1 +M;1
#
(3.10)
In the following, we assume N  2, (v1)-(v3) and (f1)-(f3) and we state some known
results.
3.2.1 Monotonicity method
To prove Theorem 3.1 and Theorem 3.3, we consider the following perturbed equations
for  2 [1
2
; 1]: 8<: u+ eV (x)u =  ef(u) in RN ;u 2 H1(RN): (3.11)
The corresponding functional is given by
I(u) =
1
2
Z
RN
jruj2 + eV (x)u2dx  Z
RN
eF (u)dx:
We say (uj)
1
j=1  H1(RN) is a Palais-Smale sequence at the level c 2 R ( (PS)c sequence
in short ) for I(u) if
I(uj)! c and I 0(uj)! 0 in H 1(RN) as j !1:
Jeanjean [11] studies perturbed equations like (3.11) and he obtains that for almost
every , I(u) has a bounded Palais-Smale sequence. (See also Struwe [20] and Rabier
[18].) That is, he shows the following:
Proposition 3.4. [Jeanjean [11] (c.f. Struwe [20] and Rabier [18])] Let X be a Banach
space with norm kkX and let J  (0;1) be an interval. We consider family (I)2J of
C1-functional on X of the form
I(u) = A(u)  B(u);  2 J
where B(u)  0 for all u 2 X and such that either A(u) ! 1 or B(u) ! 1 as
kukX !1. We assume there exist two points v0; v1 2 X such that
c = inf
2 
max
t2[0;1]
I((t)) > maxfI(v0); I(v1)g for all  2 J; (3.12)
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where
  = f(t) 2 C([0; 1]; X) ; (0) = v0; (1) = v1g: (3.13)
Then, for almost every  2 J , there exists a bounded (PS)c sequence (un)1n=1  X for
I(u) and c ! c1 as % 1.
Applying Proposition 3.4 to our functional I(u) in the space of G-symmetric functions
E := EG = fu(x) 2 H1(RN) j u(gx) = u(x) for all g 2 G; x 2 RNg;
we have the following corollary.
Corollary 3.5. We assume (v1)-(v2), (f1)-(f2). Let 0 > 0 and v1 2 E satises I(v1) <
0 for all  2 [0; 1] and c is dened by (3.12) with v0 = 0 and v1. Then, there exists
an increasing sequence (j)
1
j=1; j ! 1 such that for each j, there is a bounded (PS)cj
sequence (ujn)
1
n=1 for Ij(u).
By Corollary 3.5, we have bounded Palais-Smale sequences (u
j
n )  E. Extracting a
subsequence if necessary, we may assume that (u
j
n ) has a weak limit uj. In next section,
we show that it is a nontrivial critical point of Ij(u).
3.2.2 Convergence of bounded Palais-Smale sequences
In this section, we study a convergence of a bounded Palais-Smale sequence. The following
limit equation and corresponding functional play important roles.8<: u+ (1 +M)u =  ef(u) in RN ;u 2 H1(RN); (3.14)
I1 (u) =
1
2
Z
RN
jruj2 + (1 +M)u2dx  
Z
RN
eF (u)dx:
We also set
m1 := inffI1 (u) j u 2 H1(RN) n f0g is a critical point of I1 (u)g:
We remark that when N  2 and (f1)-(f3) hold, Berestycki-Lions [7] and Berestycki-
Gallouet-Kavian [6] show that m1 > 0 and it is attained by a positive solution of (3.14).
Furthermore Jeanjean-Tanaka [13] show thatm1 is characterized as a mountain pass level
of I1 (u). In particular, m
1
 is a non-increasing in  2 [12 ; 1].
Lions [16, 17] studies this type limit equation and he shows the following proposition
which describes the break down of the Palais-Smale condition for I(u).
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Proposition 3.6. We assume N  2, (v2)-(v4) and (f1)-(f3). Let (uj)  H1(RN) be a
bounded (PS)c sequence for I(u) and u0 be its weak limit. If un 6! u0 strongly in H1(RN),
then there exist an integer n  1, nontrivial critical points v1; v2;    vn 2 H1(RN) n f0g
of I1 (u), sequences points (x
1
j)
1
j=1, (x
2
j)
1
j=1,    , (xnj )1j=1  RN such that
I(uj)! c = I(u0) +
nX
k=1
I1 (v
k); (3.15)
uj   u0  
nX
k=1
vk(x  xkj )! 0 strongly in H1(RN); (3.16)
jxkj j ! 1;
jxkj   x`jj ! 1 for k 6= `;
Moreover, for G-symmetric Palais-Smale sequences, we get more precise results.
Lemma 3.7. We assume that N  2, (v1)-(v4) and (f1)-(f3). Let c 2 R and (uj)  E
be a bounded (PS)c sequence for I(u) with infj2N kujkH1(RN ) > 0 and let u0 be its weak
limit. Then, the following results hold.
(i) If G is an innite group and it satises (3.3), then, uj ! u0 strongly in H1(RN).
(ii) If G is a nite group and it satises (3.5) and c < kGm
1
 , then, u0 is a nontrivial
critical point of I(u) with I(u0)  c.
Proof. First we show (i). If uj 6! u0, there exists an integer n  1, nontrivial critical
points v1; v2;    vn 2 H1(RN) n f0g of I1 (u), sequences points (x1j)1j=1, (x2j)1j=1,    ,
(xnj )
1
j=1  RN such that (3.15)-(3.16). Taking a subsequence if necessary, we may assume
that
xkj
jxkj j
! xk1 2 SN 1. We claim that the set fxk1 j k = 0; 1; 2;    ; ng is G-symmetric.
Indeed, for any integer k and g 2 G, from (3.16) we have
lim inf
j!1
Z
B1(xkj )
juj   u0j2dx > 0:
Since uj; u0 2 E we also have
lim inf
j!1
Z
B1(xkj )
juj(gx)  u0(gx)j2dx > 0:
Thus, from (3.16) again, there exists ` such that fgxkj   x`jg1j=1 is bounded and it implies
gxk1 = x
`
1. Thus the set fxk1 j k = 0; 1; 2;    ; ng is G-symmetric. However it contradicts
to (3.3). Thus, we have (i).
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Next we show (ii). We can see that u0 is a critical point of I jE(u) in a standard way.
Thus, to prove (ii), we need to show u0 6 0 and I(u0)  c. If uj converges strongly to u0,
it implies I(u0) = c. u0 6 0 follows from infn2N kunkH1(RN ) > 0 and we nish the proof.
If uj 6! u0, we can show as in the proof (i) that the set fxk1 j k = 0; 1; 2;    ; ng is G-
symmetric and it implies n  kG. On the other hand, since I(vk)  m1 and c < kGm1 ,
I(u0) < 0 follows from (3.15). Thus, we have u0 6 0 and we complete the proof of Lemma
3.7.
Using above results, we show Theorem 3.1 and Theorem 3.3 in next section.
3.3 Proofs of Theorems 3.1 and 3.3
In this section, we will show Theorems 3.1 and 3.3. We use the following steps to prove
Theorem 3.1: rstly, we show that there exist 0 2 (0; 1] and v1 2 E which satisfy
conditions of Corollary 3.5. Secondly, applying Corollary 3.5, we have a sequence j ! 1
and bounded Palais-Smale sequence (u
j
n )1n=1  E. Moreover, it follows form Lemma 3.7
that a weak limit uj of (u
j
n ) is a nontrivial critical point of Ij(u). Finally, we prove that
(uj) is a bounded Palais-Smale sequence and its weak limit point is a critical point of
I1(u), that is, a positive solution of (3.1).
We also show that Theorem 3.3 in a similar way to the proof of Theorem 3.1. However,
by the dierence shown in Lemma 3.7, we need to argue more carefully to show Theorem
3.3. In particular, we need an estimate of a mountain pass level for I(u) to show that
a weak limit of a bounded Palais-Smale sequence is a nontrivial critical point. Thus, we
give proofs of Theorems 3.1 and 3.3 separately.
3.3.1 proof of Theorem 3.1
First we assume that G is an innite group and it satises (3.3). We also assume N  2,
(v1)-(v4) and (f1)-(f3) and we will show Theorem 3.1.
First, to apply Corollary 3.5, we show that there exist 0 2 (0; 1), v1 2 E such that
I(v1) < 0 for all  2 [0; 1]: (3.17)
Indeed, by results of Jeanjean-Tanaka [13], we have I1(!(
x
L
)) < 0 for large L > 1. Here
!(x) is a ground-state solution of the limit equation:  u+ (1+M)u = ef(u). Since the
continuity of  7! I, we have (3.17) for v1 = !( xL) and suciently small 1  0. Thus we
can apply Corollary 3.5 and we get bounded (PS)cj sequences (u
j
n )1n=1  E. Let uj be
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a weak limit of (u
j
n ). Since G satises (3.3), it follows from Lemma 3.7 (i) that u
j
n ! uj
strongly in E. We remark that uj is a nontrivial critical point of Ij(u) whose critical
value cj = Ij(uj) is bounded.
Thus, by the following Lemma 3.8, we get the boundedness of (uj).
Lemma 3.8 (c.f. Jeanjean-Tanaka [15]). We assume N  2, (v2)-(v4) and (f1)-(f3). Let
(uj)  H1(RN) be a sequence of critical point of Ij(u) and Ij(uj) is bounded. Then,
(uj) is bounded.
Jeanjean-Tanaka [15] show a similar result to Lemma 3.8 under a condition that f(u) is
superlinear. We remark that their result can be extended to the case where f(u) satises
(f3). We also remark that Lemma 3.8 also covers non-symmetric cases. We give the proof
of Lemma 3.8 in the Appendix and we continue the proof of Theorem 3.1.
End of the proof of Theorem 3.1. Since (uj) is bounded and
I1(uj) = Ij(uj) + (j   1)
Z
RN
eF (uj)dx;
we can see that lim
j!1
I1(uj) = lim
j!1
Ij(uj) = lim
j!1
cj = c1: We also see that I
0
1(uj) =
I 0j(uj)+ (j  1) ef(uj)! 0 in a similar way. Thus, we have that (uj) is a bounded (PS)c1
sequence. Finally, we apply Lemma 3.7 again, we can see that uj ! u0 strongly in E and
u0 is a nontrivial critical point of I1(u). Thus, we complete the proof of Theorem 3.1.
3.3.2 proof of Theorem 3.3
Next we assume that G is a nite group and it satises (3.5). When G is a nite group,
we cannot expect the functional I(u) satises the Palais-Smale condition for all level.
However, by Lemma 3.7, we can see that a bounded (PS)c sequence converges weakly to
a nontrivial critical point if the level c strictly less than kGm
1
 , where kG is given in (3.6)
and m1 is a least energy level for the limit equation (3.14). The following lemma says
that a mountain pass level of I1(u) is strictly less than kGm
1
1 .
Lemma 3.9. There exists a path 0(t) 2 C([0; 1]; E) such that 0(0) = 0, I1(0(1)) < 0
and
0 < max
t2[0;1]
I1(0(t)) < kGm
1
1 :
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We remark that similar results to Lemma 3.9 are shown by Adachi [1] and Hirata [10]
under dierent conditions. We postpone the proof of Lemma 3.9 until next section and
we continue the proof of Theorem 3.3.
Proof of Theorem 3.3. We dene mountain pass level c for (3.12)-(3.13) with v0 = 0
and v1 = 0(1), where 0(t) is given by Lemma 3.9. From the continuity of  7! I, there
exists 0 2 [12 ; 1] such that
0 < max
t2[0;1]
I(0(t)) < kGm
1
1 for all  2 [0; 1]: (3.18)
Thus we have (3.12) and we can apply Corollary 3.5.
It follows from Corollary 3.5 that there exists an increasing sequence (j)
1
j=1, j % 1
and for each j, there exists a bounded (PS)cj sequence (u
j
n)
1
n=1  E for Ij j E(u). For
each j, taking a subsequence if necessary, we may assume that (ujn) has a weak limit
uj. We claim that uj is a nontrivial critical point of Ij(u). In fact, we can see that
infj2N kujkH1(RN ) > 0 in a standard way. Moreover, since (3.18) holds and m1 is non-
increasing in , the mountain pass level cj = lim
n!1
Ij(u
j
n) satises
0 < cj < kGm
1
1  kGm1j for all j:
Thus, by Lemma 3.7 (ii), we have that uj is a nontrivial critical point of Ij(u).
We can also see that Ij(uj)  cj  c1. Thus, it follows in a similar way to the proof
of Theorem 3.1 that, for some c  c1, (uj) is a bounded (PS)c sequence. Thus, since
c1 < kGm
1
1 , it follows from Lemma 3.7 (ii) that a weak limit u0 of (uj) is a nontrivial
critical point of I1(u) and we complete the proof of Theorem 3.3.
In next section, we construct a sample path 0(t) which satises Lemma 3.9.
3.4 Construction of a sample path
In this section we assume conditions of Theorem 3.3. For a simplicity, we write I(u) =
I1(u), I
1(u) = I11 (u) and we prove Lemma 3.9. To prove Lemma 3.9, we will construct
a sample path (t) : [0; L] ! E, for L > 1, which satises (0) = 0; I((L)) < 0 and
maxt2[0;L] I((t)) < kGm1 .
Since N  3 and (f1)-(f3) hold, the result of Berestycki-Lions [7] implies that there
exists a positive, radial critical point !(x) 2 C2(RN ;R) of I1(u) such that I1(!) = m11 .
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We dene a sample path (t) by
(t) =
8>><>>:
kGX
`=1
!(
x
t
  se`) if t 6= 0;
0 if t = 0:
(3.19)
Here e1; e2; : : : ; ekG is dened in (3.7) and s > 1. We remark that a path t 7! !(xt )
is introduced in Jeanjean-Tanaka [13] and they show that
!(x
t
)

H1(RN )
! 0 as t! +0,
I1(!(x
t
)) < I1(!(x)) for all t 6= 1, and I1(!(x
t
)) !  1 as t ! 1. Our path is a
G-symmetric version of their path.
We x L > 1 such that I1(!( x
L
)) < 0 and we will show the following:
Proposition 3.10. There exists S0 > 0 such that
I(
kGX
`=1
!(
x
t
  se`)) < kGI1(!) = kGm11 for all t 2 (0; L] and s  S0; (3.20)
and
I(
kGX
`=1
!(
x
L
  se`)) < 0 for all s  S0: (3.21)
Remark 3.11. This type of estimates are studied in Adachi [1] and Hirata [10] in dierent
setting. In particular, Adachi derived a similar estimate for a path:
t 7! t
kGX
`=1
!(x  se`)
under the condition of monotonicity of f(u)
u
. On the other hand, an estimate for a path
(3.19) is given in [10]. However, in [10], a condition of behavior of f(u) at u  0 is
slightly stronger than our condition (f4). We remark that our argument of this section
can apply to [10]. In particular, we can replace the condition (f4) in [10] to our condition
(f4).
To show Proposition 3.10, we need precise estimate of decay of !(x). By the condition
(f4)(i), Gidas-Ni-Nirenberg [9] show that there exist constants c1; c2 > 0 such that
c1e
 jxj(jxj+ 1) N 12  !(x)  c2e jxj(jxj+ 1) N 12 for all x 2 RN : (3.22)
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Proof of Proposition 3.10. To show (3.20) and (3.21), we compute
I(
kGX
`=1
!(
x
t
  se`))  kGI1(!) = I(
kGX
`=1
!(
x
t
  se`))  I1(
kGX
`=1
!(
x
t
  se`))
+ I1(
kGX
`=1
!(
x
t
  se`))  kGI1(!(x
t
))
+ kGI
1(!(
x
t
))  kGI1(!)
= (I) + (II) + (III)
and we will estimate (I), (II) and (III). In this section we use original V (x), F (u) (noteV (x); eF (u)). That is,
I(u) =
1
2
Z
RN
jruj2 + V (x)u2dx 
Z
RN
F (u)dx;
I1(u) =
1
2
Z
RN
jruj2 + u2dx 
Z
RN
F (u)dx:
First we estimate (I).
Lemma 3.12. There exist constants  2 (0; 1), S1 > 0, A1 > 0 such that
(I)  A1tNe Gss (N 1) for all t 2 [1  ; 1 + ]; s  S1: (3.23)
Proof. By (v5), there exists a constant C > 0 such that
(I) =
1
2
Z
RN
(V (x)  1)
 
kGX
`=1
!(
x
t
  se`)
!2
dx
 1
2
C0
Z
RN
e jxj
 
kGX
`=1
!(
x
t
  se`)
!2
dx
 C
kGX
`=1
Z
RN
e jxj!(
x
t
  se`)2dx
= CtN
kGX
`=1
Z
RN
e tjxj!(x  se`)2dx
When G = 2, we have t > 2 for sucient small jt  1j and by (3.22) we haveZ
RN
e tjxj!(x  se`)2dx  c22
Z
RN
e tjxj 2jx se`j(jx  se`j+ 1) (N 1)dx  C 0e 2ss (N 1)
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for some C 0 > 0. Thus (3.23) holds for G = 2.
When G < 2, we may assume G < t < 2 without loss of generality for sucient
small jt  1j and some  2 (1
2
; 1). By (3.22), there exists constant C > 0 such that
!(x)  Ce jxj for all x 2 RN :
Thus, we haveZ
RN
e tjxj!(x  se`)2dx  C
Z
RN
e tjxj 2jx se`jdx  C 00e ts
for some C 00 > 0. Since t > G, (3.23) holds for G < 2 and we complete the proof of
Lemma 3.12.
We need the following Lemmas 3.13-3.14 to estimate (II).
Lemma 3.13. We assume that f(u) 2 C(R;R) satises (f1). Let k  2 be an integar.
(i) We also assume that (f4)(i). There exists  > 0 such that
kX
`=1
F (u`) F (
kX
`=1
u`)   1
2
kX
i6=j
f(ui)uj+
A
2
kX
i6=j
uiu
2
j for all u1; u2;   uk 2 [0; ];
(3.24)
where A > 0 is given in (f4)(i).
(ii) Let K > 0 and " > 0 be xed. Then there exists a constant  > 0 such that if some
integer n satises un 2 [0; K] and ui 2 [0; ] for 1  i  k, i 6= n, then
kX
`=1
F (u`)  F (
kX
`=1
u`)   1
2
kX
i6=j
f(ui)uj  
kX
`=1;` 6=n

1
2
f(un)  "

u`:
Lemma 3.14. We assume that f(u) satises (f1)-(f4). Then we have the following.
(i) For any R > 0 and y 2 RN nf0g,
lim
s!1
1
!(sy)
Z
BR
f(!(x))!(x  sy)dx
=  ~!0(R)
Z
@BR
e x1dS +
~!(R)
R
Z
@BR
 x1e x1dS
=:MR > 0:
Here ~!(r) is dened by ~!(r) = !(x) where jxj = r.
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(ii) There exists a constant M1 2 (0;1) such that
lim
R!1
MR =M1 > 0:
(iii) For any R > 0, there exist constants sR > 0 and M
0
R > 0 such thatZ
BR
f(!(x))!(x  sy)dx M 0R
Z
BR
!(x  sy)dx for all s  sR:
We give proofs of lemma 3.13-3.14 in Appendix and we continue the estimate (II).
Lemma 3.15. For any  2 (1
2
; 1), there exist constants A2; A
0
2; S2 > 0 such that
(II)  A2j1  tje Gs   A02tNe Gss 
N 1
2 for all t 2 (0; L]; s  S2: (3.25)
Proof. In this proof we use notation:
hu; vi =
Z
RN
ru  rvdx+
Z
RN
uvdx for u; v 2 H1(RN);
kuk = hu; ui 12 for u 2 H1(RN);
Br(y) = fx 2 RN j jx  yj < rg for y 2 RN and r > 0:
We write
(II) =
1
2

kGX
`=1
!(
x
t
  se`)

2
  kG
2
!(x
t
)
2
+ tN
Z
RN
kGX
`=1
F (!(x  se`))  F (
kGX
`=1
!(x  se`))dx
= (II-1) + (II-2):
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First, we compute (II-1). Since !(x) is a critical point of I1(u), we have
(II-1) =
1
2
kGX
i 6=j
D
!(
x
t
  sei); !(x
t
  sej)
E
=
1
2
kGX
i 6=j

tN 2
Z
RN
r!(x  sei)  r!(x  sej)dx
+ tN
Z
RN
!(x  sei)!(x  sej)dx

=
1
2
(t2   1)tN 2
kGX
i6=j
Z
RN
!(x  sei)!(x  sej)dx
+
1
2
tN 2
kGX
i 6=j
Z
RN
f(!(x  sei))!(x  sej)dx:
Next, we estimate (II-2). We x R 1 such that
!(x) <  for all x 2 RN nBR;Z
RN nBR
!(x)2e x1dx <
1
16A
M1;
MR  1
2
M1:
Here  > 0 is given in Lemma 3.13 (i) and MR, M1 are given in Lemma 3.14. In the
following, we decompose RN into [kG`=1BR(se`) and RN n [kG`=1BR(se`). First, we consider
the integration in the domain RN n [kG`=1 BR(se`). By (i) of Lemma 3.13, we haveZ
RN n[kG`=1BR(se`)
kGX
`=1
F (!(x  se`))  F (
kGX
`=1
!(x  se`))dx
  1
2
kGX
i 6=j
Z
RN n[kG`=1BR(se`)
f(!(x  sei))!(x  sej)dx
+ A
kGX
i 6=j
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx: (3.26)
Next, we consider the integration in the domain [kG`=1BR(se`). Let K = maxx2RN !(x)
and we set " > 0 such that
" <
M 0R
4
;
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where M 0R > 0 is given in (iii) of Lemma 3.14. By (ii) of Lemma 3.13, we haveZ
[kGk=1BR(sek)
kGX
`=1
F (!(x  se`))  F (
kGX
`=1
!(x  se`))dx
=
kGX
k=1
Z
BR(sek)
kGX
`=1
F (!(x  se`))  F (
kGX
`=1
!(x  se`))dx
  1
2
kGX
k=1
kGX
i6=j
Z
BR(sek)
f(!(x  sei))!(x  sej)dx
 
kGX
k=1
kGX
`=1; 6`=k
Z
BR(sek)

1
2
f(!(x  sek))  "

!(x  se`)dx
=  1
2
kGX
i6=j
Z
[kGk=1BR(sek)
f(!(x  sei))!(x  sej)dx
 
kGX
k=1
kGX
`=1; 6`=k
Z
BR

1
2
f(!(x))  "

!(x  s(e`   ek))dx: (3.27)
We also remark that it follows from (iii) of Lemma 3.14 that
 
Z
BR

1
2
f(!(x))  "

!(x  s(e`   ek))dx
  1
2
Z
BR
f(!(x))!(x  s(e`   ek))dx+ M
0
R
4
Z
BR
!(x  s(e`   ek))dx
  1
4
Z
BR
f(!(x))!(x  s(e`   ek))dx: (3.28)
From (3.26){(3.28), we have
(II-2)   1
2
tN
kGX
i 6=j
Z
RN
f(!(x  sei))!(x  sej)dx
+ AtN
kGX
i6=j
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx
  1
4
tN
kGX
k=1
kGX
`=1; 6`=k
Z
BR
f(!(x))!(x  s(e`   ek))dx:
We also remark that by (f4)(i) there exists a constant C > 0 such that
f(!(x)) < C!(x) for all x 2 RN :
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Thus, there exists C1 > 0 such that
(II) = (II-1) + (II-2)
 1
2
(t2   1)tN 2
kGX
i6=j
Z
RN
!(x  sei)!(x  sej)dx
  1
2
(t2   1)tN 2
kGX
i 6=j
Z
RN
f(!(x  sei))!(x  sej)dx
+ AtN
kGX
i6=j
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx
  1
4
tN
kGX
k=1
kGX
`=1; 6`=k
Z
BR
f(!(x))!(x  s(e`   ek))dx
 C1j1  tj
kGX
i6=j
Z
RN
!(x  sei)!(x  sej)dx
+ AtN
kGX
i6=j
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx
  1
4
tN
kGX
k=1
kGX
`=1; 6`=k
Z
BR
f(!(x))!(x  s(e`   ek))dx: (3.29)
For a given  2 (0; 1), by (3.22) there exists constant C > 0 such that
!(x  s(ei   ej))  Ce jx s(ei ej)j for all x 2 RN :
Moreover, for any  0 2 (; 1), we also have C0 > 0 such that
!(x)  C0e 0jxj for all x 2 RN :
Then, we haveZ
RN
!(x  sei)!(x  sej)dx =
Z
RN
!(x  s(ei   ej))!(x)dx
 CC 0
Z
RN
e jx s(ei ej)j 
0jxjdx
 CC 0e jei ej js
Z
RN
e ( 
0)jxjdx
Thus, there exists C2 > 0 such that
j1  tj
kGX
i 6=j
Z
RN
!(x  sei)!(x  sej)dx  C2j1  tje Gs: (3.30)
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On the other hand, since
lim
s!1
1
!(s(ei   ej))
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx =
Z
RN nBR
e x1!(x)2dx
 1
16A
M1
and
lim
s!1
  1
!(s(e`   ek))
Z
BR
f(!(x))!(x  s(e`   ek))dx =  MR   1
2
M1;
there exists constant C3 > 0 such that for large s
AtN
kGX
i6=j
Z
RN n[kG`=1BR(se`)
!(x  sei)!(x  sej)2dx  1
4
tN
kGX
k=1
kGX
`=1;` 6=k
Z
BR
f(!(x))!(x  s(e`   ek))dx
  M1
16
tN
kGX
k=1
kGX
`=1; 6`=k
!(s(e`   ek))   C3tNe Gss N 12 : (3.31)
We use (3.22) to show the last inequality. By (3.29)-(3.31), we have (3.25) and complete
the proof of Lemma 3.15.
Next, we estimate (III) and we prove Proposition 3.10.
Lemma 3.16. There exists a constant A3 > 0 such that
(III)   A3(t  1)2 for all t 2 (0; L]: (3.32)
Proof. Since !(x) is a critical point of I1(u), we have Pohozaev's identity
N   2
2
Z
RN
jr!j2dx+ N
2
Z
RN
j!j2dx = N
Z
RN
F (!)dx
and we have
1
kG
(III) =
1
2
(tN 2   1)
Z
RN
jr!j2dx+ 1
2
(tN   1)
Z
RN
j!j2dx
  (tN   1)
Z
RN
F (!)dx
=   1
2N
((N   2)tN  NtN 2 + 2)
Z
RN
jr!j2dx
=   1
2N
(t  1)2h(t)
Z
RN
jr!j2dx:
Here h(t) = (N   2)tN 2 +PN 3k=0 2(k + 1)tk. We remark h(t) > 0 in [0; L] and satises
(N   2)tN  NtN 2 + 2 = (t  1)2h(t). Thus we have (3.32).
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Proof of the Proposition 3.10. By Lemmas 3.12 and 3.15, we haveI(
kGX
`=1
!(
x
t
  se`))  kGI1(!(x
t
))
! 0 as s!1 uniformly in t 2 (0; L]: (3.33)
Thus (3.21) follows from I1(!( x
L
)) < 0.
Next, we show (3.20). Since I1(!(x
t
)) < I1(!(x)) for t 6= 1 and (3.33) holds, it
suces to prove (3.20) just for t  1.
We x  2 (1
2
; 1). From Lemma 3.15 and Young's inequality, for any " > 0 there exists
a constant C" > 0 such that
(II)  "A2j1  tj2 + C"e 2Gs   A02tNe Gss 
N 1
2
for large s. Thus we have
(I) + (II) + (III)
 tNe Gss N 12 (A1s N 12   A02) + ("A2   A3)j1  tj2 + C"e 2Gs
for t  1 and large s. Choosing " > 0 small, we have (3.20) for t  1 and large s. Thus
we complete the proof of the Proposition 3.10.
Finally, we give the proof of Lemma 3.9.
Proof of Lemma 3.9. From Proposition 3.10, we can see that a path
0(t) =
8>><>>:
kGX
`=1
!(
x
Lt
  se`) if t 2 (0; 1];
0 if t = 0;
satises I(0(1)) < 0 and max
t2[0;1]
I(0(t)) < kGm
1
1 for large s. Thus Lemma 3.9 holds.
3.5 Appendix
This appendix is devoted to proofs of Lemma 3.8, 3.13 and 3.14.
3.5.1 Proof of Lemma 3.8
Let (uj)  H1(RN) is a sequence of critical points of Ij(u) satisfying Ij(uj)  C0, where
C0 > 0 is a constant independent of j. We will show the boundedness of (uj).
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Since uj is a critical point of Ij(u), we have the following Pohozaev type identity:
N   2
2
Z
RN
jrujj2dx+ N
2
Z
RN
eV (x)u2jdx+ 12
Z
RN
(reV (x)  x)u2jdx = Nj Z
RN
eF (uj)dx:
(3.34)
First, we show the boundedness of krujk22. Since V (x) satises (v4), it follows from (3.34)
that
krujk22 =
1
2
Z
RN
(reV (x)  x)u2jdx+NIj(uj)  12
Z
RN
u2j'
2dx+ C0 (3.35)
On the one hand, since I 0j(uj)('
2uj) = 0 we haveZ
RN
rujr('2uj)dx+
Z
RN
eV (x)u2j'2dx = j Z
RN
ef(uj)uj'2dx: (3.36)
By (3.35), we have for some C 00 > 0Z
RN
rujr('2uj)dx
  Z
RN
jrujj2'2dx+ 2
Z
RN
jrujjjujjj'jjr'jdx

Z
RN
jrujj2'2dx+
Z
RN
jrujj2jr'j2dx+
Z
RN
u2j'
2dx
 (k'k21 + kr'k21)
Z
RN
jrujj2dx+
Z
RN
u2j'
2dx
 (k'k21 + kr'k21)

1
2
Z
RN
u2j'
2dx+ C0

+
Z
RN
u2j'
2dx

 
k'k21 + kr'k21
2
+ 1
!Z
RN
u2j'
2dx+ C 00: (3.37)
By (v3) we have kV k1 <1 and we getZ
RN
eV (x)u2j'2dx  (kV k1 +M) Z
RN
u2j'
2dx: (3.38)
Moreover by (3.10), there exist constants L >
k'k21+kr'k21
2
+ kV k1 + 1 +M and C1 > 0
such that ef(u)u  Lu2   C1 for all u  0
and it implies that for some C 01 > 0
j
Z
RN
ef(uj)uj'2dx  jL Z
RN
u2j'
2dx  C1
Z
RN
'2dx
= jL
Z
RN
u2j'
2dx  C 01: (3.39)
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From (3.36)-(3.39), we have
jL
Z
RN
u2j'
2dx  C 01 
 
k'k21 + kr'k21
2
+ kV k1 + 1 +M
!Z
RN
u2j'
2dx+ C 00:
Since j ! 1, we have jL > k'k
2
1+kr'k21
2
+ kV k1 + 1 +M for large j and it impliesR
RN
u2j'
2dx is bounded. Thus, by (3.35), we show the boundedness of krujk2.
Since krujk2 is bounded, we also show the boundedness of kujk2 in a similar way to
the proof of Proposition 4.2 in Jeanjean-Tanaka [15]. Thus, (uj) is bounded in H
1(RN)
and we complete the proof.
3.5.2 Proof of Lemma 3.13
Proof of (i) of Lemma 3.13. We use an induction argument to prove (i) of Lemma
3.13. First, we show the case k = 2. Let u1; u2 2 [0; 0]. Here 0 > 0 is given in (f4)(i). If
u1 = 0 or u2 = 0, (3.24) clearly holds. We assume u1; u2 6= 0. From (f4)(i) we have
F (u1 + u2)  F (u1)  F (u2)  f(u1)u2
=
Z u2
0
f(u1 + )  f()  f(u1)d
=
Z u2
0
f(u1 + )
u1 + 
(u1 + )  f()

   f(u1)
u1
u1d
=
Z u2
0

f(u1 + )
u1 + 
  f()


 +

f(u1 + )
u1 + 
  f(u1)
u1

u1d
  Au1u22
We also get
F (u1 + u2)  F (u1)  F (u2)  f(u2)u1   Au21u2
and we have (3.24) for k = 2.
Next, we show (3.24) for k > 2. Let  = 0
k
, u1; u2;    ; uk 2 [0; ] and we set
U =
Pk 1
`=1 u`. Since (3.24) holds for k = 2, we have
F (U + uk)  F (U)  F (uk)  1
2
f(U)uk +
1
2
f(uk)U   A
2
U2uk   A
2
Uu2k: (3.40)
We are arguing inductively and we assume that
F (U) 
k 1X
`=1
F (u`)  1
2
k 1X
i6=j
f(ui)uj   A
2
k 1X
i6=j
u2iuj (3.41)
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holds. From (3.40), (3.41) and (f4)(i) we have
F (
kX
`=1
u`) 
kX
`=1
F (u`)  1
2
kX
i 6=j
f(ui)uj
= F (U + uk)  F (U)  F (uk)  1
2
f(U)uk   1
2
f(uk)U
+ F (U) 
k 1X
`=1
F (u`)  1
2
k 1X
i 6=j
f(ui)uj
+
1
2
f(U)uk   1
2
k 1X
`=1
f(u`)uk


 A
2
U2uk   A
2
Uu2k

  A
2
k 1X
i6=j
u2iuj +
1
2
k 1X
`=1

f(U)
U
  f(u`)
u`

u`uk


 A
2
U2uk   A
2
Uu2k

  A
2
k 1X
i6=j
u2iuj  
A
2
k 1X
`=1
(U   u`)u`uk
=

 A
2
U2uk   A
2
Uu2k

  A
2
k 1X
i 6=j
u2iuj  
A
2
U2uk +
A
2
uk
k 1X
`=1
u2`
=  A
2
kX
i6=j
u2iuj
Thus we get (3.24) for k > 2 and complete the proof.
Next, we show (ii) of Lemma 3.14.
Proof of (ii) of Lemma 3.14. LetK  (0;1) be a compact subset and rst we consider
the case k = 2. That is, we show that for any " > 0 there exists constant  > 0 such that
F (u+ h)  F (u)  F (h)  1
2
f(u)h  1
2
f(h)u  (1
2
f(u)  ")h for all u 2 K;h 2 [0; ]:
(3.42)
By (f1), for any "0 > 0 there exists "0 > 0 such that
f(h)  "0h for all h 2 [0; "0 ]
which implies
F (h)  "
0
2
h2 for all h 2 [0; "0 ]:
On the other hand, since K is compact, there exists 0"0 > 0 such that
F (u+ h)  F (u)  (f(u)  "0)h for all u 2 K;h 2 [0; 0"0 ]:
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Thus, we have
F (u+ h)  F (u)  F (h)  1
2
f(u)h  1
2
f(h)u
 (f(u)  "0)h  "
0
2
h2   1
2
f(u)h  1
2
"0hu
=

1
2
f(u)  "0   "
0
2
h  1
2
"0u

h
Since "0 > 0 is arbitrary, we get (3.42) for suciently small  > 0.
We also get (ii) of Lemma 3.14 holds for k > 2 by induction argument.
3.5.3 Proof of Lemma 3.14
Next we show Lemma 3.14. To prove Lemma 3.14, we use the following properties of
!(x).
(P1) ~!0(r) < 0 for all r > 0,
(P2) lim
r!1
r
N 1
2 er~!(r) = lim
r!1
 rN 12 er~!0(r) 2 (0;1),
(P3) For any R > 0, we have lim
s!1
!(x  se1)
!(se1)
= e x1 uniformly in x 2 BR, where
e1 = (1; 0;    ; 0) and BR = fx 2 RN j jxj < Rg.
First, we show (i) of Lemma 3.14.
Proof of (i) of Lemma 3.14. Using a suitable rotation if necessary, we may assume
that y = (jyj; 0;    ; 0). Since !(x) is a solution of (3.14), we have by the Green's formulaZ
BR
f(!(x))!(x  sy)dx =
Z
BR
( !(x) + !(x))!(x  sy)dx
=
Z
BR
!(x)( !(x  sy) + !(x  sy))dx
 
Z
@BR
@!
@n
(x)!(x  sy)dS +
Z
@BR
!(x)
@!
@n
(x  sy)dS
=
Z
BR
!(x)f(!(x  sy))dx  ~!0(R)
Z
@BR
!(x  sy)dS
+ !(R)
Z
@BR
~!0(jx  syj)

x  sy
jx  syj ;
x
jxj

dS
= (A) + (B) + (C):
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Here we use the equation
@!
@n
(x  sy) = (r!(x  sy); xjxj) = ~!
0(jx  syj)

x  sy
jx  syj ;
x
jxj

:
First, we claim that j(A)j
!(sy)
! 0 as s!1. Indeed, since max
x2BR
!(x  sy) = ~!(R  sjyj)! 0
and (f2) holds, we have that for any " > 0, there exists a constant s" > 0 such that
jf(!(x  sy))j  "!(x  sy) for all s  s":
Thus, for s  s" we have
j(A)j
!(sy)
 "
Z
BR
!(x)
!(x  sy)
!(sy)
dx:
By (P3), we have
!(x  sy)
!(sy)
! e x1 uniformly in x 2 BR. Thus, we have
lim sup
s!1
j(A)j
!(sy)
 "
Z
BR
!(x)e x1dx:
Since " > 0 is arbitrary, we have j(A)j
!(sy)
! 0.
In a similar way, we also have
(B)
!(sy)
=  ~!0(R)
Z
@BR
!(x  sy)
!(sy)
dx!  ~!0(R)
Z
@BR
e x1dx:
Finally, we compute (C)
!(sy)
. Since

x sy
jx syj ;
x
jxj

!

e1;
x
jxj

, we have
(C)
!(sy)
= ~!(R)
Z
@BR
~!0(jx  syj)
~!(jx  syj)
!(x  sy)
!(sy)

x+ sy
jx+ syj ;
x
jxj

dS
! ~!(R)
Z
@BR
 1  e x1  (e1; xjxj)dS
=
~!(R)
R
Z
@BR
 x1e x1dS:
Since
R
@BR
 x1e x1dS > 0, we complete the proof of (i) of Lemma 3.14.
Next, we show (ii).
Proof of (ii) of Lemma 3.14. First, we show that lim
R!1
 ~!0(R)
Z
@BR
e x1dS 2 (0;1).
By the change of variable x = Ry, we have
 ~!0(R)
Z
@BR
e x1dS =  ~!0(R)
Z
@B1
e Ry1RN 1dSy
=  RN 12 eR~!0(R) RN 12 e R
Z
@B1
e Ry1dSy;
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We remark that by (P2), limR!1 RN 12 eR~!0(R) 2 (0;1). Thus, we need to show
limR!1R
N 1
2 e R
R
@B1
e Ry1dSy 2 (0;1). Using polar coordinates, we write
y1 = cos 1; y2 = sin 1 cos 2; y3 = sin 1 sin 2 cos 3;    ;
Then, we have
R
N 1
2 e R
Z
@B1
e Ry1dSy
= R
N 1
2 e R
Z 
0
Z 
0
  
Z 
0
Z 2
0
eR cos 1 sinN 2 1 sinN 3 2    sin N 2 d1    dN 1
= CR
N 1
2 e R
Z 
0
eR cos 1 sinN 2 1d1
for some C > 0. We remark that for any  > 0,
lim
R!1
R
N 1
2 e R
Z 

eR cos 1 sinN 2 1d1 = 0:
On the one hand, for a sucient small  > 0, we remark that cos  = 1  1
2
2 + o(2) and
sin  =  + o(2) for  2 [0; ]. Thus, by the change of variable R2 = t2, we have
R
N 1
2 e R
Z 
0
eR cos  sinN 2 d  RN 12 e R
Z 
0
eR(1 
1
2
2)N 2d
= R
N 1
2 e R
Z pR
0
eR 
1
2
t2R 
N 2
2 tN 2
1p
R
dt
=
Z pR
0
e 
1
2
t2tN 2dt
!
Z 1
0
e 
1
2
t2tN 2dt 2 (0;1) as R!1:
Thus, we have lim
R!1
 ~!0(R)
Z
@BR
e x1dS 2 (0;1). On the similar way, we can also show
that lim
R!1
~!(R)
R
Z
@BR
 x1e x1dS 2 (0;1) and we complete the proof of (ii) of Lemma
3.14.
Finally, we show (iii).
Proof of (iii). Since
1
!(sy)
Z
BR
!(x  sy)dx =
Z
BR
!(x  sy)
!(sy)
dx!
Z
BR
e x1dx 2 (0;1);
(iii) follows form (i).
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