Introduction.
It is the purpose of this note to point out the connection between the work of Bauer [l]2 and Frank [3] on certain continued fractions. A matrix approach similar to that in [l] shows clearly that these are analogues of Stieltjes-type and Jacobi-type continued fractions. An example is given of an expansion used for numerical purposes in [l] , which is closely related to the Euler expansion [2] . This is obtained by a factorization of the Frobenius matrix. Special cases of such expansions coincide with certain cases of the hypergeometric continued fraction of Frank [3] . There is also a connection shown between the expansions in §2 and the extended Schur continued fraction [4], 2. Matrix approach.
Let tt" define the space of polynomials of degree n with coefficient of the highest power equal to 1. If one is given a polynomial P(x)ETrn and a polynomial pn-i(x)ETrn-i, then there are defined polynomials p^(x)Eirn (n -l^u^O) and polynomials rp(x)E'"'i> (w -1=M = 0) by the euclidean algorithm for P(x) = rn(x) and pn_i(x), as follows:
Define the row-vectors From these formulae one may write down immediately the two Jfractions
Furthermore, formulae (2.1) and (2.2) can be represented by the matrix equation
The compound matrix in this formula may be rearranged to the tridiagonal form
From this one obtains the Stieltjes continued fraction
A similar approach. It is possible to set up another division algorithm which differs from the preceding by the fact that the matrix E in (2.6) is not a Stieltjes-type matrix but the reciprocal of such a matrix. In this algorithm, all quantities are denoted by an accent circonflexe. One has in this case (2.5) x-ff = ffi<2 mod P(x), (2.6) (R = S>Er\ (2.9) x■ 9 = cPE-1^ mod P(x), (2.10) x-<k= &QE-1 mod P(x).
Formulae (2.5) and (2.6) give explicitly the division algorithm for P(x)=fn(x) and fn-i(x), namely,
From (2.1) and (2~.2), or from (2.10) in the form di-(xE -Q) = 0 mod P(x), one obtains the analogue of (2.14),
From (2.1) and (2.2) with i replaced by i-\-l, one obtains the recurrence relation
From (2.1a) and (2.2) one can then derive the analogue of the Stieltjes-type continued fraction (2.16),
,% «*s P(*)
Furthermore, one can derive the analogue of the /-fraction (2.13)
The continued fractions (2.13) and (2.14) are essentially the even and odd parts, respectively, of (2.16). Similarly, the analogues of these continued fractions, namely, (2.13) and (2.14), are the odd and even parts, respectively, of (2.16) (cf. Perron [5, pp. 12-13]). When one takes the reciprocal of both sides of (3.5) (even applied to an infinite sequence {a,.}), the resulting expansion is the well-known equivalent continued fraction of Euler [2] (with a slight transformation at the beginning),
If the series on the left-hand side of (3.6) converges, the equivalent continued fraction on the right-hand side converges to the same value, while, if the series diverges, the continued fraction likewise diverges.
4. Other special cases. For the special case of the hypergeometric function F(a, 1, y, z),p(3.6) takes the form a a + 1
valid for |z|<l (cf. With the same values (4.3) and (4.4), the even part of (4.2) (cf. expansion (6.1) of [4] ) is equivalent to the expansion (2.14) for fn-i(l/z)/P(l/z). Also, the odd part of (4.2) is equivalent with the values (4.3) and (4.4) to the expansion for fn-i(l/z)/P(l/z) which can be obtained from the value for pn-i(l/z)/P(l/z) from (2.13),
as follows: Thus1 RzRvR~y =RzXRv~1Rzy, or R2y = RyR2Ru. Using diassociativity, we can write this as (xyz2) -y = x-(yz2y), which is just a form of the Moufang identity except for the fact that z is squared. Our problem is to show that the identity holds without this restriction. We observe, first of all, that the subloop of G consisting of all squares is a commutative Moufang loop. This already proves our theorem for loops all of whose elements have odd orders. One expects difficulty for loops containing elements of order two, particularly
