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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita`
e` data da
F (x) =
∫ x
−∞
f(y) dy
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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita`
e` data da
F (x) =
∫ x
−∞
f(y) dy
Se f e` continua, allora F e` derivabile e F ′(x) = f(x)
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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita`
e` data da
F (x) =
∫ x
−∞
f(y) dy
Se f e` continua, allora F e` derivabile e F ′(x) = f(x)
Nel caso in cui f sia sommabile diremo che F e` assolutamente continua
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Possiamo definire la funzione di distribuzione cumulativa di una vari-
abile aleatoria X : Ω→ R
FX(y) = P ({ω ∈ Ω | X(ω) ≤ y}) = PX ((−∞, y])
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Possiamo definire la funzione di distribuzione cumulativa di una vari-
abile aleatoria X : Ω→ R
FX(y) = P ({ω ∈ Ω | X(ω) ≤ y}) = PX ((−∞, y])
Tale funzione viene detta funzione di distribuzione cumulativa
della probabilita` P
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Le proprieta` della funzione di distribuzione cumulativa sono espresse
dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
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Le proprieta` della funzione di distribuzione cumulativa sono espresse
dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
Osservazione FX e` continua se e solo se PX({y}) = 0 per ogni y
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria
X assieme alla distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria
X assieme alla distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
Conseguenza: la probabilita` che i valori di una variabile aleatoria X
siano compresi fra due numeri reali a < b e`:
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria
X assieme alla distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
Conseguenza: la probabilita` che i valori di una variabile aleatoria X
siano compresi fra due numeri reali a < b e`:
PX(a < X ≤ b) = PX(X ≤ b)− PX(X ≤ a)
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria
X assieme alla distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
Conseguenza: la probabilita` che i valori di una variabile aleatoria X
siano compresi fra due numeri reali a < b e`:
PX(a < X ≤ b) = PX(X ≤ b)− PX(X ≤ a) = FX(b)− FX(a)
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conclusione
PX(a < X ≤ b) =
∫ b
a
fX(t) dt
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conclusione
PX(a < X ≤ b) =
∫ b
a
fX(t) dt
Esercizio
Determinare la costante k in modo che la funzione
f(x) =
kxe−x se x > 00 altrimenti
sia una densita` e, successivamente calcolare
P (1 < X < 3)
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
quindi
∫ ∞
0
xe−xdx = 1 e quindi k = 1
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
quindi
∫ ∞
0
xe−xdx = 1 e quindi k = 1
P (1 < X < 3) =
∫ 3
1
xe−xdx =
2
(
e2 − 2)
e3
' 0.536611
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione
uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione
uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
La densita` e`
F ′X(x) = fX(x) :=

0 se x < a
1
b− a se a ≤ x ≤ b
0 se x > b
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
In conclusione
E(X) =
a+ b
2
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx
10/33 Pi?
22333ML232
Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx = λ
∫ +∞
0
ue−udu
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx = λ
∫ +∞
0
ue−udu
Conclusione
E(X) = λ
[
e−u(−u− 1)]+∞
0
= λ
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du = µ
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero
E(Xn), n ∈ N
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero
E(Xn), n ∈ N
Posto µ = E(X) il momento centrale di ordine n e` definito da
E(X − µ)n, n ∈ N
13/33 Pi?
22333ML232
Se X ha una densita` fX abbiamo gli integrali di Lebesgue
E(Xn) =
∫
R
xnfX(x)dx, E(X − µ)n =
∫
R
(x− µ)nfX(x)dx
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Varianza
La varianza di una variabile aleatoria e` il momento centrale del sec-
ondo ordine
σ2X = Var(X) = E (X − E(X))2
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Teorema
Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
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Teorema
Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni
scelta di funzioni f, g Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
Teorema
Se X, Y sono variabili aleatorie indipendenti a media nulla, cioe`
E(X) = E(Y ) = 0
allora
E(XY ) = 0
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Covarianza
Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da
σXY = Cov(X, Y ) = E ((X − E(X)) (Y − E(Y )))
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Covarianza
Data una variabile aleatoria per cui sia finito µ = E(X) definiamo
Xc = X −E(X) e diciamo che Xc e` una variabile aleatoria centrata,
per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da
σXY = Cov(X, Y ) = E ((X − E(X)) (Y − E(Y )))
La correlazione e`
ρX,Y =
Cov(X, Y )
σX σY
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Osservazione
Cov(X, Y ) = E(XY )− E(X)E(Y )
Diremo che le variabili aleatorie non sono correlate se Cov(X, Y ) = 0
cioe` se E(XY ) = E(X)E(Y )
Quindi due variabili aleatorie indipendenti sono non correlate
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Distribuzioni congiunte
Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X, Y ) ∈ B)
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Distribuzioni congiunte
Se X, Y sono due variabili aleatorie definite sullo stesso spazio di
probabilita` (Ω,A, P ) consideriamo il vettore aleatorio
(X, Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X, Y ) ∈ B)
Se questa misura puo` essere scritta come
P(X,Y )(B) =
∫∫
B
f(X,Y )(x, y)dxdy
per qualche funzione sommabile f(X,Y ) diremo che X e Y hanno una
densita` congiunta
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La distribuzione congiunta determina le distribuzioni delle variabili
aleatorie uno-dimensionali X, Y
PX(A) = P(X,Y )(A× R)
PY (A) = P(X,Y )(R× A)
in cui A ⊂ R e` un insieme di Borel. Queste distribuzioni sono dette
distribuzioni marginali X e Y sono entrambe assolutamente con-
tinue con densita` date da
fX(x) =
∫ +∞
−∞
f(X,Y )(x, y)dy
fY (y) =
∫ +∞
−∞
f(X,Y )(x, y)dx
20/33 Pi?
22333ML232
Esercizio
Se f(X,Y )(x, y) =
1
50
(
x2 + y2
)
1[0,2]×[1,4](x, y) calcolare
P(X,Y ) (X + Y > 4)
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Esercizio
Se f(X,Y )(x, y) =
1
50
(
x2 + y2
)
1[0,2]×[1,4](x, y) calcolare
P(X,Y ) (X + Y > 4)
Per prima cosa e` saggio verificare se f(X,Y )(x, y) sia una densita` cal-
colando:
1
50
∫ 2
0
∫ 4
1
(
x2 + y2
)
dxdy =
1
50
∫ 2
0
(21 + 3x2)dx = 1
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Poniamo A = {(x, y) | x+ y > 4} ∩ [0, 2]× [1, 4].
0.5 1.0 1.5 2.0 x
1
2
3
4
y
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Allora
P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
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Allora
P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
Pertanto∫∫
A
f(X,Y )(x, y)dx dy =
∫ 2
0
(∫ 4
4−x
1
50
(
x2 + y2
)
dy
)
dx
=
∫ 2
0
1
50
(
−4x2 + 4
3
x3 + 16x
)
dx
=
8
15
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Esercizio
Se due variabili aleatorie hanno densita` congiunta data da f(X,Y )(x, y) =
1
pi
e−(x
2+y2) calcolare
P(X,Y )
(
X2 + Y 2 > 1
)
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Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro
somma e` data da
fX+Y (z) =
∫ +∞
−∞
fX,Y (x, z − x) dx
25/33 Pi?
22333ML232
Indipendenza
Nello spazio (Ω,A, P ) due eventi E1, E2 ∈ A si dicono indipendenti
se
P (E1 ∩ E2) = P (E1)P (E2)
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pertanto ha senso dire che:
Le variabili aleatorie X, Y sono indipendenti se e solo se
P(X,Y ) = PX × PY
Se X, Y hanno densita` congiunta esse sono indipendenti se e solo se
f(X,Y )(x, y) = fX(x)fY (y) (A)
Se X, Y sono assolutamente continue e indipendenti queste hanno
densita` congiunta data dalla formula (A)
27/33 Pi?
22333ML232
Se X, Y sono assolutamente continue e indipendenti la loro somma
ha densita` data dalla convoluzione
fX+Y (z) =
∫ +∞
−∞
fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
28/33 Pi?
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Esercizio Si supponga che X e Y siano due variabili causali stan-
dardizzate indipendenti. Calcolare la densita` di Z = X + Y
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Esercizio Si supponga che X e Y siano due variabili causali stan-
dardizzate indipendenti. Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2
quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
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Esercizio Si supponga che X e Y siano due variabili causali stan-
dardizzate indipendenti. Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2
quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
Completando il quadrato
z2 − 2zx+ 2x2
2
=
(
x− z
2
)2
+
z2
4
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Esercizio Si supponga che X e Y siano due variabili causali stan-
dardizzate indipendenti. Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2
quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
Completando il quadrato
z2 − 2zx+ 2x2
2
=
(
x− z
2
)2
+
z2
4
quindi fZ(z) =
1
2pi
e−
z2
4
∫ ∞
−∞
e−(x−
z
2)
2
dx =
1√
2pi
√
2
e
− z2
2(
√
2)2 variable
casuale N (0, 2)
29/33 Pi?
22333ML232
Teorema
Siano X e Y due variabili aleatorie indipendenti assolutamente con-
tinue con densita` fX(x) e fY (y). Allora la densita` della variabile
aleatoria quoziente Z = Y/X e`
fX(z) =
∫ ∞
−∞
|x|fY (zx)fX(x)dx
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Esercizio
La densita` congiunta di due variabili aleatorie X, Y e`
f(X,Y )(x, y) =
1
pi
e−(x
2+y2)
• Determinare le densita` marginali fX(x) e fY (y) e dire se X e Y
siano indipendenti.
• Determinare Cov(X, Y )
• Determinare la densita` fZ(z) della variabile aleatoria Z = X + Y .
• Determinare la densita` fZ(z) della variabile aleatoria Z = Y/X.
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fX(x) =
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Analogamente fY (y) =
1√
pi
e−y
2
quindi X e Y sono indipendenti
perche´ f(X,Y )(x, y) = fX(x)fY (y)
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Analogamente fY (y) =
1√
pi
e−y
2
quindi X e Y sono indipendenti
perche´ f(X,Y )(x, y) = fX(x)fY (y)
fX(x) e fY (y) sono funzioni pari quindi E(X) = E(Y ) = E(XY ) = 0
e allora Cov(X, Y ) = 0
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Premetto una utile formula di integrazione: siano a > 0, c > 0, b2 −
4ac < 0
∫ ∞
−∞
e−(ax
2+bxy+cy2)dy =
√
pi√
c
e−
(4ac−b2)x2
4c
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fY/X(z) =
∫ ∞
−∞
|x|fY (zx)fX(x)dx = 1
pi
∫ ∞
−∞
|x|e−z2x2e−x2dx = 1
pi (z2 + 1)
