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ABSTRACT
Mathematical models with interfaces arise in problems from a wide array of applications.
Interface problems are especially prevalent in material science, biology and biomedical
sciences, and in computational fluid dynamics to name a few areas. The partial differential
equations describing these systems are usually formulated in terms of nonsmooth or
discontinuous model parameters. Consequently, solutions to these models can also lose
regularity near material interfaces. Standard numerical methods designed for smooth
solutions, in general and in any dimension, will fail to deliver accurate solutions to many
interface problems. Therefore, the major challenge in this area is to design efficient numerical
methods that can accurately resolve properties of the solution near interfaces, while also
handling domains and interfaces with general shape.
In this dissertation, we develop novel high-order accurate and efficient numerical methods
based on Difference Potentials for a variety of interface problems. We consider interface
models cast in the form of elliptic and parabolic partial differential equations in domains with
interfaces. In the current work, we assume that the interfaces are described by smooth, closed
curves and do not evolve in time. The numerical methods developed in this dissertation offer
several advantages over existing methods in the literature for elliptic interface problems, and
additionally, to the best of our knowledge, the proposed methods are the first high-order
accurate schemes for parabolic interface models that can treat general interface conditions.
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CHAPTER 1
INTRODUCTION
The focus of this dissertation concerns numerical methods for interface problems. The
overarching mathematical theme encountered in dealing with interface problems is the
presence of nonsmooth or discontinuous parameters in the partial differential equations
(PDEs) describing these models. As a consequence, solutions to these problems can also lose
regularity near interfaces. Since most standard numerical methods are designed under the
assumption that all parameters in the underlying model as well as the solution meet some
type of global regularity requirement, schemes based on these techniques, in general and in
any dimension, will fail to deliver accurate approximations of solutions to many interface
problems. Therefore, the major challenge in this area is to design efficient numerical methods
that can accurately resolve properties of the solution near interfaces, while also handling
domains and interfaces with general shape.
The study of interface problems is motivated by their appearance in a diverse array
of important applications. Perhaps one of the most basic examples comes from the study
of heat transfer between adjacent regions composed of materials described by differing
conductivities. In fluid dynamics, interfaces also play an important role, for example in
layered flows stratified by density or viscosity, or other material properties. Models of
fluid-structure interaction, which describe the effect of a surrounding fluid flow upon a
deformable solid or elastic object offer yet another host of examples. Additional applications
arise in models describing multiphase flows. For example, in solidification processes, the
interface may be a rapidly evolving surface or boundary between different phases. The
dynamics behind the aforementioned examples are strongly dependent on their behavior
near interfaces, and hence these aspects must be incorporated into any realistic model.
Most analytical techniques suffer severe limitations in describing the behavior of solutions
to these problems near interfaces where conventional regularity assumptions break down. A
number of other challenges discussed below compound these difficulties. Therefore, in most
applications, robust computational techniques are needed to aid in their study and further
development.
2In addition to resolving nonsmooth or discontinuous parameters in the underlying PDEs,
numerical methods designed for potential use in real-world applications must be capable of
treating a number of other inherent challenges to interface problems. For example, realistic
models are often posed in domains with irregularly shaped boundaries (as well as interfaces),
which may significantly pollute the accuracy of most standard techniques. Additionally,
many applications require handling a variety of different boundary conditions and interface
conditions. For this reason, it is essential to design frameworks that can easily handle
the full variety of boundary and interface conditions that arise in applications. A further
concern is also the overall computational costs incurred to handle complex-shaped domains,
while accurately enforcing boundary and interface conditions. In the case of many existing
techniques, these costs can become prohibitively expensive. Therefore, interface methods
must be designed to address these challenges both accurately and efficiently, while also
providing sufficient flexibility for their development toward a range of specific applications.
The techniques we present in this work offer a number of advantages that are utilized to
address many of the difficulties encountered in dealing with PDEs involving interfaces. In
particular, in this work, we are concerned with numerical methods that offer high-order
accuracy. In many cases, they can achieve better accuracy at lower computational costs
than lower-order methods. In the context of problems with nonsmooth features, high-order
accurate methods have also been demonstrated to achieve improved overall accuracy in
certain cases. Another important feature, which we stress in this work, is high-order accuracy
in both the approximation to the solution as well as in the approximation of the gradient
of the solution. In addition to ensuring that the numerical solution converges to the true
solution of the given model, in the case of interface problems, accurate approximations to
one-sided derivatives near interfaces yield sharper resolution of the nonsmooth features in
the solution. Furthermore, in many applications, certain quantities related to the gradient
are among the required model outputs.
The class of interface models under consideration in this work are cast in the form
of elliptic and parabolic interface problems. In addition to the observation that many
important applications can be described in this form, solving these problems is also often the
first step toward solving more complicated ones. For example, solving the incompressible
Navier-Stokes equations entails solving a coupled elliptic problem in the form of Poisson’s
equation for pressure. In other words, treating these equations is also a crucial step toward
future development of the proposed methods toward many other problems.
31.1 Objectives and overview
The major aim of this work is to present a new class of efficient, high-order accurate
numerical methods capable of addressing the aforementioned challenges associated with
interface problems. In particular, we present a second-order and fourth-order accurate
Difference Potentials Method-based framework for elliptic and parabolic interface prob-
lems. Additionally, this framework may also be realized as a robust approach for domain
decomposition problems. The Difference Potentials-based methods presented here are also
well-suited for the development of parallel algorithms for use on large-scale serial computing
platforms. Finally, there are a number of important models to which this framework can be
applied. For example, in this work, we illustrate its use in models describing electroporation
in biological cells, as well as a class of models of pattern formation-related phenomena in
nonlinear reaction diffusion processes.
Although the Difference Potentials Method (DPM) was originally introduced in 1969
by Ryaben’kii [80], the approach described here is among its earliest extensions to time-
dependent evolution problems. Additionally, the application of this approach to nonlinear
reaction diffusion problems is also among the first extensions of high-order DPM to time-
dependent nonlinear problems (see another example related to chemotaxis models in [18]).
The implementation we have developed also illustrates a number of other novel features,
including algorithms based on mixed-order accurate that can be used to increase the efficiency
and accuracy in various subregions of larger composite domains.
We demonstrate the performance of these techniques through extensive computational
experiments to illustrate their high-order convergence properties under a wide variety
of challenging settings. Additionally, we also present a comparative study between the
Difference Potentials-based approaches presented here and other existing state-of-the-art
techniques designed to treat elliptic and parabolic interface problems. This comparison
illustrates several key advantages in terms of the accuracy, efficiency, and flexibility that can
be achieved using high-order Difference Potentials-based schemes, especially in the case of
time-dependent PDEs. Moreover, to the best of our knowledge, the fourth-order accurate
scheme presented here is the first high-order (greater than second-order) accurate numerical
method for parabolic interface problems proposed in the existing literature.
The remainder of this study is organized as follows. We continue in Chapter 1 with
a description of the scope of the interface problems addressed in this work and literature
review of existing interface techniques. In Chapter 2, we give an overview of the Difference
Potentials Method including a description of its historical development and a review of some
4of the main theoretical results behind the method, including its connection to PDE theory.
In Chapter 3, we present a high-order accurate Difference Potentials-based approach for
the numerical solution of elliptic interface problems in 2D and we apply this framework to
a simple model for electropermeabilization. The work presented in Chapter 3 started in
simplified 1D settings in [21] and was extended to 2D in the joint work [2]. In Chapter 4,
we present a high-order accurate Difference Potentials-based approach for parabolic interface
problems. The work in Chapter 4 began in 1D in [3] and was extended to 2D in the joint
work [4]. In Chapter 5, we apply our new high-order accurate methods to several models for
nonlinear diffusion describing chemical reaction kinetics and pattern formation.
1.2 Interface problems
Interface problem is a broad term describing a wide range of related models in the
literature. In order to illustrate in detail a few of the general characteristics of interface
problems mentioned in the introduction, we give an example of an interface problem in
simplified 1D settings below. However, the remainder of this work will be focused on 2D
interface problems. Consider a heat conducting rod of length L composed of two different
materials separated by an interface at x = a. The temperature u(x, t) can be described











, 0 < x < L and t ∈ (0, T ], (1.1)
where the coefficient λ is defined piecewise by:
λ =
{
10, 0 ≤ x < a,
1, a < x ≤ L. (1.2)
The piecewise-constant λ denotes the conductivity of the material on either side of the
interface. For simplicity, assume fixed boundary conditions at the two endpoints and
zero-initial temperature distribution:
u(0, t) =1, u(L, t) = 0,
u(x, 0) =0, 0 < x < L.
(1.3)




















(x) = 0. (1.5)
That is, temperature and flux are assumed to be continuous across the interface at x = a.
In Figure 1.1, we show a typical example of the resulting heat distribution at a fixed point
5x = 0 x = Lx = a
λ1 = 10 λ2 = 1
x













Figure 1.1: An example of a simplified 1D interface problem. (Left) A composite domain
with two regions with different heat conductivities. (Right) The temperature distribution
for a simple 1D parabolic interface problem describing heat dissipation in a composite rod.
in time. Note that although continuity in both the solution and the flux across the interface
is enforced, this results in a jump in the derivative of the solution across the interface.
For a 2D example from biomedical engineering related to the process of electroporation
in a cell, see [43] and Chapter 3 Section 3.5.4. For several examples related to two-phase
fluid flow see [93], and also see [13] for examples related to Stefan Problems.
Before we state the general interface model, we summarize some of the major recurring
features describing interface problems. While the list below is not meant to be exhaustive,
it encompasses a number of the issues frequently encountered in dealing with interface
problems and hence provides a useful starting point for the development any computational
framework designed for the aforementioned applications and to accommodate additional
features for future development.
• Models with piecewise or discontinuous coefficients (parameters) across the interface.
For example, in applications, piecewise coefficients can be used to describe varying
material properties like conductivity or density in different subregions of the domain.
• Source terms in the model may be piecewise-defined in different subdomains and
possibly discontinuous across interfaces.
• The conditions that prescribe the behavior of the solution in the vicinity of the interface
are specified. In other words, interface or matching relations (also referred to as jump
conditions) are assumed to be part of the given model.
• The solution may be discontinuous or contain other nonsmooth features across
interfaces.
6• Some or all of the derivatives (gradients) of the solution contain discontinuities or
nonsmooth features across interfaces.
• In the interior of each subdomain, away from the vicinity of interfaces, the solution is
assumed to meet some type of global regularity requirement.
In the next section, we describe a general interface problem in order to fully characterize
these features in more detail.
1.2.1 A model interface problem
The domain of interest Ω ⊂ R2 is assumed to be a bounded region composed of two
subdomains denoted Ω1 and Ω2 separated by an interface denoted Γ, merely for the sake of
simplicity. The interface is assumed to be represented by a smooth, closed curve (or surface
in higher dimensions); see Figure 1.2. However, other domains with additional subregions
and multiple interfaces can be treated analogously without additional considerations.








= DΩ2(uΩ2) + FΩ2 , (x, y) ∈ Ω2 and t ∈ (0, T ]. (1.7)
The term DΩs(uΩs) is assumed to be in the form of the second-order elliptic operator:
DΩs(uΩs) := ∇ · (λΩs∇uΩs). (1.8)
Operators with this form describe models related to diffusion-driven processes. For ρΩs 6= 0
and s ∈ {1, 2}, models cast in the form (1.6)–(1.7) correspond to parabolic interface problems.
Alternatively, for ρΩs = 0, (1.6)–(1.7) describe (steady-state) elliptic interface problems.
The parameter λΩs > 0 is called the material or conduction coefficient. In general, λΩs may
be piecewise-defined across the interface and may depend on the space variables and time,
as well as possibly nonlinearly on the solution uΩs or its derivatives. In applications, the
material coefficient can be used to model distinct material properties in each subdomain. The
source term denoted FΩs describes forcing in the system, which may also depend on space
and time, and possibly nonlinearly on the solution and its derivatives. If FΩs := fΩs(uΩs),
the source term is referred to as a reaction term due to its importance in models describing




Figure 1.2: A smooth interface Γ separates two domain Ω1 and Ω2 as in (1.6)–(1.7) the
model interface problem.
On the exterior boundary ∂Ω1, boundary conditions are expressed in the form:
l(uΩ1) = ψ, (x, y) ∈ ∂Ω1 and t ∈ (0, T ], (1.9)
where l(uΩ1) denotes general boundary conditions defined in terms of the boundary operator
l(·) acting on the trace of the solution. Equation (1.9) will sometimes be referred to as the
external boundary condition.
On the interface Γ, the relations specifying constraints governing the behavior of the
model across the interface are specified. The relations are called interface conditions and
they play a role similar to boundary conditions in the context of single domain boundary
value problems. Interface conditions are an important component of these models and we
devote the next section describing them in more detail.
In the literature, models of the form (1.6)–(1.7) have also been referred to as diffraction
problems, which is reminiscent of their connection to the field of optics; for example, see
[47, 45].
1.2.2 Interface conditions
Interface conditions specifying constraints on the solution and some of its derivatives are
required to ensure the interface model is well-posed; for a general discussion regarding various
aspects of well-posedness, see [48]. We assume the interface conditions can be expressed in
the general form:







=µ2, (x, y) ∈ Γ. (1.11)
These relations specify matching conditions in the solution and normal derivative of the
solution across the interface in terms of the known interface conditions µ1 and µ2 defined
on the interface (x, y) ∈ Γ and may also depend on time as well as the solution or flux (see
Chapter 3 for an example where the interface conditions depend on the components of the
flux). In general, the coefficients α1, α2, β1, and β2 may vary along the interface, but in
many cases are simply constants. To avoid confusion, note that the subscripts in this case
are used to distinguish between the two interface conditions, rather than the two subdomains.
In general, we assume the interface conditions may depend on the space and time variables
along the interface Γ.
If Γ can be parameterized by a quantity like arclength, for example, then µ1 and µ2 are
also usually expressed in terms of this parameterization. Sometimes the notation uΩs |Γ is
used and denotes the restriction of a function uΩs to the interface Γ, and similarly for
∂uΩs
∂n |Γ.
These restrictions are to be interpreted in the one-sided sense within each subdomain Ωs.
More specific cases of the general interface conditions in (1.10)–(1.11) are encountered
frequently in the literature. For example,[
uΩs
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= µ2, (x, y) ∈ Γ, (1.13)
which specify the jump in the solution and the jump in the flux across the interface. An
important case arising in applications describing heat transfer, as illustrated in the example










= 0, sometimes referred to as natural interface
conditions. Note that although the solution and the flux may be assumed continuous in some
case, nonsmooth features may still be present in its first derivative as well as higher-order
derivatives.
In general, it should remain in the readers mind that the parameters in (1.6)–(1.7) are
defined piecewise and may also be discontinuous across the interface. Therefore, the solution
and its derivatives are in general not assumed to be continuous across the interface. However,
some basic assumptions on regularity away from this region are usually assumed. We include
several different illustrative cases in 1D and 2D in Figure 1.3.
Before going further, we also briefly mention a few important classes of interface problems
that lie beyond the current scope of this work, but will be the focus of future extensions. In
particular, there are two cases:
9Figure 1.3: (Left) Continuous solution with a jump discontinuity in its normal derivative
to a 2D parabolic interface problem. (Right) A solution to a 2D parabolic interface problem
with jump discontinuities in both the solution and the normal derivative.
• Domains with boundaries (interfaces) with low regularity are important in many
applications, but will be left as an aspect for future study. The interfaces we consider
are assumed to be represented by closed, smooth curves.
• Evolving interfaces and moving boundary problems will be also the subject of future
extensions. In this work, the interface is assumed to be stationary.
1.2.3 Grids and discretization
As described in much greater detail in subsequent sections, we will be primarily interested
in the use of regular structured Cartesian grids in the discretizations of models (1.6)–(1.7).
Hence, for domains of general-shape, we will assume the domain Ω is embedded within some
larger regular-shaped auxiliary domain Ω0 ⊃ Ω. If Ω0 is assumed to be a larger rectangle
containing the original domain, then Ω0 can be conveniently discretized using a simple
Cartesian grid. More generally the larger domain can be any convenient shape discretized
using structured grids, for example polar grids. In the case of the simple rectangular domain,
for simplicity, the mesh width is usually assumed to be uniform and denoted h ≡ ∆x ≡ ∆y.
We also denote the set of points belonging to the interior of the mesh on the larger domain
M0 = {(xj , yk)|(xj , yk) ∈ Ω0}. We also use the notation f(xj , yk) to denote the value of f at
the grid point (xj , yk) and the notation fj,k is reserved to denote a numerical approximation
to the underlying function f at the grid point (xj , yk).
1.2.4 Accuracy






An important reason for studying the error using point-wise error estimates is that the
regions near the interface are the main interest in most applications of interface problems.
It is also expected in most cases that this is the region in which the largest errors in the
approximation can accumulate. Other choices for the norm, for example ‖ · ‖2,Ω, usually
involve averaging over the entire domain, which makes them a less appropriate choice to
investigate convergence properties for interface problems with nonsmooth features.
For time-dependent problems in this study, the error is calculated with respect to the




Note, this is in contrast to other results in the literature, which sometimes measure the error
at the final time step.
1.2.5 Why do standard methods fail?
This is an important question to reflect on before proposing new techniques. With
such a wide array of existing techniques designed to effectively treat conventional boundary
value problems, it would be very convenient to harness existing techniques to treat interface
problems. Unfortunately, there are numerous examples that illustrate the pitfalls of applying
naive discretizations based on standard techniques to interface problems. In most cases,
these approaches may produce lower than expected accuracy, and in many cases may not
converge. For example, even for 1D models with piecewise defined discontinuous coefficients,
it has been shown that naive discretizations may result in schemes that diverge from the
exact solution; see Samarskii [85]. Some of the limitations of using finite element examples
are analyzed in [6]. Some insight can be gained by noting that since interfaces typically
will not align with the underlying grid, unless special considerations are taken to design
a fitted mesh for the particular geometry, applying standard discretizations at grid points
near the interface will result in discretizations that overlap multiple subregions. Since the
solution may not be smooth across multiple subregions, and may even be discontinuous,
these formulations cannot accurately approximate the underlying model. For example, in
Figure 1.4, we illustrate this for a standard finite difference stencil applied near an interface.
An alternative to using regular structured grids is to use special fitted-meshes designed
to align in a prescribed manner with interfaces and irregular-shaped boundaries in the





Figure 1.4: The standard five-point stencil for the discrete Laplacian centered an irregular
point near an interface and which overlaps two subdomains where the solution may not meet
conventional smoothness assumptions.
mesh generation in many cases is more complicated and expensive. Moreover, in the case of
higher-order methods, high-order accurate mesh generators are currently not readily available.
Mesh generation can also incur significant additional costs on the underlying scheme.
Moreover, if re-meshing is required, these additional expenses are further compounded.
Another drawback is that these additional costs may significantly reduce the efficiency of
adaptive mesh refinement procedures that are often used in conjunction with unstructured
fitted-meshes. In models where the shape of the interface evolves in time, the alignment
of the fitted-grid must be preserved using a moving mesh method. Usually, moving mesh
method approaches are more complicated than allowing the interface to move with respect to
a fixed underlying uniform grid. In problems in 3D or higher-dimensions fitted meshes and
moving mesh methods become even more complicated, and may also become prohibitively
expensive in some cases. Therefore, we have developed our approach based on simple
structured grids that do not require any special considerations with respect to alignment
with the given interface or irregular boundaries in the domain.
1.3 Existing interface techniques
There is a wealth of existing literature that addresses the subject of interface problems
in many different contexts. Broadly, techniques for interface problems can be put into two
different categories, which are reflective of two different strategies: smoothing methods and
sharp interface methods. Smoothing interface methods introduce a narrow transition region
around the interface in which discontinuous coefficients in the model are ‘smoothed’. In some
applications, this type of approximation may be desirable in order to smear discontinuities
in the solution near interfaces; however, many applications require that discontinuities be
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resolved more accurately, and hence more robust approaches are necessary. In contrast to
smoothing methods, sharp interface methods are designed to accurately capture the exact
discontinuities in the solution and its derivatives (or gradients in higher-dimensions). We
discuss the main ideas behind some selected techniques from both categories, which are
widely encountered in the existing literature on interface problems.
1.3.1 Smoothing methods
For problems with discontinuous coefficients, several approaches have been developed
based on averaging the coefficients near the interface. These techniques tend to blur
nonsmooth features in the solution and its derivatives, which may not be an appropriate
approximation to the original model in many applications. However, these simplified
discretizations can also serve to illustrate a few of the difficulties encountered in designing
robust methods for interface problems (for examples, see [93, 85, 8]).
























First, if xj is an interior grid point in the region away from the interface, then no averaging




). However, since the coefficient λ is defined
piecewise and may be possibly discontinuous across the interface, the coefficients at grid
points near the interface must be treated differently. These techniques are illustrated with
two possible approaches below.
The first approach is based on introducing a narrow transition region around the interface




λ+(x)− λ−(x))H(x− α). (1.17)
An example of a smoothed Heaviside function H is given by:
H :=











, |x| ≤ ,
1, x > .
(1.18)
However, this approach requires tuning the parameter  (for example, see [93]) and the
particular choice of the smoothed Heaviside function, and does not always guarantee the
expected global second-order accuracy in the max-norm using (1.16).
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A related approach, which in some cases may be a slightly more accurate alternative to













The integral in (1.19) must be calculated with at least second-order accuracy in order to
preserve the expected second-order accuracy in the underlying spatial approximation in
(1.16). In 1D, harmonic averaging is restricted to at most second-order accuracy in the
maximum norm. In higher dimensions, the accuracy of these techniques is usually further
limited and the expected second-order may not be achieved. Additionally, in many cases,
these techniques may not be straightforward to implement.
There are several other examples of smoothing methods designed to handle various
problems in the literature, including the widely used Immersed Boundary Method (IB)
[72, 73].
We now shift focus to examples of sharp interface methods, in particular, the Immersed
Interface Method (IIM) [52], and Mayo’s Integral Equation Approach [59], and the Difference
Potentials-based approaches introduced here and in [84, 21, 3, 19, 20, 2, 4].
1.3.2 The Immersed Interface Method
The Immersed Interface Method (IIM) was introduced by Randall LeVeque and Zhilin Li
in [52]. It was first proposed as a technique for interface problems, but was subsequently also
applied to problems in irregular geometry (see [53]). To treat problems in irregular geometry,
the original domain is embedded into a larger rectangular domain, creating an interface
between the exterior and interior regions. In part, IIM was motivated by the Immersed
Boundary method, but there are several significant differences between the two approaches.
The Immersed Boundary method is a smoothing method that blurs discontinuities in the
original model and its solution. In contrast, IIM is a sharp interface method designed to
capture discontinuities in the solution and its derivatives precisely.
One of the main advantages of IIM is that it utilizes standard discretizations at interior
(regular) points away from interfaces. At irregular points near boundaries and interfaces, the
discretization is handled by deriving correction terms using the specified interface or jump
conditions. In effect, these correction terms minimize the local truncation error in order
to recover the desired level of accuracy. In existing literature, these techniques are usually
designed to achieve second-order accuracy. In principle, these methods are not restricted to
second-order, and there are some examples of high-order IIM-based approaches. However,
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for interface problems, extending second-order accurate IIM-based techniques to higher-order
accuracy is not straightforward and in certain cases may not always be possible.
IIM has been used successfully in a variety of applications in 2D and 3D, including moving
interface problems, incompressible fluid flow and Navier-Stokes equations, and some nonlinear
interface problems. IIM has also been combined with other approaches including multigrid
methods [1], level set methods, front-tracking methods [51], and adaptive grid refinement
algorithms to approximate solutions to some moving interface problems. In addition to its
original development using finite differences as the underlying spatial discretization, IIM
has been developed in using finite volume and finite element discretizations as well. The
monograph [53] written by Zhilin Li and Kazufumi Ito is an excellent resource for IIM as
well as many other aspects regarding interface problems.
1.3.3 Mayo’s Integral Equation Method
A hybrid approach based on integral equations derived from single-layer and double-layer
potential theory used in combination with finite difference discretizations is called Mayo’s
method or sometimes Decomposition Finite Difference Method. This approach was first
studied for elliptic problems like Poisson’s equation in irregular domains by Mayo and
Greenbaum in [58, 59, 60], including some 3D applications in [32]. Although these schemes
were originally developed for certain elliptic problems in irregular geometry, approaches
using Mayo’s techniques have also been extended to Stokes [33] and Navier-Stokes equations
[62].
Using Mayo’s method, the original domain is embedded into a larger rectangular domain
and the new problem is recast as a modified interface problem. A supplementary integral
equation is then used to determine the particular solution near the irregular boundary
and to determine the necessary jump conditions used to derive modified finite difference
approximations and correction terms at points in the larger rectangular domain. This
approach is usually designed to achieve second-order accuracy. However, a fourth-order
accurate version for linear elliptic problems in irregular shaped domains was introduced in
[60]. These schemes can be accelerated by combining them with fast Poisson solvers [58] or
with the fast multipole method [64].
Mayo’s approach was extended to certain elliptic interface problems with piecewise
coefficients in [59, 63]. Interface problems of this type corresponding to Poisson’s equation
and the biharmonic equation have been solved with second-order accuracy in the maximum
norm. However, these techniques have only been developed for certain boundary conditions
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and require modification to treat inhomogeneous source terms. Additionally, these techniques
have not been developed for variable coefficient problems, but the possibility of development
in that direction was mentioned in [61]. To the best of the author’s knowledge, extensions
of these methods have not been developed for parabolic interface problems.
1.3.4 Boundary Element Methods
The Boundary Element Method originated from classical integral-type solutions to
elliptic problems from potential theory [40, 94]. Finite element method discretizations
for the Fredholm-type integral equations were developed in [9, 17] to handle problems in
domains of general shape as well as automatically account for boundary conditions (including
conditions at infinity arising in equations describing wave propagation). The idea behind
these techniques is to reduce the original boundary value problem to an equivalent integral
equation restricted to the boundary of the original domain. The resulting formulation reduces
the dimension of the problem by one; however, in order to accomplish this, an explicit
representation of the fundamental solution is required. In general, this requirement limits
their applicability to constant coefficient linear problems. High-order accurate Boundary
Element techniques have been developed for certain applications, but there are only a few
extensions of BEM to interface problems in certain settings. Boundary-element methods
have been successfully applied to a number of applications, including Maxwell’s equations
for time harmonics acoustic waves, elastic deformation of materials, and equations governing
low speed flows in incompressible viscous fluids.
1.3.5 Methods based on Difference Potentials
Another method designed for problems in irregular geometry that predates both the
Boundary Element Method and Mayo’s Method is called the Difference Potentials Method
(DPM). We briefly introduce the Difference Potentials Method in this section to distinguish
a few of its most significant features from the existing methods mentioned previously. In
Chapter 2, we describe the historical development and review its theoretical foundations in
much more detail.
Instead of resorting to integral equations derived from classical Potential theory, DPM
exploits more universal pseudo-differential boundary equations of Caldero´n-type, which allow
for a similar reduction of the original problem to an equivalent formulation on the boundary.
Since this formulation is independent of the specific type of boundary conditions, it is
straightforward to enforce general boundary conditions. Moreover, the boundary equations
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are always well-posed, so long as the underlying boundary value problem is well-posed. The
resulting system of boundary equations can be approximated using Difference Potentials,
which do not involve evaluating any singular integrals. DPM has been widely applied to
important problems in fluid flow [82, 42, 101], active sound control [57, 83, 103], wave
propagation [66, 11, 10], artificial boundary conditions [96, 97, 96], and many others. In
addition to the large number of finite difference-based applications of DPM, it has also been
applied within the context of finite element methods in [108] and in conjunction with finite
volume methods to models for chemotaxis in [18]. DPM has also been recently extended to




In this chapter, we review the theory behind the Difference Potentials Method (DPM) and
its relation to PDE theory [80]. We start by mentioning some of the significant contributions
that led to the development of DPM. Next we recall some classic results from potential
theory in order to motivate the main topic of our discussion: generalized potentials and
boundary equations with projection. Then we discuss their discrete counterparts: difference
potentials and discrete boundary equations with projection. For the sake of simplicity, we
will illustrate the key ideas using Laplace’s equation as an example.
2.1 Background
The Difference Potentials Method was originally proposed by Ryaben’kii in his D.Sc.
dissertation in 1969. The basis of Ryaben’kii’s approach was to recast the original PDE as an
equivalent set of pseudo-differential boundary equations, which were later shown to be related
to Caldero´n-Seeley potentials and boundary equations with projection [79, 102, 87, 12, 91, 92].
In essence, Ryaben’kii’s approach provides a robust technique to discretize the aforementioned
generalized potentials by constructing appropriate discrete counterparts known as difference
potentials. Since its inception in 1969, DPM has been extensively developed theoretically.
The first convergence results for approximating general elliptic operators using difference
potentials were rigorously established by Reznik [76, 77]. Difference potentials have also been
related to Cauchy-type integrals arising from solutions to the Cauchy-Riemann equations
from the theory of analytic functions [81].
Ryaben’kii’s Method has several important features that distinguish it from related
techniques. In particular, no explicit representations of fundamental solutions are required.
Hence, DPM is not restricted to linear problems and can also be employed to solve nonlinear
problems and problems with variable coefficients. DPM can handle general boundary
conditions. Finally, DPM was designed to efficiently handle problems in general domains
with nonconforming shapes in any spatial dimension and has been developed in conjunction
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with variety of different discretization techniques, including finite difference, finite element,
and finite volume discretizations.
These features make DPM an appealing method for many applications that offers a
number of important advantages over related methods. Since 1969, DPM has been extensively
developed as a scientific computing tool toward a variety of applications as well, including
a number of problems in acoustics, active control of sound, wave propagation, as well as
problems dealing with fluid flow. Much of this work related to applications was carried out
directly by Ryaben’kii and many of his students and collaborators. The monograph [80]
by Ryaben’kii provides a complete account of all theoretical developments and many of its
state-of-the-art DPM applications. Additionally, the editorials [30, 22] provide additional
historical perspective on the development of DPM as well as other important contributions
to Numerical Analysis made by the method’s originator.
We mention briefly several important developments from PDE theory that relate to the
historical context of the development of DPM. In 1963, Caldero´n reduced a boundary value
problem for a general linear elliptic differential equation to a pseudo-differential boundary
equation, i.e., a convolution-type boundary integral [12]. Shortly after, Seeley provided
an extended formulation of the Caldero´n-type potentials expressed as a combination of
conventional-type single and double layer potentials in terms of a pair of scalar functions called
a density. Crucially, Seeley expressed this pair in terms of the corresponding singular layers
on the surface (boundary) of the domain [87]. In 1966, Ho¨rmander further demonstrated
that Caldero´n theory is not restricted to elliptic problems and can be extended, for example,
to first-order hyperbolic equations [37]. However, initially, due to the complexity of these
formulations and the absence of any viable computational approaches to illustrate their utility,
the importance of these more universal techniques did not attract widespread attention.
Independently, in 1969, Ryaben’kii introduced the Method of Difference Potentials for the
numerical approximation of solutions to boundary value problems on arbitrary domains. In
subsequent years, many other close connections between DPM and Caldero´n’s work and
the subsequent extensions by Seeley and Ho¨rmander were established, which led to the
further development and analysis of DPM. Clear and detailed descriptions of all of these
developments can be found in the works of Ryaben’kii [80], Tsynkov [98, 57], Utyuzhnikov
[102], as well as [30].
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2.2 Classical potentials
The study of solutions to certain elliptic boundary value problems led to the study
of Green’s functions and the development of potential theory (see [44]). In this section,
we recall some results from classical potential theory to provide a simplified analogy with
generalized potentials of Caldero´n-type introduced in the next section, which form the
foundation of the Difference Potentials Method. We present our simplified analogy using
Poisson’s equation, which plays a pivotal role in potential theory and in the study of many
other partial differential equations:
∆u(x) = f, x ∈ R2, (2.1)






in R2. We assume the source f
is compactly supported and sufficiently smooth, e.g., f ∈ C20(R2) and that the solution u
vanishes at infinity (i.e., |u| → 0 as |x| → ∞).
First, recall the fundamental solution denoted G corresponding to a linear differential
operator L is defined as the solution to the inhomogeneous equation:
LG(x− y) = δ(x− y), x ∈ R2, (2.2)
where δ is the Dirac measure with unit mass at x = 0. For further review on fundamental
solutions, see for example [24, 75, 80]. Next we outline a straightforward derivation of the
fundamental solution for the illustrative case L := ∆.
First, since the Laplacian is invariant with respect to rotation, we seek a solution to the
homogeneous equation ∆u = 0 that is radially symmetric, i.e., u(x) = v(r), r := |x|. In
terms of the variable r, the Laplacian becomes:




and we have ∆u = 0 if and only if v′′(r) + 1rv
′(r) = 0. Therefore, finding the fundamental
solution to the homogeneous partial differential equation has been reduced to finding the
general solution to the equivalent ordinary differential equation (2.3). Hence, assuming the
solution v(r) also vanishes as r approaches infinity, we can solve the ordinary differential
equation explicitly for r > 0 to determine the fundamental solution G. Therefore, in R2, the
fundamental solution corresponding to the Laplace operator is given by (for more details see
[24]):
G(x− y) = 1
2pi
log |x− y|. (2.4)
In general, the fundamental solution G is usually regarded as a generalized function
satisfying the original definition given by (2.2). Note that similar ideas can also be employed
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to derive fundamental solutions to other well-known second-order elliptic operators, e.g., the
Helmholtz operator.
If the fundamental solution can be determined explicitly as above, it can be used to
construct closed form representations of solutions to the corresponding inhomogeneous




G(x− y)f(y)dy, x ∈ R2, (2.5)
provides a general formula for the solution of Poisson’s equation in (2.1).
The fundamental solution plays a role in the representation of solutions to corresponding
boundary value problems in the form:
∆u =f, x ∈ Ω, (2.6)
u =ψ, x ∈ ∂Ω, (2.7)
Above, domain Ω is assumed to be a bounded region enclosed by a sufficiently smooth
curve (at least C2) denoted ∂Ω. For the sake of definiteness, we discuss the representation
of solutions to the Dirichlet problem corresponding to (2.6)–(2.7). However, note that other
well-posed boundary value problems, for example the corresponding Neumann and Robin
problems, can be handled in a similar fashion.
Multiplying (2.6) by the fundamental solution G and then applying Green’s formula, the















G(x− y)f(y)dy, x ∈ Ω, (2.8)
In particular, (2.8) represents the solution to (2.6)–(2.7) as a sum of an integral over the
domain Ω and an integral over the boundary ∂Ω. The integral over the domain is sometimes
called a volume potential, while the remaining integral over the boundary is called a surface
potential. In general, the surface potential contains two terms. In (2.8), the integral of the
first term is called a double layer potential with scalar density u and the integral of the
second term is called a single layer potential with scalar density ∂u∂n .
The previous result in (2.8), obtained using the fundamental solution defined on the entire
space, R2, can also be obtained alternatively by first replacing the fundamental solution with
an analogous Green’s function defined on a bounded domain Ω0 ⊃ Ω and which satisfies the
following boundary value problem:
LG(x− y) =δ(x− y), x,y ∈ Ω0, (2.9)
G(x− y) =0, x ∈ ∂Ω0. (2.10)
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Remark 1. The replacement of the fundamental solution with an analogous Green’s function
defined on a bounded domain not only facilitates the use of numerical approximation of
the solution to (2.6)–(2.7) in applications, but additionally extends to cases where the
fundamental solution does not exist. For example, Green’s functions are not limited to the
study of constant coefficient operators and may also be constructed for various nonlinear
problems.
In (2.8), for the specific case of Dirichlet boundary data, the density u|∂Ω = ψ is given
and the density corresponding to the Neumann data ∂u∂n |∂Ω is unknown. In order to use (2.8)
to determine the solution to (2.6)–(2.7) explicitly, we must eliminate the term involving the
unknown density ∂u∂n . In special cases, this can be accomplished by constructing a modified
Green’s function on Ω with the form:
G˜(x,y) = G(x− y)− gx(y), (2.11)
where for each fixed x ∈ Ω, gx(y) := g(x,y) is determined by:
∆gx =0, x ∈ Ω, (2.12)
gx =G(x− y), x ∈ ∂Ω. (2.13)



















dsy, x ∈ Ω (2.15)
Finally, re-expressing (2.8) in terms of the modified Green’s function G˜ and simplifying










G˜(x− y)f(y)dy, x ∈ Ω. (2.16)
In particular, the term containing the unknown Neumann data ∂u∂n in (2.8) has been
eliminated in the resulting expression in (2.16) as required. The resulting solution is
now expressed formally as a double layer potential and the volume potential in terms
of the modified Green’s function. Analogously, with some additional considerations, the
corresponding Neumann problem can be treated similarly to represent solutions in the form
of the corresponding single layer potential. For more detailed review of the method of
Green’s functions and its relation to Potential Theory, see [24, 75, 44].
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Remark 2. In general, however, solving problems of the form (2.12)–(2.13) is difficult.
In particular, outside of problems described by simple geometries and certain special cases,
solutions to (2.12)–(2.13) cannot be represented using convenient closed form expressions.
Additionally, in applications, these solutions may suffer from singular behavior near the
boundary, rendering their numerical approximation difficult or prohibitively expensive.
Despite these drawbacks, there are several strategies based on explicit knowledge of
Green’s functions that have been developed to solve specific boundary value problems. For
example, Boundary Element Methods have been used widely in the literature to successfully
solve elliptic equations such as Laplace and Stokes equations.
With this illustrative example from classical Potential Theory in mind, in what follows, we
describe a more universal approach based on representing solutions as generalized potentials
that may be written as combinations of single layer and double layer potentials related to
the form in (2.8).
2.3 Continuous potentials and projections
Next, we review the theory of generalized Caldero´n-type potentials and projections in
[80, 65, 79, 12, 87], and in particular, our presentation follows that of [80, 65]. We start by
considering the homogeneous equation:
Lu = 0, x ∈ Ω, (2.17)
where L is a second-order constant coefficient elliptic operator. The domain Ω ⊂ R2 is
assumed to be bounded with sufficiently smooth boundary denoted Γ := ∂Ω.
2.3.1 Caldero´n-type potentials
The fundamental solution associated with L is once again denoted by G := G(x−y); the













dsy, x ∈ Ω. (2.18)
Definition 1. A generalized potential of Caldero´n-type with vector density ξΓ := (ξ0, ξ1)|Γ








(x− y)− ξ1G(x− y)
)
dsy, x ∈ Ω. (2.19)
In general, the components ξ0 and ξ1 of the vector density will not coincide with the
Dirichlet data or Neumann data in (2.18), respectively. However, if the density ξΓ coincides
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PΩξΓ(x) = u(x) in Ω, and (2.19) corresponds to the standard Green’s Formula (2.18) from
classical potential theory. However, note that for any density ξΓ, L[PΩξΓ(x)] = 0 in Ω. In
what follows, we refer to the pair (u, ∂u∂n)
∣∣∣
Γ
as the Cauchy data of the function u.
Definition 2. A Caldero´n-type projection is defined by the trace of the potential PΩξΓ on
the boundary Γ:
PΓξΓ := TrΓ(PΩξΓ). (2.20)
Lemma 1. The operator PΓ is a projection, that is P
2
ΓξΓ = PΓξΓ.
Proof. Suppose that ξΓ is an arbitrary density. Set w(x) = PΩξΓ, then Lw = 0. By Green’s
formula, we also have w(x) = PΩTrΓw. Hence, PΩξΓ = PΩTrΓw. Since TrΓw = PΓξΓ,
taking the trace of both sides then yields, PΓξΓ = P
2
ΓξΓ.
Theorem 1. A given density ξΓ corresponds to the trace of a solution u(x) to the homoge-
neous equation Lu(x) = 0, x ∈ Ω, i.e., ξΓ = TrΓu if and only if ξΓ satisfies the boundary
equation with projection:
PΓξΓ = ξΓ. (2.21)
Proof. First assume ξΓ = TrΓu(x) for a solution to Lu(x) = 0, x ∈ Ω. Applying the trace
operator TrΓ to the solution u(x) expressed in terms of Green’s formula u(x) = PΩTrΓu(x),
x ∈ Ω yields the boundary equations with projection (2.21). Conversely, assume the ξΓ
satisfies (2.21). Set u(x) = PΩξΓ, x ∈ Ω, then we have Lu = 0 in Ω and TrΓu = PΓξΓ.
Since the density ξΓ satisfies (2.21), we have TrΓu = ξΓ. This argument follows the original
proof in [79].
Remark 3. The previous result guarantees that the density belongs to the range of the
projection, i.e., ξΓ ∈ Im(PΓ) if and only if it is the trace of some solution to Lu = 0 in Ω.
Next, assume that ξΓ is given, and w(x), x ∈ Ω is an arbitrary compactly supported,
sufficiently smooth function satisfying TrΓw = ξΓ. Since in general, Lw 6= 0 in Ω, the















dsy, x ∈ Ω, (2.22)















dsy, x ∈ Ω. (2.23)
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Now using (2.23), we can reformulate the initial definition of the continuous potential
stated in (2.19), and which coincides with the previous right-hand side in (2.23).





G(x− y)Lw(y)dy, x ∈ Ω. (2.24)
Remark 4. The new definition in (2.24) recasts the surface potential in (2.19) as a volume
potential over Ω. Note further that this reformulation is significant as it allows for more
general assumptions on the original differential operator L. For example, L may now be
formulated in terms of variable coefficients, in which case a fundamental solution does not
exist. Similarly, (2.24) may be formulated for certain nonlinear operators as well.
These constructions can also be developed for the case of the inhomogeneous version
original problem in (2.17):
Lu = f, x ∈ Ω, (2.25)
l(u) = ψ x ∈ ∂Ω. (2.26)
and will be described in the next section.
2.3.2 Inhomogeneous Caldero´n-type boundary equations
with projection
The inhomogeneous boundary equations with projection take the form:
PΓξΓ + TrΓGf = ξΓ, x ∈ Γ, (2.27)
where G is interpreted formally as the Green’s operator, that is the the inverse operator
Gf :=
∫
ΩG(x− y)f(y)dy to the differential operator L.
Note that since the boundary equations with projection are equivalent to the original
differential equation in (2.25), they determine multiple solutions in Ω. The unique solution
to the boundary equations with projection is obtained by enforcing the boundary conditions
(2.26) so that l[PΩξΓ(x)+Gf ] = ψ. The boundary equations supplemented with the original
boundary conditions are given by:
PΓξΓ + TrΓGf =ξΓ, x ∈ Γ, (2.28)
l[PΩξΓ(x) +Gf ] =ψ, x ∈ Γ. (2.29)
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Consequently, the system of boundary equations can readily handle much more general
boundary conditions (including mixed-type, piecewise defined, and non-local, etc.) than
classical representations in the form of integral equations.
Remark 5. Hence, Caldero´n-type potentials and projections offer much more universal tools
to represent solutions to boundary value problems. Moreover, these formulations have been
developed to handle a much broader range of problems than results from classical potential
theory. In which case, only specific boundary value problems can be reduced to Fredholm-type
integral equations with closed form special representations resulting from singular integrals
in the form of either single-layer or double-layer potentials.
2.4 Difference potentials and projections
Discrete analogs to generalized Caldero´n-type potentials and boundary equations with
projection were originally introduced by Ryaben’kii as part of the Difference Potentials
Method; see [80]. In this section, we review the Difference Potentials Method and the
construction of the discrete counterparts to Caldero´n-type potentials and boundary equations
with projection known as difference potentials and the discrete boundary equations with
projection, respectively.
To begin, we restate the original general boundary value problem:
Lu =f, x ∈ Ω, (2.30)
l(u) =ψ, x ∈ Γ. (2.31)
where again, L is assumed to be a general second-order elliptic operator and the boundary
operator l specifies appropriate boundary conditions.
The first step to set up the DPM framework is to define the discretization of the domain
Ω. As mentioned in the introduction, DPM does not require the use of fitted-meshes of other
special considerations regarding the alignment of the underlying grid with the original domain.
This is accomplished by embedding the original domain within a larger regular auxiliary
domain Ω0. In practice, the auxiliary domain is assumed to be something convenient, like a
rectangle, which can then be discretized in straightforward fashion using regular grids. To
simplify the presentation further, we will assume Ω0 is a rectangle discretized using with a
uniform Cartesian grid with mesh spacing denoted h; see Figure 2.1.
The solution to (2.30)–(2.31) will be approximated on the discrete grid defined on
Ω0. Hence, as part of the Difference Potentials Method framework, we next introduce a




Figure 2.1: The auxiliary domain Ω0 given by a larger rectangle containing the original
domain Ω.
auxiliary problem is defined in terms of a discrete operator Lh, which approximates the
differential operator L in (2.30). For example, we can take advantage of our discretization of
Ω0 with Cartesian grids by approximating L using standard finite difference approximations.
2.4.1 The discrete auxiliary problem
First select an appropriate finite difference stencil centered at each grid point (xj , yk)
denoted Nj,k. The finite difference operator Lh is then defined on the set of grid points
belonging to the auxiliary domain denoted M0. The union of all stencils Nj,k whose center
point belongs to the interior of the auxiliary domain Ω0 is denoted N0. Examples of the sets
N0 and M0 are depicted in Figure 2.2. Now we can define the discrete auxiliary problem
defined on Ω0 in terms on the discrete operator Lh.
Definition 4. For a given grid function q defined on M0, the system of equations:
Lh[uj,k] =qj,k, (xj , yk) ∈ N0, (2.32)
lh[uj,k] =0, (xj , yk) ∈ N0 \M0. (2.33)
is called the discrete auxiliary problem.
The discrete auxiliary problem (2.32) is supplemented with zero-boundary conditions
(2.33) purely for the sake of simplicity. In general, the auxiliary boundary conditions can be
selected based on other considerations stemming from the underlying continuous problem
and the computational costs associated with solving (2.32)–(2.33). The only limitation being
that the auxiliary problem remains well-posed and defines a unique solution for any given
right-hand side q.
Remark 6. As will be revealed later in this section, the major computational complexity of






Figure 2.2: The grid set M0 (Left). The grid set N0 shown for the standard five-point
Laplacian discretization of L (Right).
problems of the form (2.32)–(2.33) with modified right-hand sides. Hence, it is essential as
part of the resulting algorithm to select an auxiliary problem that can be solved both accurately
and efficiently.
An important feature of Difference Potentials-based approaches is that no explicit
knowledge regarding the fundamental solution or Green’s function of the original equation
will be required. The solution to the discrete auxiliary problem defines a discrete Green’s
operator Gh : FM0 → UN0 , inverse to Lh. The space FM0 denotes the set of right-hand side
grid functions defined on M0. The solution space is denoted UN0 , and is restricted to grid
functions defined on N0 subject to the boundary conditions in (2.33).
We assume the fully discrete system of difference equations Lh[uj,k] = fj,k for (xj , yk) ∈ Ω
approximates the inhomogeneous equation Lu = f in x ∈ Ω corresponding to the original
equation in (2.30) in the absence boundary conditions. In what follows, we describe how
the notion of difference potentials leads to an efficient algorithm to determine accurate
discrete boundary conditions to supplement the fully discrete system of difference equations
Lh[uj,k] = fj,k for (xj , yk) ∈ Ω, which determine an accurate numerical approximation to
the original boundary value problem (2.30)–(2.31).
First, in addition to the previously defined grid sets N0 and M0, the following additional
grid sets defined within the auxiliary domain are essential to the formulation of the Difference
Potentials Method (cf. [80, 79]):









In particular, note that the set M+ is comprised of the grid points that belong to the original






Figure 2.3: The approximation M+ to the original domain Ω (Right). The set N+ given
by the union of all stencils with centers in the set M+ using the standard five-point stencil
for the Laplacian (left).
narrow fringe of nodes along either side of the original boundary Γ (see Figure 2.4), we can
define a precise approximation of the boundary Γ:
Definition 5. The set of grid points:
γ := N+ ∩N− (2.34)
defines the discrete grid boundary γ.
Remark 7. The points in the discrete grid boundary γ are completely determined by the
shape of the domain Ω, the underlying grid on Ω0, and the stencil Nj,k corresponding to the
discretization Lh of the original differential operator. In particular, no special considerations
are taken with respect to the alignment of the underlying grid N0 and the original boundary
Γ. However, the assumptions regarding the shape of the original domain Ω may be kept quite
general; see Figure 2.1.
The definitions of the grid sets N+,M+, N−,M−, γ are essential components that will
be called upon later in order to construct discrete analogs to the continuous potentials of
Caldero´n-type defined in Section 2.3.
2.4.2 Difference potentials
Similarly to the definition of the Caldero´n-type potential with vector density ξΓ in
Definition 1, the difference potential is associated with a discrete grid density ξγ . A discrete
grid density ξγ is a grid function defined on the discrete grid boundary γ and extended by




Figure 2.4: An example of the discrete grid boundary γ := N+ ∩N− obtained using the
standard five-point stencil for the Laplacian.
Remark 8. Note that in comparison to the vector density ξΓ defined in the continuous
setting, a discrete grid density ξγ is a scalar-valued grid function. This apparent difference
will be reconciled later in our discussion through the construction of ξγ, which we will see
later in fact incorporates both components of the Cauchy data uΓ.
We can define a discrete analog to the Caldero´n-type potential (cf. Definition 3) or
difference potential by the following:
Definition 6. Let wj,k be any grid function defined on N
0 such that Trγw = ξγ. The
difference potential with density ξγ is defined as:
PN+ξγ = wj,k −Gh(Lhw|M+), (xj , yk) ∈ N+. (2.35)
The notation Lhw|M+ denotes the result of the operator applied to wj,k and truncated
to the set M+ and then extended by zero to the remaining grid points in N0.
In order to facilitate the computation difference potentials in applications, next we
demonstrate that the difference potential can be determined equivalently as the solution to
the discrete auxiliary problem with a special modified right-hand side. First observe that it
follows immediately that PN+ξγ satisfies the homogeneous difference equations on M
+, i.e.,
Lh[PN+ξγ ] = 0, (xj , yk) ∈ M+. It is also straightforward to verify that for any wj,k with
wj,k|γ = ξγ , we have Lh[PN+ξγ ] = Lh[ξγ ], (xj , yk) ∈M−.
Therefore, the difference potential in (2.35) is determined equivalently as the solution of
a discrete auxiliary problem of the form (2.32)–(2.33) with modified right-hand side given
by:
Definition 7. The difference potential PN+γ ξγ with density ξγ coincides with the solution




0, (xj , yk) ∈M+,
Lh[ξγ ], (xj , yk) ∈M−.
(2.36)
Next, we define the particular solution as a solution to the discrete auxiliary problem
(2.32)–(2.33) where the right-hand side coincides with the right-hand side source in our
original equation (2.30).
Definition 8. The particular solution denoted Ghfj,k coincides with the solution to (2.32)–
(2.33) on N+ with right-hand side:
qj,k =
{
fj,k, (xj , yk) ∈M+,
0, (xj , yk) ∈M−.
(2.37)
Next, in order to set up the discrete boundary equations with projection corresponding
to the Caldero´n-type (2.20), we first define a discrete trace operator Trγw := w|γ . In other
words, the discrete trace operator Trγ is the restriction of a discrete grid function w to the
discrete grid boundary. Hence, the discrete boundary projection operator is defined as:
Pγξγ := TrγPN+ξγ , (2.38)
i.e., the projection operator Pγ above corresponding to the discrete density ξγ is given by
the restriction of the operator PN+γ to the discrete grid boundary.
2.4.3 Discrete inhomogeneous boundary equations
with projection
Analogously to the continuous case in (2.27), we can define a system of discrete
inhomogeneous boundary equations with projection that determine the values of the discrete
grid density. The discrete inhomogeneous boundary equations with projection are given by:
ξγ −Pγξγ = TrγGhf, (xj , yk) ∈ γ. (2.39)
The values of the discrete density determined by the boundary equations with projection
coincide with the values of our approximate solution uj,k at the grid points in the discrete
grid boundary γ. The discrete boundary equations also retain the following crucial property
analogous to Theorem 1.
Theorem 2. A given ξγ satisfies the discrete inhomogeneous boundary equations with
projection if and only if there exists uj,k on N




Proof. For the sake of a self-contained presentation, we outline the original proof found in
[80]. First, assume ξγ satisfies the discrete inhomogeneous boundary equations (2.39). Set
the grid function wj,k := PN+ξγ +G
hfj,k on N
+ and extend wj,k by zero to the remaining
grid points in N0. Therefore, wj,k coincides on N




fj,k, (xj , yk) ∈M+,
Lh[ξγ ], (xj , yk) ∈M−,
(2.40)
uj,k = 0, (xj , yk) ∈ N0 \M0. (2.41)
Hence, the grid function uj,k satisfies the difference equations Lh[uj,k] = fj,k on M
+. Also,
since uj,k coincides with wj,k on N
+, Trγuj,k = Trγwj,k ≡ ξγ and hence the trace of uj,k
satisfies the discrete inhomogeneous boundary equations (2.39).
Next assume uj,k on N
+ satisfies the difference equations Lh[uj,k] = fj,k on M
+ and
Trγuj,k = ξγ . Define the grid function wj,k as the solution of the auxiliary problem:
Lh[wj,k] =
{
fj,k, (xj , yk) ∈M+,
Lh[ξγ ], (xj , yk) ∈M−,
(2.42)
wj,k = 0, (xj , yk) ∈ N0 \M0. (2.43)
Again, wj,k := PN+ξγ +G
hfj,k on N
+, since vj,k := uj,k − wj,k satisfies:
Lh[vj,k] =
{
0, (xj , yk) ∈M+,
0, (xj , yk) ∈M−,
(2.44)
vj,k = 0, (xj , yk) ∈ N0 \M0. (2.45)
Then by uniqueness, we have vj,k ≡ 0 on N0, and hence uj,k = wj,k. Therefore, since
ξγ ≡ Trγu = Trγwj,k, ξγ satisfies the boundary equations with projection.
Remark 9. Theorem 2 is the discrete analog to Theorem 1 and implies that the discrete
boundary equations with projection (2.39) defined on the discrete grid boundary γ are
equivalent to the auxiliary problem restricted to the set M+.
Boundary conditions: In order to determine a unique solution, the discrete boundary
equations with projection (2.39) must be solved together with appropriate boundary
conditions analogously to (2.28)–(2.29). Hence, the discrete grid density ξγ is determined by
solving the system:
ξγ −Pγξγ =TrγGhf, (xj , yk) ∈ γ, (2.46)
l[PN+ξγ +G
hf ] =ψ, (x, y) ∈ Γ. (2.47)
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In order to solve the system of boundary equations with projection (2.46)–(2.47), a
procedure is needed to construct a discrete grid density ξγ . For smooth boundaries Γ, we
can introduce a system of basis functions for the space of vector densities ξΓ defined on
Γ. The basis functions for each component of a given vector density are denoted φ0ν and





on Γ can then be expanded in terms










, where Φ0ν = (φ
0
ν , 0) and
Φ1ν = (0, φ
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Under the assumption that the boundary Γ is a smooth closed curve, the components of
a given vector density ξΓ = TrΓu will be smooth periodic functions of the arc length along












The set of unknown coefficients c0ν and c
1
ν are then to be determined via the Method of
Difference Potentials.
In the next step of the procedure described here (originally developed in [80, 76]), the
construction of ξγ takes advantage of a smooth continuation of the Cauchy data defined on
the original boundary Γ out to the points in the discrete grid boundary γ. This continuation
is constructed on the basis of Taylor’s formula to define a new function called an extension
operator. The extension operator maps each vector density ξ˜Γ to a discrete density defined
on the discrete boundary γ. The extension operator denoted pi
(e)
Γ is given by:
pi
(e)















, (xj , yk) ∈ γ, (2.50)
where d denotes the signed distance along the normal direction n from (xj , yk) ∈ γ to the
nearest point (x, y) ∈ Γ. The first two terms can be expressed in terms of the Cauchy data.
With help of the original equation, we can re-express all the high-order terms in (2.50) to
evaluate the extension operator in (2.50) with the desired level of accuracy.
Evaluating the boundary equations in terms of the extension operator, we obtain a


























ν ] = G
hfγ . (2.51)
Recall, the boundary equations without imposed boundary conditions have multiple
solutions. To close the system of boundary equations and determine a unique solution, they
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are supplemented with the original boundary conditions in (2.31), which reduces the number
of unknowns. For example, in the case of Dirichlet conditions, the coefficients c0 can be
determined directly through the boundary conditions.
The remaining unknown coefficients are then recovered in order to determine approxima-
tion to the discrete density uγ by solving an overdetermined linear system, corresponding to




ν ]−Pγpi(e)Γ [Φiν ] for i = 0, 1 and ν = 0 . . .N :
A =
[
(I −Pγ)piΓ[Φ00], . . . , (I −Pγ)pi(e)Γ [Φ0N 0 ],




2.4.4 Discrete generalized Green’s formula
As the final step, the approximate solution uj,k on N
+ ∩ Ω is then constructed from the
discrete generalized Green’s formula, corresponding to (2.22):
uj,k = PN+ξγ +G
hfj,k, (xj , yk) ∈ N+, (2.53)
where PN+ξγ is the difference potential determined by Definition 7 with corresponding density
determined by the system discrete boundary equations with projection in (2.46)–(2.47).
Recall, Ghfj,k is the particular solution determined by Definition 8.
In Section 2.5, we continue with a review of several well-established convergence results
for the approximation of continuous potentials using difference potentials. Finally, in Section
2.6, we conclude with an algorithm to summarize the major steps of the computational
procedure arising from the Difference Potentials Method. The reader may wish to further
consult the simplified 1D algorithms presented in [21, 3].
2.5 Accuracy
The approximation of continuous potentials for general elliptic operators using difference
potentials was rigorously established by Reznik [76, 77]. In this section, we review the results
due to Reznik on the approximation of continuous potentials with difference potentials. The
discussion below follows [80] (Part III, Section 1), wherein a complete discussion can be
found regarding the work of Reznik [76, 77]. We consider the specific case of Reznik’s results
for elliptic operators of order p = 2 relevant to the work presented in later sections.
In what follows, we assume L is a second-order elliptic operator possibly containing
smooth variable coefficients. We also assume that L is approximated by a discrete operator
denoted Lh with O(hr) accuracy with respect to the Ho¨lder norms defined in [91] in the
following sense:
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‖(Lu)|M0 − Lhu‖δ,N0 ≤ Chr‖u‖2+r+δ,M0 , (xj , yk) ∈M0, (2.54)
where r ≥ 1 ,δ ≥ 0, and C are constants (independent of h and u). The notation Lu|M0
denotes the restriction to the grid set M0. The norm on the left-side denotes the discrete
Ho¨lder norm ‖ · ‖δ,N0 and the norm on the right-side denotes the corresponding continuous
Ho¨lder norm ‖ · ‖2+r+δ,M0 .
Next, suppose that uj,k is a grid function corresponding to u ∈ C2+r+δ(Ω¯) satisfying





. Using the extension
operator pi
(e)
Γ [ξ˜Γ] in (2.50), we can construct a discrete density ξγ from the approximate
continuous density ξ˜Γ. Using this approximation to the density ξ˜Γ in (2.50), the difference
potential PN0ξγ with grid density ξγ := piΓ[ξ˜Γ] approximates the continuous potential PΩ0ξΓ
according to the following critical estimate for 0 <  < 1 obtained by Reznik [77, 80]:
‖PΩ0ξΓ −PN0ξγ‖2+,N0 ≤ Chr−, (xj , yk) ∈M0. (2.55)
Inequality (2.55) has several important consequences. In particular, it guarantees that
the values of the continuous potential and its derivatives up to order p = 2 are approximated
in Ω up to the boundary Γ with accuracy O(hr−) in the discrete Ho¨lder norm of order
2 + , where r is the order of the approximation to the differential operator L by the discrete
operator Lh. Furthermore, using the approximation to the density in (2.50) defined by the
Taylor-like expansion of order 2 + r, this estimate also guarantees that the approximate
solution uj,k converges in the maximum norm to the true solution to (2.30)–(2.31) as the
mesh width h→ 0 with rate determined by the underlying order of accuracy O(hr) of the
approximation Lh to the original elliptic operator L.
2.6 Computational algorithm
In this section, we briefly summarize the main steps of the numerical algorithm that
results from the Method of Difference Potentials detailed in Section 2.4.
Step 1: Introduce a computationally simple auxiliary domain Ω0 ⊃ Ω and formulate
the auxiliary problem (2.32)–(2.33).
• Define the grid sets M+,M−, N+, N− and the discrete grid boundary γ, which depend
on properties of domain Ω and the stencil Nj,k used to define the discrete operator Lh.
No special considerations are made regarding the alignment of the previous grid sets
with original domain Ω.
• The boundary conditions (2.33) associated with the discrete auxiliary problem may be
selected independently from the original boundary conditions (2.31). The auxiliary
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boundary conditions must be chosen to ensure the discrete auxiliary problem is
well-posed. Additionally, the auxiliary boundary conditions should be selected so that
the resulting auxiliary problem is efficient to solve.
The discrete auxiliary problem in terms of a given grid function q defined on M0 has the
form:
Lh[uj,k] =qj,k, (xj , yk) ∈ N0,
lh(uj,k) =0, (xj , yk) ∈ N0 \M0.
Step 2: Compute the particular solution uj,k := G
hf, (xj , yk) ∈ N+, as the solution of
the discrete auxiliary problem with modified right-hand side:
qj,k =
{
fj,k, (xj , yk) ∈M+,
0, (xj , yk) ∈M−.
Note, the particular solution Ghfj,k satisfies the fully discrete system of equations corre-
sponding to the original equation (2.1) neglecting boundary conditions.
Step 3: Compute the unknown density ξγ defined on the discrete grid boundary γ by
solving the system of linear equations derived from the system of boundary equations with
projection. The unique solution to the boundary equations with projection is determined by
solving boundary equations with projection together with the original boundary conditions
(2.31). As in (2.46)–(2.47):
ξγ −Pγξγ =TrγGhf, (xj , yk) ∈ γ,
l(u) =ψ, (x, y) ∈ Γ.
Step 4: Compute the difference potential corresponding to the obtained density ξγ ,
PN+uγ . From Definition 6 for the difference potential, PN+uγ on N
+ coincides with the
solution of auxiliary problem (2.32)–(2.33) with the right-hand side given by:
qj,k =
{
0, (xj , yk) ∈M+,
Lh[uγ ], (xj , yk) ∈M−.
Step 5: Finally, the approximation to the continuous solution is reconstructed from the
discrete density uγ through the generalized Green’s formula:
u(xj , yk) ≈ PN+ξγ +Ghfj,k, (xj , yk) ∈ N+ ∩ Ω.
CHAPTER 3
ELLIPTIC INTERFACE PROBLEMS
This chapter is based on joint work with Yekaterina Epshteyn, Michael Medvinsky, and
Qing Xia in “High-order numerical schemes based on difference potentials for 2D elliptic
problems with material interfaces”, Applied Numerical Mathematics (2017), pp. 64-91,
doi:10.1016/j.apnum.2016.08.017, see [2].
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In Chapter 2, we reviewed the theoretical foundation behind the Difference Potentials
Method (DPM) and its connection to PDE theory. With this foundation in hand, in this
work, we develop efficient high-order accurate Difference Potentials-based methods for 2D
elliptic models with material interfaces. This is a continuation of work that began with 1D
elliptic-type interface models in [21] and also builds on [84, 20].
We begin by recalling some of the previous literature addressing problems in domains
with irregular geometry and interfaces. Several well-known finite-difference-based methods
have been proposed for such problems, including the Immersed Boundary Method (IB)
[72, 73], etc., the Immersed Interface Method (IIM) [52, 51, 53], etc., the Ghost Fluid Method
(GFM) [25, 55, 56], etc., the Matched Interface Boundary Method (MIB) [112, 109, 111], etc.,
and the method based on the Integral Equations approach, [58]. Finite element methods for
interface problems have also been proposed in [6, 14, 88, 68, 110, 106, 35]. Among the most
recent methods are Cartesian Grid Embedded Boundary Method ([16]), Multigrid Method
for Elliptic Problems with Discontinuous Coefficients on an Arbitrary Interface ([15]), the
Virtual Node Method in [36], and the Voronoi Interface Method in [34]. For a more detailed
review of the subject, the reader can consult [53] and the brief review in Chapter 1. The
previous methods are examples of sharp interface methods and have been employed to solve
many important problems in different areas of science and engineering. Yet, in spite of
these significant advances in the numerical methods for problems in arbitrary domains and
interface problems, it remains a challenge to develop efficient numerical algorithms that
combine high-order accuracy (greater than second-order in space) with the flexibility to
handle the full variety boundary and interface conditions arising in applications.
In order to address the need for algorithms with high-order accuracy and greater flexibility
to handle problems in irregular domains and interface problems, we propose a framework
based on the Difference Potentials approach. For a full overview of the Difference Potentials
Method, see [80] and the brief overview in Chapter 2. In summary, the Difference Potentials
Method is an efficient technique for the numerical approximation, as well as discrete
modeling, of interior and exterior boundary value problems in arbitrary geometry (see for
example, [80, 81, 57, 82, 96, 84, 19, 21, 3, 4]). DPM can be used in combination with
other numerical methods, e.g., finite differences and finite elements. Recall, the key idea
behind DPM is to reduce uniquely solvable and well-posed boundary value problems to
pseudo-differential boundary equations with projection. As detailed in Chapter 2 (also for
example, see [80, 84, 19, 21, 3, 4, 65]), methods based on difference potentials introduce a
computationally simple auxiliary domain into which the original domains are embedded
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and can subsequently be discretized using regular structured grids. Next, DPM constructs
discrete pseudo-differential boundary equations with projections to obtain the value of the
solution at the points near the continuous boundary of the original domain called the discrete
grid boundary, comprised of a two layers of points (from the interior and exterior of the
domain) that straddle the continuous boundary. Using the reconstructed values of the
solution at the discrete grid boundary, the approximation to the solution in each subdomain
is obtained with high-order accuracy through the discrete generalized Green’s formula. In
effect, DPM offers geometric flexibility without the use of unstructured meshes or body-fitted
meshes. DPM does not require explicit knowledge of the fundamental solution and does not
involve singular integrals. Furthermore, DPM is not limited to constant coefficient problems
and can handle general boundary and interface conditions.
Recall that the major computational cost of methods based on the Difference Potentials
approach reduces to several solutions of simple auxiliary problems on regular structured
grids. Methods based on the Difference Potentials approach preserve the underlying accuracy
of the schemes used for the spatial discretization of the continuous PDEs in each subdomain
and at the same time are not restricted to any particular type of the boundary or interface
conditions (so long as the continuous problem is well-posed). Moreover, numerical schemes
based on Difference Potentials are well-suited for the development of parallel algorithms
on serial computing platforms(see [84, 19], etc.). The reader can consult [80, 81] and
[76, 77] for a detailed theoretical study of the methods based on Difference Potentials, and
[80, 81, 22, 57, 82, 96, 83, 65, 20, 84, 19, 18, 21, 3, 4], etc., for recent developments and
applications of DPM.
Another example of an efficient and high-order accurate numerical method, based on
Difference Potentials and compact schemes for the Helmholtz equation in homogeneous
media with the variable wave number in 2D, was recently developed and numerically tested
in [65] and extended to the numerical simulation of the transmission and scattering of waves
in [66].
This chapter is organized as follows. First, in Section 3.1, we introduce the formulation
of our problem. Next, to simplify the presentation of the ideas behind the construction
of DPM with different orders of accuracy, we construct DPM with second- and with
fourth-order accuracy together in Section 3.2.1 for elliptic models in a single domain. In
Section 3.3, we extend the second- and the fourth-order DPM to interface and composite
domain model problems. After that, in Section 3.4, we give a brief summary of the main
steps of the proposed numerical algorithms. Finally, we illustrate the performance of the
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designed numerical algorithms based on Difference Potentials, as well as compare these
algorithms with: the Immersed Interface Method [52, 7], Mayo’s method [58, 7], and the
recently developed Edge-Based Correction Finite Element Interface method (EBC-FEI)
[35] in several numerical experiments in Section 3.5. Moreover, we illustrate, in Section
3.5, that with DPM, the underlying numerical discretization, (for example, approximations
with different orders of accuracy in different subdomains/domains), as well as meshes, can
be chosen totally independently for each subdomain/domain. We also illustrate that the
boundaries of the subdomains/interfaces need not conform/align with the underlying grids.
Furthermore, the constructed DPM-based numerical algorithms are not restricted by the
choice of boundary conditions, and the main computational complexity of the designed
algorithms reduces to the several solutions of simple auxiliary problems on regular structured
grids. Some concluding remarks are given in Section 3.5.
3.1 Elliptic problems with material interfaces
The focus of this chapter is the numerical approximation of solutions to interface and
composite domain problems defined in a bounded domain Ω ⊂ R2. For the sake of illustration,
we assume the domain Ω is comprised of two adjacent subdomains, i.e., Ω := Ω1∪Ω2 separated
by a an interface Γ. Moreover, we assume the domain Ω is contained inside a larger auxiliary
subdomain Ω ⊂ Ω0; see Figure 3.1. The interface (composite domain) problem over Ω is
cast in the form:
L1uΩ1 =fΩ1(x, y), (x, y) ∈ Ω1, (3.1)
L2uΩ2 =fΩ2(x, y), (x, y) ∈ Ω2, (3.2)
and is subject to appropriate interface (matching) conditions given by:







=µ2(x, y), (x, y) ∈ Γ, (3.4)
and boundary conditions on the exterior boundary ∂Ω1
l(uΩ1) = ψ(x, y), (x, y) ∈ ∂Ω1, (3.5)
Here and below, we reserve the index s ∈ {1, 2} to distinguish between the two subdomains
Ω1 and Ω2. We assume the operators L
s, for s ∈ {1, 2} are second-order linear elliptic
differential operators of the form:






Figure 3.1: A composite domain comprised of subdomains Ω1 and Ω2 separated by the
interface Γ and an example of several points in the discrete grid boundary γ1 are shown for
the nine-point stencil. For example, the auxiliary domain Ω01 can be selected to coincide
with the boundary of the exterior domain ∂Ω1.
The coefficients λΩs > 0 and σΩs ≥ 0 are constants defined piecewise over larger auxiliary
subdomains Ω0s ⊃ Ωs. The source functions fΩs(x, y) are sufficiently smooth functions defined
in each subdomain Ωs. To simplify the formulation, we assume the coefficients: α1, α2, β1,
and β2 are constants. The functions µs(x, y) for s ∈ {1, 2} and ψ(x, y) are sufficiently
smooth functions defined on the interface Γ and the exterior boundary ∂Ω1, respectively.
The interface Γ separating the two subdomains Ω1 and Ω2 is assumed to be a smooth,
closed curve (in at least C2). We assume the continuous problem (3.1)–(3.5) is well-posed;
see [45, 46] for results pertaining to existence, uniqueness, and regularity. Furthermore,
we consider operators LΩs that are well-defined on larger auxiliary domains Ω
0
s, that is we
assume that for any sufficiently smooth function fΩs(x, y) on Ω
0
s, L
suΩ0s = fΩs(x, y) has a
unique solution uΩ0s on Ω
0
s, which satisfies the given boundary condition on ∂Ω
0
s.
3.2 Single domain problems
Our major aim is to construct high-order accurate numerical methods based on Difference
Potentials to treat elliptic interface problems of the form (3.1)–(3.2) with general boundary
and interface conditions. To simplify our presentation, we first consider an elliptic boundary
value problem defined in a single domain Ω given by:
Lu = f(x, y), (x, y) ∈ Ω, (3.7)
subject to the appropriate boundary conditions on ∂Ω:
l(u) = ψ(x, y), (x, y) ∈ Γ. (3.8)
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Again, we assume the domain Ω is contained in a larger auxiliary domain Ω0 ⊃ Ω; see
Figure 3.2. The boundary of the domain Ω is denoted Γ := ∂Ω and is again assumed to be a
smooth closed curve (in at least C2). Later in Section 3.3, we will extend the framework
proposed for single domain problems to the interface and composite domain problems given
by (3.1)–(3.5) in direct fashion.
Similarly to the interface problem (3.1)–(3.5), we assume L is a second-order linear
elliptic differential operator of the form:
Lu ≡ ∇ · (λ∇u)− σu. (3.9)
The coefficient λ > 0 and σ ≥ 0 are constants. The source f(x, y) is assumed to be a
sufficiently smooth function and defined in Ω. We assume that the continuous problem
(3.7)–(3.8) is well-posed. Moreover, we consider operators L that are well-defined on a larger
auxiliary domain and we assume that for any sufficiently smooth function f(x, y) on Ω0,
the equation Lu = f(x, y) has a unique solution uΩ0 on Ω
0 satisfying the given boundary
conditions on ∂Ω0.
In Chapter 2, we reviewed several important mathematical preliminaries describing the
theoretical foundations underlying the Difference Potentials Method, namely generalized
Calderon’s potentials with projectors (see also [80, 84, 65], etc.). Building on the Difference
Potentials Method framework described in [80] (also see the review Chapter 2 Section 2.4)
in Section 3.2.1 below, we develop high-order (second-order and fourth-order) accurate







Figure 3.2: Example of an auxiliary domain Ω0, original domain Ω ⊂ Ω0, and the example
of the points in the discrete grid boundary set γ for the five-point stencil of the second-order
method (left figure) and the example of the points in the discrete grid boundary set γ for
the nine-point stencil of the fourth-order method (right figure).
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3.2.1 High-order methods based on Difference Potentials
for elliptic problems
The framework described below is an extension of the work started in 1D settings in
[21] to the current setting of 2D elliptic models of the form (3.7)–(3.8). In the presentation
below, we restrict our attention to models with piecewise-constant coefficients. However, the
construction presented below allows for straightforward extension to models in heterogeneous
media described by variable coefficients, which will be part of future research.
Note that the particular examples presented below for the second-order accurate dis-
cretization (3.13) and the fourth-order accurate discretization (3.13) were employed for
the sake of efficient illustration and implementation in the current settings, as well as
for the sake of ease in future extensions to models in heterogeneous media. However, the
resulting approach based on Difference Potentials is highly generalizable and can be developed
analogously with any suitable underlying high-order discretization of the given continuous
model. Hence, the underlying DPM framework can be viewed as a general method for
building discrete approximations to continuous generalized Caldero´n-type potentials (see
Chapter 2 Section 2.3, Definition 1) and continuous boundary equations with projection
(2.21) and (2.27). The reader may also consult [80] further for a complete discussion covering
the theoretical foundation of DPM).
Similarly to the presentation in [21], we will illustrate the major ideas by constructing the
second-order and the fourth-order schemes together and comment on the major differences
between them as they arise throughout the the discussion.
Introduction of the auxiliary domain: As described in Chapter 2 Section 2.4, the first
step in the DPM framework is to set up the discretization of the domain Ω. As before, we
embed the original domain Ω inside a computationally simple auxiliary domain Ω0, which is
chosen for the sake of convenience to be a square. Next, we introduce a Cartesian mesh on
Ω0 defined by the grid xj = j∆x, yk = k∆y, (k, j = 0,±1, . . . ). For further simplicity, we
assume that the mesh points are spaced uniformly with mesh spacing h := ∆x = ∆y.
Next, in order to set up the discrete auxiliary problem on the domain Ω0, we define
finite-difference approximations to the differential operator L in (3.9). The finite difference




j,k for the five-point centered finite-
difference approximation used in conjunction with the second-order method, or Nκj,k := N
9
j,k
for the nine-point centered finite-difference stencil used in conjunction with the fourth-order












Figure 3.3: (Left) The five-point stencil for the second-order scheme (3.10) and (Right)
example of the nine-point stencil for the fourth-order scheme (3.11).
Nκj,k := {(xj , yk), (xj±1, yk), (xj , yk±1)} , κ = 5, (3.10)
Nκj,k := {(xj , yk), (xj±1, yk), (xj , yk±1), (xj±2, yk), (xj , yk±2), } , κ = 9, (3.11)
Next, we introduce the point sets: M0 (the set of all mesh nodes (xj , yk) that belong to
the interior of the auxiliary domain Ω0), M+ := M0 ∩ Ω (i.e., the set of all the mesh nodes
(xj , yk) that belong to the interior of the original domain Ω), and M
− := M0\M+ (i.e., the
set of all the mesh nodes (xj , yk) inside of the auxiliary domain Ω
0, which belong to the
exterior of the original domain Ω). Additionally, we define N+ := {⋃j,kNκj,k|(xj , yk) ∈M+}
(the set of all points covered by all stencils Nκj,k, whose center (xj , yk) belongs to the set
M+ ⊂ Ω). Similarly, define N− := {⋃j,kNκj,k|(xj , yk) ∈M−} (the set of all points covered
by the stencils Nκj,k whose center (xj , yk) belongs to the set M
−).
Next, we can introduce γ := N+ ∩N−. The set γ is called the discrete grid boundary.
In particular, the mesh nodes from set γ straddle the boundary Γ ≡ ∂Ω. Finally, we define
N0 := {⋃j,kNκj,k|(xj , yk) ∈ M0} j Ω0 (the set of all points covered by the stencils Nκj,k
whose center (xj , yk) belongs to the set M
0).
Note, below κ takes either the value 5 (if the five-point stencil is used to construct the
second-order method), or 9 (if the nine-point stencil is used to construct the fourth-order
method).
Consistent with [80], as well as Chapter 2 Section 2.4, the grid sets N0, M0, N+, N−,
M+, M−, γ will be used below to develop high-order accurate numerical framework based
on difference potentials for problem (3.7)–(3.8).
Construction of the difference equations: The discrete version of the problem (3.7) can
be stated as: find uj,k, (xj , yk) ∈ N+ such that:
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Lh[uj,k] = fj,k, (xj , yk) ∈M+. (3.12)
The discrete system of equations (3.12) is obtained in the current setting by discretizing
(3.7) with either the second-order, five-point central finite difference scheme (3.13), if the
second-order accuracy is desired, or with the fourth-order nine-point, “direction-by-direction”
finite difference scheme in space (3.13), if the fourth-order accuracy is needed. Here and
below, we use Lh to denote the discrete linear operator obtained using either the second-order
approximation to (3.7), or the fourth-order approximation to (3.7), and we use fj,k to denote
the discrete right-hand side source.
Hence, the second-order scheme (3.12) is given by:
Lh[uj,k] :=λ
uj+1,k − 2uj,k + uj−1,k
h2
+ λ
uj,k+1 − 2uj,k + uj,k−1
h2
− σuj,k.
where the right-hand side in the discrete system (3.12) is simply given by fj,k := f(xj , yk)
for the second-order method.
The fourth-Order scheme (3.12) is given by:
Lh[uj,k] :=λ
−uj+2,k + 16uj+1,k − 30uj,k + 16uj−1,k − uj−2,k
12h2
+ λ
−uj,k+2 + 16uj,k+1 − 30uj,k + 16uj,k−1 − uj,k−2
12h2
− σuj,k.
Again, the right-hand side in the discrete system (3.12) in the case of the fourth-order
discretization (3.13) is also given by fj,k := f(xj , yk).
Remark 10. Above the standard second-order and fourth-order schemes in (3.13) and
(3.13) employed as the underlying discretization of the continuous equation (3.7) in (3.12)
are similar to the underlying discretization used in the related 1D work [21].
In general, the linear system of difference equations (3.12) will have multiple solutions
without enforced boundary conditions. Once we complete the discrete system (3.12) with
the appropriate discrete boundary conditions, the resulting method will yield an accurate
approximation of the continuous model (3.7)–(3.8) in domain Ω. In order to construct
the resulting approximation efficiently, we will construct our approach using numerical
algorithms based on the framework of Difference Potentials.
The discrete auxiliary problem: Recall that several major steps behind DPM are built
upon the introduction of the auxiliary problem, including the construction of the particular
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solution and the difference potential, which we state again below (see also [80], [21], [20],
etc.).
Definition 9. The problem of solving (3.13)–(3.14) is referred to as the discrete auxiliary
problem (AP). That is, for the given grid function q, (xj , yk) ∈ M0, find the solution
v, (xj , yk) ∈ N0 of the discrete (AP) such that it satisfies the following system of equations:
Lh[vj,k] = qj,k, (xj , yk) ∈M0, (3.13)
vj,k = 0, (xj , yk) ∈ N0\M0. (3.14)
Here, Lh is the same linear discrete operator introduced in (3.12), but it is defined here
on the larger auxiliary domain Ω0 (note that we assumed before in Section 3.2 that the
continuous operator on the left-hand side of the equation (3.7) is well-defined on the entire
domain Ω0). It is applied in (3.13) to the function vj,k, (xj , yk) ∈ N0. We remark that under
the above assumptions on the continuous model, the (AP) (3.13)–(3.14) is well-defined for
any right-hand side function q on M0: it has a unique solution v on N0. In this work, we
have supplemented the discrete (AP) (3.13) by the zero boundary conditions (3.14). In
general, the boundary conditions for (AP) are selected to guarantee that the discrete system
Lh[vj,k] = qj,k has a unique solution vj,k on N
0 for any discrete right-hand side function qj,k
on M0.
Remark 11. The solution of the auxiliary problem (3.13)–(3.14) defines a discrete Green’s
operator Gh (or the inverse operator to Lh). Although the choice of boundary conditions
(3.14) will affect the operator Gh, and hence the difference potentials and projections defined
below, it will not affect the final approximate solution to (3.7)–(3.8), as long as the auxiliary
problem is uniquely solvable and well-posed.
Construction of a particular solution: Let us denote by uj,k := G
hfj,k, (xj , yk) ∈ N+,
the particular solution of the discrete problem (3.12), which we will construct as the solution
(restricted to set N+) of the auxiliary problem (AP) in (3.13)–(3.14) of the following form:
Lh[uj,k] =
{
fj,k, (xj , yk) ∈M+,
0, (xj , yk) ∈M−, (3.15)
uj,k = 0, (xj , yk) ∈ N0\M0. (3.16)
Construction of the difference potential: We now introduce a linear space Vγ of all the
grid functions denoted by vγ defined on γ (similarly to [80], [21], etc.). We will extend the
value vγ by zero to other points of the grid N
0.
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Definition 10. The difference potential with any given density vγ ∈ Vγ is the grid function
uj,k := PN+γvγ, defined on N
+, and coincides on N+ with the solution uj,k of the auxiliary
problem (AP) in (3.13)–(3.14) of the following form:
Lh[uj,k] =
{
0, (xj , yk) ∈M+,
Lh[vγ ], (xj , yk) ∈M−, (3.17)
uj,k = 0, (xj , yk) ∈ N0\M0. (3.18)
Here, PN+γ denotes the operator which constructs the difference potential uj,k = PN+γvγ
from the given density vγ ∈ Vγ . The operator PN+γ is the linear operator of the density vγ :
um =
∑
l∈γ Almvl, where m ≡ (j, k) is the index of the grid point in the set N+ and l is the
index of the grid point in the set γ. Here, value um is the value of the difference potential
PN+γvγ at the grid point with an index m : um = PN+γvγ |m and coefficients {Alm} are the
coefficients of the difference potentials operator. The coefficients {Alm} can be computed
by solving simple auxiliary problems (AP) (3.17)–(3.18) (or by constructing a difference
potential operator) with the appropriate density vγ defined at the points (xj , yk) ∈ γ.
Next, similarly to [80], [21], etc., we can define another operator Pγ : Vγ → Vγ that is
defined as the trace (or restriction/projection) of the difference potential PN+γvγ on the
grid boundary γ:
Pγvγ := Trγ(PN+γvγ) = (PN+γvγ)|γ . (3.19)
We will now formulate the crucial theorem of DPM (see for example [80], [21], etc.).
Theorem 3. Density uγ is the trace of some solution u to the difference equations (3.12):
uγ ≡ Trγu if and only if the following equality holds
uγ = Pγuγ +G
hfγ , (3.20)
where Ghfγ := Trγ(G
hf) is the trace (or restriction) of the particular solution Ghf, (xj , yk) ∈
N+ constructed in (3.15)–(3.16) on the grid boundary γ.
Proof. The proof closely follows the general argument from [80] and reproduced in Chapter
2 and can also be found in simplified 1D settings in [21].
Remark 12. The difference potential PN+γuγ is the solution to the homogeneous difference
equation Lh[uj,k] = 0, (xj , yk) ∈M+, and is uniquely defined once we know the values of the
density uγ at the points in the discrete grid boundary γ.
Remark 13. The difference potential PN+γuγ is the discrete approximation to the gen-
eralized potential of the Caldero´n-type PΩξΓ (2.19), i.e., PN+γuγ ≈ PΩξΓ. Due to the
47
construction of the extension operators given in (3.22) and (3.23), the scalar-valued density
uγ incorporates the information both components of the Cauchy data ξΓ = (ξ0, ξ1).
Remark 14. Moreover, note that the density uγ must satisfy the discrete boundary equations
uγ − Pγuγ = Ghfγ in order to be a trace of the solution to the difference equation Lh[uj,k] =
fj,k, (xj , yk) ∈M+.
Remark 15. The discrete boundary equations with projection uγ−Pγuγ = Ghfγ in (3.20) are
the discrete analog of the continuous boundary equations with projection ξΓ−PΓξΓ = TrΓGf
in (2.27) in Chapter 2.
Coupling the boundary equations with boundary conditions: The discrete boundary
equations with projection (3.20) can be rewritten in a slightly different form as:
(I−Pγ)uγ = Ghfγ , (3.21)
is the linear system of equations determining the unknown density uγ . Here, I denotes the
identity operator, Pγ is the projection operator, and the known right-hand side G
hfγ is the
trace of the particular solution (3.15) on the discrete grid boundary γ.
The above system of discrete boundary equations (3.21) will have multiple solutions
without boundary conditions (3.8), since it is equivalent to the difference equations Lh[uj,k] =
fj,k, (xj , yk) ∈M+. Hence, we need to supplement it by the boundary conditions (3.8) to
construct the unique density uγ ≈ u(x, y)|γ , where u(x, y) is the solution to the continuous
model (3.7)–(3.8).
Thus, we will consider the following approach to solve for the unknown density uγ from
the discrete boundary equations (3.21). One can represent the unknown densities uγ through
the values of the continuous solution and its gradients at the boundary of the domain with
the desired accuracy: in other words, one can define the smooth extension operator for the
solution of (3.7), from the continuous boundary Γ = ∂Ω to the discrete boundary γ. Note
that the extension operator (the way it is constructed below) depends only on the properties
of the given model at the continuous boundary Γ.
For example, the extension operator piγΓ[uΓ] can be defined according to the following
three-term Taylor formula:












, (xj , yk) ∈ γ, (3.22)
where piγΓ[uΓ] defines the smooth extension operator of Cauchy data uΓ from the continuous
boundary Γ to the discrete boundary γ, d denotes the signed distance from the point
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(xj , yk) ∈ γ to the nearest boundary point on the continuous boundary Γ of the domain Ω
(the signed length of the shortest normal from the point (xj , yk) ∈ γ to the point on the
continuous boundary Γ of the domain Ω). We take the signed distance either with sign
“+” (if the point (xj , yk) ∈ γ is outside of the domain Ω), or with sign “−” (if the point
(xj , yk) ∈ γ is inside the domain Ω). The choice of a three-term extension operator (3.22) is
sufficient for the second-order method based on Difference Potentials (see numerical tests
(even with challenging geometry) in Section 3.5, as well as [80], [21], etc.).
For example, the extension operator piγΓ[uΓ] can be defined according to the following
five-term Taylor formula:

























, (xj , yk) ∈ γ, (3.23)
again, as in (3.22), piγΓ[uΓ] defines the smooth extension operator of Cauchy data uΓ from
the continuous boundary Γ to the discrete boundary γ, d denotes the signed distance from
the point (xj , yk) ∈ γ to the nearest boundary point on the continuous boundary Γ of the
domain Ω. As before, we take it either with sign “+” (if the point (xj , yk) ∈ γ is outside
of the domain Ω), or with sign “−” (if the point (xj , yk) ∈ γ is inside the domain Ω). The
choice of a five-term extension operator (3.23) is sufficient for the fourth-order method based
on the Difference Potentials approach (see Section 3.5, [21], etc.).
For any sufficiently smooth single-valued periodic function g(ϑ) on Γ with a period |Γ|,
assume that the sequence:




















tends to zero with increasing N 0 and N 1, the total number of basis functions: lim εN 0,N 1 = 0
as N 0 → ∞ and N 1 → ∞. Here, the functions (φ0ν(ϑ), φ1ν(ϑ)) are the selected set of
basis functions defined on the boundary of the domain Γ and (c0,i+1ν , c
1,i+1
ν ) for (ν =
0, 1, . . . ,N 0, ν = 0, 1, . . . ,N 1) are the real-valued expansion coefficients in front of the basis
functions. Here, ϑ can be thought as the arc length along Γ, and |Γ| is the length of
the boundary. We selected arc length ϑ at this point only for the sake of definiteness.
Other parameters along Γ are used in the numerical examples (e.g., polar coordinates for
circular domains and elliptical coordinates for the elliptical domains), see Section 3.5 and
the discussion below.




from the space of Cauchy












ν(ϑ), ξ˜Γ ≈ ξΓ, (3.25)
where Φ0ν = (φ
0
ν , 0) and Φ
1
ν = (0, φ
1
ν) denote the set of basis functions used to represent
the Cauchy data on the boundary of the domain Γ and (c0ν , c
1
ν) with (ν = 0, 1, . . . ,N 0, ν =
0, 1, . . . ,N 1) are the unknown numerical coefficients to be determined.
Remark 16. For smooth Cauchy data, it is expected that a relatively small number (N 0,N 1)
of basis functions are required to approximate the Cauchy data of the unknown solution, due
to the rapid convergence of the expansions (3.25). Hence, in practice, we use a relatively
small number of basis functions in (3.25), which leads to a very efficient numerical algorithm
based on the Difference Potentials approach; see Section 3.5 for a numerical illustration of
the method.
In the case of the Dirichlet boundary condition in (3.7)–(3.8), u(ϑ) is known, and hence,









ν |2dϑ. For other boundary value problems (3.7), the
procedure is similar to the case presented for Dirichlet data. For example, in the case of
Neumann boundary condition in (3.8), the coefficients c1ν in (3.25) are known and again









1. An example of the construction of the extension operator in the case of a circular
domain using polar coordinates (r, θ) to parametrize Γ:
















− σu = f. (3.26)
The coordinate r corresponds to the distance from the origin along the normal direction n
to the circular interface Γ. Hence, extension operators (3.22)–(3.23) are equivalent to:















































as before d = r − r0 denotes the signed distance from a grid point (xj , yk) ∈ γ on the radius
r, to the nearest point (x, y) ∈ Γ on the original circle corresponding to the radius r0. The
higher-order derivatives ∂
eu
∂re , e = 2, 3, . . . on Γ in (3.27)–(3.28) can be obtained through the
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Cauchy data (u(θ), ∂u∂r (θ)), and the consecutive differentiation of the governing differential















The expression (3.29) for ∂
2u
∂r2
is used in the three-term extension operator (3.27) in the
second-order method, and is used in the five-term extension operator (3.28) in the fourth-order
method.








































































































2. An example of the construction of the extension operator in the case of an elliptical
domain using elliptical coordinates (η, θ) to parametrize Γ:
Analogously to the above case of a circular domain, for domains where the boundary
Γ is defined by an ellipse x2/a2 + y2/b2 = 1, one possible convenient choice is to employ
the elliptical angle θ as the parametrization (i.e., ϑ ≡ θ) along Γ to represent the extension
operators (3.22) and (3.23); see also [65].
Recall that an elliptical coordinate system with coordinates (η, θ) is given by the standard
transformation:
x =ρ cosh η cos θ,
y =ρ sinh η sin θ,
(3.32)
where η ≥ 0 and 0 ≤ θ < 2pi; see Figure 3.4. Also, recall that the distance from the center
of the ellipse to either foci is defined as ρ =
√
a2 − b2.
In elliptical coordinates, the constant η = η0 ≡ 12 ln a+ba−b , the coordinate line (isoline), is



















Figure 3.4: Sketch of the elliptical coordinate system: the distance from the center of the
ellipse to either foci –ρ; isoline –η; elliptical angle –θ.
Now, let us recall that for the choice of elliptical coordinates, the basis vectors are defined
as:
ηˆ =(ρ sinh η cos θ, ρ cosh η sin θ),
θˆ =(−ρ cosh η sin θ, ρ sinh η cos θ).
The corresponding Lame coefficients in both directions are equivalent to:
H = ρ
√
sinh2 η + sin2 θ.
Consequently, the elliptic equation in (3.7) can be rewritten in the standard elliptical










− σu = f. (3.33)
Similarly to the above example of a circular domain, the smooth extension operators
(3.22)–(3.23) are equivalent to:















































where, again as before, d = η − η0 denotes the signed distance from a grid point (xj , yk) ∈ γ
on the coordinate line η, to the nearest point (x, y) ∈ Γ on the original ellipse corresponding
to the contour line η0.
The higher-order derivatives along Γ, ∂
eu
∂ηe , e = 2, 3, . . . in (3.34)–(3.35) can be obtained
through the Cauchy data (u(θ), ∂u∂η (θ)), and the consecutive differentiation of the governing
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differential equation (3.33) with respect to η as illustrated below (note that in polar
coordinates we had that ∂u∂n =
∂u
























































































































Note that in formulas (3.38)–(3.38), term ∂
2u
∂η2
is replaced by expression given in (3.36).
After the selection of the parametrization ϑ of Γ and construction of the extension
operator, we use spectral approximation (3.25) in the extension operator uγ = piγΓ[u˜Γ] in
(3.22) (for the second-order method), or in the extension operator uγ = piγΓ[u˜Γ] in (3.23)












Therefore, the boundary equations (BEP) (3.21) become an overdetermined linear system
of dimension |γ| × (N 0 +N 1) for the unknowns (c0ν , c1ν) (note that |γ| >> (N 0 +N 1)). This
system (3.21) for (c0ν , c
1
ν) is solved using the least-squares method, and hence one obtains
the unknown density uγ .
The discrete generalized Green’s formula: The final step of the DPM is to use the
computed density uγ to construct the approximation to the solution (3.7)–(3.8) inside the
physical domain Ω.
Statement 1. The discrete solution uj,k := PN+γuγ +G
hf, (xj , yk) ∈ N+ is the approxima-
tion to the exact solution u(xj , yk), (xj , yk) ∈ N+ ∩Ω of the continuous problem (3.7)–(3.8).
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Discussion: The result is the consequence of sufficient regularity of the exact solution,
Theorem 3, sufficient accuracy maintained by the extension operators defined in (3.22) (for the
second-order scheme) or the extension operator (3.23) (for the fourth-order scheme), as well
as the underlying second-order and the fourth-order accuracy of the discretizations in (3.13),
(3.13), respectively. Thus, we expect that the numerical solution uj,k := PN+γuγ + G
hf
will approximate the exact solution u(xj , yk), (xj , yk) ∈ N+ ∩ Ω¯ of the continuous problem
(3.7)–(3.8) with O(h2) (for the second-order scheme) and with O(h4) (for the fourth-order
scheme) in the maximum norm. Furthermore, in Section 3.5, we confirm the efficiency
and the high-order accuracy of the proposed numerical algorithms with several challenging
numerical tests for the interface and composite domain problems.
Recall, in [76, 77] it was shown (under sufficient regularity of the exact solution) that
the difference potentials approximate surface potentials of elliptic operators (and, therefore
DPM approximates the solution to the elliptic boundary value problem) with the accuracy
O(hr−ε) in the discrete Ho¨lder norm of order p+ ε. Here, 0 < ε < 1 is an arbitrary number,
p is the order of the considered elliptic operator, and r = 2 (if the second-order scheme is
used for the approximation of the elliptic operator), or r = 4 (if the fourth-order scheme
is used for the approximation of the elliptic operator); see the overview of these results in
Chapter 2 Section 2.5 and consult [76, 77] or [80] for the details and proof of the general
result.
Remark 17. The formula PN+γuγ +G
hf is the discrete generalized Green’s formula.
Remark 18. Note that after the density uγ is reconstructed from the boundary equations
with projection (3.21), the difference potential is easily obtained as the solution of a simple
(AP) using Definition 10.
3.3 Schemes based on Difference Potentials for
interface and composite domain
problems
In Section 3.2.1, we constructed second-order and fourth-order schemes based on
Difference Potentials for problems in a single domain Ω. In this section, we will show
how to extend these methods to interface and composite domains problems in the form
(3.1)–(3.5).
First, as done in Section 3.2 for the single domain case, we will introduce the auxiliary
domains. We will place each of the original subdomains Ωs in the auxiliary domains
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Ω0s ⊂ R2, s ∈ 1, 2 and will state the auxiliary difference problems in each subdomain Ωs. The
choice of these auxiliary domains Ω01 and Ω
0
2, as well as the auxiliary difference problems,
may be defined independently of each other. After that, for each subdomain, we will proceed
in a similar way as we did in Section 3.2.1. Also, for each auxiliary domain Ω0s, we will
consider, for example a Cartesian mesh (the choice of the grids for the auxiliary problems
will be independent of each other). After that, all the definitions, notations, and properties
introduced in Section 3.2.1 extend to each subdomain Ωs in a direct way (the index s is used
to distinguish between each subdomain). Let us denote the difference problem of (3.1)–(3.5)
for each subdomain as:
Lsh[uj,k] = fsj,k, (xj , yk) ∈M+s , (3.40)
where fully discrete system (3.40) above is obtained using either the second-order (3.13) or
the fourth-order scheme (3.13).
The main theorem of the method for the composite domains and interface problems is:
Statement 2. Density uγ := (uγ1 , uγ2) is the trace of some solution u, (xj , yk) ∈ Ω1 ∪ Ω2
to the Difference Equations (3.40): uγ ≡ Trγu, if and only if, the following equalities hold:
uγ1 = Pγ1uγ1 +G
hfγ1 , (xj , yk) ∈ γ1, (3.41)
uγ2 = Pγ2uγ2 +G
hfγ2 , (xj , yk) ∈ γ2, (3.42)
The obtained discrete solution uj,k := PsN+s γsuγs +G
h
sfs, (xj , yk) ∈ N+s is the approximation
to the exact solution u(xj , yk), (xj , yk) ∈ N+s ∩Ωs of the continuous model problem (3.1)–(3.5).
Here, index s = 1, 2.
Discussion: the result is a consequence of the results in Section 3.2.1. We expect that
the solution uj,k := PsN+s γsuγs +G
h
sfs, (xj , yk) ∈ N+s will approximate the exact solution
u(xj , yk), (xj , yk) ∈ N+s ∩Ω¯s, (s = 1, 2) with the accuracy O(h2) for the second-order method,
and with the accuracy O(h4) for the fourth-order method in the maximum norm. Also, see
Section 3.5 for the numerical results.
Remark 19. Similarly to the discussion in Section 3.2.1, the boundary equations with
projections (3.41)–(3.42) alone will have multiple solutions and have to be coupled with
boundary (3.5) and interface conditions (3.3) to obtain the unique densities uγ1 and uγ2 . We
consider the extension formula (3.22) (second-order method) or (3.23) (fourth-order method)
to construct uγs , (s = 1, 2) in each subdomain/domain.
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3.4 Main steps of the algorithm
In this section, for the reader’s convenience, we briefly summarize the main steps of the
DPM algorithm.
Step 1: Introduce a computationally simple auxiliary domain and formulate the auxiliary
problem (3.13)–(3.14).
Step 2: Compute a particular solution, uj,k := G
hf, (xj , yk) ∈ N+, as the solution of
the (AP). For the single domain method, see (3.15)–(3.16) in Section 3.2.1 (second-order
and fourth-order schemes). For the direct extension of the algorithms to the interface and
composite domains problems; see Section 3.3.
Step 3: Next, compute the unknown density uγ at the points in the discrete grid boundary
γ by solving the system of linear equations derived from the system of boundary equations
with projection: see (3.21)–(3.22) (second-order scheme), or (3.21), (3.23) (fourth-order
scheme) in Section 3.2.1, and extension to the interface and composite domain problems
(3.41)–(3.42) in Section 3.3.
Step 4: Using the definition for the difference potential, Definition 10 in Section 3.2.1,
and Section 3.3 (corresponding to interface and composite domain problems), compute the
difference potential PN+γuγ using the obtained density uγ .
Step 5: Finally, obtain the approximation to the continuous solution from uγ using the
generalized Green’s formula, u(xj , yk) ≈ PN+γuγ +Ghf , (xj , yk) ∈ N+; see Statement 1 in
Section 3.2.1, and see Statement 2 in Section 3.3.
3.4.1 Computational complexity
The major contribution to the computational cost of the Difference Potentials-based
algorithms for elliptic interface problems presented in Section 3.3 is determined by the cost
of repeatedly solving auxiliary problems of the form (3.13)–(3.14) on regular structured grids.
The number of auxiliary problems that must be solved in each subdomain is equivalent to
N + 2. The number N := N 0 +N 1 + 2, which corresponds to the number of harmonics in
the spectral expansion in (3.25). Note further that only the right-hand side is modified for
each auxiliary problem, while the difference operator for each problem remains the same in
each subdomain.
To illustrate further, in the case of the second-order approach (DPM2) for constant
coefficients, each of the N + 2 auxiliary problems in each subdomain requires an FFT solve.
Each FFT solve has log-linear cost O(|N0| log |N0|), where |N0| denotes the total number of
grid nodes. Similarly, in the case of the fourth-order scheme (DPM4), each auxiliary problem
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may be solved efficiently with either a direct method or an iterative method. In the case of
an appropriate direct method, we need only factor the discrete operator once (since only
the right-hand side is changed for each solve). Hence, for example, using LU-factorization,
the total cost in each subdomain is reduced to the cost of one initial decomposition of the
difference operator Lh plus the cost of solving N + 2 auxiliary problems using backward
substitution with cost that scales linearly with |N0|.
Another component of the overall computational complexity is solving the boundary
equations with projection. However, this step does not contribute significantly to the overall
cost of the algorithm. First note that the size of the least squares system (3.41)–(3.42) is
|γ| × N . Note that |γ| ≈√|N0| and usually N << |γ|. Hence, if the resulting least squares
problem is solved using QR-decomposition computed with the modified Gram-Schmidt
algorithm, the number of operations required in each subdomain is on the order of (N +2)|γ|.
Finally, note that in all the numerical experiments below, the number N is fixed while |γ|
and |N0| increase as the mesh size decreases.
3.5 Numerical results
In this section, we verify the accuracy and test performance of the second-order (DPM2)
and fourth-order (DPM4) algorithms. The error estimates in this section are made with
respect to the relative maximum norm (with exception of the first test in Table 3.1). The
relative maximum norm is estimated using the formula:
E :=
max(xj ,yk)∈M+1 ∪M+2 |u(xj , yk)− uj,k|
max(xj ,yk)∈M+1 ∪M+2 |u(xj , yk)|
. (3.43)
We also measure the relative maximum error in the components of the discrete gradient





















The numerical experiments were generated using interface domain problems of the form
(3.1)–(3.5) defined in section 3.1. For the sake of simplicity, the auxiliary domain Ω01 was
chosen to be a rectangle, which coincides with the boundary ∂Ω1 of the exterior domain Ω1.
In particular, this allows us to take advantage of the prescribed boundary conditions along
the exterior boundary ∂Ω1 to construct the particular solution satisfying (9), (3.15)–(3.16)
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and difference potential (10) corresponding to the exterior auxiliary problem in Ω01. In the
case of the second-order method, we simply supplement the auxiliary problem corresponding
to the particular solution in Ω1 with the original boundary conditions.
For the fourth-order method (3.13), this is accomplished by modifying the discrete
operator Lh[uj,k] along the layer of points near the boundary of the auxiliary domain Ω
0
1.
For example, at the point (x1, y1) in the“southwest” corner of the grid):
L1h[u1,1] =λ1
10u0,1 − 15u1,1 − 4u2,1 + 14u3,1 − 6u4,1 + u5,1
12h2
+ λ1
10u1,0 − 15u1,1 − 4u1,2 + 14u1,3 − 6u1,4 + u1,5
12h2
− σ1u1,1.
The other grid points near the boundary of Ω01 are handled analogously. We also
emphasize that the modification to the stencil is not necessary to determine the particular
solution satisfying (3.15)–(3.16) or the difference potential satisfying (3.17)–(3.18) for the
auxiliary problem on Ω02 corresponding to the interior domain Ω2.
In the numerical tests, the standard set of trigonometric basis function was used for





















, ν = 0, 1, 2, . . . Here, φν ≡
φ0ν ≡ φ1ν .
Remark 20. Note that the total number of auxiliary problems that must be solved in each
subdomain depends on the number of basis functions used to approximate the Cauchy data (
approximately, N 0 +N 1 + 2). Therefore, the overall computational cost of the algorithm
depends strongly on the choice of basis functions (N 0,N 1) in (2.49). Note that a considerable
flexibility may be exercised in determining the system of basis functions. One simple strategy
is to ensure that the accuracy of the expansions of the boundary data prescribed on the
boundary of the exterior domain ∂Ω1 in (3.5) is close to machine accuracy. Typically, this
can be achieved using a relatively small number of basis functions (usually not exceeding the
order of a few dozen). An alternative approach is to ensure that the expansions reach the
same level of accuracy achieved by the approximation of the solution at interior points in
the domain. In other words, the number of basis functions is then related to the mesh size.
In the experiments conducted in this section, we used the first approach and measured the
convergence rates with respect to a fixed number of basis functions.
3.5.1 Comparison with EBC-FEI, IIM, and Mayo’s method
In the first test, we compare DPM2 and DPM4 against the Edge-Based Correction Finite
Element Interface method (EBC-FEI), proposed in [35]. The test problem in [35] is similar
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to a test proposed in [52]. Note that, in Table 3.1, we compute the absolute maximum error
in order to compare our scheme with the results contained in [35]. The test problem in [35]
is given by:
∆u = 0, (3.46)
subject to the interface and boundary conditions in the form of (3.5), which may be computed
using the exact solution and Dirichlet boundary condition on the boundary of the exterior
domain ∂Ω1). The exact solution is given by:
u(x, y) =
{
u1(x, y) = 0, (x, y) ∈ Ω1,
u2(x, y) = x
2 − y2, (x, y) ∈ Ω2. (3.47)
The interior and exterior subdomains for the test problem are:
Ω2 =x




Ω1 =[−1, 1]× [−1, 1] \ Ω2 (exterior subdomain).
The auxiliary domains used for DPM2 and DPM4 are given by:
Ω01 ≡ Ω02 = [−1, 1]× [−1, 1].
In Table 3.1, the estimates using the absolute maximum error in the solution and the
maximum error in the components of discrete gradient of the solution for DPM2 and DPM4
achieve close to machine precision accuracy, as expected for this test problem. On finer
grids, the observed slight loss of accuracy with the fourth-order method (DPM4) is due to
loss of significant digits. Next in the tests presented in Sections 3.5.2–3.5.4, N denotes the







= 1. We conducted the same tests for the case where the interface curve is
given by a circle and obtained similar convergence rates: second-order and fourth-order in
the maximum error in the solution, as well as in the discrete gradient, for solution for DPM2
and DPM4, respectively.
In Figure 3.5, we illustrate the results obtained for both second-order and fourth-order
DPM algorithms for interfaces with different aspect ratios a/b. In particular, Figure 3.5
clearly demonstrates that the error in DPM2 and DPM4 is at most mildly affected by the
size of the aspect ratio, which indicates the numerical schemes are capable of handling
domains with interfaces with high curvature.
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Table 3.1: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). Here, we selected N to match h in the paper,
[35]: N = 45 corresponds to h ≈ 4.4e− 02 and N = 1438 corresponds to h = 1.4e− 03. The
interior domain Ω2 is the circle with R =
2
3 centered at the origin, and the exterior domain
is Ω1 = [−1, 1]× [−1, 1]\Ω2. The dimension of the set of basis functions is N 0 +N 1 = 2.
N Em: DPM2 Em: DPM4
45 4.9960 E−16 6.1062 E−16
89 1.2930 E−15 5.2180 E−15
179 2.7756 E−16 1.3656 E−14
360 1.6653 E−15 1.7855 E−15
719 1.8282 E−15 1.9335 E−13
1438 1.1191 E−15 7.8770 E−13
N Em∇x: DPM2 E
m
∇x: DPM4
45 4.3299 E−15 6.2728 E−15
89 1.0436 E−14 2.2204 E−14
179 1.9873 E−14 6.7057 E−14
360 5.7399 E−14 7.5051 E−14
719 1.2468 E−13 8.8818 E−13
1438 2.8433 E−13 3.5123 E−12
N Em∇y: DPM2 E
m
∇y: DPM4
45 3.1086 E−15 3.7470 E−15
89 8.6597 E−15 2.4647 E−14
179 1.2434 E−14 7.1942 E−14
360 4.4964 E−14 5.9952 E−14
719 1.0991 E−13 8.8818 E−13
1438 2.5935 E−13 3.4326 E−12
The test problems for Tables 3.2–3.3 are defined similarly to [7]:
∆uΩs = fΩs , s ∈ {1, 2} (3.48)
subject to the interface and boundary conditions in the form of (3.3)–(3.4) and (3.5),
respectively, computed using the exact solutions and Dirichlet boundary condition on the
boundary of the exterior domain ∂Ω1.
The exact solution (see Figure 3.6a) corresponding to the test problem in [7] on page
110 and the test presented in Table 3.2 is defined as:
u(x, y) =
{
u1(x, y) = 0, (x, y) ∈ Ω1,
u2(x, y) = sinx cos y, (x, y) ∈ Ω2. (3.49)
The exact solution (see Figure 3.6b) for the test problem in [7] on page 112 and the test
presented in Table 3.3 is defined as:
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Figure 3.5: Grid convergence in the approximate solution using DPM2 (blue) and DPM4
(black) is compared for several different interfaces Γ : x2/a2 + y2/b2 = 1 with increasing
aspect ratio a/b. The results are presented for test problem (3.51), (4.63) with material
coefficients λ1 = λ2 = 1 (left figure) and for test problem (3.51), (3.53) with material
coefficients λ1 = λ2 = 1 (right figure). Similar results are produced by DPM for the same
test problems but with different material coefficients in different subdomains, as well as for
the error in the gradient of the solution.
u(x, y) =
{
u1(x, y) = 0, (x, y) ∈ Ω1,
u2(x, y) = x
9y8, (x, y) ∈ Ω2. (3.50)








Ω1 = [−1.1, 1.1]× [−1.1, 1.1] \ Ω2.
Again, using similar, but not quite identical, settings to [7] we use the following auxiliary
domains for DPM2 and DPM4:
Ω01 = [−1.1, 1.1]× [−1.1, 1.1],
Ω02 = [−1.375, 1.375]× [−1.375, 1.375].
The results in Tables 3.2–3.3 for DPM2 illustrate an overall second-order rate of
convergence in the relative maximum error in the solution and in the relative maximum
error in the discrete gradient of the solution, and achieve similar or better than Mayo’s
method, and IIM on the same test problems in [7]. Moreover, DPM4 achieves fourth-order
convergence in the relative maximum error in both the solution and the discrete gradient
of the solution. The magnitude of the DPM4 errors is also significantly smaller than those
obtained using: DPM2, Mayo’s method, and IIM. Beyond the scope of steady state problems,
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Table 3.2: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.7, b = 0.9 centered at the origin, and the exterior domain is [−1.1, 1.1]× [−1.1, 1.1]\Ω2.
Test problem (4.56)–(4.61). The dimension of the set of basis functions is N 0 +N 1 = 2. In
this test, N denotes half of the number of subintervals in each direction as in [7]: compare
results to [7] Table 1 (top), page 111.
N E: DPM2 Rate E: DPM4 Rate
40 2.4180 E−5 — 1.7270 E−8 —
80 3.4680 E−6 2.80 6.6025 E−10 4.71
160 8.8833 E−7 1.96 4.4058 E−11 3.91
320 1.6222 E−7 2.45 2.0658 E−12 4.41
640 2.5862 E−8 2.65 1.5394 E−13 3.75
N E∇x: DPM2 Rate E∇x: DPM4 Rate
40 1.7073 E−4 — 1.1793 E−7 —
80 4.6437 E−5 1.88 9.1058 E−9 3.70
160 1.1223 E−5 2.05 5.8895 E−10 3.95
320 3.0797 E−6 1.87 3.7220 E−11 3.98
640 8.2122 E−7 1.91 1.9138 E−11 0.96
N E∇y: DPM2 Rate E∇y: DPM4 Rate
40 1.2071 E−4 — 8.8412 E−8 —
80 3.3660 E−5 1.84 6.1055 E−9 3.86
160 8.4065 E−6 2.00 3.8586 E−10 3.98
320 2.0770 E−6 2.02 2.5030 E−11 3.95
640 5.2512 E−7 1.98 1.6489 E−11 0.60
we emphasize that the high-order accuracy exhibited by DPM4 and the overall efficiency of
the algorithms based on difference potentials are crucial features for algorithms designed
for time-dependent problems, in which case lower-order methods can fail to resolve delicate
features of the solutions to model problems [3, 4].
Note that we also employ different auxiliary domains for the interior and exterior
subdomains, which illustrates some additional flexibilities that are available through the
use of DPM. In terms of computational cost for elliptic problems, DPM2 may be more
computationally expensive (but more accurate) than Mayo’s second-order method and the
second-order IIM approach. Recall that the overall computational complexity of DPM-based
algorithms reduces to computing several solutions of simple auxiliary problems of the form
(3.13)–(3.14). Note further that only the right-hand side is modified for each auxiliary
problem. Moreover, the number of solves is approximately N1 +N2, which in practice is on
the order of a few dozen or less. Hence, N1 +N2 << |γs|, where |γs|, s ∈ {1, 2} denotes the
cardinality of the discrete grid boundary set. Therefore, in contrast to many other methods,
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Table 3.3: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.7, b = 0.9 centered at the origin, and the exterior domain is [−1.1, 1.1]× [−1.1, 1.1]\Ω2.
Test problem (4.56), (4.62). The dimension of the set of basis functions is N 0 +N 1 = 2. In
this test, N denotes half of the number of subintervals in each direction as in [7]: compare
results to [7], Table 2, page 112.
N E: DPM2 Rate E: DPM4 Rate
40 2.0806 E−4 — 9.8715 E−5 —
80 1.6632 E−4 0.32 3.0595 E−6 5.01
160 2.6204 E−5 2.67 2.0603 E−7 3.89
320 2.7635 E−6 3.25 9.0652 E−9 4.51
640 8.5375 E−7 1.69 3.5813 E−10 4.66
N E∇x: DPM2 Rate E∇x: DPM4 Rate
40 1.3244 E−2 — 3.1656 E−4 —
80 3.6334 E−3 1.87 1.7578 E−5 4.17
160 8.0133 E−4 2.18 1.0516 E−6 4.06
320 2.1239 E−4 1.92 6.4620 E−8 4.02
640 5.8496 E−5 1.86 4.0180 E−9 4.01
N E∇y: DPM2 Rate E∇y: DPM4 Rate
40 1.8164 E−2 — 3.9253 E−4 —
80 3.9592 E−3 2.20 2.1308 E−5 4.20
160 1.1045 E−3 1.84 1.2480 E−6 4.09
320 2.8151 E−4 1.97 7.5577 E−8 4.05
640 6.6274 E−5 2.09 4.6188 E−9 4.03
the key contribution to the cost of the DPM-based algorithms for elliptic interface problems
is determined by N1 +N2 rather than |γs|, which depends on the mesh size.
3.5.2 Additional numerical tests
The next set of tests are modified versions of a test problem from [53]. We illustrate the
performance of the scheme with respect to different material coefficients λ1 in Ω1 and λ2 in
Ω2; in particular, we demonstrate that the performance is the case where the jump ratio
λ1/λ2 is on the order of several orders of magnitude, which is a challenging task for many
numerical algorithms, and which is encountered in many applications.
The test problems corresponding to the tests in Tables 3.4–3.12 are defined similar to
[53]:
∇ · (λs∇us) = fs, s ∈ {1, 2} (3.51)
subject to the interface and boundary conditions in the form of (3.3)–(3.5) (computed using
the exact solutions and Dirichlet boundary condition on the boundary of the exterior domain
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(a) (b)
Figure 3.6: Plot of two numerical solutions using DPM4. (3.6a) Plot of the numerical
solution using DPM4 corresponding to (4.63). (3.6b) Plot of the numerical solution using
DPM4 corresponding to (3.53).
∂Ω1).
The exact solution for the test problem corresponding to the results in Tables 3.4–3.12
(and in [53]), see Figure 3.7a, is defined as:
u(x, y) =
{
u1(x, y) = sinx cos y, (x, y) ∈ Ω1,
u2(x, y) = x
2 − y2, (x, y) ∈ Ω2. (3.52)
The exact solution for the test problem corresponding to the results presented in Tables
3.13–3.21 has much higher frequency oscillations in the exterior subdomain Ω1, see Figure
3.7b, and is defined as:
u(x, y) =
{
u1(x, y) = sin 3pix cos 7piy, (x, y) ∈ Ω1,
u2(x, y) = x
2 − y2, (x, y) ∈ Ω2. (3.53)







< 1, and Ω1 = [−2, 2]× [−2, 2] \ Ω2.
Here, we employ the following auxiliary domains for DPM: Ω01 ≡ Ω02 = [−2, 2]× [−2, 2].
The results in Tables 3.4–3.21 serve to further illustrate overall second-order convergence
for DPM2 and fourth-order convergence for DPM4 in the relative maximum error in the
solution and in the discrete gradient of the solution, which demonstrates that the proposed
DPM-based schemes are high-order accurate sharp interface methods, which preserve the
underlying accuracy in the solution and the components of the discrete gradient. Moreover,
we emphasize that the proposed algorithms are sufficiently robust to handle a variety of
interface conditions and interfaces with irregular geometry with remarkable efficiency using
only regular structured grids.
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Table 3.4: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 2.8834 E−4 — 4.6351 E−7 —
320 7.6116 E−5 1.92 2.6459 E−8 4.13
640 2.0678 E−5 1.88 1.7726 E−9 3.90
1280 4.9212 E−6 2.07 1.0498 E−10 4.08
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 5.5817 E−4 — 6.7908 E−7 —
320 1.5141 E−4 1.88 4.4384 E−8 3.94
640 4.5776 E−5 1.73 2.8536 E−9 3.96
1280 1.1892 E−5 1.94 1.8609 E−10 3.94
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 5.5629 E−4 — 9.3938 E−7 —
320 1.3835 E−4 2.01 3.9553 E−8 4.57
640 3.5578 E−5 1.96 2.7175 E−9 3.86
1280 9.3981 E−6 1.92 1.7772 E−10 3.93
Table 3.5: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.9, b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 5.5513 E−4 — 9.6244 E−6 —
320 1.3776 E−4 2.01 1.2031 E−7 6.32
640 3.1185 E−5 2.14 6.8993 E−9 4.12
1280 7.5539 E−6 2.05 4.1147 E−10 4.07
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.2706 E−3 — 2.8293 E−5 —
320 3.9571 E−4 1.68 2.4007 E−7 6.88
640 1.1077 E−4 1.84 1.8805 E−8 3.67
1280 2.9727 E−5 1.90 1.3125 E−9 3.84
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 1.1064 E−3 — 4.1055 E−5 —
320 2.5858 E−4 2.10 3.1522 E−7 7.03
640 7.5354 E−5 1.78 1.6035 E−8 4.30
1280 2.0664 E−5 1.87 1.0850 E−9 3.89
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Table 3.6: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 7.9331 E−4 — 1.1962 E−6 —
320 1.5312 E−4 2.37 2.9307 E−7 2.03
640 3.8833 E−5 1.98 1.1668 E−8 4.65
1280 9.3874 E−6 2.05 6.6905 E−10 4.12
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.8881 E−3 — 3.9764 E−6 —
320 4.5911 E−4 2.04 1.0648 E−6 1.90
640 1.4552 E−4 1.66 3.5132 E−8 4.92
1280 4.0391 E−5 1.85 2.5001 E−9 3.81
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.1015 E−3 — 6.3942 E−6 —
320 4.5735 E−4 2.20 1.6593 E−6 1.95
640 1.1380 E−4 2.01 4.3716 E−8 5.25
1280 3.1276 E−5 1.86 2.2722 E−9 4.27
Table 3.7: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 2.8834 E−4 — 4.6351 E−7 —
320 7.6116 E−5 1.92 2.6459 E−8 4.13
640 2.0678 E−5 1.88 1.7726 E−9 3.90
1280 4.9212 E−6 2.07 1.0487 E−10 4.08
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 5.5817 E−4 — 6.7908 E−7 —
320 1.5141 E−4 1.88 4.4384 E−8 3.94
640 4.5776 E−5 1.73 2.8536 E−9 3.96
1280 1.1892 E−5 1.94 1.8604 E−10 3.94
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 5.5629 E−4 — 9.3938 E−7 —
320 1.3835 E−4 2.01 3.9553 E−8 4.57
640 3.5578 E−5 1.96 2.7175 E−9 3.86
1280 9.3981 E−6 1.92 1.7780 E−10 3.93
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Table 3.8: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right).The interior domain Ω2 is the ellipse with
a = 0.9, b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 5.5513 E−4 — 9.6244 E−6 —
320 1.3776 E−4 2.01 1.2031 E−7 6.32
640 3.1185 E−5 2.14 6.8993 E−9 4.12
1280 7.5539 E−6 2.05 4.1143 E−10 4.07
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.2706 E−3 — 2.8293 E−5 —
320 3.9571 E−4 1.68 2.4007 E−7 6.88
640 1.1077 E−4 1.84 1.8805 E−8 3.67
1280 2.9727 E−5 1.90 1.3124 E−9 3.84
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 1.1064 E−3 — 4.1055 E−5 —
320 2.5858 E−4 2.10 3.1522 E−7 7.03
640 7.5354 E−5 1.78 1.6035 E−8 4.30
1280 2.0664 E−5 1.87 1.0851 E−9 3.89
Table 3.9: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 7.9331 E−4 — 1.1962 E−6 —
320 1.5312 E−4 2.37 2.9307 E−7 2.03
640 3.8833 E−5 1.98 1.1668 E−8 4.65
1280 9.3874 E−6 2.05 6.6897 E−10 4.12
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.8881 E−3 — 3.9764 E−6 —
320 4.5911 E−4 2.04 1.0648 E−6 1.90
640 1.4552 E−4 1.66 3.5132 E−8 4.92
1280 4.0391 E−5 1.85 2.5000 E−9 3.81
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.1015 E−3 — 6.3942 E−6 —
320 4.5735 E−4 2.20 1.6593 E−6 1.95
640 1.1380 E−4 2.01 4.3716 E−8 5.25
1280 3.1276 E−5 1.86 2.2721 E−9 4.27
67
Table 3.10: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = 1 and λ2 = 1000. The dimension
of the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 2.8834 E−4 — 4.6351 E−7 —
320 7.6116 E−5 1.92 2.6459 E−8 4.13
640 2.0678 E−5 1.88 1.7726 E−9 3.90
1280 4.9212 E−6 2.07 1.0497 E−10 4.08
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 5.5817 E−4 — 6.7908 E−7 —
320 1.5141 E−4 1.88 4.4384 E−8 3.94
640 4.5776 E−5 1.73 2.8536 E−9 3.96
1280 1.1892 E−5 1.94 1.8616 E−10 3.94
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 5.5629 E−4 — 9.3938 E−7 —
320 1.3835 E−4 2.01 3.9553 E−8 4.57
640 3.5578 E−5 1.96 2.7175 E−9 3.86
1280 9.3981 E−6 1.92 1.7778 E−10 3.93
Table 3.11: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with a = 0.9,
b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2] × [−2, 2]\Ω2.Test
problem (3.51), (4.63) with material coefficients λ1 = 1 and λ2 = 1000. The dimension of
the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 5.5513 E−4 — 9.6244 E−6 —
320 1.3776 E−4 2.01 1.2031 E−7 6.32
640 3.1185 E−5 2.14 6.8993 E−9 4.12
1280 7.5539 E−6 2.05 4.1148 E−10 4.07
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.2706 E−3 — 2.8293 E−5 —
320 3.9571 E−4 1.68 2.4007 E−7 6.88
640 1.1077 E−4 1.84 1.8805 E−8 3.67
1280 2.9727 E−5 1.90 1.3124 E−9 3.84
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 1.1064 E−3 — 4.1055 E−5 —
320 2.5858 E−4 2.10 3.1522 E−7 7.03
640 7.5354 E−5 1.78 1.6035 E−8 4.30
1280 2.0664 E−5 1.87 1.0849 E−9 3.89
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Table 3.12: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (4.63) with material coefficients λ1 = 1 and λ2 = 1000. The dimension
of the set of basis functions is N 0 +N 1 = 17.
N E: DPM2 Rate E: DPM4 Rate
160 7.9331 E−4 — 1.1962 E−6 —
320 1.5312 E−4 2.37 2.9307 E−7 2.03
640 3.8833 E−5 1.98 1.1668 E−8 4.65
1280 9.3874 E−6 2.05 6.6906 E−10 4.12
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 1.8881 E−3 — 3.9764 E−6 —
320 4.5911 E−4 2.04 1.0648 E−6 1.90
640 1.4552 E−4 1.66 3.5132 E−8 4.92
1280 4.0391 E−5 1.85 2.5001 E−9 3.81
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.1015 E−3 — 6.3942 E−6 —
320 4.5735 E−4 2.20 1.6593 E−6 1.95
640 1.1380 E−4 2.01 4.3716 E−8 5.25
1280 3.1276 E−5 1.86 2.2722 E−9 4.27
(a) (b)
Figure 3.7: (3.7a) Plots of two numerical solutions using DPM4. Plot of the numerical
solution corresponding to (4.61) using DPM4. (3.7b) Plot of the numerical solution
corresponding to (4.62) using DPM4.
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Table 3.13: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 44.
N E: DPM2 Rate E: DPM4 Rate
160 2.8085 E−2 — 1.4950 E−3 —
320 7.2826 E−3 1.95 9.7985 E−5 3.93
640 1.8663 E−3 1.96 6.1284 E−6 4.00
1280 4.6748 E−4 2.00 3.8400 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7484 E−2 — 1.4435 E−3 —
320 6.9980 E−3 1.97 7.9235 E−5 4.19
640 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 4.3609 E−4 2.00 2.7098 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.2902 E−2 — 9.5395 E−4 —
320 5.8477 E−3 1.97 5.9434 E−5 4.00
640 1.7098 E−3 1.77 3.6586 E−6 4.02
1280 4.3067 E−4 1.99 2.2893 E−7 4.00
Table 3.14: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.9, b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 38.
N E: DPM2 Rate E: DPM4 Rate
160 2.9284 E−2 — 1.9136 E−3 —
320 7.0108 E−3 2.06 8.3014 E−5 4.53
640 1.7471 E−3 2.00 5.2579 E−6 3.98
1280 4.3662 E−4 2.00 3.2976 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7461 E−2 — 1.7482 E−3 —
320 6.9886 E−3 1.97 7.9013 E−5 4.47
640 1.7435 E−3 2.00 4.4672 E−6 4.14
1280 4.3568 E−4 2.00 2.8587 E−7 3.97
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3129 E−2 — 9.4881 E−4 —
320 5.8410 E−3 1.99 5.9249 E−5 4.00
640 1.4562 E−3 2.00 3.6146 E−6 4.03
1280 3.6388 E−4 2.00 2.2425 E−7 4.01
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Table 3.15: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 0 +N 1 = 39.
N E: DPM2 Rate E: DPM4 Rate
160 3.5636 E−2 — 1.9351 E−3 —
320 8.3209 E−3 2.10 1.0946 E−4 4.14
640 2.0660 E−3 2.01 6.7116 E−6 4.03
1280 5.0977 E−4 2.02 4.2396 E−7 3.98
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7462 E−2 — 1.7184 E−3 —
320 6.9932 E−3 1.97 7.9082 E−5 4.44
640 1.7448 E−3 2.00 4.4704 E−6 4.14
1280 4.3595 E−4 2.00 2.7059 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3272 E−2 — 9.5422 E−4 —
320 5.8522 E−3 1.99 5.9416 E−5 4.01
640 1.6288 E−3 1.85 3.6767 E−6 4.01
1280 4.2909 E−4 1.92 2.3031 E−7 4.00
Table 3.16: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 44.
N E: DPM2 Rate E: DPM4 Rate
160 2.8085 E−2 — 1.4950 E−3 —
320 7.2826 E−3 1.95 9.7985 E−5 3.93
640 1.8663 E−3 1.96 6.1284 E−6 4.00
1280 4.6748 E−4 2.00 3.8400 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7484 E−2 — 1.4435 E−3 —
320 6.9980 E−3 1.97 7.9235 E−5 4.19
640 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 4.3609 E−4 2.00 2.7098 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.2902 E−2 — 9.5395 E−4 —
320 5.8477 E−3 1.97 5.9434 E−5 4.00
640 1.7098 E−3 1.77 3.6586 E−6 4.02
1280 4.3067 E−4 1.99 2.2893 E−7 4.00
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Table 3.17: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.9, b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 38.
N E: DPM2 Rate E: DPM4 Rate
160 2.9284 E−2 — 1.9136 E−3 —
320 7.0108 E−3 2.06 8.3014 E−5 4.53
640 1.7471 E−3 2.00 5.2579 E−6 3.98
1280 4.3662 E−4 2.00 3.2976 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7461 E−2 — 1.7482 E−3 —
320 6.9886 E−3 1.97 7.9013 E−5 4.47
640 1.7435 E−3 2.00 4.4672 E−6 4.14
1280 4.3568 E−4 2.00 2.8587 E−7 3.97
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3129 E−2 — 9.4881 E−4 —
320 5.8410 E−3 1.99 5.9249 E−5 4.00
640 1.4562 E−3 2.00 3.6146 E−6 4.03
1280 3.6388 E−4 2.00 2.2425 E−7 4.01
Table 3.18: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1000 and λ2 = 1. The dimension
of the set of basis functions is N 0 +N 1 = 39.
N E: DPM2 Rate E: DPM4 Rate
160 3.5636 E−2 — 1.9351 E−3 —
320 8.3209 E−3 2.10 1.0946 E−4 4.14
640 2.0660 E−3 2.01 6.7116 E−6 4.03
1280 5.0977 E−4 2.02 4.2396 E−7 3.98
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7462 E−2 — 1.7184 E−3 —
320 6.9932 E−3 1.97 7.9082 E−5 4.44
640 1.7448 E−3 2.00 4.4704 E−6 4.14
1280 4.3595 E−4 2.00 2.7059 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3272 E−2 — 9.5422 E−4 —
320 5.8522 E−3 1.99 5.9416 E−5 4.01
640 1.6288 E−3 1.85 3.6767 E−6 4.01
1280 4.2909 E−4 1.92 2.3031 E−7 4.00
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Table 3.19: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1 and λ2 = 1000. The dimension
of the set of basis functions is N 0 +N 1 = 44.
N E: DPM2 Rate E: DPM4 Rate
160 2.8085 E−2 — 1.4950 E−3 —
320 7.2826 E−3 1.95 9.7985 E−5 3.93
640 1.8663 E−3 1.96 6.1284 E−6 4.00
1280 4.6748 E−4 2.00 3.8400 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7484 E−2 — 1.4435 E−3 —
320 6.9980 E−3 1.97 7.9235 E−5 4.19
640 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 4.3609 E−4 2.00 2.7098 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.2902 E−2 — 9.5395 E−4 —
320 5.8477 E−3 1.97 5.9434 E−5 4.00
640 1.7098 E−3 1.77 3.6586 E−6 4.02
1280 4.3067 E−4 1.99 2.2893 E−7 4.00
Table 3.20: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 0.9, b = 0.3 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1 and λ2 = 1000. The dimension
of the set of basis functions is N 0 +N 1 = 38.
N E: DPM2 Rate E: DPM4 Rate
160 2.9284 E−2 — 1.9136 E−3 —
320 7.0108 E−3 2.06 8.3014 E−5 4.53
640 1.7471 E−3 2.00 5.2579 E−6 3.98
1280 4.3662 E−4 2.00 3.2976 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7461 E−2 — 1.7482 E−3 —
320 6.9886 E−3 1.97 7.9013 E−5 4.47
640 1.7435 E−3 2.00 4.4672 E−6 4.14
1280 4.3568 E−4 2.00 2.8587 E−7 3.97
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3129 E−2 — 9.4881 E−4 —
320 5.8410 E−3 1.99 5.9249 E−5 4.00
640 1.4562 E−3 2.00 3.6146 E−6 4.03
1280 3.6388 E−4 2.00 2.2425 E−7 4.01
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Table 3.21: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1 and λ2 = 1000. The dimension
of the set of basis functions is N 0 +N 1 = 39.
N E: DPM2 Rate E: DPM4 Rate
160 3.5636 E−2 — 1.9351 E−3 —
320 8.3209 E−3 2.10 1.0946 E−4 4.14
640 2.0660 E−3 2.01 6.7116 E−6 4.03
1280 5.0977 E−4 2.02 4.2396 E−7 3.98
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7462 E−2 — 1.7184 E−3 —
320 6.9932 E−3 1.97 7.9082 E−5 4.44
640 1.7448 E−3 2.00 4.4704 E−6 4.14
1280 4.3595 E−4 2.00 2.7059 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.3272 E−2 — 9.5422 E−4 —
320 5.8522 E−3 1.99 5.9416 E−5 4.01
640 1.6288 E−3 1.85 3.6767 E−6 4.01
1280 4.2909 E−4 1.92 2.3031 E−7 4.00
3.5.3 Nonmatching grids and mixed-order DPM
In this set of numerical tests, we demonstrate several additional features included in our
implementation: independent nonmatching grids for different subdomains and mixed-order
DPM capability.
The exact solution for the test problem corresponding to the results in Tables 3.22–3.26
is given by (3.53). The interior domain and exterior domain corresponding to the tests
presented in Tables 3.22–3.26 are given by:
Ω2 = x
2 + 4y2 < 1, and Ω1 = [−2, 2]× [−2, 2] \ Ω2,
and again, we employ the following auxiliary domains for DPM: Ω01 ≡ Ω02 = [−2, 2]× [−2, 2].
In Table 3.22, we illustrate that using a much coarser mesh in the domain Ω2; (where
the solution is less oscillatory), we obtain very similar accuracy to that achieved using the
relatively finer meshes in both domains Ω1 and Ω2; see Table 3.23 for comparison. This
feature will be developed further in future research toward a locally adaptive DPM-based
algorithm. For example, this can be applied to treat domains with less regularity and also
to significantly reduce the cost of the algorithm.
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Table 3.22: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right) using nonmatching grids. The interior domain
Ω2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is
Ω1 = [−2, 2]× [−2, 2]\Ω2. Test problem (3.51), (3.53) with material coefficients λ1 = 1 and
λ2 = 1. The dimension of the set of basis functions is N 0 +N 1 = 58.
N1 N2 E: DPM2 Rate E: DPM4 Rate
160 40 9.4441 E−2 — 2.1790 E−3 —
320 80 7.6122 E−3 3.63 9.7015 E−5 4.49
640 160 1.8695 E−3 2.03 6.1537 E−6 3.98
1280 320 4.6884 E−4 2.00 3.8517 E−7 4.00
N1 N2 E∇x: DPM2 Rate E∇x: DPM4 Rate
160 40 1.2899 E−1 — 1.4478 E−3 —
320 80 7.0014 E−3 4.20 7.9228 E−5 4.19
640 160 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 320 4.3608 E−4 2.00 2.7098 E−7 4.05
N1 N2 E∇y: DPM2 Rate E∇y: DPM4 Rate
160 40 4.8685 E−2 — 9.6113 E−4 —
320 80 5.8527 E−3 3.06 5.9424 E−5 4.02
640 160 1.7078 E−3 1.78 3.6596 E−6 4.02
1280 320 4.3147 E−4 1.98 2.2897 E−7 4.00
Next, also for the test problem in (3.51) and (3.53), we present results obtained using
what we have termed mixed-order DPM, in which case we apply different stencils (different
discrete approximations) in each domain; see Tables 3.24–3.25. In particular, we illustrate
that using lower order approximations in the region Ω2 where the solution is a less oscillatory
solution, we nonetheless retain very similar accuracy to that achieved using the high-order
approximation uniformly in both domains. Note, we also observe improved accuracy in
comparison to using the lower-order approximation in both domains; see Table 3.26.
3.5.4 An application for (second-order) DPM2
and (fourth-order) DPM4
In this section, we illustrate the utility of the developed methods by considering a model
for electropermeabilization in a biological cell that arises in several applications in biology
and biomedical engineering. The model under consideration (3.54)–(3.57) is cast in the
form of an elliptic interface model. This model describes the induced trans-membrane
voltage of a biological cell in an external electric field. Cells exposed to a sufficiently strong
electric field experience a strong increase in membrane permeability. As a consequence,
molecules to which the membrane is impermeable in the absence of the electric field can be
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Table 3.23: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right) (using the same grids for domain Ω1 and Ω2).
The interior domain Ω2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the
exterior domain is Ω1 = [−2, 2] × [−2, 2]\Ω2. Test problem (3.51), (3.53) with material
coefficients λ1 = 1 and λ2 = 1. The dimension of the set of basis functions is N 0 +N 1 = 58.
N E: DPM2 Rate E: DPM4 Rate
160 2.8082 E−2 — 1.4974 E−3 —
320 7.2795 E−3 1.95 9.7989 E−5 3.93
640 1.8656 E−3 1.96 6.1285 E−6 4.00
1280 4.6731 E−4 2.00 3.8400 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7484 E−2 — 1.4435 E−3 —
320 6.9980 E−3 1.97 7.9235 E−5 4.19
640 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 4.3609 E−4 2.00 2.7098 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.2902 E−2 — 9.5397 E−4 —
320 5.8477 E−3 1.97 5.9435 E−5 4.00
640 1.7061 E−3 1.78 3.6586 E−6 4.02
1280 4.3069 E−4 1.99 2.2893 E−7 4.00
Table 3.24: Grid convergence in the approximate solution using mixed-order DPM (Ω1 is
the fourth-order and Ω2 is the second-order). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1 and λ2 = 1. The dimension of
the set of basis functions is N 0 +N 1 = 61.
N E: DPM Rate
160 1.5116 E−3 —
320 1.0125 E−4 3.90
640 1.1996 E−5 3.08
1280 2.6518 E−6 2.18
Table 3.25: Corresponding errors in the discrete gradient using mixed-order DPM.
N E∇x Rate E∇y Rate
160 1.4435 E−3 — 9.5438 E−4 —
320 7.9236 E−5 4.19 5.9534 E−5 4.00
640 8.3207 E−6 3.25 3.6849 E−6 4.01
1280 1.6819 E−6 2.31 3.5632 E−7 3.37
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Table 3.26: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (3.51), (3.53) with material coefficients λ1 = 1 and λ2 = 1. The dimension of
the set of basis functions is N 0 +N 1 = 61.
N E: DPM2 Rate E: DPM4 Rate
160 2.8076 E−2 — 1.4976 E−3 —
320 7.2801 E−3 1.95 9.7989 E−5 3.93
640 1.8656 E−3 1.96 6.1285 E−6 4.00
1280 4.6731 E−4 2.00 3.8400 E−7 4.00
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.7484 E−2 — 1.4435 E−3 —
320 6.9980 E−3 1.97 7.9235 E−5 4.19
640 1.7454 E−3 2.00 4.4775 E−6 4.15
1280 4.3609 E−4 2.00 2.7098 E−7 4.05
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.2902 E−2 — 9.5398 E−4 —
320 5.8477 E−3 1.97 5.9435 E−5 4.00
640 1.7061 E−3 1.78 3.6586 E−6 4.02
1280 4.3068 E−4 1.99 2.2893 E−7 4.00
transported across the membrane. This phenomenon known as the electropermeabilization
(or electroporation) has many applications in biochemistry, molecular biology, and medicine.
For example, see [74], which describes its application to electrochemotherapy treatment of
tumors.
The following linear static model (3.54)–(3.57) where the electric potential in both
domains has no time-dependence (see [74] and [43]) constitutes a realistic, albeit simple,
model of electropermeabilization, which is of interest to researchers in the aforementioned
fields. The equations (3.54) are subject to interface (3.55)–(3.56) and Dirichlet boundary
conditions (3.57):
∇ · (λs∇Vs) = 0, s ∈ {1, 2}, (3.54)

















V |∂Ω1 = V1|∂Ω1 . (3.57)
where Vs denote electric potentials in each subdomain, λs, (s = 1, 2) are the conductivities,
n is the outward normal vector, and SL is the membrane surface conductivity.
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The Dirichlet boundary condition in (3.57) is given by the analytic solution (3.58)–(3.59)








cos θ, R2 < r < R1, (3.58)
V2(r, θ) = A2r cos θ, r < R2. (3.59)










































where θ denotes the corresponding angle along the interface (i.e., the degenerated membrane),
and Ea is the magnitude of the electric field (oriented along the positive x-direction).
For the model in (3.54)–(3.57), the difference in electric potential (3.55) between the
cell interior and exterior can be determined analytically. The parameters listed in Table
3.27 taken from [43] are used to compute both the exact and numerical solution. In Figure
3.9, we compare the approximate jump in potential obtained from the numerical simulation
using DPM4 with the exact jump. Furthermore, we also see from the numerical solution
that the cell is polarized.
In Table 3.28, the relative errors were estimated for the numerical solution and both
components of the discrete gradient using the known analytical solution (3.58)–(3.59).
Second-order and fourth-order accuracy is recovered in the case of DPM2 and DPM4,






Figure 3.8: The analytical solution is computed inside the annular region between the
exterior radius R1 and the inner radius R2. The Dirichlet boundary condition used for the
numerical simulation is determined from the analytical solution along the boundary of Ω1
(the square of side length L).
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Table 3.27: The model parameters used for analytical solution (3.58)–(3.59) and the
numerical simulation below.
Variable Symbol Value Unit
Extracellular conductivity λ1 5 S/m
Intracellular conductivity λ2 0.455 S/m
Membrane surface conductivity SL 1.9 S/m
2
Cell radius R2 50 µm
Analytic solution domain radius R1 150 µm
Electric field magnitude Ea 400 V/cm
Edge of computational domain L 200 µm
Figure 3.9: DPM results for the model in (3.54)–(3.57). (Left) The exact jump in voltage
across the cellular membrane is compared against the numerical approximation to the jump
in voltage using DPM4 on a 1280× 1280 mesh. (Right) The numerical approximation to
the electric potential over the entire domain Ω on a 1280× 1280 mesh.
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Table 3.28: Grid convergence in the approximate solution and components of the discrete
gradient for DPM2 (left) and DPM4 (right). The interior domain Ω2 is the circle with
R2 = 50× 10−6m centered at the origin, and the exterior domain is Ω1 = [−10−4, 10−4]×
[−10−4, 10−4]\Ω2 corresponding to the electroporation model (3.54)–(3.57) with material
coefficients λ1 = 5 and λ2 = 0.455. The dimension of the set of basis functions isN 0+N 1 = 2.
N E: DPM2 Rate E: DPM4 Rate
160 6.4547 E−5 — 9.2777 E−8 —
320 1.6772 E−5 1.94 5.9135 E−9 3.97
640 4.0461 E−6 2.05 3.6848 E−10 4.00
1280 9.9154 E−7 2.03 1.7427 E−11 4.40
N E∇x: DPM2 Rate E∇x: DPM4 Rate
160 2.3807 E−4 — 1.9702 E−7 —
320 6.5382 E−5 1.86 1.3263 E−8 3.89
640 1.7032 E−5 1.94 8.5791 E−10 3.95
1280 4.3701 E−6 1.96 5.4042 E−11 3.99
N E∇y: DPM2 Rate E∇y: DPM4 Rate
160 2.7493 E−4 — 2.6312 E−7 —
320 7.4219 E−5 1.89 1.6713 E−8 3.98
640 1.8787 E−5 1.98 1.0555 E−9 3.98
1280 4.6400 E−6 2.02 6.2058 E−11 4.09
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3.6 Conclusions
In this part of the work, we presented an efficient, high-order accurate Difference
Potentials-based framework for 2D elliptic models with material interfaces approach developed
in the joint work [2]. The Difference Potentials-based framework is designed to handle
interface and composite domain problems with nonmatching interface conditions with
high-order accuracy as well as single domain problems in irregular geometry. A major
advantage is that no special considerations are necessary regarding grid alignment near
boundaries and interfaces between subdomains. There are also no restrictions regarding
the type of boundary conditions supplied along with the continuous PDE model. Moreover,
the main computational complexity of these algorithms reduces to the several solutions of
simple auxiliary problems on regular structured grids. The 2D numerical experiments clearly
illustrate the capability of the proposed difference potentials-based approach to resolve
discontinuities with high-order accuracy across material interfaces.
Several additional novel capabilities of the implementation were illustrated, including
mixed-order accurate schemes that take advantage of different spatial discretizations in each
subdomain. The nonmatching grid tests illustrate the flexibility to apply independently
chosen meshes in each subdomain.
Extensions that will be pursued in future work include extending the nonmatching
grids and mixed-order capabilities to fully p- and h-adaptive algorithms with much greater
flexibility to handle complicated domain geometry and will also have the benefit of further
reducing the computational cost in application. Finally, extending the current algorithm




This chapter is based in major part on the joint work with Yekaterina Epshteyn and
Qing Xia in “High-Order Accurate Methods Based on Difference Potentials for 2D Parabolic
Interface Models”, Communications in Mathematical Sciences, to appear 2016, see [4].
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Designing numerical methods with high-order accuracy for problems with interfaces
(for example, models of composite materials or fluids, etc.), as well as models in domains
with complex geometry, is crucial for modeling problems in Biology, Materials Science,
and Physics. Furthermore, interface problems result in non-smooth solutions (or even
discontinuous solutions) at the interfaces, and therefore, standard numerical methods
(finite-difference, finite-element methods, etc.) in any dimension will very often fail to
produce accurate approximations of the solutions to interface problems, and thus, special
numerical algorithms need to be developed to approximate their solutions.
As discussed in Chapter 3, there is extensive literature that addresses problems in
domains with irregular geometry and interface problems. Although there is a wealth of
literature addressing elliptic interface problems, there have been fewer developments for
parabolic interface problems. Here, we mention a number of robust approaches that have
been applied to a variety of important models described by interface problems. For example,
there are several existing finite-difference- and finite-volume-based methods including the
Immersed Boundary Method (IB), see [72, 73], etc., the Immersed Interface Method (IIM),
see [52, 51, 53], [1], [41], etc., the Ghost Fluid Method (GFM), see [55], [56], [28], etc., the
Matched Interface and Boundary Method (MIB) in [112, 109], etc., the method based on the
Integral Equations approach, ([58], etc.). Among the finite-element methods for interface
problems are ([6],[14],[88],[110],[106], etc.). Among the most recent methods are Cartesian
Grid Embedded Boundary Method [16], the Virtual Node Method in [36], and the Voronoi
Interface Method in [34]. For a detailed review of the subject, the reader can consult, for
example [53]; also see the brief review in Chapter 1. Despite the many advances in numerical
methods for interface problems and problems in domains with complex geometry, it remains
a challenge, especially for time-dependent problems, to design high-order accurate and
efficient methods for such problems.
In the recent work [3], also see Chapters 3, we presented high-order accurate DPM-based
methods for elliptic interface models. The focus of this work is to extend these capabilities
to the setting of parabolic interface problems. In this work, we start by extending the
work started in 1D for parabolic interface problems in [3]. We construct both second-order
(DPM2) and fourth-order (DPM4) accurate methods (in time and space) for 2D parabolic
interface models (with fixed smooth curvilinear interfaces). At this point, we are not aware
of any other fourth-order method for such 2D parabolic interface problems. Moreover, the
numerical experiments in Section 4.5 indicate that the developed methods preserve high-order
accuracy on the interface problems not only in the solution, but also in the discrete gradient
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of the solution.
Recall briefly that the main complexity of the Difference Potentials-based high-order
accurate numerical methods presented in this work reduces to several repeated solutions of
simple auxiliary problems on structured Cartesian grids. The proposed methods are also
not restricted to any particular type of the boundary or interface conditions (so long as
the continuous problems are well-posed), and are also computationally efficient, since any
change to the type of boundary or interface conditions is limited to one particular component
of the overall algorithm. Furthermore, the construction of the boundary equations with
projections on the discrete grid boundaries makes it possible to reconstruct the solution
near the interface (from the interior and exterior) with high-order accuracy. No special
considerations are required with regard to the alignment of the interface and underlying grid.
Finally, the developed methods based on the Difference Potentials approach can also handle
non-matching grids with ease and are well-suited for the development of parallel algorithms.
This chapter is organized as follows. In Section 4.1, we introduce the formulation of
the problem. Next, to illustrate the unified approach behind the construction of DPM
with different orders of accuracy, we construct methods based on Difference Potentials
with second-order and with fourth-order accuracy in space and time for single domain 2D
parabolic models in Section 4.2.1 and in the Appendix to Chapter 4 in A.1 and A.2. In
Section 4.3, we extend the developed methods to 2D parabolic interface/composite domain
model problems. For the reader’s convenience, we give a brief summary of the main steps of
the presented numerical algorithms in Section 4.4. Finally, we illustrate the performance
of the proposed Difference Potentials Methods, DPM2 and DPM4 in several challenging
numerical experiments in Section 4.5. Some concluding remarks are given in Section 4.6.
4.1 Parabolic interface and composite domain
problems
In this part of the work, we are concerned with the numerical solution of parabolic
interface and composite domain problems on Ω defined inside some bounded auxiliary domain
Ω0 ⊂ R2 :
∂uΩ1
∂t
− L1uΩ1 = fΩ1(x, y, t), (x, y) ∈ Ω1 and t ∈ (0, T ], (4.1)
∂uΩ2
∂t
− L2uΩ2 = fΩ2(x, y, t), (x, y) ∈ Ω2 and t ∈ (0, T ], (4.2)
subject to the appropriate interface (matching) conditions on Γ:
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= µ2(x, y, t), (x, y) ∈ Γ and t ∈ (0, T ], (4.4)
boundary condition on the exterior boundary ∂Ω1:
l(uΩ1) = ψ1(x, y, t), (x, y) ∈ ∂Ω1 and t ∈ (0, T ], (4.5)
and initial conditions:
uΩ1(x, y, 0) = u
0
Ω1(x, y), (x, y) ∈ Ω1, (4.6)
uΩ2(x, y, 0) = u
0
Ω2(x, y), (x, y) ∈ Ω2. (4.7)
Here, for brevity of notation, we use uΩ1 := uΩ1(x, y, t) to denote the solution to
(4.1)–(4.7) in domain Ω1 and uΩ2 := uΩ2(x, y, t) to denote the solution to (4.1)–(4.7) in
domain Ω2. Operator l in (4.5) is the boundary operator that defines boundary conditions
on the exterior boundary ∂Ω1 (for example, Dirichlet or Neumann, etc.). We consider, here,
the composite domain Ω = Ω1 ∪ Ω2 separated by an interface curve Γ, which is a closed,
smooth curve (we assume in this work that the interface curve Γ is at least in C2) and
Ω ⊆ Ω0; see Figure 4.1. We assume in this work that Ls, s ∈ {1, 2} are second-order linear
elliptic differential operators of the form:
LsuΩs ≡ ∇ · (λs∇uΩs), s ∈ {1, 2}. (4.8)
Here λs > 0 are positive piecewise-constant coefficients defined in larger auxiliary subdomains





Figure 4.1: An example of a bounded composite domain Ω: sub-domains Ω1 and Ω2 are
separated by an interface defined by a smooth, closed curve Γ, and an example of the points
in the discrete grid boundary set γ1 for the nine-point stencil of the fourth-order method
(the discrete grid boundary straddles the interior boundary Γ of the exterior domain Ω1).
Auxiliary domain Ω0 can be selected here to coincide with the domain Ω (square); see Section
4.2.1 for the details of the construction.
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Ωs, the functions µs(x, y, t) are sufficiently smooth functions defined on Γ, and the function
ψ1(x, y, t) is a sufficiently smooth function defined on ∂Ω1. For the sake of simplicity,
we assume that α1, α2, β1, β2 are constant coefficients in this work. We assume that the
continuous problem (4.1)–(4.7) is well-posed (see for example, [45] and [46] for some existence,
uniqueness and regularity results). Furthermore, we consider operators on the left-hand side
of (4.1)–(4.2) that are well-defined on some larger auxiliary domain Ω0s: we assume that for
sufficiently smooth functions fΩ0s(x, y, t) on Ω
0
s, the equations (4.1)–(4.2) defined on domains
Ω0s have unique solutions uΩ0s on Ω
0
s that satisfy the given initial, interface, and boundary
conditions on ∂Ω0s. Here and below, the index s ∈ {1, 2} is introduced to distinguish between
the different subdomains.
Remark 21. The introduction of the auxiliary domains Ω0s will play an important role in
the construction of the proposed methods based on Difference Potentials in Sections 4.2.1–4.3
(note that, on Fig 4.1, the auxiliary domains Ω01 = Ω
0
2 ≡ Ω0).
Remark 22. Note, that methods developed in this work are well-suited for variable coefficient
problems and models in heterogenous media [80], [21, 20], as well as for nonlinear parabolic
models, see [18], as well as Chapter 5.
4.2 Single domain problems
To simplify the construction of the high-order methods for parabolic interface problems,
we first develop high-order methods for parabolic models in a single domain. In Section
4.3, we generalize this approach to parabolic interface and composite domain problems
(4.1)–(4.7).
Consider a linear second-order parabolic equation defined in a domain Ω ⊂ R2:
∂u
∂t
− Lu = f(x, y, t), (x, y) ∈ Ω and t ∈ (0, T ], (4.9)
subject to the appropriate boundary conditions:
l(u) = ψ(x, y, t), (x, y) ∈ Γ and t ∈ (0, T ], (4.10)
and initial conditions:
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω. (4.11)
where Ω ⊂ Ω0 and Γ := ∂Ω, see Figure 4.2. Again, we use u := u(x, y, t) to denote the
solution to (4.9)–(4.11) in the domain Ω and the operator l in (4.10) is the boundary operator








Figure 4.2: An example of an auxiliary domain Ω0, the original domain Ω ⊂ Ω0, a smooth
closed boundary curve Γ (we assume in this work that the curve Γ is at least in C2), and
an example of the points in the discrete grid boundary set γ for the five-point stencil of
the second-order method (left figure), and an example of the points in the discrete grid
boundary set γ for the nine-point stencil of the fourth-order method (right figure).
problem (4.1)–(4.7), we assume that L in (4.9) is the second-order linear elliptic differential
operator of the form:
Lu ≡ ∇ · (λ∇u), (4.12)
where λ > 0 is a positive constant on Ω ⊂ Ω0. The source function f(x, y, t) is a sufficiently
smooth function defined in domain Ω and the function ψ(x, y, t) is a sufficiently smooth
function defined on Γ. We assume that the continuous problem (4.9)–(4.11) is well-posed.
Moreover, we consider here the operator on the left-hand side of the equation (4.9) that is
well-defined on some larger auxiliary domain: we assume that for any sufficiently smooth
function f(x, y, t) on Ω0, the equation (4.9) defined on a larger domain Ω0 has a unique
solution uΩ0 on Ω
0 satisfying the given initial conditions and boundary conditions on ∂Ω0.
4.2.1 High-order accurate methods based on Difference Potentials
for parabolic problems
The current work is an extension of the work started in 1D settings in [3] to 2D
parabolic models. For the time being, we restrict our attention here to problems with
piecewise-constant coefficients. However, the construction of the methods given below allows
for the direct extension to parabolic problems in heterogeneous media, which will be a
part of our near future research. In this work, the choices of the underlying second-order
or the fourth-order in space and time approximation, (4.17)–(4.18) combined with (4.21),
or (4.17)–(4.18) combined with (4.23) were employed with the goal in mind of efficient
illustration and implementation of the ideas, as well as for the ease of the future extension to
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models in heterogeneous media. Note that the approach presented here based on Difference
Potentials can be similarly used with any other suitable underlying high-order discretization
of the given continuous model.
Similarly to [3], we will illustrate our ideas below by constructing the second- and the
fourth-order schemes together and comment on the differences between them.
Introduction of the Auxiliary Domain: Place the original domain Ω in the computationally
simple auxiliary domain Ω0 ⊂ R2 that we will choose to be a square. Next, introduce a
Cartesian mesh for Ω0, with points xj = j∆x, yk = k∆y, (k, j = 0, 1, . . . ). Let us assume for







with its center placed at (xj , yk), to be a five-point central finite-difference stencil of the
second-order method, or a nine-point central finite-difference stencil of the fourth-order
method, respectively; see Figure 4.3:
Nκj,k := {(xj , yk), (xj±1, yk), (xj , yk±1)} , κ = 5, (4.13)
Nκj,k := {(xj , yk), (xj±1, yk), (xj , yk±1), (xj±2, yk), (xj , yk±2)} , κ = 9. (4.14)
Next, introduce the point sets M0 (the set of all mesh nodes (xj , yk) that belong to the
interior of the auxiliary domain Ω0), M+ := M0 ∩ Ω (the set of all the mesh nodes (xj , yk)
that belong to the interior of the original domain Ω), and M− := M0\M+ (the set of all the
mesh nodes (xj , yk) that are inside of the auxiliary domain Ω
0 but belong to the exterior
of the original domain Ω). Define N+ := {⋃j,kNκj,k|(xj , yk) ∈ M+} (the set of all points
covered by the stencil Nκj,k when the center point (xj , yk) of the stencil goes through all the
points of the set M+ ⊂ Ω). Similarly, define N− := {⋃j,kNκj,k|(xj , yk) ∈M−} (the set of all
points covered by the stencil Nκj,k when center point (xj , yk) of the stencil goes through all
the points of the set M−). Now, we can introduce γ := N+ ∩N−. The set γ is called the
discrete grid boundary. The mesh nodes from set γ straddle the boundary Γ ≡ ∂Ω. Finally,
define N0 := {⋃j,kNκj,k|(xj , yk) ∈M0}.
In what follows, κ takes the value 5 (if the five-point stencil is used to construct the
second-order method) or 9 (if the nine-point stencil is used to construct the fourth-order
method). The sets N0, M0, N+, N−, M+, M−, γ will be used to develop high-order
methods in 2D based on the Difference Potentials approach.
Construction of the system of discrete equations: First we discretize equation (4.9) in












Figure 4.3: An example of the five-point stencil for the second-order scheme (4.13) (left
figure) and example of the nine-point stencil for the fourth-order scheme (4.14) (right figure),
[2].
Given numerical solutions un, n ≤ i at previous time levels, find ui+1 such that:
L∆t[u
i+1] = F i+1. (4.15)
Here, the operator L∆t[u
i+1] denotes the linear elliptic operator applied to ui+1 ≈ u(·, ti+1)
and F i+1 is the right-hand side obtained after time-discretization of (4.9); see Appendix
A.1 for details. Note that, in this work, we consider the second-order trapezoidal scheme
or the second-order backward difference scheme (BDF2) as the time discretization for the
construction of the second-order accurate in space Difference Potentials Method (DPM2).
The fourth-order backward difference discretization in time (BDF4) is considered for the
construction of the fourth-order accurate in space Difference Potentials Method (DPM4).
Therefore, the linear operator L∆t[u







with I being the identity operator and constant coefficient σ2 defined for each time
discretization as follows. For the trapezoidal scheme in time the coefficient is σ2 := 2λ∆t , for
BDF2 it is σ2 := 32λ∆t , and for BDF4 the coefficient is σ
2 := 2512λ∆t .




j,k ] = F
i+1
j,k , (xj , yk) ∈M+. (4.17)
The fully discrete system of the equations (4.17) is obtained here by discretizing (4.15)
with either the second-order centered finite difference in space (4.21) or with the fourth-order
“direction by direction” approximation in space (4.23). Hence, similar to a time-discrete
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linear operator L∆t[u
i+1] in (4.15)–(4.16), the fully discrete linear operator L∆t,h[u
i+1
j,k ] in








with coefficient σ2 defined as above for each time discretization. The fully discrete right-hand
side in (4.17) takes a form as given below for each time and space discretization:
1. Second-order discretization in space with trapezoidal time discretization:




f(xj , yk, t









2. Second-order discretization in space with BDF2 time discretization:
F i+1j,k := −
1
λ




(4uij,k − ui−1j,k ). (4.20)
Above, the operator ∆h in the discretization schemes (4.18) and (4.19), and in (4.18)
















, κ = 5. (4.21)
3. Fourth-order discretization in space with BDF4 time discretization:
F i+1j,k := −
1
λ




(48uij,k − 36ui−1j,k + 16ui−2j,k − 3ui−3j,k ). (4.22)
The Laplace operator in the above discretization scheme (4.18) and (4.22) is approximated






(−ui+1j−2,k+16ui+1j−1,k + 16ui+1j+1,k − ui+1j+2,k − ui+1j,k−2
+ 16ui+1j,k−1 + 16u
i+1
j,k+1 − ui+1j,k+2 − 60ui+1j,k
)
, κ = 9.
Remark 23. The choice of the time discretization made here has several appealing numerical
advantages in terms of stability for diffusion-type operators of the form in (4.9). However,
the framework based on Difference Potentials developed in this work is not restricted to
these particular choices and the main ideas can be extended directly to other suitable time
discretizations. In general, the linear system of the discrete equations (4.17) will have multiple
solutions. Once we close the discrete system (4.17) with the appropriate discrete boundary
conditions, the method will result in an approximation of the continuous model (4.9)–(4.11)
in domain Ω. To do so very accurately and efficiently, we will construct numerical algorithms
based on the idea of the Difference Potentials.
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General discrete auxiliary problem: Some of the important steps of the DPM are the
introduction of the auxiliary problem, which we will denote as (AP), as well as definitions of
the particular solution and difference potential. Let us recall these definitions below (see
also [80], [3], [2], etc.).
Definition 11. The problem of solving (4.23)–(4.24) is referred to as the discrete auxiliary
problem (AP): at each time level ti+1 for the given grid function qi+1 defined on M0, find the




j,k ] = q
i+1
j,k , (xj , yk) ∈M0, (4.23)
vi+1j,k = 0, (xj , yk) ∈ N0\M0. (4.24)
Here, L∆t,h is the same linear discrete operator as in (4.17), but now it is defined on the
larger auxiliary domain Ω0. It is applied in (4.23) to the function vi+1 defined on N0. We
remark that under the above assumptions on the continuous model, the (AP) (4.23)–(4.24)
is well-defined for any right-hand side function qi+1 on M0: it has a unique solution vi+1
defined on N0. In this work, we supplemented the discrete (AP) (4.23) by the zero boundary
conditions (4.24). In general, the boundary conditions for (AP) are selected to guarantee
that the discrete system L∆t,h[v
i+1
j,k ] = q
i+1
j,k has a unique solution v
i+1
j,k , (xj , yk) ∈ N0 for
any discrete right-hand side function qi+1j,k , (xj , yk) ∈M0.
Remark 24. The solution of the (AP) (4.23)–(4.24) defines a discrete Green’s operator
Gh∆t. Although the choice of boundary conditions (4.24) will affect the operator G
h
∆t, and
thus the difference potentials and the projections defined below, it will not affect the resulting
approximate solution to (4.9)–(4.11), as long as the (AP) is uniquely solvable and well-posed.




j,k , (xj , yk) ∈ N+
the particular solution of the discrete problem (4.17), which we will construct as the solution





F i+1j,k , (xj , yk) ∈M+,
0, (xj , yk) ∈M−, (4.25)
ui+1j,k = 0, (xj , yk) ∈ N0\M0. (4.26)
The difference potential: We now introduce a linear space Vγ of all the grid functions
denoted by vi+1γ defined on γ, similar to [80], [3], etc. We will extend the value v
i+1
γ by zero
to other points of the grid N0.
91
Definition 12. The difference potential with any given density vi+1γ ∈ Vγ is the grid
function ui+1j,k := PN+γv
i+1
γ , defined on N
+, and coincides on N+ with the solution ui+1j,k of





0, (xj , yk) ∈M+,
L∆t,h[v
i+1
γ ], (xj , yk) ∈M−, (4.27)
ui+1j,k = 0, (xj , yk) ∈ N0\M0. (4.28)





γ from the given density v
i+1
γ ∈ Vγ . The operator PN+γ is the linear operator






l , where m ≡ (j, k) is the index of the
grid point in the set N+ and l is the index of the grid point in the set γ. Here, the value
ui+1m is the value of the difference potential PN+γv
i+1
γ at time t
i+1 at the grid point with
an index m : um = PN+γv
i+1
γ |m and coefficients {Alm} are the coefficients of the difference
potentials operator. The coefficients {Alm} can be computed by solving simple auxiliary
problems (AP) (4.27)–(4.28) (or by constructing a difference potential operator) with the
appropriate density vi+1γ defined at the points (xj , yk) ∈ γ.
Next, similarly to [80], [3], etc., we can define another operator Pγ : Vγ → Vγ that is








γ ) = (PN+γv
i+1
γ )|γ . (4.29)
We will now formulate the crucial theorem of DPM (see, for example, [80], [3], etc.).
Theorem 4. At each time level ti+1, density ui+1γ is the trace of some solution u
i+1 to the













i+1) is the trace of the particular solution Gh∆tF
i+1 constructed
in (4.25)–(4.26) on the grid boundary γ.
Proof. The proof follows the general argument in [80], which is also presented in Chapter
2. We review the proof here with the necessary modifications for the sake of a complete
presentation.
First, assume that at time level ti, the discrete inhomogeneous boundary equations (2.39)
are satisfied for some density ξi+1γ ∈ Vγ . Set the grid function wi+1j,k := PN+ξi+1γ +GhFi+ 1j,k
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on N+ and extend wi+1j,k by zero to the remaining grid points in N
0. Therefore, wi+1j,k coincides





F i+1j,k , (xj , yk) ∈M+,
Lh[ξ
i+1
γ ], (xj , yk) ∈M−,
(4.31)
ui+1j,k = 0, (xj , yk) ∈ N0 \M0. (4.32)













j,k ≡ ξi+1γ and hence the trace
of ui+1j,k satisfies the discrete inhomogeneous boundary equations (2.39).
Next assume ui+1j,k on N










γ . Define the grid function w
i+1





F i+1j,k , (xj , yk) ∈M+,
Lh[ξ
i+1
γ ], (xj , yk) ∈M−,
(4.33)
wi+1j,k = 0, (xj , yk) ∈ N0 \M0. (4.34)
Again, wi+1j,k := PN+ξγ +G
hF i+1j,k on N
+, since vi+1j,k := u
i+1





0, (xj , yk) ∈M+,
0, (xj , yk) ∈M−,
(4.35)
vi+1j,k = 0, (xj , yk) ∈ N0 \M0. (4.36)
Then by uniqueness of the solution, vi+1j,k = 0 on N
0, and hence ui+1j,k = w
i+1
j,k . Therefore,
since ξi+1γ ≡ Trγui+1 = Trγwi+1j,k , satisfies the boundary equations with projection.
Remark 25. Note that at each time level ti+1, the difference potential PN+γu
i+1
γ is the
solution to the homogeneous difference equation L∆t,h[u
i+1
j,k ] = 0, (xj , yk) ∈ M+, and is
uniquely defined once we know the value of the density ui+1γ at the points of the discrete grid
boundary γ.
Remark 26. Note that at each time level ti+1 the density ui+1γ has to satisfy the discrete
boundary equations with projection, ui+1γ −Pγui+1γ = Gh∆tF i+1γ in order to be a trace of the
solution to the difference equations L∆t,h[u
i+1
j,k ] = F
i+1
j,k , (xj , yk) ∈M+.
Coupling of the boundary equations with boundary conditions: At each time level ti+1, the
discrete boundary equations with projections (4.30) can be rewritten in a slightly different
form:
(I−Pγ)ui+1γ = Gh∆tF i+1γ , (4.37)
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and is the linear system of equations that determines the unknown density ui+1γ . Here, I is





is the trace of the particular solution (4.25) on the discrete grid boundary γ.
The above system of discrete boundary equations with projection (4.37) will have multiple
solutions without boundary conditions (4.10), since it is equivalent to the difference equations
L∆t,h[u
i+1
j,k ] = F
i+1
j,k , (xj , yk) ∈M+. At each time level ti+1, we need to supplement it by the
boundary conditions (4.10) to construct the unique density ui+1γ (x, y) ≈ u(x, y, ti+1), where
u(x, y, ti+1) is the solution at (x, y) ∈ γ at time ti+1 to the continuous model (4.9)–(4.11)
and ui+1γ (x, y) is the corresponding value of the discrete density.
Thus, we will consider the following approach to solve for the unknown density ui+1γ
from the discrete boundary equations with projection (4.37). At each time level ti+1, one
can represent the unknown densities ui+1γ through the values of the continuous solution
and its gradients at the boundary of the domain with the desired accuracy: in other words,
one can define a smooth extension operator for the solution of (4.9) from the continuous
boundary Γ = ∂Ω to the discrete boundary γ. Note that the extension operator (the way it
is constructed in this work) depends only on the properties of the given model and only uses
the Cauchy data of the solution at the continuous boundary Γ.
For example, the extension operator of ui+1Γ from Γ to γ at time t
i+1 can be defined
according to the following three-term Taylor formula:
piγΓ[u
i+1












, (xj , yk) ∈ γ, (4.38)
where piγΓ[u
i+1














at ti+1 from the continuous boundary Γ to the discrete boundary γ, and
d denotes the signed distance from the point (xj , yk) ∈ γ to the nearest boundary point
on the continuous boundary Γ of the domain Ω (the signed length of the shortest normal
from the point (xj , yk) ∈ γ to the point on the continuous boundary Γ of the domain Ω).
We take the signed distance either with sign “+” (if the point (xj , yk) ∈ γ is outside of the
domain Ω), or with sign “−” (if the point (xj , yk) ∈ γ is inside the domain Ω). The choice
of a 3–term extension operator (4.38) is sufficient for the second-order method based on
Difference Potentials (see numerical tests in Section 4.5).
For example, the extension operator of ui+1Γ from Γ to γ at time t
i+1 can also be defined
according to the following five-term Taylor formula:
piγΓ[u
i+1


























, (xj , yk) ∈ γ,
(4.39)
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and again, as in (4.38), piγΓ[u
i+1











at ti+1 from the continuous boundary Γ to
the discrete boundary γ, d denotes the signed distance from the point (xj , yk) ∈ γ to the
nearest boundary point on the continuous boundary Γ of the domain Ω. As before, we take
it either with sign “+” (if the point (xj , yk) ∈ γ is outside of the domain Ω), or with sign “−”
(if the point (xj , yk) ∈ γ is inside the domain Ω). The choice of a 5–term extension operator
(4.39) is sufficient for the fourth-order method based on Difference Potentials; see Section
4.5. To simplify the formulas in (4.38) and (4.39), we employed the following notation:












































where (x, y) ∈ Γ denotes the nearest point to (xj , yk) ∈ γ.
Next, at the fixed time level ti+1, for any sufficiently smooth single-valued periodic
function g(ϑ, ti+1) on Γ with a period |Γ|, assume that the sequence denoted by εN 0,N 1 and
defined as:




















tends to zero with increasing number N 0 and N 1 of basis functions: lim εN 0,N 1 = 0 as
N 0 →∞, N 1 →∞. Here, functions (φ0ν(ϑ), φ1ν(ϑ)) are the selected set of basis functions
defined on the boundary of the domain Γ and (c0,i+1ν , c
1,i+1
ν ) for (ν = 0, 1, 2, . . . ,N 0, ν =
0, 1, 2, . . . ,N 1) are real-valued expansion coefficients in front of the basis functions at time
level ti+1. The parameter ϑ can be thought of as the arc length along Γ, and |Γ| is the length
of the boundary. We selected arc length ϑ at this point only for the sake of definiteness.
Other parametrizations along Γ are used in the numerical examples (Γ is defined using
polar coordinates for the circular domain and is defined using elliptical coordinates for the
elliptical domain); see Section 4.5 and the brief discussion in the Appendix to Chapter 4
in A.2. In particular, in the Appendix Section A.2, we give details of the construction of
the extension operators (4.38) and (4.39) using the continuous PDE model (4.9) and the
knowledge of the Cauchy data ui+1Γ .
Therefore, at every time level ti+1, to discretize the elements ui+1Γ ≡
(

















Γ ≈ ui+1Γ , (4.41)
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where Φ0ν = (φ
0
ν , 0) and Φ
1
ν = (0, φ
1
ν) are the basis functions used to represent the Cauchy
data on the boundary of the domain Γ, and (c0,i+1ν , c
1,i+1
ν ) for (ν = 0, 1, 2, . . . ,N 0, ν =
0, 1, 2, . . . ,N 1) are real-valued unknown numerical coefficients to be determined at every
time level ti+1.
Remark 27. For smooth Cauchy data, it is expected that a relatively small number (N 0,N 1)
of basis functions are required to approximate the Cauchy data of the unknown solution at
time level ti+1, due to the rapid convergence of the expansions (4.41). Hence, in practice,
we use a relatively small number of basis functions in (4.41), which leads to a very efficient
numerical algorithm based on the Difference Potentials approach; see Section 4.5. In the
case of the Dirichlet boundary condition in (4.9)–(4.11), u(ϑ, ti+1), ϑ ∈ Γ is known.
Hence, at every time level ti+1, the coefficients c0,i+1ν in (4.41) are given as the data
that can be determined as the minimization of
∫




ν φ0ν |2dϑ. For
other boundary value problems (4.9), the procedure is similar to the case presented for
Dirichlet data. For example, in the case of Neumann boundary condition in (4.10), at every






After the selection of the parametrization ϑ of Γ and construction of the extension














Therefore, at every time level ti+1, the boundary equations (BEP) (4.37) become an
overdetermined linear system of dimension |γ| × (N 0 +N 1) for the unknowns (c0,i+1ν , c1,i+1ν )
(note that in general, it is assumed that |γ| >> (N 0 + N 1)). This system (4.37) for
(c0,i+1ν , c
1,i+1
ν ) is solved using the least-squares method, and hence one obtains the unknown
density ui+1γ .
Generalized Green’s formula: The final step of the DPM is to use the computed density
ui+1γ to construct the approximation to the solution (4.9)–(4.11) inside the physical domain
Ω.





i+1, (xj , yk) ∈ N+ at each
time ti+1 is the approximation to the exact solution u(xj , yk, t
i+1), (xj , yk) ∈ N+ ∩ Ω¯,
ti+1 ∈ (0, T ] of the continuous problem (4.9)–(4.11).
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Discussion: Note that, as the first step of the developed high-order accurate methods
based on Difference Potentials, we reformulate the original continuous model (4.9) in the
time-discrete form (4.15)–(4.16) using accurate and stable schemes. Hence, we develop
high-order accurate Difference Potentials methods for (4.9)–(4.11) by employing the elliptic
structure of the continuous model. Furthermore, note that once density ui+1γ ∈ Vγ is
obtained with high-order accuracy from the boundary equations with projection (4.37):
(I − Pγ)ui+1γ = Gh∆tF i+1γ , (xj , yk) ∈ γ, the problem of finding an accurate approximation
ui+1j,k ≡ PN+γui+1γ +Gh∆tF i+1, (xj , yk) ∈ N+ at each time ti+1 to the solution u(xj , yk, ti+1)
of the continuous problem (4.9)–(4.11) reduces to the solution of a simple auxiliary problem
on a computationally simple auxiliary domain Ω0 (for example, Ω0 can be a square):
The approximate solution ui+1j,k ≡ PN+γui+1γ + Gh∆tF i+1, (xj , yk) ∈ N+ at time ti+1





F i+1j,k , ∀(xj , yk) ∈M+,
L∆t,h[u
i+1
γ ], ∀(xj , yk) ∈M−,
(4.43)
subject to the boundary conditions:
ui+1j,k = 0, ∀(xj , yk) ∈ N0\M0.
Thus, the result of Statement 3 above is a consequence of the sufficient regularity of
the exact solution (and domain), Theorem 4, the result of the extension operator (4.38)
or (4.39), as well as the second-order and the fourth-order accuracy of the underlying
discretization (4.17) and the established convergence results and error estimates for the
Difference Potentials Method for general linear elliptic boundary value problems in arbitrary
domains with sufficiently smooth boundaries [76, 77], [80], [30]. In particular, we can recall
that in [76, 77], it was shown (under sufficient regularity of the exact solution and considered
domain) that the Difference Potentials approximate surface potentials of the elliptic operators
(and therefore, DPM approximates the solution to the elliptic boundary value problem) with
the accuracy of O(hP−ε) in the discrete Ho¨lder norm of order Q+ ε. Here, 0 < ε < 1 is an
arbitrary number, Q is the order of the considered elliptic operator (in the current work,
Q = 2), and P is the order of the scheme used for the approximation of the elliptic operator
(in this work, we have P = 2, if the second-order scheme is considered for the approximation
of the elliptic operator, or P = 4, if the fourth-order scheme is used for the approximation
of the elliptic operator). Readers can consult [76, 77] or [80] for the details and proof of the
general result. Therefore, in this work, for sufficiently small enough h and ∆t, we expect







will approximate the exact solution, ui+1j,k ≈ u(xj , yk, ti+1), (xj , yk) ∈ N+ ∩ Ω¯, ti+1 ∈ (0, T ]
of the continuous problem (4.9)–(4.11), with O(h2 + ∆t2) for DPM2 and with O(h4 + ∆t4)
for DPM4 in the maximum norm. 





i+1 is the discrete generalized Green’s formula.
Remark 29. Note that, at each time level ti+1, after the density ui+1γ is reconstructed from
the boundary equations with projection (4.37), the difference potential is easily obtained as
the solution of a simple (AP) using Def. 12.
4.3 Schemes based on Difference Potentials for
interface and composite domain
problems
In Section 4.2.1, we constructed second- and fourth-order schemes based on Difference
Potentials for problems in the single domain Ω. In this section, we will show how to extend
these methods to interface/composite domains problems (4.1)–(4.7).
First, as we have done in Section 4.2.1 for the single domain Ω, we will introduce
the auxiliary domains. We will place each of the original subdomains Ωs in the auxiliary
domains Ω0s ⊂ R2, s = {1, 2} and will state the auxiliary difference problems in each
subdomain Ωs, s = {1, 2}. The choice of the auxiliary domains Ω01 and Ω02, as well as the
auxiliary difference problems, may be made independently of each other. After that, for
each subdomain, we will proceed in a similar way as we did in Section 4.2.1. Also, for
each auxiliary domain Ω0s, we will consider, for example, a Cartesian mesh (the choice of
the grids for the auxiliary problems will be independent of each other and the grids do
not need to conform/align with the boundaries of the subdomains/interfaces). After that,
all the definitions, notations, and properties introduced in Section 4.2.1 extend to each
subdomain Ωs in a direct way. As before, index s, (s = 1, 2) is used to distinguish between




j,k ] = Fs
i+1
j,k , (xj , yk) ∈M+s , (4.44)
The difference problem (4.44) is obtained using either the second-order or the fourth-order
underlying discretization (4.17). The main theorem of the method for the composite domains
and interface problems is given below.




γ2 ) is the trace of some
solution ui+1 on Ω1 ∪Ω2 to the system of difference equations (4.44): ui+1γ ≡ Trγui+1 if and
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γ2 , (xj , yk) ∈ γ2. (4.46)






s , (xj , yk) ∈ N+s at each
ti+1 is the approximation to the exact solution u(xj , yk, t
i+1), (xj , yk) ∈ N+s ∩Ω¯s, ti+1 ∈ (0, T ]
of the continuous model problem (4.1)–(4.7). Here, index s = 1, 2.
Discussion: The result is a consequence of the results in Section 4.2.1. We expect that






s , (xj , yk) ∈ N+s will
approximate the exact solution u(xj , yk, t
i+1), (xj , yk) ∈ N+s ∩ Ω¯s, ti+1 ∈ (0, T ], (s = 1, 2),
with accuracy O(h2+∆t2) for the second-order method DPM2, and with accuracy O(h4+∆t4)
for the fourth-order method DPM4 in the maximum norm. Moreover, as we observed in the
numerical experiments in Section 4.5 (see also [21, 3, 2]), the same high-order accuracy is
preserved in the approximate gradient of the solution. See Section 4.5 for extensive numerical
results. 
Remark 30. Similar to the discussion in Section 4.2.1, at each time ti+1, the boundary equa-
tions with projection (4.45)–(4.46) are coupled with boundary (4.5) and interface/matching
conditions (4.3)–(4.4) to obtain the unique densities ui+1γ1 and u
i+1
γ2 . We consider the same
extension formula (4.38) (for the second-order method) or (4.39) (for the fourth-order
method) to construct ui+1γs , (s = 1, 2) in each subdomain/domain.
4.4 Numerical algorithm
In this section, we will briefly summarize the main steps of the algorithm for the reader’s
convenience:
Step 1: Introduce a computationally simple auxiliary domain and formulate the auxiliary
problem (AP) in (4.23)–(4.24).




j,k , (xj , yk) ∈ N+,
as the solution of the (AP). For the single domain method, see (4.25)–(4.26) in Section 4.2.1
(DPM2 and DPM4). For the direct extension to algorithms for interface and composite
domains problems, see Section 4.3.
Step 3: Next, at each time level ti+1, compute the unknown boundary values or densities,
ui+1γ ∈ Vγ at the points of the discrete grid boundary γ by solving the system of linear
equations derived from the system of boundary equations with projection combined with the
99
extension operator for the density: see (4.37) and (4.42) in Section 4.2.1, and extension to
interface and composite domain problems (4.45)–(4.46) in Section 4.3.
Remark 31. Note that the computation of the matrix for the system of boundary equations
with projection (4.37) is the key contribution to the overall computational complexity of the
algorithm. However, if the time step ∆t is kept constant (and assuming the coefficients in
the original parabolic operator (4.9) do not depend on time), then the matrix associated with
the system of boundary equations with projection (4.37) can be computed only once at initial
time step and stored. Thus, only the right-hand side will be updated at each time level ti+1 in
the linear system of boundary equations with projection (4.37). Therefore, the computations
at each time level ti+1 will be performed efficiently.
Step 4: Using the definition of the difference potential, Def. 12, Section 4.2.1, and
Section 4.3 (for the algorithm for interface and composite domain problems), construct the
difference potential, PN+γu
i+1
γ from the obtained density, u
i+1
γ .
Step 5: Finally, at each time ti+1, reconstruct the approximation to the continuous
solution from ui+1γ using the generalized Green’s formula, u(x, y, t
i+1) ≈ PN+γui+1γ +
Gh∆tF
i+1, (xj , yk) ∈ N+; see Statement 3 in Section 4.2.1, and see Statement 4 in Section
4.3 (for the algorithm for interface and composite domain problems).
4.4.1 Computational complexity
The major contribution to the computational complexity of the Difference Potentials-
based algorithms for parabolic interface problems presented in Section 4.4 is determined by
the cost of repeatedly solving auxiliary difference problems of the form (4.23)–(4.24). Note
that similarly to the case of elliptic interface problems, at each time step, only the right-hand
side is modified for each auxiliary problem solve, while the difference operator does not
change in each subdomain. At each time step, the total number of auxiliary problems that
must be solved in each subdomain is equivalent to N + 2. The number N := N 0 +N 1 + 2,
which corresponds to the total number of harmonics used in the spectral expansion in (4.41).
To illustrate further, for constant coefficients, at each time step, the second-order accurate
approach (DPM2) requires an FFT solve for each auxiliary problem. Each FFT has log-linear
cost O(|N0| log |N0|), where |N0| denotes the total number of grid points. Similarly, in the
case of the fourth-order scheme (DPM4), each auxiliary problem may be solved efficiently
with either a direct method or an iterative method. In the case of an appropriate direct
method, since only the right-hand side is modified for each solve, we need only factor the
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difference operator once. Hence, for example, using LU-factorization, the cost at each
time step is reduced to the cost of one initial decomposition of the difference operator in
each subdomain plus the cost of solving each auxiliary problem using standard backward
substitution, which scales linearly with |N0|.
It is important to note that the total cost of the resulting DPM-based schemes may
be reduced even further in the case of a fixed time step ∆t. If the coefficients in the
original parabolic operators in (4.1)–(4.2) do not depend on time and if ∆t is fixed, then
the projection operators Pγs corresponding to each subdomain Ωs also do not change with
respect to time, and hence need only be constructed once at the first time step and may
then be stored for repeated use in subsequent time steps. Therefore, under the assumption
that the time step ∆t is fixed, the number of auxiliary problems that must be solved at each
time step reduces to two in each auxiliary subdomain. In other words, for fixed ∆t, the cost
of solving parabolic interface problems with general curvilinear interfaces using the proposed
DPM-based algorithms is nearly optimal, in the sense that the total cost scales similarly to
the cost of solving the heat equation on a square.
Finally, another contribution to the computational complexity of the algorithm is solving
the system of boundary equations with projection at each time step. First note that
the size of the linear system (4.45)–(4.46) corresponding to the boundary equations with
projection is |γ| × N , where |γ| ≈√|N0|. In addition, usually N << |γ|, in which case, the
system is overdetermined. Therefore, if the resulting least squares problem is solved using a
QR-decomposition computed with the modified Gram-Schmidt algorithm, then the number
of operations required for each subdomain is on the order of (N + 2)|γ|. Additionally, if the
time step is fixed, then the QR decomposition need only be computed once for the first time
step and stored for use in subsequent time levels. Note that in all the numerical experiments
below, the number N is fixed, while |γ| and |N0| increase as the grid is refined.
4.5 Numerical tests
In this section, we present several numerical experiments for single domain parabolic
problems in irregular geometry and parabolic interface problems.
4.5.1 Single domain tests
We begin this section with several tests that illustrate the performance of the schemes
proposed in Section 4.2.1 for single domain parabolic models with different classes of boundary
conditions. We numerically verify that expected convergence rates O(∆t2 + h2) for the
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second-order (BDF2-DPM2) scheme and O(∆t4 + h4) for the fourth-order (BDF4-DPM4)
scheme are achieved.
In all the tests presented below, the error estimates for the approximation to the exact





|u(xj , yk, ti)− uij,k|, (4.47)
where u(xj , yk, t
i) denotes the exact solution to (4.9), and uij,k denotes the numerical solution
at the grid point (xj , yk) time level t
i. We also compute the maximum error of the components
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For all the numerical tests, we selected a standard trigonometric system of basis functions
for the spectral approximation in (4.41), Section 4.2.1:





















, ν = 0, 1, 2, . . . .
Here, φν ≡ φ0ν ≡ φ1ν . Also, note that, N 0 +N 1 denotes the total number of harmonics used
to approximate the Cauchy data in (4.41).
We consider parabolic models of the form:
∂u
∂t
−∇ · (λ∇u) = f, (x, y) ∈ Ω. (4.50)
subject to boundary conditions in the form (4.10), and initial conditions of the form (4.11).
The interface conditions, initial conditions, and the boundary condition on ∂Ω1 are obtained
from the exact solution u(x, y, t). We consider time interval 0 < t ≤ T with time step
∆t = 0.5h for BDF2-DPM2 (second-order) and BDF4-DPM4 (fourth-order).
102
In the tests presented in this section, we compare the performance of both BDF2-DPM2
and BDF4-DPM4 for single domain problems of the form (4.9)–(4.11) with respect to
Neumann boundary conditions versus Dirichlet boundary conditions prescribed on Γ.
The exact solution corresponding to the first set of results (see Figure 4.4) presented in
Tables 4.1–4.2 is given by:
u(x, y, t) = e−t(x2 − y2), (x, y) ∈ Ω. (4.51)
The exact solution corresponding to the next set of results presented in Tables 4.3–4.4 is
given by (see Figure 4.4):
u(x, y, t) = e−t sin(3pix) cos(7piy), (x, y) ∈ Ω. (4.52)
In particular, the results in Tables 4.1–4.2 and Tables 4.3–4.4 demonstrate that the size
of the error for both BDF2-DPM2 and BDF4-DPM4 is clearly not affected by the choice
of boundary conditions assumed along Γ. In particular, the results in Tables 4.1–4.2 are
nearly identical and the results in Tables 4.3–4.4, for the more challenging test with a more
oscillatory solution along the boundary, are also extremely similar. We note in Tables 4.1–4.2
a slight drop in the convergence rate of the fourth-order method (BDF4-DPM4) on the
finer grids, which is a result of the loss of significant digits as the error approaches machine
precision.
These tests illustrate the flexibility built into DPM-based approaches to easily switch
between a variety of different boundary conditions. Note this flexibility is not present in
many other finite difference and finite volume methods, but is similar to flexibility to handle
different boundary conditions retained by many Finite Element-based Methods. Moreover, for
DPM-based schemes, switching between different boundary conditions only requires minor
adjustments to a single step of the overall algorithm, which is a major advantage in modeling
applications that involve dealing with a wide variety of boundary conditions.
Remark 32. The flexibility built-into DPM-based approaches to handle a variety of different
boundary conditions can also be utilized to incorporate various nonstandard boundary
conditions; for an example see [11].
Next in Section 4.5.2, we further illustrate this flexibility by testing the performance of
the proposed algorithms in the setting of interface problems with nonmatching interface
conditions.
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Figure 4.4: Two plots of numerical solutions using DPM4. (Left) The numerical solution
corresponding to (4.51) on Ω : x2 +y2 < 1 using BDF2-DPM2 on grid 1280×1280 with λ = 1
at time t = 0.1. (Right) The numerical solution corresponding to (4.51) on Ω : x2 + y2 < 1
using BDF2-DPM2 on grid 1280× 1280 with λ = 1 at time t = 0.1.
Table 4.1: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The domain is the circle with R = 1 centered
at the origin and the auxiliary domain is Ω1 = [−2, 2]× [−2, 2]. Test problem (4.51) with
material coefficient λ = 1 and Neumann boundary conditions. The dimension of the set of
basis functions is N 0 +N 1 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 9.3500 E−6 — 3.7500 E−9 —
160× 160 2.6089 E−6 1.84 2.4825 E−10 3.92
320× 320 6.2402 E−7 2.06 1.4700 E−11 4.08
640× 640 1.5738 E−7 1.99 8.7419 E−13 4.07
1280× 1280 3.9812 E−8 1.98 2.6323 E−13 1.73
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.4539 E−5 — 5.8482 E−9 —
160× 160 4.0654 E−6 1.84 3.8672 E−10 3.92
320× 320 9.7347 E−7 2.06 2.2935 E−11 4.08
640× 640 2.4527 E−7 1.99 1.3944 E−12 4.04
1280× 1280 6.2009 E−8 1.98 6.3949 E−13 1.12
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.4539 E−5 — 5.8482 E−9 —
160× 160 4.0654 E−6 1.84 3.8672 E−10 3.92
320× 320 9.7347 E−7 2.06 2.2931 E−11 4.08
640× 640 2.4527 E−7 1.99 1.3833 E−12 4.05
1280× 1280 6.2008 E−8 1.98 5.6732 E−13 1.29
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Table 4.2: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The domain is the circle with R = 1 centered
at the origin and the auxiliary domain is Ω1 = [−2, 2]× [−2, 2]. Test problem (4.51) with
material coefficients λ = 1 and Dirichlet boundary conditions. The dimension of the set of
basis functions is N 0 +N 1 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 9.3500 E−6 — 3.7500 E−9 —
160× 160 2.6089 E−6 1.84 2.4825 E−10 3.92
320× 320 6.2402 E−7 2.06 1.4700 E−11 4.08
640× 640 1.5738 E−7 1.99 8.7419 E−13 4.07
1280× 1280 3.9812 E−8 1.98 2.6323 E−13 1.73
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.4539 E−5 — 5.8482 E−9 —
160× 160 4.0654 E−6 1.84 3.8672 E−10 3.92
320× 320 9.7347 E−7 2.06 2.2935 E−11 4.08
640× 640 2.4527 E−7 1.99 1.3944 E−12 4.04
1280× 1280 6.2009 E−8 1.98 6.3949 E−13 1.12
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.4539 E−5 — 5.8482 E−9 —
160× 160 4.0654 E−6 1.84 3.8672 E−10 3.92
320× 320 9.7347 E−7 2.06 2.2931 E−11 4.08
640× 640 2.4527 E−7 1.99 1.3833 E−12 4.05
1280× 1280 6.2008 E−8 1.98 5.6732 E−13 1.29
105
Table 4.3: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The domain is the circle with R = 1 centered
at the origin and the auxiliary domain is Ω1 = [−2, 2]× [−2, 2]. Test problem (4.52) with
material coefficients λ = 1 and Neumann boundary conditions. The dimension of the set of
basis functions is N 0 +N 1 = 20.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.0364 E−1 — 3.9168 E−2 —
160× 160 2.5748 E−2 2.01 1.4928 E−3 4.71
320× 320 6.0484 E−3 2.09 7.7637 E−5 4.27
640× 640 1.5458 E−3 1.97 4.6292 E−6 4.07
1280× 1280 4.0291 E−4 1.94 2.8729 E−7 4.01
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 8.6883 E−1 — 3.6608 E−1 —
160× 160 2.2170 E−1 1.97 1.2685 E−2 4.85
320× 320 6.4393 E−2 1.78 7.6155 E−4 4.06
640× 640 1.5026 E−2 2.10 4.1513 E−5 4.20
1280× 1280 3.8151 E−3 1.98 2.6070 E−6 3.99
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6430 — 3.1564 E−1 —
160× 160 4.7389 E−1 1.79 2.0467 E−2 3.95
320× 320 1.2417 E−1 1.93 1.3444 E−3 3.93
640× 640 3.1405 E−2 1.98 8.3216 E−5 4.01
1280× 1280 7.8316 E−3 2.00 4.9650 E−6 4.07
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Table 4.4: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The domain is the circle with R = 1 centered
at the origin and the auxiliary domain is Ω1 = [−2, 2]× [−2, 2]. Test problem (4.52) with
material coefficients λ = 1 and Dirichlet boundary conditions. The dimension of the set of
basis functions is N 0 +N 1 = 22.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1235 E−1 — 2.3035 E−2 —
160× 160 2.7948 E−2 2.01 1.0214 E−3 4.50
320× 320 7.0842 E−3 1.98 6.5774 E−5 3.96
640× 640 1.7658 E−3 2.00 4.1825 E−6 3.98
1280× 1280 4.4139 E−4 2.00 2.6686 E−7 3.97
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0235 — 2.4222 E−1 —
160× 160 2.6884 E−1 1.93 1.1147 E−2 4.44
320× 320 8.5599 E−2 1.65 9.4167 E−4 3.57
640× 640 2.5397 E−2 1.75 6.5492 E−5 3.85
1280× 1280 6.7689 E−3 1.91 4.1877 E−6 3.97
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6889 — 2.9582 E−1 —
160× 160 4.7989 E−1 1.82 1.9546 E−2 3.92
320× 320 1.2725 E−1 1.92 1.2635 E−3 3.95
640× 640 3.1849 E−2 2.00 8.0752 E−5 3.97
1280× 1280 7.9220 E−3 2.01 4.8417 E−6 4.06
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4.5.2 Interface and composite domain results
In this section, we present several numerical experiments for interface/composite domain
problems that illustrate the high-order accuracy and efficiency of the methods based on
Difference Potentials presented in Sections 4.2.1–4.4. In all the numerical tests below, similar
to our work in 1D [3], the error in the approximation to the exact solution of the model is
determined by the size of the maximum error up to the interface in both subdomains Ω1





|u(xj , yk, ti)− uij,k|, (4.53)
where u(xj , yk, t
i) denotes the exact solution to the continuous model (4.1)–(4.7), uij,k denotes




2 are the sets
of the interior mesh nodes for the subdomains Ω1 and Ω2, respectively.
Moreover, similarly to [3], we also compute the maximum error of the components of the
discrete gradient up to the interface in both subdomains Ω1 and Ω2, which are determined
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Similarly to [2], below in Section 4.5.2.2, we consider interface/composite domain problems
defined in domains similar to the example of the domains Ω1 and Ω2 illustrated on Figure
4.1, Section 4.1. Thus, for the exterior domain Ω1 we select auxiliary domain Ω
0
1 to be a
rectangle with the boundary ∂Ω01, which coincides with the exterior boundary ∂Ω1 of the
domain Ω1. After that, we construct methods based on Difference Potentials as presented
in Sections 4.2.1–4.4. To take advantage of the given boundary conditions, for example,
Dirichlet boundary conditions and specifics of the exterior domain Ω1/auxiliary domain
Ω01, for the fourth-order method (DPM4), we construct the particular solution (4.25) and




j,k ] (see (4.17)–(4.18) and (4.23)) with a modified stencil near the boundary of the




10ui+10,1 − 15ui+11,1 − 4ui+12,1 + 14ui+13,1 − 6ui+14,1 + ui+15,1
12h2
+
10ui+11,0 − 15ui+11,1 − 4ui+11,2 + 14ui+11,3 − 6ui+11,4 + ui+11,5
12h2
− σ21ui+11,1 , in Ω01.




j,k ] in (4.23)
(fourth-order scheme). Similarly, one can incorporate mixed boundary conditions (Dirichlet
and Neumann boundary conditions; see examples included below in Section 4.5.2.2) into the
particular solution (4.25) and Difference Potential (4.27) of the exterior auxiliary problem in
Ω01 for DPM4.
Note that to construct a particular solution (4.25) and difference potential (4.27) for the
interior problem stated in auxiliary domain Ω02, we do not modify the stencil in Lh[u
i+1
j,k ] in
(4.23) (fourth-order scheme) near the boundary ∂Ω02 of the interior auxiliary domain Ω
0
2.
For the second-order method DPM2 (see (4.17)–(4.18) and (4.21)), we also take advantage
of the given boundary conditions and specifics of the exterior domain Ω1/auxiliary domain
Ω01 in the construction of the the particular solution (4.25) and the difference potential (4.27)
for the exterior auxiliary problem in Ω01. However, there is no need for the modification of
the stencil (we just replace zero boundary conditions in (4.25)–(4.26) and in (4.27)–(4.28)
by the given boundary conditions on the boundary of ∂Ω1 ≡ ∂Ω01.)
In all numerical tests below, we selected a standard trigonometric system of basis functions





















, ν = 0, 1, 2, . . . .
Here, φν ≡ φ0ν ≡ φ1ν .
Also, note that, in the tests in Section 4.5.2.2, we denote the total number of harmonics
used to approximate the Cauchy data in (4.41) by N 01 +N 11 , if we consider unknowns from
subdomain Ω1 as the independent unknowns, or we denote by N 02 +N 12 the total number of
harmonics that is used to approximate the Cauchy data in (4.41) if we consider unknowns
from subdomain Ω2 as the independent unknowns in (4.41) (see the interface conditions in
(4.3)–(4.4)).
In this section, we consider parabolic composite domain/interface models of the form
(4.1)–(4.2). On several challenging tests below, we numerically verify expected convergence
rates O(∆t2 +h2) for the second-order scheme (DPM2) and O(∆t4 +h4) for the fourth-order
scheme (DPM4). In particular, we consider here the following example of the parabolic




−∇ · (λs∇uΩs) = fs(x, y, t), s ∈ 1, 2 (4.56)
subject to the interface and boundary conditions in the form of (4.3)–(4.5), and initial
conditions of the form (4.6)–(4.7). Interface conditions for the numerical tests are computed
using the exact solutions u(x, y, t), and the boundary condition on ∂Ω1 is obtained from
the boundary data of the exact solution u(x, y, t) on the boundary of the exterior domain
∂Ω1. Below we illustrate the performance of the proposed methods in the presence of several
different choices of boundary conditions; for example, we consider mixed boundary conditions
(Dirichlet and Neumann boundary conditions) on the boundary of the exterior domain ∂Ω1.
Again, these boundary conditions are obtained from the Dirichlet and Neumann boundary
conditions of the exact solution u(x, y, t). Finally, the initial conditions are obtained using
the exact solution u(x, y, 0) at time t = 0. Unless specified otherwise, the interior and












Ω1 = [−2, 2]× [−2, 2] \ Ω2.












Unless specified otherwise, in all the other tests presented below, for both DPM2 and
DPM4, we employ the following auxiliary domains:
Ω02 = [−2, 2]× [−2, 2],
Ω01 = [−2, 2]× [−2, 2].
We consider the time interval [0, T ] with T = 0.1 as the final time. The time step was
set as ∆t = 0.5h for both the second-order and fourth-order methods.
4.5.2.1 DPM2, DPM4, and second-order IIM
comparison test
In the test below, we present results for comparison with the second-order accurate
Immersed Interface method technique presented in [53]. For this test, the interior and
exterior domains are given by:
Ω2 =
{
(x, y)|x2 + y2 < 0.25} ,
Ω1 = {(x, y)|[−2, 2]× [−2, 2] \ Ω2} .
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The interface between the two subdomains Ω1 and Ω2 is defined as the curve given by the
circle of radius R = 0.5 centered at the origin:
Γ =
{
(x, y)|x2 + y2 = (0.5)2}
The exact solution is continuous across the interface with a discontinuous jump in the flux
normal to the interface; see Figure 4.5. The exact solution is defined as:
u(x, y, t) =
{
u1(x, y, t) = e
−t J0(0.5)
Y0(0.5)
J0(r), (x, y) ∈ Ω1,
u2(x, y, t) = e
−tJ0(r), (x, y) ∈ Ω2,
(4.58)
where r2 = x2 + y2. The functions J0 and Y0 denote Bessel functions of the first and second
kind, respectively. This test in (4.58) is a modified version of the exact solution for the
parabolic interface problem used in [53].












Ω1 = [−1, 1]× [−1, 1] \ Ω2.
We employ the following auxiliary domains for both DPM2 and DPM4:
Ω02 = [−1, 1]× [−1, 1],
Ω01 = [−1, 1]× [−1, 1].
To be consistent with the results in [53], we compute the maximum absolute error at
the final time T = 5. The second-order DPM2 results are computed without any special
modifications and are very similar to the second-order IIM, which utilizes a modified ADI
approach with correction terms (see page 210 in [53]). Note that the accuracy achieved by the
fourth-order DPM4 results after the first grid refinement is already superior to both IIM and
DPM2 on the finest grid. In terms of computational efficiency, the special correction terms
utilized in the modified ADI modified-IIM approach must be recomputed at each time step.
In comparison, using a fixed time step, the cost of DPM2 and DPM4 for linear parabolic
problems (with constant coefficients) in domains with general curvilinear boundaries are
nearly optimal, i.e., near the optimal cost of solving the heat equation on a square.
In Table 4.5, note that the observed convergence rates for BDF4-DPM4 show slightly
more oscillatory behavior than the smoother convergence rates observed in the other tests
below. However, on average, they reflect fourth-order convergence. This behavior may be a
result in part of only measuring convergence at the final time step for this particular test.
Additionally, we also expect a slight slow down on the finest grids due to the approximation
of the Bessel functions describing the inputs for the initial data in (4.58).
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Figure 4.5: An example of a continuous solution with discontinuous normal derivative
across the interface Γ : x2 + y2 = 0.25 corresponding to (4.61) with λ1 = λ2 = 1 using
BDF4-DPM4 on a 1280× 1280 grid at t = 5.
Table 4.5: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4 at t = 5. The interior domain is the circle with
R = 0.5 centered at the origin and the exterior domain is Ω1 = [−1, 1]× [−1, 1] \ Ω2. Test
problem (4.58) with material coefficients λ1 = λ2 = 1. The dimension of the set of basis
functions is N 01 +N 11 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
20× 20 5.7009 E−5 — 5.1420 E−6 —
40× 40 1.3333 E−5 2.10 1.3639 E−7 5.24
80× 80 3.0747 E−6 2.12 1.1477 E−9 6.89
160× 160 7.1112 E−7 2.11 2.5418 E−10 2.17
320× 320 1.8162 E−7 1.97 2.3158 E−11 3.46
Grid E∇x Conv. Rate E∇x Conv. Rate
20× 20 1.2357 E−4 — 5.8654 E−6 —
40× 40 3.8582 E−5 1.68 1.9094 E−7 4.94
80× 80 1.1250 E−5 1.78 5.4002 E−9 5.14
160× 160 3.1123 E−6 1.85 7.3319 E−10 2.88
320× 320 8.6334 E−7 1.85 6.3786 E−11 3.52
Grid E∇y Conv. Rate E∇y Conv. Rate
20× 20 1.2357 E−4 — 5.8654 E−6 —
40× 40 3.8582 E−5 1.68 1.9094 E−7 4.94
80× 80 1.1250 E−5 1.78 5.4002 E−9 5.14
160× 160 3.1123 E−6 1.85 7.3319 E−10 2.88
320× 320 8.6334 E−7 1.85 6.3786 E−11 3.52
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4.5.2.2 Second-order DPM2 and fourth-order DPM4:
numerical tests
For the test in Table 4.6, the exact solution is defined as (see Figure 4.6, left plot):
u(x, y, t) =






/10− 1/10 + 1), (x, y) ∈ Ω1,





, (x, y) ∈ Ω2.
(4.59)
For the test in Table 4.7, the exact solution is defined by (see Figure 4.6, right plot):
u(x, y, t) =






, (x, y) ∈ Ω1,





(x, y) ∈ Ω2.
(4.60)












Ω1 = [−1, 1]× [−1, 1] \ Ω2.
We employ the following auxiliary domains for both DPM2 and DPM4:
Ω02 = [−1, 1]× [−1, 1],
Ω01 = [−1, 1]× [−1, 1].
The exact solution (4.59) for problem (4.56) with λ1 = 10 and λ2 = 1 is continuous across
the interface Γ : x2/(pi2/16) + y2/(pi2/36) = 1, and also has continuous flux across the
interface (the exact solution (4.59) is a modified version of the solution for the parabolic
interface problem from [54]). The exact solution (4.60) for the problem (4.56) with λ1 = 10
and λ2 = 1 is continuous across the interface Γ, but has the discontinuous flux across
the interface. The reader can consult [45, 46] for the analytical results for the parabolic
interface problems under continuity assumption on the solution at the interface boundary.
As one can see from Tables 4.6–4.7, DPM2 and DPM4 reconstruct solutions and gradient of
the solutions to (4.56)–(4.59) and to (4.56)–(4.60) with the second-order and fourth-order
accuracy, respectively.
For the next several tests in Tables 4.8–4.14, the exact solution is defined as (see Figure
4.7, left plot):
u(x, y, t) =

u1(x, y, t) = e
−t sinx cos y, (x, y) ∈ Ω1,
u2(x, y, t) = e
−t(x2 − y2), (x, y) ∈ Ω2.
(4.61)
(Note that the exact solution (4.61) is a modified version of the exact solution for the elliptic
interface problem from [53]).
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Table 4.6: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = pi/4, b = pi/6 centered at the origin, and the exterior domain is Ω1 = [−1, 1]× [−1, 1]\Ω2.
Test problem (4.56), (4.59) with continuous solution and continuous flux and material
coefficients λ1 = 10, λ2 = 1. The dimension of the set of basis functions is N 01 +N 11 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 3.0147 E−3 — 9.6646 E−6 —
160× 160 7.6599 E−4 1.98 2.4457 E−7 5.30
320× 320 1.9352 E−4 1.98 1.7783 E−8 3.78
640× 640 4.8455 E−5 2.00 1.2139 E−9 3.87
1280× 1280 1.2096 E−5 2.00 9.4707 E−11 3.68
Grid E∇x Conv. Rate E∇x Conv. Rate
80× 80 1.8629 E−2 — 6.3170 E−5 —
160× 160 5.3143 E−3 1.81 4.3396 E−6 3.86
320× 320 1.2337 E−3 2.11 3.0004 E−7 3.85
640× 640 3.1648 E−4 1.96 2.4113 E−8 3.64
1280× 1280 8.7970 E−5 1.85 1.7743 E−9 3.76
Grid E∇y Conv. Rate E∇y Conv. Rate
80× 80 2.5495 E−2 — 8.5030 E−5 —
160× 160 6.0501 E−3 2.08 4.3380 E−6 4.29
320× 320 2.1026 E−3 1.52 4.0019 E−7 3.44
640× 640 5.1200 E−4 2.04 2.5572 E−8 3.97
1280× 1280 1.2032 E−4 2.09 1.7881 E−9 3.84
Figure 4.6: Example of the solution (4.59) with interface defined by Γ : x2/(pi2/16) +
y2/(pi2/36) = 1 (left figure) and example of the solution (4.60) with interface defined by
Γ : x2/(pi2/16) + y2/(pi2/36) = 1 (right figure). The solutions are obtained by BDF4-DPM4
on grid 1280× 1280 at a final time T = 0.1. Model (4.56) with λ1 = 10, λ2 = 1 is used for
both figures.
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Table 4.7: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = pi/4, b = pi/6 centered at the origin, and the exterior domain is Ω1 = [−1, 1]× [−1, 1]\Ω2.
Test problem (4.56), (4.60) with continuous solution and discontinuous flux and material
coefficients λ1 = 10, λ2 = 1. The dimension of the set of basis functions is N 01 +N 11 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 2.0619 E−2 — 3.3646 E−5 —
160× 160 4.7572 E−3 2.12 2.0364 E−6 4.05
320× 320 1.1292 E−3 2.07 1.1834 E−7 4.11
640× 640 2.7477 E−4 2.04 7.2672 E−9 4.03
1280× 1280 6.9163 E−5 1.99 5.5669 E−10 3.71
Grid E∇x Conv. Rate E∇x Conv. Rate
80× 80 5.2046 E−2 — 1.2772 E−4 —
160× 160 1.4393 E−2 1.85 1.0497 E−5 3.60
320× 320 4.0794 E−3 1.82 7.9414 E−7 3.72
640× 640 1.0870 E−3 1.91 5.9797 E−8 3.73
1280× 1280 2.8509 E−4 1.93 4.2368 E−9 3.82
Grid E∇y Conv. Rate E∇y Conv. Rate
80× 80 6.9755 E−2 — 1.4278 E−4 —
160× 160 1.9215 E−2 1.86 1.2204 E−5 3.55
320× 320 5.1537 E−3 1.90 9.6832 E−7 3.66
640× 640 1.3364 E−3 1.95 6.4240 E−8 3.91
1280× 1280 3.5170 E−4 1.93 4.4682 E−9 3.85
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Table 4.8: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain is the circle with R = 1
centered at the origin and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2. Test problem
(4.56), (4.61) with material coefficients λ1 = λ2 = 1. The dimension of the set of basis
functions is N 01 +N 11 = 15.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.4960 E−5 — 7.6437 E−9 —
160× 160 3.3252 E−6 2.17 2.6351 E−10 4.86
320× 320 8.0747 E−7 2.04 1.5220 E−11 4.11
640× 640 2.0550 E−7 1.97 1.0545 E−12 3.85
1280× 1280 5.2287 E−8 1.97 5.0193 E−13 1.07
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 9.6755 E−5 — 2.3023 E−8 —
160× 160 2.7633 E−5 1.81 1.0647 E−9 4.43
320× 320 7.3440 E−6 1.91 7.2529 E−11 3.88
640× 640 1.9116 E−6 1.94 5.5156 E−12 3.72
1280× 1280 4.8873 E−7 1.97 2.3093 E−12 1.26
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 5.0079 E−5 — 1.7467 E−8 —
160× 160 1.2601 E−5 1.99 7.8108 E−10 4.48
320× 320 2.9763 E−6 2.08 3.6291 E−11 4.43
640× 640 7.5893 E−7 1.97 2.7711 E−12 3.71
1280× 1280 1.7966 E−7 2.08 9.2371 E−13 1.58
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Table 4.9: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.61) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 01 +N 11 = 14.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 7.6881 E−4 — 3.6981 E−6 —
160× 160 1.3587 E−4 2.50 1.3966 E−7 4.73
320× 320 3.0556 E−5 2.15 6.9116 E−9 4.34
640× 640 7.0384 E−6 2.12 4.7680 E−10 3.86
1280× 1280 1.4834 E−6 2.25 2.9068 E−11 4.04
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 3.5415 E−3 — 1.8532 E−5 —
160× 160 8.4177 E−4 2.07 1.1510 E−6 4.01
320× 320 2.5576 E−4 1.72 5.9865 E−8 4.27
640× 640 9.1801 E−5 1.48 4.1454 E−9 3.85
1280× 1280 2.4652 E−5 1.90 3.0029 E−10 3.79
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.1226 E−3 — 1.4928 E−5 —
160× 160 4.4288 E−4 1.34 8.7078 E−7 4.10
320× 320 1.1094 E−4 2.00 2.9190 E−8 4.90
640× 640 2.9997 E−5 1.89 1.6709 E−9 4.13
1280× 1280 8.1752 E−6 1.88 1.0353 E−10 4.01
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Table 4.10: Grid Convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.61) with material coefficients λ1 = λ2 = 1 and mixed boundary
conditions on the boundary ∂Ω1 (Dirichlet boundary condition on x = ±2 and Neumann
boundary condition on y = ±2). The dimension of the set of basis functions is N 01 +N 11 = 14.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 7.6881 E−4 — 3.6981 E−6 —
160× 160 1.3563 E−4 2.50 1.3966 E−7 4.73
320× 320 3.0555 E−5 2.15 6.9115 E−9 4.34
640× 640 7.0382 E−6 2.12 4.7555 E−10 3.86
1280× 1280 1.4823 E−6 2.25 2.6223 E−11 4.18
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 6.2981 E−3 — 2.7304 E−5 —
160× 160 1.2811 E−3 2.30 1.6395 E−6 4.06
320× 320 3.4898 E−4 1.88 7.1143 E−8 4.53
640× 640 1.1413 E−4 1.61 6.4634 E−9 3.46
1280× 1280 2.8904 E−5 1.98 4.4645 E−10 3.86
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.3998 E−3 — 1.5733 E−5 —
160× 160 4.4540 E−4 1.65 9.3488 E−7 4.07
320× 320 1.1094 E−4 2.01 3.4802 E−8 4.75
640× 640 2.9998 E−5 1.89 2.0272 E−9 4.10
1280× 1280 8.1753 E−6 1.88 1.3403 E−10 3.92
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Table 4.11: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.61) with material coefficients λ1 = 1000, λ2 = 1. The dimension of
the set of basis functions is N 01 +N 11 = 14.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 7.9812 E−4 — 2.9898 E−6 —
160× 160 1.4009 E−4 2.51 2.0200 E−7 3.89
320× 320 3.1875 E−5 2.14 1.1593 E−8 4.12
640× 640 7.3395 E−6 2.12 7.1578 E−10 4.02
1280× 1280 1.5469 E−6 2.25 4.2984 E−11 4.06
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 3.7071 E−3 — 1.1915 E−5 —
160× 160 8.7074 E−4 2.09 1.1238 E−6 3.41
320× 320 2.7019 E−4 1.69 8.1536 E−8 3.78
640× 640 9.7094 E−5 1.48 6.4286 E−9 3.66
1280× 1280 2.6201 E−5 1.89 4.5029 E−10 3.84
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.1155 E−3 — 1.4438 E−5 —
160× 160 4.4213 E−4 1.34 8.0955 E−7 4.16
320× 320 1.1064 E−4 2.00 2.9929 E−8 4.76
640× 640 2.9948 E−5 1.89 1.8004 E−9 4.06
1280× 1280 8.1714 E−6 1.87 1.0894 E−10 4.05
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Table 4.12: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.61) with material coefficients λ1 = 1, λ2 = 1000. The dimension of
the set of basis functions is N 01 +N 11 = 14.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.4217 E−3 — 7.4403 E−6 —
160× 160 2.9665 E−4 2.26 4.0478 E−7 4.20
320× 320 7.3169 E−5 2.02 1.9894 E−8 4.35
640× 640 1.7889 E−5 2.03 1.2509 E−9 3.99
1280× 1280 4.1268 E−6 2.12 7.5583 E−11 4.05
Grid E∇x: DPM2 Rate E∇x: DPM2 Rate
80× 80 3.8663 E−3 — 1.9899 E−5 —
160× 160 1.0083 E−3 1.94 1.4353 E−6 3.79
320× 320 2.8264 E−4 1.83 7.2317 E−8 4.31
640× 640 8.7710 E−5 1.69 4.8302 E−9 3.90
1280× 1280 2.2856 E−5 1.94 3.2323 E−10 3.90
Grid E∇y: DPM2 Rate E∇y: DPM2 Rate
80× 80 1.4592 E−3 — 1.5954 E−5 —
160× 160 5.4385 E−4 1.42 1.0272 E−6 3.96
320× 320 1.3660 E−4 1.99 3.9502 E−8 4.70
640× 640 3.5267 E−5 1.95 2.4817 E−9 3.99
1280× 1280 9.3338 E−6 1.92 1.6533 E−10 3.91
Table 4.13: Grid convergence in the approximate solution and components of the discrete
gradient for TR-DPM2. The interior domain Ω2 is the ellipse with a = 1, b = 0.5 centered
at the origin, and the exterior domain is Ω1 = [−2, 2] × [−2, 2]\Ω2. Test problem (4.56),
(4.61) with material coefficients λ1 = λ2 = 1. The dimension of the set of basis functions is
N 01 +N 11 = 14.
Grid E: DPM2 Rate E∇x: DPM2 Rate E∇y: DPM2 Rate
80× 80 7.4073 E−4 — 3.4746 E−3 — 1.1400 E−3 —
160× 160 1.2603 E−4 2.56 8.3667 E−4 2.05 4.4737 E−4 1.35
320× 320 2.8324 E−5 2.15 2.4533 E−4 1.77 1.0918 E−4 2.03
640× 640 6.5472 E−6 2.11 9.0596 E−5 1.44 2.9761 E−5 1.88
1280× 1280 1.3770 E−6 2.25 2.4439 E−5 1.89 8.1312 E−6 1.87
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Table 4.14: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.61) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 01 +N 11 = 14.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.0135 E−3 — 7.4246 E−6 —
160× 160 3.5331 E−4 1.52 6.6548 E−7 3.48
320× 320 6.6191 E−5 2.42 1.1037 E−7 2.59
640× 640 1.5269 E−5 2.12 4.0942 E−9 4.75
1280× 1280 3.3138 E−6 2.20 2.3671 E−10 4.11
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 5.9560 E−3 — 5.6133 E−5 —
160× 160 3.0166 E−3 0.98 7.4232 E−6 2.92
320× 320 8.0478 E−4 1.91 1.9217 E−6 1.95
640× 640 2.9206 E−4 1.46 5.6177 E−8 5.10
1280× 1280 8.3292 E−5 1.81 4.2715 E−9 3.72
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 8.8393 E−4 — 1.0822 E−5 —
160× 160 1.8939 E−3 −1.10 6.4538 E−6 0.75
320× 320 4.1076 E−4 2.20 1.6162 E−6 2.00
640× 640 1.0743 E−4 1.93 3.9642 E−8 5.35
1280× 1280 2.9308 E−5 1.87 2.0309 E−9 4.29
Figure 4.7: Example of the solution (4.61) with interface defined by Γ : x2 + 4y2 = 1 (left
figure) and example of the solution (4.62) with interface defined by Γ : x2 + 4y2 = 1 (right
figure). The solutions are obtained by BDF4-DPM4 on grid 1280 × 1280 at a final time
T = 0.1. Model (4.56) with λ1 = λ2 = 1 is used for both figures.
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Next, the exact solution for the test problem in Tables 4.15–4.20 is similar to the exact
solution (4.61), but has a much higher frequency (oscillations) in the exterior subdomain Ω1,
and is defined as (see also Figure 4.7, right plot):
u(x, y, t) =

u1(x, y, t) = e
−t sin(3pix) cos(7piy), (x, y) ∈ Ω1,
u2(x, y, t) = e
−t(x2 − y2), (x, y) ∈ Ω2.
(4.62)
Next, in Tables 4.21–4.22, we consider several additional tests with the exact solution
defined as (see also Figure 4.8, left plot):
u(x, y, t) =






, (x, y) ∈ Ω1,





, (x, y) ∈ Ω2.
(4.63)
Finally, the exact solution u(x, y, t) for the test problem in Tables 4.23–4.24 has jump
conditions at the interface that oscillate in time and u(x, y, t) is described below (see also
Figure 4.8, right plot):
u(x, y, t) =

u1(x, y, t) = 0, (x, y) ∈ Ω1,
u2(x, y, t) = 1000 sin(10pit)x
4y5, (x, y) ∈ Ω2.
(4.64)
In the tests presented in Tables 4.6–4.12 and in Tables 4.14–4.24, we consider BDF2 as
the time discretization for DPM2, and BDF4 as the time discretization for DPM4. Similarly
to [3], we also tested the proposed high-order methods in space using the trapezoidal scheme
(TR) as the time discretization. We obtained very similar results using BDF2-DPM2 and
TR-DPM2. To illustrate with an example, in Table 4.13, we present results obtained with
TR-DPM2 for comparison with results in Table 4.9 obtained using BDF2-DPM2 for the
same test. Similarly, note that the accuracy obtained with BDF4-DPM4 and TR-DPM4
were in very close agreement on all the tests we considered. However, TR-DPM4 is much
more computationally expensive since it is only second-order accurate in time, and the
required time step ∆t = O(h2) is much smaller than the time step ∆t = O(h) needed for
BDF4-DPM4 in order to maintain fourth-order accuracy in space.
In all the numerical experiments presented in this section, we consider curves Γ (4.57)
with different aspect ratios a/b as the interface between subdomains. Note that we also
performed the same set of tests using a circle (i.e., a = b) for the interface curve, and
obtained similar convergence rates: second-order and fourth-order convergence rate in the
maximum error in the solution, as well as in the maximum error in the discrete gradient of
the solution for DPM2 and DPM4; respectively, for example, see Figure 4.9. In Table 4.8, the
slow down in the convergence rate for DPM4 on finer meshes is due to the loss of significant
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Table 4.15: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain is the circle with R = 1
centered at the origin and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2. Test problem
(4.56), (4.62) with material coefficients λ1 = λ2 = 1. The dimension of the set of basis
functions is N 02 +N 12 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1025 E−1 — 4.8459 E−2 —
160× 160 2.6875 E−2 2.04 1.4713 E−3 5.04
320× 320 6.8304 E−3 1.98 8.0078 E−5 4.20
640× 640 1.6937 E−3 2.01 4.3420 E−6 4.20
1280× 1280 4.2290 E−4 2.00 2.6202 E−7 4.05
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0007 — 2.1336 E−1 —
160× 160 2.5093 E−1 2.00 1.3739 E−2 3.96
320× 320 6.4225 E−2 1.97 7.5298 E−4 4.19
640× 640 1.5953 E−2 2.01 4.0899 E−5 4.20
1280× 1280 3.9995 E−3 2.00 2.5927 E−6 3.98
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6609 — 4.1642 E−1 —
160× 160 4.7529 E−1 1.81 2.1383 E−2 4.28
320× 320 1.2658 E−1 1.91 1.3405 E−3 4.00
640× 640 3.1638 E−2 2.00 8.1454 E−5 4.04
1280× 1280 7.8696 E−3 2.01 4.8436 E−6 4.07
digits as the absolute level of error gets close to machine zero, and for the test shown in
Table 4.14, sufficient mesh refinement is required to obtain the expected convergence rates
due to the relatively high aspect ratio of the interface curve (Γ : x2 + 16y2 = 1).
Furthermore, the results presented in Figure 4.9 show that the convergence rate achieved
by DPM (DPM2 and DPM4) on parabolic interface models is not affected by the size of
the aspect ratio of the considered circular/elliptical domains (overall, we obtained second-
and fourth-order accuracy for the tests considered). Moreover, the accuracy of DPM2 and
DPM4 is not affected by the size of the jump ratio in the diffusion coefficients as can be
seen from the Tables 4.9–4.12, Table 4.16, Tables 4.18–4.19, and Tables 4.21–4.24 or by the
considered boundary conditions; see Tables 4.9–4.10. As shown in Tables 4.16–4.17, the
method is also well-suited for domain decomposition approaches or adaptive simulations. In
particular, in Tables 4.16–4.17, we show that if a much coarser mesh is used in the domain
Ω2 with a less oscillatory solution, the accuracy is very similar to the accuracy obtained by
using the same fine mesh in both domains.
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Table 4.16: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.62) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 02 +N 12 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1021 E−1 — 4.8460 E−2 —
160× 160 2.6941 E−2 2.03 1.4713 E−3 5.04
320× 320 6.8303 E−3 1.98 8.0078 E−5 4.20
640× 640 1.7103 E−3 2.00 4.4226 E−6 4.18
1280× 1280 4.3016 E−4 1.99 2.7469 E−7 4.01
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0007 — 2.1335 E−1 —
160× 160 2.5093 E−1 2.00 1.3739 E−2 3.96
320× 320 6.4225 E−2 1.97 7.5298 E−4 4.19
640× 640 1.5953 E−2 2.01 4.0899 E−5 4.20
1280× 1280 3.9851 E−3 2.00 2.4691 E−6 4.05
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6609 — 4.1640 E−1 —
160× 160 4.7403 E−1 1.81 2.1383 E−2 4.28
320× 320 1.2658 E−1 1.90 1.3405 E−3 4.00
640× 640 3.5818 E−2 1.82 8.1454 E−5 4.04
1280× 1280 8.9701 E−3 2.00 4.8436 E−6 4.07
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Table 4.17: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.62) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 02 +N 12 = 3. Non-matching meshes for Ω1 (Grid I) and Ω2 (Grid II).
Grid I Grid II E: DPM2 Rate E: DPM4 Rate
160× 160 40× 40 2.7142 E−2 — 1.4713 E−3 —
320× 320 80× 80 6.8358 E−3 1.99 8.0078 E−5 4.20
640× 640 160× 160 1.7250 E−3 1.99 4.4570 E−6 4.17
1280× 1280 320× 320 4.3347 E−4 1.99 2.7579 E−7 4.01
Grid I Grid II E∇x: DPM2 Rate E∇x: DPM4 Rate
160× 160 40× 40 2.5093 E−1 — 1.3739 E−2 —
320× 320 80× 80 6.4225 E−2 1.97 7.5298 E−4 4.19
640× 640 160× 160 1.5953 E−2 2.01 4.0899 E−5 4.20
1280× 1280 320× 320 3.9851 E−3 2.00 2.4691 E−6 4.05
Grid I Grid II E∇y: DPM2 Rate E∇y: DPM4 Rate
160× 160 40× 40 4.7450 E−1 — 2.1383 E−2 —
320× 320 80× 80 1.2658 E−1 1.91 1.3405 E−3 4.00
640× 640 160× 160 3.6066 E−2 1.81 8.1454 E−5 4.04
1280× 1280 320× 320 9.0284 E−3 2.00 4.8436 E−6 4.07
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Table 4.18: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.62) with material coefficients λ1 = 1000, λ2 = 1. The dimension of
the set of basis functions is N 02 +N 12 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1247 E−1 — 4.5922 E−2 —
160× 160 2.7736 E−2 2.02 1.4668 E−3 4.97
320× 320 7.2126 E−3 1.94 9.7493 E−5 3.91
640× 640 1.8600 E−3 1.96 6.1556 E−6 3.99
1280× 1280 4.6821 E−4 1.99 3.8729 E−7 3.99
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0142 — 1.9462 E−1 —
160× 160 2.5334 E−1 2.00 1.3300 E−2 3.87
320× 320 6.5334 E−2 1.96 7.3914 E−4 4.17
640× 640 1.6360 E−2 2.00 4.2018 E−5 4.14
1280× 1280 4.1011 E−3 2.00 2.5568 E−6 4.04
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6682 — 3.9898 E−1 —
160× 160 4.7259 E−1 1.82 1.9675 E−2 4.34
320× 320 1.2611 E−1 1.91 1.2806 E−3 3.94
640× 640 3.7275 E−2 1.76 7.9745 E−5 4.01
1280× 1280 9.4443 E−3 1.98 5.0201 E−6 3.99
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Table 4.19: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.62) with material coefficients λ1 = 1, λ2 = 1000. The dimension of
the set of basis functions is N 02 +N 12 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1021 E−1 — 4.8460 E−2 —
160× 160 2.6938 E−2 2.03 1.4713 E−3 5.04
320× 320 6.8303 E−3 1.98 8.0078 E−5 4.20
640× 640 1.7116 E−3 2.00 4.4229 E−6 4.18
1280× 1280 4.3106 E−4 1.99 2.7473 E−7 4.01
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0007 — 2.1335 E−1 —
160× 160 2.5093 E−1 2.00 1.3739 E−2 3.96
320× 320 6.4225 E−2 1.97 7.5298 E−4 4.19
640× 640 1.5953 E−2 2.01 4.0899 E−5 4.20
1280× 1280 3.9851 E−3 2.00 2.4691 E−6 4.05
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6609 — 4.1640 E−1 —
160× 160 4.7402 E−1 1.81 2.1383 E−2 4.28
320× 320 1.2658 E−1 1.90 1.3405 E−3 4.00
640× 640 3.5813 E−2 1.82 8.1454 E−5 4.04
1280× 1280 8.9737 E−3 2.00 4.8436 E−6 4.07
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Table 4.20: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.25 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.62) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 02 +N 12 = 3.
Grid E: DPM2 Rate E: DPM4 Rate
80× 80 1.1021 E−1 — 4.8460 E−2 —
160× 160 2.6873 E−2 2.04 1.4713 E−3 5.04
320× 320 6.8303 E−3 1.98 8.0078 E−5 4.20
640× 640 1.6937 E−3 2.01 4.3420 E−6 4.20
1280× 1280 4.2290 E−4 2.00 2.6887 E−7 4.01
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
80× 80 1.0007 — 2.1335 E−1 —
160× 160 2.5093 E−1 2.00 1.3739 E−2 3.96
320× 320 6.4225 E−2 1.97 7.5298 E−4 4.19
640× 640 1.5953 E−2 2.01 4.0899 E−5 4.20
1280× 1280 3.9851 E−3 2.00 2.4691 E−6 4.05
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
80× 80 1.6754 — 4.1640 E−1 —
160× 160 4.7478 E−1 1.82 2.1383 E−2 4.28
320× 320 1.2658 E−1 1.91 1.3405 E−3 4.00
640× 640 3.4376 E−2 1.88 8.1454 E−5 4.04
1280× 1280 9.3278 E−3 1.88 4.8436 E−6 4.07
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Table 4.21: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.63) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 01 +N 11 = 30.
Grid E: DPM2 Rate E: DPM4 Rate
160× 160 1.9789 E−4 — 2.7787 E−7 —
320× 320 4.7654 E−5 2.05 1.6946 E−8 4.04
640× 640 1.2033 E−5 1.99 1.0478 E−9 4.02
1280× 1280 3.0447 E−6 1.98 6.6320 E−11 3.98
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
160× 160 4.0263 E−4 — 8.3030 E−7 —
320× 320 9.8635 E−5 2.03 5.1278 E−8 4.02
640× 640 2.4795 E−5 1.99 3.2037 E−9 4.00
1280× 1280 6.2404 E−6 1.99 2.0147 E−10 3.99
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
160× 160 4.5444 E−4 — 7.8078 E−7 —
320× 320 1.0952 E−4 2.05 4.9491 E−8 3.98
640× 640 2.7244 E−5 2.01 3.1439 E−9 3.98
1280× 1280 6.9267 E−6 1.98 1.9934 E−10 3.98
Table 4.22: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.63) with material coefficients λ1 = 1, λ2 = 1000 (example of the
different material coefficients). The dimension of the set of basis functions is N 01 +N 11 = 30.
Grid E: DPM2 Rate E: DPM4 Rate
160× 160 2.8136 E−4 — 3.5928 E−7 —
320× 320 7.0314 E−5 2.00 2.3179 E−8 3.95
640× 640 1.7684 E−5 1.99 1.4809 E−9 3.97
1280× 1280 4.4399 E−6 1.99 9.5923 E−11 3.95
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
160× 160 4.7849 E−4 — 8.8373 E−7 —
320× 320 1.2038 E−4 1.99 5.5880 E−8 3.98
640× 640 3.0157 E−5 2.00 3.5157 E−9 3.99
1280× 1280 7.5442 E−6 2.00 2.2297 E−10 3.98
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
160× 160 6.0641 E−4 — 9.4720 E−7 —
320× 320 1.5331 E−4 1.98 5.9268 E−8 4.00
640× 640 4.0266 E−5 1.93 3.7796 E−9 3.97
1280× 1280 1.0680 E−5 1.91 2.4475 E−10 3.95
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Figure 4.8: Example of the solution (4.63) with interface defined by Γ : x2 + 4y2 = 1 (Left)
and an example of the solution (4.64) with interface defined by Γ : x2 + 4y2 = 1 (Right). The
solutions are obtained by BDF4-DPM4 on grid 1280× 1280 at a final time T = 0.1. Model
(4.56) with λ1 = λ2 = 1 is used for the left figure and model (4.56) with λ1 = 1, λ2 = 1000 is
used for the right figure.
Table 4.23: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.64) with material coefficients λ1 = λ2 = 1. The dimension of the set
of basis functions is N 01 +N 11 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
160× 160 9.9762 E−3 — 6.7679 E−4 —
320× 320 1.8988 E−3 2.39 3.3825 E−5 4.32
640× 640 3.5081 E−4 2.44 1.7882 E−6 4.24
1280× 1280 8.3125 E−5 2.08 1.0675 E−7 4.07
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
160× 160 3.8474 E−2 — 2.6405 E−3 —
320× 320 9.2627 E−3 2.05 1.9427 E−4 3.76
640× 640 3.0389 E−3 1.61 1.3134 E−5 3.89
1280× 1280 8.4412 E−4 1.85 8.9533 E−7 3.87
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
160× 160 4.8148 E−2 — 2.8102 E−3 —
320× 320 1.8412 E−2 1.39 2.6349 E−4 3.41
640× 640 4.9064 E−3 1.91 2.1896 E−5 3.59
1280× 1280 1.3661 E−3 1.84 1.6539 E−6 3.73
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Table 4.24: Grid convergence in the approximate solution and components of the discrete
gradient for BDF2-DPM2 and BDF4-DPM4. The interior domain Ω2 is the ellipse with
a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω1 = [−2, 2]× [−2, 2]\Ω2.
Test problem (4.56), (4.64) with material coefficients λ1 = 1, λ2 = 1000 (example of the
different material coefficients). The dimension of the set of basis functions is N 01 +N 11 = 2.
Grid E: DPM2 Rate E: DPM4 Rate
160× 160 1.2679 E−2 — 1.7861 E−4 —
320× 320 3.2972 E−3 1.94 1.1429 E−5 3.97
640× 640 7.5776 E−4 2.12 7.0576 E−7 4.02
1280× 1280 1.7516 E−4 2.11 4.2724 E−8 4.05
Grid E∇x: DPM2 Rate E∇x: DPM4 Rate
160× 160 4.6315 E−2 — 3.2243 E−4 —
320× 320 1.3103 E−2 1.82 2.1652 E−5 3.90
640× 640 3.3175 E−3 1.98 1.4078 E−6 3.94
1280× 1280 7.9967 E−4 2.05 9.4477 E−8 3.90
Grid E∇y: DPM2 Rate E∇y: DPM4 Rate
160× 160 8.3000 E−2 — 6.0763 E−4 —
320× 320 2.7938 E−2 1.57 4.0041 E−5 3.92
640× 640 6.8421 E−3 2.03 2.5456 E−6 3.98
1280× 1280 1.6947 E−3 2.01 1.5769 E−7 4.01
Figure 4.9: Grid convergence using BDF2-DPM2 (blue) and BDF4-DPM4 (black) is
compared for several different interfaces Γ : x2/a2 + y2/b2 = 1 with increasing aspect ratios
a/b. The results are presented for the test problem (4.56), (4.61) with material coefficients
λ1 = λ2 = 1 (left figure) and for the test problem (4.56), (4.62) with material coefficients
λ1 = λ2 = 1 (right figure). Similar results are produced by DPM for the same test problems
but with different material coefficients in different subdomains, as well as for error in the
gradient of the solution.
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All the aforementioned features highlighted by the results in this section demonstrate
excellent robustness and high-order accuracy of the designed numerical schemes for the
interface problems (similar properties of DPM2 and DPM4 were shown for the elliptic
interface problems [84, 21, 20, 2]). The results in Tables 4.6–4.24 for DPM2 and DPM4
illustrate overall second-order and fourth-order rate of convergence, respectively, in the
maximum error in the solution and in the maximum error in the discrete gradient of the
solution to the parabolic interface problems. The high-order accuracy of DPM2, and in
particular of DPM4, and the efficiency of numerical algorithms based on Difference Potentials
are both crucial for time-dependent problems where lower-order methods can fail to resolve
delicate features of the solutions to model problems [19, 3].
4.6 Conclusions
In this part of the work, we developed efficient, high-order accurate methods in time
and space based on difference potentials for 2D parabolic interface and composite domain
problems. Our construction is suitable for both single domain problems in irregular geometry
and for interface and composite domain problems with nonmatching interface conditions. The
resulting numerical algorithms are not restricted to any particular choice for the boundary
or interface conditions, and the main computational complexity of the designed algorithms
reduces to the several solutions of simple auxiliary problems on regular structured grids.
The developed methods have the built-in flexibility to easily accommodate nonmatching
grids across each subdomain and are well-suited for parallel computing extensions. Moreover,
similar to the previous work in [21, 3, 2], the 2D numerical experiments clearly illustrate
the capability of the Difference Potentials approach to resolve discontinuities at the material
interfaces in the solution and in the gradient with high-order accuracy.
At this point, the methods developed in this work are constructed for problems in 2D
domains with smooth, fixed curvilinear interfaces represented by closed curves. In future
extensions, we will investigate designing robust locally h-adaptive approaches. Moreover,
this is an important step toward efficiently handling domains that have possible geometric
singularities at the interface boundaries, as well as to moving/evolving boundary/interface
problems. Additionally, as part of the current framework, we presented mixed -order accurate
DPM-based schemes. As part of possible future extensions, we will also investigate p-adaptive
algorithms, which allows for more localized adaptivity in the underlying accuracy in the
spatial discretization based on more specific refinement criteria, for example, near the local
vicinity to the interface or other boundaries. Adaptive algorithms are also important in
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applications involving models with multiscale character (for a description of several multiscale
features; see for example [95]). Additional future directions include extending developed
methods to nonlinear models in 2D and 3D.
Next in Chapter 5, we apply the DPM-based framework for parabolic models to nonlinear
reaction-diffusion equations describing chemical reaction kinetics, which is also a first step
toward the continued development of Difference Potentials-based methods toward a variety
of other nonlinear models. Note that the use of DPM for nonlinear problems arising in





In this chapter, we apply the high-order DPM-based schemes developed in [4, 3] to the
study of nonlinear reaction diffusion equations; also see Chapters 3–4. Reaction diffusion
equations provide a natural starting point for the continued development of high-order
DPM-based schemes toward many nonlinear models involving diffusion. Reaction diffusion
equations also arise in a wide variety of applications describing many important chemical,
biological, and physical processes. Solutions to reaction diffusion equations also exhibit a
diverse array of behavior, including traveling wave solutions, steepening fronts, and pattern
formation-related phenomena.
Reaction diffusion equations were originally studied in the context of modeling reacting
chemical systems. They are also used to effectively model certain processes in chemical
engineering and related areas, including ignition and combustion reactions [89], and various
radiation diffusion models [67, 105]. In biology, they have been utilized further to describe
models of different aspects of population dynamics, genetics. They have also found use in
models of certain aspects of developmental biology and many other areas. A comprehensive
review of various applications and related aspects of the underlying PDE theory can be
found in, for example [26, 71].
The study of these equations using existing tools from analysis and PDE theory is limited
in most cases due to the fact that these models are nonlinear. Consequently, analytical
solutions and other detailed knowledge about their solutions are rarely available. For a survey
of the existing developments in analytical approaches, including asymptotic to reaction
diffusion systems and related systems; see [107]. Therefore, robust numerical methods that
can capture their wide-ranging dynamics are an important tool aiding their study.
However, the limited availability of analytical tools in many cases also makes it more
difficult to develop and analyze the performance of numerical methods for reaction diffusion
equations. Consequently, reaction diffusion equations still present a number of challenges
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for any numerical scheme. As mentioned previously, solutions to reacting diffusion systems
encompass a wide variety of behavior not encountered in corresponding linear problems.
Additionally, as we have seen in previous sections even for linear problems, enforcing
boundary conditions accurately and efficiently in irregular geometry can severely limit the
use of many existing methods in applications. Systems of reaction diffusion equations may
also often involve treating a wide-range in magnitude of parameter values simultaneously in
a single model. For example, in models describing simple chemical systems, which are the
focus of the current work, diffusion rates for different chemical species may vary over several
orders of magnitude between each species. Many existing numerical methods are not capable
of handling such a wide range in parameter values simultaneously without significant loss of
accuracy.
Additionally, high-order numerical methods are also needed to resolve many of the
nonlinear features exhibited by these models more accurately and efficiently than existing
lower order methods. In certain cases, it has been shown that low-order numerical schemes
may only achieve weak decay of high-frequency errors, which leads to incorrect results; see
[78]. However, most approaches in the existing literature are limited to at most second-order
accuracy and the performance of these methods in many cases has only been tested in
simplified 1D settings. Moreover, in previous work dealing with more complicated 2D
problems, the shape of the domain is frequently restricted to cases where the domain is a
rectangle. In applications, the geometry of the domain can have significant influence on the
evolution of these systems [71], and hence, it is necessary to design numerical methods with
a framework with greater geometric flexibility that can also achieve high-order accuracy
A novel feature of the approach presented here is the utilization of high-order accurate
implicit-explicit time discretizations used in conjunction with the underlying high-order
accurate DPM-based framework. Various implicit-explicit time discretizations have been
widely used in many applications dealing with fluid flow and other applications; several
examples are mentioned in [39]. For certain nonlinear problems, implicit-explicit (IMEX)
time discretizations offer a number of advantages over traditional, purely explicit or purely
implicit discretizations [38, 78]. For example, in most cases, explicit methods require
prohibitively small time steps due to stability restrictions, which can limit their use in many
time-dependent problems. On the other hand, solving the systems derived from implicit
schemes can be exceedingly computationally expensive, and in many cases, improvements in
the accuracy are not significant enough to justify the extra computational effort required to
solve implicit systems. Alternatively, implicit-explicit time discretizations offer a number of
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advantages that can address these limitations. For example, they benefit from additional
stability properties over purely explicit time schemes, which can greatly relax the restriction
on the time-step. Furthermore, the cost of solving the resulting mixed-implicit system is
significantly less than the corresponding systems resulting from implicit discretizations.
In this work, we utilize multistep implicit-explicit (IMEX) schemes [39], which are based
on well-known backward-difference (BDF) time schemes. These schemes can be viewed as the
natural extensions of linear multistep schemes used in Chapter 4 for the corresponding linear
parabolic problems. These IMEX schemes have also been previously investigated in the
current context of reaction diffusion equations describing pattern formation (in conjunction
with lower-order standard finite difference discretization on simple rectangular domains) in
[78].
In [4, 3] and in Chapters 3–4, we illustrated that DPM-based methods are well-suited to
handle a number of the aforementioned challenges, including enforcing general boundary
conditions on smooth curvilinear domains and treating large ratios between different model
parameters. In this chapter, we continue to extend the high-order (second-order and
fourth-order in space and time) Difference Potentials-based approach to nonlinear reaction
diffusion problems. A crucial feature of our proposed framework to nonlinear diffusion
problems is that we couple high-order implicit-explicit time-discretization schemes with
a high-order DPM-based approach, which is also a crucial step toward developing future
high-order DPM-based schemes for many other nonlinear models.
The layout of this chapter is as follows. In Section 5.1, we describe the nonlinear reaction
diffusion models under consideration in this chapter. In particular, in Section 5.3, we
describe their application to the study of diffusion-driven instability and pattern formation in
simple chemical systems, which we will use later to test the performance of our DPM-based
approach. In Section 5.2, we describe the extension of the high-order DPM-based techniques
discussed in Chapter 4, to the setting of nonlinear reactions diffusion systems. In Section 5.4,
we illustrate the performance of the extension using several well-known systems of reaction
diffusion equations, which arise in the context of pattern formation-related phenomena
arising in reacting chemical systems.
5.1 Reaction diffusion systems
The focus of this chapter is the numerical approximation of solutions to reaction-diffusion
models defined in a bounded domain Ω ⊂ R2. Without loss of generality, to simplify the
presentation of the proposed high-order DPM-based schemes below, we focus our attention
136
on systems of the form in (5.1)–(5.2), with just two components. However, note that
multicomponent systems can be treated analogously without major modifications.
A general reaction diffusion systems with two interacting components has the form:
∂u
∂t
− λu∆u =f(u, v), (x, y) ∈ Ω and t ∈ (0, T ], (5.1)
∂v
∂t
− λv∆v =g(u, v), (x, y) ∈ Ω and t ∈ (0, T ]. (5.2)
The components of the solution u := u(x, y, t) and v := (x, y, t) can be interpreted as
representing chemical concentrations of two distinct reacting chemical species. The constants
λu > 0 and λv > 0 denote the diffusion coefficients. The right-hand side sources f := f(u, v)
and g := g(u, v) are assumed to be sufficiently smooth nonlinear functions of both components
the solution. The domain Ω ⊂ R2 is assumed to be a single bounded region enclosed by a
smooth, closed curve Γ := ∂Ω (assumed to be in at least C2).
Equations (5.1)–(5.2) are supplemented with appropriate boundary conditions, which
similarly to previous sections are stated as:
lu(u) =0, (x, y) ∈ ∂Ω and t ∈ (0, T ], (5.3)
lv(v) =0, (x, y) ∈ ∂Ω and t ∈ (0, T ], (5.4)
where the operators lu and lv specify the boundary conditions. For example, in applications
related to experimental chemical reactions, the system is assumed to develop without external
influences, and, hence, Neumann boundary conditions: ∂u∂n =
∂v
∂n = 0, (x, y) ∈ ∂Ω are usually
assumed along the boundary.
The continuous model in (5.1)–(5.4) is also supplemented with appropriate initial
conditions denoted:
u(x, y, 0) =u0, (x, y) ∈ Ω, (5.5)
v(x, y, 0) =v0, (x, y) ∈ Ω. (5.6)
Under these assumptions, the continuous model in (5.1)–(5.6) is well-posed (see [71] and
others regarding some established existence and uniqueness results). We further assume the
operators on the left-hand side of (5.1)–(5.2) are well-defined on larger auxiliary domains Ω0s
(corresponding to each component of the solution) and we assume that for sufficiently smooth
source functions fΩ0s and gΩ0s on Ω
0
s, equations (5.1)–(5.2) are extended to the auxiliary
domains Ω0s for each component u and v, and have unique solutions uΩ0s and vΩ0s on each Ω
0
s,
respectively, which satisfies the given initial and boundary conditions on ∂Ω0s. Note that,
here and below, the subscript s corresponds to each component of the solution: u and v.
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5.2 A high-order accurate Difference Potentials-
based approach
In this section, we extend the high-order DPM-based schemes developed in [3, 4]; see also
Chapter 4 to treat nonlinear reaction diffusion problems of the form described in Section
5.1. In Chapter 4 Section 4.2, we presented second-order and fourth-order schemes based
on Difference Potentials for related linear parabolic problems. Below we show that many
of the main ingredients of the previously described Difference Potentials-based approach
can be used to construct analogous extension of this framework to systems of nonlinear
reaction diffusion. Throughout our discussion below, we assume the reader is familiar with
the framework from previous sections and we focus on the presenting major differences that
arise in its extension to problems of the form (5.1)–(5.6).
To simplify the discussion below, we present the main steps for a single reaction diffusion
equation. With these major steps in place, the extension to larger reaction diffusion systems
with multiple components becomes straight forward. Therefore, in this section, we consider
a single reaction diffusion equation of the form:
∂u
∂t
− λ∆u = f(u), (x, y) ∈ Ω and t ∈ (0, T ], (5.7)
with appropriate boundary conditions given by:
∂u
∂n
= 0, (x, y) ∈ ∂Ω and t ∈ (0, T ], (5.8)
supplemented by an initial condition given by:
u(x, y, 0) = u0, (x, y) ∈ Ω. (5.9)
The nonlinear source function f(u) is assumed to be a sufficiently smooth over Ω. The
domain Ω ⊂ R2 is a fixed bounded region enclosed by a smooth, closed curve Γ := ∂Ω; for
example, see Figure 5.1.
Γ
Ω
Figure 5.1: An example of a domain Ω with smooth, closed boundary Γ.
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Similarly to previous sections, we assume that the operator on the left-hand side of (5.7)
is well-defined on a larger auxiliary domain Ω0 and that for any sufficiently smooth source
function fΩ0(x, y, t) on Ω
0, equation (5.7) is extended to the auxiliary domain Ω0, and has a
unique solution uΩ0 , satisfying the given boundary and initial conditions.
Similarly to the arrangement of the presentation in [4, 3] and previous chapters, we
will present both the second-order and the fourth-order schemes together and indicate the
differences between them throughout the discussion below.
Construction of the fully discrete equations: As in Chapter 4 Section 4.2, the first step
in the Difference Potentials Method approach is to introduce a simple auxiliary domain
Ω0 ⊃ Ω. As before, we embed the original domain Ω into an auxiliary domain Ω0 ⊂ R2 and
state the auxiliary difference problem.
For the sake of convenience, we will again discretize the auxiliary domain Ω0 using a
simple Cartesian mesh; see Figure 5.2. We again define a finite-difference stencils Nκj,k := N
5
j,k
or Nκj,k := N
9
j,k centered at (xj , yk), to be a five-point central finite-difference stencil and the
nine-point central finite-difference stencil, respectively. The definitions of the grid sets N0,
M0, M+, M−, N+, N−, and γ defined on the auxiliary domain (see [80], as well as Chapter
4 Section 4.2.1 ). After the introduction of the auxiliary domain and auxiliary problem
(described below), many of the definitions and major steps discussed in Chapter 4 Section
4.2 can be extended to problems of the form (5.7)–(5.8).
5.2.1 Implicit-Explicit discretizations in time
Analogously to Chapter 4 Section 4.2, we continue with the description of the discretiza-




Figure 5.2: The auxiliary domain Ω0 containing the domain Ω and several points in the
discrete grid boundary γ (corresponding to the stand five-point Laplacian stencil).
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framework developed in [4], also see Chapter 4, is the incorporation of the multistep IMEX
schemes introduced in [38]. IMEX schemes combine many advantages of both implicit
treatment of the stiff spatial diffusion term and explicit treatment of the nonlinear source
term in (5.7). For example, they benefit from relaxed restrictions on the time-step versus
purely explicit time schemes, which require excessively small time-steps to handle the
diffusion term. Additionally, the resulting partially implicit system can be solved much
more efficiently than the corresponding system resulting from fully implicit treatment. Note
further that the particular linear multistep IMEX schemes utilized below are the natural
extensions of the multistep schemes used to treat the corresponding linear parabolic equations
of the form in (4.9) used previously in [3, 4]; also see Chapter 4.
In particular, multistep IMEX schemes yield a reformulation of the original nonlinear
parabolic equation (5.7) as a time-discrete elliptic problem: In particular, given the values of
the numerical solution un, for n ≤ i and denoting the time-step ∆t, the resulting time-discrete
elliptic equation at time level ti+1 takes the form:
L∆t[u
i+1] = F i+1. (5.10)
where L∆t denotes the time-discrete elliptic operator resulting from implicit discretization in
time of the spatial diffusion (5.7) and the right-hand side source F i+1 will explicitly depend
on the original nonlinear source f(un) in (5.7) and values of the solution at previous time
levels un for n ≤ i.
Below, we consider two particular examples of linear multistep IMEX discretizations
leading to a time-discrete elliptic problem of the form (5.10). Namely, we consider the second-
order IMEX backward difference scheme (IMEXBDF2) and the fourth-order IMEX backward
difference scheme (IMEXBDF4). General descriptions regarding favorable boundedness
and monotonicity properties of linear multistep IMEX schemes can be found in [38], where
they where first proposed; also see [5]. Additionally, see [78] for a discussion of some of
their advantageous stability properties arising in the specific context of reaction diffusion
equations. Note there are a number of widely used IMEX time schemes available in the
literature. The framework we discuss below is generalizable to any of these alternatives.
We focus on the particular choices described below due to the relationship these particular
IMEX schemes share with the time schemes used in our previous work in [4].
In both cases, the time-discrete linear operator L∆t[u








where I denotes the identity operator and the coefficient σ2 is a constant that depends on
the particular choice of time discretization. In the case where equation (5.7) is discretized
with using the IMEXBDF2 scheme with second-order accuracy in time, (5.10) takes the
form:





(4ui − ui−1), (5.12)
where σ2 = 32λ∆t . In particular, note the splitting between the implicit treatment of the
spatial diffusion term and the (second-order accurate) explicit treatment of the nonlinear
term f(u).
Similarly, if equation (5.7) is discretized with fourth-order accuracy using the IMEXBDF4
scheme in time, then (5.10) takes the form:
∆ui+1 − σ2ui+1 =− 1
λ
(
4f(ui)− 6f(ui−1) + 4f(ui−2)− f(ui−3))
+ 48ui − 36ui−1 + 16ui−2 − 3ui−3,
where σ2 = 2512λ∆t . Again, note the implicit treatment of the spatial diffusion term and the
fourth-order accurate explicit treatment of the nonlinear reaction term f(u). Throughout the
remaining sections of this chapter, we will limit our discussion to the second-order backward
difference scheme (IMEXBDF2) in time for the construction of the second-order accurate
in space Difference Potentials Method (DPM2). Analogously, the fourth-order backward
difference discretization in time (IMEXBDF4) will be considered for the construction of the
fourth-order accurate in space Difference Potentials Method (DPM4).
Now, we may formulate the fully discrete version of (5.7): Find ui+1j,k , (xj , yk) ∈ N+, ti+1 ∈
(0, T ] such that:
L∆t,h[u
i+1
j,k ] = F
i+1
j,k , (xj , yk) ∈M+, (5.13)
where the fully discrete system of the equations (5.13) is obtained here by discretizing (4.15)
with either the second-order centered finite difference in space (4.21) or with the fourth-order
“direction by direction” approximation in space (4.23) utilized in several preceding sections.
For the reader’s convenience, we repeat them below.To achieve second-order accuracy in



























Therefore, the fully discrete (linearized) system of equations takes the general form:
L∆t,h[u
i+1
j,k ] = F
i+1
j,k , (xj , yk) ∈M+, (5.14)
and the time-discrete elliptic operator L∆t,h[u
i+1








where the right-hand side F i+1j,k in the case of IMEXBDF2 is given by:







(4uij,k − ui−1j,k ), (5.16)
with the constant σ2 := 32λ∆t . Correspondingly, the right-hand side F
i+1 for IMEXBDF4 is
given by:




4f(ui)− 6f(ui−1) + 4f(ui−2)− f(ui−3))− σ2
3
(4uij,k − ui−1j,k ), (5.17)
where σ2 = 2512λ∆t .
We may now state the general auxiliary problem defined on Ω0:
Definition 13. At each time level ti+1, find the solution ui+1 defined on N0, such that it





j,k , (xj , yk) ∈M0, (5.18)
ui+1j,k =0, (xj , yk) ∈ N0\M0. (5.19)
where qi+1j,k defined on M
0 is the given right-hand side grid function.
Similarly to previous sections, the general auxiliary problem defined on Ω0 is an integral
part of DPM-based methods. As before, a general auxiliary problem is used to formulate
the definitions of the particular solution and difference potential. The construction of the
particular solution and difference potential given previously in (4.25) and (4.27), respectively,
in Chapter 4 Section 4.2, carry over identically to the current setting. For the sake of brevity,
we do not repeat their definitions here. Recall from previous sections, the next major step is
to compute the unknown density ui+1γ at the points of the discrete grid boundary γ.
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Discrete boundary equations with projection: At each time level ti+1, the unknown density
ui+1γ must satisfy the discrete boundary equations with projection, which resume the familiar
form: ui+1γ − Pγui+1γ = Gh∆tF i+1γ in order to be a trace of the solution to the difference
equations: L∆t,h[u
i+1
j,k ] = F
i+1
j,k , (xj , yk) ∈ M+ in (5.14). We can express the boundary
equations with projection in the form:
(I−Pγ)ui+1γ = Gh∆tF i+1γ , (5.20)
where I is the identity operator, Pγ is the projection operator corresponding to the difference
potential with density ui+1γ (see (4.29) in Chapter 4 Section 4.2). The right-hand side
Gh∆tF
i+1
γ is the trace of the particular solution determined by the solution to the auxiliary
problem of the form in (4.25) in Chapter 4 Section 4.2 and is then restricted to the discrete
grid boundary γ. Recall that at each time level ti+1, in order to define a unique solution
ui+1γ to (5.20), we need to supplement the boundary equations with the given boundary
conditions (5.8).
Proceeding similarly to [4], also see Chapter 4 Section 4.2.1, at each time ti+1, we define
a 3-term (second-order accurate) extension operator:
piΓ[u
i+1












, (xj , yk) ∈ γ, (5.21)
where piΓ[u
i+1









on the continuous boundary Γ to the discrete grid boundary γ. The quantity d denotes the
signed distance from the point (xj , yk) ∈ γ to the nearest boundary point on the continuous
boundary Γ of the domain Ω (the signed length of the shortest normal from the point
(xj , yk) ∈ γ to the point on the continuous boundary Γ of the domain Ω).






























, (xj , yk) ∈ γ, (5.22)
To simplify the formulas in (5.21) and (5.22) above, we employed the following notation:































(x, y, ti+1), (xj , yk) ∈ γ.
Similarly to Chapter 4, the key idea behind the construction of the extension operator is
based on using the continuous PDE model (5.7) and the Cauchy data ui+1Γ at time t
i+1.
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First, the elements ui+1Γ ≡
(
u(ϑ, ti+1), ∂u∂n(ϑ, t
i+1)
)
of the Cauchy data on Γ are dis-
cretized. The parameter ϑ can be thought of as the arc length along Γ, where |Γ| denotes the
total length of the boundary. Note that the arc length ϑ is selected as the parameterization
at this point only for the sake of definiteness. Next, for smooth, periodic Cauchy data on the













Γ ≈ ui+1Γ (5.23)
The functions Φ0ν = (φ
0
ν , 0) and Φ
1
ν = (0, φ
1
ν) denote the set of basis functions used to
represent the Cauchy data on the boundary of the domain Γ, and (c0,i+1ν , c
1,i+1
ν ) with (ν =
0, 1, ...,N 0, ν = 0, 1, ...,N 1) are unknown real-valued coefficients that must be determined
at each time level ti+1.
In the case of Neumann boundary conditions in (5.8), the coefficients c1,i+1ν in (5.23) are






ν φ1ν |2dϑ. See Chapter 4
Section 4.2.1 for a more detailed discussion regarding the spectral expansion of the Cauchy
data.
A key difference between the previous setting in Chapter 4 and the current discussion for
nonlinear problems is the treatment of the source terms in the equation-based expansion. To
illustrate, below we construct an example of the equation-based expansion for the extension
operators in (5.21) (5.22) for the case of a circular domain centered at the origin. We utilize
the natural parameterization defined using polar coordinates (r, θ) to parameterize Γ. Note
that a similar construction can be extended to domains with general curvilinear boundaries
(the only difference arises in the choice of the local coordinate system used to parametrize
the boundary).
For a circular domain, the parabolic equation in (5.7) can be rewritten in standard polar


















= f(u), (x, y) ∈ Γ, (5.24)
The coordinate r corresponds to the distance from the origin along the normal direction n
to the circular interface Γ. Hence, the extension operator is equivalent to:
piΓ[u
i+1















, (xj , yk) ∈ γ. (5.25)
An expression for ∂
2u
∂r2
in terms of the Cauchy data (u(θ, ti+1), ∂u∂r (θ, t





















The term ∂u∂t can be approximated using standard backward difference formulas with the




(xj , yk, t
i+1) ≈ 3u
i+1
j,k − 4unj,k + un−1j,k
2∆t
, (xj , yk) ∈ Γ. (5.27)




(xj , yk, t
i+1) ≈ 25u
i+1
j,k − 48uij,k + 36ui−1j,k − 16ui−2j,k + 3ui−3j,k
12∆t
. (5.28)
To remain consistent with the discretization of the fully discrete problem in (5.12), the
nonlinear source term f := f(ui+1) can be treated explicitly in the case of IMEXBDF2 as:
f(ui+1) ≈ 2f(ui)− f(ui−1). (5.29)
Similarly, in the case of IMEXBDF4, to remain consistent with the discretization of the fully
discrete problem in (5.13), the nonlinear source term is approximated by:
f(ui+1) ≈ 4f(ui)− 6f(ui−1) + 4f(ui−2)− f(ui−3). (5.30)
Higher-order terms in the equation-based expansions can be obtained by consecutive














































The term ∂f∂r , similarly to (5.29) and (5.30), is again treated explicitly to again remain


















































































































































for corresponding fourth-order accuracy. The term ∂
2f
∂θ2
can be treated analogously to the




∂t , which arises
from the first term in (5.32), ∂
3u
∂r2∂t
, after substituting (5.26), we use the approximations of
the form in (5.29) or (5.30).
Therefore, analogously to the work presented in [4], at each time level ti+1, the boundary
equations are realized as an overdetermined linear system of the dimension |γ| × N 0 for
unknowns c0,i+1ν . This system (5.20) for c
0,i+1
ν is solved identically to previous descriptions
using least-squares to obtain the unknown density ui+1γ .
Generalized Green’s formula: After we obtain the unknown density, we can then compute
the difference potential PN+γu
i+1
γ corresponding to the obtained density u
i+1
γ . Finally,
we reconstruct the approximation to the solution from the unknown density ui+1γ using
the generalized Green’s formula from previous sections: u(xj , yk, t
i+1) ≈ PN+γui+1γ +
Gh∆tF
i+1, (xj , yk) ∈ N+ ∩ Ω (see Chapter 4 Section 4.2).
Discussion: In Chapter 4, we numerically validated that the underlying DPM-based
approach maintains the expected convergence rates O(∆t2 + h2) for IMEXBDF2-DPM2 and
O(∆t4+h4) for IMEXBDF4-DPM4 for the corresponding linear parabolic problems. Based on
these results and the advantageous stability properties built in to IMEX backward-difference
schemes, we expect that IMEXBDF2-DPM2 and IMEXBDF4-DPM4 will converge to the
correct solution with rates similar to the expected order of convergence, second-order and
fourth-order in space and time, respectively. In Section 5.4, we investigate the accuracy and
convergence rates of the proposed schemes with several numerical experiments for reaction
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diffusion models of the form (5.1)–(5.2). We also compare the results we obtain using
the proposed higher-order DPM framework against results obtained using standard finite
difference schemes. 
In order to motivate and help guide the numerical experiments in Section 5.4, first in
the next section, we review the mechanism behind diffusion-driven instability in reaction
diffusion systems.
5.3 Diffusion-driven instability and pattern
formation
The first rigorous description of pattern formation related-phenomena arising from the
interplay between diffusion and nonlinear interaction was proposed by Turing in [99]. The
crucial point Turing illustrated was that uniform homogeneous steady state solutions of
a system in the absence of diffusion can develop into spatially heterogeneous steady state
spatial patterns in the presence of diffusion. Since diffusion is often thought of as a stabilizing
process tending to spread out concentrations and leading to uniform distributions, this result
may sound rather surprising.
In this section, we review the mechanism behind the development of what are now
commonly known as Turing patterns in order to illustrate the concept of diffusion-driven
instability and to use as a guide the numerical experiments in Section 5.4. Our presentation
below follows the more detailed discussion found in [70] and [71].
A number of examples of models of two component reacting diffusion chemical systems
exhibiting pattern formation have been proposed in the literature, including the Schnakenberg
system [86], the Brusselator system [100], the Gierer and Meinhardt system [29], and
the Gray-Scott system [31]. The common mechanism behind pattern formation-related
phenomena in these systems can be characterized by diffusion-driven instability. Below, we
review the conditions for diffusion-driven instability to develop.
First, to simplify the discussion below, note that all of the aforementioned systems and
many others can be converted to the following generic (nondimensionalized) form:
ut −∆u =κf, (x, y) ∈ Ω and t ∈ (0, T ], (5.35)
vt − d∆v =κg, (x, y) ∈ Ω and t ∈ (0, T ]. (5.36)
The constant d denotes the ratio of the diffusion coefficients (λu/λv) in (5.1)–(5.2) and
where the coefficient κ is a proportionality constant related to the length scale (area) of the
domain.
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A homogeneous steady state (or equilibrium state) is a solution denoted (ue, ve) to
(5.35)–(5.36) in the absence of diffusion is given by:
f(u, v) = 0, g(u, v) = 0.
Since we are motivated by physically relevant models, we assume that (5.35)–(5.36) admits
a positive steady state solution. Moreoever, for the sake of simplicity, we assume further
that (5.35)–(5.36) assumes only one nearby steady state solution.




Next, we derive the constraints on (5.37)–(5.38) to guarantee the steady state solution is







For small perturbations about the equilibrium state (ue, ve), the linearization of (5.37)–
(5.38) is given by:






The partial derivatives fu :=
∂f
∂u , fv :=
∂f
∂v , gu :=
∂g
∂u , and gv :=
∂g
∂v are evaluated at
the equilibrium state (ue, ve). Below, we refer to the matrix A as the stability matrix
corresponding to (5.37)–(5.38).
The equilibrium state w = 0 is linearly stable if Re(λ) < 0, for all the eigenvalues λ of
A. The eigenvalues are determined by the roots of the characteristic polynomial associated
with |κA− λI| = 0:
λ2 − κ(fu + gv)λ+ κ2(fugv − fvgu) = 0. (5.40)




κ2(fu + gv)2 − 4κ2(fugv − fvgu)
2
. (5.41)
Therefore, the linear stability of (5.39) is guaranteed under the following two conditions:
Tr(A) =fu + gv < 0, (Constraint I) (5.42)
det(A) =fugv − fvgu > 0. (Constraint II) (5.43)
Note that inequalities (5.42)–(5.43) amount to a pair of constraints on the parameters
appearing in the original system in (5.35)–(5.36).
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Below, we assume that these conditions guaranteeing the conditional stability of the
homogeneous steady state (ue, ve) are satisfied. To further simplify the analysis, we assume
that (ue, ve) is the only steady state solution admitted by (5.37)–(5.38).
Next, we turn back to the original system in (5.35)–(5.36) and demonstrate that under
certain conditions, small perturbations of the stable homogeneous steady state (ue, ve) in
the absence of diffusion are unstable in the presence of diffusion. Again, we linearize about
the (ue, ve) to obtain:






Since system (5.44) is linear, we proceed by the method of separation of variables and seek
solutions of the form w =
∑
j cje
λtwj . Note that the functions wj are the eigenfunctions of
the time-independent eigenvalue problem subject to appropriate boundary conditions:




First, recall that since the operator in (5.45) associated with the Laplacian is symmetric (self-
adjoint), we have that the associated eigenvalues λj are real where 0 = λ1 ≤ λ2 ≤ λ3 ≤ . . . ,
with λj →∞ as j →∞. Additionally, the eigenfunctions wj form a complete orthonormal
basis in L2(Ω); for example, see [24] for details. Therefore, substituting the previous





This reduces further to:
λwj =κAwj + D∆wj
=κAwj − λ2j∆wj .
(5.47)
Hence, the value λ is determined by the characteristic roots of:
det(λI − κA + λ2jD) = 0. (5.48)
Evaluating the determinant reduces the problem of finding the value λ to determining
the roots of the polynomial:
λ2 +
(
λ2j (1 + d)− κ(gv + fu)
)
λ+ h(λj) = 0, (5.49)
h(λj) = −κ2fugv − dkfu − κgvλ2j + dλj + κ2gufv. (5.50)
The homogeneous state (ue, ve) is linearly stable if both solutions have Re(λ) < 0. By the
previous constraints imposed on the kinetic system in (5.39), automatically, we know that
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Re (λ(λ0 = 0)) < 0. Hence, in order for the the homogeneous state to be linearly unstable,
we need Re(λ) > 0 for some λj . In (5.49), since the coefficient in front of λ
2 is positive, we
have Re(λ) > 0 if either of the following conditions hold:
−κ(gv + fu) + λ2j (1 + d) <0 (5.51)
h(λj) <0 (5.52)
However, since we have already assumed that Tr(A) = fu + gv < 0, the only remaining
possibility for Re(λ) > 0 is (5.51). The conditions under which inequality holds are









λ2j (1 + d)− κ(gv + fu)
)
< 0. Therefore, under the assumption det(A) > 0,
the only remaining possibility for Re(λ) > 0 for some λj , implies that
dfu + gv > 0, (Constraint III) (5.54)
Note further that under the assumption that fu + gv < 0, this also implies d 6= 1. In
other words, this means one component in the reaction must diffuse faster than the other for
diffusion driven instability to develop.
However, (dfu + gv) > 0 is necessary, but not sufficient. For h(λj) < 0 for some λj , we
must also have that the minimum of h(λj) is negative for some λj . Differentiating with
respect to λ2j , we find that the minimum is given by:
hmin(λ
2
j ) = κ
(










with det(A) = (fugv − fvgu). This condition may be re-expressed in terms of the following
inequality:
(dfu + gv)
2 − 4d(fugv − fvgu) > 0, Constraint IV (5.57)
We also may conclude that critical value of the diffusion coefficient dc occurs at the bifurcation
when hmin = 0 and is therefore the solution to:
f2ud
2
c + 2(2fvgu − fugv)dc + g2v = 0. (5.58)
Remark 33. In Section 5.4, we compute this threshold for a specific reaction diffusion
system along with some numerical examples.
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Therefore, we have arrived at the following four conditions (also see [70]) guaranteeing
the linear instability of the homogeneous steady state (ue, ve):
fu + gv < 0, (Constraint I) (5.59)
fugv − fvgu > 0, (Constraint II) (5.60)
dfu + gv > 0, (Constraint III) (5.61)
(dfu + gv)
2 − 4d(fugv − fvgu) > 0, (Constraint IV) (5.62)
Since Turing’s original proposition, a number of different experiments have revealed that
even relatively simple chemical systems may give rise to a diverse array of pattern formation-
related phenomena modeled by the mechanism described above, some recent examples can be
seen in [49]. Due to the fact that these systems are described by nonlinear equations, in most
cases, no analytical solutions are available; hence, numerical methods are an important tool
used to guide their study in the contexts of diffusion-driven instability, which has important
implications in chemical engineering, material science, and developmental biology.
In the next section, we will use these results, detailed originally in [70], to compute the
Turing threshold for a particular reaction diffusion system. We will then use these results
to design several numerical tests to evaluate the proposed high-order DPM-based scheme
described in Section 5.2.
5.3.1 The Schnakenberg System
The Schnakenberg system can be viewed as a prototypical example of two-component
chemical systems admitting pattern formation. The Schnakenberg model was originally
proposed in [86] by Schnakenberg as a minimal, but chemically relevant model, exhibiting
periodic behavior. The corresponding PDE system to the Schnakenberg model has the form:
ut −∆u =κ(a− u+ u2v), (x, y) ∈ Ω, (5.63)
vt − d∆v =κ(b− u2v), (x, y) ∈ Ω. (5.64)
with homogeneous Neumann boundary data.
In the absence of diffusion, the corresponding kinetic system admits only one (stable)
steady state given by:




See the corresponding phase diagram in Figure 5.3.
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Figure 5.3: Plots related to the kinetic system arising from (5.63)–(5.64). (Left) Nullclines
of the system (5.63)–(5.64): f (blue), g (black), and the equilibrium state (ue, ve) (red).
(Right) Phase portrait of the (linearized) kinetic system arising from (5.63)–(5.64) about
the stable equilibrium state point (red).






− 2ba+b −(a+ b)2
)
.
At the steady state fu =
b−a
a+b , gu = − 2ba+b , fv = (a + b)2, and gv = −(a + b)2. Since fu
and gv have opposite signs, b > a. Then, imposing the constraints in (5.59)–(5.62) evaluated
at the steady state, we have:
fu + gv < 0 =⇒ 0 < b− a < (a+ b)3, (5.66)
fugv − fvgu > 0 =⇒ (a+ b)2 > 0, (5.67)
dfu + gv > 0 =⇒ d > (a+ b)
3
b− a , (5.68)
(dfu + gv)
2 − 4d(fugv − fvgu) > 0 =⇒ d2(b− a)2 − 4bd(b− a) + 4b2 > 4d(a+ b)4. (5.69)
These constraints can be thought of as defining a parameter space sometimes referred to
as the Turing Space. Parameters (a, b, d) inside the Turing Space produce the instability
in certain eigenmodes associated with the eigenvalues λj , which lead to the formation of
spatially heterogeneous patterns from perturbations of the homogeneous steady state. The
critical threshold for the ratio of the diffusion coefficients in this specific case is the root of








b(a+ b)3 + (a+ b)(a+ 3b)
)
(a− b)2 . (5.70)
With fixed parameters κ, a, and b, the critical diffusion ratio dc can be determined. Therefore,
if select diffusion coefficient ratio d, i.e., λu/λv is chosen outside the critical Turing threshold
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(d > dc), we expect perturbations of the equilibrium state will lead to pattern formation
related phenomena; for some examples, see [70].
Next in Section 5.4, we investigate the development of Turing patterns in the Schnakenberg
system to illustrate the performance of our high-order DPM-based methods for reaction
diffusion equations.
5.4 Numerical results
In this section, we present the performance of high-order DPM-based schemes described
in Section 5.2 for reaction diffusion problems in the form of (5.1)–(5.6). We also numerically
verify that the expected convergence rates O(∆t2 + h2) and O(∆t4 + h4) are achieved for
the second-order (IMEXBDF2-DPM2) approach and the fourth-order (IMEXBDF4-DPM4)
approach, respectively.
Error estimates: In the absence of known exact solutions for the nonlinear problems
presented below, the error estimates in this section were made against a reference solution
denoted uref , computed on a refined grid defined by mesh width h =
1
2N where N denotes
the number of subintervals in each direction defining the finest test grid (i.e., the reference
solution is computed on a 2N × 2N refined grid). Since it is more computationally efficient
to store the error at the final time-step, which does not require storage of the reference
solution at all previous time-levels, we estimate the error at the final time step corresponding
to the a final simulation time denoted T .
We estimated the error in the maximum norm at the final step using by:
E := max
(xj ,yk)∈Ω
|uref − unumer|, (5.71)
where unumer denotes the numerical approximation to the solution. Similarly to previous
sections, we also estimate the maximum error in the components of the discrete gradient









∇xu := uj+1,k − uj−1,k
2h
and




Remark: We also note that in the existing literature, error and convergence estimates
are rarely presented for reaction diffusion systems in the setting investigated below.
Initialization: In order to apply the linear multistep IMEX discretizations discussed in
Section 5.2, we also require an initialization procedure. The following standard start-up
procedure based on a Richardson-extrapolation method [50] was selected.
Given initial data at ui at time-level t = ti, to generate the required additional
initialization step for IMEXBDF2 at t = ti+1, we first compute an intermediate approximation
at ti+1 using IMEXBDF1 with time-step size ∆t denoted u∗,i+1. Next, a second intermediate
approximation at ti+1 denoted u∗∗,i+1 is also computed using using IMEXBDF1 with smaller
step size ∆t/2. Using the two intermediate approximations, a second-order approximation
at the first time-level ti+1 can then be obtained from the standard second-order accurate
Richardson extrapolation formula: ui+1 = 2u∗∗,i+1−u∗,i+1. After the two-level initialization
is obtained, succeeding time steps can then computed using IMEXBDF2 as presented in
(5.12) in Section 5.2 .
Analogously for the IMEXBDF4, we can generate the required four-level initialization
using several repeated steps of fourth-order Richardson-extrapolation as follows. We can
apply the previous (second-order accurate) extrapolation formula: w∗∗,i+1 := 2u∗∗,i+1−u∗,i+1
to obtain the first intermediate approximation at t = ti+1. Next, a second intermediate
set of values denoted u∗∗∗,i+1 is then computed using time-step size ∆t/4. Using the two
intermediate approximations w∗∗,i+1 and u∗∗∗,i+1, a fourth-order accurate approximation
u,i+1 at the first time-level is computed from the standard fourth-order variant of the
Richardson extrapolation formula given by: ui+1 = 13
(
4u∗∗∗,i+1 − w∗∗,i+1). After the first-
level of the initialization ui+1 is determined, obtaining the remaining levels of the initialization




4u∗∗,i+2 − u∗,i+2) where the intermediate values u∗∗,i+2 and u∗,i+2 are computed using
the obtain approximation ui+1 and the initial data ui using IMEXBDF2 with time step
sizes ∆t/2 and ∆t, respectively. Then, an identical procedure can also be carried out for the
remaining time-level in the initialization t = ti+3 to obtain ui+3 .
Choice of basis functions: As a final note, similarly to the numerical results presented in
previous sections, we utilize the standard trigonometric system of basis functions for the





















, ν = 0, 1, 2, . . . ,
and φν ≡ φ0ν ≡ φ1ν .
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5.4.1 Numerical tests
The numerical tests below investigate the performance of the DPM-based methods for
reaction diffusion equations in the particular setting of pattern formation-related phenomena
resulting from diffusion driven instability. Recall, the reaction diffusion systems corresponding
to the Schnakenberg model for a simple two-component, reacting chemical system can be
written in the form:
ut − λu∆u =κ(a− u+ u2v), (x, y) ∈ Ω and t ∈ (0, T ], (5.74)
vt − λv∆v =κ(b− u2v), (x, y) ∈ Ω and t ∈ (0, T ], (5.75)
subject to zero-Neumann boundary conditions along ∂Ω:
∂u
∂n
=0, (x, y) ∈ ∂Ω and t ∈ (0, T ], (5.76)
∂v
∂n
=0, (x, y) ∈ ∂Ω and t ∈ (0, T ], (5.77)
In the numerical tests below, the initial data are taken to be a smooth perturbation of
the uniform, steady state given by:
u(x, y, 0) =(a+ b) + δe−100((x−1/6)
2+(y−1/4)2) (x, y) ∈ Ω (5.78)
v(x, y, 0) =
b
(a+ b)2
(x, y) ∈ Ω (5.79)
The values of parameters are selected as: δ = 1/1000, κ = 100, a = 0.1305, b = 0.7695. The
diffusion coefficients are selected as: λu = 0.05 and λv = 1. The critical Turing threshold
ratio in (5.70) is dc ≈ 8.55. Hence, for this choice of parameters λu/λv = 20, we expect
perturbations of the uniform steady state in (5.65) will lead to pattern formation-related
phenomena resulting from diffusion-driven instability as presented in [69, 70] and also in
Section 5.3).
Remark 34. The Schnakenberg system (5.74)–(5.75) can be viewed as a protypical example
of reaction diffusion equations that illustrates the behavior of many other similar reaction
diffusion models mentioned previously, including the Brusselator system, the Gierer and
Meinhardt system, among others (see [71], as well as the brief review in Section 5.3).
5.4.1.1 Standard IMEX-based finite difference test
First, in order to set up a benchmark to which we can later compare the proposed
DPM-based methods, we first present the performance and convergence results obtained
using just standard finite difference discretizations in conjunction with IMEX discretizations
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in time. We present results for a basic second-order accurate scheme (in time and space)
obtained from the IMEXBDF2 in time (5.12) with the standard five-point Laplacian stencil
(FD2) in (5.14) for the discretization in space. Similarly, we also present results of the
corresponding fourth-order scheme obtained from the IMEXBDF4 (5.13) in time and the
nine-point direction-by-direction stencil approximating the Laplacian (FD4) in (5.14).
For the first set of results presented in Table 5.1 for the basic IMEX-based finite difference
schemes, the domain Ω is taken to be simply the rectangle given by:
Ω := [−1, 1]× [−1, 1]
The Neumann boundary conditions in (5.76)–(5.77) enforced along the boundary of the
rectangle ∂Ω were approximated with second-order and fourth-order accuracy, respectively,
using the following standard one-sided approximations:
∂u
∂n
(xj , yk, t
i+1) ≈ 3u
i+1




(xj , yk, t
i+1) ≈ 25u
i+1
j,k − 48ui+1j+1,k + 36ui+1j+2,k − 16ui+1j+3,k + 3ui+1j+2,k
2h
For both the second- and fourth-order schemes (in space and time), the time step size
was taken proportionally to the finest mesh width and is given by ∆t = 0.5hmin with
hmin = 1/1280.
5.4.1.2 IMEX-based DPM tests
In this section, we illustrate the performance of the second-order and fourth-order
DPM-based schemes proposed in Section 5.2. For the test below, the domain Ω is given by
the interior of a circle of radius R = 0.5 centered at the origin:
Ω = {(x, y) : x2 + y2 = R2} (5.80)
For the sake of convenience, the auxiliary domains for each component are taken to be:




For the results presented in Tables 5.2–5.3, we use the same choice of parameters and
initial conditions above in (5.78)–(5.79). Note that for both the second- and fourth-order
schemes (in space and time), the time step size is given by ∆t = 0.5hmin with hmin = 1/1280.
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Table 5.1: Error estimates using standard finite difference methods IMEXBDF2–FD2
(left) and standard finite IMEXBDF4–FD4 (right) at T = 0.5 (∆t = 0.5/1280) using a
reference solution computed on the 640 × 640 grid for the Schnakenberg model (5.74)–
(5.75) on a rectangle with Ω = [−1, 1] × [−1, 1]. The diffusion coefficients are set to
λu = 0.05, λv = 1(λv/λu = 20).
h N ×N Eu : (FD2) Rate Eu : (FD4) Rate
5.00 E−2 40× 40 5.9443 E−1 — 3.5148 —
2.50 E−2 80× 80 1.2877 E−1 2.21 3.2929 E−2 6.74
1.25 E−2 160× 160 2.7763 E−2 2.21 2.0093 E−3 4.03
h N ×N E∇xu : (FD2) Rate E∇xu : (FD4) Rate
5.00 E−2 40× 40 8.0181 — 3.4763 E+1 —
2.50 E−2 80× 80 2.6592 1.59 9.3114 E−1 5.22
1.25 E−2 160× 160 5.5357 E−1 2.26 4.5035 E−2 4.37
h N ×N E∇yu : (FD2) Rate E∇yu : (FD4) Rate
5.00 E−2 40× 40 8.0181 — 3.4763 E+1 —
2.50 E−2 80× 80 2.6592 1.59 9.3114 E−1 5.22
1.25 E−2 160× 160 5.5357 E−1 2.26 4.5035 E−2 4.37
First in Table 5.2–5.3, we present the convergence estimates taken with respect to the
reference solution. In particular, both IMEXBDF2-DPM2 and IMEXBDF4-DPM4 recover
their expected convergence rates, second- and fourth-order, respectively, in both the solution
and the components of the discrete gradient. We also note, in addition to observing the
expected convergence rates, that the accuracy achieved using IMEXBDF4-DPM4 is an
improvement over the lower-order scheme IMEXBDF2-DPM2.
In Table 5.3, in order to investigate the dependence in the performance of the methods on
the total number of basis functions for the spectral approximation described in Section 5.2,
we show the analogous convergence results obtained using fewer total basis functions. Note
that for both tests, the magnitude of the error is very similar and we recover the expected
second- and fourth-order convergence rates for IMEXBDF2-DPM2 and IMEXBDF4-DPM4,
respectively. This suggests that we are using a sufficient number of harmonics to approximate
the components of the Cauchy data in (5.23). We note that the errors in Table 5.2 (using
more harmonics) are slightly smaller as expected. As an object of future research, we will
investigate the choice of basis functions and the dependence on the total number of basis
functions further.
One of the advantages of the DPM-based approach in comparison to other approaches is
that no special modifications are required to enforce Neumann boundary conditions assumed
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Table 5.2: Error estimates IMEXBDF2–DPM2 (left) and IMEXBDF4–DPM4 (right) at
T = 0.5 (∆t = 0.5hmin) using a reference solution computed on the 640 × 640 grid for
the Schnakenberg model (5.74)–(5.75) with Ω0 = [−2, 2] × [−2, 2] using N 0 = 150 total
harmonics. The diffusion coefficients are set to λu = 0.05, λv = 1(λv/λu = 20).
h N ×N Eu : (DPM2) Rate Eu : (DPM4) Rate
5.00 E−2 80× 80 9.2314 E−1 — 2.7248 E−1 —
2.50 E−2 160× 160 2.2783 E−1 2.02 1.3571 E−2 4.33
1.25 E−2 320× 320 4.7973 E−2 2.25 7.6881 E−4 4.14
h N ×N E∇xu : (DPM2) Rate E∇xu : (DPM4) Rate
5.00 E−2 80× 80 3.4551 — 1.1710 E−1 —
2.50 E−2 160× 160 4.2024 E−1 3.04 2.4485 E−2 2.26
1.25 E−2 320× 320 3.3524 E−2 3.65 5.2925 E−4 5.53
h N ×N E∇yu : (DPM2) Rate E∇yu : (DPM4) Rate
5.00 E−2 80× 80 2.9653 E−1 — 1.1159 E−2 —
2.50 E−2 160× 160 7.6007 E−2 1.96 6.1388 E−3 0.86
1.25 E−2 320× 320 1.8867 E−2 2.01 2.1508 E−4 4.84
along ∂Ω. Recall, that as part of the DPM-based framework, the boundary conditions are
incorporated directly into the system of boundary equation (5.20). As a consequence, they
do not affect the sparsity pattern of the linear system corresponding to the auxiliary problem
(which may be supplemented with zero-Dirichlet conditions) and accounts for the major
computation cost at each time-step. For problems involving long time integration, like the
examples of Turing pattern formation presented here, this results in a major speed up in the
overall simulation time. In the case of the fourth-order stencil, it is also greatly reduced due
to the more advantageous sparsity pattern relative to the corresponding system that must
be solved in the case of the standard finite difference approach. Similarly, this also applies
to other classes of boundary conditions, including mixed boundary conditions.
First, in Figure 5.4, we illustrate that for diffusion coefficients inside the Turing
threshold, both DPM-based schemes return to the homogeneous steady state from the
initial perturbation in (5.78)–(5.79) as expected. In contrast, as described in [70] and
reviewed in Section 5.3, for diffusion coefficients outside the critical Turing Threshold
(5.70), which was determined through the constraints in (5.59)–(5.62) from [70], we expect
the development of spatially heterogeneous patterns. We see the development of lamellar
structures (spots) in Figure 5.5–5.6.
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Table 5.3: Error estimates IMEXBDF2–DPM2 (left) and IMEXBDF4–DPM4 (right) at
T = 0.5 (∆t = 0.5hmin) using a reference solution computed on the 640× 640 grid for the
Schnakenberg model with Ω0 = [−2, 2] × [−2, 2] using N 0 = 100 total harmonics. The
diffusion coefficients are set to λu = 0.05, λv = 1(λv/λu = 20).
h N ×N Eu : (DPM2) Rate Eu : (DPM4) Rate
5.00 E−2 80× 80 8.9210 E−1 — 2.7160 E−1 —
2.50 E−2 160× 160 2.1937 E−1 2.02 1.2974 E−2 4.39
1.25 E−2 320× 320 4.6445 E−2 2.24 7.5086 E−4 4.11
h N ×N E∇xu : (DPM2) Rate E∇xu : (DPM4) Rate
5.00 E−2 80× 80 3.3651 — 2.0446 E−1 —
2.50 E−2 160× 160 4.2078 E−1 3.00 2.3353 E−2 3.13
1.25 E−2 320× 320 3.1584 E−2 3.74 1.4133 E−3 4.05
h N ×N E∇yu : (DPM2) Rate E∇yu : (DPM4) Rate
5.00 E−2 80× 80 2.7110 E−1 — 8.7225 E−2 —
2.50 E−2 160× 160 7.7758 E−2 1.80 7.9754 E−3 3.45
1.25 E−2 320× 320 1.9739 E−2 1.98 5.8994 E−4 3.76
Figure 5.4: Plots of the numerical solution to (5.74)–(5.75) using IMEXBDF2-DPM2 on
the 160× 160 mesh (left) and using IMEXBDF4-DPM4 on the 160× 160 mesh (right) after
25,600 time-steps. The diffusion coefficients λu = 0.25, λv = 1(λv/λu = 4) are selected to lie
outside the the Turing threshold for pattern formation for (5.74)–(5.75) and the solution
returns to steady state as expected.
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Figure 5.5: Plots of the numerical solution to (5.74)–(5.75) using IMEXBDF2-DPM2 on
the 320 × 320 mesh after 25,600 time-steps. The diffusion coefficients λu = 0.05, λv =
1(λv/λu = 20) are selected to satisfy the Turing conditions for (5.74)–(5.75) to admit a
Turing pattern leading to spot formation.
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Figure 5.6: Plots of the numerical solution to (5.74)–(5.75) using IMEXBDF4-DPM4 on
the 320 × 320 mesh after 25,600 time-steps. The diffusion coefficients λu = 0.05, λv =
1(λv/λu = 20) are selected to satisfy the Turing conditions for (5.74)–(5.75) to admit a
Turing pattern leading to spot formation.
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5.5 Conclusions
In this chapter, we described an extension of our a high-order accurate Difference
Potentials-based framework used in conjunction with high-order accurate IMEX time schemes
to handle nonlinear reaction diffusion equations. In particular, we illustrated the use
of high-order multistep IMEX schemes closely related to well-studied stable backward
difference discretizations in time. In Section 5.4, we tested the performance of the presented
methods against a prototypical nonlinear model for reacting chemical systems exhibiting
diffusion-driven pattern formation. We numerically illustrated some of their high-order
convergence properties in the approximation of the solution and the components of the
discrete gradient. The numerical results also highlight several advantages in terms of
accuracy, efficiency, and flexibility of high-order accurate DPM-based approach combined
with high-order IMEX schemes. The framework we have presented here also adds to a growing
number of other DPM-based results (see [80, 103, 18, 82], as well as others) that provide
a future road map for the treatment of other important related nonlinear time-dependent
PDE models that will be the subject of future investigations.
5.6 Future directions
There are multiple directions that may be pursued as future research. In particular, as
mentioned previously, the extension of high-order accurate DPM-based schemes to nonlinear
reaction diffusion systems presented in this chapter is a step toward treating other related
nonlinear systems. We discuss several of these potential directions in more detail below.
Reaction diffusion systems and other related parabolic systems can exhibit traveling
wave and steeping front solutions [89]. For example, the following reaction diffusion equation
has been used as a benchmark test in many previous studies (e.g., [90]):
∂u
∂t
− λu∆u = f(u), (x, y) ∈ Ω, (5.81)
where the source has the form f(u) = Rαδ (1 + α − u)eδ(1−
1
u) and R,α, δ are constant
parameters. This problem models a reaction mixture of two chemicals with u representing
the reaction temperature. Steepening fronts and traveling wave solutions admitted by
(5.81) are examples of advection behavior, which is admitted by related convection diffusion
models and related hyperbolic systems. Finally, models exhibiting steeping front solutions
also provide useful examples for developing adaptive mesh refinement algorithms for many
time-dependent PDEs.
Coupled PDE-ODE reaction diffusion systems can also be used to describe the dynamics
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of reacting chemical mixtures among other applications. For example, the Fitzhugh-Nagumo
system is used in applications as a mathematical model for neuron activation, see [27].
This class of problems can be used to further develop the current high-order DPM-based
framework. These systems are often referred to as ‘fast-inhibitor’ limits, as they can be
viewed as reaction diffusion systems in the form (5.1)–(5.2) in the limit as λv → 0, and
hence take the following generic form:
∂u
∂t
− λu∆u =f(u, v), (x, y) ∈ Ω, (5.82)
∂v
∂t
=g(u, v), (x, y) ∈ Ω. (5.83)
However, solutions to these systems can develop quite different behavior; for example, they
admit spiral wave forms. For models exhibiting spiral wave forms, it has been shown that
lower-order numerical methods cannot fully resolve their solutions; for example, many lower
order methods result in grid-orientation effects that can severely pollute the accuracy of the
approximation on courser grids [39].
Reaction diffusion systems are also related to certain radiation diffusion models. For
example, some radiation diffusion models take the form:
∂E
∂t
−∇ · (λE∇E) =σ(T 4 − E), (x, y) ∈ Ω, (5.84)
∂T
∂t
−∇ · (λT∇T ) =σ(T 4 − E), (x, y) ∈ Ω, (5.85)
Note that equations (5.84)–(5.85) are fully coupled nonlinear reaction diffusion equations
since the material coefficients depend on the components of the solution, for example,
λE := λE(E, T ) and λT := λE(T ). These equations entail a number of additional challenges
that have made it difficult to develop high-order accurate approximation techniques (see the
discussions in [104, 39]). Moreover, in applications, these models may involve highly complex
geometry and mixed boundary conditions. Solutions to (5.84)–(5.85) can exhibit steeping
front solutions that travel across the domain [67, 105], which is similar to the behavior of
solutions related to many other advection diffusion models. A DPM-based approach coupled
with IMEX discretization in time may offer a much more flexible and accurate method that




For the reader’s convenience, we present below details of the time-discrete scheme (4.15).
The coefficient σ2 below is the same as on the left-hand side of (4.15):
1. The trapezoidal scheme in time: In the case of the trapezoidal scheme in time, the
linear operator L∆t[u
i+1] is defined in (4.16), and the right-hand side F i+1 in (4.15) takes
the form:
F i+1 := − 1
λ
(







2. The second-order backward difference scheme (BDF2) in time: In case of the second-
order backward difference scheme (BDF2) in time, the linear operator L∆t[u
i+1] is defined
in (4.16) (similarly to the Trapezoidal scheme in time), and the right-hand side F i+1 in
(4.15) for BDF2 takes the form:
F i+1 := − 1
λ
f(x, y, ti+1)− σ
2
3
(4ui − ui−1). (A.2)
3. The fourth-order backward difference scheme (BDF4) in time: In case of the fourth-
order backward difference scheme (BDF4) in time, the linear operator L∆t[u
i+1] is defined
in (4.16) (similarly to the Trapezoidal and BDF2 schemes in time), and the right-hand side
F i+1 in (4.15) for BDF4 takes the form:
F i+1 := − 1
λ
f(x, y, ti+1)− σ
2
25
(48ui − 36ui−1 + 16ui−2 − 3ui−3). (A.3)
A.2 Details of the construction of the extension operators
Here, we give details of the construction of the extension operators (4.38) and (4.39) for
the case of the circular and elliptical domains. The idea of the construction is based on
the knowledge of the continuous PDE model (4.9) and the use of Cauchy data ui+1Γ at time
ti+1. Very similar construction extends to domains with general curvilinear boundaries (the
difference will be in the choice of the parametrization and local coordinate system).
1. An example of the construction of the extension operator in the case of circular
domains, and polar coordinates (r, θ) as the parametrization of Γ:
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The coordinate r corresponds to the distance from the origin along the normal direction
n to the circular interface Γ. Hence, extension operators (4.38)–(4.39) are equivalent to:
piγΓ[u
i+1
















































, (xj , yk) ∈ γ,
where, as before, d = r− r0 denotes the signed distance from a grid point (xj , yk) ∈ γ on the
radius r, to the nearest point (x, y) ∈ Γ on the original circle corresponding to the radius r0.
The higher-order derivatives ∂
eu
∂re , e = 2, 3, ... on Γ at time t
i+1 in (A.5)–(A.6) can be obtained
through the Cauchy data (u(θ, ti+1)|Γ, ∂u∂r (θ, ti+1)|Γ), and the consecutive differentiation of



















The expression (A.6) for ∂
2u
∂r2
is used in the 3–term extension operator (A.5) in the
second-order method, and is used in the 5–term extension operator (A.6) in the fourth-order
method.






















































































































2. An example of the construction of the extension operator in the case of elliptical
domains, and elliptical coordinates (η, θ) as the parametrization of Γ:
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Analogously to the above case of a circular domain, for the case of the domain where
boundary Γ is defined by an ellipse x2/a2 + y2/b2 = 1, one possible convenient choice is to
employ elliptical coordinates as the parametrization, and represent the extension operators
(4.38)–(4.39) using such parametrization (see [65, 2] as well).
Recall that an elliptical coordinate system with coordinates (η, θ) is given by the standard
transformation:
x =ρ cosh η cos θ
y =ρ sinh η sin θ
where η ≥ 0 and 0 ≤ θ < 2pi; see Figure A.1. Also, recall that the distance from the center
of the ellipse to either foci is defined as ρ =
√
a2 − b2.
In elliptical coordinates, the constant η = η0 ≡ 12 ln a+ba−b , the coordinate line (isoline), is













= cosh2 η − sinh2 η = 1
Now, let us recall that for the choice of elliptical coordinates the basis vectors are defined
as:
ηˆ =(ρ sinh η cos θ, ρ cosh η sin θ)
θˆ =(−ρ cosh η sin θ, ρ sinh η cos θ)
(A.10)
The corresponding Lame coefficients in both directions are equivalent to:
H = ρ
√






Figure A.1: Sketch of the elliptical coordinate system: distance from the center of the
ellipse to either foci - ρ; isoline - η; elliptical angle - θ, [2].
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Consequently, the elliptic operator in (4.9) can be rewritten in the standard elliptical

























Similarly to the above example of a circular domain, the smooth extension operators
(4.38)–(4.39) are equivalent to:
piγΓ[u
i+1
















































, (xj , yk) ∈ γ
where, again as before, d = η − η0 denotes the signed distance from a grid point (xj , yk) ∈ γ
on the coordinate line η, to the nearest point (x, y) ∈ Γ on the original ellipse corresponding
to the contour line η0.
At time ti+1, the higher-order derivatives ∂
eu
∂ηe , e = 2, 3, ... on Γ in (A.13)–(A.14) can be
obtained through the Cauchy data
(
u(θ, ti+1), ∂u∂η (θ, t
i+1)
)
, and the consecutive differenti-
ation of the governing differential equation (A.12) with respect to η as illustrated below.
Note that in polar coordinates, we had that ∂u∂n =
∂u










































































































































Note that in formula (A.16), terms that include second-order partial derivation with respect
to η are replaced by the expressions given in (A.14) and in (A.16).
To approximate the time derivatives and mixed time-space derivatives appearing in
(A.6)–(A.8) and (A.14)–(A.16) in terms of the Cauchy data, we use the following backward-
in-time finite difference approximations (note that terms ∂
3u
∂r2∂t




are determined in our algorithm by differentiating in time (A.6) and (A.14), respectively,
but finite-differences can be employed too). The formulas (A.16)–(A.17) are employed if we
consider second-order discretization in time for (4.9)–(4.11):
∂u
∂t
(xj , yk, t
i+1) ≈ 3u
i+1





(xj , yk, t
i+1) ≈ 2u
i+1
j,k − 5uij,k + 4ui−1j,k − ui−2j,k
(∆t)2
(A.17)
In the case of the fourth-order discretization in time for (4.9)–(4.11), we use the
corresponding higher-order backward difference formulas:
∂u
∂t
(xj , yk, t
i+1) ≈ 25u
i+1
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