the functions in the Gabor dictionary using several filter convolutions. Of course, many functions may not be found from corresponding filter bank forms, but we only needed to find some similar ones which were the convolutions of the filter banks to replace them. Fig. 1 shows the structure of the new dictionary functions. The impulse response at each node of this tree structure decides a 1D dictionary function, and these functions are illustrated in Fig. 2 . The filter parameters are listed in Table 1 .
Introduction: More efficient systems for storing, indexing, and retrieving visual information are required in areas involving vast amounts of digital images [l] . A content-based image indexing and retrieval system, which has recently received a lot of attention, not only eliminates manual processing in image indexing but also provides automatic indexing according to the contents of the images [l, 21. For contents-based features, texture is a fundamental objective, since it provides important information for interpreting the scenes and classifying the image [3] .
The current MPEG-7 texture descriptor, which is ;ow at the working draft stage for international standardisation, uses texture featuring and description techniques based on the human visual system (HVS) [4, 51. For texture featuring, the best-adopted subband representation of the texture is a division of the spatial frequency domain with five octave-band divisions in the radial direction and six equal-width divisions in an angular direction [5] . The image can therefore be decomposed into thirty sub-bands or feature channels to describe the texture. In this Letter, we investigate the rotational invariance for the current MPEG-7 descriptor. To reduce the computational complexity associated with the rotational invariance, a hierarchical rotational similarity measurement which is suitable for the current MPEG-7 texture descriptor is used. Note that the broken lines are drawn as reference angles on the frequency layout for the MPEG-7 homogeneous texture descriptor.
MPEG-7 texture descriptor:
The features of the current IVIPEG-7 descriptor are calculated in the frequency domain of the feature channels with energy vector [e,, el, e3, ..., e30] and energy deviation vector [d,, d2, d3, ..., d30] . By adding the average VDC) and the standard deviation VSD) of the entire image, the final homogeneous texture descriptor can be written as [6] Rotational invariant similarity measurement: The similarity distance between two texture images is measured by summing the weighted and absolute differences between two sets of texture descriptors. We denote the homogeneous texture descriptor of the query image TDquery and the texture descriptor of the image in the database TDdarahaTe. The similarity distance can be written as:
where the normalisation value a@) is the standard deviation of the homogeneous textures for a given database. Since the feature channels for the current MPEG-7 homogeneous texture descriptor are symmetrical with respect to the origin of the polar frequency domain, the texture descriptor for a rotated image is an angular-shifted version from the reference image. Using the angular shift property, we measured the distance between the texture vectors in the database and the query texture vector shifted in the angular direction, which can be shown as
where (I = 18O/L" and m is an integer from 1 to L. The rotational invariant distance was then calculated as shown below:
where "in{d)' indicates that it chooses the minimum value among d. Also note that the rotation-invariant matching process takes L times more.
Methods of similarity measurement
Hierarchical rotational invariant similarity measurement: To find the exact angular position that gives the minimum similarity distance, the incremental step size of 9 needs to be decreased. A full searching technique to find the minimum distance between small incremental angular steps, however, requires a long search time and is impractical for large database sizes. We therefore propose a hierarchical search method to overcome this difficulty. In this method, we divided the search range into three levels in an angular direction. Since the search range is 180", the three levels would have different number of searches and incremental step sizes.
In the first level, the number of searches, L, is six and the incremental step size (9) is 30". At the frst level, a rough minimum distance would be found within a low angular resolution. Note that the full search range of 180" is covered at the first level. As shown in Fig At the second level, the number of additional searches is four and the incremental step size is 10". At the second level, a finer search is performed based on the minimum distance found in the first level. The search range in the second level covers S O " around the reference angle found in the first level. As shown in 
The dotted lines in Fig. Ib show other angles to be measured in the second level. At the third level, the number of additional search is two and the incremental step size is 5". At the third level, the final fine searching is performed based on the minimum distance found in the second level, and the angular coverage is 15"
around the reference angle which is found in the second level. As shown in Fig. IC , the similarity distance of d(query, database) is found by the smallest distance among the distances in the third level, which can be written as 10, 15, 20, 30, 40, 50, 70, 75, 80, 100, 110, 130, 140, 160 and 170". The test images were then taken from the rotated images with a matrix size of 128 x 128. The total number of images in the database was 880. In the database, 16 images had a similar texture pattem but were rotated. The query images were chosen as 55 images rotated by 30", where each query had 15 ground truth images. To test the retrieval performance, an objective measurement method established in MPEG-7 was employed. The retrieval rate (RR) for a query with 15 ground truths can be measured as the percentage of the number of relevant images in the 15 matches. The objective measurement was then defmed as the average retrieval rate by averaging the RRs for all query images, which is denoted as AvRR. Experimental results for the rotational invariance are shown in Table 1 . Table 1 shows AvRRs with the similarity distance measurements in eqns. 2, 4 and 7. As can be seen in the second row of Table 1 , the AvRRs show low performance since the distance measurements in eqn. 2 are not considered in the rotational invariance. The third row of Table 1 shows AvRRs with the rotational invariance measurements of eqn. 4. As demonstrated, the AvRRs are much improved. However, the full search in eqn. 4 requires a large number of distance calculations for the rotational invariance. The fourth row of Table 1 shows that the number of distance calculations for the rotational invariance can be reduced using the hierarchical similarity measurement method. Table 2 shows the similarity matching time measured by a PC (Pentium I1 system with 400MHz CPU and NT operating system). As shown, the hierarchical similarity measurement technique leads to a reduction in the matching time compared to that of the full searching technique.
Conclusion: A new similarity measurement algorithm for achieving a rotationally invariant content-indexing system is proposed. Since texture featuring, based on the current MPEG-7 texture descriptor, is designed such that the feature channels are symmetrical in polar co-ordinates, a rotational invariant similarity measurement is achieved by choosing the minimum distance from among the rotated distances. Computer simulation results show that the proposed rotation invariant similarity measurement works well for MPEG-7 test images. receptive field profiles', Vis. Res., 1980, 20, 
Modelling quantisation error from quantised Laplacian distributions
Byung-Uk Lee Post-processing, restoration or transcoding of P E G and MPEG compressed images require a quantisation error model of discrete cosine transform coefficients. A method is presented to recover the original probability density function (pdf) parameter from quantised data, assuming that the original pdf of the coefficients is Laplacian. Quantisation errors are calculated from the Laplacian model.
Introduction:
Image compression standards such as JPEG, MPEG-1, 2, and 4 employ discrete cosine transform (DCT) and quantisation. We need to estimate the quantisation error for post-processing or transcoding [I] . A Laplacian pdf is frequently used to model DCT coefficients because of its simplicity and accuracy [2] .
The Laplacian pdf p(X) of a random variable X is given by Since the mean is zero and the variance is 2/a2 for a Laplacian pdf, we can estimate the parameter a by 4(2/v), where v is the sample variance of a DCT coefficient. However, we cannot calculate the variance v, since we have quantised data in compressed images [I] . Let X, denote a random variable after uniform quantisation followed by dequantisation, i.e.
X , = r o u n d ( X / Q ) . Q
where Q is the quantisation step size. The variance vq calculated from the quantised sample X, then deviates from the original variance v. Therefore a is not equal to 4 (2/v,) . A method of estimating the Laplacian pdf parameter ci from quantised samples is presented. The pdf is then employed to predict the quantisation error. The variance v, of the quantised samples is calculated as follows:
We have employed the identity Xn: l n2x" = x(l + x)/(l -x )~ for 1 x 1 < 1 in the derivation of eqn. 1. Fig. 1 We then solve for t after substituting t + t' = U, and select a positive solution:
Finally we obtain the Laplacian distribution parameter a by Calculation of quantisation error: Once a has been detemined, we can predict the quantisation error variance e; by Note that the Laplacian distribution becomes a uniform distribution when CI approaches zero, and that e, ' becomes Q2/12 as would be expected for a uniform distribution.
