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1. INTR~D~C~~N 
We shall assume familiarity with matroid theory; for an introduction, see 
Welsh [ 161. 
Let M,, M, be binary matroids with element sets S, , S,, respectively, 
where S,, S, may intersect. We define a new binary matroid M, d M, to be 
the matroid with element set S, d S, and with cycles all subsets of S, d S, of 
the form C, d C,, where Ci is a cycle of M, (i = 1,2). (For sets S, , S,, 
S, d S, denotes (S, - S,) U (S, - S,). A cycle of a binary matroid is a sub- 
set of the elements expressible as a disjoint union of circuits. It is easy to see 
that if C, C’ are cycles then Cd C is a cycle.) 
We are only concerned with three special cases of this operation, as 
follows. 
(i) When S,nS,=a and IS,], IS,] <]S,dS,) (that is, S,, S,#O) 
M, d M, is a l-sum of M, and M, . 
(ii) When ] S, n S, ] = 1, and S, n S, = {z}, say, and z is not a loop or 
coloop of M, or M2, ad 1 S, I, I& I< 1 &A S, ( (fiat is, I s, I, Is, I23), 
M, A M, is a 2-sum of M, and M, . 
(iii) When ) S, n S, ] = 3, and S, n S, = 2, say, and 2 is a circuit of M, 
and M,, and 2 includes no cocircuit of either M, or M, , and I S, 1, 
I S, I < ] S, A S, I (that is, I S, ], I S, ] > 7), M, A M, is a 3-sum of M, and 
M*- 
In each case M, and M, are called the parts of the sum. 
It is helpful to visualize these in terms of graphs. Let G be a connected 
graph, and let Y s V(G) be a minimal cut-set (that is, the deletion of Y from 
G produces a disconnected graph, but no proper subset of Y has this 
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property). Choose non-empty subsets T, , T2 of V(G), such that (T, , Y, TJ 
is a partition of V(G), and no edge joins a vertex of T, to a vertex of Tz. 
Add a set 2 of new edges, one joining every pair of distinct vertices in Y. 
Let G,, G, be subgraphs so that V(G,) = Y U Ti (i = 1, 2), 
E(G,) u E(G,) = E(G) U 2, and E(G,) n E(G,) = 2. Then if ] Y) = k and 
1 <k < 3, the polygon matroid M(G) of G is the k-sum of M(G,) and 
&‘(G2), provided that these both have fewer elements than M(G). 
A matroid is regular if it is binary and has no minor isomorphic to the 
Fano matroid F, or its dual FT. (M* will always denote the dual of M.) 
Tutte proved that a matroid is regular if and only if it can be represented by 
the columns of a totally unimodular matrix [ 111, but we do not assume this 
result. The object of this paper is to show that every regular matroid may be 
obtained by means of l-, 2-, and 3-sums, starting from graphic and 
cographic matroids and copies of a certain lo-element matroid which we call 
I?,,. (A matroid is graphic if it is the polygon matroid of some graph.) 
Brylawski [4] proved the converse, that taking the l-, 2-, or 3-sum of two 
regular matroids produces a regular matroid. 
This theorem has several applications in combinatorics. Edmonds used it 
in an algorithm to recognize totally unimodular matrices (combining it with 
the work of Bixby and Cunningham, and Cunningham and Edmonds); com- 
bined with a theorem of Wagner it reduces Tutte’s “tangential 2-block” con- 
jecture to a conjecture about graphs; combined with Brylawski’s theorem 
above it implies Tutte’s characterization of regular matroids; combined with 
the Kuratowski-Wagner theorem it implies Tutte’s characterization of 
graphic matroids (however, the proof of our result uses this theorem); the 
method of proof may be adapted to give a “short” proof of Tutte’s charac- 
terization of graphic matroids, and a very short proof of a matroid max-flow 
min-cut theorem of the author; and there are some applications to 
“multicommodity flows” in matroids. Some of these will appear in subse- 
quent papers [ 8-101. 
The operations of taking l-, 2-, and 3-sums, even in the extended sense of 
the next section, are not new. A l-sum is simply a “direct sum” or “disjoint 
union”, and 2-sums have also been investigated (for example, [ 2, 31); 3-sums 
are rather less well-known, but are a special case of Brylawski’s “modular 
flat” construction [4], and also occur in [5]. Our theorem too is not the first 
of its kind. There is a famous decomposition theorem in graph theory, due to 
Wagner [ 151, which is closely analogous to ours. Put into matroid language, 
it asserts that all (and only) graphic matroids without minors isomorphic to 
M(K,) may be obtained by means of l-, 2-, and 3-sums, starting from 
polygon matroids of planar graphs and copies of two special graphic 
matroids. (Actually, in Wagner’s paper, it is only necessary to use one 
“special” graph, because he uses a different definition of 3-sum. But the 
adaptation is straightforward.) The close resemblance between Wagner’s 
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theorem and ours may help to make least the form of ours more plausible. 
The proof of the theorem is in three steps. 
(A) We define the (lo-element, regular) matroid R 10, and show that every 
regular matroid may be obtained by l- and 2-sums from regular matroids 
without R ,0 minors and copies of R 10. To do this we show that every regular 
matroid with an R,, minor is 2-separable, in Tutte’s sense, except R 10 itself. 
This step of the proof is essentially easy. (However, some of the lemmas are 
stated in greater generality than is needed here, because they have other ap- 
plications.) 
(B) We define the (12-element, regular) matroid R 12, and show that every 
regular matroid may be obtained by l-, 2-, and 3-sums from regular 
matroids without R ,* minors. To do this we partition the elements of R,, 
into two sets A, B of size 6, and show that every regular matroid with an R,, 
minor has a 3separation (X, Y) with A c_X, B G Y. This requires an 
analysis of the minimal matroids with an RI2 minor, in which the connec- 
tivity between A and B is larger than it is in R 12. 
(C) We show that every 3-connected regular matroid which is neither 
graphic nor cographic has an RI0 or R,, minor. This is lengthy, but the 
matroid theory involved is simple--the difficulties are purely graph-theoretic. 
Let us fix some notation and terminology. E(M) is the set of elements of a 
matroid M, and if E(M) = S, M is said to be on S. For 2 c E(M), M x 2 is 
the restriction of M to 2, that is, the matroid on 2 with circuits those cir- 
cuits of M included in 2. For convenience, M/Z denotes M x (E(M) - Z), 
and M/Z denotes (M*\Z)*. M\Z and M/Z are the results of deleting and 
contracting Z, respectively. We abbreviate M\{x} by M\x, etc. rM is the rank 
function of M, and r,,@(M)) is abbreviated r(M). We shall also omit the 
subscript M when there is no risk of confusion. A loop is an element x such 
that {x} is a circuit. Distinct x, y are parallel if {x, y} is a circuit, and x and 
y are then both said to be parallel elements. The prefix “co-” dualizes a term: 
thus, coloop, cocircuit. Distinct x, y are in series if they are coparallel. A 
puruZZeZ class of M is a maximal subset XC E(M) which contains no loops, 
so that every two distinct members of X are parallel. The parallel classes of 
M therefore form a partition of the non-loops of M. A series class is defined 
similarly. X E E(M) is said to spun Y c E(M) if Y is a subset of the closure 
of X. A4 z N denotes that M is isomorphic to N. 
2. SUMS AND SEPARABILITY 
There is obviously a connection of some sort between being a k-sum (for 
k = 1, 2, or 3) and being k-separable in Tutte’s sense. In this section we 
make the connection precise. 
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Before we do so, however, we shall extend the definition of l- and 2-sums 
to non-binary matroids. Let M, , M, be matroids on sets S, , S,, respectively. 
If S, n S, = 0, and yet S, , S, # 0, we define the l-sum M, d M, of M, and 
M, to be the matroid on S, U S, which has as circuits those sets which are 
circuits of M, or circuits of M, . Clearly this extends the definition of a l- 
sum for binary matroids. 
Secondly, suppose that M,, M, are matroids on S,, S,, and that 
S, n S, = {z }. Suppose also that z is not a loop or coloop of M, or M,, and 
1 S, I, ( S, I>/ 3. Then the 2-sum M, d M, of M,, M, is the matroid on 
S, d S, with circuits the following sets: 
(i) all sets X, c S, - {z } which are circuits of M, , 
(ii) all sets X2 E S, - {z} which are circuits of M,, 
(iii) all sets X, U X,, where Xi c Si - {z} and Xi U {z} is a circuit of Mi 
(i = 1, 2). 
It is easy to see that this extends the definition of a 2-sum for binary 
matroids. 
However, there appears to be no simple way to extend the definition of-a 
3-sum to non-binary matroids. There would, in any case, be no use for such 
a definition in this paper. (Brylawski’s method [4] seems the least com- 
plicated.) 
If (Xl, X,) is a partition of S, we say that (Xl, Xz) is a k-separation of M 
if (X, 1, (X,1> k and 
r(X, ) + r(X,) < r(M) + k - 1. 
It is easy to see that no matroid has a k-separation for k < 1. A k-separation 
is exact if equality holds in the displayed inequality. (Thus every l- 
separation is exact.) M is k-separable if it has a k-separation. M is k- 
connected if it has no k’-separation for any k’ < k. 
The connection between l-sums and l-separation is particularly simple, as 
follows. 
(2.1) If &X2) is a l-separation of M then M is the l-sum of M x X, 
and M x X, ; and conversely, if A4 is the l-sum of M, and M, then (E(M,), 
E(M,)) is a l-separation of M, and M, , M, are isomorphic to (indeed, are) 
minors of M. 
The proof is trivial, A similar result holds for 2-sums, but the proof takes 
several steps. 
(2.2) Suppose that M is the 2-sum of M, and M,. Then 
(E(A4,) - E(M,), E(M,) - E(M,)) is an exact 2-separation of M. 
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Proof: Put E(M,)n E(M,) = {z}, and Xi = E(M,) - {z} (i = 1,2). z is 
not a coloop of 44, , and so there is a set B, c X, independent in M, , with 
1 B, I= r(M,) = rM(XI). Also, z is not a loop of M2, and so there is a set 
B, G X2 U {z} with z E B,, independent in M2, and with 1 B, I= rM(X2). 
From the definition of the circuits of M, d M,, we see that (B, U BJ - {z} 
includes no circuits of M, and so 
Moreover, I X, I, I Xz I > 2, since I E(M,)J > 3 (i = 1,2) and so (X, ,X,) is a 2- 
separation. It is not a l-separation of M, because (since z is neither a loop 
nor coloop of M, or 1M,) M has a circuit intersecting both X, and X,. Thus 
it is an exact 2-separation, as required. 
(2.3) Let (Xl, X2) b e a 2-separation of M. If C,, C, are circuits of M 
and both intersect both X, and X2, then C, n X, & C, n X, . 
Proof: Suppose that C,nX,cC,nX,. Choose x,EC,nX,, 
x2 E (C, - C,) n X, . Now C, n X, is independent in M, and so there is an 
independent set. B, c X, with C, n X, s B,, and with I B, I = r(X,). Choose 
an independent set B, E X, with I B, I = r(X,). Then B, spans X, in A4, and 
so (B, U B2) - {xi , x, } spans xi, x2 and hence E(M). Thus 
r(M) < I B, I + I B, I - 2 = f-(X1) + r(X,) - 2, contrary to the hypothesis that 
(X,, X,) is a 2-separation. 
(2.4) Let (X, , X2) be a 2-separation of M, and let Yi c Xi (i = 1,2) be 
non-empty. Suppose that for i = I, 2, there is a circuit Ci with Ci n X, # %, 
Ci n X, # %, Ci n Xi = Yi. Then Y, U Y2 is a circuit of M. 
Proof Choose C, , C, with these properties so that C, U C, is minimal. 
We prove that C, = C,. First, suppose that (C, U C,) f7 X, is not indepen- 
dent, and let C be a circuit with CC (C, U C,) n X,. Now C sz C,, and so 
there exists x E (C, - C,) n C. Choose y E C, n X,. There is a circuit 
Ci G (C, U C) - {x} with y E Cl,. Then Cl, nX, c C, n X, and so 
C;nX,#%; but YEC; and SO C;nX, #a. By (2.3), C’,nX, = 
C, f7 X, = Y,, and yet C, U Cl, c (C, U C,) - {x}. This contradicts the 
minimality of C, u C,. Thus (C, U C,) n X, is independent, and similarly 
so is (C, uC,)nX,. For i = 1, 2, choose Bi C_ Xi, independent, with 
(C, U C,) n Xi G Bi and with I Bi I = r(Xi). NOW if C, n X, = Y2 the result 
is true. We assume therefore that C, n X, # Y2, and so by (2.3), 
c, nx, cz Y,. Choose x2 E (C, n X,) - Y2, and, similarly, choose 
x,E(C,~X,)-Y~. Then xiEBi (i= 1,2), and B,UB,-{(x1,x,} spans 
x,, x2 and hence E(M). Thus 
contrary to the hypothesis that (Xl, X,) is a 2-separation. 
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(2.5) Let (X,, Xz) be an exact 2-separation of M. Then there are 
matroids M,, M, on X, U {z}, X, U {z}, respectively (where z is a new ele- 
ment), so that M is the 2-sum of M, and M,. 
Proof Define the matroid M, on X, U {z} to have as circuits those cir- 
cuits of A4 which do not intersect Xz, together with all sets YU {z}, where 
a# YE X, is such that there is a circuit C of A4 with C n X, = Y, 
C f7 X, # 0. The result follows easily from (2.4). 
We summarize the results in the following. 
(2.6) If- (4 9 4) is an exact 2-separation of M then there are matroids 
M, , M, on X, U {z}, X, U {z}, respectively (where z is a new element), such 
that M is the 2-sum of M, and 44,. Conversely, tfM is the 2-sum of M, and 
M, then (E(M,) - E(M,), E(M,) - E(A4,)) is an exact 2-separation of M, 
and M,, M, are isomorphic to minors of M. 
Proof Because of (2.2) and (2.5), it only remains to show that if A4 is 
the 2-sum of M, and M, then M,, M, are isomorphic to minors of M. Sup- 
pose then that E(M,) n E(M,) = {z}, and put Xi = E(Mi) - {z} (i = 1,2). 
Then (Xl, X,) is an exact 2-separation of M by (2.2) and so there is a circuit 
C with Cf1X,f0, CnX,#0. Choose yECnX,, and put 
M’, = M x (X, U C)/((Cn X,) - {y}). Then M’ is isomorphic to M,, by 
(2.4). Similarly M, is isomorphic to a minor of M, as required. 
For k = 3 the situation is a little more complicated. First, we are confined 
to binary matroids. Even there, being expressible as a 3-sum is not the same 
as having an exact 3-separation; indeed, we shall see that it is equivalent to 
having an exact 3-separation (Xl, X,) such that 1 X, 1, 1 X, 1 > 4. This is a 
technicality, but there is a second and more awkward difference-the parts 
of a 3-sum are not always isomorphic to minors of the whole. The most we 
can say is that the parts are isomorphic to minors of the whole, provided 
that the whole is 3-connected, and even this is non-trivial to prove; we defer 
the proof to Section 4. 
We begin with a lemma. 
(2.7) Suppose that M,, M, are binary matroids on S, , S, , respectively, 
and M is the 3-sum of M, and M,. If Y, U Y, is a circuit of M, where 
0 # Yi g Si - (S, n S,) (i = 1,2), then there exists z E S, n S, such that 
for i = 1, 2, YiU {Z} is a circuit Of Mi. 
Proof Put Z = S, n S,. Choose cycles C, , C, of M, , M,, respectively, 
so that Y, U Y, = C, A C,. Then C, n Z = C, n Z, and moreover Z is a cir- 
cuit of both M, and M, ; and so by replacing C, , C, by C, d Z, C, d Z if 
necessary, we may assume that I C, n Z ( < 1. Now C, G Y, , because 
Y,#@and Y,UY,isacircuitofM.ThusC,nZ#IZI.Put C,nZ=(z); 
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then C, n 2 = {z}. Now every circuit of Mi included in Ci contains z, 
because Y, U Y2 is a circuit of M; yet Ci is a cycle of Mi, and so 
Ci = Yi U {Z ) is a circuit of Mi (i = 1, 2), as required. 
When A 1 ,..., A, are subsets of S and 2 E S is expressible as A(Ai : i E I) 
for some Z G { l,..., k}, we say that A 1 ,..., A, surround Z. When M is a binary 
matroid on S and Z c S, p(Z) denotes the maximum number of circuits of 
M included in Z, with the property that no one of them is surrounded by the 
others. p*(Z) denotes the same quantity for M*. (It is easy to see that p(Z) 
is also the maximum number of cycles of A4 included in Z with the property 
that no one is surrounded by the others.) 
It is well known that 
(2.8) Zf M is binary and Z E S, rM(Z) + p(Z) = 1 Z 1. 
(2.9) If GL&) is an exact 3-separation of a binary matroid M, with 
1 X, 1, 1 X, 1 > 4, then there are binary matroids M,, M, on X, U Z, X, U Z, 
respectively (where Z contains three new elements), such that M is the 3-sum 
of M, and M,. Conversely g M is the 3-sum of M, and M, then 
wK) - mf,)~ mf,) - Jwd is an exact 3-separation of M, and 
I ww - Jw,)I9 I Qf*) - wK)I 2 4. 
ProoJ: Suppose that (Xi, XJ is an exact 3-separation of the binary 
matroid M, and I X, I, I X, I > 4. Let q be the set of circuits of A4 included in 
Xi (i= 1,2). NOW 
PGW + Pm = PK u X*) - 2, 
and so there are two circuits C,, C, of A4 so that Pi, qz and C,, C, together 
surround all cycles of M. Take three new elements z,, z2, z3 and put 
Z= {zl, z2, z,}. For i= 1, 2, let Mi be the binary matroid on Xi UZ with 
cycles the sets surrounded by pi together with (C, n Xi) U {zl}, 
(C, n Xi) U {z, } and Z. We claim that A4 is the 3-sum of M, and M, . For 
certainly M = M, d M,, and for i = 1, 2, (C, n Xi) U {zl}, (C, n Xi) U {z2} 
and Z are cycles of Mi, and so Z includes no cocircuits of Mi. It remains to 
check that Z is a circuit of Ml, and that Mi has fewer elements than A4 
(i = 1, 2). The second assertion is true because I X, 1, I X, I > 4 and I Z I = 3. 
If the first is false, then one of {z,}, {z2}, {z1,z2} is a cycle of M, or M, 
(M, , say), and so one of C, n X, , C, n Xi, (C, A C,) n X, is surrounded 
by el. But if Y is a cycle of A4 and Yn X, is surrounded by @i, then 
YnX, is surrounded by 5?*, because Ynx, EX, and 
YnX, = Yd (YnX,); and so Y is surrounded by ei U%?*. Thus one of C,, 
C,, C, d C, is surrounded by @I U @*, contrary to 
P(X,) + PW = PK U&l - 2. 
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Conversely, suppose that M is the 3-sum of M, and M,. Put 
E(M,) n E(M,) = z = { zl, z2, z3}, and E(M,) - Z = Xi (i = 1,2). Certainly 
1 X, 1, 1 X2 1 > 4, because 1 E(Mi)I < I E(M)1 (i = 1,2). We must prove that 
PK) + P(W = PK ” X2) - 2. 
Let q be the set of circuits of A4 included in Xi (i = 1,2). Now Z includes 
no cocircuits of Mi, and SO for each Zj E Z there is a circuit Cj of Mi with 
Ci n Z = {Zj). Put Cj = Cj’ d CjZ SO that Cj is a cycle of M (j = 1,2, 3). NOW 
by (2.7), if C is any circuit of A4 such that Cn X,, Cn X, # 0, then 
(C n Xi) U {zj} is a circuit of ikii (i = 1, 2), for some j; and then Cd Cj is 
surrounded by E, U F*. Thus Vi U 5Fz together with C, , C, and C, surround 
all circuits of M. Moreover, (C, d C, d C,) n X, = Ci A Ci A C: A Z and so 
it is surrounded by V, ; and similarly (C, A C, A C,) n X, is surrounded by 
@*. Thus C, A C, A C, is surrounded by GY1 U G?*. It follows that 
P(X,) + Pm 2 PK ” X2) - 2. 
Suppose that strict inequality holds here; then 5F1 U GYz surrounds one of C, , 
C,, C, A C,. Thus g1 surround one of C, n X,, C, n X,, (C, A C,) n X,, 
and so one of these sets is a cycle of M, . But (C, n X,) U {zl }, 
(C, n X,) U {z~}, ((C, d C,) n X,) U {z,, z,} are cycles of M,, and so one 
of 1zA {zzh {z 1, z,} is a cycle of M, . This is contrary to the hypothesis that 
M is the 3-sum of M, and M,, and completes the proof. 
(2.10) Let M be a matroid. Then 
(a) the following are equivalent: 
(i) M is l-separable. 
(ii) M is expressible as a l-sum. 
(b) The following are equivalent: 
(i) M is l- or 2-separable. 
(ii) M is expressible as a l- or 2-sum. 
(c) If M is binary, the following are equivalent: 
(i) M is I- or 2-separable, or has a 3-separation (X,, X,) with I X, 1, 
I x, I > 4. 
(ii) M is expressible as a l-, 2-, or 3-sum. 
Proof. That (ii) implies (i) follows from the previous results. To see that 
(i) implies (ii), b o serve that if A4 has a k-separation then it has an exact k’- 
separation for some k’ < k. 
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3. ARCS AND FUNDAMENTALS 
If M is a matroid on S and 2 c S, a Z-arc is a minimal non-empty subset 
ASS-ZsuchthatthereisacircuitCwithC-Z=A andCnZZ0.A 
Z-fundamental Vor A) is a circuit C such that C - Z = A, where A is a Z- 
arc. 
We observe that all Z-arcs are non-empty and independent in M; and that 
no Z-arc is a proper subset of another. 
(3.1) If C is a circuit with C n Z # 0, then C - Z is expressible as a un- 
ion of Z-arcs. 
Proof We proceed by induction on 1 C - Z I. If C E Z the result is 
trivial. We assume that C - Z # 0. But C n Z # 0, and so C - Z includes a 
Z-arc A. Choose a Z-fundamental F for A. Choose x E A. Now for each 
yEC-(AUZ) there is a circuit C,G(CUF)- {x} with yEC,, and 
C, n Z f 0, because C,, G C - {x}. By induction C, - Z is a union of Z- 
arcs; but 
c-Z=AUU(C,-Z:yEC-(AUZ)) 
and the result follows. 
(3.2) If M is a matroid on S and x, y E S are distinct but are contained 
in the same circuits of M, then either x, y are in series or they are both 
coloops. 
The proof is elementary. 
(3.3) If A is a Z-arc and x, y E A are distinct, then x, y are in series in 
M x (A u Z). 
Proof Because A is a Z-arc, there is no circuit of A4 X (Z U A) contain- 
ing just one of x, y. The result follows from (3.2). (x, y cannot be coloops 
because they are contained in a circuit.) 
When A is a Z-arc and P c Z, we say A + P if there is a Z-fundamental 
for A included in A UP. For its negation we write A t, P. 
(3.4) Suppose that A is a Z-arc, P c Z, A + P, and x0 E A. If C is a cir- 
cuit with x, E C and C n Z E P, then there is a Z-arc A’ such that 
A’c(AuC)- {x,} and such that A’ + P. 
Proof. If possible, choose a counterexample in which C - (A U Z) is 
minimal. Certainly C g A U Z, because A is a Z-arc and A -PP. Choose 
y E C - (A U Z). Let F be a Z-fundamental for A, and choose a circuit C, 
582b/28/3-5 
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with y E C, and C, s (C Ur;> - (x,}. If there is a Z-arc A’ G C, - 2 with 
y E A’ then A’ -+ P, for otherwise the theorem is true; and if there is no such 
Z-arc, then by (3.1) C, n 2 = 0. Thus in either. case there is a circuit 
C, c CU A UP with X, 4 C, and y E C,. Choose a circuit 
C,G(CUC,)-{y} with x&C,. Then C,fZzP, and C,-(AUZ)C 
(C - (A U 2)) - {y}. This contradicts the minimality of C - (A U Z), as re- 
quired. 
(3.5) IfPsZandA,,A,areZ-arcswithA,nA,#DandA,+P,then 
foreveryxEA, thereisaz-arcA withxEAcA,UA,suchthatA+P. 
Proof: Keeping A i fixed, choose the Z-arc A, with A, n A, # 0 and 
A,+P, such that A,UA, is minimal. By setting A=A, andx,,EA,--A,, 
we see from (3.4) that every circuit included in A, U A, UP is included in 
A, UP. 
Now if eA,nA, the result is true, and we assume that xEA, -A,. 
ChooseyEA,nA,. Let F, , F2 be Z-fundamentals for A i , A,, respectively. 
Choose a circuit C with x E C and CC (F, U F;,) - {y}. Then by (3.1) we 
can choose a circuit C, with x E C,-Z c C - Z so that either C, is a Z- 
fundamental or C, n Z = 0. But y @ C, and so C, - Z G A,, because A, is a 
Z-arc; thus (C, - Z) n (A2 -A,) # 0. From the result of the previous 
paragraph, C, - Z is not a circuit, and so is a Z-arc and C, is a Z- 
fundamental; and moreover, C, - Z + P, for the same reason. The result 
follows. 
(3.6) If A,, A, are Z-arcs with A, n A, # 0, and P,, P, c Z are such 
that A,+P,, A,+P,, then there is a Z-arc AsA,UA, such that A+P,, 
4 * 
ProoJ: If possible, choose a counterexample with A I U A, minimal. Then 
certainly we have A, -+ P,, A, -+ P, . Let F, be a Z-fundamental for A, with 
F, c A, UP, . Choose x0 E A i n A,. Then by (3.4), taking C = F,, we see 
that there is a Z-arc A’, with A’, c (A, U A*) - {x,} such that A’, t, P,. 
Similarly, there is a Z-arc A; with A; G (A, U AZ) - {x,} such that A.; -P P,. 
Now A’,&A,; choose yEA:n(A, -A,). In particular, Ai n A, # 0, and 
similarly A;nA,#0. By minimality of A,UA, we have 
A,UA~=A,UA,,andhenceyEA,.ThusA~nA~#IZI;but 
A; U A; G (A, U AZ) - {x,}, 
contrary to the minimality of A 1 U A,. 
(3.7) Let M be a connected matroid on S, and let Z E S be non-empty. 
Let (X,, X2) be a partition of S, so that no Z-arc intersects both X, and X,, 
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and such that for i = I, 2, if A c Xi is a Z-arc then Xi includes a Z- 
fundamental for A. Then 
r(X,) + r(X,) - r(S) = t-(X, n Z) + r(X* n Z) - r(Z). 
Proof. We proceed by induction on 1 S - Z I. If this is zero the result is 
trivial, and we assume not. Choose XC S with Z G X and X # S, maximal 
such that Z intersects every component of M x X. Then X # 0 and so there 
is a circuit C intersecting both X and S -X, and so by maximality of X, 
S-XsC. Thus S-X is independent. Moreover, if x, y E S - X are dis- 
tinct, then a circuit of M containing x must intersect X and so must contain 
y; and so by (3.2), x and y are in series in M. There is a circuit intersecting 
S - X and Z, and so by (3.1) there is a Z-arc A including S - X. Now 
A c X, or X1 (X1, say), and so S - X E X, . Let F be a Z-fundamental for A 
with FsX,. Then S-XCF. 
By induction, applied to the components of M x X, 
t-(X, n X) + r(X, n X) - r(X) = r(X, n Z) + r(Xz n Z) - r(Z). 
But r(X,) = r(X1 n X) + ) S -X ( - 1 since the elements of S -X are in 
series in A4 and FE X,, and 
r(S)=r(X)+IS-Xl-1 
for the same reason. The result follows. 
(3.8) Let M be a matroid eon S, let Z c S, and let (PI, P2) be a partition 
of Z. Then either there is a Z-arc A s&h that A + P, , A + P,, or there is a 
partition (Xl, X,) of S such that Xi n Z = Pi (i = 1, 2) and 
f(XJ + r(&) - r(S) = r(P,) + r(PJ - r(Z). 
ProoJ If Z = 0 we may take X1 = S, Xz = 0. Assume then that Z # 0. 
If M is not connected we may treat its components separately, for if the 
theorem is true for each component it is true for M. Assume then that M is 
connected. Define 
X,=P,UU(ACS-X: A is a Z-arc andA+,& 
Put X, = S - X, . We claim that no Z-arc intersects both X, and Xz. For if 
A is a Z-arc and A n X, # 0, then by (3.5), A E X,. Moreover, if A is a Z- 
arc and A E X, then A + P, by definition of X,. There are now two 
possibilities: 
(i) there is a Z-arc A, c X, such that A, + P, . Pick a Z-arc A, with 
A, n A, # 0 and A, f, P, ; and. then from (3.6) there is a Z-arc A such that 
A+P,, A+P,. 
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(ii) there is no such Z-arc A, c Xi. Then A, + P, for every Z-arc A, 
included in X,, and so the hypotheses of (3.7) are satisfied. The result 
follows. 
4. PARTS OF A ~-SUM 
Our first application of the results of the previous 
followi ng theorem, postponed from Section 2. 
is to prove 
(4.1) If M is binary and is the 3-sum of M, and M,, and M is 3- 
connected, then M,, M, are isomorphic to minors of M. 
The main step in its proof is the following lemma. 
(4.2) Let Z be an independent cocircuit of a binary matroid M, with 
) Z 1 = 3. Then either there is a partition (R 1, R,, R3) of E(M) - Z such that 
for each i, 
r(R i) + r@(M) - Ri) < r(M) + 1 
or M has a minor M’ such that: 
(i) 1 E(M’)( = 6, 
(ii) Z E E(M) and Z is a cocircuit of M’, 
(iii) each z E Z is in a 2-element cocircuit of AI’. 
Proof. We may assume that M is connected, for if the theorem is true for 
the component of M containing Z then it is true for M. Let Z = {z, , z2, z3 } 
and put Pi=Z-{zi} (i= 1,2,3). For every circuit C of M, CnZ=0 or 
=Pi for some i, because Z is a cocircuit and M is binary. In particular, for 
every Z-arc A, A -+ Pi for some i. In fact A + Pi for a unique i, for if A + P, , 
A -+ P,, say, then A U P, , A U P, are circuits, and so P, A P, = P, is a cycle 
of M (since M is binary), which is impossible since Z is independent. Define 
u(A)=i, where AjPi. 
Suppose first that there are two Z-arcs A,, A, with u(A i) # u(A 2) and 
A,f?A,#O. ChoosesuchapairA,,A,withA,UA,minimal.LetA,-+P,, 
A,-+P,, say. Put 
Then every member of 9 is a cycle of M. We claim that these are the only 
cycles included in Z U A, U A,. For suppose that C, is another. Then for 
some C/E%?, C,AC’GA,UA,; and C, A C’ & 59, because C, A C’ # 0 
(since C, # C’). C, A C’ includes a circuit C, say; and then C E A 1 U A,, 
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and so C&K Now OkA,, and so Cn(A,-A,)#0; choose 
xO E C n (A 1 - A,). By (3.4) there is a Z-arc A c (A 1 U AZ) - {x,} such that 
A+P, (sinceA,+RP,). ButAnA,#@, sinceAgA,-A,, and yet 
A UA, G (A, UA,) - {x,}. 
This contradicts the minimality of A i U A,. Thus the only cycles of A4 
included in A I U A, U 2 are the members of SF. Choose x, E A, -A z, 
x,EA,--A,, x,EA,nA,, and put X= {x,,x,,x~}. Put 
M’=Mx (A,uA,uZ)/((A,uA,)-XX). 
Then M’ satisfies the theorem. 
We may therefore assume that for any two Z-arcs A 1, A,, if v(A 1) # v(A,) 
then A,nA,=g. Put 
Ri=U(AEE(M)-ZZ:AisaZ-arcandA-tPi) (i = 1, 2, 3). 
By (3. l), every element in E(M) - 2 is in a Z-arc, since ll4 is connected, and 
so (R,, R,, R3) is a partition of E(M) - Z. 
Take a new eiement e and let M, be the binary matroid on E(M) U {e} 
such that M,\e = M and such that {e, z, , z, } is a circuit of M, . Put 
Z,=ZU{e},andputX,=R,U{e},X,=R,UR,UZ.Then(X,,X,)isa 
partition of E(M,). Now let A be a Z, -arc of M,. Let F be a Z,- 
fundamental for A (of M). Then either F or PA {e, z,, z2} is a circuit of M, 
and so A is a Z-arc of M. Hence A 5 Ri for some i, and so A does not inter- 
sect both X, and X2. If A&R,UR, then AUP, or AUP, is a Z,- 
fundamental for A (of M,), and if A E R I then A U {e} is a Z,-fundamental. 
Thus by (3.7), 
%,K) + %,W - +w) = TM,W~ + Gf,(Z) - Gf,w 
=1+3-3 
= 1. 
But Gfm 2 54W~ r&X,) = r,@(M) - R,), and r(A4,) = r(M); thus 
r(R,)+r(E(M)-R&r(M)+ 1. 
Inequalities for R *, R, are proved similarly. This completes the proof. 
(4.3) Suppose that M is the 3-sum of binary matroids M, and M,, and 
that M is 3-connected. If (Y,, YJ is a 2-separation of M, then for some i, 
Yi = {x, z}, where x E E(M,) - E(M,), z E E(M,) n E(M,), and x, z are 
parallel in M, . 
Proof. Put Z = E(M,) n E(M,) and Xi = E(Mi) - Z (i = 1,2), as usual. 
NowZcY,UY,andIZI=3;weassumethatIY,nZI~2,IfZc_Y,itis 
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easy to see that ((Y, - 2) U X,, Y2) is a 2-separation of M, which is im- 
possible. We deduce that Y, n 2 = 2 - {z}, say,\ and that z E Y2; and 
furthermore that (Y, U {z }, Yi - {z }) is not a 2separation of M,, for the 
same reason. But rM,( Y, U {z}) = rM1( Y,) since 2 is a circuit of M,, and so 
1 Y2 - {z}[ < 1. Equality holds, since 1 Y2 1 > 2; put Y2 - {z} = {x}. Now Y2 
includes a circuit or cocircuit of M, , because if not then rM1( Y2) = I Y2 I 7 2, 
and rM,(YI) = rM1( Y, U Y2), contrary to rM1(Y1) + r,,(Y,) < r(Mi) + 1. Thus 
{x, z } includes a circuit or cocircuit of M, . Now 2 is a circuit of M, and so 
z is not a loop or coloop of M,. And x is not a loop or coloop of M, 
because M is 3-connected and so x is not a loop or coloop of A4. Thus {x, z } 
is a circuit or cocircuit of M,. It is not a cocircuit because 1(x, z} r‘lZ I = 1 
and 2 is a circuit. Hence x, z are parallel in M, , as required. 
(4.4) If M, and M, are binary matroids on S, , S,, respectively, and 2, , 
Z, are disjoint subsets of S, - S,, then 
ProoJ: C is a cycle of wZl/Z2 if and only if C U X is a cycle of M for 
some X G Z,. The result follows. 
Proofof(4.1). Suppose then that M is the 3-sum of M, and M,, and A4 
is 3-connected. Put E(M,) = Si (i = 1, 2), and S, n S, = Z. Then Z is an in- 
dependent cocircuit of MT, and so we may apply (4.2) to it. Suppose that 
(R i, R,, R3) is a partition of E(Mf ) - Z such that for each i, 
r,q(Ri) + r&S, - Ri) Q r(Mr) + 1. 
Now IE(MF)( > 7 and so I Ril> 2 for some i; I R, I > 2, say. Then (R,, 
S, - R i) is a 2-separation of w and hence of M, , but it does not satisfy 
(4.3), a contradiction. 
We deduce from (4.2) that M, has a six-element minor M’, , in which Z is 
a circuit and each z E Z is parallel to some other element of M’, . Choose F, , 
F, so that M’,\F,/F,. Then 
we IF* = (4 A M*)\F1 IF* 
= uK\F, /F*) A M, bY (4.4) 
=M’,AM, 
ZMM,, 
and so M has a minor isomorphic to M,, and similarly for M,, as required. 
The reader may be puzzled by the fact that although M is regular if and 
only if M* is, the decomposition of M provided by our main theorem is not 
invariant under duality; for if M is the 3-sum of M, and M, then M* need 
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not (indeed, cannot) be the 3-sum of MT and Mz. It can be shown that if 
M=M,dM2 then M*= MT A Mf, and one may wonder why we do not 
define a 3-sum to be M, A M, when ] S, n S, ] = 2, for then it would be in- 
variant under duality. Indeed, if A4 is the 3-sum of M, and M,, and 
z E E(M,) n E(M,), then M = (M,\z) A (M*\z), and the third common ele- 
ment of the matroids M,, 44, would appear to be irrelevant. The reason is 
that although our theorem could still be true (a fortiori) with this broader 
sense of 3-sum, the converse would become false; under this new definition 
one could produce the Fano matroid by a 3-sum, starting with, say, the 
polygon matroids of K, and the graph obtained from K, by replacing two 
edges by parallel pairs of edges. 
There is an alternative definition of 3-sum which is invariant under duality 
and which would make *our theorem and its converse both true. When M is a 
binary matroid, we say that distinct e,, e2 E E(M) are adjacent in M if A4 
has no minor M’ isomorphic to A(K4) in which e,, e2 both appear and in 
which they correspond to non-adjacent edges of K,. Clearly e, , e2 are adja- 
cent in M if and only if they are adjacent in M*. Then when M,, M, have 
element sets S,, S, and S, n S, = {e,, e,}, we could say that M, A M, is a 
3-sum of M, and M, if e, , e2 are adjacent in both M, and M,. This defini- 
tion has all the desirable qualities we mentioned, and some more; however, it 
is rather complicated, and we prefer the version given. In passing, it can be 
shown that if M is regular and e, , e, E E(M) are distinct, then e, , e2 are ad- 
jacent if and only if the matroid M’ is regular, where M’ has one extra ele- 
ment e3, M’\e, = M, and {e, , e2, e, } is a cycle of M’. 
5. KELMANS' THEOREM 
Kelmans [7] recently proved a result concerning the structure of 3- 
connected graphs. We need a matroid generalization of it, which we shall 
prove in this section. 
We say that A4 is a subdivision of N if E(M) can be partitioned into non- 
empty sets P, ,..., P,, where k = 1 E(N)I, so that every pair of elements in the 
same Pi are in series, and so that if yi E Pi (1 < i < k) then 
M/@(M) - (~1 v..., Y& g N. 
We say that A4 is cyclically 3-connected if it is a subdivision of a 3-connected 
matroid. It is an easy exercise to prove the following. 
(5.1) If A4 is connected, the following are equivalent: 
(i) A4 is cyclically 3-connected, 
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(ii) for every partition (4 JJ of EP) with 
r(X,) + r(X2) < r(M) + 1, one of X,, X2 is independent, 
(iii) for every such partition (X, , X2) either all the members of X, or 
all the members of X2 are pairwise in series. 
When 2 c E(M) and A 5 E(M) - 2 is a Z-arc such that for every series 
class P of M x 2, A + P, we say A is an adjoinable Z-arc. The reason for the 
name is the following theorem. 
(5.2) Let 2 c E(M) b e such that M x Z is cyclically 3-connected, and let 
A be an aa’joinable Z-arc. Then M X (Z VA) is cyclically 3-connected. 
Proof. Let (Xi, XJ be a partition of Z U A such that 
r(X,) + r(X,) < r(Z U A) + 1. 
Suppose that both X, and Xz include circuits of M X (Z U A). Now it is easy 
to see that 
r(X, f-7 Z) + r(X, f-7 Z) - r(Z) < r(X,) + r(&) - r(X, UX,) 
(this also follows from (8.1)), and so 
r(X,nZ)+r(X,nZ)<r(Z)+ 1. 
Since M x Z is cyclically 3-connected, the elements in one of X, n Z, 
X2 n Z (Xi n Z, say) are in series in A4 x Z by (5.1). Thus X, n‘Z c P for 
some series class P of it4 x Z. Let C be a circuit of M included in X, . Then 
C c A U P. C is not a Z-fundamental, because A + P, and so C c P. But P is 
a series class of A4 x Z, and A4 x Z is connected, and so P = C = Z. This 
contradicts A + P. 
Thus for every such partition (Xi, X2), one of Xi, X, is independent, and 
so by (5. l), M is cyclically 3-connected, as required. 
It follows from (5.2) that if Z, c Z, G . . . c Z, = E(M), and A4 x Z, is 
cyclically 3-connected, and for each i (1 < i < r - 1) Zi+ i - Zi is an ad- 
joinable Zi-arc, then M is cyclically 3-connected. We would like a converse 
to this. The most appealing one would be that 0 # Z G E(M) and M, A4 x Z 
are both cyclically 3-connected then we can find such a sequence Z, ,..., Z, 
with Z = Z, and Z, = E(M). But this unfortunately is not true. For example, 
take M = A(K,), and let Z be the set of edges in a K, subgraph; then there 
is no adjoinable Z-arc. For graphs, there are at least two ways to avoid this 
difficulty, both at the cost of some extra complication. Tutte [ 121 proved 
that a sequence Z I ,..., Z, with prescribed Z, , Z, could always be found with 
the property that each Zi+l - Zi is either an adjoinable Zi-arc or a slightly 
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less simple structure. This theorem of Tutte can be generalized to all 
cyclically 3-connected matroids (indeed, an earlier version of this paper 
proved and used such a generalization) but it becomes cumbersome. The 
following generalization of Kelmans’ theorem is both easier to prove and for 
our purposes easier to apply. 
(5.3) Let 0 # Z c E(M), and let A4 and M x Z both be cyclically 3- 
connected. Suppose that M x Z has at least two series classes. Then for some 
r > 1 there is a sequence Z, c . . . G Z, = E(M) such that for each i 
(1 <i<r- I), Zi+i - Zi is an aa’joinable Zi-arc, and such that A4 X Z and 
A4 x Z, are both subdivisions of the same 3-connected matroid. 
To prove this we use the following. 
(5.4) Let M be 3-connected, and let Z c E(M) be such that A4 x Z is 
connected and M x Z has at least two series classes. Choose Z, c E(M) with 
1 Z, 1 maximum such that M x Z, is a subdivision of M x Z. Then there is an 
adjoinable Z 1 -arc. 
Proof. Let A4 x Z have k series classes. Then k > 2. But no connected 
matroid has exactly two series classes, and so k > 3. A4 has at least k + 1 
series classes, since Z # E(M). But M x Z, is a subdivision of A4 x Z, and 
so has k series classes; thus Z, # E(M). Let the series classes of M x Z, be 
P I ,..., P,. Let A I be any Z,-arc (this must exist since A4 is connected and 
Z, # E(M)). We may assume that A I is not adjoinable, and so A I + P,, say. 
Suppose for a contradiction that 1 P, I= 1, and P, = @}, say. Then A, U @} 
is a circuit of M. Choose a E A, ; and then a, p are parallel in 
(M x (Z, WA))/@ - {a}) = M,, say, and 
since all elements in A - {a} are coloops of (A4 x (Z, U A))\{a}. Thus 
M,\a =MX Z,, 
and so M,\p~ikfXZ,. Hence A4 x ((Z, - @}) VA) is’ a subdivision of 
A4 x Z, . From the maximality of 1 Z, ) we have ( A I = 1 and A = {a}; but 
then {a, p} is a circuit of M, which is impossible since M is 3-connected and 
IE(M)I>kk+ 0.4. 
It follows that I P, ( > 2. Now P, is a series class of A4 X Z, , and so 
@*) + G, -PI) < r(Z,) + 1. 
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However; M is 3-connected, and so there is no partition (Xi, X2) of E(M) 
such that Xi n Z, = P, and such that 
r(4) + r(X,) < rW) + 19 
forifsothenIX,I~lIP,1~2andIX,I~k-1~2andso(X,,X,)isa2- 
separation. 
From (3.8) there is a Z,-arc A such that A + Pi, A t, (2, - Pi). Then A is 
adjoinable, as required. 
Proofof(5.3). By contracting all elements except one from every series 
class of M, we see that it suffices to prove (5.3) when M is 3-connected. The 
proof in that case is by induction on ] E(M) - Z ]. The result is trivial if this 
number is zero; assume then that Z # E(M). By (5.4) there exists Z’ G E(M) 
such that M x Z’ is a subdivision of M x Z, and such that there is an ad- 
joinable Z/-arc A, say. By (5.2), M x (Z’ U A) is cyclically 3-connected, 
and ] Z’ U A ] > ] Z ], and so by induction there is a sequence 
z, G ... sZ,=E(M) such that for 2<i<r-1 each Zi+,-Zi is an ad- 
joinable Zi-arc, and such that M x Z, and A4 X (Z’ U A) are subdivisions of 
the same 3-connected matroid N, say. The series classes of M x Z, and of 
M x (Z’ U A) are in l-l correspondence with the elements of N and so with 
each other in an obvious way. Let A’ be the series class of M x Z, 
corresponding to A. Put Z, = Z, -A’; and then A’ is an adjoinable Z,-arc, 
and M x Z, , M x Z are both subdivisions of the same 3-connected matroid, 
and so the sequence Z, c . . . c Z, satisfies the theorem. 
Actually, in our applications (5.4) is more convenient to use than 
(5.3)-we have proved (5.3) ,merely to show the connection with Kelmans’ 
theorem, which is (5.3) restricted to graphic matroids. 
6. A “WHEELS AND WHIRLS" THEOREM 
For n > 2, the wheel Wn is the binary matroid on {I,..., 2n) which has cy- 
cles all sets surrounded by (2n - 1, 2n, 1 } and the sets {i, i + 1, i + 2) 
(1 < i < 2n - 3, i odd). It is the polygon matroid of the graph consisting of a 
circuit with n vertices and one extra vertex joined (by one edge) to every ver- 
tex of the circuit. 
We observe that {2,4,6,..., 2n) is a circuit of Wn. The whirl ?Y,; is the 
matroid on the same set, in which the same sets are independent, except that 
{ 2, 4, 69-7 2n) is independent in q. 
These matroids may be familiar to the reader, because Tutte [ 131 proved 
that if M is a matroid which is not 2-separable and M is not isomorphic to a 
wheel or whirl, then for some x E E(M), one of M/x, M/x is not 2-separable. 
However, there is no connection between that theorem and the result we are 
concerned with here, as far as I can see. 
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First we prove the following lemma. 
(6.1) Let M be. a connected matroid on S, and let z, ,..., z2,, E S be 
distinct, where n > 2. Let Zi = (Zi, Zi+ I, Zi+ 2) (1 < i < 2n), reading sub- 
scripts modulo 2n. Suppose that for i odd, Zi is a circuit, and for i even, Zi is 
a cocircuit. Then S = (z , ,..., zZnJ and M is isomorphic to Wn or T. 
Proof: Put P = {Zi : i even} and Q = {Zi : i odd}. For i odd, Zi is a circuit 
and Zi - Q = {Z i+ 1 }; thus Q spans P, and r(P U Q) = r(Q) < n. Similarly, if 
r* denotes rM+, r*(P U Q) < n. But for any subset X of a matroid, 
r(X) + r*(X) > 1 X I, with equality only if X is a separator; yet M is assumed 
to be connected. It follows that S = P U Q, and that r(M) = n. 
Let ,W contain all sets X E S such that 1 Xn Q 1 = 2 (Xn Q = {Zj,, Zj*}, 
say, where j2 > j,) and such that Xn P is either P n {Zi : ji < i <j,} or 
P - {Zi : j, < i < j, }. It is easy to see that if some nonempty X c S is such 
that 1 Xn Zi I# 1 for 1 < i < 2n, i even, then X includes either P or a mem- 
ber of 5Y; and so in particular, every circuit of M includes either P or a mem- 
ber of GY. 
On the other hand, every member of @ is a circuit. To show this, it suf- 
fices (by symmetry) to show that 
@I 9 zZr+ 1 1 U {z2, z, ,..., r2J 
is a circuit (r = I,..., n - l), and we prove this by induction on r. It is true by 
hypothesis if r = 1. If r > 1, then by induction, 
{z17 Z2r- 11 u Iz2y Z49’..9 Z2r-2 1 
is a circuit, and so is {z~+~, zZr, z2,.+ l}; and so 
k 9 ZZr+ 1 I u (z2 9 z4 ,a**, Z2r} 
includes a circuit. But this circuit must include P or a member of @, and so 
the inclus;on is an equality, as required. Thus all members of g are circuits 
of M, and every other circuit includes P. If P is a circuit then M z Wn. If 
not, then P spans S, because r(M) = n, and every set P U {z} (z E Q) is a 
circuit. Then M E Vn, as required. 
The main result of this section is the following. 
(6.2) Let M be a matroid on S, and let x, y E S be distinct, and let N be 
another matroid. Suppose that wx/y z N, and that N is connected, and has 
no loops, coloops, or series or parallel elements. Then one of the following is 
true: 
(i) x is a loop, coloop, or parallel element of M; 
(ii) y is a loop, coloop, or series element of M; 
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(iii) for some x’, y’ E S, M\x’/y’ E N but x’ is not a loop, coloop, or 
parallel element of M/y’; 
(iv) for some x’, y’ E S, M\x’/y’ g N but y’ is not a loop, coloop, or 
series element of M\x’ ; 
(v) there exists z E S - {x, y } so that {x, y, z } is both a circuit and a 
cocircuit of M, 
(vi) for some n>/2, NE W,, or K andME W,,+, or%+,, respec- 
tively. 
Proof. We assume that (i)-(iv) are all false. It follows that M has no 
loops, coloops, or series or parallel elements. For suppose that C is a circuit 
of M with ( C ( < 2. C does not include a circuit of M\xly because N has no 
circuits of size <2, and so x E C. Thus x is a loop or parallel element of M 
and (i) is true, contrary to our assumption. Similarly, M has no coloops or 
series elements. It follows that A4 is connected (because M\xly is connected, 
and {x, y} includes no circuits or cocircuits). 
We define inductively a sequence xi, y, , x2, y2 ,... of elements of M with 
the following properties: 
(i) for all i > 1, M\Xi/yi z N and M/yi\Xi+ i z N, 
(ii) for ia 1, {Xi,yi,Xi+l} is a circuit, and {Yi,Xi+,,yi+i} is a cocircuit. 
To do so, we define x1 = x and y, = y. Inductively, having defined x,, 
Yl7*‘.* xi9 Yi, we have that qXi/yi E N and SO by the falsity of (iii), Xi is a 
loop, coloop, or parallel element of M/y,. M has no loops, coloops, or 
parallel elements, and SO for some element Xi+ i # Xi, yi, {Xi yi, Xi + , } is a 
circuit of M. We see that M\Xi/yi % Mlyi\Xi+ i , because Xi, Xi+, are parallel 
in M/y,; and SO M/yi\Xi + i E N. Now by the falsity of (iv), yi is a series ele- 
ment Of wXi+ 1 , and there is an element yi+ i # yi, Xi + i so that 
{Yi~xi+l~ yi+ i } is a cocircuit of M. And again, M\Xi+ i /yi+ i E Mlyi\xi+ i , 
because yi , yi+ i are in series in M\Xi + i , and SO M\Xi+ i/vi + , % N. This com- 
pletes the inductive definition. 
For i> 1, define Zzi-i =Xi, Zzi=yi. Define Zi= {Zi, Zi+l,Zi+z}. Then for 
i odd, Zi is a circuit, and for i even it is a cocircuit. Since A4 is finite, there is 
repetition in the sequence zi, z~,.... Choose i <j with j minimum so that 
zi =Zj. Then jai++, since Zi, Zi+i, Zi+z are distinct by the construction. 
Suppose first that j = i + 3. If i = 1 then {z,, z2, z,} = 2, is both a circuit 
and a cocircuit of M, and so (v) is true. 
Secondly, suppose that j = i + 3 and i = 2. By the falsity of (iv), y, is a 
series element of M\x,, and so there is a cocircuit {z, , z2, z} for some 
ZE s- {z1,z*}. But 2, is a circuit and 2, = {z, , z4, z2}, and so 
z E {z3, z4}. Thus if Y denotes {zi , z2, z3, z4 }, we have r(Y) = 2 and 
r*(Y) = 2, and so Y is a separator. Hence Y = S, which is impossible 
because 1 S I= I E(N)1 + 2 2 6 (since N has no loops, coloops, or series or 
parallel elements). 
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Thirdly, suppose that j = i + 3 and i 2 3. One of Zi-2, Zjm2 is a circuit 
and one is a cocircuit, and yet they have intersection {Zi}, by the minimality 
of j. This is impossible, and so we may assume that j 2 i + 4. 
Suppose that j - i is odd. Then one of Zi, Zj-2 is a circuit and one is a 
cocircuit, but their intersection is {Zi}, a contradiction. Thus j - i is even. 
Suppose that i 2 2. Then one of Zi- i, Zj- 2 is a circuit and one is a cocir- 
cuit, and we obtain a contradiction as before. 
Hence i = 1, and for some n > 2, x, = x,+ i and xi, y, ,..., x,, yn are all 
distinct. To apply Lemma (6. l), it suffices to prove that {y,, x, , y, } is a 
cocircuit. 
Suppose now that n = 2. Then {xi, y, , x,} and {x2, y,, x, } are circuits, 
and { yi , x2, y2} is a cocircuit, and {y2, x, , y3} is a cocircuit. Therefore 
l{yz,q, y3}n {xi, y,,x,}I # 1, and so y3=y1 or x2. In either case, 
T*( {xi, yi , x2, y2}) = 2 and as before Y = S, a contradiction. 
Thus 0 3. Then {yn9x1, yn+J is a cocircuit, but {xi, yi, x,} and 
(x, , y2, x, } are circuits, and so y,, i = yi and {y,, xi, yi} is a cocircuit. 
Thus the hypotheses of (6.1) are satisfied, and we conclude that M (and 
hence N) is isomorphic to a wheel or a whirl. Then (vi) holds. 
7. SPLITTERS 
Let jr be a class of matroids, closed under minors and under 
isomorphism. NE s3 is said to be a splitter for s’ if every A4 Es’ with a 
minor isomorphic to N is l- or 2-separable unless M s N. 
Such objects occur in graph theory, but only in relatively out-of-the-way 
places. The class of graphic matroids, for example, has no splitters. In a non- 
graphic context, however, they appear to be more central. We shall see that 
the class of regular matroids does have a splitter, the matroid we call R iO. 
(7.1) Suppose that N E K, and that for every M E X, if M/x 2 N then 
x is a loop, coloop, or series element of M. Then for every M E F, ifh4 has 
a minor isomorphic to N, then there exists Z E E(M) such that A4 x Z is a 
subdivision of N. 
ProoJ M has a minor isomorphic to N. Choose disjoint subsets X, 
Y c E(M) such that M\JcIYz N, with Y minimal. For y E Y, let My be 
(M/X)/( Y - { y }). Then M,/y z N, and so by hypothesis y is a loop, coloop 
or series element of My. If y is a loop or coloop then M,,/y = M,,\y, and so 
M,\wJ {YMY- {Yl> = N contrary to the minimality of Y. Thus each 
y E Y is a series element of M,, . Let the elements of w/Y be z, ,..., zk . Let 
Li be the subset of {z~,..., z,} U Y containing Zi and those y E Y for which in 
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M,, y is in series with, Zi but with no zj for j < i. Then (L, ,..., Lk) is a parti- 
tion of E(m) and w is a subdivision of N, as required. 
For example, we have the following, which will be used later in the paper. 
(1.2) If M is regular and has an d(K, & minor, then there exists 
Z E E(M) such that M x Z is a subdivision of k(K,,,). 
Proof We merely verify the hypotheses of (7.1), taking R to be the 
class of regular matroids. A mechanical way to do so is to take a representa- 
tion of X*(Ki,3) over GF(2), and examine the matroids obtained from this 
by adding one new vector in all possible ways. Such a matroid M will have 
an element e so that M\e z J*(K,,,), and all such matroids which are 
binary will be constructed (except the one in which e is a coloop). Their 
duals are the matroids which need to be checked. For details, see the Appen- 
dix. 
(1.3) Suppose that NE X, and is non-null and connected, and that the 
following statements are true: 
(i) all circuits and cocircuits of N have at least three elements; 
(i) for every M E F, tf M\x z N then x is a loop, coloop, or parallel 
element of M; 
(iii) for every M E F, tf M/x g N then x is a loop, coloop, or series 
element of M, 
(iv) tfN~ W,,or Kfor somena2, then Wn+,66XorZ;;+,6?.F, 
respectively. , 
Then N is a splitter for R. 
The proof is in two steps. 
Step 1. If M E F and Z G E(M), and M x Z is a subdivision of N, then 
for every Z-arc A there is a series class P of M x Z such that A + P. 
Proof. If possible, take a counterexample M, Z, A with 1 E(M)( 
minimum. Then obviously E(M) = Z U A, and 1 A I= 1. (For all the elements 
in A are in series, and so if 1 A 1 > 1 we may produce a smaller counterexam- 
ple by contracting.) Let A = {a}, say. Let the series classes of M\a be 
P I ,..., P,, where k = ) E(N)I, so that (PI ,..., Pk) is a partition of Z. 
Now if ( Pi I = 1 for all i, then M\a z N, and yet a is not a loop, coloop, or 
parallel eiement of M, contrary to hypothesis. Thus for some i, ( Pi I > 1. We 
assume IPi I > 1. Choose x,, xl, E P,. Now (M/x,) x (2 - {xi}) is a subdivi- 
sion of N, and A is a (Z - {xi})-arc of M/x, (since A U {xi} includes no cir- 
cuits of M); and so by induction there is a circuit of M/x, containing a and 
included in {a} U Pj,) for some j, . This is therefore not a circuit of M, and 
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so’ there is a* circuit C, of A4 with x,, a E C1 and C, - (x,, a} s PJ,, for 
some jr # 1. Similarly there is a circuit Cl, with xl,, a E C’, and 
Cl, - {xl,, a) G Pir for some jl, # 1. But (C, U Cl,) - {a} includes a circuit C, 
and C G 2 and so is a union of at least three Pr’s (because N has no .circuits 
with <2 elements). Thus 1 P, I= 2, and P,, E Cr. Suppose now that for some 
i > 1, 1 Pi I> 2, I P,( > 2, say. Then we have similarly I P, I =2. Choose 
x, E P, ; then there is a circuit C, with x,, a E C, and C, - {x,, a} c Pj2 for 
some j, # 2. Certainly C, # C2 (because even if jr = 2 and j, = 1, C, # C, 
since Pi, C_ C,), and so there is a circuit C E (C, U C,) - {a}. But then C is a 
union of at least three Pi)s, and yet C, U C, only includes two Pi)s, a con- 
tradiction. 
This proves that I P, I = 2, 1 Pi I = 1 (2 < i < k). Thus M\a/x, z N, and we 
may apply (6.2). We discover from (6.2) that one of the following holds. 
(i) a is a loop, coloop, or parallel element of M. This is impossible since 
{a} is a Z-arc of A4 and {a} + P for any series class P of M x 2. 
(ii) x, is a loop, coloop, or series element of M. But x, E C,, and so it is 
not a loop or coloop, and if it is in series with y, say, then y E C, . But y # a, 
and so y E 2, and so y E P, since P, is a series class of Mja. This is im- 
possible since C, n P, = {x1}. 
(iii) For some x’, y’ E E(M), qx’/y’ z N but x’ is not a loop, coloop, or 
parallel element of M/y’. This is impossible by hypothesis (ii) of (7.3). 
(iv) For some x’, y’ E E(M), wx’/y’ z N but y’ is not a loop, coloop, or 
series element of M\x’. This is impossible by hypothesis (iii) of (7.3). 
(v) There exists z # a, x, such that {a, x,, z} is both a circuit and a 
cocircuit of M. Thus z E Z, and z, x1 are in series in M\a; and so z E P, . 
This is impossible because {a} t, P, . 
(vi) For some n > 2, N g Wn or K, and ME Wn+ 1 or K+ 1, respec- 
tively. This contradicts hypothesis (iv) of (7.3), and completes the proof of 
Step 1. 
Step 2. If M E F is 3-connected and has a minor isomorphic to N, then 
M z N, that is, N is a splitter for K. 
Proof: M E X has a minor isomorphic to N, and so by (7.1) there exists 
Z G E(M) such that M x Z is a subdivision of N. Suppose for a contradic- 
tion that we can choose Z thus with Z # E(M). Then by (5.4) we can choose 
Z thus so that in addition there is an adjoinable Z-arc A. But this contradicts 
Step 1. So Z = E(M), and A4 is a subdivision of N. But M is 3-connected, 
and 1 E(M)1 > I E(N)( > 4, and so A4 has no pairs of elements in series. It 
follows that Mr N, as required. 
For the result of this paper we need only two applications of (7.3) (more 
will appear in subsequent papers, however). 
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The matroid RIO was, as far as I know, first introduced by Bixby [ 11. (He 
calls matroids isomorphic to it matroids of 7’rpe R.) We define R i,, to be the 
linear independence matroid of the ten 5-tuples over GF(2) with three l’s and 
two 0’s. It may be verified that another, less symmetric but more convenient, 
representation of R iO is the following: take the nine 6-tuples over GF(2) with 
two l’s and four O’s which represent J(Kj,j), and add the 6-tuple of all 1’s. 
It may be verified that R,, is regular, and is isomorphic to its dual 
(although not self-dual). Its automorphism group is doubly transitive. 
R ,,\e r J(K,,,) and Rio/e z”n”*(&J for any element e. A totally 
unimodular representation of R,, is given in Fig. 1. 
I 00100 011110000-1 0 10 l-l 0 1-l 0 0 10  -1 0 1 -1 0  1 I 
FIGURE 1 
(7.4) RI, is a splitter for the class of regular matroids. 
ProoJ It is necessary only to check that R,, satisfies the hypotheses of 
(7.3). To verify this, take a 5dimensional representation of R,, over GF(2), 
and examine the result of adding any other vector to this representation. It 
will be found that either the vector added is the zero vector, or is one already 
in the representation, or the enlarged binary matroid produced will not be 
regular. For details, see the Appendix. This verifies (7.3)(ii), and (7.3)(iii) 
follows from this, because R,, is isomorphic to its dual. 
(7.5) M(K5) is a splitter for the class of regular matroids without minors 
isomorphic to M(K,, 3). 
Proof. Again, we verify that the hypotheses of (7.3) hold; with the dif- 
ference that we must check (7.3)(ii) and (7.2)(iii) separately. (See the Appen- 
dix.) 
There is another application of (7.3) which is not needed for this paper, 
but which we state here for convenient reference in subsequent papers. 
(7.6) F, is a splitter for the class of binary matroids without FT minors. 
The proof is again case-checking. (See the Appendix.) 
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8. CONNECTIVITY 
If A, B G S are disjoint and M is a matroid on S, we define k&4, B) to be 
the minimum over all partitions (X, Y) of S with A c X, B c Y, of 
k&A, B) should be thought of as the “connectivity” between A and B in M. 
It is easy to see that 
and that k&I, B) = kMM*(A, B). 
(84 rf (X9 Y) is a partition of E(M), and M’ = qZ,/Z, , where 
Z, f7 Z, = (21 and Z, U Z, = Z, say, then 
k&X- Z, Y - Z) < k,(X, Y); 
that is, 
r,,(X - Z) + rM,(Y - Z) - r(M’) < r&X) + rM( Y) - r(M). 
Proof: Using duality, it suffices to prove the result when Z, = {z}, say 
and Z, = 0. By symmetry we may assume that z E X. We must prove that 
But cdx - {z }) < r,,,(X), and if equality occurs, then z is not a coloop of A4 
and so r(M) = r(M). 
(8.2) If A, B G E(M) are disjoint, and M’ is obtained from M by deleting 
and contracting elements from E(M) - (A U B), then 
k,@, B) < k&C 9. 
ProoJ: Choose a partition (X, Y) of E(M) with A c X, B c Y, so that 
k,(X, Y) = k,,.,(A, B). If Z = E(M) - E(M’), we have from (8.1) that 
k,,.p(X- Z, Y- Z) < k,(X, y):, and so k,,(A, B) Q k,(A, B), as required. 
For the remainder of this section, we shall assume that M is a matroid on a 
set S, and that N is a minor of M, that (A, B) is a partition of E(N), and 
k,,,(A, B) = k; that k,(A, B) > k; and that for every x E S - (A U B), and for 
M’ = M\x, M/x, eith er N is not a minor of M’ or k,,(A, B) = k. We shall 
analyse the structure of M with respect to N. (We should perhaps stress that 
N is a minor of M; no isomorphism is involved.) 
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(8.3) For each x E S - (A U B) either k&A, B) > k or kMl,(A, B) > k. 
Proof: Suppose that k&A, B) < k. Then there exists a partition (X, , Y,) 
ofS-{x} withAsX,,BEY,,and 
r,&) + r,&) - r(M\x) < k < r,(X, U {x}) + r,( Y, ) - r(M). 
Thus r-,+,(X,) # rM(XI U {x}), so x is not a loop, and r(M\x) = r(M), so x is 
not a coloop. We have 
r,&‘, I+ cd Y, > - r(M) < k. 
Now suppose that kMl,(A, B) < k. Then there exist X,, Y, c S such that 
X,UY,=S,X,~Y,={X},ASX,,BS:Y,,~~~ 
r,,&)--1 +q,,(Y2)- l-+(M)- l)<k; 
that is, r,,,(X,) + rM( Y2) - r(M) < k + 1. Adding, we obtain 
%(X,) + rM(X2) + r,(Y,) + r,P’,) - WM) < 2k + 1, 
and hence, using submodularity of the rank function, 
?+A& U&l + MY, n Yd + r,(X, n X2> 
+rM(Yl U Y,)-,2r(M)<2k+ 1. 
Now every element of S is in precisely two of X,, X,, Y,, Y,, and so 
(Xl UX,, Y, n Y2) and (4 nx,, Y, U Yz) are both partitions of S; and 
AcX,uX,, X,nX,, and Bc Y,n Y,, Y&J Y,. Thus 
b.#, U X2) + rM( Y, n Yz) - r(M) 2 k + 1 
rM(XI n X,) + rM( Y, U Y,) - r(M) > k + 1. 
Adding, we obtain a contradiction, as required. 
(8.4) For each x E S - (A U B), either N is not a minor of M\x or N is 
not a minor of M/x. 
Proof. This follows from (8.3) and our hypothesis about M, N. 
Thus N may be expressed as M\P/Q, where (P, Q) is a partition of 
S - (A U B), in a unique way. 
(8.5) There is no circuit C with C G P U Q, 1 C - Q ) < 1, and there is no 
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cocircuit D with D c P V Q, 1 D - P 1 < 1. In particular, Q is independent, 
andAVBVQspansP. 
ProoJ Suppose that C is a circuit with C G Q. Choose q E C; then q is a 
loop of M\PI(Q - @I), and so wP/(Q - {q})\{q} = N, contrary to (8.4). 
Secondly, suppose that C G P U Q is a circuit with C n P = (p}. Then p is a 
loop of M\(P - (P})/Q, and so M/p has N as a minor, contrary to (8.4). The 
second assertion of the theorem follows by duality. 
ForzEPUQ,letM,beM\zifzEP,andbeM/zifzEQ.NowNisa 
minor of M,, and so by hypothesis k,&A, B) = k. Thus for each z E P U Q 
there is a partition (XZ , Y..) of S - z such that A G XZ, B G YZ, and 
(8.6) For distinct z, z’ E PV Q, either z E Xz, or z’ E Xz but not both. In 
particular, for each z E P V Q, (Xz, Yz> is uniquely defined. 
Proof. The second statement follows from the first immediately. Suppose 
the first is false; then by exchanging A and B if necessary, we may assume 
that zEXZ,, z’EXZ. By duality we may assume that z E P. Now 
(X .T U X, , , Y ,’ n YZ,) is a partition of S, and so 
r,,,(& U Xi J + rM( Yz n Yt J - r(M) > k + 1 (“1 
since k,(A, B) > k. 
There are now two cases, z’ E P, and z’ E Q. Suppose first that z’ E P. 
Then MZ = M\z and M,, = Mjz’. By (8.5), z, z’ are not coloops of M, and 
so r(M,) = r(Mi,) = r(M). Thus 
and 
rM(XZ J f rM( YzI) - r(M) < k. 
Adding, and using submodularity and (*), we obtain 
r,(XznXi,)+r,(YzuYz,)-r(M)<k- 1. 
Let M’ be Mj{ z, z’ }. By (8.5), r(M) = r(M), and since M’ has N as a minor, 
and since (X, n XZ,, YZ U YZJ) is a partition of the elements of M’, we have 
a contradiction to (8.2). 
Now suppose that z’ E Q. Then M, = M\z and M,, = M/z’. By (8.5), z is 
not a coloop of M, and z’ is not a loop, and so r(M,) = r(M), 
r(M;,) = r(M) - 1. Thus 
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%(%U {z’}) - 1 + r,(Y,, U {z’}) - 1 - (r(M) - 1) < k, 
that is, 
r-,(X,, u {z’)) + r,(Y,, u {z’}) - r(M) < k + 1. 
Adding, and using submodularity and (*), we obtain 
G&X, n&) u {Z’}) + $((Y, U Yzr) W (Z’}) - r(M) < k. 
Let M’ be qz/z’. By (8.5), r(W) = r(M) - 1, and since M’ has N as a 
minor, since (Xz n Xzt, Yz U Yz,) is a partition of the elements of M’, and 
since rM,(Z) = rM(ZU {z’}) - 1 for 2 E S - {z, z’}, we have a contradiction 
to (8.2). 
(8.1) For distinct z, z’ E P U Q, if z E X,, then Xz E Xz,. In particular, 
P V Q may be ordered as z, ,..., z, , so that for each i, 
Proof. The second statement follows from the first and (8.6), because we 
would have z E Xz, if and only if ( Xi ( < ( Xz, I. To prove the first, we may 
assume from duality that z E P. There are two cases, z’ E P and z’ E Q. 
Suppose first that z’ E P. As in (8.6), we have 
cd&) + r,(Y,) - r(M) < k 
and 
rM(Xr r) + r,,,( Yz J - r(M) < k. 
Now (Xz U XrI, Yz n Yz,) is a partition of E(Mjz’), and so 
r,,,,(Xr U Xz ,) + rM( Yz n Yz ,) - r(M) > k. 
Using these three inequalities and submodularity, we obtain 
rM(Xz n Xl ,) + rM( Yz U Yz ,) - r(M) < k. 
But (Xz nx,,, Yz U Yz,) is a partition of E(wz), and so, by the uniqueness 
of (Xz , Yz) asserted in (8.6), we have Xz n XL, = Xz , that is, X2 c Xz,, as re- 
quired. 
Now suppose that z’ E Q. Then as in (8.6) we have 
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r,(X,, U {z’}) + rM(Yzr u {z’}) - r(M) < k + 1. 
But (Xz n Xr,, Yz U YzI) is a partition of the elements of M\z, and so 
r,(X, n Xz I) + rM( Yz u Yz ,) - r(M) > k. 
Using these three inequalities and submodularity, we obtain 
r,(Vz uw u {z’}) + Q((Yr n YJ u {z’}) - r(M) < k + 1, 
rM~ixz u xzr) + rMz ,(Yz n Yz,) - r(M,,) < k. 
Thus, by the uniqueness of (Xz, , Y,,), we have Xz U Xz I = Xz ,, that is, 
Xz c XzI , as required. 
(8.8) Zl, . . . ..z. are alternately members of P and members of Q. 
Proof. Suppose this is false; then by duality, we may assume that zi, 
zi+, E P. By (8.7), 
r,(A U {z, ,..., zi- 1}) + rM({zi+ 1,..., zn} U B) - r(M) < k 
and 
rM(A U {q ,..., zi}) + rM( {Zi+ 2 9*-9 z,,} U B) - r(M) Q k. 
Now 
r,(A U {zl )...) zi}) + rM( {Zi + I 9-9 z,,} U B) - r(M) > k 
since k,(A, B) > k, and so 
rM(A U {zl ,..., Zi-1)) + rJ{Zi+29..a, z,} U B) - r(M) < k. 
Let M’ be M\{Zi, Zi+ 1}. Then as before, r(M) = r(M); and so 
k,, (A, B) < k, contrary to (8.2). 
(8.9) For all i > 1, if Zi E P there is a circuit C of M with Zi- 1, Zi E C, 
and C - {zi-l, zi} E (Q n {zj:j > i}) U B. If Zi E Q there is a cocircuit D 
with zi-1, ZiE D and D- {zi-,,zi} C (Pn {z,:j> i})UB.. 
A similar result holds for all i < n with A and B exchanged. 
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ProoJ By duality we may assume that Zi E P, SO that Zi- 1 E Q, by (8.7). 
Let M,-, be M/Zip i . By (8.7), 
rMo(AU {zi: 1 <j<i-2})+r,,({Zj:i<j<tZ}UB)-rr(M,)<k. 
Let M’ be M,\(P - {Zi)), and then by (8.1) 
r,,,(A U (Q n {Z,j: 1 <j < i - 2))) 
+ r,,((Q n {Z,j: i + 1 <j < a}) U {Zi} U B) - r(M) < k. 
Let M” be M’\Zi. By (8.2), since N is a minor of M”, we have 
r,@ U (Qn {Z,j: 1 <j< i- 2})) 
+rMn((Qn{zj:i+ 1 <j<n})UB)-r(M”)>k. 
The first terms in these inequalities are equal; and by (8,5), r(M”) = r(M); 
thus 
r,,((Q n {Z,j : i + 1 <j < n)) U {Zi} U B) 
<r,,,((Qn {z,j: i+ 1 ,<j<n})UB), 
that is, there is a circuit C of M’ and hence of M, with Zi E C, and 
C-{ZilG <Qn{ z,j:i+ 1 <j<n})UB. Now C is not a circuit of M, 
because by (8.7), 
r,(AU{z,j: l<j<i-l})+r,l(zj:i+ l,<j<n}uB)-r(M)<k 
since k&4, B) > k, and thus (5 : i + 1 <j < n} U B does not span zi . Hence 
C U {Zi- i } is a circuit of M. This completes the proof. 
(8.10) rfz, E P, there is no circuit C with z1 E CGPUQUB. 
If z, E Q, there is no cocircuit D with z, E D G P U Q U B. Similar results 
hold for z, and A. 
Proof: If z, E P, then by (8.7), 
but 
r,,,(A) + r,,,({z2,-..., z,,}U B) - r(M) < k 
r,(A) + r&q ,..., z,}UB)-r(M)> k 
since k,(A, B) > k. Thus there is no circuit C with z, E C C_ P U Q U B. The 
other results follow by duality and symmetry. 
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9. SEPARABILITY BECAUSE OF R,, 
Now we use the results of the previous section to prove that every regular 
matroid with an R i2 minor is 3-separable. In an attempt to clarify the proof, 
the relevant properties of R,, have been abstracted, in the following theorem. 
(R 12 itself is defined later in this section.) 
(9. I) Let F be a class of matroids, closed under minors and under 
isomorphism. Let NE F, and let (A, B) be a partition of E(N), with 
k,(A, B) = k. Suppose that N, F have the following properties: 
(i) for each x E A there is a circuit C and a cocircuit D of N contain- 
ingx, with C, DEA, 
(ii) for each M E F, tf M\x = N qnd x is not a coloop of M, there is 
a circuit C of M with x E C and C - (x) included in one of A, B, 
(iii) for each M E F, if M/y = N and y is not a loop of M, there is a 
cocircuit D of M with y E D and D - ( y ) included in one of A, B, 
(iv) for each M E R, tf 4x1~ = N, suppose that there is a cocircuit 
D of M with {x, y} c D c B V {x, y}; then either there is a circuit C of M 
with x E C G B V (x, y ) or x is parallel to an element of A in M/y, 
(v) for each M E F, tf M\xly = N, suppose that there is a circuit C 
of M with {x, y} c C E B V {x, y}; then either there is a cocircuit D of M 
with y E D c B U (x, y}, or y is in series with an element of A in *. 
Then k,(A, B) = k for each ME F with N as a minor. 
(Remark. Statements (ii) and (iii) form a dual pair, as do (iv) and (v), 
and (i) is invariant under duality. Thus if N, F have these properties, then 
so do N*, F* = {M*: M E F}. However, there is no symmetry between A 
and B.) 
Proof We proceed by induction on ) E(M)I. The result is clear if 
1 E(M)1 = / E(N)I, because then M = N, and so we assume that 
I EWI > I W)I- w e assume for a contradiction that k&A, B) > k. Thus, by 
induction, M and N have the properties discussed in Section 8, and so 
(8.4~(8.10) are true for them. We assume by duality that z, E P, where P, 
Q, z1 ,*--7 z, are defined as before. 
(1) z1 is parallel in M\(P - {z, })/Q to some element a E A. 
Put M, = M\(P - {z, })/Q. Then M,\z, = N, and z1 is not a coloop of M, , 
by (8.5), and so by (ii) there is a circuit C, of M, with z, E C, and 
C, - { z1 } included in one of A, B. If C, - {z, } C_ B, then there is a circuit C’ 
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of M with z, E C’ and C’ - {z, ) E Q UB, contrary to (8.10). Thus 
C, - {z, } c A, and there is a circuit C’ of M with z, E C’, 
C’ - (zi ) E Q U A. By (8.10) applied to z, and A, we deduce n > 1. By (8.9) 
with A, B exchanged, we see that there is a circuit C of M with z,, z2 E C, 
C - {z, , z, } s A. By (8.9) again, there is a cocircuit D’ of A4 with z, , 
z2 E D’, D’ - {z,, z,} C PUB. Let M, be M\(P - {z,})/(Q - {z,}). Now 
D’ n <Q - {z, 1) = 0, and so D’ - (P - {z, }) is a union of cocircuits of M, . 
Choose a cocircuit D of M, with zi E D c D’ - (P - {zi}). C is a circuit of 
M\(P- {q}), and D is a cocircuit of this, and so 1 C n D I# 1; thus z2 E D. 
Now D f7 B f 0, because by (8.5), P U {z2} includes no cocircuits of A4, and 
so D f {z,, z2). But M,\z,/z, = N, and so by (iv), either there is a circuit C” 
of’ 44, with z, E C” c B U {zi , z2 } or z i is parallel to an element of A in 
wz* * The first alternative implies that there is a circuit C, of M with 
z1 E C, s B U Q U P, contrary to (8.10); and the second is the desired 
result. 
We observe that N is isomorphic to N’ = M\((P - {z, )) U {a))/Q, because 
z, and a are parallel in M\(P - {z, })/Q, an d an isomorphism is given by the 
map 4: A U B + ((A - {a}) U {z,}) U B, defined by 
!Jw = x (x Z a>, 
!Jw = Zl * 
We observe that under this isomorphism, 4(A) = (A - {a}) U {z, } and 
4(B) = B. Now N’ is a minor of Mja, and so by induction, 
k,,,+((A - {a})U {zi}, B) = k; that is, there is a partition X, Y of S - {a) 
with (A- {a})U {zl} CX, BE Y, and 
r,(X) + r,(Y) - r(M\a) = k. 
a is not a coloop of M, because it is not a coloop of N by (i), and so 
r(M\a) = r(M). Thus 
q&Y) + r,(y) - r(M) = k. 
However, rM(XU{a})+rM(Y)--r(M)> k since k,(A,B)> k, and so 
T&X U {a}) > r,,,,(X). In particular, there is no circuit C of A4 with 
a E CC A. However, by (i), there is a circuit C of M with a E C, 
C-Q~A,CnP=@.ThusCnQ#0;chooseqECnQ.Thenq=z~for 
some i. Now i # 1, because z, E P by hypothesis; and so by (8.9) there is a 
cocircuit D of M with Zi E D, D - {Zi} E P U B. But then 1 C n D 1 = 1, 
which is impossible. This completes the proof of (9.1). 
R,, is defined to be the linear independence matroid of the columns of the 
matrix of Fig. 2, which has entries over GF(2). It will be seen that the matrix 
obtained by deleting the first six columns is symmetric, and so R ,* is 
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isomorphic to its dual. (However, it is not self-dual). R ,I has just two cir- 
cuits of cardinality 3, and they are disjoint. We define B to be the union of 
these two circuits, and A to be the set of the remaining six elements. Thus 










(9.2) If A4 is regular, and A4 has a minor isomorphic to R 12, then M has 
an exact 3-separation (Xl, XJ with 1 X, I, 1 X, 1 > 4 (indeed, 2 6). 
ProoJ We take s’ to be the class of regular matroids, and N to be R 1 2 ; 
we take (A, B) to be the partition of E(R12) defined as above, and k = 2. It 
suffices to verify that the hypotheses of (9.1) hold. Each of these is an asser- 
tion about the members of X with at most two more elements than N (that 
is, at most 14 elements) and so checking each is a finite problem, which in 
principal could be left to the reader. However, the following observations 
may considerably reduce the amount of work the reader needs to do. 
Checking hypothesis (i) is straightforward, and (iii) follows from (ii) 
because R ,2 is isomorphic to its dual, and the isomorphism exchanges A and 
B. It remains to check (ii), (iv), and (v). First it should be verified that there 
are only two non-isomorphic matroids M in Y such that for some element e, 
M\e r R 12 and e is not a loop, coloop, or parallel element of M. Then simply 
checking these two matroids verifies (ii). To verify (iv) we observe that M/y 
must be one of our two matroids (in a counterexample) and so we just check 
the ways of reinserting y. To verify (v), we observe that M\x must be the 
dual of one of our two matroids, and proceed similarly. For full details, see 
the Appendix. 
10. GRAFTS 
Now we begin the third part of the proof--that every regular matroid 
which is not 2-separable is either graphic or cographic, or has a minor 
isomorphic to R 1O or R 1 I. The proof of this is essentially graph theory, in the 
sense that although we need a mild application of (5.4), all the difficulties 
are graph-theoretic. 
582b/28/3-7 
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A graph is simpZe if it has no loops or multiple edges. V(G) and E(G) 
denote the sets of vertices and edges of G, respectively. When u, 1) E V(G) 
are distinct, u, v are said to be 3-connected if there are three paths linking u 
and v, vertex-disjoint except for u and v. G is 3-connected if ] V(G)] > 4 and 
every pair of vertices is 3-connected; or equivalently, if ] V(G)] > 4 and the 
result of deleting any two vertices is connected. 
The following is due to Tutte [ 131. 
(10.1) If G is connected and ) E(G)1 > 4, then J(G) is 3-connected if 
and only if G is simple and 3-connected. 
If e E E(G), G\ e and G/e are the graphs obtained from G by deleting and 
contracting e, respectively (in the sense of graph theory). Then for disjoint 
subsets F,, I;, of E(G), we define Gv,/F, in the natural way. 
Let G be a graph, and let TE V(G). The pair (G, T) is called a graft. 
With every graft (G, 7) we can associate a binary matroid on the set 
E(G) U {a}, where R is a new element. To define J(G, T), we associate 
with each e E E(G) U (0) a vector v(e) over GF(2), and then we say 
X E E(G) U {on) is a cycle of J(G, T) if and only if xecX v(e) = 0. The vec- 
tors v(e) are defined as follows. 
Let V be a ( V(G)]-d’ imensional vector space over GF(2), and let 
{b,: v E V(G)} be a basis of V. Then for e E E(G) U {a}, 
v(e) = 0 if e E&(G) and is a loop, 
v(e) = b, + b, if e E E(G) and has distinct ends u, 21, 
v(O)= c b,. 
VET 
It is easy to see that an equivalent definition of M(G, T) is as follows. A 
T-join of G is a subset X of E(G) such that X includes no circuits of G and 
such that the vertices incident with an odd number of edges in X are 
precisely the vertices in T. Then M(G, 7) is a matroid on E(G) U (J?}, 
where J2 is a new element, in which for C c E(G) U {a}, C is a circuit of 
J(G, T) if and only if and only if either R 6$ C and C is the edge-set of a 
circuit of G, or n E C and C - (0) is a T-join. 
We observe that J(G, r)\sZ = M(G); that if I T I is odd then LR is a 
coloop of M(G, T) (because there are no T-joins); and that if ( T I = 0 or 2 
then J(G, 7’) is graphic. It follows that if .M(G, 7’) is not graphic then ) T 1 
is even and ] T ] 2 4. (This is not a sufficient condition for J(G, T) to be 
non-graphic. For example, it may be shown that if G is outerplanar then 
J(G, T’) is graphic for all T E V(G). ) 
W,e observe also that if M is binary and M\e is graphic, and M\e E. H(G), 
say (where V(G) f a), then M rM(G, T’) for some T 5 V(G). To see this, 
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observe that every representation of M\e over GF(2) may .be extended to a 
representation of A4 (unless e is a coloop, when the result is clear), and so in 
particular the representation e + u(e) (e E E(G)) (defined as above) may be 
extended, using a vector v, say, to a representation of M. Choose TS V(G) 
so that v = v(O) (again, defined as above), and then M g J(G, T). 
Some important examples of grafts are given in Fig. 3. In the figure, the 
circles contain the vertices in 7’ in each case. (The last graft has been 
labelled so that the element labelled i of .M(G, 7’) corresponds to the ith 





When Tc_ V(G) and e is an edge of G with ends u, v, say, let 5P,,e be a 
subset of V(G/e) defined as follows (here w  is the vertex of G/e obtained by 
identifying u, v under contraction of e). 
340 P.D. SEYMOUR 
T/e = T if u, v 4 T or if u = v, 
T/e = (T- {u}) U {w} if u E T, v 65 T, 
T/e = (T- {v}) U {w} if u&T,vET, 
T/e= T- {u,v) if u,vE Tandufv. 
We observe that if 1 T 1 is even then so is 1 T/e I, and indeed I T/e I = I T I 
unless both u, v E T. When I; E E(G) and F = {e, ,..., ek), T/F is defined to 
be 
(. . ’ (6% Ye*) . * *led 
This definition is seen to be independent of the ordering of the members of F. 
Then it is easy to check the following. 
(10.2) If (G, T) is a graft and F,, F, c E(G) are disjoint, then 
J(G, T)\F,/F, = d(G\F,/Fz 9 T/6). 
11. SOME GRAPHTHEORY LEMMAS 
When G is simple and e E E(G), G 0 e denotes the graph obtained as 
follows: let the ends of e be u, v; delete e; if u is cubic in G, contract one 
edge incident with it; and similarly for v. 
(11.1) If G is simple and 3-connected and 1 V(G)\ >/ 5, and e E E(G), 
then one of G/e, G 0 e is 3-connected. 
Proof. The result is true when I V(G)J = 5, as may easily be verified by 
checking cases. We therefore assume that ( V(G)/ 2 6, so that I V(G 0 e)l > 4. 
Let the ends of e be u, v. Assume that G 0 e is not 3-connected. Then G 0 e 
has a two-vertex cut-set. There are therefore vertices x,, x, of G, so that 
{x, , x,} is a cut-set of G\e (but not of G, and so every path linking u to v in 
G uses one of x,, x2, except for the path using e), and such that the 
neighbour set of u in G is not (x, , x,, v ), and the neighbour set of v is not 
I.. . . ..I 
Assume that G/e is not 3-connected, and so there is a vertex y and two 
non-empty sets X, , X2 such that (Xl, X2, {y}, {u, v}) is a partition of V(G), 
and such that no vertex in X, is adjacent to any vertex in X2. 
Choose z1 E X, . G is 3-connected, and so there are three paths linking z1 
with u, v, y, respectively, vertex-disjoint except for zl. Thus there is a path 
linking u and -v within X, U {u, v}, not using e, and so one of x, , x2 (x, , say) 
is in X,. Similarly x2EX2, and soy#xl, x2. 
Let U, , V, be the sets of vertices in X, U ( y ) adjacent to u, U, respec- 
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tively. Let G, be the restriction of G to X, U {y}. Then every path of G, 
linking U, to V, passes through xi ; and so there is a partition (U, V, {x, }) of 
X, U { y} with U, s UU {xi}, V, s VU {xi}, and with no vertex in U adja- 
cent in G, to any in V. Now y E UU V, we assume y E V without loss of 
generality. Then no vertex in U is adjacent in G to any vertex of G not in U 
except u, x, . But G is 3-connected, and so U = 0. Thus U, = 0 or {xi }; but 
U, # 0 since {v, y} is not a cut-set of G, and so U, = {xi}. Thus x, is the 
only vertex in X, adjacent to u. Similarly, for one of u, v, x2 is the only ver- 
tex in X, adjacent to it. 
Now 1 V(G)12 6, and so one of 1 X, 1, IX, I # 1. We assume IX, I > 2 
without loss of generality. Choose zi E X, - {xi}, and choose three paths of 
G linking zi to xi, v, y, respectively, vertex-disjoint except for z, . We deduce 
that there is a path of G linking v to y avoiding x, and contained within 
X, U {v, y}. Hence u is not adjacent to y (for this would give us a u-v path 
avoiding xi, x2, and e). Now we recall that the neighbour set of u is not 
{xi, x2, v}, and so some z2 E X2 - {x,} is adjacent to u. Thus x2 is the only 
neighbour of v in X2 (because it is clearly not the only neighbour of u), and 
I X, I > 2. But then as before there is a path linking u to y avoiding x, and 
contained within Xz U {u, y}; this, composed with the path within 
X, U {v, y} linking v and y and avoiding x, gives us a u-v path avoiding x, , 
x,, and e, a contradiction. 
G is said to be a subdivision of a graph H if G may be obtained from H 
by (repeatedly) picking an edge and replacing it by two adjacent edges in 
series and a vertex of valency 2. It is easy to see that if G is connected, and 
M(G) has at least four series classes, then J(G) is cyclically 3-connected if 
and only if G is a subdivision of a simple 3-connected graph. 
A series class of M(G) which is independent in J(G) is called a line of a 
graph G. However, when G is a subdivision of a 3-connected graph, a line is 
the edge-set of a path subgraph of G, and it will be convenient to use the 
word “line” to refer to such a path as well. We shall use expressions such as 
“the line L passes through vertex v” and “vertex v is an end of L” without 
further explanation. 
G is said to be a minor of a graph H if G = qF1/Fz for disjoint subsets 
F,, F, of E(H). (We observe that this definition does not permit the removal 
of isolated vertices, and so if G has at least k components then so does every 
minor G. This is for technical convenience only.) It is easy to see that if G 
has a K,,, minor then it has a subgraph which is a subdivision of K,,,. 
(11.2) Let G be a 3-connected graph with a K, 3 minor, and let v, , v,, v, 
be distinct vertices of G, pairwise adjacent. Then G’has the graph of Fig. 4 as 
a minor. 
The proof is in three steps, as follows. 
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FIGURE 4 
(11.3) IfI V(G)1 = 6 then (11.2) is true. 
Proof. Check cases. 
(11.4) If G is a subdivision of K,,, and v,, v,, v, E V(G) are distinct, 
and do not all lie on the same line of G, then either G E K,,, , or there is an 
edge e, not joining two of v,, v,, v3, such that G/e is a subdivision of K,., 
and v,, u,, v3 do not all lie on the same line of G/e. 
Proof: We assume G & K,,, , so that G has a vertex v of valency 2. Let 
e, , e2 be the edges incident with v, and let their respective other ends be u,, 
u,. Now if v#v,, v,, v, we may take e = e, and (11.4) holds. We assume 
therefore that v = v3. Now u, , u2, v all lie on the same line of G and so 
{u,, u,} # {v, , v,}. We assume without loss of generality that u, f v, , v,. 
We may assume that (11.4) is not satisfied taking e = e, , and so u, is an end 
of the line of G through v, and u, , v, , v, are all on the same line of G. Thus 
u, f v, , v,, and so similarly, u, , v, , v2 are all on the same line of G. This is 
impossible. 
Proof of (11.2). We use induction on 1 E(G)I. Evidently we may assume 
that G is simple. Let H be a subgraph of G which is a subdivision of K,,, , 
with as few edges as possible. Suppose that v, & V(H). Let e be an edge of G 
incident with v, but not with v2 or v, (this exists since G is 3-connected). 
Now G/e, G 0 e both have K,,, minors, and v,, v,, v3 is a triangle of G/e; 
thus we may assume that G/e is not 3-connected. Hence by (11.1) G 0 e is 3- 
connected, and we may assume that v 1, v,, v, is not a triangle of G 0 e. Thus 
v, is cubic in G. 
Now G/e is not 3-connected, and so there is a vertex y and there are non- 
empty sets X, , X2 such that (Xl, X2, {u, v, }, { JJ}) is a partition of V(G) 
(where u is the other end of e), such that no vertex in X, is adjacent to any 
in X2. Now (u, JJ} is not a cut-set of G, and so v, is adjacent to a vertex in 
X, and a vertex in X2. But this is impossible, since v, has neighbours v,, v,, 
u, and u 4 X, , X2, and v2, v3 are adjacent. 
We deduce that v, E V(H), and similarly v,, v, E V(H). Now v, , vz, v, 
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are not all on the same line of H because H was chosen so that 1 E(H)1 was 
minimum. By (11.4) there exists Fi c E(H) so that H/F; z K,,, and no two 
of v,, v2, v3 are identified under contraction of Fi . 
Choose F, c E(G) - E(H) maximal so that the graph G\F, is connected, 
and put F, = (E(G) -F,) - (E(H) - Fi). The result follows by applying 
(11.3) to G\FI/F2. (This complicated choice of FF,, F2 is to avoid isolated 
vertices in the minor.) 
(11.5) Let G be a graph, and let H be a subgraph with the same vertex- 
set. Suppose that H is a subdivision of K,,, , and that every vertex v of 
valency 2 in H is adjacent in G to a vertex not in the line of H which passes 
through v. Then G is 3-connected. 
Proof: Suppose that x, y are distinct vertices of G, that X, YZ V(G) are 
non-empty, and that (X, Y, {x, y }) is a partition of V(G), and that no vertex 
in X is adjacent in G to any vertex in Y. Since K,,, is 3-connected, one of X, 
Y (X, say) contains no vertex with valency 3 in H, and indeed X is a subset 
of a line L of H, and contains neither of the ends of L. Thus x, y are also in 
L. Choose v-E X, and then v is not adjacent to any vertex not in L, contrary 
to hypothesis. 
12. EXTENSIONS 0~ ~-CONNECTED GRAPHS 
In this section we prove the following theorem. 
( 12.1) Let A4 be a binary matroid, and let we z A(G), where G is a 3- 
connected graph with a K,,, minor. Then either M is graphic or M has a 
minor isomorphic to FT, R ,0, or R,, . 
The proof will be by means of grafts. We have we z A(G), and so there 
exists T c V(G) so that A4 z J(G, 7). If 1 T I= 0 or 2 or is odd then M is 
graphic. The result is therefore implied by the next theorem. 
(12.2) Let G be a 3-connected graph with a K, 3 minor, and let 
T E V(G), with 1 T) even and 1 T 1 > 4. Then for some disjknt subsets F,, F, 
of Wh wFl/F2~ T/F21 is one of the three grafts of Fig. 3 which corres- 
pond to FT, R,,,, and R,,. 
(We see that this is a purely graph-theoretic statement.) 
Proof. If possible, let (G, 7’) be a counterexample, with 1 E(G)1 as small 
as possible. Clearly G is simple. Let H be a subgraph of G which is a sub- 
division of K,,, , and choose H so that 1 V(H)1 is as small as possible. We 
show first that V(H) = V(G). Let us suppose that this is not true. 
344 P. D. SEYMOUR 
(I) Let e be an edge of G, with ends u, v and suppose that v 4 V(H). If 
G/e is 3-connected then u, v E T and 1 T I= 4. If G 0 e is 3-connected, then 
one of the following holds: 
(i) u is cubic, 1 T 1 = 4, and T contains u and both its neighbours dtf- 
ferent from v, 
(ii) v is cubic, 1 T 1 = 4, and T contains v and both its neighbours dtf- 
ferent from u, 
(iii) u, v are cubic, 1 T I= 6, and T contains u, v and all their 
neighbours. 
For if G/e is 3-connected, then u, v E T and 1 T ( = 4, because otherwise 
(G/e, T/e) would be a smaller counterexample. Similarly if G 0 e is 3- 
connected, one of (i), (ii), (iii) holds. (Recall that in the definition of G 0 e, it 
was not stipulated which edge incident with u should be contracted when u is 
cubic; thus we may choose this edge, if possible, so that it does not join two 
vertices in T.) 
(2) Each v E V(G) - V(H) is in T and is cubic. 
For if v & T then by (l), ) T I= 4, and T contains all neighbours of v and 
all their neighbours (except v), which is impossible from 3-connectedness. 
Thus v E T. If v is not cubic, then by (l), I T I = 4 and T contains all 
neighbours of v, which is impossible by counting. 
(3) I T I = 4, provided that V(H) # V(G). 
For suppose that I T I 2 6. Then by (l), I T) = 6, and T contains 
v E V(G) - V(H), its neighbours, and all their neighbours, which is impossi- 
ble by 3-connectedness. 
Choose v E V(G) - V(H), and let u, , u2, z+ be its neighbours. 
(4) T does not contain all of u, , u,, u3. 
For if it does, then by (3), T= {v, u,, u2, u, }. Choose v’ 4 T. Choose 
three paths P, , P,, P, between v and v’, vertex-disjoint except for v, II’. Then 
each Pi uses just one of u 1, u,, u3, Ui, say. Choose P, E E(G), maximal such 
that F, contains no edge of any Pi, and such that the graph (V(G), 
E(G) - F,) is connected. Let F, c E(G) contain those edges not in F, and 
not in any Pi, and also those edges in Pi not incident with Ui (i = 1, 2, 3). 
Then (G\F,/F,, T/F,) is the graft corresponding to v, a contradiction. 
We assume that I..+ 65 T. Let e be the edge joining v and u,. 
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(5) u,, u, E T. 
For by applying (1) to u, and V, we see that T contains all neighbours of u 
different from us, and so u, , u, E T. 
Now by (1) and (4), G/ e is not 3-connected. Choose a vertex y and non- 
empty subsets X, , X2 of V(G) so that (Xi, X2, {u,, v, y}) is a partition of 
V(G) and such that no vertex in X, is adjacent to any in X2. Now {u,, y} is 
not a cut-set, and so v is adjacent to a vertex in X, and a vertex in X,; 
u, E X,, u2 E X2, say. 
Now u 6$ V(H), and so all vertices in H within one of Xi U (u, , y ) 
(i= 1,2) (X&J { u3, y}, say) are on the same line of H. 
G is 3-connected, and so there are two paths linking u, to u3, y, respec- 
tively, contained within Xz U {u, , y ) and vertex-disjoint except for u, . Thus 
there are subsets Y,, Y2 of X2 U {z+, y}, such that Y, n Y2 = 0, u3 E Y,, 
y E Y2, u2 & Y, U Y2, and for i = 1, 2, the restriction of G to Yi is connec- 
ted, and u, is adjacent to a vertex in Yi. Choose Y,, Y2 with these properties 
so that Y, U Y2 is maximal. Certainly Y, U Y2 c (X2 - {u,}) U {u,, y}, and 
we claim that equality holds. For if not, then some vertex z E X, - {u,} is 
not in Y, U Y, but is adjacent to a vertex in Y, U Y2 (in Y, , say); then we 
may replace Y, , Y2 by Y, U {z}, Y2, contrary to the maximality of Y, U Y2. 
Hence (Y, , YJ is a partition of (X2 - {u,}) U {u,, y), 
Let P be the set of all edges with both ends in the same Yi. Then G/F is 
the graph of Fig. 5. (Here y1 and y2 are the vertices obtained from Y,, Y2, 
respectively, after contraction of I;. In the figure y, and y2 may or may not 
be adjacent.) 
FIGURE 5 
(6) G/F is 3-connected. 
Let w  be any vertex in X,. Then there are three paths of G linking w  with 
u,, vertex-disjoint except for w  and u, ; and so there are three paths Q, , Q2, 
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Q3 of G/F, linking w  with V, y1 , y2, respectively, vertex-disjoint except for w. 
Thus w  is 3-connected to uz in G/F. Also U, y,, yz are 3-connected to u, 
because they are adjacent to it. Suppose therefore that (Zi , Z,, Z) is a parti- 
tion of V(G/F) with 1 Z ) < 2 and Z, , Z, non-empty, such that no vertex in 
Z, is adjacent to any in Z, . Then we must have U, E Z, because every other 
vertex is 3-connected to u,. In particular, 2 - {u,} is not a cut-set, and so u, 
has a neighbour in Z, and one in Z,. Therefore, to show that G/F is 3- 
connected, it remains to show that the pairs U, yi ; v, y2 ; yi , y2 are all 3- 
connected. v, yi are obviously 3-connected because they are adjacent. Now if 
F = 0 we have G/F = G, and so G/F is 3-connected as required. We thus 
may assume that F # 0, and hence one of Yi - { u3}, Y2 - { y } is non-empty. 
If Y, - {u,} # 0 then because G is 3-connected, some vertex of Y, - {u,} is 
adjacent to a vertex not in Y, - (u3}, different from u, and u, and hence in 
Y2 ; thus y, and y2 are adjacent in G/F. Similarly, y, , y2 are adjacent in G/F 
if Yz - {y} # 0. Thus yi , y2 are 3-connected in G/F. It remains to check the 
pair v, yz. Choose w  E X, and choose paths Q, , Q2, Q3 as before; and then 
Q+Ql 9 and y,, u,, v, and y2, y,, v are three paths of G/F, linking yz to v, 
pairwise vertex-disjoint except for y2 and v. Hence y2 is 3-connected to v, 
and so G/F is 3-connected, as required. 
(7) F= 0 and X2 = {u,}. 
For if not we have a contradiction to the minimality of G, since G/F has a 
K,,, minor and 1 T/F ( > 4 (because v, u, , u, E T/F and I T/F I is even). 
For let f be the edge of G joining u, and y. Then G 0 f is not 3-connected, 
because in it v is only adjacent to two vertices; and so by (11. I), Glf is 3- 
connected. Now G/f has a K,,, minor, and so by the minimality of G, 
I Tlfl< 2 and so y E T. 
(9) V(H) = V(G). 
To complete the proof of (9), let G’ be the graph obtained from G by 
deleting u, and v and adding three new edges joining the pairs (y, u,), 
(y, z.+), (u, , us), respectively. Clearly G’ is 3-connected, and has a K,,, 
minor, and so by (11.2) there exist Fi, F, c E(G’), disjoint, so that G’\F,/F2 
is the graph of Fig. 4, where v, , v,, v, are relabelled as u, , uj, y. Moreover 
we can choose F,, F, so that they contain none of the new edges; and then 
(G\F,/F, , T/F,) is the graft of Fig. 3 corresponding to R , *, a contradiction. 
We recall that H is a subgraph of G which is a subdivision of Kjs3, with 
I V(H)1 minimum. It follows that 
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(10) Two vertices in the same line of H are adjacent in H if they are 
adjacent in G. 
For dt herwise we could find a subdivision of K3,3 with fewer vertices. 
say th at distinct vertices are collinear if they are in the same line of H. 
We 
(11) For any edge e of H, in a line L of H, say, with ends u, , u, , say, 
one of the following is true: 
(9 u,, u, are both ends of L, 
(ii) u,, u,E Tand 1 T[=4, 
(iii) One of u,, u,, say, u, , is an end of L and there is a vertex v, not 
on L which is cubic in G, adjacent to u, in G, and collinear with u, . 
(We see that v, necessarily has valency 2 in H.) 
For suppose that u, is not an end of L. Then H/e is a subdivision of K3,3, 
and so by the minimality of G, either ) T/e ( = 2 or G/e is not 3-connected. 
1 T/e 1 = 2 gives alternative (ii); and G/e not 3-connected gives alternative 
(iii), by (11,5) and (10). 
For if T s V((K,,,) and ( T ) = 4 then we can make (K3,3\Fl/Fz, T/F,) the 
graft corresponding to Fr if we choose F,, F, suitably. If I T) = 6 we have 
the graft corresponding to Rio; and by hypothesis I T I > 4 and is even. 
Thus H has a vertex of valency 2. Let v be such a vertex, and let e,, e2 be 
edges of H incident with it, and let ul, u, be their respective other ends. Let 
e3 ,..., ek be the other edges of G incident with v, and let u3 ,..., uk be their 
other ends. Let L be the line of H through v; then by (lo), none of u, ,..., u, 
is on L. 
(13) v has valency 3 in G (that is, k = 3). 
Now for each i>/ 3, we, has a K,,, minor, and so by choice of G, G\ ei is 
not 3-connected. Suppose that k > 4. By (11.5) each uI has valency 3 in G 
and 2 in H. Let Xi, yi be the vertices adjacent to Ui in H. By applying (11) to 
xi, Ui we see that I T I = 4 and Xi, Ui E T (case (iii) of (11) cannot occur, 
because v is the only vertex of G adjacent to ui in G but not on the same line 
of H as ui, and v is not cubic in G). Similarly, yi E T. Thus 
U3(i(k{Xi, Ui, yi} E T, and yet ) T I = 4. Let L’ be the line of H containing 
x39 u3, y3. Then for each i>,3, ({Xi,Ui,yi}U {x3,u3,y3}(<4, and SO at 
least two of Xi, Ui, yi are on L’; thus all three are. Hence u3,..., uk are all on 
L’. Now L’ # L and so one of u, , u, (u,, say) is not on L’. We know that 
every vertex in T is on L’, because I T1,<4 and I{xj,u3, y3}U 
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{x,, u,, y4}( > 4, and so u,, v & T. Apply (11) to u,, v; we deduce that u, is 
an end of L and there is a vertex w  of G, cubic in G, adjacent to v and 
collinear with u,. But then w  must be on L’, which is impossible. 
(14) I TI =4, and T contains v and at least one of u, , u, . 
For u, is the only vertex of G adjacent to v and not on L, by (13). u3 is 
not collinear with both u, and u,; we may therefore assume that u, is not 
collinear with u,. Thus there is no vertex except u, adjacent to v and 
collinear with u, . We apply (11) to 21, u,, and deduce that 1 T I= 4 and v, 
u, E T. 
(15) u,, u2 E T. 
For suppose that u, e T. By (11) applied to v, u, we deduce that u, is an 
end of L, and uj is cubic in G, adjacent to v, and collinear with u2. Let X, y 
be the vertices different from v, adjacent to u3, where either y = u, or y is 
between u,and uj in H. Now u3 has valency 2 in H, and so T contains u, 
and one of X, y by (14). Suppose that y @ T. Then u, , x E T and 
T = {v, u,, u3, x}. Delete all edges except those in H and the edge e3 ; 
contract all edges in the line through u, except the two edges incident with 
uj ; contract all edges in L except e, and e, ; contract all edges in the third 
line of H passing through u, ; and contract all except one edge in every other 
line of H. This produces the graft corresponding to Ri2, a contradiction. 
Thus y E T, and T= {v, u,, u3, y). (So y # u,, since uz & T.) Delete e, 
and all edges of G not in H, except e3 ; and contract all remaining edges ex- 
cept e,, e3, the three edges of H incident with y or u,, and an edge incident 
with u2 on the third line of H passing through u,. This produces the graft 
corresponding to FT, a contradiction. 
( 16) There are at most two vertices with valency 2 in H and all such ver- 
tices lie on L. 
For by (15), T contains any such vertex and both its neighbours in H and 
yet (T(=4. 
(17) All vertices in T lie on L. 
For we know that v, u, , u, E T and lie on L. Suppose that v’ E T and 
does not lie on L. By (16), v is the only vertex of H of valency 2, and so G 
is the graph of Fig. 6. (G has no other edges, because any other edge could 
be deleted without destroying 3-connectedness.) If v’ = u, or x, , delete the 
edges (u, , x2), (u,, u,), (u,, x,) and contract (u,, xi), (x,, x3); this produces 
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the graft corresponding to FT, a contradiction. Similarly v’ # x,, and so 
v’ = x3. But then we have the graft corresponding to R i2, a contradiction. 
u2 x1 x2 
FIGURE 6 
(18) Conclusion. Thus L contains four vertices, and H is the graph of 





If q is adjacent to c in G, then adding the edge (q, c) to H and removing 
(p, c) gives an alternative choice of H which does not satisfy (17), which is 
impossible. Similarly q is not adjacent to d, and r is not adjacent to a or b. 
Thus, relabelling if necessary, we may assume that q is adjacent to a and r to 
c. (And G has no other edges, because they could be removed without 
destroying 3-connectedness.) But then deleting (r, s), (a, c), (a, d), (p, c) and 
contracting (b, d), (b, c), (a, S) gives the graft corresponding to FT, a con- 
tradiction. This completes the proof of (12.2) and hence (12.1). 
13. EXTENSIONS OF SUBDIVISIONS 
We now prove the following. 
(13.1) Let G be a subdivision of a simple 3connected graph H which has 
Q K3,3 minor, atid let T E V(G) be given. Then one of the following is true: 
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(i) J(G, T) is graphic, 
(ii) there exists F c E(G) such that 1 L - F ( = 1 for each line L of G 
(so that G/F s H) and such that M(G/F, T/F) is non-graphic (that is, 
1 T/F I> 4 and is even), 
(iii) there exists F, , F, E E(G), disjoint, so that (G\F1/Fz, T/F,) is 
one of the grafts of Fig. 8. 
FIGURE 8 
(13.1) may be deduced from the following lemma. 
(13.2) Let G be a subdivision of a simple 3-connected graph H, and let 
T E V(G) be given. Then one of the following is true: 
(i) A(G, T) is graphic, 
(ii) there exists F c E(G) such that ( L - F 1 = 1 for each line L of G 
and such that 1 T/F I> 4 and is even, 
(iii) there are three lines L,, L,, L, of G forming a circuit, with 
TS V(L,) U V(L,) V V(L3), and there exists F c E(G) such that 
IL,-F/=2 (i= 1,2,3), IL--F/= lf or every other line L of G, and T/F 
contains all three of the vertices of G/F of valency 2. 
Proofof (13.l)from (13.2). Let G, T be as in (13.1). If (ii) of (13.2) 
holds then (ii) of (13.1) holds, by (10.3). Thus by (13.2), we may assume 
that alternative (iii) of (13.2) holds, and that 1 TI is even. Let v, , vz, vJ be 
the vertices in the corresponding triangle of H. By (11.2), there exists F’, , 
F$ E E(H), disjoint, so that H/F’*IF!, is the graph of Fig. 4. Let Fy, FT be the 
corresponding subsets (in the natural way) of E(GIF). Put F, = Fy, 
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F, = F; U F. Then (Gv,/F,, T/F,) is one of the grafts of Fig. 8, as re- 
quired. 
Proofof( 13.2). If possible, choose a counterexample (G, 7) with 1 E(G)/ 
minimum. Then clearly ) T I> 4 and is even, for otherwise .M(G, 7) is 
graphic. 
( 1) No two edges of G are in series in A(G, T). 
For if e, , e, are in series in A(G, T), they are in series in G and hence are 
in the same line of G. We contract e,. By the minimality of the counterexam- 
ple we know that one of (i), (ii), (iii) holds for (G/e,, T/e,). If (ii) or (iii) is 
true for (G/e,, T/e,) then it is true for (G, 7) which is impossible. Thus (i) 
holds and A(G, 7)/ e, is graphic. But e, and e2 are in series in M(G, T), and 
so J(G, 7’) is graphic, a contradiction. 
(2) Every vertex of valency 2 of G is in T. No two vertices of valency 2 
are adjacent. 
For if v has valency 2 and v @ T, it is easy to see that the edges incident 
with v are in series in J(G, T), contrary to (1). If v, , v, both have valency 2 
and are adjacent, then we know that v,, v, E T, and again it is easy to see 
that the two edges with just one end in {v r , v, } are in series in A(G, T). 
If v is a vertex of G of valency 2, let e, f be the edges incident with it, and 
let x, y be their other ends. Let G, be’the graph G with e, f exchanged. Thus 
E(G,) = E(G) and G, z G. It is easy to check that .M(G,, 
Td {x, Y }) = 4G 0. 
(3) If v, ,..., vk are vertices of G of valency 2, and Vi is adjacent to Xi, yt 
(i = l,..., k), then 
1 Td{x,, yl}d ..-A {x,,Y,}la4. 
For A(G’, 7”)=A(G, T), where T’ = Td{x,, yl}d - A {xk, yk} and G’ 
is obtained from G by exchanging for each i the edges incident with Vi* But 
M(G, T) is not graphic, and so I T’ I > 4. 
(4) There do not exist vertices v, , vz, v3 of G of valency 2 and vertices 
Ul, u,, u3 of valency 2 3 such that the following all hold: 
(a) uy is adjacent to v, but not to v2, q, 
(b) u, is adjacent to v, but not to v,, 
(4 u j is adjacent to vj. 
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For suppose that they do exist. For i = 1, 2, 3, let ei, fi be the edges inci- 
dent with Vi, with ei incident with Ui. Choose F’ E E(G) SO that F’ contains 
none of e,, e2, e3, fi, f2, f3 and so that for every vertex v f v,, v,, v3 of 
valency 2, F’ contains just one edge incident with v. For i = 1, 2, 3, choose 
gi E {ei, f;:} as fOllOWS: 
gi =f;: 
gi = ei 
if uiE T/(F’U {gj: 1 <j< i}), 
otherwise. 
Put F=F’U {g,,g,&; then u,, u,, u, E T/F (because of hypotheses (a), 
(b), (c)), and so ( T/F 1 > 4 (since it is even) and (ii) is satisfied, which is im- 
possible. 
(5) G has at least three vertices of valency 2. 
Let v, ,..., vk be the vertices of G of valency 2. For each i, let ei, f;: be the 
edges incident with Vi, and let Xi, yi be their other ends. 
Now k > 0, since (ii) is not satisfied with F = 0. 
If k = 1, then x, E T, since (ii) is not satisfied with F = {er }; and similarly 
y, E T. By (3), 1 T- {xi, yi }I > 4, and so 1 T/e, I> 4; thus (ii) is satisfied 
with F = (e, }, a contradiction. 
Now suppose that k = 2. By relabelling if necessary we may assume that 
x, # x2, y2, and x2 f xi, y, , although possibly y, = y2. If there exists 
w-,9 x,9 Yl, Y,, v,, v, with w  E 7’, we define gi for i = 1, 2 as follows: 
if Xi e T put gi=ei, 
if Xi E T put gi=L* 
Put F= {g,,g,}. Then xl, x2, w E T/F and so (ii) is satisfied, which is im- 
possible. Thus T s {xi, x2, yi, y2, vi, v2}’ Now if xi, x2 E T then by (3), 
I wx,9 YIP {x29 Y2II 249 and so yi , y2 6?~ T, and y i # y, ; but then (ii) is 
satisfied with F = {fi, f2}. We assume x, & T without loss of generality. If 
x2 @ T, put F = {e, , e,}, and (ii) is satisfied. Thus x2 E T. If y2 E T, then 
Td{x,, y2} c {v,, v,, yl} contrary to (3). Thus y2 @ T. But / TI 24, and so 
y1 # y2, and yi E T. Put F = (e, , f2} and then (ii) is satisfied, a contradic- 
tion. 
(6) G has exactly three vertices of valency 2, and the corresponding 
edges of H form a triangle. 
For let L, , L,, L, be the lines of G passing through v r, v,, v, , respec- 
tively. If L, UL, U L, does not include a circuit then u,, u,, u, can be 
chosen to contradict (4). Thus, since H is simple, L, U L, U L 3 is a circuit. 
This is true for every choice of vi, v,, vj , and so k = 3. ’ 
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(I) Conclusion. We may thus assume that X, =y2, x2 = y,, x3 = y, . 
Now v,, ~2, v3 E T, and so, by the falsity of (iii), there exists w  E T with 
wfx,, x,9 x3, v,, v2, 03. Choose g, E {e, , f, } so that x3 E T/g,. Choose 
g, E {e2,f2) so that xl E T/{g,, g2}. Put g3 =.f& and put F= k19 g2, g31s 
Then x3, x,, w  E T/F, and so 1 T/F 12 4 and (ii) is satisfied, which is im- 
possible. This completes the proof. 
14. PROOF OF THE MAINTHEOREM 
If (G, 7’) is one of the grafts of Fig. 8, then A(G, 2) has an R 12 minor, ob- 
tained by contracting the element 52. Thus we may combine (12.1) and 
(13.1) to give the following. 
(14.1) Let M be a binary matroid, and let we zM(G), where G is a 
subdivision of a graph H which is simple and 3-connected, and has a K,,, 
minor. Then either A4 is graphic or M has a minor isomorphic to one of FT, 
R 1o9 and R,,. 
Proof. Choose T c V(G) so that M r A(G, 7). By (13. l), either M is 
graphic, or it has an R 12 minor, or there exists F c E(G) so that G/F is 
isomorphic to H and M/F is non-graphic. In the third case we apply (12.1) 
to M/F. 
We use (14.1) for the third and final step in the proof of the following 
main theorem. 
(14.2) Let A4 be a 3-connected regular matroid. Then either M is graphic 
or cographic or M has a minor isomorphic to one of RIO, R,, . 
ProoJ Let A4 be regular and 3-connected, and be neither graphic nor 
cographic. By Tutte’s characterization of the graphic matroids [ 141, M has a 
minor isomorphic to one of JY(K~,~), M(K5). Suppose that A4 has no 
4K3,3) minor. A4 & A’(K,) since M is not graphic; but A(K,) is a splitter 
for the class of regular matroids without A(K,,,) minors, by (7.5), and so M 
is l- or 2-separable, a contradiction. Thus A4 has a minor isomorphic to 
4K3.3)’ 
By (7.2), there exists Z, z E(M) such that A4 x Z, is a subdivision of 
A(K,,,). We may therefore choose Z E E(M) with 1 Z ( maximum such that 
M x Z is graphic, is cyclically 3connected, and has an J(K,,,) minor. By 
(5.4), there is an adjoinable Z-arc A. By (5.2), M x (Z VA) is cyclically 3- 
connected and has an J(K3,3) minor, and so by the maximality of Z, 
582b/28/3-8 
354 P: D. SEYMOUR 
M x (2 VA) is not graphic. Choose e E A, and choose a connected graph G 
and TS V(G) such that M x 2 z d(G) and 
(M x (ZUA))/(A - {e}) rJ(G, T). 
Now M x (2 WA) is a subdivision of M(G, r> and so M(G, 7) is not 
graphic. But J(G) is cyclically 3-connected, and so (by the remark after 
(11.1)) G is a subdivision of a simple 3-connected graph; and G has a K,,, 
minor. By (14.1), J(G, 7’), and hence M, has a minor isomorphic to one of 
FT, RIO, or R12, but FT is impossible since M is regular. This completes the 
proof. 
Now we can prove the main result. 
(14.3) Every regular matroid M may be constructed by means of I-, 2-, 
and 3-sums, starting with matroids each isomorphic to a minor of M and 
each either graphic or cographic or isomorphic to R ,,,. 
Proof. We use induction on 1 E(M)I. Let M be a regular matroid. If M is 
graphic or cographic or isomorphic to R,, the result is true. Suppose not. 
Then by (14.2), if M is 3-connected then it has an R,, or R,, minor. By (7.4) 
if M has an R,, minor, it is 2-separable; and by (9.2) if M has an R ,* minor 
then it has a 3-separation (X, Y) with 1 XI, I Y I > 4. By (2. lo), M is expressi- 
ble as a I-, 2-, or 3-sum. By (2.1) and (2.6), if M is expressible as a I- or 2- 
sum then the parts of the sum are isomorphic to minors of M. If M is not ex- 
pressible as a l- or 2-sum then it is 3-connected, and so by (4.1) the parts of 
the 3-sum are isomorphic to minors of M. Thus M is expressible as the I-, 2-, 
or 3-sum of two matroids M, , M,, which are both isomorphic to minors of 
M. Thus M, and M, are both regular; and so, since they both have fewer ele- 
ments than M, they may both be obtained in the required way, by induction. 
Hence so may it4. 
15. APPENDIX: CASE ANALYSIS 
Now we give the detailed case-checking postponed from previous sections. 
The matroids concerned are all binary, and we represent them by matrices 
with entries over GF(2), each element corresponding to a column, in the 
usual way. In order to show that a given matroid has another as a minor, we 
give matrix representations of both, list the columns of the first 
corresponding to elements which are to be deleted and contracted, and give a 
bijection from the remaining columns to the columns of the second matrix. 
The reader is presumed to be familiar with the matrix operations which 
correspond to matroid deletion and contraction, and to be able to test if a bi- 
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jection between the column sets of two matrices over GF(2) gives an 
isomorphism of the matroids they represent; thus the reader may verify that 
the bijection given is a matroid isomorphism in each case. 
In Fig. 9 we list some matrix representations. The case analysis for (7.2), 
(7.4), (7.5), and (7.6) is given in the table of Fig. 10. To explain this table, 
let us take, for example, the fifth line. This deals with M*(K,,,). If we ex- 
amine the matrix for .M*(K,,,) in Fig. 9, we see that from symmetry there 
are only two non-isomorphic ways to add a column to this matrix which is 
non-zero and not the same as a column already in the matrix. These two 
possible columns are (1, 0, 1,O)’ and (1, 1, 1,O)‘. (T denotes transpose.) We 
deal with these two cases simultaneously, using the symbol *, which in- 
dicates that the entry may be either 0 or 1. From the fifth line of Fig. 10 we 
learn the following. Let N, be a matroid isomorphic to P(K,,,), on a set 
(1, 2,..., 9), where element i is represented by the ith column of the matrix in 
Fig. 9. Let A4 be a matroid on { 1,2 ,..., 9, e}, represented by the columns of 
the same matrix together with one additional column (1, 0, 1, O)* or 
(1, 1, 1, O)‘, so that M\e= N,. Let N, z F, , and be on a set { 1,2 ,..., 7 }, 
where again element i corresponds to the ith column of the matrix for F, in 
Fig. 9. Then 
where 2, = { 5,6}, Z, = {2}, and an isomorphism # from M\Z,/Z, to N, is 
obtained by mapping elements 1, 3, 4, 7, 8, e, 9 of wZ,/Z, to elements 1, 
2, 3, 4, 5, 6, 7 of N,, respectively. We deduce that if M is a binary matroid 
and M’\e E A*(K,,,), then either A4 has an F, minor, or e is a loop, coloop, 
or parallel element of M. By taking duals, it follows that if N zJ(K3,J and 
X is the class of regular matroids, then the hypotheses of (7.1) are satisfied, 
and so (7.2) is true. The table similarly lists all the l-element extensions 
necessary to verify (7.4), (7.5), and (7.6). 
The table also contains information about R12, which we use to verify that 
R,, satisfies the hypotheses of (9.1). However, the argument here needs more 
explanation. We follow the outline given after (9.2). M, and M, denote the 
matroids represented by the matrices obtained from the R,, matrix of Fig. 9 
by adding the columns (1, 1, 0, 0, 1, I)= and (0, 0, 1, 1, 0, O)=, respectively. 
The “R, 2” entries in the table show the following. 
( 15.1) If a non-zero new column is added to the R 12 matrix of figure 9, 
and if the new matroid obtained is regular, then either the new column is the 
same as an old column, or it is one of (1, 1, 0, 0, 0, O)‘, (1, 1, 0, 0, 1, l)=, (0, 
0, 0, 0, 1, I)=, or (0, 0, 1, 1, 0, 0)‘. The jirst three of these give isomorphic 
matroids, the isomorphisms preserving the sets A, B and the new element. 
Now (9.1)(i) is easily verified- recall that B is the union of the two 3- 
element circuits of R ,2, and so A= {3,4,7,8, 11, 12) and 
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5 F7 1, 2, 4, 3, e, 6, 7 
3 F, 1, 2, 4, 5, 6, e, 7 
4 F, 1, 2, 3, 5, 6, 7, e 
5, 6 2 F7 1, 3, 4, 7, 8, e, 9 







1, 2, 3 
1, 2, 10 
1, 2, 6, 5, e, 9, 3, 8, 7 
1,2,6,5,7,9,10,8,e 
4, 5, 6, 10, 9, 8, e 
4, 5, 6, 3, 9, 8, e 
9, 10 4, 5 F7 1, 2, 3, 8, e, 6, 7 
1, 2 4, 8 F7 3, 5, 7, 10, e, 9, 6 
7, 10 1, 3 F, 2, 4, 5, 9, 6, 8, e 
6, 9, 12 4, 5, 11 
8, 9, 12 4, 5, 7 
8, 10, 12 2, 4, 6 











1, 2, 6, 12 5, 9, 10 
1, 5, 6, 7 2, 9, 10 
2, 3, 6, 9 1, 5, 10 
1,2,3, lO,e,8,7 
2, 3, 6, 11, 10, 1, e 
1, 3, 5, 11, 9, 7, e 
1, 3, 4, 11, 8, 7, e 
1 ,..., 12, e 
1 ,..., 12, e 
9, 10, 11, 12, 5, 6, 7, 
8, 1,2, 3,4,e 
8, 7, 11, x, 3, 4, Y 
12, 11, 8, x, 3, 4, Y 
7, 12, x, 8, 4, Y, 11 
FIGURE 10 
B = { 1, 2, 5, 6, 9, 10). Both (1, 1, 0, 0, 1, l)* and (0, 0, 1, 1, 0, 0)’ are span- 
ned by columns corresponding to elements in A and so, from the table, 
(9.l)(ii) is true. (9.l)(iii) is true since I?,, g I?:, , and it remains to verify 
(9.l)(iv) and (v). 
First we verify (9.1)(v), since it is easier. By duality we must show the 
following: 
(15.2) If M is regular and M\ylx s R 12, and if there is a cocircuit D of 
M with {x, y} c D E A V {x, y}, then either there is a cfrcuit C of M with 
y E C E A V {x, y}, or y is parallel in M/x to an element of B. 
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(This is equivalent to (9.1)(v) because R i2 g R;i;, and under such an 
isomorphism A and B are interchanged.) Now {x, y} c D, and so y is not a 
coloop of M/X. If y is a loop in M/X then either {y} or {x, y} is a circuit of 
M and (15.2) is true. If y, z are parallel in M/X (for some z # X, y) then 
(15.2) is true if z E B, and if z E A then either {y, z} or {x, y, z} is a circuit 
of M and again (15.2) is true. Thus we may assume that y is not a loop, 
coloop, or parallel element of M/X. However, J4/x\y z R ,*, and so 
M/X E M, or M,. In either case y is spanned in M/X by A, and so (15.2) is 
true. This verifies (9.1)(v). 
Finally, we verify (9.l)(iv). We must show the following: 
(15.3) If M is regular and M\x/y E R 12, and if there is a cocircuit D of 
M with {x, y} c D G B V {x, y}, then either there is a circuit C of M with 
x E C c B v (x, y ), or x is parallel in M/y to an element of A. 
As before, we may assume that x is not a loop, coloop, or parallel element 
of M/y, and so M/y z M, or M2. If M/y E M, , then x is spanned in M/y 
by B, and so (15.3) is true. We therefore assume that M/y z M,, so that 
M*\y z Mz, and is represented by the last matrix of Fig. 9, columns 1-12 
representing elements 1-12, and column 13 representing x. Add a column 
c = (Cl ,...) c,)~ corresponding to y, to make a matrix representing M*. Now 
by hypothesis there is a circuit C of M* with {x, y } c C c B U {x, y }, and 
B = { 1, 2, 5, 6, 9, 10); thus, c, = 1, c, = c,, and c, = c,; and not all c, ,..., c, 
are zero. Moreover, (M*/x)\y E R , *, and so, by (15.1), either y is a loop, 
coloop, or parallel element of M*/x, or M*/x z M, or M,. Thus, either 
CC 1,***, c,)~ agrees with one of the columns of our matrix representing Mf in 
Fig. 9 in the first six rows, or (by (15.1)) it is one of (1, l,O,O,O, 0, l)T, (1, 
1, 0, 0, 1, 1, l)T, (0, O,O, 0, 1, 1, l)‘, (0, 0, 1, 1, 0, 0, 1)‘. Using symmetry 
and the results c, = c,, etc., we may assume that c is one of (1, 1, 0, 0, 0, 0, 
l)T, (1, 1, 0, 0, 1, 1, l)T, (O,O, 1, LO, 0, l)‘, (1, 1, LO, O,O, 1>‘, (O,O, LO, 
0, 0, 1)‘. But for each of these choices of c, M* has an FT minor as shown 
by the last lines of the table. This completes the proof. 
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