Abstract. We classify analytically isolated plane curve singularities defined by weighted homogeneous polynomials f (y, z), which are not topologically equivalent to homogeneous polynomials, in an elementary way. Moreover, in preparation for the proof of the above analytic classification theorem, assuming that g(y, z) either satisfies the same property as the above f does or is homogeneous, then we prove easily that the weights of the above g determine the topological type of g and conversely. So, this gives another easy proof for the topological classification theorem of quasihomogenous singularities in C 2 , which was already known. Also, as an application, it can be shown that for a given h, where h(w 1 , . . . , wn) is a quasihomogeneous holomorphic function with an isolated singularity at the origin or h(w 1 ) = w p 1 with a positive integer p, analytic types of isolated hypersurface singularities defined by f + h are easily classified where f is defined just as above.
Introduction
The aim in this paper is to classify analytically isolated plane curve singularities defined by weighted homogeneous polynomials, which are not homogeneous, in an elementary way. It is known by Theorem 2.5 [K1] that some plane curve singularities defined by homogeneous polynomials can be analytically classified in a concrete sense.
Let f and g be holomorphic functions near the origin in C 2 with isolated singularity at the origin. For simplicity of notations, if f and g have the same topological type of singularity at the origin, we denote this relation by f ∼ g. Otherwise, we write f ∼ g. Also, if f and g have the same analytic type of singularity at the origin, then we write f ≈ g. Otherwise, we write f ≈ g.
Observe that f = y(z + y k ) for any positive integer k ≥ 2 is weighted homogeneous, which is not homogeneous, but f ≈ z 2 + y 2 . If f is weighted homogeneous, then it can be shown by Lemma 3.4 that f is not homogeneous with f ∼ z 2 + y 2 if and only if f ∼ h for any homogeneous polynomial h. So, if f ∼ z 2 + y 2 , by Theorem 3.10 we can classify analytically isolated plane curve singularities defined by weighted homogeneous polynomials f , which are not homogeneous, in an easy and concrete way.
Moreover, in preparation for the proof of Theorem 3.10, assuming that either f is weighted homogeneous and nonhomogeneous with f ∼ z 2 +y 2 , or f is homogeneous, then we prove easily by Theorem 3.5 that the weights of f determine the topological type of f and conversely, by the topological classification theorem of plane curve singularites ( [L] , [Z2] ) only. So, this gives another easy proof for the topological classification theorem of quasihomogeneous singularities in C 2 , which was already proved by [Yo-Su] .
Also, as an application, it is shown by Corollary 3.13 that for a given h, where h(w 1 , . . . , w m ) is a quasihomogeneous holomorphic function with an isolated singularity at the origin or h(w 1 ) = w p 1 with a positive integer p, analytic types of isolated hypersurface singularities defined by f + h are easily classified by analytic types of weighted homogeneous polynomials f (y, z).
Known preliminaries
Definition 2.1. Let V = {z ∈ C n+1 : f (z) = 0} and W = {z ∈ C n+1 : g(z) = 0} be germs of complex analytic hypersurfaces with isolated singularity at the origin.
(i) f and g are said to have the same topological type of singularity at the origin if there is a germ at the origin of homeomorphisms φ : (U 1 , 0) → (U 2 , 0) such that φ(V ) = W and φ(0) = 0 where U 1 and U 2 are open subsets in C n+1 . In this case, denote this relation by f ∼ g. Otherwise, we write f ∼ g.
(ii) f and g are said to have the same analytic type of singularity at the origin if there is a germ at the origin of biholomorphisms ψ : 
Theorem 2.4 ([S]). Quasihomogeneous function with isolated singularity at origin in C
n can be put into weighted homogeneous polynomial by a biholomorphic change of coordinates. 
Throughout this section, we assume that f is a weighted homogeneous polynomial with an isolated singularity at the origin in C 2 which are not homogeneous. Then to classify such singularities topologically and analytically in an elementary way, we need the following lemmas. 
where 2 ≤ n < k and d = gcd(n, k) with n = n 1 d and k = k 1 d, each ε i is either 1 or 0 for i = 1, 2, and all A i are complex numbers for
Proof. By assumption, we may put f as follows:
where 1 ≤ n < k, each ε i is either 1 or 0 for i = 1, 2, and all B i are complex numbers for 0 ≤ i ≤ n with B 0 B n = 0 and 1
Considering f (ay, bz) for some nonzero numbers a, b, then it is clear that
where all C i are complex numbers for 1
So it is enough to prove analytically by a nonsingular change of coordinates, if necessary, that (i) n ≥ 2 and (ii) whenever gcd(n, k) = n, the coefficient C 1 may be eliminated as follows:
(i) To prove that n ≥ 2, it suffices to consider four subcases below.
(ia) If n = 0, then it would be impossible.
, which satisfies the desired property.
(id) If n = 1, ε 1 = 1 and
(ii) To prove that the coefficient C 1 may be assumed to be zero after a nonsingular change of coordinates if necessary, suppose that gcd(n, k) = n with 2 ≤ n < k and C 1 = 0. Otherwise, either gcd(n, k) < n or C 1 = 0 implies that there is nothing to prove. Then it suffices to consider two subcases such as (iia) ε 2 = 0 and (iib)
, which satisfies the desired property. So, we may assume that n ≥ 3. If n ≥ 3, then by a nonsingular change of coordinates φ with φ(y, z)
where each D i are complex numbers for 2 ≤ i ≤ n and either D n−1 or D n is nonzero since f has an isolated singular point. Note that f • φ has the same weights as f
Since n + 1 ≥ 3, use the similar method just as we have seen in the subcase (iia), and then the proof is done. Proof. First, we assume that f is not homogeneous with f ∼ z 2 + y 2 . By Lemma 3.3, f can be written analytically in the form
where the c i are nonzero distinct complex numbers, satisfying the same properties and notations as in Lemma 3.3.
Observe that the intersection number of any two distinct irreducible components of a homogeneous polynomial with degree ≥ 2 is equal to one at the origin in C 2 . Then, by Theorem 2.3, it is enough to show that either there are at least two irreducible components of f , called α and β, such that I(α, β) > 1, using the notation as in Definition 3.2, or f itself is an irreducible component of f with multiplicity ≥ 2.
By Theorem 2.3 and the above observation, it is enough to consider the following four cases:
(
(2) Let ε 1 = 1 and ε 2 = 0. Then there are two subcases: (2), (3) and (4), we showed that f ∼ h for any homogeneous polynomial h ∈ 2 O. Next, the converse is trivial. Thus, the proof is done. Now suppose that f satisfies the property as in Lemma 3.4. Then, depending on the fact that weights (w 1 , w 2 ) of f are positive integers or not, we can classify topologically the above singularities by the following. 
In general, suppose that either f satisfies the above assumption with f ∼ z 2 +y 2 , or f is homogeneous. Then the weights of f determine the topological type of f and conversely.
Proof. By Lemma 3.3, we may assume analytically that
where d = gcd(n, k) with n = n 1 d and k = k 1 d, and ε 1 , ε 2 are either 1 or 0, respectively and the c i are distinct nonzero numbers, and if gcd(n, k) = n, then A 1 is zero. For the proof, let g(y, z) be a weighted homogeneous polynomial with an isolated singular point at the origin in C 2 , which is not homogeneous. If g ∼ z 2 +y 2 , then by Lemma 3.3, g can be written analytically in the form
where 2 ≤ m < l, e = gcd(m, l) with m = m 1 e and l = l 1 e, and δ 1 , δ 2 are either 1 or 0, respectively, and all B j are complex numbers for 1 ≤ j ≤ e − 1, and all r j are distint nonzero complex numbers for 1 ≤ j ≤ e. For brevity of notation, if f ∈ 2 O has an isolated singularity at the origin in C 2 , define S(f ) by the set of intersection numbers of any two irreducible components of f .
To prove the theorem, it is enough to consider the following three cases: (1) d = 1, (2) 2 ≤ d < n, and (3) d = n.
(1) Let d = 1. Then gcd(n, k) = 1, and so f = y ε1 z ε2 (z n + y k ). Assume that f ∼ g. By Theorem 2.3, z n + y k is topologically equivalent to only one irreducible component of g because n ≥ 2 and gcd(n, k) = 1. Then, m 1 ≥ 2 and 1 = e = gcd(m, l) by Theorem 2.3. So, z n + y k ∼ z m + y l . By Theorem 2.3, n = m, k = l and also g = y δ1 z δ2 (z n + y k ) because n < k and m < l. Note that S(f ) = {ε 1 ε 2 , ε 1 n, ε 2 k} − {0} and S(g) = {δ 1 δ 2 , δ 1 n, δ 2 k} − {0}. Since 1 < n < k and S(f ) = S(g) by Theorem 2.3, then it is trivial to prove that δ 1 = ε 1 and δ 2 = ε 2 . Thus, we proved that ε 1 , ε 2 , n, k are topologically invariant.
(2) Let 2 ≤ d < n. Note that n = n 1 d and
is topologically equivalent to an irreducible component of g because gcd(n 1 , k 1 ) = 1. Since n 1 ≥ 2, then m 1 ≥ 2. For example, since z n1 + c 1 y k1 ∼ z n1 + c 2 y k1 and z m1 + r 1 y l1 ∼ z m1 + r 2 y l1 , then n 1 = m 1 and k 1 = l 1 , and so d = e by Theorem 2.3, counting the number of irreducible components with multiplicity ≥ 2. That is, n = m, k = l and then g = y δ1
Since S(f ) = S(g) and 1 < n 1 < k 1 < n 1 k 1 , then ε 1 = δ 1 and ε 2 = δ 2 . Thus, we proved that ε 1 , ε 2 , n and k are topologically invariant.
where the c n+1 is a nonzero number by Theorem 2.3. So, we may assume without loss of generality that
then by Theorem 2.3, m 1 = 1 and e = m because any irreducible component of f has no singular point at the origin. So, we may assume that g = y δ1 Π m j=1 (z + r j y l1 ) with m ≥ 2 because g ∼ z 2 + y 2 , by a similar argument as in f . Note that S(f ) = {ε 1 , k 1 } − {0} and S(g) = {δ 1 , l 1 } − {0}. By Theorem 2.3, S(f ) = S(g), and so k 1 = l 1 and ε 1 = δ 1 because k 1 > 1 and l 1 > 1. Considering the number of irreducible components of f and g respectively, then ε 1 = δ 1 implies that n = m by Theorem 2.3. So, k = l because k = k 1 d = k 1 n and l = l 1 e = l 1 m = k 1 n. Thus, we proved that ε 1 , n and k are topologically invariant, assuming that ε 2 = δ 2 = 0.
Note that we do not assume any restriction on the integer gcd(m, l) = e for the proof of (1), (2) and (3), respectively. So, if gcd(n, k) < n, then (1) and (2) have the different topological types by Theorem 2.3, counting the number of irreducible components, each of which has a multiplicity p with p ≥ 2. Also, by Theorem 2.3, (3) is topologically different from both (1) and (2) because there is no irreducible component with multiplicity ≥ 2 in (3). Therefore, by (1), (2) and (3), the topological classification of singularities defined by the above weighted homogeneous polynomials is done.
Also, by using the numbers k n ≥ 1, n k ≤ 1 and gcd(n, k), we showed that the weights of f and g are equal if and only if f ∼ g, together with the weights of homogeneous polynomials. Thus, this completes the proof.
Considering weights of a homogeneous polynomial, then by Theorem 2.4 [S] and Theorem 3.5, we prove easily the following: 
where the A i and B i are complex numbers for
and only if there is a complex number ω with
n + y k with 2 ≤ n < k and d < n, it is clear that f and g have the above representation by Lemma 3.3 and Theorem 3.5. If d = 1, there is nothing to prove. So we may assume that 1 < d < n. Suppose that f ≈ g. Then by definition, there is a biholomorphic mapping φ : (U 1 , 0) → (U 2 , 0) such that f • φ = ug where U 1 and U 2 are open subsets in C 2 containing the origin and u is a unit in 2 O. Write φ(y, z) = (L, H) as follows: 
Otherwise, we write y α z β ∈ h. Let t be the smallest positive integer such that H t cannot be divisible analytically by z if it exists. Otherwise, define t by +∞.
Now, we are going to prove the following cases, respectively.
for each i = j, then we need to consider two cases, i.e., j > i and j < i. If j > i, then it is clear because
Therefore, if we write u 0 = u(0, 0) = 0 from f • φ = ug, then we get the equations as follows: Note that {i : 
where 
Proof. Suppose that ε i = δ i for i = 1, 2 and f 1 ≈ g 1 . Then, by Theorem 3.7 it is clear. To prove the converse, assume that f ≈ g. Then it is enough to consider the following cases: (i) ε 1 = ε 2 = 1, (ii) ε 1 = 1 and ε 2 = 0, (iii) ε 1 = 0 and ε 2 = 1. Case (i). Let ε 1 = ε 2 = 1. Since gcd(n, k) < n, then by Theorem 3.5 ε i = δ i for i = 1, 2, and also n = m, k = l. To prove it, using the same notation for f • φ = ug as we have seen in the proof of Theorem 3.7, then
where To prove Case (i), use the same method with the same kind of integer t as we have seen in the proof of Theorem 3.7. Then we can prove that for 0
, and so we get the same result as before: Write u 0 = u0 a10b01 where u 0 = u(0, 0).
By Theorem 3.7 again, f 1 ≈ g 1 and then we have proved Case (i).
To prove other cases, use the same technique as in the proof of Case (i) and so it is done. Theorem 3.9. Let f and g be weighted homogeneous with isolated singularity at the origin in
where ε 1 , ε 2 , δ 1 and δ 2 are either 1 or 0, respectively, and 2 ≤ n < k, n = gcd(n, k), and 2 ≤ m < l, m = gcd (m, l) . Then f and g can be analytically written as follows: (ii) To prove it, suppose that ε i = δ i for i = 1, 2 and f 1 ≈ g 1 . Then use the same method and notation for f • φ = ug with the same kind of integer t as we have seen in the proof of Theorem 3.7 and Corollary 3.8. Note that t ≥ 2k 1 + n − 2 − n + 1 > k 1 = k n because A 1 is zero. Then apply the same technique to this case as we have seen in the proof of Corollary 3.8, and so we can get the desired result. To prove the converse, assume that f ≈ g. Then it is enough to consider the following cases: (a) ε 1 = ε 2 = 1, (b) ε 1 = 1 and ε 2 = 0, and (c) ε 1 = 0 and ε 2 = 1.
Case (a). To prove it, use the same method and notation for f • φ = ug as we have seen in the proof of Corollary 3.8. Then it can be shown that ε i = δ i for i = 1, 2 and f 1 ≈ g 1 , that is, ε i = δ i for i = 1, 2 and there is a complex number ω with ω n = 1 such that A i ω i = B i for i = 2, . . . , n − 1. To prove other cases, use the same technique as in the proof of Case (a) and so it can be done.
Remark 3.9.1. If 2 ≤ n < k and gcd(n, k) = n, then we have proved by Theorem 3.9 that z(z n + y k ) ≈ z n+1 + y 
