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Abstrat
We prove that in various natural models of a random quotient
of a group, depending on a density parameter, for eah hyperboli
group there is some ritial density under whih a random quotient
is still hyperboli with high probability, whereas above this ritial
value a random quotient is very probably trivial. We give expliit
haraterizations of these ritial densities for the various models.
Introdution
What does a generi group look like?
The study of random groups emerged from an armation of M. Gromov
that almost every group is hyperboli (see [Gro1℄). More preisely, x m
and N and onsider the group G presented by 〈 a1, . . . , am | r1, . . . , rN 〉 where
the ri's are words of length ℓi in the letters a
±1
i . Then the ratio of the number
of N-tuples of words ri suh that G is hyperboli, to the total number of N-
tuples of words ri, tends to 1 as inf ℓi →∞. The rst proof of this theorem
was given by A.Y. Ol'shanski in [Ols1℄, and independently by C. Champetier
in [Ch1℄, thus onrming Gromov's statement.
Later, M. Gromov introdued (f. [Gro2℄) a ner model of random group,
in whih the number N of relators is allowed to be muh bigger.
This model goes as follows: Choose at randomN ylially redued words
of length ℓ in the letters a±1i , uniformly among the set of all suh ylially
redued words (reall a word is alled redued if it does not ontain a sequene
of the form aia
−1
i or a
−1
i ai and ylially redued if moreover the last letter
is not the inverse of the rst one). Let R be the (random) set of these N
words, the random group is dened by the presentation 〈 a1, . . . , am | R 〉.
Let us explain how N is taken in this model. There are (2m)(2m−1)ℓ−1 ≈
(2m− 1)ℓ redued words of length ℓ. We thus take N = (2m− 1)dℓ for some
number d between 0 and 1 alled density.
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The theorem stated by Gromov in this ontext expresses a sharp phase
transition between hyperboliity and triviality, depending on the asymptotis
of the number of relators taken, whih is ontrolled by the density parame-
ter d.
Theorem 1 (M. Gromov, [Gro2℄)  Fix a density d between 0 and
1. Choose a length ℓ and pik at random a set R of (2m − 1)dℓ uniformly
hosen ylially redued words of length ℓ in the letters a±11 , . . . , a
±1
m .
If d < 1/2 then the probability that the presentation 〈 a1, . . . , am | R 〉
denes an innite hyperboli group tends to 1 as ℓ→∞.
If d > 1/2 then the probability that the presentation 〈 a1, . . . , am | R 〉
denes the group {e} or Z/2Z tends to 1 as ℓ→∞.
There was a small mistake in the original proof of Gromov: the proof uses
van Kampen diagrams, and the ase when some relator appears several times
in a given van Kampen diagram was forgotten (this mistake was apparently
rst deteted by R. Kenyon); when no relator appears twie there is muh
more independene in the probabilities and the proof is easier. A omplete
proof of this theorem is inluded below (setion 2).
Let us disuss the intuition behind this model. What does the density pa-
rameter d mean? Following the exellent exposition of Gromov in [Gro2℄, we
assimilate dℓ to a dimension. That is, dℓ represents the number of equations
we an impose on a random word so that we still have a reasonable hane
to nd suh a word in a set of (2m− 1)dℓ randomly hosen words (ompare
to the basi intersetion theory for random sets stated in setion 5.2).
For example, for large ℓ, in a set of 2dℓ randomly hosen words of length
ℓ in the two letters a and b, there will probably be some word beginning
with dℓ letters a. (This is a simple exerise.)
As another example, in a set of (2m − 1)dℓ randomly hosen words on
a±1i , there will probably be two words having the same rst 2dℓ letters, but
no more. In partiular, if d < 1/12 then the set of words will satisfy the
small anellation property C ′(1/6) (see [GH℄ for denitions). But as soon
as d > 1/12, we are far from small anellation, and as d approahes 1/2 we
have arbitrarily big anellation.
The purpose of this work is to give similar theorems in a more general
situation. The theorem above states that a random quotient of the free
group Fm is hyperboli. A natural question is: does a random quotient of a
hyperboli group stay hyperboli?
This would allow in partiular to iterate the operation of taking a ran-
dom quotient. This kind of onstrution is at the heart of the wild group
onstruted in [Gro4℄.
Our theorems preisely state that for eah hyperboli group (with harm-
less torsion), there is a ritial density d under whih the quotient stays
hyperboli, and above whih it is probably trivial. Moreover, this ritial
density an be haraterized in terms of well-known numerial quantities
depending on the group.
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We need a tehnial assumption of harmless torsion (see Denition 15).
Hyperboli groups with harmless torsion inlude torsion-free groups, free
produts of torsion-free groups and/or nite groups (suh as PSL2(Z)), et.
This assumption is neessary: Appendix C proves that Theorem 4 does not
hold for some hyperboli groups with harmful torsion
1
.
There are several ways to generalize Gromov's theorem: a good replae-
ment in a hyperboli group for redued words of length ℓ in a free group
ould, equally likely, either be redued words of length ℓ again, or elements
of norm ℓ in the group (the norm of an element is the minimal length of
a word equal to it). We have a theorem for eah of these two ases. We
also have a theorem for random quotients by uniformly hosen plain words
(without any assumption).
In the rst two versions, in order to have the number of redued, or
geodesi, words of length ℓ tend to innity with ℓ, we have to suppose that
G is not elementary. There is no problem with the ase of a quotient of an
elementary group by plain random words (and the ritial density is 0 in this
ase).
Let us begin with the ase of redued words, or ylially redued words
(the theorem is idential for these two variants).
We reall the denition and basi properties of the ogrowth η of a group
G in setion 1.2 below. Basially, if G is not free, the number of redued
words of length ℓ whih are equal to e in G behaves like (2m − 1)ηℓ. For a
free group, η is (onventionally, by the way) equal to 1/2. It is always at
least 1/2.
Theorem 2 (Random quotient by redued words)  Let G be
a non-elementary hyperboli group with harmless torsion, generated by the
elements a1, . . . , am. Fix a density d between 0 and 1. Choose a length ℓ and
pik at random a set R of (2m − 1)dℓ uniformly hosen (ylially) redued
words of length ℓ in a±1i . Let 〈R〉 be the normal subgroup generated by R.
Let η be the ogrowth of the group G.
If d < 1− η, then, with probability tending to 1 as ℓ→∞, the quotient
G/〈R〉 is non-elementary hyperboli.
If d > 1− η, then, with probability tending to 1 as ℓ→∞, the quotient
G/〈R〉 is either {e} or Z/2Z.
We go on with the ase of elements on the ℓ-sphere of the group.
In this ase, for the triviality part of the theorem, some small-sale phe-
nomena our, omparable to the ourrene of Z/2Z above (think of a ran-
dom quotient of Z by any number of elements of norm ℓ). In order to avoid
1
These results were announed in [Oll1℄ without this assumption. I would like to thank
Prof. A.Yu. Ol'shanski for having pointed an error in the rst version of this manusript
regarding the treatment of torsion, whih led to this assumption and to Appendix C.
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them, we take words of norm not exatly ℓ, but of norm between ℓ− L and
ℓ+ L for some xed L > 0 (L = 1 is enough).
Theorem 3 (Random quotient by elements of a sphere) 
Let G be a non-elementary hyperboli group with harmless torsion, generated
by the elements a1, . . . , am. Fix a density d between 0 and 1. Choose a length
ℓ.
Let Sℓ be the set of elements of G whih are of norm between ℓ− L and
ℓ + L with respet to a±11 , . . . , a
±1
m (for some xed L > 0). Let N be the
number of elements of Sℓ.
Pik at random a set R of Nd uniformly hosen elements of Sℓ. Let 〈R〉
be the normal subgroup generated by R.
If d < 1/2, then, with probability tending to 1 as ℓ → ∞, the quotient
G/〈R〉 is non-elementary hyperboli.
If d > 1/2, then, with probability tending to 1 as ℓ → ∞, the quotient
G/〈R〉 is {e}.
The two theorems above were two possible generalizations of Gromov's
theorem. One an wonder what happens if we ompletely relax the assump-
tions on the words, and take in our set R any kind of words of length ℓ with
respet to the generating set. The same kind of theorem still applies, with
of ourse a smaller ritial density.
The gross ogrowth θ of a group is dened in setion 1.2 below. Basially,
1− θ is the exponent (in base 2m) of return to e of the random walk on the
group. We always have θ > 1/2.
Now there are (2m)ℓ andidate words of length ℓ, so we dene density
with respet to this number.
Theorem 4 (Random quotient by plain words)  Let G be a
hyperboli group with harmless torsion, generated by the elements a1, . . . , am.
Fix a density d between 0 and 1. Choose a length ℓ and pik at random a
set R of (2m)dℓ uniformly hosen words of length ℓ in a±1i . Let 〈R〉 be the
normal subgroup generated by R.
Let θ be the gross ogrowth of the group G.
If d < 1− θ, then, with probability tending to 1 as ℓ→∞, the quotient
G/〈R〉 is non-elementary hyperboli.
If d > 1− θ, then, with probability tending to 1 as ℓ→∞, the quotient
G/〈R〉 is either {e} or Z/2Z.
Preisions on the models. Several points in the theorems above are left
for interpretation.
There is a slight dierene between hoosing N times a random word
and having a random set of N words, sine some word ould be hosen
several times. But for d < 1/2 the probability that a word is hosen twie
is very small and the dierene is negligible; anyway this does not aet our
statements at all, so both interpretations are valid.
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Numbers suh as (2m)dℓ are not neessarily integers. We an either take
the integer part, or hoose two onstants C1 and C2 and onsider taking the
number of words between C1(2m)
dℓ
and C2(2m)
dℓ
. One more this does not
aet our statements at all.
The ase d = 0 is peuliar sine nothing tends to innity. Say that a
random set of density 0 is a random set with a number of elements growing
subexponentially in ℓ (e.g. with a onstant number of elements).
The possible ourrene of Z/2Z above the ritial density only reets
the fat that it may be the ase that a presentation of G has no relators of
odd length (as in the free group). So, when quotienting by words of even
length, at least Z/2Z remains.
Disussion of the models. Of ourse, the three theorems given above are
not proven separately, but are partiular ases of a more general (and more
tehnial!) theorem. This theorem is stated in setion 4.4.
Our general theorem deals with random quotients by words piked under
a given probability measure. This measure does not need to be uniform,
neither does it neessarily harge words of only one given length. It has to
satisfy some natural (one the right terminology is given...) axioms. The
axioms are stated in setion 4.3, and the quite sophistiated terminology for
them is given in setion 4.2.
For example, using these axioms it is easy to hek that Theorem 3 still
holds when quotienting by words taken in the ball rather than in the sphere,
or that taking a random quotient by redued words or by ylially redued
words is (asymptotially) the same, with the same ritial density.
It is also possible to take quotients by words of dierent lengths, but
our method imposes that the ratio of the lengths be bounded. This is a
restrition due to the geometri nature of some parts of the argument, whih
rely on the hyperboli loal-global priniple, using metri properties of the
Cayley omplex of the group (f. appendix A).
In the ase of various lengths, density has to be dened as the supremum
of the densities at eah length.
The very rst model of random group given in this artile (the one used
by Ol'shanski and Champetier), with a onstant number of words of pre-
sribed lengths, is not the ase d = 0 of our model, sine in this model the
ratio of lengths an be unbounded, whih ompletely prevents the use of
some geometri methods. However, this model an probably be obtained by
iterating the proess of taking a random quotient at d = 0, or by using the
relative small anellation tehniques later developed by Delzant in [D℄ and
by Gromov in [Gro4℄.
But another model enountered in the literature, whih onsists in uni-
formly piking a xed number of words of length between 1 and ℓ, satises
easily our axioms, as it is almost exatly our ase d = 0. Indeed there are
so muh more words of length lose to ℓ than lose to 0, that the elements
taken under this model are of length omprised between (1 − ε)ℓ and ℓ for
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any ε.
Whereas random plain words or random redued words an be easily on-
struted independently of the group, it ould seem diult, at rst glane,
to take a quotient by random elements of a sphere. Let us simply reall
(f. [GH℄) that in a hyperboli group, it is possible to dene for eah ele-
ment a normal geodesi form, and that there exists a nite automaton whih
reognizes exatly the words whih are normal forms of elements of the group.
Note that all our models of random quotients depend on a generating
subset. For example, adding false generators (i.e. generators equal to e) to
our generating sets makes the ogrowth and gross ogrowth arbitrarily lose
to 1, thus the ritial density for redued words and plain words arbitrarily
small. The ase of random quotients by elements of the ℓ-sphere seems to be
more robust.
In [Z℄, A. uk proves that a random quotient of the free group by redued
words at density greater than 1/3 has property T. As a random quotient of
any group is the quotient of a random quotient of the free group by the
relations dening the initial group, this means that the random quotients we
onsider possess property T as well for redued words and densities above
1/3.
Other developments on generi properties of groups. Other prop-
erties of generi groups have been studied under one or another model of
random group. Besides hyperboliity, this inludes topis suh as small an-
ellation properties, torsion elements, topology of the boundary, property T,
the fat that most subgroups are free, planarity of the Cayley graph, or the
isomorphism problem; and more are to ome. See for example [Ch1℄, [AO℄,
[A℄, [Z℄, [AC℄, [KS℄.
Random groups have been used by M. Gromov to onstrut a wild group
related to C⋆-algebrai onjetures, see [Gro4℄.
The use of generi properties of groups also led to an announement of
an enumeration of one-relator groups up to isomorphism, see [KSS℄.
In a slightly dierent approah, the study of what a generi group looks
like has very interesting reent developments: generiity an also be under-
stood as a topologial (rather than probabilisti) property in the spae of all
nite type groups. See for example the work of C. Champetier in [Ch3℄.
In all these works, properties linked to hyperboliity are ubiquitous.
A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hard Kenyon,
Pierre Pansu, Panos Papasoglu, Frédéri Paulin and Andrzej uk for in-
strutive talks and omments.
Speial thanks to Prof. A.Yu. Ol'shanksi, who kindly pointed out an er-
ror in the treatment of torsion in a previous version of the manusript (the
assumption of harmless torsion did not appear), whih led to the ounterex-
amples of Appendix C, as well as for areful reading and suggestions for the
6
text.
Part of the ideas of this work emerged during my stay at the Éole normale
supérieure of Lyon in April 2002, at the invitation of Andrzej uk. I would
like to thank all the team of the Mathematis Department there for their
great warmth at reeiving me.
1 Denitions and notations
1.1 Basis
Throughout all this text, G will be a disrete hyperboli group given by a
presentation 〈 a1, . . . , am | R 〉 where S = {a1, . . . , am, a−11 , . . . a−1m } is a sym-
metri set of 2m generators, and R is a nite set of words on S. (Every
disrete hyperboli group is nitely presented, f. [S℄.)
We shall denote by δ a hyperboliity onstant for G w.r.t. S. Let λ be
the maximal length of relations in R.
A hyperboli group is alled non-elementary if it is neither nite nor
quasi-isometri to Z.
A word will be a word made of letters in S. Equality of words will always
mean equality as elements of the group G.
A word is said to be redued if it does not ontain a generator a ∈ S
immediately followed by its inverse a−1. It is said to be ylially redued if
it and all of its yli permutations are redued.
If w is a word, we shall all its number of letters its length and denote
it by |w|. Its norm, denoted by ‖w‖, will be the smallest length of a word
equal to w in the group G.
1.2 Growth, ogrowth, and gross ogrowth
First, we reall the denition of the growth, ogrowth and gross ogrowth of
the group G with respet to the generating set S.
Let Sℓ be the set of all words of length ℓ in a±1i . Let S
ℓ
G be the set of all
elements of G the norm of whih is equal to ℓ with respet to the generating
set a±1i . The growth g ontrols the asymptotis of the number of elements of
SℓG: this number is roughly equal to (2m)
gℓ
. The gross ogrowth θ ontrols
the asymptotis of the number of words in Sℓ whih are equal to the neutral
element in G: this number is roughly equal to (2m)θℓ. The ogrowth η is the
same with redued words only: this number is roughly (2m− 1)ηℓ.
These quantities have been extensively studied. Growth now belongs
to the folklore of disrete group theory (see e.g. [GdlH℄ or [GK℄ for bak-
ground and open problems). Cogrowth has been introdued by R. Grig-
orhuk in [Gri℄, and independently by J. Cohen in [C℄. For some examples
see [Ch2℄ or [W1℄. Gross ogrowth is linked (see below) to the spetrum of
the random walk on the group, whih, sine the seminal work by H. Kesten
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(see [K1℄ and [K2℄), has been extensively studied (see for example the nu-
merous tehnial results in [W2℄ and the referenes therein).
Definition 5 (Growth, ogrowth, gross ogrowth) 
The growth of the group G with respet to the generating set a1, . . . , am
is dened as
g = lim
ℓ→∞
1
ℓ
log2m#S
ℓ
G
The gross ogrowth of the group G with respet to the generating set
a1, . . . , am is dened as
θ = lim
ℓ→∞
ℓ even
1
ℓ
log2m#{w ∈ Sℓ, w = e in G}
The ogrowth of the group G with respet to the generating set a1, . . . , am
is dened as η = 1/2 for a free group, and otherwise
η = lim
ℓ→∞
ℓ even
1
ℓ
log2m−1 #{w ∈ Sℓ, w = e in G,w redued}
Let us state some properties of these quantities. All of them are proven
in [K2℄, [Gri℄ or [C℄.
The limits are well-dened by a simple subadditivity (for growth) or su-
peradditivity (for the ogrowths) argument. We restrit ourselves to even ℓ
beause there may be no word of odd length equal to the trivial element, as
is the ase e.g. in a free group.
For ogrowth, the logarithm is taken in base 2m− 1 beause the number
of redued words of length ℓ behaves like (2m− 1)ℓ.
Cogrowth and gross ogrowth lie between 1/2 and 1. Gross ogrowth is
stritly above 1/2, as well as ogrowth exept for the free group. There exist
groups with ogrowth or gross ogrowth arbitrarily lose to 1/2.
The probability that a random walk in the group G (with respet to the
same set of generators) starting at e, omes bak to e at time ℓ is equal to
the number of words equal to e in G, divided by the total number of words of
length ℓ. This leads to the following haraterization of gross ogrowth, whih
states that the return probability at time t is roughly equal to (2m)−(1−θ)t.
This will be ubiquitous in our text.
Alternate definition of gross ogrowth  Let Pt be the prob-
ability that a random walk on the group G (with respet to the generating
set a1, . . . , am) starting at e at time 0, omes bak to e at time t.
Then the gross ogrowth of G w.r.t. this generating set is equal to
θ = 1 + lim
t→∞
t even
1
t
log2m Pt
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In partiular, (2m)θ−1 is the spetral radius of the random walk operator
(denoted λ in [K1℄ and r in [Gri℄), whih is the form under whih it is studied
in these papers.
A ogrowth, or gross ogrowth, of 1 is equivalent to amenability.
It is easy to hek that g/2 + θ > 1.
Gross ogrowth and ogrowth are linked by the following equation (see [Gri℄):
(2m)θ = (2m− 1)η + (2m− 1)1−η
The gross ogrowth of the free group Fm is
1
2
log2m (8m− 4), and this is
the only group on m generators with this gross ogrowth (see [K1℄). This
tends to 1/2 as m→∞.
There are various onventions for the ogrowth of the free group. The
denition above would give −∞. In [C℄ the ogrowth of the free group is
taken equal to 0; in [Gri℄ it is not dened. Our onvention allows the formula
above between ogrowth and gross ogrowth to be valid even for the free
group; it is also natural given the fat that, for any group exept the free
group, the ogrowth is stritly above 1/2. Moreover, this leads to a single
formulation for our random quotient theorem, as with this onvention, the
ritial density for quotients by redued words will be equal to 1 − η in any
ase. So we strongly plead for this being the right onvention.
If G is presented as Fm/N where N is a normal subgroup, ogrowth is
the growth (in base 2m − 1) of N . Gross ogrowth is the same onsidering
N as a submonoid in the free monoid on 2m generators and in base 2m.
Let ∆ be the Laplaian on G (w.r.t. the same generating set). As the
operator of onvolution by a random walk is equal to 1−∆, we get another
haraterization of gross ogrowth. The eigenvalues lie in the interval [0; 2].
Let λ0 be the smallest one and λ
′
0 the largest one. Then the gross ogrowth
of G w.r.t. this generating set is equal to
θ = 1 + log2m sup(1− λ0, λ′0 − 1)
(We have to onsider λ′0 due to parity problems.)
Cogrowth and gross ogrowth depend on the generating set. For example,
adding trivial generators ai = e makes them arbitrarily lose to 1.
1.3 Diagrams
A lamenteous van Kampen diagram in the group G with respet to the
presentation 〈S | R 〉 will be a planar onneted ombinatorial 2-omplex
deorated in the following way:
• Eah 2-ell c bears some relator r ∈ R. The number of edges of the
boundary of c is equal to |r|.
• If e is an (unoriented) edge, denote by e+ and e− its two orientations.
Then e+ and e− both bear some generator a ∈ S, and these two gen-
erators are inverse.
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• Eah 2-ell c has a marked vertex on its boundary, and an orientation
at this vertex.
• The word read by going through the (oriented) edges of the boundary
of ell c, starting at the marked point and in the diretion given by the
orientation, is the relator r ∈ R attahed to c.
Note on the denition of regular omplexes: we do not require that eah losed 2-ell
be homeomorphi to the standard dis. We only require the interior of the 2-ell to be
homeomorphi to a dis, that is, the appliation may be non-injetive on the boundary.
This makes a dierene only when the relators are not redued words. For example, if
abb
−1
c is a relator, then the two diagrams below are valid. We will talk about regular
diagrams to exlude the latter.
a
b
b
c
a
cb
We will use the terms 2-ell and fae interhangeably.
A non-lamenteous van Kampen diagram will be a diagram in whih
every 1- or 0-ell lies in the boundary of some 2-ell. Unless otherwise stated,
in our text a van Kampen diagram will impliitly be non-lamenteous.
A n-hole van Kampen diagram will be one for whih the underlying 2-
omplex has n holes. When the number of holes is not given, a van Kampen
diagram will be supposed to be simply onneted (0-hole).
A deorated abstrat van Kampen diagram (davKd for short) is dened
almost the same way as a van Kampen diagram, exept that no relators are
attahed to the 2-ells and no generators attahed to the edges, but instead,
to eah 2-ell is attahed an integer between 1 and the number of 2-ells of
the diagram (and yet, a starting point and orientation to eah 2-ell).
Please note that this denition is a little bit emended in setion 6.3 (more deoration
is added).
A davKd is said to be fulllable w.r.t. presentation 〈S | R 〉 if there exists
an assignment of relators to 2-ells and of generators to 1-ells, suh that
any two 2-ells bearing the same number get the same relator, and suh that
the resulting deorated diagram is a van Kampen diagram with respet to
presentation 〈S | R 〉.
A davKd with border w1, . . . , wn, where w1, . . . , wn are words, will be a
(n− 1)-hole davKd with eah boundary edge deorated by a letter suh that
the words read on the n omponents of the boundary are w1, . . . , wn. A
davKd with border is said to be fulllable if, as a davKd, it is fulllable
while keeping the same boundary words.
A word w is equal to the neutral element e in G if and only if some
no-hole, maybe lamenteous, davKd with border w is fulllable (see [LS℄).
A van Kampen diagram is said to be redued if there is no pair of adjaent
(by an edge) 2-ells bearing the same relator with opposite orientations and
with the ommon edge representing the same letter in the relator (w.r.t. the
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starting point). A davKd is said to be redued if there is no pair of adjaent
(by an edge) 2-ells bearing the same number, with opposite orientations and
a ommon edge representing the same letter in the relator.
A van Kampen diagram is said to beminimal if it has the minimal number
of 2-ells among those van Kampen diagrams having the same boundary word
(or boundary words if it is not simply onneted). A fulllable davKd with
border is said to be minimal in the same irumstanes.
Note that a minimal van Kampen diagram is neessarily redued: if there
were a pair of adjaent faes with the same relator in opposite orientations,
then they ould be removed to obtain a new diagram with less faes and the
same boundary (maybe adding some laments):
−1
r
r
A B
D
B’
C’
C CC’
D
B
A
B’
Throughout the text, we shall use the term diagram as a short-hand
for van Kampen diagram or fulllable deorated abstrat van Kampen dia-
gram. We will use the term minimal diagram as a short-hand for minimal
van Kampen diagram or minimal fulllable deorated abstrat van Kampen
diagram with border.
1.4 Isoperimetry and narrowness
There is a anonial metri on the 1-skeleton of a van Kampen diagram (or
a davKd), whih assigns length 1 to every edge. If D is a diagram, we will
denote its number of faes by |D| and the length of its boundary by |∂D|.
It is well-known (see [S℄) that a disrete group is hyperboli if and only if
there exists a onstant C > 0 suh that any minimal diagram D satises the
linear isoperimetri inequality |∂D| > C |D|. We show in Appendix B that
in a hyperboli group, holed diagrams satisfy an isoperimetri inequality as
well.
Throughout all the text, C will be an isoperimetri onstant for G.
The set of 2-ells of a diagram is also anonially equipped with a metri:
two 2-ells sharing a ommon edge are dened to be at distane 1. The
distane to the boundary of a fae will be its distane to the exterior of the
diagram onsidered as a fae, i.e. a boundary fae is at distane 1 from the
boundary.
A diagram is said to be A-narrow if any 2-ell is at distane at most A
from the boundary.
It is well-known, and we show in Appendix B in the form we need, that
a linear isoperimetry implies narrowness of minimal diagrams.
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2 The standard ase: Fm
We proeed here to the proof of Gromov's now lassial theorem (Theorem 1)
that a random quotient of the free group Fm is trivial in density greater than
1/2, and non-elementary hyperboli in density smaller than this value.
We inlude this proof here beause, rst, it an serve as a useful template
for understanding the general ase, and, seond, it seems that no ompletely
orret proof has been published so far
2
.
Reall that in this ase, we onsider a random quotient of the free group
Fm on m generators by (2m− 1)dℓ uniformly hosen ylially redued words
of length ℓ.
A random ylially redued word is hosen in the following way: rst
hoose the rst letter (2m possibilities), then hoose the next letter in suh a
way that it is not equal to the inverse of the preeding one (2m− 1 possibili-
ties), up to the last letter whih has to be distint both from the penultimate
letter and the rst one (whih lets 2m − 2 or 2m − 1 hoies depending on
whether the penultimate letter is the same as the rst one). The dierene
between 2m and 2m−1 at the rst position, and between 2m−1 and 2m−2
at the last position is negligible (as ℓ → ∞) and we will do as if we had
2m− 1 hoies for eah letter exatly.
So, for the sake of simpliity of the exposition, in the following we may
assume that there are exatly (2m − 1)ℓ redued words of length ℓ, with
2m− 1 hoies for eah letter. Bringing the argument to full orretness is a
straightforward exerise.
2.1 Triviality for d > 1/2
The triviality of the quotient for d > 1/2 redues essentially to the well-
known
Probabilisti pigeon-hole priniple  Let ε > 0 and put N1/2+ε
pigeons uniformly at random among N pigeon-holes. Then there are two
pigeons in the same hole with probability tending to 1 as N →∞ (and this
happens arbitrarily many times with growing N).
Now, take as your pigeon-hole the word made of the rst ℓ−1 letters of a
random word of length ℓ. There are (2m−1)ℓ−1 pigeon-holes and we pik up
(2m − 1)dℓ random words with d > 1/2. Thus, with probability arbitrarily
lose to 1 with growing ℓ, we will pik two words of the form wai, waj where
|w| = ℓ− 1 and ai, aj ∈ S. Hene in the quotient group we will have ai = aj .
But as d is stritly bigger than 1/2, this will not our only one but
arbitrarily many times as ℓ →∞, with at eah time ai and aj being hosen
at random from S. That is, for big enough ℓ, all ouples of generators a, b ∈ S
2
Sine the proof inluded here was written and diused, a similar but somewhat simpler
proof has been published in [Z℄ for a slightly dierent model in whih relators are of length
3 but the number of generators m tends to innity.
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will satisfy a = b in the quotient group. As S is symmetri, in partiular
they will satisfy a = a−1.
The group presented by
〈
(ai) | ai = a−1i , ai = aj ∀i, j
〉
is Z/2Z. In ase
ℓ is even this is exatly the group we get (as there are only relations of even
length), and if ℓ is odd any relation of odd length turns Z/2Z into {e}.
This proves the seond part of Theorem 1.
2.2 Hyperboliity for d < 1/2
We proeed as follows: We will show that the (redued) davKd's whih are
fulllable by a random presentation neessarily satisfy some linear isoperi-
metri inequality. This is stronger than proving that only minimal diagrams
satisfy an isoperimetri inequality: in fat, all redued diagrams in a random
group satisfy this inequality. (Of ourse this annot be true of non-redued
diagrams sine one an, for example, take any relator r and arrange an arbi-
trarily large diagram of alternating r's and r−1's like in a hessboard.)
Thus we will evaluate the probability that a given deorated abstrat van
Kampen diagram an be fullled by a random presentation. We show that if
the davKd violates the isoperimetri inequality, then this probability is very
small and in fat dereases exponentially with ℓ.
Then, we apply the Cartan-Hadamard-Gromov theorem for hyperboli
spaes, whih tells us that to ensure hyperboliity of a group, it is not ne-
essary to hek the isoperimetri inequality for all diagrams but for a nite
number of them (see setion A for details).
Say is it enough to hek all diagrams with at most K faes, where K
is some onstant depending on d but not on ℓ. Assume we know that for
eah of these diagrams whih violates the isoperimetri inequality, the prob-
ability that it is fulllable dereases exponentially with ℓ. Let D(K) be the
(nite) number of davKd's with at most K faes, violating the isoperimet-
ri inequality. The probability that at least one of them is fulllable is less
that D(K) times some quantity dereasing exponentially with ℓ, and taking
ℓ large enough ensures that with probability arbitrarily lose to one, none
of these davKd's is fulllable. The onlusion then follows by the Cartan-
Hadamard-Gromov theorem.
The intuitive basi piture is as follows: Consider a davKd made of two
faes of perimeter ℓ meeting along L edges. The probability that two given
random relators r, r′ fulll this diagram is at most (2m− 1)−L, whih is the
probability that L given letters of r are the inverses of L given letters of r′.
(Remember that as the relators are taken redued, there are only 2m − 1
hoies for eah letter exept for the rst one. As 2m−1 < 2m we an safely
treat the rst letter like the others, as doing otherwise would still sharpen
our evaluation.)
13
L
r r’
Now, there are (2m − 1)dℓ relators in the presentation. As we said, the
probability that two given relators fulll the diagram is at most (2m− 1)−L.
Thus, the probability that there exist two relators in the presentation ful-
lling the diagram is at most (2m − 1)2dℓ (2m − 1)−L, with the new fator
aounting for the hoie of the two relators.
This evaluation beomes non-trivial for L > 2dℓ. Observe that the bound-
ary length of the diagram is 2ℓ− 2L = 2(1 − 2d)ℓ− 2(L − 2dℓ). That is, if
L 6 2dℓ then the boundary is longer than 2(1 − 2d)ℓ, and if L > 2dℓ then
the probability that the diagram an be fullled is exponentially small with
ℓ.
To go on with our intuitive reasoning, onsider a graph with n relators
instead of two. The number of onditions imposed by the graph is equal to
the total length L of its internal edges, that is, the probability that a random
assignment of relators satisfy them is (2m − 1)−L, whereas the number of
hoies for the relators is (2m − 1)ndℓ by denition. So if L > ndℓ the
probability is too small. But if L 6 ndℓ, then the boundary length, whih
is equal to nℓ − 2L, is bigger than (1 − 2d)nℓ whih is the isoperimetri
inequality we were looking for.
This is the piture we will elaborate on. In fat, what was false in the
last paragraph is that if the same relator is to appear several times in the
diagram, then we annot simply multiply probabilities as we did, as these
probabilities are no more independent.
Thus, let D be a redued davKd. We will evaluate the probability that
it an be fullled by relators of a random presentation. Namely
Proposition 6  Let D be a redued davKd. The probability that D
an be fullled by relators of a random presentation is at most (2m −
1)(|∂D|−ℓ|D|(1−2d))/2|D|.
Proof  Eah fae of D bears a number between 1 and |D|. Let n be the
number of distint numbers the faes bear in D. Of ourse, n 6 |D|. (The
original proof by Gromov was valid only when n = |D|, so that all relators
are hosen independently, whih simplies the proof. If n < |D| then we
annot simply multiply probabilities as in the basi piture.) Suppose, for
simpliity, that these n distint numbers are 1, 2, . . . , n.
To fulll D is to give n relators r1, . . . , rn satisfying the relations imposed
by the diagram.
We will onstrut an auxiliary graph Γ summarizing all letter relations im-
posed by the diagram D. Verties of Γ will represent the letters of r1, . . . , rn,
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and edges of Γ will represent inverseness (or equality, depending on orienta-
tion) of letters imposed by shared edges between faes of D.
Thus, take nℓ verties for Γ, arranged in n parts of ℓ verties. Call the
verties orresponding to the faes of D bearing number i the i-th part of
the graph. Eah part is made of ℓ verties.
We now explain what to take as edges of Γ.
In the diagram, every fae is marked with a point on its boundary, and
an orientation. Label the edges of eah fae 1, 2, . . . , ℓ starting at the marked
point, following the given orientation.
If, in the davKd D, the k-th edge of a fae bearing number i is equal to
the k′-th edge of an adjaent fae bearing number j, then put an edge in Γ
between the k-th vertex of the i-th part and the k′-th vertex of the j-th part.
Deorate the newly added edge with −1 if the two faes' orientations agree,
or with +1 if they disagree.
Thus, a −1 edge between the k-th vertex of the i-th part and the k′-th
vertex of the j-th part means that the k-th letter of relator ri has to be the
inverse of the k′-th letter of relator rj .
Suessively add an edge to Γ in this way for eah interior edge of the
davKd D, so that the total number of edges of Γ is equal to the number of
interior edges of D.
As D is redued, the graph Γ an ontain no loop. It may well have
multiple edges, if, in the davKd, several pairs of adjaent faes bear the same
numbers and have ommon edges at the same position.
Note that this graph only depends on the davKd D and in no way on the
random presentation.
The graph Γ for the basi piture above is:
L
r r’ L
r r’
−1
−1
−1
−1
Now let us evaluate the probability that D is fulllable. To fulll D is to
assign a generator to eah vertex of Γ and see if the relations imposed by the
edges are satised.
Remark that if the generator of any vertex of the graph is assigned, then
this xes the generators of its whole onneted omponent. (And, maybe,
depending on the signs of the edges of Γ, there is no orret assignation at
all.) Thus, the number of degrees of freedom is at most equal to the number
of onneted omponents of Γ.
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Thus (up to our approximation on the number of ylially redued
words), the number of random assignments of ylially redued words to
the verties of Γ is (2m − 1)nℓ, whereas the number of those assignments
satisfying the onstraints of the edges is at most (2m − 1)C where C is the
number of onneted omponents. Hene, the probability that a given as-
signment of n random words to the verties of Γ saties the edges relations
is at most (2m− 1)C−nℓ.
This is the probability that n given relators of a random presentation ful-
ll the diagram. Now there are (2m−1)dℓ relators in a random presentation,
so the probability that we an nd n of them fullling the diagram is at most
(2m− 1)ndℓ (2m− 1)C−nℓ.
Now let Γi be the subgraph of Γ made of those verties orresponding to
a fae of D bearing a number 6 i. Thus Γ1 ⊂ Γ2 ⊂ . . . ⊂ Γn = Γ. Of ourse,
the probability that Γ is fulllable is less than any of the probabilities that
Γi is fulllable for i 6 n.
The above argument on the number of onneted omponents an be
repeated for Γi: the probability that Γi is fulllable is at most (2m−1)idℓ+Ci−iℓ
where Ci is the number of onneted omponents of Γi.
This leads to setting
di = idℓ+ Ci − iℓ
and following Gromov we interpret this number as the dimension of Γi, or,
better, the dimension of the set of random presentations for whih there exist
i relators satisfying the onditions imposed by Γi. Thus:
Pr(D is fulllable) 6 (2m− 1)di ∀i
Before onluding we need a further purely ombinatorial lemma.
Lemma 7 
|∂D| > ℓ |D| (1− 2d) + 2
∑
di(mi −mi+1)
where mi, 1 6 i 6 n is the number of faes of D bearing relator number i.
Before proving the lemma let us end the proof of the proposition. We are
free to hoose the order of the onstrution, and we may suppose that the
mi's are non-inreasing, i.e. that we began with the relator appearing the
biggest number of times in D, et., so that mi −mi+1 is non-negative.
If all di's are non-negative, then we have the isoperimetri inequality
|∂D| > ℓ |D| (1−2d) and the proposition is true sine the probability at play
is at most 1.
If some di is negative, we use the fat established above that the probabil-
ity that the diagram is fulllable is less than (2m−1)inf di . As∑mi = |D|, we
have
∑
di(mi−mi+1) > |D| inf di. Thus inf di 6 (|∂D| − ℓ |D| (1− 2d)) /2|D|
hene the proposition. 
Proof of the lemma  A vertex in the i-th part of Γ is thus of multi-
pliity at most mi. Let A be the number of edges in Γ. We have
|∂D| > |D| ℓ− 2A = ℓ
∑
mi − 2A
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(where the equality |∂D| = |D| ℓ− 2A holds when D has no laments).
Thus we want to show that either the number of edges is small, or the ful-
llability probability is small. The latter grows with the number of onneted
omponents of Γ, so this looks reasonable.
Let Ai be the number of edges in Γi. We now show that
Ai+1 − Ai +mi+1(di+1 − di) 6 mi+1dℓ
or equivalently that
Ai+1 −Ai +mi+1(Ci+1 − (Ci + ℓ)) 6 0
Depart from Γi and add the new verties and edges of Γi+1. When adding
the ℓ verties, the number of onneted omponents inreases by ℓ. So we
only have to show that when adding the edges, the number of onneted
omponents dereases at least by 1/mi+1 times the number of edges added.
Call external point a point of Γi+1 \Γi whih shares an edge with a point
of Γi. Call internal point a point of Γi+1 \ Γi whih is not external. Call
external edge an edge between an external point and a point of Γi, internal
edge an edge between two internal points, and external-internal edge an edge
between an external and internal point. Call true internal point a point
whih has at least one internal edge.
While adding the external edges, eah external point is onneted to a
onneted omponent inside Γi, and thus the number of onneted ompo-
nents dereases by 1 for eah external point.
Now add the internal edges (but not yet the external-internal ones): If
there are N true internal points, these make at most N/2 onneted ompo-
nents after adding the internal edges, so the number of onneted omponents
has dereased by at least N/2.
After adding the external-internal edges the number of onneted ompo-
nents still dereases. Thus it has dereased by at least the number of external
points plus half the number of true internal points.
Now as eah external point is of degree at most mi+1, the number of
external plus external-internal edges is at most mi+1 times the number of
external points. If there are N true internal points, the number of internal
edges is at mostNmi+1/2 (eah edge is ounted 2 times). So the total number
of edges is at most mi+1 times the number of external points plus half the
number of true internal points, whih had to be shown.
Thus we have proved that Ai+1−Ai+mi+1(di+1−di) 6 mi+1dℓ. Summing
over i yields
A +
∑
mi(di − di−1) 6 dℓ
∑
mi
Thus,
|∂D| > ℓ
∑
mi − 2A
> ℓ
∑
mi − 2dℓ
∑
mi + 2
∑
mi(di − di−1)
= ℓ |D| (1− 2d) + 2
∑
di(mi −mi+1)
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as was needed. 
Corollary 8  Let D be a davKD. Then, either D satises the isoperi-
metri inequality
|∂D| > ℓ |D| (1/2− d)
or the probability that is an be fullled by relators of a random presentation
is at most (2m− 1)−ℓ(1/2−d)/2.
Hene the interest of taking d < 1/2...
This was for a given davKd D. In order to show that the group is hyper-
boli, we have to show that the probability that there exists a davKd violating
the isoperimetri inequality tends to 0 when ℓ → ∞. But here we use the
loal-global priniple for hyperboli grometry (or Cartan-Hadamard-Gromov
theorem, see Appendix A), whih an be stated as:
Proposition  For eah α > 0, there exist an integer K(α) > 1 and an
α′ > 0 suh that, if a group is given by relations of length ℓ for some ℓ and
if any redued van Kampen diagram with at most K faes saties
|∂D| > αℓ |D|
then any redued van Kampen diagram D satises
|∂D| > α′ℓ |D|
(hene the group is hyperboli).
Now take α = 1/2− d and the K given by the proposition. If N(K, ℓ) is
the number of davKd's with at most K faes and eah fae has ℓ edges, then
the probability that one of them is fulllable and violates the isoperimetri
inequality is at most N(K, ℓ) (2m− 1)−ℓ(1/2−d)/2.
Proposition 9  For xed K, the number N(K, ℓ) grows polynomially
with ℓ. Hene, the probabilityN(K, ℓ) (2m−1)−ℓ(1/2−d)/2 tends exponentially
to 0 as ℓ→∞.
Proof  Let us evaluate N(K, ℓ). As the relators in the presentation are
taken to be ylially redued, we only have to onsider regular diagrams (see
setion 1). A regular davKd is only a planar graph with some deoration on
the edges, namely, a planar graph with on eah edge a length indiating the
number of edges of the davKd it represents, and with verties of degree at
least 3 (and, as in a davKd, every fae is deorated with a starting point,
an orientation, and a number between 1 and K). Let G(K) be the number
of planar graphs with vertex degree at least 3. In suh a graph there are
(by Euler's formula) at most 3K edges, so there are at most ℓ3K hoies of
edge lengths, and we have (2ℓK)K hoies for the deoration of eah fae
(orientation, starting point and number between 1 and K).
So N(K, ℓ) 6 G(K)(2K)Kℓ4K . 
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This proves that the quotient is hyperboli; we now show that it is innite.
We an of ourse use the general argument of setion 6.9.1 but there is a
shorter proof in this ase. First, as any redued diagram satises |∂D| >
α′ℓ |D| > α′ℓ, the ball of radius α′ℓ/2 injets into the quotient, hene the
quotient ontains at least one non-trivial element and annot be {e}.
Seond, we prove that the presentation is aspherial. With our on-
ventions on van Kampen diagrams, our aspheriity implies aspheriity of the
Cayley omplex and thus ohomologial dimension at most 2 (indeed, thanks
to the marking of eah fae by a starting point and a relator number, two
faes are reduible in a diagram only if they really are the same fae in the
Cayley omplex, so that diagram redution is a homotopy in the Cayley
omplex). This will end the proof: indeed, ohomologial dimension at most
2 implies torsion-freeness (see [B℄, p. 187), hene the quotient annot be a
non-trivial nite group.
Indeed, the isoperimetri inequality above is not only valid for minimal
diagrams, but for any redued diagram. Now suppose that there is some
redued spherial diagram. It will have zero boundary length and thus will
violate any isoperimetri inequality, hene a ontradition. Thus the presen-
tation is aspherial.
This proves Theorem 1.
3 Outline of the argument
Here we explain some of the ideas of the proof of Theorems 2, 3 and 4.
We will give a general theorem for hyperboliity of random quotients by
words taken from some probability measures on the set of all words. We will
need somewhat tehnial axioms on the measures (for example, that they
weight only long words). Here we give a heuristi justiation of why these
axioms are needed.
We proeed by showing that van Kampen diagrams of the quotient G/〈R〉
satisfy a linear isoperimetri inequality.
If D is a van Kampen diagram of the quotient, let D′ be the subomplex
of D made of relators of the presentation of G (old relators) and D′′ the
subomplex made of relators in R (new relators).
Say the new relators have length of order ℓ where ℓ is muh bigger than
the hyperboliity onstant of G. (This will be Axiom 1.)
The main point will be that D′ is a diagram in the hyperboli group G,
and, as suh, is narrow (see Appendix B). We show below that its narrowness
is of order log ℓ. Hene, if ℓ is big enough, the diagram D an be viewed as
big faes representing the new relators, separated by a thin layer of glue
representing the old relators. The glue itself may ontain invaginations in
the new relators and narrow exresenes on the boundary.
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new
new
new
old
3.1 A basi piture
As an example, let us study a basi piture onsisting of two new relators
separated by some old stu. Say that two random new relators r, r′ are
glued along subwords of length L, L′ (we may have L 6= L′). Let w be
the word bordering the part of the diagram made of old relators, we have
|w| = L + L′ + o(ℓ). By onstrution, w is a word representing the trivial
element in G. Write w = xux′v where x is a subword of r of length L, x′ is
a subword of r′ of length L′, and u and v are short words.
r’
x
x’
u
v
r
Let us evaluate the probability that suh a diagram exists. Take two
given random relators r, r′ in R. The probability that they an be glued
along subwords x, x′ of lengths L, L′ by narrow glue in G is the probability
that there exist short words u, v suh that xux′v = e in G.
If, as in the standard ase, there were no glue (no old relators) and r and
r′ were uniformly hosen random redued words, the probability that r and
r′ ould be glued along subwords x, x′ of length L (we would have L = L′ in
this ase) would be (2m− 1)−L. But we now have to onsider the ase when
then x and x′ are equal, not as words, but as elements of G (and up to small
words u and v, whih we will neglet).
If, for example, the relators are uniformly hosen random words, then
x and x′ are independent subwords, and the probability that x and x′ are
(almost) equal in G is the probability that xx′−1 = e; but xx′−1 is a uni-
formly hosen random word of length L + L′, and by denition the proba-
bility that it is equal to e is ontrolled by the gross ogrowth of G: this is
roughly (2m)−(1−θ)(L+L
′)
(reall the alternate denition of gross ogrowth in
setion 1.2).
In order to deal not only with uniformly hosen random words but with
other situations suh as random geodesi words, we will need a ontrol on
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the probability that two relators an be glued (modulo G) along subwords
of length L and L′. This will be our Axiom 3: we will ask this probability
to derease like (2m)−β(L+L
′)
for some exponent β (equal to 1 − θ for plain
random words).
Now in the simple situation with two relators depited above, the length
of the boundary of the diagram is not exatly 2ℓ−L−L′, sine there an be
invaginations of the relators, i.e. long part of the relators whih are equal to
short elements in G (as in the left part of the piture above). In the ase of
uniformly hosen random relators, by denition the probability that a part
of length L of a relator is (nearly) equal to e in G is roughly (2m)−(1−θ)L. So,
again inspired by this ase, we will ask for an axiom ontrolling the length
of subwords of our relators. This will be our Axiom 2.
Axiom 4 will deal with the speial ase when r = r′−1, so that the words x
and x′ above are equal, and not at all hosen independently as we impliitly
assumed above. In this ase, the size of entralizers of torsion elements in
the group will matter.
This was for given r and r′. But there are (2m)dℓ relators in R, so
we have (2m)2dℓ hoies for r, r′. Thus, the probability that in R, there
are two new relators that glue along subwords of length L, L′ is less than
(2m)2dℓ(2m)−β(L+L
′)
.
Now, just observe that the length of the boundary of the diagram is (up
to the small words u and v) 2ℓ−L−L′. On the other hand, when d < β, the
exponent 2dℓ− β(L + L′) of the above probability will be negative as soon
as L + L′ is bigger than 2ℓ. This is exatly what we want to prove: either
the boundary is big, or the probability of existene of the diagram is small.
This is omparable to the former situation with random quotients of the
free group: in the free group, imposing two random relators to glue along
subwords of lengths L and L′ = L results in L equations on the letters.
Similarly, in the ase of plain random words, in a group of gross ogrowth θ,
imposing two random words to glue along subwords of lengths L, L′ results
in β(L+ L′) equations on these random words, with β = 1− θ.
Now for diagrams having more than two new relators, essentially the
number of equations imposed by the gluings is β times the total internal
length of the relators. The boundary is the external length. If there are n
new relators and the total internal length is A, then the boundary is roughly
nℓ−A. But the probability of existene of suh a diagram is (2m)−βA(2m)ndℓ
where the last fator aounts for the hoie of the n relators among the
(2m)dℓ relators of R. So if d < β, as soon as A > nℓd/β, the probability
dereases exponentially with ℓ; otherwise, the boundary is longer than nℓ(1−
d/β).
3.2 Foretaste of the Axioms
As suggested by the above basi piture, we will demand four axioms: one
saying that our random relators are of length roughly ℓ, another saying that
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subwords of our relators are not too short, another one ontrolling the prob-
ability that two relators glue along long subwords (that is, the probability
that these subwords are nearly equal in G), and a last one ontrolling the
probability that a relator glues along its own inverse.
As all our estimates are asymptoti in the length of the words onsidered,
we will be allowed to apply them only to suiently long subwords of our
relators (and not to one individual letter, for example), that is, to words of
length at least εℓ for some ε.
Note that in order to be allowed to apply these axioms to any subword of
the relators at play, whatever happens elsewhere, we will need to ask that dif-
ferent subwords of our relators behave quite independently from eah other;
in our axioms this will result in demanding that the probability estimates
hold for a subword of a relator onditionnally to whatever the rest of the
relator is.
This is a strong independene ondition, but, surprisingly enough, is it
valid not only for uniformly hosen random words (where by denition every-
thing is independent, in any group), but also for randomly hosen geodesi
words. This is a spei property of hyperboli groups.
Several exponents will appear in the axioms. As we saw in the basi
piture, the maximal density up to whih the quotient is non-trivial is exatly
the minimum of these exponents. Bak to the intuition behind the density
model of a random quotient (see the introdution), the exponents in our
axioms indiate how many equations it takes in G to have ertain gluings
in our relators, whereas the density of the random quotient is a measure of
how many equations we an reasonably impose so that it is still possible to
nd a relator satisfying them among our randomly hosen relators. So this
intuition gets a very preise numerial meaning.
4 Axioms on random words implying hyperbol-
iity of a random quotient, and statement of
the main theorem
We want to study random quotients of a (non-elementary) hyperboli group
G by randomly hosen elements. Let µℓ be the law, indexed by some param-
eter ℓ to tend to innity, of the random elements onsidered.
We will always assume that µℓ is a symmetri measure, i.e. for any x ∈ G,
we have µℓ(x) = µℓ(x
−1).
We will show that if the measure satises some simple axioms, then the
random quotient by elements piked under the measure is hyperboli.
For eah of the elements of G weighted bu µℓ, x one and for all a
representation of it as a word (and hoose inverse words for inverse elements),
so that µℓ an be onsidered as a measure on words. Satisfation of our
axioms may depend on suh a hoie.
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Let µLℓ be the law µℓ restrited (and resaled) to words of length L (or 0
if there are no suh words in the support of µ). In most appliations, µℓ will
weight only words of length ℓ, but we will oasionally use laws µℓ weighting
words of length omprised between, say, Aℓ and Bℓ.
To pik a random set R of density at most d is to pik, for eah length L,
independently, at most (2m)dL random words of length L aording to law
µLℓ . That is, for eah length, the density is at most d.
(We say at most beause we do not require that exatly (2m)dL words
of length L are taken for eah L. Taking smaller R will result in a hyperboli
quotient as well.)
We want to show that if d is less than some quantity depending on µℓ
(and G, sine µℓ takes value in G), then the random quotient G/〈R〉 is very
probably non-elementary hyperboli.
4.1 Asymptoti notations
By the notation f(ℓ) ≈ g(ℓ) we shall mean that
lim
ℓ→∞
1
ℓ
log f(ℓ) = lim
ℓ→∞
1
ℓ
log g(ℓ)
We dene the notation f(ℓ) . g(ℓ) similarly. We will say, respetively,
that f is roughly equal or roughly less than g.
Aordingly, we will say that f(ℓ, L) ≈ g(ℓ, L) uniformly for all L 6 ℓ if
whatever the sequene L(ℓ) 6 ℓ is, we have
lim
ℓ→∞
1
ℓ
log f(ℓ, L(ℓ)) = lim
ℓ→∞
1
ℓ
log g(ℓ, L(ℓ))
and if this limit is uniform in the sequene L(ℓ).
4.2 Some voabulary
Here we give tehnial denitions designed in suh a manner that the axioms
an be stated in a natural way. We reommend to look at the axioms rst.
Let x be a word. For eah a, b in [0; 1] suh that a+ b 6 1, we denote by
xa;b the subword of x going from the (a |x|)-th letter (taking integer part, and
inlusively) to the ((a+b) |x|)-th letter (taking integer part, and exlusively),
so that a indiates the position of the subword, and b its length. If a+ b > 1
we yle around x.
Definition 10  Let Pℓ be a family of properties of words, indexed by
the integer ℓ. We say that
for any subword x under µℓ, Pr(Pℓ(x)) . p(ℓ)
if for any a, b ∈ [0; 1], b > 0, whenever we pik a word x aording to µℓ we
have
Pr (Pℓ(xa;b) | |x| , x0;a) . p(ℓ) if a+ b 6 1
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or
Pr (Pℓ(xa;b) | |x| , xa+b−1;a) . p(ℓ) if a + b > 1
and if moreover the onstants implied in . are uniform in a, and, for eah
ε > 0, uniform when b ranges in the interval [ε; 1].
That is, we pik a subword of a given length and ask the probability
to be bounded independently of whatever happened in the word up to this
subword (if the subword yles around the end of the word, we ondition by
everything not in the subword).
We also have to ondition w.r.t. the length of the word sine in the de-
nition of a random set of density d under µℓ above, we made a sampling for
eah length separately.
It would not be reasonable to ask that the onstants be independent of
b for arbitrarily small b. For example, if µℓ onsists in hoosing uniformly a
word of length ℓ, then taking b = 1/ℓ amounts to onsidering subwords of
length 1, whih we are unable to say anything interesting about.
We give a similar denition for properties depending on two words, but
we have to beware the ase when they are subwords of the same word.
Definition 11  Let Pℓ be a family of properties depending on two words,
indexed by the integer ℓ. We say that
for any two disjoint subwords x, y under µℓ, Pr(Pℓ(x, y)) . p(ℓ)
if for any a, b, a′, b′ ∈ [0; 1] suh that b > 0, b′ > 0, a + b 6 1, a′ + b′ 6 1,
whenever we pik two independent words x, x′ aording to µℓ we have
Pr
(
Pℓ(xa;b, x
′
a′;b′) | |x| , |x′| , x0;a, x′0;a′
)
. p(ℓ)
and if for any a, b, a′, b′ ∈ [0; 1] suh that a < a + b 6 a′ < a′ + b′ 6 1,
whenever we pik a word x aording to µℓ, we have
Pr (Pℓ(xa,b, xa′;b′) | |x| , |x′| , x0;a, xa+b;a′) . p(ℓ)
We give similar denitions when a+ b > 1 or a′ + b′ > 1, onditioning by
every subword not in xa;b or x
′
a′;b′.
Furthermore, we demand that the onstants implied in . be uniform in
a, a′, and, for eah ε > 0, uniform when b, b′ range in the interval [ε; 1].
We are now ready to express the axioms we need on our random words.
4.3 The Axioms
Our rst axiom states that µℓ onsists of words of length roughly ℓ up to
some onstant fator. This is ruial for the hyperboli loal-global priniple
(Appendix A).
Axiom 1  There is a onstant κ1 suh that µℓ weights only words of length
between ℓ/κ1 and κ1ℓ.
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Note this axiom applies to words piked under µℓ, and not espeially
subwords, so it does not rely on our denitions above. But of ourse, if
|x| 6 κ1ℓ, then |xa;b| 6 bκ1ℓ.
Our seond axiom states that subwords do not probably represent short
elements of the group.
Axiom 2  There are onstants κ2, β2 suh that for any subword x under
µℓ, for any t 6 1, we have
Pr (‖x‖ 6 κ2 |x| (1− t)) . (2m)−β2t|x|
uniformly in t.
Our next axiom ontrols the probability that two subwords are almost
inverse in the group. We will generally apply it with n(ℓ) = O(log ℓ).
Axiom 3  There are onstants β3 and γ3 suh that for any funtion n =
n(ℓ), for any two disjoint subwords x, y under µℓ, the probability that there
exist words u and v of length at most n, suh that xuyv = e in G, is roughly
less than (2m)γ3n(2m)−β3(|x|+|y|).
Our last axiom deals with algebrai properties of ommutation with short
words.
Axiom 4  There exist onstants β4 and γ4 suh that, for any funtion
n = n(ℓ), for any subword x under µℓ, the probability that there exist words
u and v of length at most n, suh that ux = xv and u 6= e, v 6= e, is roughly
less than (2m)γn(2m)−β4|x|
If G has big entralizers, this axiom will probably fail to be true. We will
see below (setion 4.5) that, in a hyperboli group with strongly harmless
torsion, the algebrai Axiom 4 is a onsequene of Axioms 1 and 3 ombined
with a more geometri axiom whih we state now.
Axiom 4'  There are onstants β4′ and γ4′ suh that, for any C > 0, for
any funtion n = n(ℓ), for any subword x under µℓ, the probability that there
exists a word u of length at most n suh that some yli permutation x′ of
xu satises ‖x′‖ 6 C log ℓ, is roughly less than (2m)γ4′n(2m)−β4′ |x|.
Remark 12  Let µ′ℓ be a family of measures suh that µ
′
ℓ . µℓ. As our
axioms onsist only in rough upper bounds, if the family µℓ satisfy them,
then so does the family µ′ℓ.
Note that as we ondition every subword by whatever happened before
(i.e. by what the rest of the word is up to the position of the subword), our
axioms imply that subwords at dierent plaes are essentially independent.
This is of ourse true of plain random words, but also of geodesi words and
redued words as we will see below.
In [Gro4℄, p. 139141, M. Gromov uses similar-looking properties. His
pr1 is similar to our Axiom 2, and his pr3 ontrols the same kind of event as
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our Axiom 4. We no not use any analogue of his pr2, and analogues of our
Axioms 1 and 3 are indeed present in [Gro4℄ but in a more diuse way in the
paper. Also note that in [Gro4℄ emphasis is put on very small densities, so
that the properties onsidered therein are of the form suh event is realized
with probability exponentially lose to 1, whereas sine we work in large
densities we have to get a preise ontrol of the tails of the distributions, and
so our axioms take the form the probability of a deviation of size L from
suh event is at most exp(−βL), with a tight value of β needed. So our
axioms (whih have been found independently of [Gro4℄) are more preise
quantitatively.
4.4 The Theorem
Our main tool is the following
Theorem 13  Let G be a non-elementary hyperboli group with trivial
virtual entre. Let µℓ be a family of symmetri measures indexed by ℓ,
satisfying Axioms 1, 2, 3 and 4. Let R be a set of random words of density
at most d piked under µℓ.
If d < min(β2, β3, β4), then with probability exponentially lose to 1 as
ℓ→∞, the random quotient G/〈R〉 is non-elementary hyperboli, as well as
all the intermediate quotients G/〈R′〉 with R′ ⊂ R.
Setion 6 is devoted to the proof.
Remark 14  Remark 12 tells that if the theorem applies to some family
of measures µℓ, it applies as well to any family of measures µ
′
ℓ . µℓ.
4.5 On torsion and Axiom 4
We show here that in a hyperboli group with harmless torsion, Axioms 1,
3 and 4' imply Axiom 4. The proof makes the algebrai nature of this axiom
lear: in a hyperboli group, it means that subwords under µℓ are probably
not torsion elements, neither elements ommuting with torsion elements, nor
lose to powers of short elements.
Reall that the virtual entre of a hyperboli group is the set of elements
whose ation on the boundary at innity is trivial. For basi properties
see [Ols2℄.
Definition 15 (Harmless torsion) 
A torsion element in a hyperboli group is said to be strongly harmless if
its entralizer is either nite or virtually Z.
A torsion element is said to be harmless if it is either strongly harmless
or lying in the virtual entre.
A hyperboli group is said to be with (strongly) harmless torsion if eah
non-trivial torsion element is (strongly) harmless.
Harmfulness is dened as the opposite of harmlessness.
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For example, torsion-free groups are with harmless torsion, as well as free
produts of free groups and nite groups. Strongly harmless torsion is stable
by free produt, but harmless torsion is not.
Let µℓ be a measure satisfying Axioms 1, 3 and 4'.
Proposition 16  The probability that, for a subword x under µℓ, there
exists a word u of length at most n = n(ℓ) suh that xu is a torsion element,
is roughly less than (2m)γ4′n(2m)−β4′ |x|.
Proof  In a hyperboli group, there are only nitely many onjugay
lasses of torsion elements (see [GH℄, p. 73). Let L be the maximal length of
a shortest element of a onjugay lass of torsion elements, we have L <∞.
Now every torsion element is onjugated to an element of length at most L.
Suppose xu is a torsion element. It follows from Corollary 61 that some
yli permutation of it is onjugate to an element of length at most L by
some word of length at most δ log2 |xu| + C ′c + 1 where C ′c is a onstant
depending on the group. In partiular, this yli onjugate has norm at
most L+ 2(δ log2 |xu|+ C ′c + 1).
Suppose, by Axiom 1, that |x| 6 κ1ℓ.
There are |xu| 6 κ1ℓ+n yli onjugates of xu. The hoie of the yli
onjugate therefore only introdues a polynomial fator in ℓ. Let x′ denote
the yli onjugate of xu at play.
Thus we have to evaluate the probability that ‖x′‖ 6 L + 2(δ log2 |x′| +
C ′c + 1). As L and C
′
c are mere onstants, Axiom 4' preisely says that this
probability is roughly less than (2m)γ4′n(2m)−β4′ |x|. 
Proposition 17  Let w ∈ G. For any subword x under µℓ, the prob-
ability that x = w in G is roughly less than (2m)−β3|x| (uniformly in w).
Proof  Suppose that the probability that a subword x under µℓ is equal
to w is equal to p. Then, by symmetry, the probability that an independent
disjoint subword y with |y| = |x| is equal to w−1 is equal to p as well. So
the probability that two disjoint subwords x and y are inverse is at least p2.
But Axiom 3 tells (taking u = v = e) that this probability is roughly at most
(2m)−β3(|x|+|y|) = (2m)−2β3|x|, hene p . (2m)−β3|x|. 
Proposition 18  Suppose G has strongly harmless torsion, and that
Axioms 1, 3 and 4' are satised. Set β = min(β3, β4′).
There is a onstant γ suh that for any subword x under µℓ, the probabil-
ity that there exist words u, v of length at most n = n(ℓ), suh that ux = xv
in G, with u, v not equal to e, is roughly less than (2m)γn−β|x|.
So Axiom 4 is satised with β4 = min(β3, β4′).
Proof  Denote by x again a geodesi word equal to x in G.
The words u and v are onjugate (by x), and are of length at most n.
After Corollary 61 they are onjugate by a word w of length at most Cn
where C is a onstant depending only on G.
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Let us draw the hyperboli quadrilateral xwuw−1x−1u−1. This is a om-
mutation diagram between xw and u.
u u
w
w
v
x
x
The word xw may or may not be a torsion element. The probability
that there exists a word w of length at most Cn, suh that xw is a torsion
element, is roughly less than (2m)γ4′Cn−β|x| by Proposition 16. In this ase
we onlude.
Now suppose that xw is not a torsion element. Then we an glue the
above diagram to opies of itself along their u-sides. This way we get two
quasi-geodesis labelled by ((xw)n)n∈Z that stay at nite distane from eah
other. The element u ating on the rst quasi-geodesi gives the seond one.
These two quasi-geodesis dene an element x˜ in the boundary of G. This
element is of ourse stabilized by xw, but it is stabilized by u as well. This
means that either u is a hyperboli element, or (by strong harmlessness) that
u is a torsion element with virtually yli entralizer.
The idea is that in this situation, xw will lie lose to some geodesi ∆
depending only on the short element u. As there are not many suh ∆'s (and
as the probability for a random word to be lose to a given geodesi behaves
roughly like the probability to be lose to the origin), this will be unlikely.
First, suppose that u is hyperboli. Let us use the same trik as above
with the roles of xw and u exhanged: glue the diagram above to opies of
itself by the (xw)-side. This denes two quasi-geodesis labelled by (un)n∈Z,
one of whih goes to the other when ated upon by xw.
Namely, let ∆ be a geodesi equivalent to (un), and set ∆′ = xw∆. As xw
stabilizes the limit of ∆, ∆′ is equivalent to ∆. But two equivalent geodesis
in a hyperboli group stay at Hausdor distane at most R1 where R1 is a
onstant depending only on the group (see [GH℄, p. 119).
The distane from xw to ∆′ is equal to the distane from e to ∆. By
Proposition 62 applied to u0 = e, this distane is at most |u| + R2 where
R2 is a onstant depending only on G. Hene the distane from xw to ∆ is
at most |u| + R with R = R1 + R2. Let y be a point on ∆ realizing this
distane. As |xw| 6 |x| + |w|, we have |y| 6 |x| + |w|+ |u|+ R. There are
at most 2 |x|+ 2 |w|+ 2 |u|+ 2R+ 1 suh possible points on ∆ (sine ∆ is a
geodesi). For eah of these points, the probability that x falls within distane
|u|+R+|w| of it is roughly less than (2m)|u|+R+|w|(2m)−β|x| by Proposition 17
applied to all of these points. So the probability that x falls within distane
less than |u|+R+ |w| of any one of the possible y's on a given geodesi ∆ is
roughly less than (2 |x|+2 |w|+2 |u|+2R+1)(2m)|u|+R+|w|(2m)−β|x| whih
in turn is roughly less than (2m)Cn−β|x| as |w| 6 Cn and R is a onstant.
This was for one xed u. But eah dierent u denes a dierent ∆. There
are at most (2m)|u| 6 (2m)n possibilities for u. Finally, the probability that
x falls within distane R + |w| of any one of the geodesis dened by these
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u's is less than (2m)n+Cn−β|x| as was to be shown. Thus we an onlude
when u is hyperboli.
Seond, if u is a torsion element with virtually yli entralizer Z, we
use a similar argument. Let L as above be the maximal length of a shortest
element of a onjuay lass of a torsion element. By Proposition 60, u is
onjugate to some torsion element u′ of length at most L by a onjugating
word v with |v| 6 |u| /2 + R1 where R1 is a onstant. The entralizer of u′
is Z ′ = vZv−1. We know that xw ∈ Z.
There are two subases: either Z is nite or Z is virtually Z.
Let us begin with the former. If Z is nite, let ‖Z‖ be the maximal norm
of an element in Z. We have ‖Z‖ 6 2 |v|+‖Z ′‖. Let R2 = max ‖Z ′‖ when u′
runs through all torsion elements of norm at most L. As xw lies in Z we have
‖x‖ 6 |w|+ ‖Z‖ 6 |w|+ 2 |v|+ R2 6 |w|+ |u|+ 2R1 + R2. So by Proposi-
tion 17 the probability of this event is roughly less than (2m)|w|+|u|+2R1+R2 .
(2m)Cn+n as |w| 6 Cn and as R1, R2 are mere onstants.
Now if Z is virtually Z, let ∆ be a geodesi joining the two limit points
of Z. The element u′ dened above stabilizes the endpoints of the geodesi
v∆, and so does vxwv−1.
By Corollary 64, vxwv−1 lies at distane at most R(v∆) from v∆. As
there are only a nite number of torsion elements u′ with ‖u′‖ 6 L, the
supremum R of the assoiated R(v∆) is nite, and so, independently of u,
the distane between vxwv−1 and v∆ is at most R.
Now dist(xw,∆) 6 |v| + dist(xwv−1,∆) = |v| + dist(vxwv−1, v∆) 6
|v|+R and we onlude exatly as in the ase when u was hyperboli, using
that |v| 6 |u| /2 + R1. This ends the proof in ase u is a torsion element
with virtually yli entralizer. 
5 Appliations of the main theorem
We now show how Theorem 13 leads, with some more work, to the theorems
on random quotients by plain words, redued words and geodesi words given
in the introdution.
We have three things to prove:
• rst, that these three models of a random quotient satisfy our axioms
with the right ritial densities;
• seond, as Theorem 13 only applies to hyperboli groups with strongly
harmless torsion (instead of harmless torsion), we have to nd a way
to get rid of the virtual entre;
• third, we have to prove triviality for densities above the ritial one.
One this is done, Theorems 2, 3 and 4 will be proven.
We will have to work dierently if we onsider quotients by plain random
words, by random redued words or by random geodesi words.
29
For instane, satisfation of the axioms is very dierent for plain words
and for geodesi words, beause in plain random words, two given subwords
fo the same word are hosen independently, whih is not the ase at all a
priori for a geodesi word.
Furthermore, proving triviality of a quotient involves small sale phenom-
ena, whih are very dierent in our three models of random words (think of
a random quotient of Z by random words of ℓ letters ±1 or by elements of
size exatly ℓ).
These are the reasons why the next three setions are divided in ases, and
why we did not inlude these properties in a general and tehnial theorem
suh as Theorem 13.
Note that it is natural to express the ritial densities in terms of the ℓ-th
root of the total number of words of the kind onsidered, that is, in base 2m
for plain words, 2m− 1 for redued words and (2m)g for geodesi words.
5.1 Satisfation of the axioms
5.1.1 The ase of plain random words
We now take as our measure for random words the uniform measure on all
words of length ℓ. Axiom 1 is satised by denition.
In this setion, we denote by Bℓ (as Brownian) a random word of length
ℓ uniformly hosen among all (2m)ℓ possible words.
Reall θ is the gross ogrowth of the group, that is, the number of words
of length ℓ whih are equal to e in the group is roughly (2m)θℓ for even ℓ.
Reall the alternate denition of gross ogrowth given in the introdution:
the exponent of return to e of the random walk in G is 1− θ. This is at the
heart of what follows.
We will show that
Proposition 19  Axioms 1, 2, 3, 4' are satised by plain random uni-
formly hosen words, with exponent 1− θ (in base 2m).
By denition, disjoint subwords of a uniformly taken random word are in-
dependent. So we do not have to are at all with the onditional probabilities
of the axioms (ontrary to the ase of geodesi words below). Conditionnally
to anything else, every subword x follows the law of B|x|.
The denition of gross ogrowth only applies to even lengths. If ℓ is odd,
either there are some relations of odd length in the presentation of the group,
and then the limits holds, or there are no suh relations, and the number of
words of length ℓ equal to e is zero. In any ase, this number is . (2m)θℓ.
This is a deliate (but irrelevant) tehnial point: We should are with
parity of the length of words. If there are some relations of odd length in our
group, then the limit in the denition of gross ogrowth is valid regardless of
parity of ℓ, but in general this is not the ase (as is examplied by the free
group). In order to get valid results for any length, we therefore often have
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to replae a ≈ sign with a . one. In many ases, our statements of the form
Pr(. . .) . f(ℓ) ould in fat be replaed by Pr(. . .) ≈ f(ℓ) if ℓ is even or
if there are relations of odd length, and Pr(. . .) = 0 otherwise. Here is the
rst example of suh a situation.
Proposition 20  The probability that Bℓ is equal to e is roughly less
than (2m)−(1−θ)ℓ.
Proof  Alternate denition. 
Proposition 21 
Pr(‖Bℓ‖ 6 ℓ′) . (2m)−(1−θ)(ℓ−
θ
1−θ
ℓ′)
uniformly in ℓ′ 6 ℓ.
In partiular, the esaping speed is at least
1−θ
θ
. So Axiom 2 is satised
with κ2 =
1−θ
θ
and β2 = 1− θ.
Proof  For any L between 0 and ℓ′, we have that
Pr(Bℓ+L = e) > (2m)
−L Pr(‖Bℓ‖ = L)
But Pr(Bℓ+L = e) . (2m)
−(1−θ)(ℓ+L)
(and this is uniform in L 6 ℓ sine
in any ase, ℓ+ L is at least equal to ℓ), hene the evaluation for a given L.
Now, summing over L between 0 and ℓ′ introdues only a subexponential
fator in ℓ. 
Proposition 22  The probability that, for two independently hosen
words Bℓ and B
′
ℓ′, there exist words u and v of length at most n = n(ℓ), suh
that BℓuB
′
ℓ′v = e in G, is roughly less than (2m)
(2+2θ)n(2m)−(1−θ)(ℓ+ℓ
′)
.
That is, Axiom 3 is satised with exponent 1− θ.
Proof  For any word u, we have Pr(B|u| = u) > (2m)
−|u|
.
So let u and v be any two xed words of length at most n. We have
Pr(Bℓ+|u|+ℓ′+|v| = e) > (2m)
−|u|−|v| Pr(BℓuB
′
ℓ′v = e)
We know that Pr(Bℓ+|u|+ℓ′+|v| = e) . (2m)
−(1−θ)(ℓ+|u|+ℓ′+|v|)
.
So Pr(BℓuB
′
ℓ′v = e) . (2m)
θ(|u|+|v|)(2m)−(1−θ)(ℓ+ℓ
′)
.
Now there are (2m)|u|+|v| hoies for u and v. 
Proposition 23  The probability that there exists a word u of length at
most n = n(ℓ), suh that some yli onjugate of Bℓu is of norm less than
C log ℓ, is roughly less than (2m)(1+θ)n(2m)−(1−θ)ℓ.
So Axiom 4' is satised with exponent 1− θ.
Proof  As above, for any word u, we have Pr(B|u| = u) > (2m)
−|u|
. So
any property of Bℓu ourring with some probability will our for Bℓ+|u|
with at least (2m)−|u| times this probability. We now work with Bℓ+|u|.
Any yli onjugate of a uniformly hosen random word is itself a uni-
formly hosen random word, so we an assume that the yli onjugate at
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play is Bℓ+|u| itself. There are ℓ + |u| yli onjugates, so the hoie of the
yli onjugate only introdues a subexponential fator in ℓ and |u|.
But we just saw above in Proposition 21 that the probability that
∥∥Bℓ+|u|∥∥ 6
L is roughly less than (2m)−(1−θ)(|u|+ℓ−
θ
1−θ
L)
.
Summing over the (2m)|u| hoies for u yields the desired result, taking
L = C log ℓ. 
So plain random words satisfy our axioms.
5.1.2 The ase of random geodesi words
The ase of geodesi words is a little bit more lever, as subwords of a geodesi
word are not a priori independent.
For eah element x ∈ G suh that ‖x‖ = ℓ, x one and for all a repre-
sentation of x by a word of length ℓ. We are going to prove that when µℓ is
the uniform law on the sphere of radius ℓ in G, Axioms 1-4' are satised.
Reall that g is the growth of the group: by denition, the number of
elements of length ℓ in G is roughly (2m)gℓ. As G is non-elementary we have
g > 0 (otherwise there is nothing to prove).
Proposition 24  Axioms 1, 2, 3, 4' are satised by random uniformly
hosen elements of norm ℓ, with exponent 1/2 (in base (2m)g).
Our proofs also work if µℓ is the uniform measure on the spheres of radius
between ℓ− L and ℓ+ L for any xed L. We will use this property later.
Note that Axioms 1 and 2 are trivially satised for geodesi words, with
κ1 = κ2 = 1 and β2 = ∞.
The main obstale is that two given subwords of a geodesi word are not
independent. We are going to replae the model of randomly hosen elements
of length ℓ by another model with more independene, and prove that these
two models are roughly equivalent.
Let Xℓ denote a random uniformly hosen element on the sphere of radius
ℓ in G. For any x on this sphere, we have Pr(Xℓ = x) ≈ (2m)−gℓ.
Note that for any ε > 0, for any εℓ 6 L 6 ℓ the rough evaluation of the
number of points of length L by (2m)gL an by taken uniform for L in this
interval (take ℓ so that εℓ is big enough).
First, we will hange a little bit the model of random geodesi words. The
axioms above use a strong independene property of subwords of the words
taken. This independene is not immediately satised for subwords of a given
random geodesi word (for example, in the hyperboli group F2×Z/2Z, the
ourrene of a generator of order 2 somewhere prevents it from ourring
anywhere else in a geodesi word). So we will heat and onsider an alternate
model of random geodesi words.
For a given integer N , let XNℓ be the produt of N random uniformly
hosen geodesi words of length ℓ/N . We will ompare the law of Xℓ to the
law of XNℓ .
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Let x ∈ G suh that ‖x‖ = ℓ. We have Pr(Xℓ = x) ≈ (2m)−gℓ. Let
x = x1x2 . . . xN where eah xi is of length ℓ/N . The probability that the
i-th segment of XNℓ is equal to xi is roughly (2m)
−gℓ/N
. Multiplying, we get
Pr(XNℓ = x) ≈ (2m)−gℓ.
Thus, if P is a property of words, we have for any given N that
Pr(P (Xℓ)) . Pr(P (X
N
ℓ ))
(The onverse inequality is false as the range of values of XNℓ is not
ontained in that of Xℓ.)
Of ourse, the onstants implied in . depend on N . We are stating that
for any xed N , when ℓ tends to innity the law of the produt of N words
of length ℓ/N enompasses the law of Xℓ, and not that for a given ℓ, when
N tends to innity the law of N words of length ℓ is lose to the law of a
word of length Nℓ, whih is false.
We are going to prove the axioms for XNℓ instead of Xℓ. As the axioms all
state that the probability of some property is roughly less than something,
these evaluations will be valid for Xℓ.
The N to use will depend on the length of the subword at play in the
axioms. With notations as above, if xa;b is a subword of length bℓ of Xℓ, we
will hoose an N suh that ℓ/N is small ompared to bℓ, so that xa;b an be
onsidered the produt of a large number of independently randomly hosen
smaller geodesi words. This is ne as our axioms preisely do not require
the evaluations to be uniform when the relative length b tends to 0.
First, we need to study multipliation by a random geodesi word.
Let (x|y) denote the Gromov produt of two elements x, y ∈ G. That is,
(x|y) = 1
2
(‖x‖ + ‖y‖ − ‖x−1y‖).
Proposition 25  Let x ∈ G and L 6 ℓ. We have
Pr ((x|Xℓ) > L) . (2m)−gL
uniformly in x and L 6 ℓ.
Proof  Let y be the point at distane L on a geodesi joining e to x. By
the triangle-tripod transformation in exXℓ, the inequality (x|Xℓ) > L means
that Xℓ is at distane at most ℓ−L+ 4δ from y. There are roughly at most
(2m)g(ℓ−L+4δ) suh points. Thus, the probability that Xℓ is equal to one of
them is roughly less than (2m)g(ℓ−L+4δ)−gℓ ≈ (2m)−gL.
Let us show that this evaluation an be taken uniform in L 6 ℓ. The
problem omes from the evaluation of the number of points at distane at
most ℓ−L+4δ from y by (2m)g(ℓ−L+4δ): when ℓ−L+4δ is not large enough,
this annot be taken uniform. So take some ε > 0 and rst suppose that
L 6 (1− ε)ℓ, so that ℓ−L+ 4δ > ε′ℓ for some ε′ > 0. The evaluation of the
number of points at distane at most ℓ−L+4δ from y by (2m)g(ℓ−L+4δ) an
thus be taken uniform in L in this interval.
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Seond, let us suppose that L > (1− ε)ℓ. Apply the trivial estimate that
the number of points at distane ℓ − L + 4δ 6 εℓ + 4δ from y is less than
(2m)εℓ+4δ. The probability that Xℓ is equal to one of them is roughly less
than (2m)εℓ−gℓ 6 (2m)−(g−ε)L uniformly for these values of L.
So for any ε, we an show that for any L 6 ℓ, the probability at play is
uniformly roughly less than (2m)−(g−ε)L. Writing out the denition shows
that this exaly says that our probability is less than (2m)−gL uniformly in
L. 
Corollary 26  Let x ∈ G and L 6 2ℓ. Then
Pr (‖xXℓ‖ 6 ‖x‖ + ℓ− L) . (2m)−gL/2
and
Pr (‖Xℓx‖ 6 ‖x‖ + ℓ− L) . (2m)−gL/2
uniformly in x and L.
Proof  Note that the seond ase follows from the rst one applied to x−1
and X−1ℓ , and symmetry of the law of Xℓ.
For the rst ase, apply Proposition 25 to Xℓ and x
−1
and write out the
denition of the Gromov produt. 
Proposition 27  For any xed N , uniformly for any x ∈ G and any
L 6 2ℓ we have
Pr
(∥∥xXNℓ ∥∥ 6 ‖x‖+ ℓ− L) . (2m)−gL/2
and
Pr
(∥∥XNℓ x∥∥ 6 ‖x‖+ ℓ− L) . (2m)−gL/2
Proof  Again, note that the seond inequality follows from the rst one
by taking inverses and using symmetry of the law of XNℓ .
Suppose
∥∥xXNℓ ∥∥ 6 ‖x‖+ℓ−L. Let x1, x2, . . . , xN be N random uniformly
hosen geodesi words of length ℓ/N . Let Li 6 2ℓ/N suh that ‖xx1 . . . xi‖ =
‖xx1 . . . xi−1‖+ ℓ/N−Li. By N appliations of Corollary 26, the probability
of suh an event is roughly less than (2m)−gε
∑
Li/2
. But·we have ∑Li > L.
Now the number of hoies for the Li's is at most (2ℓ)
N
, whih is polynomial
in ℓ, hene the proposition. 
Of ourse, this is not uniform in N .
We now turn to satisfation of Axioms 3 and 4' (1 and 2 being trivially
satised). We work under the model of XNℓ . Let x be a subword of X
N
ℓ .
By taking N large enough (depending on |x| /ℓ), we an suppose that x
begins and ends on a multiple of ℓ/N . If not, throw away an initial and nal
subword of x of length at most ℓ/N . In the estimates, this will hange ‖x‖
in ‖x‖−2ℓ/N and, if the estimate to prove is of the form (2m)−β‖x‖, for eah
34
ε > 0 we an nd an N suh that we an prove the estimate (2m)−β(1−ε)‖x‖.
Now if something is roughly less than (2m)−β(1−ε)‖x‖ for every ε > 0, it is by
denition roughly less than (2m)−β‖x‖.
Note that taking N depending on the relative length |x| /ℓ of the subword
is orret sine we did not ask the estimates to be uniform in this ratio.
The main advantage of this model is that now, the law of a subword is
independent of the law of the rest of the word, so we do not have to are
about the onditional probabilities in the axioms.
Proposition 28  Axiom 3 is satised for random geodesi words, with
exponent g/2.
Proof  Let x and y be subwords. The word x is a produt of N |x| /ℓ
geodesi words of length ℓ/N , and the same holds for y. Now take two xed
words u, v, and let us evaluate the probability that xuyv = e.
Fix some L 6 ℓ, and suppose ‖x‖ = L. By Proposition 27 starting at e,
this ours with probability (2m)−g(|x|−L)/2. Now we have ‖xu‖ > L − ‖u‖,
but ‖xuy‖ = ‖v−1‖. By Proposition 27 starting at xu this ours with
probability (2m)−g(L−‖u‖+|y|−‖v‖)/2.
So the total probability is at most the number of hoies for u times the
number of hoies for L times (2m)−g(|x|−L)/2 times (2m)−g(L−‖u‖+|y|−‖v‖)/2.
Hene the proposition. 
Proposition 29  Axiom 4' is satised for random geodesi words, with
exponent g/2.
Proof  Taking notations as in the denitions, let x be a subword of XNℓ
of length bℓ with b 6 1. The law of x is XbNbℓ .
Note that applying Proposition 27 starting with the neutral element e
shows that Pr(‖x‖ 6 L) . (2m)−g(|x|−L)/2.
Fix a u of length at most n and onsider a yli onjugate y of xu.
First, suppose that the utting made in xu to get the yli onjugate
y was made in u, so that y = u′′xu′ with u = u′u′′. In this ase, we have
‖y‖ > ‖x‖ − ‖u′′‖ − ‖u‖ > ‖x‖ − |u|, and so we have Pr(‖y‖ 6 C log ℓ) 6
Pr(‖x‖ 6 C log ℓ+ ‖u‖) . (2m)−g(|x|−C log ℓ−|u|)/2 ≈ (2m)g|u|/2−g|x|/2.
Seond, suppose that the utting was made in x, so that y = x′′ux′ with
x = x′x′′.
Up to small words of length at most ℓ/N at the beginning and end of
x, the words x′ and x′′ are produts of randomly hosen geodesi words of
length ℓ/N .
Apply Proposition 27 starting with the element u, multiplying on the right
by x′, then on the left by x′′. This shows that Pr(‖y‖ 6 ‖u‖+|x′|+|x′′|−L) .
(2m)−gL/2, hene the evaluation, taking L = |x′|+ |x′′|+ ‖u‖ − C log ℓ.
To onlude, observe that there are at most (2m)|u| hoies for u and at
most |x| + |u| hoies for the yli onjugate, hene an exponential fator
in |u|. 
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5.1.3 The ase of random redued words
Reall η is the ogrowth of the group G, i.e. the number of redued words of
length ℓ whih are equal to e is roughly (2m− 1)ηℓ.
Here we have to suppose m > 1. (A random quotient of Z by redued
words of length ℓ is Z/ℓZ.)
Proposition 30  Axioms 1, 2, 3, 4' are satised by random uniformly
hosen redued words, or random uniformly hosen ylially redued words,
with exponent 1− η (in base 2m− 1).
The proof follows essentially the same lines as that for plain random
words. We do not inlude it expliitly here.
Nevertheless, there are two hanges enountered.
The rst problem is that we do not have as muh independene for redued
words as for plain words. Namely, the ourrene of a generator at position
i prevents the ourrene of its inverse at position i+ 1.
We solve this problem by noting that, though the (i+1)-th letter depends
on what happened before, the (i+ 2)-th letter does not depend too muh (if
m > 1).
Indeed, say the i-th letter is xj . Now it is immediate to hek that the
(i + 2)-th letter is xj with probability 1/(2m − 1), and is eah other letter
with probability (2m− 2)/(2m− 1)2. This is lose to a uniform distribution
up to a fator of (2m− 2)/(2m− 1).
This means that, onditioned by the word up to the i-th letter, the law
of the word read after the (i + 2)-th letter is, up to a onstant fator, an
independently hosen random redued word.
This is enough to allow to prove satisfation of the axioms for random
redued words by following the same lines as for plain random words.
The seond point to note is that a redued word is not neessarily yli-
ally redued. The end of a redued word may ollapse with the beginning.
Collapsing along L letters has probability preisely (2m− 1)−L, and the in-
dued length loss is 2L. So this introdues an exponent 1/2, but the ogrowth
η is bigger than 1/2 anyway.
In partiular, everything works equally ne with redued and ylially
redued words (the dierene being non-loal), with the same ritial density
1− η.
5.2 Triviality of the quotient in large density
Reall G is a hyperboli group generated by S = a±11 , . . . , a
±1
m . Let R be a
set of (2m)dℓ randomly hosen words of length ℓ. We study G/〈R〉.
As was said before, beause triviality of the quotient involves small-sale
phenomena, we have to work separately on plain random words, redued
random words or random geodesi words.
Generally speaking, the triviality of the quotient redues essentially to the
following fat, whih is analogue to the fat that two (say generi projetive
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omplex algebrai) submanifolds whose sum of dimensions is bigger than the
ambient dimension do interset (f. our disussion of the density model of
random groups in the introdution).
Basi intersetion theory for random sets  Let S be a set of
N elements. Let α, β be two numbers in [0; 1] suh that α+β > 1. Let A be
a given part of S of ardinal Nα. Let B be a set of Nβ randomly uniformly
hosen elements of S. Then A ∩ B 6= ∅ with probability tending to 1 as
N →∞ (and the intersetion is arbitrarily large with growing N).
This is of ourse a variation on the probabilisti pigeon-hole priniple
where A = B.
Remark  Nothing in what follows is spei to quotients of hyperboli
groups: for the triviality of a random quotient by too many relators, any
group (with m > 1 in the redued word model and g > 0 in the geodesi
word model) would do.
5.2.1 The ase of plain random words
We suppose that d > 1− θ.
Reall that θ is the gross ogrowth of the group, i.e. that
θ = lim
ℓ→∞,ℓ even
1
ℓ
log2m#{w ∈ Bℓ, w = e in G}
We want to show that the random quotient G/〈R〉 is either {1} or Z/2Z.
Of ourse the ase Z/2Z ours when ℓ is even and when the presentation of
G does not ontain any odd-length relation.
To use gross ogrowth, we have to distinguish aording to parity of ℓ.
We will treat only the least simple ase when ℓ is even. The other ase is
even simpler.
Rely on the intersetion theory for random sets stated above. Take for
A the set of all words of length ℓ − 2 whih are equal to e in G. There are
roughly (2m)θ(ℓ−2) ≈ (2m)θℓ of them. Take for B the set made of the random
words of R with the last two letters removed, and reall that R onsists of
(2m)dℓ randomly hosen words with d > 1− θ.
Apply the intersetion priniple: very probably, these sets will interset.
This means that in R, there will probably be a word of the form wab suh
that w is trivial in G and a, b are letters in S or S−1.
This means that in the quotient G/〈R〉, we have ab = e.
Now as d+ θ > 1 this situation ours arbitrarily many times as ℓ→∞.
Due to our uniform hoie of random words, the a and b above will exhaust
all pairs of generators of S and S−1.
Thus, in the quotient, the produt of any two generators a, b ∈ S ∪ S−1
is equal to e. Hene the quotient is either trivial or Z/2Z (and is it trivial as
soon as ℓ is odd or the presentation of G ontains odd-length relators).
This proves the seond part of Theorem 4.
37
5.2.2 The ase of random geodesi words
When taking a random quotient by geodesi words of the same length, some
loal phenomena may our. For example, the quotient of Z by any number
of randomly hosen elements of norm ℓ will be Z/ℓZ. Think of the ourrene
of either {e} or Z/2Z in a quotient by randomly hosen non-geodesi words.
In order to avoid this phenomenon, we onsider a random quotient by
randomly hosen elements of norm omprised between ℓ − L and ℓ + L for
some xed small L. Atually we will take L = 1.
Reall g is the growth of the group, that is, the number of elements of
norm ℓ is roughly (2m)gℓ, with g > 0 as G is non-elementary.
We now prove that a random quotient of any group G by (2m)dℓ randomly
hosen elements of norm ℓ − 1, ℓ and ℓ + 1, with d > g/2, is trivial with
probability tending to 1 as ℓ→∞.
(By taking (2m)dℓ elements of norm ℓ, ℓ + 1 or ℓ − 1 we mean either
taking (2m)dℓ elements of eah of these norms, or taking 1/3 at eah length,
or deiding for eah element with a given positive probability what its norm
will be, or any other roughly equivalent sheme.)
Let a be any of the generators of the group. Let x be any element of
norm ℓ. The produt xa is either of norm ℓ, ℓ+ 1 or ℓ− 1.
Let S be the sphere of radius ℓ, we have |S| ≈ (2m)gℓ.
Let R be the set of random words taken. Taking d > g/2 preisely
amounts to taking more than |S|1/2 elements of S.
Let R′ be the image of R by x 7→ xa. By an easy variation on the
probabilisti pigeon-hole priniple applied to R, there will very probably be
one element of R lying in R′. This means that R will ontain elements x and
y suh that xa = y. Hene, a = e in the quotient by R.
As this will our for any generator, the quotient is trivial. This proves
the seond part of Theorem 3.
5.2.3 The ase of random redued words
For a quotient by random redued words in density d > 1 − η (where η is
the ogrowth of the group), the proof of triviality is nearly idential to the
ase of a quotient by plain random words, exept that in order to have the
number of words taken go to innity, we have to suppose that m > 2.
5.3 Elimination of the virtual entre
Theorem 13 only applies to random quotients of hyperboli groups with
strongly harmless torsion. We have to show that the presene of a virtual
entre does not hange random quotients. The way to do this is simply to
quotient by the virtual entre; but, for example, geodesi words in the quo-
tient are not geodesi words in the original group, and moreover, the growth,
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ogrowth and gross ogrowth may be dierent. Thus something should be
said.
Reall the virtual entre of a hyperboli group is the set of elements
whose ation on the boundary at innity is trivial. It is a normal subgroup
(as it is dened as the kernel of some ation). It is nite, as any element
of the virtual entre has fore 1 at eah point of the boundary, and in a
(non-elementary) hyperboli group, the number of elements having fore less
than a given onstant at some point is nite (f. [GH℄, p. 155). See [Ols2℄
or [Ch3℄ for an exposition of basi properties and to get an idea of the kind
of problems arising beause of the virtual entre.
Let H be the virtual entre of G and set G′ = G/H . The quotient G′ has
no virtual entre.
5.3.1 The ase of plain or redued random words
Note that the set R is the same, sine the notion of plain random word or
random redued word is dened independently of G or G′.
As (G/H)/〈R〉 = (G/〈R〉)/H , and as a quotient by a nite normal sub-
group is a quasi-isometry, G/〈R〉 will be innite hyperboli if and only if
G′/〈R〉 is.
So in order to prove that we an assume a trivial virtual entre, it
is enough to hek that G and G/H have the same ogrowth and gross
ogrowth, so that the notion of a random quotient is really the same.
We prove it for plain random words, as the ase of redued words is
idential with θ replaed with η and 2m replaed with 2m− 1.
Proposition 31  Let H be a subset of G, and n an integer. Then
Pr(∃u ∈ G, |u| = n,Bℓu ∈ H) 6 (2m)n Pr(Bℓ+n ∈ H)
Proof  Let Hn be the n-neighborhood of H in G. We have that Pr(Bℓ+n ∈
H) > (2m)−n Pr(Bℓ ∈ Hn). 
Corollary 32  A quotient of a group by a nite normal subgroup has
the same gross ogrowth.
Proof  Let H be a nite subgroup of G and let n = max{‖h‖ , h ∈ H}
so that H is inluded in the n-neighborhood of e. Then Pr(Bℓ =G/H e) =
Pr(Bℓ ∈ H) 6
∑
k6n(2m)
k Pr(Bℓ+k = e) . (2m)
−(1−θ)ℓ
. 
Remark  Gross ogrowth is the same only if dened with respet to the
same set of generators. For example, F2 × Z/2Z presented by a, b, c with
ac = ca, bc = cb and c2 = e has the same gross ogrowth as F2 presented by
a, b, c with c = e.
So in this ase, we an safely assume that the virtual entre of G is trivial.
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5.3.2 The ase of random geodesi words
A quotient by a nite normal subgroup preserves growth, so G and G′ have
the same growth.
But now a problem arises, as the notion of a random element of norm ℓ
diers in G and G′. So our random set R is not dened the same way for G
and G′.
Let us study the image of the uniform measure on the ℓ-sphere of G into
G′. Let L be the maximal norm of an element in H . The image of this sphere
is ontained in the spheres of radius between ℓ− L and ℓ+ L.
The map G → G′ is of index |H|. This proves that the image of the
uniform probability measure µℓ on the sphere of radius ℓ inG is, as a measure,
at most |H| times the sum of the uniform probability measures on the spheres
of G′ of radius between ℓ − L and ℓ + L. In other words, it is roughly less
than the uniform probability measure νℓ on these spheres.
The uniform measure νℓ on the spheres of radius between ℓ−L and ℓ+L
(for a xed L) satises our axioms. So we an apply Theorem 13 to the
quotient of G′ by a set R′ of random words hosen using measure νℓ. This
random quotient will be non-elementary hyperboli for d < g/2.
By Remark 14, for a random set R piked from measure µℓ (the one we
are interested in), the quotient G′/〈R〉 will be non-elementary hyperboli as
well.
But G′/〈R〉 = G/H/〈R〉 = G/〈R〉/H , and quotienting G/〈R〉 by the
nite normal subgroup H is a quasi-isometry, so G/〈R〉 is non-elementary
hyperboli if and only if G′/〈R〉 is.
6 Proof of the main theorem
We now proeed to the proof of Theorem 13.
G is a hyperboli group without virtual entre generated by S = a±11 , . . .,
a±1m . Say that G has presentation 〈S | Q 〉. Let R be a set of random words
of density at most d piked under the measure µℓ. We will study G/〈R〉.
Let β = min(β2, β3, β4) where β2, β3, β4 are given by the axioms. We
assume that d < β.
We will study van Kampen diagrams in the group G/〈R〉. If G is pre-
sented by 〈S | Q 〉, all old relator an element ofQ and new relator an element
of R.
We want to show that van Kampen diagrams of G/〈R〉 satisfy a linear
isoperimetri inequality. Let D be suh a diagram. D is made of old and
new relators. Denote by D′ the subdiagram of D made of old relators and
by D′′ the subdiagram of D made of new relators.
If β = 0 there is nothing to prove. Hene we suppose that β > 0. In the
examples we onsider, this is equivalent to G being non-elementary.
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6.1 On the lengths of the relators
In order not to make the already omplex notations even heavier, we will
suppose that all the words taken from µℓ are of length ℓ. So R is made of
(2m)dℓ words of length ℓ. This is the ase in all the appliations given in this
text.
For the general ase, there are only three ways in whih the length of the
elements matters for the proof:
1. As we are to apply asymptoti estimates, the length of the elements
must tend to innity.
2. The hyperboli loal-global theorem of Appendix A ruially needs that
the ratio of the lengths of relators be bounded independently of ℓ.
3. In order not to perturb our probability estimates, the number of distint
lengths of the relators in R must be subexponential in ℓ.
All these properties are guaranteed by Axiom 1.
6.2 Combinatoris of van Kampen diagrams of the quo-
tient
We now proeed to the appliation of the program outlined in setion 3. The
reader may want to refer to this setion while reading the sequel of this text.
We onsider a van Kampen diagram D of G/〈R〉. Let D′ be the part of
D made of old relators of the presentation of G, and D′′ the part made of
new relators in R.
Redene D′ by adding to it all edges of D′′: this amounts to adding some
laments to D′. This way, we ensure that faes of D′′ are isolated and that
D′ is onneted; and that if a fae of D′′ lies on the boundary of D, we have
a lament in D′, suh that D′′ does not interset the boundary of D; and
last, that if the diagram D′′ is not regular (see setion 1 for denition), we
have a orresponding lament in D′.
D’’D D’
After this manipulation, we onsider that eah edge of D′′ is in ontat
only with an edge ofD′, so that we never have to deal with equalities between
subwords of two new relators (we will treat them as two equalities to the same
word).
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We want to show that if D is minimal, then it satises some isoperimetri
inequality. In fat, as in the ase of random quotients of a free group, we do
not really need that D is minimal. We need that D is redued in a slightly
stronger sense than previously, whih we dene now.
Definition 33  A van Kampen diagram D = D′ ∪ D′′ on G/〈R〉 (with
D′ and D′′ as above) is said to be strongly redued with respet to G if there
is no pair of faes of D′′ bearing the same relator with opposite orientations,
suh that their marked starting points are joined in D′ by a simple path
representing the trivial element in G.
In partiular, a strongly redued diagram is redued.
Proposition 34  Every van Kampen diagram has a strong redution,
that is, there exists a strongly redued diagram with the same boundary.
In partiular, to ensure hyperboliity of a group it is enough to prove the
isoperimetri inequality for all strongly redued diagrams.
Proof  Suppose that some new relator r of D′′ is joined to some r−1 by a
path w in D′ representing the trivial element in G. Then inise the diagram
along w and apply surgery to anel r with r−1. This leaves a new diagram
with two holes w,w−1. Simply ll up these two holes with diagrams in G
bordered by w (this is possible preisely sine w is the trivial element of G).
w r r r
w
w
w
r r
w
w
r
r
w
r
Note that this way we introdue only old relators and no new ones in the
diagram. Iterate the proess to get rid of all annoying pairs of new relators.

Often in geometri group theory, problems arise when two relators are
onjugate (or when a onjugate of a relator is very lose to another relator),
and suh ases are typially exluded by reinforing the denition of strongly
redued. In the ase of random presentations, however, below the ritial
density it never ours that two relators are onjugated. So we do not have
to are about these problems: these ases are automatially wiped o by our
axioms.
We will show that any strongly redued van Kampen diagramD suh that
D′ is minimal very probably satises some linear isoperimetri inequality. By
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the loal-global priniple for hyperboli spaes (Cartan-Hadamard-Gromov
theorem, f. Appendix A), it is enough to show it for diagrams having less
than some xed number of faes. This ruial point onsiderably simplies
the geometri and probabilisti treatment. More preisely, we will show the
following.
Proposition 35  There exist onstants α, α′ > 0 (depending on G, d
and the random model but not on ℓ) suh that, for any integer K, with
probability exponentially lose to 1 as ℓ → ∞ the set of relators R satises
the following:
For any van Kampen diagramD = D′∪D′′ satisfying the three onditions:
• The number of faes of D′′ is at most K;
• D′ is minimal among van Kampen diagrams in G with the same bound-
ary;
• D is strongly redued with respet to G;
then D satises the isoperimetri inequality
|∂D| > αℓ |D′′|+ α′ |D′|
(Of ourse, the onstant implied in exponentially lose depends on K.)
Before proeeding to the proof of this proposition, let us see how it implies
hyperboliity of the groupG/〈R〉, as well as that of all intermediate quotients.
This step uses the loal-global hyperboli priniple (Appendix A), whih
essentially states that it is enough to hek the isoperimetri inequality for a
nite number of diagrams.
Proposition 36  There exists an integer K (depending on G and d but
not on ℓ) suh that if the set of relators R happens to satisfy the onlusions
of Proposition 35, with ℓ large enough, then G/〈R〉 is hyperboli. Better,
then there exist onstants α1, α2 > 0 suh that for any strongly redued
diagram D suh that D′ is minimal, we have
|∂D| > α1ℓ |D′′|+ α2 |D′|
Remark 37  Proposition 36 implies that a quotient of G by a smaller set
R′ ⊂ R is hyperboli as well. Indeed, any strongly redued diagram on R′ is,
in partiular, a strongly redued diagram on R.
Proof  By our strongly redution proess, for any van Kampen diagram
there exists another van Kampen diagram D with the same boundary, suh
that D′ is minimal (otherwise replae it by a minimal diagram with the same
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boundary) and D is strongly redued. Thus, it is enough to show the isoperi-
metri inequality for strongly redued diagrams to ensure hyperboliity.
We want to apply Proposition 53. Take for property P in this proposition
to be strongly redued. Reall the notations of the appendix: Lc(D) = |∂D|
is the boundary length of D, and Ac(D) is the area of D in the sense that a
relator of length L has area L2. Note that ℓ |D′′|+ |D′| > Ac(D)/ℓ.
Take a van Kampen diagram D suh that k2/4 6 Ad(D) 6 480k
2
for
some k2 = Kℓ2 where K is some onstant independent of ℓ to be hosen
later. As Ad(D) 6 Kℓ
2
, we have |D′′| 6 K. Proposition 35 for this K tells
us that Lc(D) = |∂D| > αℓ |D′′|+ α′ |D′| > min(α, α′)Ac(D)/ℓ. Thus
Lc(D)
2 > min(α, α′)2Ac(D)
2/ℓ2 > min(α, α′)2Ac(D)K/4
as Ac(D) > k
2/4, so taking K = 1015/min(α, α′)2 is enough to ensure that
the onditions of Proposition 53 are fullled by Kℓ2. (The important point
is that this K is independent of ℓ.)
The onlusion is that any strongly redued van Kampen diagram D
satises the linear isoperimetri inequality
Lc(D) > Ac(D)min(α, α
′)/1012ℓ
and, ddling with the onstants and using the isoperimetry from D, we an
even put it in the form
|∂D| > α1ℓ |D′′|+ α2 |D′|
if it pleases, where α1,2 depend on G and d but not on ℓ.
So the proposition above, ombined with the loal-global hyperboliity
priniple of Appendix A, is suient to ensure hyperboliity. 
A glane through the proof an even show that if ℓ is taken large enough,
the onstant α2 in the inequality
|∂D| > α1ℓ |D′′|+ α2 |D′|
is arbitrarily lose to the original isoperimetry onstant in G.
This suggests, in the spirit of [Gro4℄, to iterate the operation of taking a
random quotient, at dierent lengths ℓ1, then ℓ2, et., with fast growing ℓi.
The limit group will not be hyperboli (it will be innitely presented), but
it will satisfy an isoperimetri inequality like
|∂D| > α
∑
f fae of D
ℓ(f)
where ℓ(f) denotes the length of a fae. This property ould be taken as a
denition of a kind of loose hyperboliity, whih should be related in some
way to the notion of fratal hyperboliity proposed in [Gro4℄.
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Now for the proof of Proposition 35.
We have to assume that D′ is minimal, otherwise we know nothing about
its isoperimetry in G. But as in the ase of a random quotient of Fm (se-
tion 2), the isoperimetri inequality will not only be valid for minimal dia-
grams but for all (strongly redued) ongurations of the random relators.
If D′′ = ∅ then D = D′ is a van Kampen diagram of G and as D′ is
minimal, it saties the inequality |∂D| > C |D| as this is the isoperimetri
inequality inG. So we an take α′ = C and any α in this ase. Similarly, if the
old relators are muh more numerous that the new ones, then isoperimetry
of G is enough. Namely:
Lemma 38  Proposition 35 holds for diagrams satisfying |D′| > 4 |D′′| ℓ/C.
Proof of the lemma  Suppose that the old relators are muh more
numerous than the new ones, more preisely that |D′| > 4 |D′′| ℓ/C. In
this ase as well, isoperimetry in G is enough to ensure isoperimetry of D.
Note that D′ is a diagram with at most |D′′| holes. We have of ourse that
|∂D| > |∂D′| − |∂D′′| > |∂D′| − |D′′| ℓ.
By Proposition 67 for diagrams with holes in G, we have that |∂D′| >
C |D′| − |D′′|λ(2 + 4α log |D′|). So, for ℓ big enough,
|∂D| > |∂D′| − |D′′| ℓ
> C |D′| − |D′′| ℓ− |D′′|λ(2 + 4α log |D′|)
> C |D′| /3 + (C |D′| /3− |D′′| ℓ)
+ (C |D′| /3− |D′′|λ(2 + 4α log |D′|))
> C |D′| /3 + (4 |D′′| ℓ/3− |D′′| ℓ)
+ (4 |D′′| ℓ/3− |D′′|λ(2 + 4α log 4 |D′′| ℓ/C))
> C |D′| /3 + ℓ |D′′| /3
as for ℓ big enough, the third term is positive. So in this ase we an take
α = 1/3 and α′ = C/3. 
So we now suppose that 1 6 |D′′| 6 K and that |D′| 6 4 |D′′| ℓ/C. In
partiular, the boundary length of D is at most |D′′| ℓ+ |D′|λ 6 ℓ |D′′| (1 +
4λ/C).
6.3 New deorated abstrat van Kampen diagrams
We now redene deorated abstrat van Kampen diagrams so that they bet-
ter t our needs (the denition given in the introdution ts the ase of free
groups only). The idea is that sine D′ is very narrow (at the sale of ℓ), at
sale ℓ D looks like a van Kampen diagram with respet to the new relators,
with some narrow glue (that is, old relators) between faes. This intuition
will be formalized using Proposition 72 in Appendix B, whih will help tell
whih parts of the boundary words of the new relators are faing whih.
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The diagram D′ has at most K holes. First, after Corollary 69, we an
suppose that D′ is E1 log ℓ-narrow for some onstant E1 depending on G and
K but not on ℓ (here we used |D′| 6 4Kℓ/C to get logarithmi dependene
on ℓ).
Besides, we an apply Proposition 72 to D′. This denes a (8K,E2 log ℓ)-
mathing X (see Denition 70) between at most 8K subwords of the bound-
ary words of D′, for some onstant E2 depending on G and K but not on ℓ
(here again we used |D′| 6 4Kℓ/C to get logarithmi dependene on ℓ). Set
E = max(E1, E2).
The boundary words of D′ are preisely the new relators on one side, and
the boundary word of D on the other side.
Eah math inX is a pair of two subwords w, w′ of one of the new relators
(or of the boundary word), together with two short words u, v of length at
most E log ℓ, suh that w = uw′v in G.
w’
v u
i
j
D’’
D’’
w
As there an be invaginations of D′ into D′′, the lengths of w and w′
may not be equal at all. It may even be the ase that one of these two words
is of length 0, as in the following piture. This is not overmuh disturbing
but should be kept in mind.
lk D’’D’’
jD’’ w’
D’’i
v u
Intuitively, we an reonstrut D at sale ℓ if we know this mathing
X : simply take the new relators and glue them along the mathes in X .
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This leads to redening what a deorated abstrat van Kampen diagram is.
Knowing D, the assoiated abstrat diagram D will keep the ombinatorial
and geometri information but will forget what are the preise values of the
new relators. Namely, given D we only keep the following information: How
many new faes there are (that is, |D′′|, whih is at most K); Whih new
faes bear the same new relator or not (this an be done by attributing a
number between 1 and |D′′| to eah fae, two faes getting the same number
if and only if they bear the same new relator); Whih subword is mathed
to whih one (that is, where the uttings of the subwords were done and
what the pairing is). This leads to the following (ompare the denition of
a davKd given in the introdution page 10, together with Proposition 72).
Definition 39  A deorated abstrat van Kampen diagram (davKd for
short) D is the following data:
• An integer k (the number of faes), also denoted |D|; any number
between 1 and k will be alled a fae of D.
• An integer |∂D| between 0 and |D| ℓ(1 + 4λ/C), alled the boundary
length of D.
• A set of k integers between 1 and k (whih faes bear the same relator).
• For eah fae, a number between 1 and ℓ (a starting point for the
relator) and an orientation ±1.
• A partition of the set {1, . . . , ℓ}×{1, . . . , k}∪{1, . . . , |∂D|}×{k+1} into
8k subsets (some of whih may be empty) of the form {i, i+ 1, . . . , i+
j} × {p}. The subsets {1, . . . , ℓ} × {p} will be alled words in D, with
{1, . . . , |∂D|}×{k+1} being the boundary word and the others internal
words. The elements of the partition will be alled subwords in D, and
the length of a subword {i, i+ 1, . . . , i+ j} × {p} will be j + 1.
• A partition of the set of subwords into two parts and a bijetion between
these parts (whih subword is mathed to whih). A pair of two bijeted
subwords will be alled a math in D.
A very important fat is the following one.
Proposition 40  For a xed K, the number of dierent davKd's with
at most K faes is less than some polynomial in ℓ.
Proof  This is at most K.Kℓ(1+ 4λ/C).KK .ℓK .2K .((K +1)ℓ)8K .(8K)8K .

We will still add some deoration below in setion 6.8. This further
deoration will again be polynomial in ℓ.
We just saw that to our van Kampen diagram D we an assoiate a
deorated abstrat van Kampen diagram D, oming from Proposition 72.
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This we will all the davKd assoiated to D. This davKd sums up all quasi-
equalities in G imposed by the diagram on the new relators.
Definition 41  Let D be a davKd. We say that a van Kampen diagram
D = D′ ∪D′′ of G/〈R〉 fullls D if D is the davKd assoiated to D and if D
satises the assumptions of Proposition 35 and Lemma 38 that is:
• The number of faes of D′′ is at most K;
• D′ is minimal among van Kampen diagrams in G with the same bound-
ary;
• D is strongly redued with respet to G;
• |D′| 6 4 |D′′| ℓ/C.
A davKd D is said to be fulllable if some van Kampen diagram fullls
it.
A davKd D is said to satisfy an α-isoperimetri inequality if
|∂D| > αℓ |D|
Proposition 42  If some davKd D satises an α-isoperimetri inequal-
ity, then any van Kampen diagram D = D′ ∪ D′′ fullling D satises the
isoperimetri inequality
|∂D| > αℓ |D′′| /2 + Cα |D′| /8
Proof  Indeed, sine |D′| 6 4 |D′′| ℓ/C we have αℓ |D′′| /2+Cα |D′| /8 6
αℓ |D′′|. 
Thus, to prove Proposition 35 we have to show that, with high probability,
any fulllable davKd satises some linear isoperimetri inequality (with some
isoperimetri onstants depending on G, the density d and the random model
but not on K or ℓ).
In the mathing X of D, there may be mathes between subwords of
the boundary, as in the following gure. Suh parts of the diagram always
improve isoperimetry (up to 2E log ℓ). So in the following we onsider that
all mathes in X math either two subwords of the new relators or a subword
of a new relator and a subword of the boundary.
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6.4 Graph assoiated to a deorated abstrat van Kam-
pen diagram
As in the ase of random quotients of the free group, we will onstrut an
auxiliary graph Γ summarizing all onditions imposed by a davKd on the
random relators of R. But instead of imposing equality between letters of
these relators, the onditions will rather be interpreted as equality modulo
G.
Let now D be a davKd. We will evaluate the probability that it is full-
lable by the relators of R.
Eah fae of D bears a number between 1 and |D|. Let n be the number
of suh distint numbers, we have n 6 |D|. Suppose for the sake of simpliity
that these n distint numbers are 1, 2, . . . , n.
To fulll the diagram is to give n relators r1, . . . , rn satisfying the ondi-
tions that if we put these relators in the orresponding faes, then by gluing
up to small words the faes along the subwords desribed in the davKd, we
get a (strongly redued) van Kampen diagram of G/〈R〉.
We now onstrut the auxiliary graph Γ.
Take nℓ points as verties of Γ, arranged in n parts of ℓ verties alled
the parts of Γ. Interpret the k-th vertex of the i-th part as the k-th letter
of relator ri in R. Internal subwords in D are identied with suessive
verties of Γ (with a reversal if the fae in D to whih the subword belongs
is negatively oriented).
We now explain what to take as edges of Γ.
Let f be a math in D. First, suppose that this is a math between two
internal subwords in D. Say it is a math between subwords of faes of D
bearing numbers i and i′. These two subwords in D orrespond to two sets
of suessive verties in the i-th part and the i′-th part of Γ.
Add to Γ a speial vertex w alled an internal translator. Add edges
between w and eah of the verties of the i-th part of Γ represented by the
rst subword of f ; symmetrially, add edges between w and eah of the
verties of the i′-th part of Γ belonging to the other subword of f .
(This may result in double edges if i = i′. We will deal with this problem
later, but for the moment we keep the double edges.)
Follow this proess for all mathes between internal subwords of D. Eah
translator so obtained is onneted with two (or maybe one if i = i′) parts
of Γ.
As several faes of D may bear the same number (the same relator of
R), a vertex of Γ is not neessarily of multipliity one. The multipliity of a
vertex of the i-th part is at most the number of times relator i appears on a
fae of D.
For eah math in D involving a boundary subword and an internal sub-
word adjaent to, say, fae i, add a speial vertex b to Γ, alled a boundary
translator. Add edges between b and the verties of the i-th part of Γ orre-
sponding to the internal subword of the math at play.
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At the end of the proess, the number of edges in Γ is equal to the
umulated length of all internal subwords of D, whih is ℓ |D|.
Here is an example of a simple van Kampen diagram on G/〈R〉, its as-
soiated davKd (represented graphially by a diagram at sale ℓ), and the
assoiated graph Γ.
w’’
w
w’
b
b’
b’’
w
w’
w’’
w
w’
w’’
b’
b’’
b b
b’
b’’
r r’
r’’
r
r’’
r’
r’
r’’
r
In a davKd assoiated to some van Kampen diagram with at most K
faes, as we only onsider, sine the number of mathes is at most 4K, the
number of internal and boundary translators in Γ is at most 4K as well.
Note that eah translator orresponds, via Proposition 72, to a word in
the van Kampen diagram whih is equal to e in G: translators are nothing
else but mathes of the davKd. Indeed, fulllability of the davKd implies
that for eah (say internal) translator in Γ, we an nd a word w whih is
equal to e in G, and suh that w = w1uw2v where u and v are short (of length
at most E log ℓ) and that w1 and w2 are the subwords of the relators of R
to whih the translator is joined. In the ase of random quotients of Fm, we
had the relators of R diretly onneted to eah other, imposing equality of
the orresponding subwords; here this equality happens modulo translators
that are equal to e in G.
6.5 Elimination of doublets
A doublet is a vertex of Γ that is joined to some translator by a double edge.
This an our only if in the van Kampen diagram, two nearly adjaent faes
bear the same relator.
Doublets are annoying sine the two sides of the translator are not hosen
independently, whereas our argument requires some degree of independene.
We will split the orresponding translators to ontrol the ourrenes of suh
a situation.
This setion is only tehnial.
Consider a translator in the van Kampen diagram bordered by two faes
bearing the same relator r. As a rst ase, suppose that these two relators
are given the same orientation.
Let w be the translator, w writes w = uδ1u
′δ2 where u and u
′
are subwords
of r, and δ1,2 are words of length at most 2E log ℓ. The ation takes plae
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in G. As u and u′ need not be geodesi, they do not neessarily have the
same length. Let u1 be the maximum ommon subword of u and u
′
(i.e. their
intersetion as subwords of r). If u1 is empty there is no doublet.
There are two ases (up to exhanging u and u′): either u = u2u1u3 and
u′ = u1, or u = u2u1 and u
′ = u1u3.
u1
u2
r
r
u3 u2
u3
r
r
u1
u1
A
C
u1
B
D
A’ B’
We will only treat the rst ase, as the seond one is similar.
Redene u1, u2 and u3 to be geodesi words equal to u1, u2 and u3 respe-
tively. In any hyperboli spae, any point on a geodesi joining the two ends
of a urve of length L is (1 + δ logL)-lose to that urve (f. [BH℄, p. 400).
So the new geodesi words are (1 + δ log ℓ)-lose to the previous words u1,
u2, u3. Hene, up to inreasing E a little bit, we an still suppose that D is
fulllable suh that D′ is E log ℓ-narrow, and that u1, u2, u3 are geodesi.
Dene points A,A′, B, B′, C,D as in the gure. The word read while
going from A′ to B′ is the same as that from D to C.
By elementary hyperboli geometry, and given that the two lateral sides
are of length at most 2E log ℓ, any point on CD is (2δ + 2E log ℓ)-lose to
some point on AA′ or B′B, or 2δ-lose to some point on A′B′.
The idea is to run from D to C, and simultaneously from A′ to B′ at
the same speed. When the two trajetories get E log ℓ-lose to eah other,
we ut the translator at this position, and by onstrution the resulting two
parts do not ontain any doublets.
Let L = |u1| and for 0 6 i 6 L, let Ci be the point of DC at distane
i from D. Now assign to i a number ϕ(i) between 0 and L as follows: Ci
is lose to some point C ′i of AB, set ϕ(Ci) = 0 if C
′
i ∈ AA′, ϕ(Ci) = L if
C ′i ∈ B′B, and ϕ(Ci) = dist(C ′i, A′) if C ′i ∈ A′B′.
By elementary hyperboli geometry (approximation of A′B′DC by a
tree), the funtion ϕ : [0;L] → [0;L] is dereasing up to 8δ (that is, i < j
implies ϕ(i) > ϕ(j)− 8δ). We have ϕ(0) = L and ϕ(L) = 0 (up to 8δ). Set
i0 as the smallest i suh that ϕ(i) < i. This denes a point Ci0 on DC and
a point C ′i0 on AB.
There are six ases depending on whether C ′i0 and C
′
i0−1
belong to AA′,
A′B′ or B′B. In eah of these ases we an ut the diagram in at most three
parts, in suh a way that no part ontains two opies of some subword of u1
(exept perhaps up to small words of length at most 8δ at the extremities).
The uts to make are from Ci0 to C
′
i0 and/or to C
′
i0−1, and are illustrated
below in eah ase.
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u1
u1
u1 u1
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u1u1
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u2 u2 u2
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u3
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u3u3u2
u2 u3
A translator is a vertex of Γ and by utting a translator we mean that
we split this vertex into two, and share the edges aording to the gure.
As our seond (and more diult) ase, suppose that the translator is
bordered by two faes of the diagram bearing the same relator r of R with
opposite orientations. This means that the translator w is equal, in G, to
uδ1u
′−1δ2 where u and u
′
are subwords of the relator r, and where δ1,2 are
words of length at most 2E log ℓ.
As above, let u1 be the maximum ommon subword of u and u
′
(i.e. their
intersetion as subwords of r). There are two ases: u = u2u1u3 and u
′ = u1,
or u = u2u1 and u
′ = u1u3.
u1
u2
r
u3 u2
r
u1
u3u1
A
C
u1
B
D
A’ B’
r r
We will only treat the rst ase, as the seond is similar.
As above, redene u1, u2 and u3 to be geodesi.
Dene points A,A′, B, B′, C,D as in the gure. The word read while
going from A′ to B′ is the same as that from C to D.
By elementary hyperboli geometry, and given that the two lateral sides
are of length at most 2E log ℓ, any point on CD is (2δ + 2E log ℓ)-lose to
some point on AA′ or B′B, or 2δ-lose to some point on A′B′.
If any point on CD is lose to a point on either AA′ or BB′, we an
simply eliminate the doublets by utting the gure at the last point of CD
whih is lose to AA′. (As above, by utting the gure we mean that we split
the vertex of Γ representing the translator into three new verties and we
share its edges aording to the gure.) In this way, we obtain a new graph
Γ with the onsidered doublets removed.
u
u
D
C
A’ B’
B
A
u
u
1
3
1
2
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Otherwise, let L = |u1| and for 0 6 i 6 L, let Ci be the point of CD at
distane i from C. Now assign to i a number ϕ(i) between 0 and L as follows:
Ci is lose to some point C
′
i of AB, set ϕ(Ci) = 0 if C
′
i ∈ AA′, ϕ(Ci) = L if
C ′i ∈ B′B, and ϕ(Ci) = dist(C ′i, A′) if C ′i ∈ A′B′.
It follows from elementary hyperboli geometry (approximation of the
quadrilateral CA′B′D by a tree) that ϕ : [0;L] → [0;L] is an inreasing
funtion up to 8δ (that is, i < j implies ϕ(i) < ϕ(j) + 8δ). Moreover, let
i be the smallest suh that ϕ(i) > 0 and j the largest suh that ϕ(j) < L.
Then ϕ is, up to 8δ, an isometry of [i; j] to [ϕ(i);ϕ(j)] (this is lear on the
approximation of CA′B′D by a tree). In other words: the word u1 is lose
to a opy of it with some shift ϕ(i)− i.
Cut the gure in ve: ut between Ci and C
′
i, between Ci and a point of
AA′ lose to it, between Cj and C
′
j and between Cj and a point of B
′B lose
to it (suh points exist by denition of i and j).
u3
u2
r
u1
A
C
B
D
r
A’
B’
u1
C i
C’i
C j
C’j
This way, we get a gure in whih only the middle part CiCjC
′
jC
′
i of the
gure ontains two opies of a given piee of u1. Indeed (from left to right in
the gure) the rst part ontains letters 0 to i of the lower opy of u1 and no
letter of the upper u1; the seond part ontains letters 0 to ϕ(i) of the upper
u1 and no letter of the lower u1; the third part CiCjC
′
jC
′
i ontains letters i
to j of the lower u1 and letters ϕ(i) to ϕ(j) of the upper u1; the fourth and
fth part eah ontain letters from only one opy of u1.
First suppose that the intersetion of [i; j] and [ϕ(i);ϕ(j)] is empty, or
that its size is smaller than ε1 |u1| (for some small ε1 to be xed later on,
depending on d and G but not on ℓ). Then, in the new graph Γ dened by
suh utting of the translator, at most ε1 |u1| of the doublets at play remain.
Simply remove these remaining double edges from the graph Γ.
In ase the intersetion of [i; j] and [ϕ(i);ϕ(j)] is not smaller than ε1 |u1|,
let us now deal with the middle piee.
Consider the subdiagram CiCjC
′
jC
′
i: it is bordered by two subwords u
′
1, u
′′
1
of u1 of non-empty intersetion. The subword u
′
1 spans letters i to j of u1,
whereas u′′1 spans letters ϕ(i) to ϕ(j), with ϕ(j)− ϕ(i) = j − i up to 8δ.
First suppose that the shift ϕ(i)− i is bigger than ε2 |u1|. Then, hop the
gure into setions of size ε2 |u1|:
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C’ C’i j
v
v
v’
v’
v’’
v’’
v’’’
v’’’
v’’’’
v’’’’
v’’’’’
v’’’’’
The word read on one side of a setion is equal to the word read on the
other side of the following setion, but there are no more doublets. The
original translator has been ut into at most 1/ε2 translators, the length of
eah of whih is at least ε2 |u1|.
Seond (and last!), suppose that the shift ϕ(i)− i is smaller than ε2 |u1|.
This means that we have an equality w1vw2v
−1
in G, where v is a subword of
a random relator r, of length at least ε1 |u1|, and with w1, w2 words of length
at most ε2 |u1|.
As the diagram is strongly redued, w1 and w2 are non-trivial in G. As
the virtual entre of G has been supposed to be trivial, the probability of
this situation is ontrolled by Axiom 4. Let this translator as is, but mark it
(add some deoration to Γ) as being a ommutation translator. Furthermore,
remove from this translator all edges that are not double edges, that is, all
edges not orresponding to letters of the v above (there are at most 2ε2 |u1|
of them).
Follow this proess for eah translator having doublets. After this, some
doublets have been removed, and some have been marked as being part of
a ommutation translator. Note that we suppressed some of the edges of Γ,
but the proportion of suppressed edges is less than ε1+2ε2 in eah translator.
6.6 Pause
Let us sum up the work done so far. Remember the example on page 50.
Proposition 43  For eah strongly redued van Kampen diagram D of
the quotient G/〈R〉 suh that |D′′| 6 K and |D′| 6 4 |D′′| ℓ/C, we have
onstruted a graph Γ enjoying the following properties:
• Verties of Γ are of four types: ordinary verties, internal translators,
boundary translators, and ommutation translators.
• There are nℓ ordinary verties of Γ, grouped in n so-alled parts, of ℓ
verties eah, where n is the number of dierent relators of R that are
present in D. Hene eah ordinary vertex of Γ orresponds to some
letter of a relator of R.
• The edges of Γ are between translators and ordinary verties.
• The number of edges at any ordinary vertex is at most equal to the
number of times the orresponding relator of R appears in D.
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• For eah internal translator t, the edges at t are onseutive verties
of one or two parts of Γ, representing subwords u and v of relators of
R. And there exists a word w suh that w = δ1uδ2v and w = e in G,
where δ1,2 have length at most 2E log ℓ.
• For eah boundary translator b, the edges at b are onseutive verties
of one part of Γ, representing a subword u of some relator of R. For
eah suh b, there exists a word w suh that w = δ1uδ2v and w = e
in G, where v is a subword of the boundary of D, and where δ1,2 have
length at most 2E log ℓ.
• For eah ommutation translator c, the edges at c are double edges to
suessive verties of one part of Γ, representing a subword u of some
relator of R. And there exists a word w suh that w = δ1uδ2u
−1
and
w = e in G, where δ1,2 have length at most ε2 |u|.
• There are no double edges exept those at ommutation translators.
• There are at most 4K/ε2 translators.
• The total number of edges of Γ is at least |D′′| ℓ(1− ε1 − 2ε2).
The numbers K and ε1, ε2 are arbitrary. The number E depends on G
and K but not on ℓ.
Axioms 2, 3 and 4 are arefully designed to ontrol the probability that,
respetively, a boundary translator, internal translator, and ommutation
translator an be lled.
Note that this graph depends only on the davKd assoiated to the van
Kampen diagram (up to some dividing done for the elimination of doublets;
say we add some deoration to the davKd indiating how this was done).
Keep all these properties (and notations) in mind for the sequel.
6.7 Apparent length
The line of the main argument below is to fulll the davKd by lling the
translators one by one.
As the same subword of a relator an be joined to a large number of
dierent translators (if the relator appears several times in the diagram),
during the onstrution, at some steps it may happen that one half of a
given translator is lled, whereas another part is not. The solution is to
remember in one way or another, for eah half-lled translator, what is the
probability that, given its already-lled side, the word on the other side will
fulll the translator. This leads to the notion of apparent length, whih we
dene now.
Say we are given an element x of the group, of norm ‖x‖. We try to
know if this is a subword of one of our random words under the probability
measure µℓ, and to determine the length of this subword.
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Given Axiom 2, a good guess for the length of the subword would be
‖x‖ /κ2, with the probability of a longer subword dereasing exponentially.
Given Axiom 3, a good method would be to take another subword y of
length |y| at random under µℓ, and test (taking u = v = e in Axiom 3) the
probability that xy = 1. If x were a subword under µℓ, this probability would
be roughly (2m)−β(|x|+|y|), hene an evaluation − 1
β
log Pr(xy = e) − |y| for
the hypothetial length of the subword x.
This leads to the notion of apparent length.
We are to apply Axiom 3 to translators, with u and v of size 2E log ℓ. For
xed x ∈ G, let L > 0 and denote by pL(xuyv = e) the probability that, if y
is a subword of length L under µℓ (in the sense of Denition 10) there exist
words u and v of length at most 2E log ℓ suh that xuyv = e.
Definition 44 (Apparent length at a test-length)  The
apparent length of x at test-length L is
LL(x) = − 1
β
log pL(xuyv = e)− L
By denition, if we have a rough evaluation of pL, we get an evaluation
of LL up to o(ℓ) terms.
We are to apply this denition for y a not too small subword. That is, we
will have ε3ℓ/κ1 6 |y| 6 κ1ℓ with κ1 as in Axiom 1, for some ε3 to be xed
soon. We will also use the evaluation from Axiom 2.
Definition 45 (Apparent length)  The apparent length of x is
L(x) = min
(
‖x‖ /κ2, min
ε3ℓ/κ16L6κ1ℓ
LL(x)
)
Our main tool will now be the following
Proposition 46  For any subword x under µℓ, we have
Pr (L(x) 6 |x| − ℓ′) . (2m)−βℓ′
uniformly in ℓ′.
As usual, in this proposition the sense of for any subword under µℓ is
that of Denition 10.
Proof  This is simply a rewriting of Axioms 2 and 3, ombined to the
observation that the hoie of the test-length and of the small words u and
v (whih are of length O(log ℓ)) only introdues a polynomial fator in ℓ. 
In our proof, we will also need the fat that the number of possible ap-
parent lengths for subwords under µℓ grows subexponentially with ℓ. So we
need at least a rough upper bound on the apparent length.
By denition, if x appears with probability p as a subword under µℓ,
then by symmetry y will by equal to x−1 with the same probability, and
thus the probability that xuyv = e is at least p2 (taking u = v = e). Thus
L|x|(x) 6 − 2β log p − |x|. Reversing the equation, this means that for any
subword x under µℓ, we have that Pr(L(x) > L) 6 (2m)
−β(L−|x|)/2
.
In partiular, taking L large enough (L > 4ℓ is enough) ensures that in
a set of (2m)dℓ randomly hosen elements under µℓ with d < β, subwords
of length greater than L only our with probability exponentially small as
ℓ → ∞. Thus, we an safely assume that all subwords of words of R have
apparent length at most 4ℓ.
In the appliations given in this text to plain random words or random
geodesi words, apparent length has more properties, espeially a very nie
behavior under multipliation by a random word. In the geodesi word
model, apparent length is simply the usual length. We do not expliitly need
these properties, though they are present in the inspiration of our arguments,
and thus we do not state them.
6.8 The main argument
Now we enter the main step of the proof. We will onsider a davKd and
evaluate the probability that it is fulllable. We will see that either the
davKd satises some isoperimetri inequality, or this probability is very small
(exponential in ℓ). It will then be enough to sum on all davKd's with at most
K faes to prove Proposition 35.
In our graph Γ, the ordinary verties represent letters of random relators.
Say Γ has nℓ ordinary verties, that is, the faes of D′′ bear n dierent
relators of R.
We will use the term letter to denote one of these verties. Enumerate
letters in the obvious way from 1 to nℓ, beginning with the rst letter of the
rst relator. So, a letter is a number between 1 and nℓ indiating a position
in some relator. Relators are random words on elements of the generating
set S of G, so if i is a letter let fi be the orresponding element of S.
Sine the relators are hosen at random, the fi's are random variables.
As in the ase of random quotients of the free group, the idea is to on-
strut the graph Γ step by step, and evaluate the probability that at eah
step, the onditions imposed by the graph are satised by the random set
R of relators. We will onstrut the graph by groups of suessive letters
joined to the same translators, and use the notion of apparent length (see
Denition 44) to keep trak of the probabilities involved at eah step.
For a letter i, write i ∈ t if i is joined to translator t. For 1 6 a 6 n,
write i ∈ a to mean that letter i belongs to the a-th part of the graph. So ra
is the produt of the fi's for i ∈ a.
Consider an internal translator t. There is a word w assoiated to it,
whih writes w = uδ1vδ2 where δ1,2 are short and u and v are subwords
57
of the random relators. The subwords u and v are produts of letters, say
u = fp . . . fq and v = fr . . . fs. Reserve these notations w(t), u(t), v(t), p(t),
q(t), r(t) and s(t). Give similar denitions for boundary translators and
ommutation translators.
Call u and v the sides of translator t. The translator preisely imposes
that there exist short words δ1, δ2 suh that uδ1vδ2 = e in G. We will work
on the probabilities of these events.
Some of the translators may have very small sides; yet we are to apply
asymptoti relations (suh as the denition of ogrowth) whih ask for ar-
bitrarily long words. As there are at most 4K/ε2 translators, with at most
two sides eah, the total length of the sides whih are of length less than ε3ℓ
does not exeed ε3ℓ.8K/ε2. Setting ε3 = ε
2
2/8K ensures that the total length
of these sides is less than ε2ℓ.
Call zero-sided translator an internal translator both sides of whih have
length less than ε3ℓ. Call two-sided translator an internal translator having
at least one side of length at least ε3ℓ and its smaller side of length at least
ε3 times the length of its bigger side. Call one-sided translators the rest of
internal translators.
Throw away all zero-sided translators from the graph Γ. This throws
away a total length of at most ε2ℓ, and do not all sides any more the small
sides of one-sided translators. Now we have two-sided translators, one-sided
translators, ommutation translators and boundary translators, all sides of
whih have length at least ε23ℓ. So if ℓ is large enough (depending on ε3) we
an apply the probability evaluations of Axioms 1-4 without trouble.
For a letter i, say that translator t is nished at time i if i > s(t). Say
that two-sided translator t is half-nished at time i if q(t) 6 i < r(t).
Add a further deoration to Γ (and to the davKd): for eah two-sided
translator t, speify an integer L(t) between 0 and 4ℓ (remember we an sup-
pose that every subword has apparent length at most 4ℓ). This will represent
the apparent length of the half-word u(t) assoiated to the diagram when it
is half-nished. In the same vein, speify an integer L(b) between 0 and 4ℓ for
eah boundary translator b, whih will represent the apparent length of the
word u(b) when b is nished. We want to show that the boundary length is
big, so we want to show that these apparent lengths of boundary translators
are big. What we will show is the following: if the sum of the imposed L(b)'s
for all boundary translators b is too small, the probability that the diagram
is fulllable is small.
Now say that a random set of relators r1, . . . , rn fullls the onditions
of Γ up to letter i if for any internal or ommutation translator t whih is
nished at time i, the orresponding word w(t) is trivial in G; and if, for any
half-nished two-sided translator t, the apparent length of the half-word u(t)
is L(t); and if, for eah nished boundary translator b, the apparent length
of u(b) is L(b).
(An apparent length is not neessarily an integer; by presribing the ap-
parent length of u(t), we presribe only the integer part. As ℓ is big the
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disrepany is totally negligible and we will not even write it in what fol-
lows.)
Of ourse, fulllability of the davKd implies fulllability of Γ up to the
last letter for some hoie of r1, . . . , rn ∈ R and for some hoie of the L(t)'s.
(It is not exatly equivalent as we threw away some small proportion ε1 of
the edges.)
For a given relator r, there may be some translators having a side made
of an initial and nal piee of r, so that the side straddles the rst letter of
r. As we will ll in letters one by one starting with the rst ones, we should
treat these kind of translators in a dierent way. The simplest way to treat
this little problem is a further utting of the translators that straddle the
beginning of a word, using Proposition 72, as is best explained by a gure
(the thik dot represents the beginning of some relator).
jD’’
D’’i
Up to now there are three free variables in our argument: K, the maximal
number of new ells in diagrams we onsider; and ε1 and ε2, whih are linked
to the way we ut translators to eliminate doublets.
Proposition 47  For every density d < β, for every K, there exists
ε1, ε2 > 0 suh that, if ℓ is large enough, then, for any davKd D, either D
satises a
κ2
4
(1−d/β)-isoperimetri inequality (in the sense of Denition 41),
where κ2 is the onstant in Axiom 2, or the probability that D is fulllable
is less than (2m)−ℓ(β−d)/4.
Before proeeding to the proof of this proposition, let us show how it
implies Proposition 35, via Proposition 42.
If we know that the number of distint davKd's assoiated to a van Kam-
pen diagram satisfying the assumptions of Proposition 35 is polynomial in
ℓ, then summing the probability evaluation of Proposition 47 on all suh
davKd's we an onlude: in this ase, the probability that there exists a
davKd violating the isoperimetri inequality is exponentially small, and so
any van Kampen diagram will satisfy an isoperimetri inequality, sine any
van Kampen diagram satisfying the assumptions of Proposition 35 and 38
has an assoiated davKd. So we will evaluate the number of davKd's with
at most K faes.
But by Proposition 40, the number of possible davKd's is polynomial in
ℓ at xed K. We have to beware we added some extra deoration to the
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davKd in between: in the elimination of doublets (we made at most K/ε2
more uttings, whih an be kept trak of by as many numbers between 1 and
Kℓ), and when presribing an apparent length for eah internal translator
(at most 4K/ε2 numbers between 1 and 4ℓ). So the number of possibilities
remains polynomial in ℓ (all other things being xed).
This proves that the probability that there exists a davKd violating the
isoperimetri inequality dereases exponentially with ℓ, hene Proposition 35.
Proof of Proposition 47  Choose some integer K. It is time to x
the parameters ε1, ε2. Reall we set ε3 = ε
2
2/8K. Also reall that the sides
of translators are of length at least ε23ℓ, so that we will take ℓ large enough
depending on ε3 (that is, depending on K and on the axioms).
With foresight, let ε = ε1 + 3ε2 + γ4ε2/β + ε3/κ2 where κ2, γ4, β are the
onstants appearing in the axioms. Choose ε1 and ε2 small enough so that
ε 6 (1 − d/β)/4. These hoies depend on K, d and G but not on ℓ neither
on any diagram.
Let Pi be the probability that some xed hoie of n relators r1, . . . , rn ∈
R under our law µℓ fullls Γ up to letter i. This does not take into aount
the hoie of n relators among the (2m)dℓ relators of the presentation. The
quantity Pi depends only on the davKd D and on the law µℓ of the relators.
Let 1 6 a 6 n (reall n is the number of parts of the graph, or the number
of dierent relators of R appearing in the diagram). Let ma be the number
of times relator a appears in the diagram. Let i0 be the rst letter of a, and
if the last one.
Let Pa be the probability that there exists a hoie of relators r1, . . . , ra
in R fullling the onditions of Γ up to letter if (the last letter of a). As
there are by denition (2m)dℓ hoies for eah relator, we have
Pa/Pa−1 6 (2m)dℓPif/Pi0−1
whih expresses the fat that when we have fullled up to part a − 1, to
fulll up to part a is to hoose the a-th relator in R and to see if the letters
fi0 , . . . , fif of this relator fulll the onditions imposed on the a-th part of
the graph by the translators.
Let Aa be the sum of all L(t)'s for eah two-sided translator t whih is
half-nished at time if , plus the sum of all L(b)'s for eah boundary translator
b whih is nished at time if . We will study Aa −Aa−1.
Lemma 48  For any davKd D with at most K faes, for any 1 6 a 6 n
we have
Aa −Aa−1 > ma
(
ℓ(1− ε) + log2m Pif − log2m Pi0−1
β
)
+ o(ℓ) (⋆)
where the onstant implied in o(ℓ) depends on K but not on the diagram D.
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Before proving this lemma, let us nish the proof of Proposition 47.
Reall we saw above that
Pa/Pa−1 6 (2m)dℓPif/Pi0−1
where the (2m)dℓ fator aounts for the hoie of the relator ra in R.
Set da = log2m P
a
(ompare the ase of random quotients of Fm). Beware
the da's are non-positive. From (⋆) we get
Aa − Aa−1 > ma
(
ℓ(1− ε) + da − da−1 − dℓ
β
)
+ o(ℓ)
Compare this to the equation linking dimension and number of edges on
page 17 (and reall that here Aa is not the number of edges but the apparent
length, whih varies the opposite way, and that we want it to be big).
Summing the inequalities above for a from 1 to n gives
An > ℓ(1− ε)
∑
ma − dℓ
β
∑
ma +
1
β
∑
ma(da − da−1) + o(ℓ)
= |D| ℓ
(
1− ε− d
β
)
+
1
β
∑
da(ma −ma+1) + o(ℓ)
The number of summands is n 6 K, so that the onstant in o(ℓ) is
ontrolled by K again.
At the end of the proess, all translators are nished, so by denition An
is simply the sum of the apparent lengths of all boundary translators, that
is An =
∑
b L(b).
Now reall that (if D is ever fulllable) a boundary translator b means the
existene of an equality e = δ1uδ2v in G, with by assumption L(u) = L(b),
the δ's of length at most 2E log ℓ, and v lying on the boundary of the diagram.
By the denition of apparent length (Denition 45 whih takes Axiom 2 into
aount), we have ‖u‖ > κ2L(u) = κ2L(b), thus ‖v‖ > ‖u‖ − ‖δ1‖ − ‖δ2‖ >
κ2L(b) + o(ℓ). As v lies on the boundary of D this implies
|∂D| > κ2An + o(ℓ)
(one again we an sum the o(ℓ)'s harmlessly sine the number of translators
is bounded by some funtion of K.)
So using the lower bound for An above we get
|∂D| > |D| ℓ (1− ε− d/β)κ2 + κ2
β
∑
da(ma −ma+1) + o(ℓ)
Reall we managed to hoose ε 6 (1 − d/β)/4. Also take ℓ large enough
so that the o(ℓ) term is less than ℓ(1 − d/β)/4 (suh an ℓ depends on K).
The inequality above rewrites
|∂D| > |D| ℓ (1− d/β)κ2/2 + κ2
β
∑
da(ma −ma+1)
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We are free to hoose the order of the enumeration of the parts of the
graph. In partiular, we an suppose that the ma's are non-inreasing.
As
∑
ma = |D|, we have
∑
da(ma − ma+1) > |D| inf da (reall the da's
are non-positive). Thus
|∂D| > κ2
2β
|D| ℓ (β − d+ 2 inf da/ℓ)
By denition, the probability that the davKd is fulllable is less than
(2m)da for all a. This probability is then less than (2m)inf da .
First suppose that inf da > −ℓ(β − d)/4. Then we have the isoperimetri
inequality
|∂D| > κ2
4
ℓ |D| (1− d/β)
as needed.
Or, seond, suppose inf da < −ℓ(β−d)/4. This means that the probability
that the davKd is fulllable is less than (2m)−ℓ(β−d)/4.
This proves Proposition 47 assuming Lemma 48. 
Proof of Lemma 48  The priniple of the argument is to look at
the evolution of the apparent length of the translators, where the apparent
length of a translator at some step is the apparent length of the part of
this translator whih is lled in at that step. We will show that our axioms
imply that when we add a subword of some length, the probability that the
inrease in apparent length is less than the length of the subword added is
exponentially small, suh that a simple equation is satised:
∆L > |.|+ ∆ log P
β
(where ∆ denotes the dierene between before and after lling the subword).
This will be the motto of our forthoming arguments.
But at the end of the proess, the word read on any internal translator
is e, whih is of apparent length 0, so that the only ontribution to the total
apparent length is that of the boundary translators, whih we therefore get
an evaluation of.
Now for a rigorous exposition. The dierene between Aa and Aa−1 is
due to internal translators whih are half-nished at time i0 and are nished
at time if , to internal translators whih are not begun at time i0 and are
half-nished at time if , and to boundary translators not begun at time i0
but nished at time if : that is, all internal or boundary translators joined to
a letter between i0 and if .
First, onsider a two-sided translator t whih is not begun at time i0 and
half-nished at time if . Let ∆tAa be the ontribution of this translator to
Aa − Aa−1, we have ∆tAa = L(t) by denition. Taking notations as above,
we have an equality e = uδ1vδ2 in G. By assumption, to fulll the onditions
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imposed by Γ we must have L(u) = L(t). The word u is a subword of the
part a of Γ at play. But Proposition 46 (that is, Axioms 2 and 3) tells us that,
onditionally to whatever happened up to the hoie of u, the probability that
L(u) = L(t) is roughly less than (2m)−β(|u|−L(t)). Thus, taking notations as
above, with p the rst letter of u and q the last one, we have
Pq/Pp−1 . (2m)
−β(|u|−L(t))
or, taking the log and deomposing u into letters:
∆tAa >
∑
i∈t,i∈a
1 +
log2m Pi − log2m Pi−1
β
+ o(ℓ)
where 1 stands for the length of one letter (!). Note that a rough evaluation
of the probabilities gives an evaluation up to o(ℓ) of the apparent lengths.
This is the rigorous form of our motto above.
Seond, onsider an internal translator t whih is half-nished at time i0
and nished at time if . Let ∆tAa be the ontribution of this translator to
Aa − Aa−1, we have ∆tA = −L(t). Taking notations as above, we have an
equality e = uδ1vδ2 in G. By assumption, we have L(u) = L(t). But the very
denition of apparent length (Denition 44) tells us that given u, whatever
happened before the hoie of v, the probability that there exist suh δ1,2
suh that e = uδ1vδ2 is at most (2m)
−β(L(u)+|v|)
. Thus
Ps/Pr−1 . (2m)
−β(L(t)+|v|)
where r and s are the rst and last letter making up v. Or, taking the log
and deomposing v into letters:
∆tAa >
∑
i∈t,i∈a
1 +
log2m Pi − log2m Pi−1
β
+ o(ℓ)
whih is exatly the same as above.
Third, onsider an internal translator t whih is not begun at time i0 and
nished at time if , that is, t is joined to two subwords of the part a of the
graph at play. As we removed doublets, the subwords u and v are disjoint,
and thus we an work in two times and apply the two ases above, with rst
t going from not begun state to half-nished state, then to nished state.
The ontribution of t to Aa − Aa−1 is 0, and summing the two ases above
we get
∆tAa = 0 >
∑
i∈t
1 +
log2m Pi − log2m Pi−1
β
+ o(ℓ)
whih is exatly the same as above.
Fourth, onsider a ommutation translator t whih is not begun at time
i0 and is nished at time if . Write as above that e = δ1uδ2u
−1
in G, with
δ1 and δ2 of length at most ε2 |u|. By Axiom 4, whatever happened before
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the hoie of u, this event has probability roughly less than (2m)γ4ε2|u|−β|u|
where γ4 is some onstant. Take ε4 = γ4ε2/β, and as usual denote by p and
q the rst and last letters making up u. We have shown that
Pq/Pp−1 . (2m)
−β|u|(1−ε4)
Take the log, multiply everything by two (sine eah letter joined to the
ommutation diagram t is joined to it by a double edge), so that
∆tAa = 0 >
∑
i∈t
2(1− ε4) + 2log2m Pi − log2m Pi−1
β
+ o(ℓ)
Fifth, onsider a one-sided translator not begun at time i0 and nished
at time if . We have an equality e = uδ1vδ2 in G, where δ1,2 have length
O(log ℓ) and |v| 6 ε3 |u| (by denition of a one-sided translator), so that
‖u‖ 6 ε3 |u| + O(log ℓ). But by Axiom 2, this has probability roughly less
than (2m)−β|u|(1−ε3/κ2), so one again, setting ε5 = ε3/κ2:
∆tAa = 0 >
∑
i∈t,i∈a
(1− ε5) + log2m Pi − log2m Pi−1
β
+ o(ℓ)
Sixth (and last!), onsider a boundary ommutator t that is not begun
at time i0 and is nished at time if . Its situation is idential to that of an
internal translator half-nished at time if (rst ase above), and we get
∆tAa = L(t) >
∑
i∈t,i∈a
1 +
log2m Pi − log2m Pi−1
β
+ o(ℓ)
We are now ready to onlude. Sum all the above inequalities for all
translators joined to part a:
Aa −Aa−1 =
∑
t translator joined to a
∆tAa
>
∑
t non-ommutation translator
i∈t,i∈a
(1− ε5) + log2m Pi − log2m Pi−1
β
+
∑
t ommutation translator
i∈t,i∈a
2(1− ε4) + 2log2m Pi − log2m Pi−1
β
+o(ℓ)
Reallma is the number of times the a-th relator appears in the van Kam-
pen diagram. The way we onstruted the graph, any vertex representing a
letter of the a-th relator is joined to ma translators (exept for a proportion
at most ε1+3ε2 that was removed), ounting ommutation translators twie.
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Thus, in the sum above, eah of the ℓ letters of a appears exatly ma times,
and so
Aa − Aa−1 > ma
(
ℓ(1−ε4−ε5−ε1−3ε2) +
log2m Pif − log2m Pi0−1
β
)
+ o(ℓ)
(Beause of the removal of a proportion at most ε1 + 3ε2 of the letters,
some terms log2m Pif − log2m Pi0−1 are missing in the sum; but as for any i,
we have Pi 6 Pi−1, the dierene of log-probabilities log2m Pi− log2m Pi−1 is
non-positive, and the inequality is true a fortiori when we add these missing
terms.)
Note that there is nothing bad hidden in the summation of the o(ℓ) terms,
sine the number of terms in the sum is ontrolled by the ombinatoris of
the diagram (i.e. by K), and depends in no way on ℓ.
Reall we set ε = ε1 + 3ε2 + γ4ε2/β + ε3/κ2 = ε1 +3ε2 + ε4 + ε5, whih is
exatly what we get here. So Lemma 48 is proven. 
All pending proofs are nished; hene hyperboliity of the random quo-
tient when d < β.
6.9 Non-elementarity of the quotient
We now prove that if d < β, the quotient is innite and not quasi-isometri
to Z.
6.9.1 Inniteness
Let d < β. We will show that the probability that the random quotient is
nite dereases exponentially as ℓ→∞.
We know from hyperboliity of the quotient (Proposition 36) that the
probability that there exists a van Kampen diagram of the quotient whose
part made of old relators is redued and whih is strongly redued with
respet to G, violating some isoperimetri inequality, is exponentially lose
to 0.
Imagine that G/〈R〉 is nite. Then any element of the quotient is a
torsion element. Let x be an element of the quotient, this means that there
exists a van Kampen diagram D bordered by xn for some n.
Now take for x a random word piked under µℓ. We will show that suh a
random word is very probably not a torsion element in the quotient. Instead
of applying the previous setion's results to the random quotient of G by R,
onsider the random quotient of G by R ∪ {x}. Sine x is taken at random,
R∪{x} is a random set of words, whose density is only slightly bigger than d;
this density is d′ = 1
ℓ
log2m
(
(2m)dℓ + 1
)
whih, if ℓ is large enough, is smaller
than β if d is.
Now, if G/〈R〉 is nite then x is of torsion. Set N = |R| = (2m)dℓ. Con-
sider the following family of diagrams. Let D be any abstrat van Kampen
diagram of G/〈R〉 of boundary length nℓ for some n. Dene the spherial
65
diagram E by gluing n faes of boundary size ℓ on the boundary of D along
their border, and assoiate to eah of the new faes the relator number N+1,
so that D is an abstrat van Kampen diagram with respet to R ∪ {x}. If
G/〈R〉 is nite then x is of torsion, thus at least one of the diagrams E in
this family is fulllable with respet to R ∪ {x}.
x xxx
D
By Proposition 34 we an take the strong redution of this diagram. It
is non-empty as the faes bearing x annot be anelled (they all have the
same orientation).
So there exists a strongly redued van Kampen diagram of G/〈R ∪ {x}〉
with boundary length 0.
But we know by what we already proved (Propositions 35 and 36) that,
in the random quotient G/〈R ∪ {x}〉 at density d′, the existene of suh a
diagram is of probability exponentially lose to 0 as ℓ tends to innity. This
ends the proof.
6.9.2 Non-quasiZness
We show here that the random quotients for d < β are not quasi-isometri
to Z. Of ourse, we suppose β > 0, whih amounts, in the ase we onsider
(plain, or redued, or geodesi words), to G itself not being quasi-isometri
to Z.
We will reason in a similar manner as above to prove inniteness. We
will onsider a random quotient by a set R of words at density d, and we will
add to R two random words x and y piked under µℓ, thus obtaining a new
random set of words at a density d′ > d. As ℓ is big, d′ is only slightly above
d, and if ℓ is big enough we still have d′ < β.
Say (from Proposition 36) that any strongly redued diagram D of the
group G/〈R′〉 satises an isoperimetri inequality |∂D| > αℓ |D′′| for some
positive α, notations as above.
Suppose that G/〈R〉 is quasi-isometri to Z.
The two random elements x and y are either torsion elements or eah of
them generates a subgroup of nite index. The ase of torsion is handled
exatly as above in the proof of inniteness.
Thus, suppose x is not a torsion element. Let h be the index of the
subgroup it generates. Of ourse h depends on x.
For any n ∈ Z, we an nd a p suh that yn = xpu in G/〈R〉, where u is
of length at most h. This equality denes a van Kampen diagram of G/〈R〉.
Now glue n faes ontaining y and p faes ontaining x to the boundary
of this diagram. This denes a van Kampen diagram of G/〈R′〉, whih we
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an take the strong redution of. This redution is non-empty sine faes
bearing x and y annot be anelled (so in partiular |D′′| > n + p). The
boundary of this diagram is u.
But n an be taken arbitrarily large, so we an take n > |u| /α. Then the
diagram has at least n faes and boundary length |u|, whih ontradits our
isoperimetri inequality |∂D| > αℓ |D′′|.
Of ourse, u, n and p depend on the random words x and y. But onsider
the following family of diagrams: for eah h ∈ N, eah p ∈ N and eah n ∈ N
suh that n > h/α, onsider all abstrat van Kampen diagrams of length
h+nℓ+pℓ, with the numbers on the faes between 1 and N = |R|. Consider
the diagrams obtained from these by the following proess: glue p faes of
size ℓ bearing number N + 1 on the boundary, and n faes of size ℓ bearing
number N + 2.
The reasoning above shows that if G/〈R〉 is quasi-isometri to Z, then at
least one of these abstrat van Kampen diagrams is fulllable by a strongly
redued van Kampen diagram on the relators of R′. But all these diagrams
violate the isoperimetri inequality, hene the onlusion.
Alternate proof. We give an alternate proof as it uses an interesting prop-
erty of the quotients. It works only in the ase of a random quotient by
uniformly hosen plain words.
Proposition 49  If d > 0, then the abelianized of a random quotient
of any group by uniformly hosen plain random words is (with probability
arbitrarily lose to 1 as ℓ→∞) either {e} or Z/2Z.
(As usual, we nd Z/2Z when ℓ is even and there are no relations of odd
length in the presentation of G.)
Of ourse this is not neessarily true if d = 0, sine in this ase the number
of relations added does not tend to innity.
Proof 
We want to show that a random quotient in density d > 0 of the free
abelian group Z
m
is trivial or Z/2Z.
Take a random word of length ℓ on a±11 , . . . a
±1
m . By the entral limit
theorem (or by an expliit omputation on the multinomial distribution),
the number of times generator ai appears is roughly ℓ/2m up to ±
√
ℓ.
For the sake of simpliity, say that ℓ is a multiple of 2m. The probability
that a random word w is suh that all relators ai and a
−1
j appear exatly
ℓ/2m times in w is equivalent to
√
2m
(πℓ/m)(2m−1)/2
by the entral limit theorem with 2m − 1 degrees of freedom or by a diret
omputation using Stirling's formula.
This is equivalent as well to the probability that all ai and a
−1
j appear
exatly ℓ/2m times, exept for some ai0 appearing 1+ ℓ/2m times and some
aj0 appearing ℓ/2m− 1 times, this deviation being negligible.
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This probability dereases polynomially in ℓ. But we hoose an exponen-
tial number of random words, namely (2m)dℓ. So if d > 0, with very high
probability we will hoose a word w in whih all ai and a
−1
j appear exatly
ℓ/2m times, exept for some ai0 appearing 1 + ℓ/2m times and some aj0
appearing ℓ/2m− 1 times.
But w = e in the quotient, and w = e in an abelian group is equivalent to
ai0a
−1
j0
= e sine all other relators appear exatly the same number of times
with exponent 1 or −1 and thus vanish.
As this ours arbitrarily many times, this will happen for all ouples of
i, j. So these relators satisfy ai = a
±1
j in the quotient for all i, j. In partiular,
all relators are equal and moreover we have ai = a
−1
i .
Thus the abelianized is either {e} or Z/2Z. 
Corollary 50  A random quotient of a hyperboli group by plain ran-
dom words for d < β is not quasi-isometri to Z.
Proof  First take d > 0. It is well-known (f. [SW℄, Theorem 5.12, p. 178)
that a group whih is quasi-isometri to Z has either Z or the innite diedral
group D∞ as a quotient.
If Z is a quotient of the group, then its abelianized is at least Z, whih
ontradits the previous proposition. If D∞ is a quotient, note that the
abelianized of D∞ is D2 = Z/2Z×Z/2Z, whih is still inompatible with the
previous proposition. So we are done if d > 0.
Now if d = 0, note that a random quotient with d > 0 is a quotient of a
random quotient with d = 0 (isolate the rst relators). If the random group
at d = 0 were quasi-isometri to Z, then all of its quotients would be either
nite or quasi-isometri to Z, whih is not the ase. (Note that here we use
hyperboliity of G to be allowed to apply our main theorem, implying that
random quotients are non-trivial for some d > 0. It may be that random
quotients at d = 0 of some groups are quasi-isometri to Z.) 
This ends the proof of Theorem 13.
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A Appendix: The loal-global priniple, or Cartan-
Hadamard-Gromov theorem
The Cartan-Hadamard-Gromov theorem allows to go from a loal isoperi-
metri inequality (onerning small gures in a given spae) to isoperimetry
at large sale. It lies at the heart of our argument: to ensure hyperboliity of
a group, it is enough to hek the isoperimetri inequality for a nite number
of diagrams. This nite number depends, of ourse, of the quality of the
isoperimetri inequality we get on these small diagrams. In partiular, there
is an algorithm to detet hyperboliity of a given group. We will use the form
given by Papasoglu (see [Pap℄), who has written a ompletely ombinatorial
proof. See also the presentation by Bowdith in [Bow℄.
Let us state the form of the theorem we will use.
Let X be a simpliial omplex of dimension 2 (all faes are triangles). A
irle drawn in X is a sequene of onseutive edges suh that the endpoint
of the last edge is the starting point of the rst one. A disk drawn in X is a
simpliial map from a triangulated disk to X .
The area Atr of a disk drawn in X is its number of triangles. The length
Ltr of a irle drawn in X is its number of edges. (Both with multipliity.)
This is, X is onsidered being made of equilateral triangles of side 1 and area
1.
The area of a drawn irle will be the smallest area of a drawn disk with
this irle as boundary, or ∞ if no suh disk exists. The length of a drawn
disk will be the length of its boundary.
Theorem 51 (P. Papasoglu, f. [Pap℄, after M. Gromov) 
Let X be a simpliial omplex of dimension 2, simply onneted. Suppose
that for some integer K > 0, any irle S drawn in X whose area lies between
K2/2 and 240K2 satises
Ltr(S)
2 > 2 · 104Atr(S)
Then any irle S drawn in X with A(S) > K2 satises
Ltr(S) > Atr(S)/K
This theorem is a partiular ase of a more general theorem stated by
Gromov in [Gro1℄, setion 6.8.F, for a length spae. Think of a manifold. At
very small sales, every urve in it satises the same quadrati isoperimetri
inequality as in the Eulidean spae, with onstant 4π. The theorem means
that if, at a slightly larger sale, the onstant in this quadrati isoperimetri
inequality beomes better (2·104 instead of 4π), then isoperimetry propagates
to large sales, and at these large sales the isoperimetri inequality even be-
omes linear. This is analogous to the fat that a ontrol on the urvature
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of a manifold (whih is a loal invariant) allows to dedue global hyperbol-
iity properties. This was termed by Gromov hyperboli Cartan-Hadamard
theorem or loal-global priniple for hyperboli spaes.
The proof of Papasoglu is based on onsidering the smallest diagram
violating the inequality to prove, and, by some surgery involving only utting
it in various ways, to exhibit a smaller diagram violating the assumptions.
As this proess only requires to onsider subdiagrams of a given diagram, he
proves a somewhat stronger theorem.
Theorem 52 (P. Papasoglu, f. [Pap℄, after M. Gromov) 
Let X be a simpliial omplex of dimension 2, simply onneted. Let P be a
property of disks in X suh that any subdisk of a disk having P also has P .
Suppose that for some integer K > 0, any disk D drawn in X having P ,
whose area lies between K2/2 and 240K2 satises
Ltr(D)
2 > 2 · 104Atr(D)
Then any disk D drawn in X , having P , with A(D) > K2, satises
Ltr(D) > Atr(D)/K
In the previous version, property P was having the minimal area for a
given boundary, hene the hange from irles to disks.
We need to extend these theorems to omplexes in whih not all the faes
are triangular.
Let X be a omplex of dimension 2. Let f be a fae of X .
The ombinatorial length Lc of f is dened as the number of edges of its
boundary. The ombinatorial area Ac of f is dened as Lc(f)
2
.
Let D be a disk drawn in X . The ombinatorial length Lc of D is the
length of its boundary. The ombinatorial area Ac of D is the sum of the
ombinatorial areas of its faes.
Proposition 53  Let X be a omplex of dimension 2, simply onneted.
Suppose that a fae of X has at most ℓ edges. Let P be a property of disks
in X suh that any subdisk of a disk having P also has P .
Suppose that for some integer K > 1010ℓ, any disk D drawn in X having
P , whose area lies between K2/4 and 480K2 satises
Lc(D)
2 > 2 · 1014Ac(D)
Then any disk D drawn in X , having P , with A(D) > K2, satises
Lc(D) > Ac(D)/10
4K
Proof of the proposition  Of ourse, we will show this proposition
by triangulating X and applying Papasoglu's theorem.
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The naive triangulation (ut a n-gon into n− 2 triangles) does not work
sine all triangles do not have the same size.
Triangulate all faes of X in the following way: onsider a fae of X with
n sides as a regular n-gon of perimeter n in the Eulidean plane. Consider a
triangulation of the plane by equilateral triangles of side 1. (The polygon is
drawn here with large n, so that it looks like a irle.)
This is not exatly a triangulation, but with a little work near the bound-
ary, we an ensure that the polygon is triangulated in suh a way that all
triangles have sides between, say, 1/10 and 10 and area between 1/10 and 10,
so that the distortion between the triangle metri and the Eulidian metri
is a fator at most 10. Note that the number of triangles lies between n2/100
and 100n2, as the (Eulidian) area of our n-gon is roughly n2/4π.
Let Y be the simpliial omplex resulting from X by this triangulation.
Let Ltr and Atr be the length and area in Y assigning length 1 to eah
edge and area 1 to eah triangle. Let Lc and Ac be the length and area in X
dened above; in Y they an be used for disks oming from X .
Let L and A be the Eulidean length and area in Y , that is, eah fae of
X with n edges is a regular n-gon, and the triangles are given their length
and area oming from the triangulation above in the Eulidean plane.
The disrepany between Ltr, L and Lc, and between Atr, A and Ac, is
at most a fator 100.
We proeed as follows: We will show that a disk in Y with property
P , whose area Atr(B) lies between K
2/2 and 240K2, satises Ltr(B)
2 >
2 · 104Atr(B). Then, by the above theorem, any disk B of area Atr(B) > K2
will satisfy Ltr(B) > Atr(B)/K, thus Lc(B) > Ac(B)/10
4K and we will be
done.
Let B be a disk in Y with property P , whose area Atr(B) lies between
K2/2 and 240K2. We want to show that it satises Ltr(B)
2 > 2 · 104Atr(B).
There are two kinds of disks drawn in Y : those who ome from a disk
drawn in X , and those whih there exists faes of X that are only partially
ontained in.
For the rst kind we are done: by assumption, we have Lc(B)
2 > 2 ·
1014Ac(B), whih implies Ltr(B)
2 > 2 · 104Atr(B).
So we want to redue the problem to this kind of disks.
We will need the following isoperimetri lemmas:
Lemma 54  Let C be a regular losed urve in a Eulidean disk D. Sup-
pose that C enloses a surfae of area at most half the area of D. Then the
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length of the intersetion of C with the boundary of D is at most 32 times
the length of the intersetion of C with the interior of D.
(One would expet an optimal onstant π/2 with optimal C enlosing a
half disk.)
This lemma is shown in [Gro3℄, 6.23. The next lemma is a formal onse-
quene thereof.
Lemma 55  Let C be a regular losed urve in a Eulidean disk D. Sup-
pose that C enloses a surfae of area at least half the area of D. Then the
length of the intersetion of C with the interior of D is at least 1/32 times
the length of ∂D \ C.
The next lemma is a onsequene of the rst one and of the usual isoperi-
metri inequality in the Eulidean plane.
Lemma 56  Let C be a regular losed urve in a Eulidean disk D. Sup-
pose that C enloses a surfae of area at most half the area of D. Then the
square of the length of the intersetion of C and the interior of D is at least
1/100 times the area enlosed by C.
Now bak to our disk B in Y .
Let D be a fae of X suh that B intersets D.
Suppose that ∂B ∩ D is onneted (that is, B intersets D only one;
otherwise, make the following onstrution for eah of the onneted ompo-
nents). Compare the Eulidean area of B ∩D with that of D. If it is more
than one half, enlarge B suh that it inludes all of D.
Follow this proess for eah fae D of X partially interseting B.
Let B′ be the disk in Y obtained after this proess. By onstrution, we
have A(B) 6 A(B′) 6 2A(B). By Lemma 55, we have L(B′) 6 32L(B).
Now, for eah fae D of X interseting B′, either D ⊂ B′ or the area of
D ∩ B′ is at most one half the area of D.
As a rst ase, suppose that the umulated area of all suh D whih are
inluded in B′ is at least one half of the area of B′. Dene B′′ by amputing B′
from all faes D of X whih are not totally inluded in B′. By assumption,
we have A(B′) > A(B′′) > A(B′)/2. And it follows from Lemma 54 that
L(B′′) 6 32L(B′).
By onstrution, the disk B′′ is now a disk made of whole faes of X .
As A(B)/2 6 A(B′′) 6 2A(B), we have K2/4 6 A(B′′) 6 480K2. We an
thus apply the isoperimetri assumption: L(B′′)2 > 2 · 1014A(B′′). Sine
L(B′′) 6 322L(B) and A(B) 6 2A(B′′), we get that L(B)2 > 2 · 1010A(B),
hene Ltr(B) > 2 · 104Atr(B).
As a seond ase, imagine that the umulated area of all suh D whih
are wholly inluded in B′ is less than half the area of B′. Let Di be the faes
of X interseting B′ but not wholly ontained in B′. Let ai = A(Di ∩ B′).
We have
∑
ai > A(B
′)/2 > K2/4.
Let mi = L(∂B
′ ∩Di). By Lemma 56, we have m2i > ai/100.
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Sine any fae of X has at most ℓ edges, we have Ac(Di ∩ B′) 6 ℓ2, so
for any i, ai 6 100ℓ
2
. Group the indies i in paks I so that for eah I, we
have 100ℓ2 6
∑
i∈I ai 6 200ℓ
2
. There are at least K2/800ℓ2 paks I. Let
MI =
∑
i∈I mi.
We have
MI =
∑
i∈I
mi >
√∑
i∈I
m2i >
√∑
i∈I
ai/100 > ℓ
and
L(B′)2 >
(∑
i
mi
)2
=
(∑
I
MI
)2
>
(∑
I
ℓ
)2
and as there are at least K2/800ℓ2 paks
L(B′)2 > K4/106ℓ2 > A(B′)K2/109ℓ2
as A(B′) 6 480K2. Now as L(B′) 6 32L(B) and A(B′) > A(B) we have
L(B)2 > A(B)K2/109ℓ2
or
Ltr(B)
2 > Atr(B)K
2/1015ℓ2
and we are done as K2 > 1020ℓ2.
This ends the proof of the proposition. 
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B Appendix: Conjugay and isoperimetry in
hyperboli groups
We prove here some of the statements needed in the text about onjugay
of words and narrowness of diagrams in hyperboli groups. For general ref-
erenes on hyperboli groups and spaes we refer to [BH℄, [CDP℄ or [GH℄.
Throughout this appendix, G will denote a hyperboli disrete group
generated by a nite symmetri set S, dened by a nite set of relations R
(every disrete hyperboli group is nitely presented, f. [S℄). Let δ be a
hyperboliity onstant w.r.t. S.
A word will be a word made of letters in S. The length of a word w will
be its number of letters (regardless of whether it is equal to a shorter word
in the group), denoted by |w|.
Equality of words will always be with respet to the group G.
Let C be an isoperimetri onstant for G, i.e. a positive number suh
that any simply onneted minimal van Kampen diagram D on G satises
|∂D| > C |D|. See setion 1 for denitions and referenes about diagrams
and isoperimetry.
Let us also suppose that the relations in the presentation R of G have
length at most λ.
B.1 Conjugate words in G
The goal of this setion is to show that if a word x is known to be a onjugate
in G of a short word y, then some yli permutation of x is onjugate to y
by a short word. If x = uyu−1, we will say that x is onjugate to y by u, or
that u onjugates x and y, or that u is a onjugating word. We reall the
Definition  A word w is said to be ylially geodesi if it and all of its
yli permutations label geodesi words in G.
The following is well-known (f. [BH℄, p. 452, where the authors use fully
redued for ylially geodesi).
Proposition 57  Let u, v be ylially geodesi words representing on-
jugate elements of G. Then
• either |u| 6 8δ + 1 and |v| 6 8δ + 1
• or else there exist yli permutations u′ and v′ of u and v whih are
onjugate by a word of length at most 2δ + 1.
This immediately extends to:
Proposition 58  Let u, v be ylially geodesi words representing on-
jugate elements of G. Then
• either |u| 6 8δ + 1 and |v| 6 8δ + 1
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• or else there exist a yli permutation v′ of v whih is onjugate to u
by a word of length at most 4δ + 1.
Proof  Write u = u′u′′ and v = v′v′′ suh that the yli onjugates
u′′u′ and v′′v′ are onjugate by a word δ1 of length at most 2δ + 1 as in
Proposition 57. Construt the quadrilateral u′′u′δ1v
′−1v′′−1δ−11 . As u and v
are ylially geodesi, the sides u′′u′ and v′′v′ are geodesi, and in this δ-
hyperboli quadrilateral any point on one side is 2δ-lose to some other side.
In partiular, any point on the side u′′u′ is (2δ + |δ1|)-lose to the side v′′v′.
δ1δ1
v’’ v’
v’’’’v’’’ v’’’
A
u’’ u’
B
u’’
A’
B’
Let A be the endpoint of u′′. The point A is (2δ + |δ1|)-lose to some
point B on v′′v′. Let δ2 be a path onneting A to B. The point B divides
v′′v′ into two words v′′′ and v′′′′, and we have u = u′u′′ = δ2v
′′′′v′′′δ−12 whih
ends the proof of the proposition. 
We will need the following
Proposition 59  Let w be a geodesi word. There exists a ylially
geodesi word z whih is onjugate to w by a word of length at most (|w| −
|z|)(δ + 1/2) + 4δ.
Proof  Set w0 = w and onstrut a sequene wn of geodesi words by
indution. If wn is ylially geodesi, stop. If not, then write wn = w
′
nw
′′
n
suh that w′′nw
′
n is not geodesi. Then set wn+1 to a geodesi word equal
to w′′nw
′
n. As length dereases at least by 1 at eah step, the proess stops
after a nite number n of steps and wn is ylially geodesi. Note that
n 6 |w| − |wn|.
In the Cayley graph of the group, dene Wi to be the quasi-geodesi
(w′0w
′
1 . . . w
′
i−1w
k
i )k∈Z with w
′
i as above:
w0 w0
w1
w1
w2 w2
w1W2
W
w0
0
Consider any of the geodesi triangles made by wi, w
′′
i−1, w
′
i−1. As these
are δ-hyperboli, this means that any point of Wi is δ-lose to the line Wi−1.
Thus, any point of Wn is nδ-lose to W0.
Consider the two endpoints of a opy of wn lying onWn. These two points
are nδ-lose to W0, and sine the whole piture is invariant by translation,
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this means that we an nd a word u of length at most nδ suh that u on-
jugates wn to some yli onjugate w
′′w′ of w. Now onstrut the hexagon
w′′w′uw−1n u
−1
.
w
w
u
u
c
A
v’ B v’’
w’’
w’
wn
Let A be the endpoint of w′′. By elementary δ-hyperboli geometry (ap-
proximation by a tripod of the triangle onsisting of A and the endpoints of
v), the distane of A to the side v is at most (|w′′|+ |w′|+2 |u|−|wn|)/2+4δ.
Let B be a point on side wn realizing this minimal distane. Let wn = v
′v′′
suh that the endpoint of v′ is B. Let c be the word dened by AB. Then
we have w′w′′ = cv′′v′c−1, so w is onjugate to a yli onjugate of wn by c.
Taking z = v′′v′ ends the proof of the proposition. 
Now, in the spirit of Proposition 57, let Cc = maxx,y min{|u| , x = uyu−1}
where the range of the maximum is the set of all ouples of onjugate words
of length at most 8δ + 1. As this set is nite we have Cc < ∞. Let C ′c =
Cc + 4δ
2 + 12δ + 2.
Proposition 60  Let x be a geodesi word and y a onjugate of x of
minimal length. Then some yli onjugates of x and y are onjugate by a
word of length at most C ′c.
Proof  Let u be a onjugating word of minimal length: x = uyu−1. This
denes a van Kampen diagram ABCD whose sides are labeled by u, y, u−1
and x−1 in this order.
As x, y and u are geodesi words (by minimality assumption), the 1-
skeleton of this diagram embeds in the Cayley graph of the group, and we
get a hyperboli quadrilateral ABCD in whih every point on any side is
2δ-lose to a point on another side.
As a rst ase, suppose that every point on the side AB is 2δ-lose to
either AD or BC.
A D
x’
x
δ δ1 2u’
u’’
B
Cu
A’
x’’
y
y’’
y’
u
Let A′ be the rst point on AB whih is 2δ-lose to BC. Considering the
point just before A′, we know that A′ is (2δ + 1)-lose to AD.
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Then we an write x = x′x′′, u = u′u′′ and y = y′y′′ suh that there exist
words δ1 and δ2 of length at most 2δ+1 suh that u
′ = x′δ1 and u
′′ = δ2y
′−1
.
Then, we have x′′x′ = x′−1xx′ = δ1u
′−1uyu−1u′δ1
−1 = δ1u
′′yu′′−1δ−11 =
δ1δ2y
′′y′δ−12 δ
−1
1 , and the yli onjugate x
′′x′ of x is onjugate to y′′y′ by
a word of length at most 4δ + 2.
By symmetry the same triks work if DC is lose to DA or to CB.
Seond, if this is not the ase, let An and Dn be the points on AB and
DC at distane n away from A and D, respetively. Let n be smallest suh
that either An or Dn is not 2δ-lose to AD nor to BC. By symmetry, let us
suppose it is An rather than Dn. Let w be a geodesi word joining An to Dn.
A D
x
B
C
w
A
D
n
n
y
u’’
u
u’
u
1δ
x’ x’’
Let u′ be the prex of u joining A to An. By denition of n the point
An is 2δ + 1-lose to AD. We have u
′ = x′δ1 where x
′
is a prex of x, and
|δ1| 6 2δ+1. Thus x′′x′ is onjugate to w by a word of length at most 2δ+1.
Now let us work in AnBCDn. By denition of An, we know there exists
a point A′ on CDn suh that AnA
′ 6 2δ. Now we have AnDn 6 2δ+A
′Dn =
2δ + DnC − A′C = 2δ + AnB − A′C 6 4δ + A′B − A′C 6 4δ + BC. Thus
|w| 6 4δ + |y|.
By our minimality assumption, y is ylially geodesi. If w is ylially
geodesi as well, then we onlude by Proposition 58. If not, use Proposi-
tion 59 to nd a ylially geodesi word z whih is onjugate to w by a word
of length at most (|w| − |z|)(δ + 1/2) + 4δ. By our minimality assumption
on y, we have that |z| > |y|, hene |w| − |z| 6 |w| − |y| 6 4δ. Now z and y
are both ylially geodesi and we onlude by Proposition 58. 
Corollary 61  Let x be any word and y be a onjugate of x of minimal
length. Then some yli onjugates of x and y are onjugate by a word of
length at most δ log2 |x| + C ′c + 1.
Proof  This is beause in a hyperboli spae, a geodesi joining the ends
of any urve of length ℓ stays at distane at most 1+ δ log2 ℓ from this urve
(f. [BH℄, p. 400). Take a geodesi word x′ equal to x and apply the above
proposition; then any yli permutation of x′ will be onjugate to a yli
permutation of x by a word of length at most 1 + δ log2 |x|. 
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B.2 Cyli subgroups
We will also need the following.
Proposition 62  There exists a onstant R suh that, for all hyperboli
u ∈ G, the Hausdor distane between the set (un)n∈Z and any geodesi with
the same limit points is at most ‖u‖+R.
Proof 
Lemma 63  The Hausdor distane between (un)n∈Z and any geodesi
with the same limit points is nite.
Proof of the lemma  From [GH℄ (p. 150) we know that k 7→ (uk)k∈Z is
a quasi-geodesi. From [GH℄ (p. 101) we thus know that this quasi-geodesi
lies at nite Hausdor distane from some geodesi. From [GH℄ (p. 119) we
know that any two geodesis with the same limit points lie at nite Hausdor
distane. 
Now for the proposition. First, suppose that u is ylially geodesi. Let
p be a geodesi path joining e to u. Let ∆ be the union of the paths unp,
n ∈ Z. Sine u is ylially geodesi, ∆ is a (1, 0, ‖u‖)-loal quasi-geodesi
(notation as in [GH℄). Thus, there exist onstants R and L depending only
on G suh that, if ‖u‖ > L, then ∆ lies at Hausdor distane at most R
of some geodesi ∆′ equivalent to it (see [GH℄, p. 101), hene at Hausdor
distane 16δ + R of any other equivalent geodesi ([GH℄, p. 119). As there
are only a nite number of u's suh that ‖u‖ < L, and as for eah of them
the lemma states that ∆ lies at nite Hausdor distane from any equivalent
geodesi, we are done when u is ylially geodesi.
If u is not ylially geodesi, apply Proposition 60 to get a ylially
geodesi word v suh that v = xu′′u′x−1 with u = u′u′′ and |x| 6 C ′c. Apply
the above to (vk)k∈Z: this set stays at distane at most R of some geodesi
∆. Translate by u′x−1. The set (u′x−1vk)k∈Z stays at distane at most R of
the geodesi u′x−1∆. But sine uk = u′x−1vkxu′−1, the Hausdor distane
between the sets (uk)k∈Z and (u
′x−1vk)k∈Z is at most
∥∥xu′−1∥∥ 6 C ′c + ‖u‖
and we are done. 
Sine the stabilizer of any point of the boundary is either nite or has Z as
a nite index subgroup (f [GH℄, p. 154), we get as an immediate by-produt
of the lemma
Corollary 64  Let ∆ be a geodesi in G, with limit points a and b.
There exists a onstant R(∆) suh that for any x in the stabilizer of a and
b, the distane from x to ∆ is at most R(∆).
B.3 One-hole diagrams
We now turn to the study of isoperimetry of van Kampen diagrams with
exatly one hole. Reall that onjugay of two words u and v is equivalent
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to the existene of a one-hole van Kampen diagram bordered by u and v.
Proposition 65  There exists a onstant C ′ > 0 suh that for any two
onjugate words u and v, there exists a one-hole diagram D bordered by u
and v, suh that C ′ |D| 6 |u|+ |v|.
Proof  Let us rst suppose that u and v are geodesi words. Let w be
the shortest ommon onjugate of u and v. By Proposition 60, u and w are
onjugate by a word x of length at most |u| /2 + |w| /2 + C ′c. Thus, there
exists a minimal van Kampen diagram D bordered by wx−1u−1x. It follows
from the isoperimetry in G that |D| 6 (|u|+ |w|+2 |x|)/C. As |w| 6 |u| we
have |D| 6 |u| (4 + 2C ′c)/C.
Do the same job with v and w, to get a diagramD′ bordered by v−1y−1wy.
Then paste these two diagrams along the w's, getting a diagram bordered
by v(xy)−1u−1(xy). Then transform this diagram into an annulus by gluing
the two xy sides; this leads to a one-hole diagram bordered by u and v. The
number of its faes is at most (|u| + |v|)(4 + 2C ′c)/C and we onlude by
setting C ′ = C/(4 + 2C ′c) in ase u and v are geodesi.
u v
xy
xy
u
v xy
x
x
u D w
y
y
vD’w
In ase u is not geodesi, let u′ be a geodesi word equal to u in G.
We know there exists a van Kampen diagram Du bordered by uu
′−1
, with
|Du| 6 2 |u| /C. Let Dv be a similar diagram for v. Let D be as above a
one-hole minimal diagram bordered by u′ and v′, with |D| 6 (|u| + |v|)/C ′
with C ′ as above. Then we an glue Du and Dv to D along their ommon
boundaries.
D
D
D
u
v
v’u’
u
v
This leads to a diagram with at most (|u|+ |v|)/C ′+2(|u|+ |v|)/C faes,
and we onlude by re-setting C ′ to 1/(1/C ′ + 2/C). 
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B.4 Narrowness of diagrams
We now prove that diagrams (with or without holes) in a hyperboli spae
are narrow (see setion 1 for denitions).
Let α = 1/ log(1/(1−C ′/λ)) where C ′ is given by Proposition 65. (Reall
λ is the maximal length of relators in the presentation of G.) Let ⌈x⌉ denote
the integer part of x plus one (suh that ⌈log |D|⌉ = 1 for |D| = 1).
Proposition 66  Let D be a minimal diagram with either 0 or 1 hole.
Then D is ⌈α log |D|⌉-narrow.
Proof  Let D be a minimal van Kampen diagram with 0 or 1 hole. Propo-
sition 65 tells us that C ′ |D| 6 |∂D|. Let n be the number of faes of D lying
on the boundary. We have |∂D| 6 λn. Thus the proportion of faes of D
lying on the boundary is at least C ′/λ.
Let D′ be the diagram D with the boundary faes removed. (In ase D′
is not onneted, onsider any one of its onneted omponents.) D′ has
at most one hole. D′ is minimal as a subdiagram of a minimal diagram.
Furthermore, we have |D′| 6 |D| (1 − C ′/λ). By the same argument, the
proportion of boundary faes of D′ is at least C ′/λ, and after removing
these faes we get a third diagram D′′ with at most |D| (1 − C ′/λ)2 faes.
Repeating the argument yields the desired onlusion as D is exhausted after
log |D| / log(1/(1− C ′/λ)) steps. 
Proposition 67  Let D be a minimal n-hole diagram. Then D satises
the isoperimetri inequality
|∂D| > C |D| − nλ (2 + 4⌈α log |D|⌉)
Proof 
Lemma 68  Let D be a minimal n-hole van Kampen diagram (n > 1).
Either there exists a path in the 1-skeleton of D joining two holes, with
length at most λ(1+2⌈α log |D|⌉), or there exists a path in the 1-skeleton of
D joining one hole with the exterior boundary, with length at most λ(1/2 +
⌈α log |D|⌉).
Proof of the lemma  We work by indution on n. Set e = ⌈α log |D|⌉.
Observe that a hain of N adjaent faes provides a path of length at
most Nλ/2 in the 1-skeleton between any two verties of these faes.
For n = 1, the lemma is lear: by the last proposition, the diagram is
e-narrow, thus the two omponents of the boundary are linked by a hain of
at most 2e faes, providing a path of length at most λe.
Now suppose the lemma is true up to some n > 1, and let D be a (n+1)-
hole van Kampen diagram. For every hole i, let Bi be the set of faes of D
lying at distane at most 2e+ 1 from the boundary of i.
Either, rst, there are holes i 6= j suh that Bi and Bj have a ommon
fae or edge or vertex. This provides a hain of at most 4e+2 faes between
the boundaries of holes i and j, thus a path of length at most λ(2e+ 1).
80
Or, seond, the Bi's do not meet. Choose any hole i.
There an be holes in Bi, dierent from i, that an be lled in D. Dene
B′i as Bi plus the interiors of these holes in D, in suh a manner that all holes
of B′i are holes of D.
First, suppose that B′i does not enirle any hole j of D other than i.
As Bi is dened as the ball of radius 2e + 1 around i in D, any fae on the
exterior boundary of B′i is either a fae at distane 2e + 1 from hole i, or a
fae on the boundary of D. But as B′i is a one-hole van Kampen diagram
inluded in D, hene e-narrow by Proposition 66, not all faes of the exterior
boundary of B′i an be at distane 2e+1 from i. That is, at least one fae of
the exterior boundary of B′i is on the exterior boundary of D, hene a path
of length at most λ(e+ 1/2).
Seond, imagine that B′i enirles at least one hole j 6= i of D. Consider
the part D′ of D omprised between B′i and j, that is, the onneted ompo-
nent of D \B′i ontaining j. This is a diagram with at least one hole j (and
maybe others), but as it does not ontain i it has at most n holes. As D is
minimal, D′ is. By the indution assumption, either two holes in D′ are at
distane at most λ(2e+ 1), in whih ase we are done, or one hole, say j, in
D′ is at distane at most λ(e+1/2) of the exterior boundary of D′. But the
exterior boundary of D′ is part of the boundary of B′i, any point of whih is
at distane at most λ(e + 1/2) of hole i. Thus i and j are linked by a path
of length at most λ(2e+ 1), whih ends the proof of the lemma. 
Corollary of Lemma 68  A minimal n-hole diagram an be made
simply onneted by utting it along n urves of umulated length at most
nλ(2⌈α log |D|⌉+ 1).
The orollary of the lemma ends the proof of the proposition. 
Corollary 69  Aminimaln-hole diagramD is ⌈α log |D|⌉+n(4⌈α log |D|⌉+
2)-narrow.
Proof  Let D′ be a simply onneted van Kampen diagram resulting from
utting D along urves of umulated length at most nλ(2⌈α log |D|⌉ + 1)
(whih run along at most n(4⌈α log |D|⌉ + 2) faes as an immediately be
seen on the proof above). Every fae in the new diagram is at distane
⌈α log |D|⌉ from the boundary of D′ by Proposition 66. The boundary of D
is a subset of the boundary of that of D′, but by onstrution any fae on the
boundary of D′ is at distane at most n(4⌈α log |D|⌉+2) from the boundary
of D. 
B.5 Coarsenings of diagrams
If D is a very narrow diagram with holes, then we have an intuitive feeling of
whih parts of its boundary fae whih. This intuition an be made lear
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using the approximation of hyperboli spaes by trees. We now give for this
intuition a mathematial setting tted to our needs.
Definition 70  Let w1, . . . , wn be n geodesi words in G. A (k, ε)-
mathing of these words is a set of words w′1, . . . , w
′
k, some of whih may be
empty, together with a partition I1, I2 of {1, . . . , k} and a bijetion ψ between
I1 and I2, suh that:
• The words w′1, . . . , w′k form a partition of the words w1, . . . , wn.
• For all i ∈ I1, there exist words δ1 and δ2 of length at most ε suh that
w′i = δ1w
′
ψ(i)δ2 in G (we will say that w
′
i and w
′
ψ(i) ε-math).
This means that we ut the words wi into at most k subwords suh that
eah subword faes another one up to ε. Typially ε is of order δ. We have
to leave open the possibility that some w′i are empty sine, for example, if
one of the wi's is very short, it ould have to be mathed with the empty
word.
The following proposition is basially equivalent to the approximation of
nite hyperboli spaes by trees.
Proposition 71  Let w1, . . . , wn, for n > 2, be n geodesi words in G
suh that w1 . . . wn = e. There exists a (4n, 4nδ)-mathing of these words.
For n = 3 this losely resembles the denition of thin triangles.
Proof  Work by indution on n. The result is lear for n = 2. Suppose
that n + 1 words w1, . . . , wn, wn+1 forming a losed pieewise geodesi path
in G are given. Let x be a geodesi word equal to wnwn+1. The three
geodesi words x, wn, wn+1 form a δ-thin triangle. Let x = x1x2 where the
endpoint of x1 lies at distane at most 2δ from both sides wn and wn+1 of the
triangle. Now apply the indution assumption to w1, . . . , wn−1, x. This gives
a mathing involving a partition of the word x into subwords x′i, i ∈ I. At
most one of the words x′i straddles the endpoint of x1. If some x
′
i is inluded
in x1 or x2 and is 4nδ-mathed to w
′
where w′ is a subword of the wi's,
then using thinness of the triangle x, wn, wn+1 we an (4n + 2)δ-math w
′
with a subword of wn or wn+1. If x
′
i straddles the endpoint of x1, and x
′
i is
4nδ-mathed to w′, then we an write x′i = x
′′
i x
′′′
i where the endpoint of x
′′
i is
that of x1, and also write w
′ = w′′w′′′ suh that w′′ (4n+2)δ-mathes with x′′i
and w′′′ mathes with x′′′i ; using thinness of the triangle x, wn, wn+1 we an
(4n+4)δ-math w′′ and w′′′ with subwords of wn and wn+1 respetively. Last,
the two parts of wn and wn+1 whih are not 2δ-lose to x an be mathed
together. 
Doing the indution more leverly, one an even obtain a (4n, 4δ log2 n)-
mathing.
We are to apply this onstrution to diagrams with n holes. In order to
symmetrize the role of holes and of the boundary in the following proposition,
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we view a n-hole diagram as a (n+1)-hole diagram embedded in the sphere.
Proposition 72  There exists a onstant B (depending on G) suh that,
for any minimal (n+1)-hole diagram D embedded in the sphere, there exists
a (8n,Bn log |D|)-mathing of the boundary words of D. This mathing is
alled the oarsening of D.
The oarsening ofD is best visualized as a planar graph as in the following
piture (blak dots mark the points where we partition the boundary words).
The planar graph an be preisely dened but we do not need it.
Proof  First, using Corollary 61, and the fat already used above that any
geodesi joining the endpoints of a urve of length ℓ stays (δ log ℓ + 1)-lose
to that urve, we an suppose that the boundary words of D are ylially
geodesi: the length ℓ of any boundary word of D is at most λ |D| and so a
(k, ε)-mathing for the ylially redued words will give a (k, ε + 2 + C ′c +
2δ log(λ |D|))-mathing of the original words.
Use the orollary of Lemma 68 to ut D into a simply onneted diagram
D′. The boundary word of D′ is made of n′ 6 2n piees w1, . . . , wn′ parti-
tioning the boundary words of D, with little words x1, . . . , xn′ of umulated
length at most B1n log |D| in between (for some onstant B1 depending on
G). Dene yi to be a geodesi word equal to wixi.
Now apply the previous proposition to get a (4n′, 4n′δ)-mathing of the
words y1, y2, . . . , yn′. Sine the xi's are of umulated length at most
B1n log |D|, this mathing denes a (4n′, 4n′δ + 2δ + B1n log |D|)-mathing
of the wi's. 
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C Appendix: Cases of harmful torsion
Here we show that the assumption of harmless torsion annot be removed.
Examples of hyperboli groups with harmful torsion inlude suh groups as
(Fm×Z/2Z) ⋆Fm with m > 2, sine the Z/2Z fator has a entralizer whih
is a free group of rank m. More preisely:
Proposition 73  Theorem 4 does not hold for the hyperboli group (F4×
Z/2Z) ⋆ F4.
Proof  Consider the two groups G1 = (Fm × Z/2Z) ⋆ Fm and G2 =
(Fm ⋆ Fm) × Z/2Z. In eah of these, denote by u a generator for Z/2Z
and respetively by a1, . . . , am and b1, . . . , bm a standard set of generators for
the rst and seond fator Fm. Let A1 and A2 be the subgroups of G1 and
G2, respetively, generated by the ai's, and dene B1 and B2 similarly.
It is immediate to see that these groups are hyperboli.
For any group G generated by k elements, let λ(G) denote the spetral
radius of the random walk on G (w.r.t. the k generators), and let θ = 1 +
log2k λ be the gross ogrowth of G.
The spetral radius for the free group Fk is λ(Fk) =
√
2k − 1/k. By
Lemma 4.1 of [K1℄, the spetral radius for the group Fk × Z/2Z is equal to
(1 + kλ(Fk))/(k + 1) = (1 +
√
2k − 1)/(k + 1).
In partiular, the spetral radius of G2 is (1 +
√
4m− 1)/(2m+ 1).
Take m = 4. We have θ(G2) = 1 + log4m+2 λ(G2) ≈ .788. In partiular,
the ritial density d2crit for random quotients of G2 by plain random words
is about 1− .788 = .212.
Sine G2 is a quotient of G1 we have of ourse λ(G1) 6 λ(G2). But
Theorem 1 of [K1℄ states that quotienting a group by (the normal losure of)
a non-amenable subgroup stritly inreases the spetral radius. The kernel
of the quotient map G1 → G2 ontains the two elements ub1u−1b1−1 and
ub2u
−1b2
−1
whih generate a free non-yli subgroup in Z/2Z ⋆ B1. Hene
the kernel is non-amenable.
Thus, we have λ(G1) < λ(G2), so that if Theorem 4 holds for G1, the
ritial density d1crit for random quotients of G1 satises
d1crit > d
2
crit ≈ .212
But we are going to prove that random quotients of G1 are very probably
trivial as soon as d > d2crit.
Let R be a set of randomly hosen words in u, a1, . . . , am, b1, . . . , bm, of
length ℓ, at density d. (Note that for the model of random quotients by plain
random words, the law of the relators depends only on the generators and
not on the initial group.) We now study the random quotient G1/〈R〉 and
onsider the elements of R as elements of G1.
Let us ompute the probability that one of the relators in R belongs
to C = A1 × Z/2Z ⊂ G1. The number of words of length ℓ belonging
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to C is at least (2m + 2)ℓ, so that the orresponding density is at least
log4m+2(2m+ 2) ≈ .797. So there exists a density dC 6 1− .797 = .203 suh
that if d > dC , there will very probably be some element of R lying in C.
Note that this is below the ritial density d1crit for random quotients of G1
predited by Theorem 4 (if it holds). Also, dC is not 0 sine G1/〈C〉 is not
amenable.
By the same argument, for d > dC it is very probable that R ontains
a relator r of the form r = xc where x is one of the generators of G1 and
c is a word of length ℓ − 1 with c ∈ C. As the random words are sampled
uniformly, when ℓ is big enough this will our for eah of the relators x of
G1.
Let H be the random quotient G/〈R〉. By denition of C, u ommutes
with c in G1, so in H we have
uxu−1x−1 = uxcu−1c−1x−1 = uru−1r−1 = e
sine r = e in H by denition.
Thus, in H , the generator u ommutes with all the generators of G1. Let
S ⊂ G1 be the set of the ommutators of u with these generators, we have
H = G1/〈R〉 = G1/〈R ∪ S〉 = (G1/〈S〉) /〈R〉 = G2/〈R〉
But G2/〈R〉 is a random quotient of G2 (this is beause for random quo-
tients by plain words, the law of R is independent on the initial group). In
partiular, if d > d2crit ≈ .212 this group will very probably be trivial, whereas
if Theorem 4 were valid for G1, the ritial value would be d
1
crit > d
2
crit.
This ends the proof. 
So random quotients of G1 behave in a dierent manner than that of
Theorem 4. For densities between 0 and dC < .203 they behave normally
(in partiular, Axiom 4 is satised). But for densities between dC and .212,
Axiom 4 is not satised, and the random quotients behave like random quo-
tients of G2, and they vanish as soon as d > .212, whereas the expeted
ritial density in Theorem 4 would be higher. (The gap between .203 and
.212 an be made larger by taking bigger m.)
d=
10
ub1 = b1uub1 6= b1u
InniteInnite Trivial
Random quotients of G1 are
dC 1− θ(G2)
1− θ(G1)
The two phases are really dierent: indeed, a dierene an be seen in
the ball of radius 2 in the Cayley graph sine, in the random quotient, the
relation ub1 = b1u (notation as above) holds in the seond phase but not
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in the rst one (sine in the rst phase, the ordinary theory of random
quotients holds and in partiular, the radius of injetivity grows with ℓ).
More than three phases an probably be arranged, using groups suh as
(((Fm × Z/2Z) ⋆ Fp)× Z/2Z) ⋆ Fq
with dierent ritial densities equal to the densities of the entralizers of the
dierent torsion elements.
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