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Abstract: These are notes of lectures on spinning particles and the worldline
formalism given by Olindo Corradini and Christian Schubert at the School on
Spinning Particles in Quantum Field Theory: Worldline Formalism, Higher
Spins, and Conformal Geometry, held at Morelia, Mexico, from November 19
through November 23, 2012. The lectures were addressed to graduate level
students with a background in relativistic quantum mechanics and at least
a rudimentary knowledge of field theory.
The first part of the lectures, given by O. Corradini, covers introductory
material on quantum-mechanical Feynman path integrals, which are here
derived and applied to several particle models. We start considering the
nonrelativistic bosonic particle, for which we compute the exact path inte-
grals for the case of the free particle and for the harmonic oscillator, and
then describe perturbation theory for an arbitrary potential. We then move
to relativistic particles, both bosonic and fermionic (spinning) particles. We
first investigate them from the classical view-point, studying the symmetries
of their actions, then consider their canonical quantization and path inte-
grals, and underline the role these models have in the study of space-time
quantum field theories (QFT), by introducing the “worldline” path integral
representation of propagators and effective actions. We also describe a spe-
cial class of spinning particles that constitute a first-quantized approach to
higher-spin fields.
Since the fifties the quantum-mechanical path integral representation of
QFT propagators and effective actions has been known. However it is only
in recent years that they have gained some popularity for certain types of
calculations in quantum field theory. The second part of the lectures, given by
C. Schubert, describes two of the main techniques for the evaluation of such
path integrals, which are gaussian integration (also called “string-inspired
formalism”) and semiclassical approximation (“worldline instantons”). We
first give a detailed discussion of photonic amplitudes in Scalar and Spinor
QED, in vacuum as well as in a constant external field. Then we shortly
discuss the main issues encountered in the generalization to the nonabelian
case, and finally the case of gravity, where subtle mathematical issues arise.
Acknowledgements: We thank A. Raya, the late V.M. Villanueva and A.
Waldron for the coorganization of this School, and UCMEXUS for providing
the funding through Collaborative Grant CN-12-564.
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Chapter 1
Quantum Mechanical Path
Integrals: from Transition
Amplitudes to the Worldline
Formalism (Olindo Corradini)
1.1 Introduction
The notion of path integral as integral over trajectories was first introduced
by Wiener in the 1920’s to solve problems related to the Brownian motion.
Later, in 1940’s, it was reintroduced by Feynman as an alternative to opera-
torial methods to compute transition amplitudes in quantum mechanics [1].
Feynman path integrals use a lagrangian formulation instead of a hamilto-
nian one and can be seen as a quantum-mechanical generalization of the
least-action principle (see e.g. [2]).
In electromagnetism the linearity of the Maxwell equations in vacuum al-
lows to formulate the Huygens-Fresnel principle that in turn allows to write
the wave scattered by a multiple slit as a sum of waves generated by each
slit, where each single wave is characterized by the optical length I(xi, x) be-
tween the i-th slit and the field point x, and the final amplitude is thus given
by A =
∑
i e
iI(xi,x), whose squared modulus describes patterns of interfer-
ence between single waves. In quantum mechanics, a superposition principle
can be formulated in strict analogy to electromagnetism and a linear equa-
tion of motion, the Schro¨dinger equation, can be correspondingly postulated.
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Therefore, the analogy can be carried on further replacing the electromag-
netic wave amplitude by a transition amplitude between an initial point x′ at
time 0 and a final point x at time t, whereas the optical length is replaced by
the classical action for going from x′ and x in time t (divided by ~, that has
dimensions of action). The full transition amplitude will thus be a “sum”
over all paths connecting x′ and x in time t:
K(x, x′; t) ∼
∑
{x(τ)}
eiS[x(τ)]/~ . (1.1)
In the rest of the chapter I will derive the previous expression for a few simple
cases, and introduce a set of modern topics where it can be applied. However,
to begin let me simply justify the presence of the action in the expression
above by recalling that the action principle applied to the classical action
function Sc(x, t)—that corresponds to S[xcl(τ)] evaluated on the classical
path, with only the initial point x′ = x(0) fixed—implies that Sc satisfies the
classical Hamilton-Jacobi equation. Hence the Schro¨dinger equation imposed
on the amplitude K(x, x′; t) ∼ eiS(x,t)/~ yields an equation for S(x, t) that
deviates from Hamilton-Jacobi equation by a linear term in ~. So that ~
measures the departure from classical mechanics, which thus corresponds
to the limit ~ → 0, and in turn the classical action function determines
the transition amplitude to leading order in ~. It will be often useful to
parametrize an arbitrary path x(τ) between x′ and x as x(τ) = xcl(τ) +
q(τ) with xcl(τ) being the “classical path” i.e. the path that satisfies the
equations of motion with the above boundary conditions, and q(τ) is an
arbitrary deviation (see Figure 1.1 for graphical description.) With such
parametrization the transition amplitude reads
K(x, x′; t) ∼
∑
{q(τ)}
eiS[xcl(τ)+q(τ)]/~ , (1.2)
and xcl(τ) represents as a sort of “origin” in the space of all paths connecting
x′ and x in time t.
5
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Figure 1.1: A useful parametrization of paths
1.2 Path integral representation of quantum
mechanical transition amplitude: non rel-
ativistic bosonic particle
The quantum-mechanical transition amplitude for a time-independent hamil-
tonian operator is given by (here and henceforth we use natural units and
thus set ~ = c = 1; see Appendix 1.7 for a brief review on the argument) 1
K(x, x′; t) = 〈x|e−itH|x′〉 = 〈x, t|x′, 0〉 (1.3)
K(x, x′; 0) = δ(x− x′) (1.4)
and describes the evolution of the wave function from time 0 to time t
ψ(x, t) =
∫
dx′ K(x, x′; t)ψ(x′, 0) (1.5)
and satisfies the Schro¨dinger equation
i∂tK(x, x
′; t) = HK(x, x′; t) (1.6)
with H being the hamiltonian operator in coordinate representation; for a
non-relativistic particle on a line we have H = − ~2
2m
d2
dx2
+V (x). In particular,
1A generalization to time-dependent hamiltonian H(t) can be obtained with the re-
placement e−itH → T e−i
∫ t
0
dτH(τ) and T e being a time-ordered exponential.
6
for a free particle V = 0, it is easy to solve the Schro¨dinger equation (1.6)
with boundary conditions (1.4). One obtains
Kf (x, x
′; t) = Nf (t) eiScl(x,x
′;t) , (1.7)
with
Nf (t) =
√
m
i2pit
(1.8)
Scl(x, x
′; t) ≡ m(x− x
′)2
2t
. (1.9)
The latter as we will soon see is the action for the classical path of the free
particle.
In order to introduce the path integral we “slice” the evolution operator
in (1.3) by defining  = t/N and insert N − 1 decompositions of unity in
terms of position eigenstates 1 =
∫
dx|x〉〈x|; namely
K(x, x′; t) = 〈x|e−iHe−iH · · · e−iH|x′〉 (1.10)
=
∫ (N−1∏
i=1
dxi
)
N∏
j=1
〈xj|e−iH|xj−1〉 (1.11)
with xN ≡ x and x0 ≡ x′. We now insert N spectral decomposition of unity
in terms of momentum eigenstates 1 =
∫
dp
2pi
|p〉〈p| and get
K(x, x′; t) =
∫ (N−1∏
i=1
dxi
)(
N∏
k=1
dpk
2pi
)
N−1∏
j=1
〈xj|e−iH|pj〉〈pj|xj−1〉. (1.12)
For large N , assuming H = T + V = 1
2m
p2 + V (q), we can use the “Trotter
formula” (see e.g. [3])(
e−iH
)N
=
(
e−iVe−iT +O(1/N2)
)N
≈
(
e−iVe−iT
)N
(1.13)
that allows to replace e−iH with e−iVe−iT in (1.12), so that one gets
〈xj|e−iH|pj〉 ≈ ei(xjpj−H(xj ,pj)), with 〈x|p〉 = eixp. Hence,
K(x, x′; t) =
∫ (N−1∏
i=1
dxi
)(
N∏
k=1
dpk
2pi
)
exp
[
i
N∑
j=1

(
pj
xj − xj−1

−H(xj, pj)
)]
(1.14)
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with
H(xj, pj) =
1
2m
p2j + V (xj) (1.15)
the hamiltonian function. In the large N limit we can formally write the
latter as
K(x, x′; t) =
∫ x(t)=x
x(0)=x′
DxDp exp
[
i
∫ t
0
dτ
(
px˙−H(x, p)
)]
(1.16)
Dx ≡
∏
0<τ<t
dx(τ) , Dp ≡
∏
0<τ<t
dp(τ) (1.17)
that is referred to as the “phase-space path integral.” Alternatively, momenta
can be integrated out in (1.12) as they are (analytic continuation of) gaussian
integrals. Completing the square one gets
K(x, x′; t) =
∫ (N−1∏
i=1
dxi
)( m
2pii
)N/2
× exp
[
i
N∑
j=1

(
m
2
(
xj − xj−1

)2
− V (xj)
)]
(1.18)
that can be formally written as
K(x, x′; t) =
∫ x(t)=x
x(0)=x′
Dx eiS[x(τ)] (1.19)
with
S[x(τ)] =
∫ t
0
dτ
(m
2
x˙2 − V (x(τ))
)
. (1.20)
Expression (1.19) is referred to as “configuration space path integral” and is
interpreted as a functional integral over trajectories with boundary condition
x(0) = x′ and x(t) = x.
To date no good definition of path integral measure Dx is known and
one has to rely on some regularization methods. For example one may ex-
pand paths on a suitable basis to turn the functional integral into a infinite-
dimensional Riemann integral. One thus may regularize taking a large (though
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finite) number of vectors in the basis, perform the integrals and take the limit
at the very end. This regularization procedure, as we will see, fixes the path
integral up to an overall normalization constant that must be fixed using some
consistency conditions. Nevertheless, ratios of path integrals are well-defined
objects and turn out to be quite convenient tools in several areas of modern
physics. Moreover one may fix—as we do in the next section—the above
constant using the simplest possible model (the free particle) and compute
other path integrals via their ratios with the free particle path integral.
1.2.1 Wick rotation to euclidean time: from quantum
mechanics to statistical mechanics
As already mentioned path integrals were born in statistical physics. In fact
we can easily obtain the “heat kernel” from (1.19) by “Wick rotating” to
imaginary time it ≡ σ and get
K(x, x′;−iσ) = 〈x|e−σH|x′〉 =
∫ x(σ)=x
x(0)=x′
Dx e−SE [x(τ)] (1.21)
where the euclidean action
SE[x(τ)] =
∫ σ
0
dτ
(m
2
x˙2 + V (x(τ))
)
(1.22)
has been obtained by Wick rotating the worldline time iτ → τ . The heat
kernel (1.21) satisfies the heat-like equation
(∂σ + H)K(x, x
′;−iσ) = 0 . (1.23)
In particular, setting m = 1/2α and V = 0, i.e. H = −α∂2x with α the
“thermal diffusivity”, the latter reduces to the heat heat equation. Hence, if
T (x, 0) is the temperature profile on a one-dimensional rod at time σ = 0,
then
T (x, σ) =
∫
dx′Kf (x, x′;−iσ)T (x′, 0) (1.24)
will be the profile at time σ. Here
Kf (x, x
′;−iσ) = 1√
4piασ
e−
(x−x′)2
4σα . (1.25)
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Equation (1.23) as a number of applications in mathematical physics ranging
from the Fokker-Planck equation in statistical physics to the Black-Scholes
equation in financial mathematics.
The particle partition function can also be easily obtained from (1.19) by,
(a) “Wick rotating” time to imaginary time, namely it ≡ β = 1/kθ (where θ
is the temperature) and (b) taking the trace
Z(β) = tr e−βH =
∫
dx 〈x|e−βH|x〉 =
∫
dx K(x, x;−iβ)
=
∫
PBC
Dx e−SE [x(τ)] (1.26)
where PBC stands for periodic boundary conditions and means that the path
integral is taken over all closed paths. Here the euclidean action is the same
as in (1.22) with σ replaced by β.
1.2.2 The free particle path integral
We consider the path integral (1.19) for the special case of a free particle, i.e.
V = 0. For simplicity we consider a particle confined on a line and rescale
the worldline time τ → tτ in such a way that free action and boundary
conditions turn into
Sf [x(τ)] =
m
2t
∫ 1
0
dτ x˙2 , x(0) = x′ , x(1) = x (1.27)
where x and x′ are points on the line. The free equation of motion is obviously
x¨ = 0 so that the aforementioned parametrization yields
x(τ) = xcl(τ) + q(τ) (1.28)
xcl(τ) = x
′ + (x− x′)τ = x+ (x′ − x)(1− τ) , q(0) = q(1) = 0 (1.29)
and the above action reads
Sf [xcl + q] =
m
2t
∫ 1
0
dτ (x˙2cl + q˙
2 + 2x˙clq˙) =
m
2t
(x− x′)2 + m
2t
∫ 1
0
dτ q˙2
(1.30)
= Sf [xcl] + Sf [q]
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and the mixed term identically vanishes due to equation of motion and
boundary conditions. The path integral can thus be written as
Kf (x, x
′; t) = eiSf [xcl]
∫ q(1)=0
q(0)=0
Dq eiSf [q(τ)] = ei
m
2t
(x−x′)2
∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
(1.31)
so that by comparison with (1.7,1.8,1.9) one can infer that, for the free par-
ticle, ∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
=
√
m
i2pit
. (1.32)
The latter results easily generalize to d space dimensions, where one obtains∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
=
(
m
i2pit
)d/2
.
Direct evaluation of path integral normalization
In order to directly compute the path integral normalization one must rely
on a regularization scheme that allows to handle the otherwise ill-defined
measure Dq. One may expand q(τ) on a basis of functions with Dirichlet
boundary condition on the line
q(τ) =
∞∑
n=1
qn sin(npiτ) (1.33)
with qn arbitrary real coefficients. The measure can be parametrized as
Dq ≡ A
∞∏
n=1
dqnan (1.34)
with A and an numerical coefficients that we fix shortly. One possibility,
quite popular by string theorists (see e.g. [4]), is to use a gaussian definition
for the measure, namely∫ ∏
n
dqnan e
−||q||2 = 1, ||q||2 ≡
∫ t
0
dτ ′q2(τ ′) = t
∫ 1
0
dτq2(τ) (1.35)
so that an =
√
t
2pi
. For the path integral normalization one gets∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
= A
∫ ∞∏
n=1
dqn
√
t
2pi
ei
m
4t
∑
n(pinqn)
2
= A
∞∏
n=1
√
2i
mpi2
t
1
n
(1.36)
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that is thus expressed in terms of an ill-defined infinite product. For such
class of infinite products, expressed by
∏
n an
b, zeta-function regularization
gives the “regularized” value aζ(0)e−bζ
′(0) =
√
(2pi)b
a
, that specialized to the
above free path integral gives∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
= A
(m
2i
)1/4 1√
2t
=
√
m
i2pit
(1.37)
provided A =
(
2m
ipi2
)1/4
: zeta-function regularization provides the correct func-
tional form (in terms of t) for the path integral normalization.
A different normalization can be obtained by asking instead that each
mode is normalized with respect to the free kinetic action, namely∫
dqnane
im
4t
∑
n(pinqn)
2
= 1 ⇒ an =
√
mn2pi
4it
(1.38)
and therefore the overall normalization must be fixed as A =
√
m
i2pit
. The
latter normalization is quite useful if used with mode regularization where the
product (1.34) is truncated to a large finite mode M . This method can be
employed to compute more generic particle path integrals where interaction
terms may introduce computational ambiguities. Namely: whenever an am-
biguity appears one can always rely on the mode expansion, truncated at M ,
and then take the large limit at the very end, after having resolved the ambi-
guity. Other regularization schemes that have been adopted to such purpose
are: time slicing that rely on the well-defined expression for the path integral
as multiple time slices (cfr. eq. (1.18)) and dimensional regularization that
regulates ambiguities by dimensionally extending the worldline (see [5] for
a review on such issues). However dimensional regularization is a regular-
ization that only works in the perturbative approach to the path integral,
by regulating single Feynman diagrams. Perturbation theory within the free
particle path integral is a subject that will be discussed below.
The free particle partition function
The partition function for a free particle in d-dimensional space can be ob-
tained as
Zf (β) =
∫
ddx K(x, x;−iβ) =
(
m
2piβ
)d/2 ∫
ddx = V
(
m
2piβ
)d/2
(1.39)
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V being the spatial volume. It is easy to recall that this is the correct result
as
Zf (β) =
∑
p
e−βp
2/2m =
V
(2pi)d
∫
ddp e−βp
2/2m = V
(
m
2piβ
)d/2
(1.40)
with V
(2pi)d
being the “density of states”.
Perturbation theory about free particle solution: Feynman dia-
grams
In the presence of an arbitrary potential the path integral for the transi-
tion amplitude is not exactly solvable. However if the potential is “small”
compared to the kinetic term one can rely on perturbation theory about the
free particle solution. The significance of being “small” will be clarified a
posteriori.
Let us then obtain a perturbative expansion for the transition ampli-
tude (1.19) with action (1.20). As done above we split the arbitrary path
in terms of the classical path (with respect to the free action) and deviation
q(τ) and again making use of the rescaled time we can rewrite the amplitude
as
K(x, x′; t) = Kf (x, x′; t)
∫ q(1)=0
q(0)=0
Dq ei
∫ 1
0 (
m
2t
q˙2−tV (xcl+q))∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
. (1.41)
We then Taylor expand the potential in the exponent about the classical free
solution: this gives rise to a infinite set of interaction terms (τ dependence
in xcl and q is left implied)
Sint = −t
∫ 1
0
dτ
(
V (xcl) + V
′(xcl)q +
1
2!
V (2)(xcl)q
2 +
1
3!
V (2)(xcl)q
3 + · · ·
)
...+ + + +
(1.42)
Next we expand the exponent eiSint so that we only have polynomials in q
to integrate with the path integral weight; in other words we only need to
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compute expressions like∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
q(τ1)q(τ2) · · · q(τn)∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
≡
〈
q(τ1)q(τ2) · · · q(τn)
〉
(1.43)
and the full (perturbative) path integral can be compactly written as
K(x, x′; t) = Kf (x, x′; t)
〈
e−it
∫ 1
0 V (xcl+q)
〉
(1.44)
and the expressions
〈
f(q)
〉
are referred to as “correlation functions”. In
order to compute the above correlations functions we define and compute
the so-called “generating functional”
Z[j] ≡
∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2+i
∫ 1
0 qj = Nf (t)
〈
ei
∫ 1
0 qj
〉
(1.45)
in terms of which〈
q(τ1)q(τ2) · · · q(τn)
〉
= (−i)n 1Z[0]
δn
δj(τ1)δj(τ2) · · · δj(τn)Z[j]
∣∣∣
j=0
. (1.46)
By partially integrating the kinetic term and completing the square we get
Z[j] = e i2
∫∫
jD−1j
∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0
˙˜q2 (1.47)
where D−1(τ, τ ′), “the propagator”, is the inverse kinetic operator, with D ≡
m
t
∂2τ , such that
DD−1(τ, τ ′) = δ(τ, τ ′) (1.48)
in the basis of function with Dirichlet boundary conditions, and q˜(τ) ≡ q(τ)−∫ 1
0
j(τ ′)D−1(τ ′, τ). By defining D−1(τ, τ ′) = t
m
∆(τ, τ ′) we get
••∆(τ, τ ′) = δ(τ, τ ′) (1.49)
⇒ ∆(τ, τ ′) = θ(τ − τ ′)(τ − 1)τ ′ + θ(τ ′ − τ)(τ ′ − 1)τ (1.50)
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where “dot” on the left (right) means derivative with respect to τ (τ ′). The
propagator satisfies the following properties
∆(τ, τ ′) = ∆(τ ′, τ) (1.51)
∆(τ, 0) = ∆(τ, 1) = 0 (1.52)
from which q˜(0) = q˜(1) = 0. Therefore we can shift the integration variable
in (1.47) from q to q˜ and get
Z[j] = Nf (t) e it2m
∫∫
j∆j (1.53)
and finally obtain〈
q(τ1)q(τ2) · · · q(τn)
〉
= (−i)n δ
n
δj(τ1)δj(τ2) · · · δj(τn)e
it
2m
∫∫
j∆j
∣∣∣
j=0
. (1.54)
In particular:
1. correlation functions of an odd number of “fields” vanish;
2. the 2-point function is nothing but the propagator〈
q(τ1)q(τ2)
〉
= −i t
m
∆(τ1, τ2) =
τ1 τ2 (1.55)
3. correlation functions of an even number of fields are obtained by all
possible contractions of pairs of fields. For example, for n = 4 we have
〈q1q2q3q4〉 = (−i tm)2(∆12∆34 + ∆13∆24 + ∆14∆23) where an obvious
shortcut notation has been used. The latter statement is known as the
“Wick theorem”. Diagrammatically
〈
q1q2q3q4
〉
= +
2
τ3
τ1 τ2
τ3
τ1 τ1 τ2
τ3
τ4
τ4 τ4
+
τ
Noting that each vertex and each propagator carry a power of t/m we can
write the perturbative expansion as a short-time expansion (or inverse-mass
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expansion). It is thus not difficult to convince oneself that the expansion
reorganizes as
K(x, x′; t) = Nf (t) ei
m
2t
(x−x′)2 exp
{
connected diagrams
}
= Nf (t) e
im
2t
(x−x′)2 exp

...
+
+ + +

(1.56)
where the diagrammatic expansion in the exponent (that is ordered by in-
creasing powers of t/m) only involves connected diagrams, i.e. diagrams
whose vertices are connected by at least one propagator. We recall that
Nf (t) =
√
m
i2pit
, and we can also give yet another representation for the tran-
sition amplitude, the so-called “heat-kernel expansion”
K(x, x′; t) =
√
m
i2pit
ei
m
2t
(x−x′)2
∞∑
n=0
an(x, x
′)tn (1.57)
where the terms an(x, x
′) are known as Seeley-DeWitt coefficients. We can
thus express such coefficients in terms of Feynman diagrams and get
a0(x, x
′) = 1 (1.58)
a1(x, x
′) = = −i
∫ 1
0
dτ V (xcl(τ)) (1.59)
a2(x, x
′) = +1__
2
2!
=
1
2!
(
−i
∫ 1
0
dτ V (xcl(τ))
)2
− 1
2!m
∫ 1
0
dτ V (2)(xcl(τ))τ(τ − 1)
(1.60)
·
·
where in (1.60) we have used that 〈q(τ)q(τ)〉 = −i t
m
∆(τ, τ) = −i t
m
τ(τ − 1).
Let us now comment on the validity of the expansion: each propagator inserts
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a power of t/m. Therefore for a fixed potential V , the larger the mass, the
larger the time for which the expansion is accurate. In other words for a very
massive particle it results quite costly to move away from the classical path.
1.2.3 The harmonic oscillator path integral
If the particle is subject to a harmonic potential V (x) = 1
2
mω2x2 the path
integral is again exactly solvable. In the rescaled time adopted above the
path integral can be formally written as in (1.19) with action
Sh[x(τ)] =
m
2t
∫ 1
0
dτ
[
x˙2 − (ωt)2x2
]
. (1.61)
Again we parametrize x(τ) = xcl(τ) + q(τ) with
x¨cl + (ωt)
2xcl = 0
xcl(0) = x
′ , xcl(1) = x
(q(0) = q(1) = 0)
 ⇒ xcl(τ) = x′ cos(ωtτ) + x− x′ cos(ωt)sin(ωt) sin(ωtτ)
(1.62)
and, since the action is quadratic, similarly to the free particle case there is
no mixed term between xcl(τ) and q(τ), i.e. Sh[x(τ)] = Sh[xcl(τ)] + Sh[q(τ)]
and the path integral reads
Kh(x, x
′; t) = Nh(t) eiSh[xcl] (1.63)
with
Sh[xcl] =
mω
2 sin(ωt)
(
(x2 + x′2) cos(ωt)− 2xx′
)
(1.64)
Nh(t) =
∫ q(1)=0
q(0)=0
Dq e
im
2t
∫ 1
0 dτ
(
q˙2−(ωt)2q2
)
. (1.65)
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We now use the above mode expansion to compute the latter:
Nh(t) = Nf (t)
Nh(t)
Nf (t)
=
√
m
i2pit
∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 (q˙
2−(ωt)2q2)
∫ q(1)=0
q(0)=0
Dq ei
m
2t
∫ 1
0 q˙
2
=
√
m
i2pit
∞∏
n=1
∫
dqn e
i imt
4
∑
n(ω
2
n−ω2)∫
dqn e
i imt
4
∑
n ω
2
n
=
√
m
i2pit
∞∏
n=1
(
1− ω
2
ω2n
)−1/2
=
√
m
i2pit
(
ωt
sin(ωt)
)1/2
. (1.66)
Above ωn ≡ pint . It is not difficult to check that, with the previous expression
for Nh(t), path integral (1.63) satisfies the Schro¨dinger equation with hamil-
tonianH = − 1
2m
d2
dx2
+ 1
2
mω2x2 and boundary conditionK(x, x′; 0) = δ(x−x′).
The propagator can also be easily generalized
∆ω(τ, τ
′) =
1
ωt sin(ωt)
{
θ(τ − τ ′) sin(ωt(τ − 1)) sin(ωtτ ′)
+θ(τ ′ − τ) sin(ωt(τ ′ − 1)) sin(ωtτ)
}
(1.67)
and can be used in the perturbative approach.
In the limit t → 0 (or ω → 0), all previous expressions reduce to their
free particle counterparts.
The harmonic oscillator partition function
Similarly to the free particle case we can switch to statistical mechanics by
Wick rotating the time, it = β and get
K(x, x′;−iβ) = e−Sh[xcl]
∫ q(1)=0
q(0)=0
Dq e−Sh[q] (1.68)
where now
Sh[x] =
m
2β
∫ 1
0
dτ
(
x˙2 + (ωβ)2x2
)
(1.69)
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is the euclidean action and
Sh[xcl] =
mω
2 sinh(βω)
[
(x2 + x′2) cosh(βω)− 2xx′
]
(1.70)∫ q(1)=0
q(0)=0
Dq e−Sh[q] =
(
mω
2pi sinh(βω)
)1/2
(1.71)
that is always regular. Taking the trace of the amplitude (heat kernel) one
gets the partition function
Zh(β) =
∫
dx Kh(x, x;−iβ) =
∫
PBC
Dx e−Sh[x] =
∑
=
1√
2
1
(cosh(βω)− 1)1/2
=
e−
βω
2
1− e−βω (1.72)
where PBC stands for “periodic boundary conditions” x(0) = x(1) and im-
plies that the path integral is a “sum” over all closed trajectories. Above we
used the fact that the partition function for the free particle can be obtained
either using a transition amplitude computed with Dirichlet boundary con-
ditions x(0) = x(1) = x and integrating the over the initial=final point x, or
with periodic boundary conditions x(0) = x(1), integrating over the “center
of mass” of the path x0 ≡
∫ 1
0
dτx(τ).
It is easy to check that the latter matches the geometric series
∞∑
n=0
e−βω(n+
1
2
).
In particular, taking the zero-temperature limit (β →∞), the latter singles
out the vacuum energy Zh(β) ≈ e−β ω2 , so that for generic particle models, the
computation of the above path integral can be seen as a method to obtain an
estimate of the vacuum energy. For example, in the case of an anharmonic
oscillator, if the deviation from harmonicity is small, perturbation theory can
be used to compute the correction to the vacuum energy.
Perturbation theory about the harmonic oscillator partition func-
tion solution
Perturbation theory about the harmonic oscillator partition function solu-
tion goes essentially the same way as we did for the free particle transition
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amplitude, except that now we may use periodic boundary conditions for the
quantum fields rather than Dirichlet boundary conditions. Of course one can
keep using DBC, factor out the classical solution, with xcl(0) = xcl(1) = x
and integrate over x. However for completeness let us choose the former
parametrization and let us focus on the case where the interacting action is
polynomial Sint[x] = β
∫ 1
0
dτ
∑
n>2
gn
n!
xn; we can define the generating func-
tional
Z[j] =
∫
PBC
Dx e−Sh[x]+
∫ 1
0 jx (1.73)
that similarly to the free particle case yields
Z[j] = Zh(β) e 12
∫∫
jD−1h j (1.74)
and the propagator results〈
x(τ)x(τ ′)
〉
= D−1h (τ − τ ′) ≡ Gω(τ − τ ′)
m
β
(−∂2τ + (ωβ)2)Gω(τ − τ ′) = δ(τ − τ ′) (1.75)
in the space of functions with periodicity τ ∼= τ + 1. On the infinite line the
latter equation can be easily inverted using the Fourier transformation that
yields
Glω(u) =
1
2mω
e−βω|u| , u ≡ τ − τ ′ . (1.76)
In order to get to Green’s function on the circle (i.e. with periodicity τ ∼=
τ + 1) we need to render (1.76) periodic [6]. Using Fourier analysis in (1.75)
we get
Gω(u) =
β
m
∑
k∈Z
1
(βω)2 + (2pik)2
ei2piku
=
β
m
∫ ∞
−∞
dλ
∑
k∈Z
δ(λ+ k)
1
(βω)2 + (2piλ)2
ei2piλu (1.77)
where in the second passage we inserted an auxiliary integral. Now we can
use the Poisson resummation formula
∑
k f(k) =
∑
n fˆ(n) where fˆ(ν) is
the Fourier transform of f(x), with ν being the frequency, i.e. fˆ(ν) =
20
u=
’
|u |
τ’ 0
1
τ
|1−|u
τ−
τ
Figure 1.2: Shortest distance on the circle between τ and τ ′
∫
dxf(x)e−i2piνx. In the above case δˆ(n) = ei2piλn. Hence the leftover in-
tegral over λ yields
Gω(u) =
∑
n∈Z
Glω(u+ n) (1.78)
that is explicitly periodic. The latter sum involves simple geometric series
that can be summed to give
Gω(u) =
1
2mω
cosh
(
ωβ
(
1
2
− |u|))
sinh
(
ωβ
2
) . (1.79)
This is the Green’s function for the harmonic oscillator with periodic bound-
ary conditions (on the circle). Notice that in the large β limit one gets an
expression that is slightly different from the Green’s function on the line (cfr.
eq.(1.76)), namely:
G∞ω (u) =
1
2mω
{
e−βω|u| , |u| < 1
2
e−βω(1−|u|) , 1
2
< |u| < 1 . (1.80)
Basically the Green’s function is the exponential of the shortest distance (on
the circle) between τ and τ ′, see Figure 1.2. The partition function for the
anharmonic oscillator can be formally written as
Zah(β) = Zh(β) e
−Sint[δ/δj] e
1
2
∫∫
jGωj
∣∣∣
j=0
= Zh(β) e
{connected diagrams} . (1.81)
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As an example let us consider the case
Sint[x] = β
∫ 1
0
dτ
( g
3!
x3 +
λ
4!
x4
)
= β
(
+
)
(1.82)
so that, to lowest order
Zah(β) = Zh(β) exp
β
_ +9 6/2!β3 + + · · ·

(1.83)
and the single diagrams read
=
λ
4!
∫ 1
0
dτ
(
Gω(0)
)2 β→∞−→ = λ
4 · 4!(mω)2 (1.84)
=
( g
3!
)2 ∫ 1
0
∫ 1
0
(
Gω(0)
)2
Gω(τ − τ ′) β→∞−→ = g
2
4(3!)2βm3ω4
(1.85)
=
( g
3!
)2 ∫ 1
0
∫ 1
0
(
Gω(τ − τ ′)
)3 β→∞−→ = g2
12(3!)2βm3ω4
.
(1.86)
Then in the zero-temperature limit
Zah(β) ≈ e−βE′0 (1.87)
E ′0 =
ω
2
(
1 +
λ
16m2ω3
− 11g
2
144m3ω5
)
(1.88)
gives the sought estimate for the vacuum energy. However, the above ex-
pression (1.83) with diagrams (1.84,1.85,1.86) computed with the finite tem-
perature Green’s function (1.79) yields (the perturbative expansion for) the
finite temperature partition function of the anharmonic oscillator described
by (1.82).
1.2.4 Problems for Section 1.2
(1) Starting from q|x〉 = x|x〉, show that q(t)|x, t〉 = x|x, t〉, where q(t) is
the position operator in the Heisemberg picture and |x, t〉 = eiHt|x〉 thus
is the eigenstate of q(t) with eigenvalue x.
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(2) Show that the classical action for the free particle on the line is Sf [xcl] =
m(x−x′)2
2t
.
(3) Show that expression (1.7) satisfies the Schrodinger equation and, setting
Kf (x, x
′; t) = eiΓ(x,x
′;t), show that Γ satisfies the modified Hamilton-
Jacobi equation ∂Γ
∂t
+ 1
2m
(
∂Γ
∂x
)2
+ V (x) = i
2m
∂2Γ
∂x2
.
(4) Show that
∫
R
dyKf (x, y; t)Kf (y, x
′; t) = Kf (x, x′; 2t).
(5) Show that by Wick rotating the final time it = σ and the worldline pa-
rameter iτ → τ one obtains the heat kernel (1.21,1.22) from the quantum
transition amplitude.
(6) Show that (1.50) satisfies (1.49).
(7) Compute the 6-point correlation function.
(8) Compute the Seeley-DeWitt coefficient a3(x, x
′) both diagrammatically
and in terms of vertex functions.
(9) Compute the classical action (1.64) for the harmonic oscillator on the
line.
(10) Show that the transition amplitude (1.63) satisfies the Schro¨dinger equa-
tion for the harmonic oscillator.
(11) Show that the propagator (1.67) satisfies the Green equation (∂2τ+(ωt)
2)∆ω(τ, τ
′) =
δ(τ, τ ′).
(12) Show that the propagator (1.76) satisfies eq. (1.75).
(13) Using Fourier transformation, derive (1.76) from (1.75).
(14) Using the geometric series obtain (1.79) from (1.78) .
(15) Check that, in the large β limit up to exponentially decreasing terms,
expressions (1.84,1.85,1.86) give the same results, both with the Green’s
function (1.76) and with (1.80).
(16) Compute the next-order correction to the vacuum energy (1.88).
(17) Compute the finite temperature partition function for the anharmonic
oscillator given by (1.82) to leading order in perturbation theory, i.e.
only consider the eight-shaped diagram.
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1.3 Path integral representation of quantum
mechanical transition amplitude: fermionic
degrees of freedom
We employ the coherent state approach to generalize the path integral to
transition amplitude of models with fermionic degrees of freedom. The sim-
plest fermionic system is a two-dimensional Hilbert space, representation of
the anticommutators algebra
{a, a†} = 1 , a2 = (a†)2 = 0 . (1.89)
The spin basis for such algebra is given by (|−〉, |+〉) where
a|−〉 = 0 , |+〉 = a†|−〉 , |−〉 = a|+〉 (1.90)
and a spin state is thus a two-dimensional object (a spinor) in such a basis.
An alternative, overcomplete, basis for spin states is the so-called “coherent
state basis” that, for the previous simple system, is simply given by the
following bra’s and ket’s
|ξ〉 = ea†ξ|0〉 = (1 + a†ξ)|0〉 → a|ξ〉 = ξ|ξ〉
〈η¯| = 〈0|eη¯a = 〈0|(1 + η¯a) → 〈η¯|a† = 〈η¯|η¯ (1.91)
and can be generalized to an arbitrary set of pairs of fermionic generators;
see Appendix 1.9 for details. Coherent states (1.91) satisfy the following
properties
〈η¯|ξ〉 = eη¯ξ (1.92)∫
dη¯dξ e−η¯ξ|ξ〉〈η¯| = 1 (1.93)∫
dξ e(λ¯−η¯)ξ = δ(λ¯− η¯) (1.94)∫
dη¯ eη¯(ρξ) = δ(ρ− ξ) (1.95)
trA =
∫
dη¯dξ e−η¯ξ〈−η¯|A|ξ〉 =
∫
dξdη¯ eη¯ξ〈η¯|A|ξ〉 . (1.96)
Let us take |φ〉 as initial state, then the evolved state will be
|φ(t)〉 = e−itH|φ〉 (1.97)
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that in the coherent state representation becomes
φ(λ¯; t) ≡ 〈λ¯|φ(t)〉 = 〈λ¯|e−itH|φ〉 =
∫
dη¯dηe−η¯η〈λ¯|e−itH|η〉φ(η¯; 0) (1.98)
where in the last equality we have used property (1.93). The integrand
〈λ¯|e−itH|η〉 in (1.98) assumes the form of a transition amplitude as in the
bosonic case. It is thus possible to represent it with a fermionic path integral.
In order to do that let us first take the trivial case H = 0 and insert N
decompositions of identity
∫
dξ¯idξi e
−ξ¯iξi |ξi〉〈ξ¯i| = 1. We thus get
〈λ¯|η〉 =
∫ N∏
i=1
dξ¯idξi exp
[
λ¯ξN −
N∑
i=1
ξ¯i(ξi − ξi−1)
]
, ξ¯N ≡ λ¯ , ξ0 ≡ η
(1.99)
that in the large N limit can be written as
〈λ¯|η〉 =
∫ ξ¯(1)=λ¯
ξ(0)=η
Dξ¯Dξ eiS[ξ,ξ¯] (1.100)
with
S[ξ, ξ¯] = i
(∫ 1
0
dτ ξ¯ξ˙(τ)− ξ¯ξ(1)
)
. (1.101)
In the presence of a nontrivial hamiltonian H the latter becomes
〈λ¯|e−itH|η〉 =
∫ ξ¯(1)=λ¯
ξ(0)=η
Dξ¯Dξ eiS[ξ,ξ¯] (1.102)
S[ξ, ξ¯] =
∫ 1
0
dτ
(
iξ¯ξ˙(τ)−H(ξ, ξ¯)
)
− iξ¯ξ(1) (1.103)
that is the path integral representation of the fermionic transition ampli-
tude. Here a few comments are in order: (a) the fermionic path integral
resembles more a bosonic phase space path integral than a configuration
space one. (b) The boundary term ξ¯ξ(1), that naturally comes out from the
previous construction, plays a role when extremizing the action to get the
equations of motion; namely, it cancels another boundary term that comes
out from partial integration. It also plays a role when computing the trace
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of an operator: see below. (c) The generalization from the above naive case
to (1.102) is not a priori trivial, because of ordering problems. In fact H may
involve mixing terms between a and a†. However result (1.102) is guaran-
teed in that form (i.e. the quantum H(a, a†) is replaced by H(ξ, ξ¯) without
the addition of counterterms) if the hamiltonian operator H(a, a†) is writ-
ten in (anti-)symmetric form: for the present simple model it simply means
HS(a, a†) = c0 + c1a + c2a† + c3(aa† − a†a). In general the hamiltonian will
not have such form and it is necessary to order it H = HS + “counterterms”,
where “counterterms” come from anticommuting a and a† in order to put
H in symmetrized form. The present ordering is called Weyl-ordering. For
details about Weyl ordering in bosonic and fermionic path integrals see [5].
Let us now compute the trace of the evolution operator. It yields
tr e−itH =
∫
dηdλ¯ eλ¯η〈λ¯|e−itH|η〉 =
∫
dη
∫ ξ¯(1)=λ¯
ξ(0)=η
Dξ¯Dξdλ¯ eλ¯(η+ξ(1))ei
∫ 1
0 (iξ¯ξ˙−H)
(1.104)
then the integral over λ¯ give a Dirac delta that can be integrated with respect
to η. Hence,
tr e−itH =
∫
ξ(0)=−ξ(1)
Dξ¯Dξ ei
∫ 1
0 (iξ¯ξ˙−H(ξ,ξ¯)) (1.105)
where we notice that the trace in the fermionic variables corresponds to a
path integral with anti-periodic boundary conditions (ABC), as opposed to
the periodic boundary conditions of the bosonic case. Finally, we can rewrite
the latter by using real (Majorana) fermions defined as
ξ =
1√
2
(
ψ1 + iψ2
)
, ξ¯ =
1√
2
(
ψ1 − iψ2) (1.106)
and
tr e−itH =
∫
ABC
Dψ ei
∫ 1
0 (
i
2
ψaψ˙a−H(ψ)) . (1.107)
In particular
2 = tr1 =
∫
ABC
Dψ ei
∫ 1
0
i
2
ψaψ˙a , a = 1, 2 . (1.108)
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For an arbitrary number of fermionic operator pairs ai , a
†
i , i = 1, ..., l, the
latter of course generalizes to
2D/2 = tr1 =
∫
ABC
Dψ ei
∫ 1
0
i
2
ψaψ˙a , a = 1, ..., D = 2l (1.109)
that sets the normalization of the fermionic path integral with anti-periodic
boundary conditions. The latter fermionic action plays a fundamental role
in the description of relativistic spinning particles, that is the subject of the
next section.
1.3.1 Problems for Section 1.3
(1) Show that the ket and bra defined in (1.91) are eigenstates of a and a†
respectively.
(2) Demonstrate properties (1.92)-(1.95).
(3) Test property (1.96) using A = 1.
(4) Obtain the equations of motion from action (1.103) and check that the
boundary terms cancel.
1.4 Non-relativistic particle in curved space
The generalization of non-relativistic particle path integrals to curved space
was source of many controversies in that past and several erroneous state-
ments are present in the literature. It was only around year 2000 that all the
doubts were dispelled. The main source of controversy was, as we shall see,
the appearance of a non-covariant counterterm. The main issue is that the
transition amplitude satisfies a Schrodinger equation with an operator H that
must be invariant under coordinate reparametrization. For an infinitesimal
reparametrization xi
′
= xi + ξi(x) the coordinate operator must transform
as xi
′
= xi + ξi(x) so that xi
′|x〉 = (xi + ξi(x))|x〉. One can easily check that
δxi = [xi, Gξ] (1.110)
where
Gξ =
1
2i
(
pkξ
k(x) + ξk(x)pk
)
(1.111)
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is the generator of reparametrization; hence
δpi = [pi, Gξ] = −1
2
(
pk∂iξ
k(x) + ∂iξ
k(x)pk
)
. (1.112)
For a finite transformation we have (we remove operator symbols for simplic-
ity)
pi′ =
∂xi
∂xi′
(
pi − i
2
∂i ln
∣∣∣∣ ∂x∂x′
∣∣∣∣ ) . (1.113)
It is thus easy to check that
(g′)1/4pi′(g′)−1/4 =
∂xi
∂xi′
g1/4pig
−1/4 (1.114)
(g′)−1/4pi′(g′)1/4 = g−1/4pig1/4
∂xi
∂xi′
(1.115)
so that the hamiltonian (we set m=1 for simplicity)
H =
1
2
g−1/4pig1/2gijpig−1/4 (1.116)
is Einstein invariant. Using the conventions
1 =
∫
dx|x〉
√
g(x)〈x| =
∫
dp
(2pi)d
|p〉〈p| (1.117)
〈x|x′〉 = δ(x− x
′)√
g(x)
, 〈p|p′〉 = δ(p− p′) (1.118)
that are consistent with
〈x|p〉 = e
ix·p
g1/4(x)
(1.119)
it is easy to convince oneself that
〈x|pi|p〉 = −ig−1/4∂ig1/4 e
ix·p
g1/4(x)
(1.120)
i.e. the momentum operator in the coordinate representation is given by
pi = −ig−1/4∂ig1/4 and the hamiltonian above reduces to
H(x) = − 1
2
√
g
∂i
√
ggij∂j (1.121)
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that is the known expression for the laplacian in curved space.
We want now to use the hamiltonian (1.116) to obtain a particle path inte-
gral in curved space as we did in the previous sections. The tricky point now
is that, unlike in the flat case, since the metric is space-dependent the hamil-
tonian cannot be written in the form T (p)+V (x). Hence the Trotter formula
cannot be applied straightforwardly. One possible way out to this problem
is to re-write H with a particular ordering that allows to apply a Trotter-like
formula. One possibility relies on the Weyl ordering that amounts to re-write
an arbitrary phase-space operator as a sum of a symmetric (in the canonical
variables) operator plus a remainder
O(x, p) = Os(x, p) + ∆O ≡ Ow(x, p) . (1.122)
For example
xipj =
1
2
(
xipj + pjx
i
)
+
1
2
[xi, pj] =
(
xipj
)
s
+
i
2
δij ≡
(
xipj
)
w
. (1.123)
The simple reason why this is helpful is that
〈x|Ow(x,p)|x′〉 =
∫
dp 〈x|Ow(x,p)|p〉〈p|x′〉 =
∫
dp Ow
(x+ x′
2
, p
)〈x|p〉〈p|x′〉 .
(1.124)
For the path integral we can thus slice the evolution operator, as we did in
flat space, insert decompositions of unity in terms of position and momentum
eigenstates and get
K(x, x′; t) =
∫ (N−1∏
l=1
dxl
√
g(xl)
)(
N∏
k=1
dpk
2pi
)
N−1∏
k=1
〈xk|
(
e−iH
)
w
|pk〉〈pk|xk−1〉
(1.125)
where sliced operators are taken to be Weyl-ordered. The Trotter-like for-
mula now consists in the statement
(
e−iH
)
w
≈ e−iHw , that allows to use the
above expression to get
K(x, x′; t) = [g(x)g(x′)]−1/4
∫ (N−1∏
l=1
dxl
)(
N∏
k=1
dpk
2pi
)
× exp
{
i
N∑
k=1

[
pk · xk − xk−1

−Hw(x¯k, pk)
]}
(1.126)
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where x¯k =
1
2
(xk + xk−1). The Einstein-invariant hamiltonian given above,
when Weyl-ordered gives rise to the expression
Hw(x,p) =
1
2
(
gij(x)pipj
)
s
+ VTS(x) (1.127)
where
VTS =
1
8
(
−R + gijΓbiaΓajb
)
. (1.128)
Therefore we note that the slicing of the evolution operator in curved space
produces a non-covariant potential. This might be puzzling at first. However,
let us point out that a discretized particle action cannot be Einstein-invariant,
so the non-covariant potential is precisely there to “compensate” the break-
ing of Lorentz invariance due to discretization. In other words discretization
works as a regularization and VTS is the counterterm to ensure covariance
of the final result, that is the renormalization condition. We shall see that,
in perturbation theory, this regularization plays the same role as in conven-
tional QFT in that it regulates diverging Feynman diagrams. The continuous
(formal) limit of the above integral yields the phase space path integral. One
may also integrate out momenta as they appear at most quadratic and get
K(x, x′; t) = [g(x)g(x′)]−1/4
∫ (N−1∏
l=1
dxl
)
1
(i2pi)Nd/2
N∏
k=1
√
g(x¯k)
× exp
{
i
∑
k

[
1
2
gij(x¯k)
xik − xik−1

xjk − xjk−1

− VTS(x¯k)
]}
.
(1.129)
This is the configuration space path integral that, in the continuum limit, we
indicate with
K(x, x′; t) =
∫ x(t)=x
x(0)=x′
Dx eiSTS [x] (1.130)
where
STS[x] =
∫ t
0
dτ
[1
2
gij(x(τ))x˙
ix˙j − VTS(x(τ))
]
(1.131)
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is the particle action in curved space and
Dx ∼
∏
0<τ<t
√
g(x(τ))ddx(τ) (1.132)
is the Einstein invariant formal measure. The action above corresponds to
what is called a “non-linear sigma model” as the metric, in general, is x-
dependent. For such reason the above path integral, in general, is not an-
alytically solvable. One must thus rely on approximation methods such a
perturbation theory, or numerical implementations. In a short-time pertur-
bative approach we can expand the metric about a fixed point, for example
the final point of the path
gij(x(τ)) = gij + ∂lgij(x
l(τ)− x′l) + 1
2
∂k∂lgij(x
k(τ)− x′k)(xl(τ)− x′l) + · · ·
(1.133)
where the tensors are evaluated at x′. The latter expansion leads to a free ki-
netic terms and an infinite set of vertices. These vertices, unlike the potential
vertices of the flat case involve derivatives, i.e. they give rise to derivative
interactions. These interaction vertices lead to some divergences in single
Feynman diagrams that must be treated with a regularization scheme. It is
in this sense that the time slicing provides a regularization in the QFT sense.
However other regularization schemes can be employed and they will be ac-
companied with different counterterms. One possibility is to expand the field
x(τ) in a function basis: taking the number of basis vectors finite provides
a regularization similar to the hard cut-off of ordinary QFT. Of course this
regularization, named Mode Regularization (MR), as well breaks Einstein
invariance and a non-covariant counterterm must be provided. Another reg-
ularization scheme, that only works at the perturbative level is Dimensional
Regularization (DR) where one dimensionally extends the one-dimensional τ
space and compute dimensionally-extended Feynman diagrams. Unlike TS
and MR, DR only needs a covariant counterterm that is nothing but −1
8
R.
On the other hand DR is an only-perturbative regularization meaning that it
allows to regularize diagrams, whereas DR and MR can be used at the non-
perturbative (numerical) level as they provide a specific representation of the
measure. Let as conclude by mentioning a technical issue that can be faced
in a rather neat way. The above formal measure involve a
√
g(τ) for each τ
point. In other words the measure is not Poincare` invariant. One may how-
ever exponentiate such measure using auxiliary fields, so-called ”Lee-Yang”
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ghosts, namely∏
0<τ<t
√
g(x(τ)) =
∫
DaDbDc ei
∫ t
0 dτ
1
2
gij(x(τ))(a
iaj+bicj) (1.134)
with a’s being bosonic fields and b’s and c’s fermionic fields; Da ≡∏τ dda(τ)
and the same for b and c. The full measure DxDaDbDc is now Poincare` in-
variant. In the perturbative approach where gij is expanded in power series,
the ghost action provides new vertices involving ghost and x fields, without
derivatives. These new vertices collaborate in cancelling divergences in Feyn-
man diagrams: the ghost propagator is proportional to δ(τ−τ ′) and can thus
cancel divergences coming from derivatives of the x propagator that involve
Dirac deltas as well.
1.4.1 Problems for Section 1.4
(1) Compute δxi and δpi using the rules (1.110) and (1.112).
(2) Show that [pi, x
j] = −i[Ω−1∂iΩ, xj] = −iδji
(3) Show that (x2p)s ≡ 13(x2p+xpx+px2) = 14(x2p+ 2xpx+px2) = 12(x2p+
px2)
(4) Show that (x2p2)s ≡ 16(x2p2 + xpxp + xp2x + pxpx + p2x2 + px2p) =
1
4
(x2p2 + 2xp2x+ p2x2)
1.5 Relativistic particles: bosonic particles
and O(N) spinning particles
We consider a generalization of the previous results to relativistic particles
in flat space. In order to do that we start analyzing particle models at
the classical level, then consider their quantization, in terms of canonical
quantization and path integrals.
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1.5.1 Bosonic particles: symmetries and quantization.
The worldline formalism
For a nonrelativistic free particle in d-dimensional space, at the classical level
we have
S[x] =
m
2
∫ t
0
dτ x˙2 , x = (xi) , i = 1, ..., d (1.135)
that is invariant under a set of continuous global symmetries that correspond
to an equal set of conserved charges.
• time translation δxi = ξx˙i −→ E = m
2
x˙2, the energy
• space translations δxi = ai −→ P i = mx˙i, linear momentum
• spatial rotations δxi = θijxj −→ Lij = m(xix˙j − xjx˙i), angular
momentum
• Galilean boosts δxi = vit −→ xi0 : xi = xi0 + P it, center of mass
motion.
These symmetries are isometries of a one-dimensional euclidean space (the
time) and a three-dimensional euclidean space (the space). However the
latter action is not, of course, Lorentz invariant.
A Lorentz-invariant generalization of the free-particle action can be sim-
ply obtained by starting from the Minkowski line element ds2 = −dt2 + dx2.
For a particle described by x(t) we have ds2 = −(1− x˙2)dt2 that is Lorentz-
invariant and measures the (squared) proper time of the particle along its
path. Hence the action (referred to as geometric action) for the massive free
particle reads
S[x] = −m
∫ t
0
dt
√
1− x˙2 (1.136)
that is, by construction, invariant under the Poincare` group of transforma-
tions
• x′µ = Λµνxν + aµ , xµ = (t, xi) , Λ ∈ SO(1, 3) , aµ ∈ R1,3
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the isometry group of Minkowski space. Conserved charges are four-momentum,
angular momentum and center of mass motion (from Lorentz boosts). The
above action can be reformulated by making x0 a dynamical field as well in
order to render the action explicitly Lorentz-invariant. It can be achieved by
introducing a gauge symmetry. Hence
S[x] = −m
∫ 1
0
dτ
√−ηµν x˙µx˙ν (1.137)
where now ˙ = d
dτ
, and ηµν is the Minkowski metric. The latter is indeed
explicitly Lorentz-invariant as it is written in four-tensor notation and it also
gauge invariant upon the reparametrization τ → τ ′(τ). Action (1.136) can be
recovered upon gauge choice x0 = tτ . Yet another action for the relativistic
particle can be obtained by introducing a gauge fields, the einbein e, that
renders explicit the above gauge invariance.
S[x, e] =
∫ 1
0
dτ
(
1
2e
x˙2 − m
2e
2
)
. (1.138)
For an infinitesimal time reparametrization
δτ = −ξ(τ) , δxµ = ξx˙µ , δe = (eξ)• (1.139)
we have δS[x, e] =
∫
dτ
(
ξL
)•
= 0. Now a few comments are in order: (a)
action (1.137) can be recovered by replacing e with its on-shell expression;
namely,
0 = m2 +
1
e2
x˙2 ⇒ e =
√−x˙2
m
; (1.140)
(b) unlike the above geometric actions, expression (1.138), that is known
as Brink-di Vecchia-Howe action, is also suitable for massless particles; (c)
equation(1.138) is quadratic in x and therefore is more easily quantizable. In
fact we can switch to phase-space action by taking pµ =
∂L
∂x˙µ
= x˙µ/e (e has
vanishing conjugate momentum, it yields a constraint)
S[x, p, e] =
∫ 1
0
dτ
[
pµx˙
µ − e1
2
(
p2 +m2
)]
(1.141)
which is like a standard (nonrelativistic) hamiltonian action, with hamilto-
nian H = e1
2
(
p2 + m2
) ≡ eH0 and phase space constraint H0 = 0. The con-
straint H0 works also as gauge symmetry generator δx
µ = {xµ, ξH0} = ξpµ
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and, by requiring that δS = 0, one gets δe = ξ˙. Here { , } are Poisson
brackets.
Upon canonical quantization the dynamics is governed by a Schro¨dinger
equation with hamiltonian operator H and the constraint is an operatorial
constraint that must be imposed on physical states
i∂τ |φ(τ)〉 = H|φ(τ)〉 = eH0|φ(τ)〉 = 0 (1.142)
⇒ (p2 +m2)|φ〉 (1.143)
with |φ〉 being τ independent. In the coordinate representation (1.143) is
nothing but Klein-Gordon equation. In conclusion the canonical quantiza-
tion of the relativistic, 1d-reparametrization invariant particle action (1.138)
yields Klein-Gordon equation for the wave function. This is the essence
of the “worldline formalism” that uses (the quantization) of particle mod-
els to obtain results in quantum field theory (see [7] for a review of the
method). Another important comment here is that the local symmetry (1d
reparametrization) ensures the propagation of physical degrees of freedom;
i.e. it guarantees unitarity. Before switching to path integrals let us con-
sider the coupling to external fields: in order to achieve that, one needs to
covariantize the particle momentum in H0. For a coupling to a vector field
pµ → piµ = pµ − qAµ ⇒ {piµ, piν} = qFµν (1.144)
H0 =
1
2
(
ηµνpiµpiν +m
2
)
(1.145)
and
S[x, p, e;Aµ] =
∫ 1
0
dτ
[
pµx˙
µ − e1
2
(
pi2 +m2
)]
(1.146)
with q being the charge of the particle and Fµν the vector field strength.
Above the vector field is in general nonabelian Aµ = A
a
µTa and Ta ∈ Lie
algebra of a gauge group G. For the bosonic particle, (minimal) coupling
to gravity is immediate to achieve, and amounts to the replacement ηµν →
gµν(x); for a spinning particle it would be rather more involved (see e.g. [8]),
but will not be treated here. In order to switch to configuration space we
just solve for piµ in (1.146), piµ = ηµν x˙
ν/e and get
S[x, e;Aµ] =
∫ 1
0
dτ
[ 1
2e
x˙2 − e
2
m2 + qx˙µAµ
]
(1.147)
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so, although the hamiltonian involves a term quadratic in Aµ, the coupling
between particle and external vector field in configuration space is linear.
Moreover, for an abelian vector field, action (1.147) is gauge invariant upon
Aµ → Aµ + ∂µα. For a nonabelian vector field, whose gauge transformation
is Aµ → U−1(Aµ− i∂µ)U , with U = eiα action (1.147) is not gauge invariant;
however in the path integral the action enters in the exponent so it is possible
to give the following gauge-invariant prescription
eiS[x,e;Aµ] −→ tr (PeiS[x,e;Aµ]) (1.148)
i.e. we replace the simple exponential with a Wilson line. Here P defines the
“path ordering” that, for the worldline integral eiq
∫ 1
0 x˙
µAµ , is nothing but the
“time-ordering” mentioned in footnote 1; namely
Peiq
∫ 1
0 x˙
µAµ = 1 + iq
∫ 1
0
dτ x˙µAµ + (iq)
2
∫ 1
0
dτ1 x˙
µ1Aµ1
∫ τ1
0
dτ2 x˙
µ2Aµ2 + · · ·
(1.149)
that transforms covariantly Peiq
∫ 1
0 x˙
µAµ → U−1Peiq
∫ 1
0 x˙
µAµU , so that the trace
is gauge-invariant, and that, for abelian fields, reduces to the conventional
expansion for the exponential.
Let us now consider a path integral for the action (1.147). For convenience
we consider its Wick rotated (iτ → τ) version (we also change q → −q)
S[x, e;Aµ] =
∫ 1
0
dτ
[ 1
2e
x˙2 +
e
2
m2 + iqx˙µAµ
]
(1.150)
for which the path integral formally reads∫
DxDe
Vol (Gauge)
e−S[x,e;Aµ] (1.151)
where “Vol (Gauge)” refers to the fact that we have to divide out all config-
urations that are equivalent upon gauge symmetry, that in this case reduces
to 1d reparametrization. The previous path integral can be taken over two
possible topologies: on the line where x(0) = x′ and x(1) = x, and on the
circle for which bosonic fields have periodic boundary conditions, in particu-
lar x(0) = x(1). However, such path integrals can be used to compute more
generic tree-level and (multi-)loop graphs [9, 10].
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QM Path integral on the line: QFT propagator
Worldline path integrals on the line are linked to quantum field theory prop-
agators. In particular, for the above 1d-reparametrization invariant bosonic
model, coupled to external abelian vector field, one obtains the full propaga-
tor of scalar quantum electrodynamics (QED), i.e. a scalar propagator with
insertion of an arbitrary number of couplings to Aµ.
On the line we keep fixed the extrema of x(τ) and the gauge parameter
is thus constrained as ξ(0) = ξ(1) = 0, and the einbein can be gauge-away
to an arbitrary positive constant eˆ ≡ 2T where
2T ≡
∫ 1
0
dτ e , δ(2T ) =
∫ 1
0
dτ
(
eξ
)•
= 0 (1.152)
and therefore
De = dTDξ (1.153)
where Dξ is the measure of the gauge group. Moreover there are no Killing
vector as (eˆξ)• = 0 on the line has only a trivial solution ξ = 0. Hence the
gauge-fixed path integral reads〈
φ(x)φ(x′)
〉
A
=
∫ ∞
0
dT
∫ x(1)=x
x(0)=x′
Dx e−S[x,2T ;Aµ] (1.154)
and
S[x, 2T ;Aµ] =
∫ 1
0
dτ
( 1
4T
x˙2 + Tm2 + iqx˙µAµ
)
(1.155)
is the gauge-fixed action. For Aµ = 0 it is easy to convince oneself that (1.154)
reproduces the free bosonic propagator; in fact∫ ∞
0
dT
∫ x(1)=x
x(0)=x′
Dx e−
∫ 1
0 (
x˙2
4T
+Tm2) =
∫ ∞
0
dT 〈x|e−T (p2+m2)|x′〉
= 〈x| 1
p2 +m2
|x′〉 . (1.156)
In perturbation theory, about trivial vector field background, with perturba-
tion by Aµ(x) =
∑
i 
i
µe
ipi·x, i.e. sum of external photons, expression (1.154)
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is nothing but the sum of the following Feynman diagrams
∫ ∞
0
dT
∫ x(1)=x
x(0)=x′
Dx e−S[x,2T ;Aµ] =+
+++ · · · (1.157)
as two types of vertices appear in scalar QED
iqAµ(φ¯∂µφ− φ∂µφ¯) −→  , q2AµAµφ¯φ −→ 
(1.158)
i.e. the linear vertex and the so-called “seagull” vertex. It is interesting
to note that the previous expression for the propagator of scalar QED was
already proposed by Feynman in his famous “Mathematical formulation of
the quantum theory of electromagnetic interaction,” [11] where he also in-
cluded the interaction with an arbitrary number of virtual photons emitted
and re-absorbed along the trajectory of the scalar particle.
QM Path integral on the circle: one loop QFT effective action
Worldline path integrals on the circle are linked to quantum field theory one
loop effective actions. With the particle model of (1.150) it yields the one loop
effective action of scalar QED. The gauge fixing goes similarly to previous
case, except that on the circle we have periodic conditions ξ(0) = ξ(1). This
leaves a non-trivial solution, ξ = constant, for the Killing equation that
corresponds to the arbitrariness on the choice of origin of the circle. One
takes care of this further symmetry, dividing by the length of the circle itself.
Therefore
Γ[Aµ] =
∫ ∞
0
dT
T
∫
PBC
Dx e−S[x,2T ;Aµ] (1.159)
yields the worldline representation for the one loop effective action for scalar
QED. Perturbatively the latter corresponds to the following sum of one par-
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ticle irreducible Feynman diagrams
Γ[Aµ] =
∑
 (1.160)
i.e. it corresponds to the sum of one-loop photon amplitudes. The figure
above is meant to schematically convey the information that scalar QED
effective action involves both types of vertices. Further details about the
many applications of the previous effective action representation will be given
in chapter 2.
1.5.2 Spinning particles: symmetries and quantization.
The worldline formalism
We can extend the phase space bosonic form by adding fermionic degrees of
freedom. For example we can add Majorana worldline fermions that carry a
space-time index µ and an internal index i and get
Isf [x, p, ψ] =
∫ 1
0
dτ
(
pµx˙
µ +
i
2
ψµiψ˙
µ
i
)
, i = 1, . . . , N . (1.161)
The latter expression is invariant under the following set of continuous global
symmetries, with their associated conserved Noether charges
• time translation: δxµ = ξpµ , δpµ = δψµi = 0 −→ H0 = 12pµpµ
• supersymmetries: δxµ = iiψµi , δpµ = 0 , δψ
µ
i = −ipµ −→ Qi =
pµψ
µ
i
• O(N) rotations: δxµ = δpµ = 0 , δψµi = αijψ
µ
j −→ Jij = iψµiψµj
with arbitrary constant parameters ξ, i, αij, and αij = −αij. Conserved
charged also work as symmetry generators δz = {z, g} with z = (x, p, ψ) and
G = ΞAGA ≡ ξH0 + iiQi+ 12αijJij, and { , } being graded Poisson brackets;
in flat space the generators GA satisfies a first-class algebra {GA, GB} =
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CCABGC , see [8] for details. Taking the parameters to be time-dependent we
have that the previous symplectic form transforms as
δIsf [x, p, ψ] =
∫ 1
0
dτ
(
ξ˙H0 + i˙iQi +
1
2
α˙ijJij
)
(1.162)
so that we can add gauge fields E = (e, χi, aij) and get the following locally-
symmetric particle action
S[x, p, ψ, E] =
∫ 1
0
dτ
(
pµx˙
µ +
i
2
ψµiψ˙
µ
i − eH0 − iχiQi −
1
2
aijJij
)
. (1.163)
This is a spinning particle model with gauged O(N)-extended supersymme-
try. The fact that the symmetry algebra is first class ensures that (1.163)
is invariant under the local symmetry generated by G = ΞA(τ)GA, provided
the fields E transform as
δe = ξ˙ + 2iχii
δχi = ˙i − aijj + αijχj
δaij = α˙ij + αimamj − aimαmj
(1.164)
from which it is clear that they are gauge fields.
Upon canonical quantization Poisson brackets turn into (anti-)commutators
[pµ, x
ν ] = −iδνµ , {ψµi , ψνj } = δijηµν , where { , } now represent anti-commutators.
One possible representation of the previous fermionic algebra, that is noth-
ing but a multi-Clifford algebra, is the spin-basis, where ψµi are represented
as Gamma-matrices. So, in the spin-basis and in bosonic coordinate rep-
resentation the wave function is a multispinor φα1···αN (x) where ψ
µ
i acts as
Gamma-matrix on the i−th α−index. First class constraints again act a` la
Dirac-Gupta-Bleuler on the wave function. In particular the susy constraints
Qi|φ〉 = 0 −→
(
γµ
)
αiα˜i
∂µφα1···α˜i···αN (x) = 0 (1.165)
amount to N massless Dirac equations, whereas the O(N) constraints
Jij|φ〉 = 0 −→
(
γµ
)
αiα˜i
(
γµ
)
αj α˜j
φα1···α˜i···α˜j ···αN (x) = 0 (1.166)
are “irreducibility” constraints, i.e. they impose the propagation of a field
that is described by a single Young tableau of SO(1, D−1), withN/2 columns
and D/2 rows. The previous set of constraints yields Bargmann-Wigner
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equations for spin-N/2 fields in flat space. For generic N only particle models
in even dimensions are non-empty, whereas for N ≤ 2 the O(N) constraints
are either trivial or abelian and the corresponding spinning particle models
can be extended to odd-dimensional spaces.
Coupling to external fields is now much less trivial. Coupling to gravity
can be achieved by covariantizing momenta, and thus susy generators; how-
ever, for N > 2, in a generically curved background the constraints algebra
ceases to be first class. For conformally flat spaces the algebra turns into a
first-class non-linear algebra that thus describes the propagation of spin-N/2
fields in such spaces [8].
N = 1 spinning particle: coupling to vector fields
We consider the spinning particle model with N = 1 that describes the first
quantization of a Dirac field. For the free model, at the classical level, the
constraint algebra is simply
{Q,Q} = −2iH0 , {Q,H0} = 0 (1.167)
that is indeed first class. To couple the particle model to an external vector
field we covariantize the momentum as in (1.144), and consequently
Q ≡ piµψµ , {Q,Q} = −2iH (1.168)
with
H =
1
2
ηµνpiµpiν +
i
2
qFµνψ
µψν (1.169)
and the phase-space locally symmetric action reads
S[x, p, ψ, e, χ;Aµ] =
∫ 1
0
dτ
[
pµx˙
µ +
i
2
ψµψ˙
µ − eH − iχQ
]
(1.170)
whereas
S[x, ψ, e, χ;Aµ] =
∫ 1
0
dτ
[ 1
2e
ηµν(x˙
µ − iχψµ)(x˙ν − iχψν) + i
2
ψµψ˙
µ
+ qx˙µAµ − eq i
2
Fµνψ
µψν
]
(1.171)
is the locally symmetric configuration space action where, along with the
bosonic coupling found previously, a Pauli-type coupling between field strength
and spin appears.
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QM Path integral on the circle: one loop QFT effective action
We now consider the above spinning particle models on a path integral on
the circle, i.e. we consider the one loop effective actions produced by the
spin-N/2 fields whose first quantization is described by the spinning particle
models. On the circle (fermionic) bosonic fields have (anti-)periodic bound-
ary conditions. It is thus not difficult to convince oneself that gravitini χi
can be gauged-away completely. For the N = 1 model of the previous section
this yields the spinor QED effective action
Γ[Aµ] =
∫ ∞
0
dT
2T
∫
PBC
Dx
∫
ABC
Dψ e−S[x,ψ,2T,0;Aµ] (1.172)
with
S[x, ψ, 2T, 0;Aµ] =
∫ 1
0
dτ
[ 1
4T
x˙2 +
1
2
ψµψ˙
µ + iqx˙µAµ − iT qFµνψµψν
]
(1.173)
being the (euclidean) gauge-fixed spinning particle action, that is globally
supersymmetric. Perturbatively the previous path integral is the sum of one
particle irreducible diagrams with external photons and a Dirac fermion in
the loop.
For arbitrary N we will not consider the coupling to external fields as it
too much of an involved topic to be covered here. The interested reader may
consult the recent manuscript [12] and references therein. Let us consider
the circle path integral for the free O(N)−extended spinning particle. The
euclidean configuration space action can be obtained from (1.163) by solving
for the particle momenta and Wick rotating. We thus get
S[x, ψ,E] =
∫ 1
0
dτ
[ 1
2e
ηµν(x˙
µ − χiψµi )(x˙ν − χiψνi ) +
1
2
ψµψ˙
µ − 1
2
aijψµiψ
µ
j
]
(1.174)
that yields the circle path integral
Γ =
1
Vol (Gauge)
∫
PBC
DxDeDa
∫
ABC
DψDχ e−S[x,ψ,E] . (1.175)
Using (1.164), with antiperiodic boundary conditions for fermions, gravitini
can be gauged away completely, χi = 0. On the other hand O(N) gauge
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fields enter with periodic boundary conditions and cannot be gauged away
completely. In fact, as shown in [13] they can be gauged to a skew-diagonal
constant matrix parametrized by n = [N/2] angular variables, θk. The whole
effective action is thus proportional to the number of degrees of freedom of
fields described by a Young tableau with n columns and D/2 rows. Such
Young tableaux correspond to the field strengths of higher-spin fields. For
D = 4 this involves all possible massless representations of the Poincare´
group, that at the level of gauge potentials are given by totally symmetric
(spinor-) tensors, whereas for D > 4 it corresponds to conformal multiplets
only.
1.5.3 Problems for Section 1.5
(1) Use the Noether trick to obtain the conserved charges for the free particle
described by the geometric action (1.136).
(2) Repeat the previous problem with action (1.137).
(3) Show that the interaction term Lint = qx˙
µAµ, with A
µ = (φ,A), yields
the Lorentz force.
(4) Show that, with time-dependent symmetry parameters, the symplectic
form transforms as (1.162).
(5) Show that action (1.173) is invariant under global susy δxµ = ψµ , δψµ =
− 1
2T
x˙µ.
1.6 Final Comments
What included in the present manuscript is an expanded version of a set
of lectures I gave in Morelia (Mexico) in November 2012, in the Physics
Department of the University of Modena in January 2013, and in the VIII
“Escuela de F´ısica Fundamental” held in Hermosillo (Mexico) in August
2013. In these lectures I reviewed some elementary material on particle path
integrals and introduced a list of (more or less) recent topics where particle
path integrals can be efficiently applied. In particular I pointed out the role
that some locally-symmetric relativistic particle models have in the first-
quantized description of higher spin fields [14]. However the list of topics
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reviewed here is by no means complete. Firstly, coupling to external gravity
has been overlooked (it will be partly covered by Christian in chapter 2.)
In fact, path integrals in curved spaces involve nonlinear sigma models and
perturbative calculations have to be done carefully as superficial divergences
appear. Although this issue is well studied and understood by now, it had
been source of controversy (and errors) in the past (see [15] for a review.)
Moreover, for the O(N) spinning particle models discussed above, coupling to
gravity is not straightforward as (for generic N) the background appears to
be constrained [8] and the symmetry algebra is not linear and thus the topic
is an on-going research argument (for a recent review see [16] and references
therein.)
Some other modern applications of particle path integrals that have not
been covered here, include: the numerical worldline approach to the Casimir
effect [17], AdS/CFT correspondence and string dualities [18], photon-graviton
amplitudes computations [19], nonperturbative worldline methods in QFT [6,
20], QFT in curved space time [21], the worldgraph approach to QFT [10],
as well as the worldline approach to QFT on manifolds with boundary [22]
and to noncommutative QFT [23].
1.7 Appendix A: Natural Units
In quantum field theory it is often convenient to use so called “natural units”:
for a generic physical quantity X, its physical units can always be express in
terms of energy, angular-momentum × velocity and angular momentum as
[X] = Ea(Lc)bLc = mαlβtγ (1.176)
with
a = α− β − γ
b = β − 2α
c = γ + 2α .
(1.177)
Therefore, if velocities are measured in units of the speed of light c and
angular momenta are measured in units of the Planck constant ~, and thus
are numbers, we have the natural units for X given by
[X]
∣∣
n.u.
= Eα−β−γ , (~c)
∣∣
n.u.
= 1 , ~
∣∣
n.u.
= 1 (1.178)
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and energy is normally given in MeV. Conversion to standard units is then
easily obtained by using
~c = 1.97× 10−11 MeV · cm , ~ = 6.58× 10−22 MeV · s . (1.179)
For example a distance expressed in natural units by d = 1 (MeV)−1, corre-
sponds to d = 1.97× 10−11 cm.
Another set of units, very useful in general relativity, makes use of the
Newton constant G (divided by c2) and the speed of light. The first in fact
has dimension of inverse mass times length. For a generic quantity we thus
have
[X] = lavb(m−1l)c = mαlβtγ (1.180)
with
a = α + β + γ
b = −γ
c = −α .
(1.181)
Therefore, if velocities are measured in units of the speed of light c and m−1l
measured in units of G/c2, and thus are numbers, we have the geometric
units for X given by
[X]
∣∣
g.u.
= mα+β+γ , (c)
∣∣
g.u.
= 1 ,
G
c2
∣∣
g.u.
= 1 (1.182)
and length is normally given in (centi)meters. Conversion to standard units
is then easily obtained by using
c
∣∣
i.s.
= 3× 108 m s−1 , G
c2
∣∣
i.s.
= 7.425× 10−28 m kg−1 . (1.183)
Then for an arbitrary quantity we have
X
∣∣
i.s.
= x|g.u.c−γ
(
G
c2
)−α
︸ ︷︷ ︸
x|i.s.
kgα mβ sγ (1.184)
where x’s are numbers. For example, for the electron mass we have
me|i.s. = 9.11× 10−31 kg , −→︸︷︷︸
α=1, β=γ=0
me|g.u. = 6.76× 10−58 m . (1.185)
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The mass in geometric units represents (half of) the Schwarzschild radius of
the particle, rS. For astronomical objects it is a quite important quantity as
it represents the event horizon in the Schwarzschild metric (for the sun we
have 2M ≈ 3 km). Such horizon does not depend on the mass density only
on the mass; on the other hand the physical radius does depend on the mass
density. Then, if rS ≥ Rphys the object is very dense (the mass of the sun
condensed in a sphere smaller than 3 km!) and the horizon appears outside
the physical radius where the Schwarzschild solution is valid (for r < Rphys
the Schwarzchild solution is not valid). Only in that case does the spherical
object give rise to a horizon and the object is a “black hole”.
To conclude let us just mention another set of units, the Planck units,
where G = c = ~ = (4pi0)−1 = kB = 1, that is, all physical quantities are
represented by numbers.
1.8 Appendix B: Action principle and func-
tional derivative
We briefly review the action principle for a particle as a way to introduce
functional derivatives. A particle on a line is described by the action
S[x] =
∫ t
0
dτ L(x, x˙) (1.186)
with x(τ) describing the “path” of the particle from time 0 to time t. The
classical path with fixed boundary conditions x(0) = x′ and x(t) = x is
the one that stabilizes the functional. Considering a small variation δx(τ),
centered on an arbitrary path x(τ) with the above b.c.’s, so that δx(0) =
δx(t) = 0, we have
δS[x] =
∫ t
0
dτ δx(τ)
(
∂L
∂x
− d
dτ
∂L
∂x˙
)
(1.187)
as linear variation of the action, that can be interpreted as functional differen-
tial of the action functional, in strict analogy with multivariable differentials
of a function. The functional derivative of the action functional can thus be
defined as
δS[x]
δx(τ)
=
∂L
∂x
− d
dτ
∂L
∂x˙
(1.188)
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and the Euler-Lagrange equation thus follows from the vanishing of the func-
tional derivative. That is we can treat x(τ) as a set of independent real
variables, with a continuum index τ as use the analogy with multivariable
calculus to define the rules for the functional derivative, that are as follows
1. δx(τ
i)
δx(τ j)
= δ(τ i − τ j), generalization of ∂xi
∂xj
= δij;
2. δ
δx(τ)
(
ST
)
= δS
δx(τ)
T + S δT
δx(τ)
, the Leibnitz rule;
3. is y(τ) can be seen as a functional of τ we can use the ”functional chain
rule”, δS[y]
δx(τ)
=
∫
dτ ′ δS[y]
δy(τ ′)
δy(τ ′)
δx(τ)
.
The above analogy also allows to use indexed variables xi as shortcuts for
functions x(τ i) and (implied) sums
∑
i as shortcut for integrals
∫
dτ i.
1.9 Appendix C: Fermionic coherent states
This is a compendium of properties of fermionic coherent states. Further
details can be found for instance in [24].
The even-dimensional Clifford algebra
{ψM , ψN} = δMN , M,N = 1, . . . , 2l (1.189)
can be written as a set of l fermionic harmonic oscillators (the index M may
collectively denote a set of indices that may involve internal indices as well as
a space-time index), by simply taking complex combinations of the previous
operators
am =
1√
2
(
ψm + iψm+l
)
(1.190)
a†m =
1√
2
(
ψm − iψm+l) , m = 1, . . . , l (1.191)
{am, a†n} = δmn (1.192)
and it can be thus represented in the vector space spanned by the 2l or-
thonormal states |k〉 = ∏m(a†m)km|0〉 with am|0〉 = 0 and the vector k has
elements taking only two possible values, km = 0, 1. This basis (often called
spin-basis) yields a standard representation of the Clifford algebra, i.e. of
the Dirac gamma matrices.
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An alternative overcomplete basis is given by the coherent states that are
eigenstates of creation or annihilation operators
|ξ〉 = ea†mξm |0〉 → am|ξ〉 = ξm|ξ〉 = |ξ〉ξm (1.193)
〈η¯| = 〈0|eη¯mam → 〈η¯|a†m = 〈η¯|η¯m = η¯m〈η¯| . (1.194)
Below we list some of the useful properties satisfied by these states. Using the
Baker-Campbell-Hausdorff formula eXeY = eY eXe[X,Y ], valid if [X, Y ] = c-
number, one finds
〈η¯|ξ〉 = eη¯·ξ (1.195)
that in turn implies
〈η¯|am|ξ〉 = ξm〈η¯|ξ〉 = ∂
∂η¯m
〈η¯|ξ〉 (1.196)
〈η¯|a†m|ξ〉 = η¯m〈η¯|ξ〉 (1.197)
so that { ∂
∂η¯m
, η¯n} = δmn . Defining
dη¯ = dη¯l · · · dη¯1 , dξ = dξ1 · · · dξl (1.198)
so that dη¯dξ = dη¯1dξ
1dη¯2dξ
2 · · · dη¯ldξl, one finds the following relations∫
dη¯dξ e−η¯·ξ = 1 (1.199)∫
dη¯dξ e−η¯·ξ |ξ〉〈η¯| = 1 (1.200)
where 1 is the identity in the Fock space. One can also define a fermionic
delta function with respect to the measure (1.198) by
δ(η¯ − λ¯) ≡ (η¯1 − λ¯1) · · · (η¯l − λ¯l) =
∫
dξ e(λ¯−η¯)·ξ . (1.201)
Finally, the trace of an arbitrary operator can be written as
TrA =
∫
dη¯dξ e−η¯·ξ〈−η¯|A|ξ〉 =
∫
dξdη¯ eη¯·ξ〈η¯|A|ξ〉 . (1.202)
As a check one may compute the trace of the identity
Tr 1 =
∫
dξdη¯ eη¯·ξ〈η¯|ξ〉 =
∫
dξdη¯ e2η¯·ξ = 2l . (1.203)
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1.10 Appendix D: Noether theorem
The Noether theorem is a powerful tool that relates continuous global sym-
metries to conserved charges. Let us consider a particle action S[x]: dynamics
associated to this action is the same as that obtained from the action S ′[x]
that differs from S[x] by a boundary term, i.e. S ′[x] ∼= S[x]. Then, if a con-
tinuous transformation of fields δxi = α∆xi, parametrized by a continuous
parameter α, yields S[x + α∆x] = S ′[x] , ∀xi(τ), the action is said to be
symmetric upon that transformation. Moreover, taking the parameter to be
time-dependent the variation of the action will be given by
δS ≡ S[x+ α∆x]− S ′[x] =
∫
dτ α˙Q . (1.204)
The latter tells us that if we have a continuous symmetry then
α˙ = 0 ⇒ δS = 0 . (1.205)
Moreover, for α(τ) and for an arbitrary trajectory x(τ), the variation of the
action does not vanish. However, it does vanish (∀α(τ)) on the mass shell of
the particle, i.e. imposing equations of motion. Hence
d
dτ
Q
∣∣
on−shell = 0 (1.206)
in other words, Q
∣∣
on−shell is a conserved quantity. The formal construction
that lead to (1.204), i.e. the use of a time-dependent parameter, is often
called the “Noether trick”. The just-described Noether theorem holds at
the classical level. Below we describe how it gets modified if we consider a
quantum version of the classical particle system considered here. However
let us first consider an example at the classical level; let us take the non-
relativistic free particle, described by
S[x] =
m
2
∫ t
0
dτ x˙2 , x = (x1, . . . , xd) (1.207)
for which the on-shell condition is obviously x¨i = 0. A set of continuous
symmetry for which the latter is invariant is:
1. time translation: δτ = −a , δxi = ax˙i;
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2. spatial translations: δxi = ai;
3. rotations: δxi = θijxj , with θij = −θji;
4. Galilean boosts: δxi = −viτ ;
with time-independent infinitesimal parameters a, ai, θij, vi. In order to check
the invariance and obtain the conserved charges with turn the parameters
into time-dependent ones a(τ), ai(τ), θij(τ), vi(τ) and consider the variation
of the above action. We get
1. δS =
∫ t
0
dτ a˙E , −→ conservation of energy E = m
2
x˙2;
2. δS =
∫ t
0
dτ a˙iP i , −→ conservation of momentum P i = mx˙i;
3. δS =
∫ t
0
dτ θ˙ijJ ij , −→ conservation of angular momentum J ij =
m
2
(x˙ixj − xix˙j);
4. δS =
∫ t
0
dτ v˙iX i , −→ conservation of center of mass motion X i =
xi − 1
m
P iτ .
The result is thus two-fold. On the one hand, for time-independent parame-
ters the action is invariant off-shell and correspondingly, for time-dependent
parameters its variation is proportional to the conserved charge. In fact
on-shell δS = 0 and by partial integration one gets the conservation laws
E˙|o.s. = P˙ i|o.s. = J˙ ij|o.s. = X˙ i|o.s. = 0. The latter can be easily checked to
hold.
The quantum version of the Noether theorem can be easily obtained in
the path integral approach. In such a case we deal with sourceful functionals
like
F [j] =
∫
Dx eiS[x]+i
∫
jx =
∫
Dx¯ eiS[x¯]+i
∫
jx¯ (1.208)
where in the second equality we just renamed the dummy variable—that is
we made us of what what we may call the “Shakespeare” theorem (what’s in
a name?). Now, let us take x¯ = x+ δαx where δαx = α∆x is an infinitesimal
transformation of the coordinate x parametrized by a continuous parameter
α, as above. If such transformation is a (classical) symmetry, the Noether
theorem implies that S[x¯] = S[x] +
∫
α˙Q, with α made time-dependent and
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Q being the associated classically-conserved charge. Then to linearized level
in α we have
F [j] =
∫
Dx Jα e
iS[x]+i
∫
jx
[
1 + i
∫
dτα
(
j∆x− Q˙)] (1.209)
after partial integration. The jacobian term Jα comes from the change of
integration variable, from x¯ = x + α∆x to x. If the Jacobian is equal one,
F [j] also appears on the r.h.s, so that subtracting it from both sides leaves∫
Dx eiS[x]+i
∫
jx
[
j(τ)∆x(τ)− Q˙(τ)
]
= 0 (1.210)
that is the quantum counterpart of the classical Noether theorem. In partic-
ular setting j = 0 one gets ∫
Dx eiS[x]Q˙ = 0 (1.211)
that is the quantum-mechanical conservation of the charge Q. However,
notice that (1.210) contains a lot more information then its classical coun-
terpart. In fact one can differentiate (1.210) w.r.t. j an arbitrary number of
times and set j = 0 in the end. This leads to an infinite tower of identities
called “Ward identities”. For example if we take one derivative w.r.t. j(τ ′)
and set j = 0 we have∫
Dx eiS[x]+i
∫
jx
[
δ(τ − τ ′)∆x(τ)− iQ˙(τ)x(τ ′)
]
= 0 (1.212)
and similarly for higher order differentiations. On the other hand if the Ja-
cobian is not equal to one, then the classical symmetry does not hold at
the quantum level, i.e.
∫
Dx eiS[x]Q˙ = A 6= 0. The quantity A is called
“anomaly”. Notice that, since we are dealing with infinitesimal transforma-
tions, we always (schematically) have Jα = 1 + iαJ . The anomaly is then
precisely the path integral average of J , in other words the anomaly sits in
the path integral Jacobian [25]. For the free particle examples considered
above it is easy to see that the Jacobian is identically one. Let us check it
for instance for the rotations: we have
Jθ = det
∂x¯i
′
(τ ′)
∂xi(τ)
= det
(
δi
′iδ(τ − τ ′) + θi′iδ(τ − τ ′))
= 1 + tr
(
θi
′iδ(τ − τ ′)) = 1 (1.213)
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where, in the second equality we used that det(1 +A) = 1 + trA+ o(A2) if A
is infinitesimal, whereas the third equality follows from the antisymmetry of
θ. Similarly one can show that the other three symmetries considered above
give rise to a unit Jacobian.
What described in the present section for a particle generalizes to quan-
tum field theories. In particular let us conclude mentioning that (cancella-
tion of) anomalies have played a crucial role in theoretical physics in the past
decades to describe or predict several physical processes, the pi0 decay, the
Aharonov-Bohm effect and the quark top prediction just to name a few.
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Chapter 2
Lectures on the Worldline
Formalism (Christian Schubert)
2.1 History of the worldline formalism
In 1948, Feynman developed the path integral approach to nonrelativistic
quantum mechanics (based on earlier work by Wentzel and Dirac). Two
years later, he started his famous series of papers that laid the foundations
of relativistic quantum field theory (essentially quantum electrodynamics at
the time) and introduced Feynman diagrams. However, at the same time he
also developed a representation of the QED S-matrix in terms of relativis-
tic particle path integrals. It appears that he considered this approach less
promising, since he relegated the information on it to appendices of [11] and
[26]. And indeed, no essential use was made of those path integral repre-
sentations for many years after; and even today path integrals are used in
field theory mainly as integrals over fields, not over particles. Excepting an
early brilliant application by Affleck et al. [27] in 1984, the potential of this
particle path integral or “worldline” formalism to improve on standard field
theory methods, at least for certain types of computations, was recognized
only in the early nineties through the work of Bern and Kosower [28] and
Strassler [29]. In these lectures, I will concentrate on the case of the one-loop
effective actions in QED and QCD, and the associated photon/gluon ampli-
tudes. since here the formalism has been shown to be particularly efficient,
and to offer some distinct advantages over the usual Feynman diagram ap-
proach. At the end I will shortly treat also the gravitational case, which so
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far has been much less explored. This is due to a number of mathematical
difficulties which arise in the construction of path integrals in curved space,
and which have been resolved satisfactorily only recently.
2.2 Scalar QED
2.2.1 The free propagator
We start with the free scalar propagator, that is, the Green’s function for the
Klein-Gordon operator equation:
Dxx
′
0 ≡ 〈0|Tφ(x)φ(x′)|0〉 = 〈x|
1
− +m2 |x
′〉 . (2.1)
We work with euclidean conventions, defined by starting in Minkowski space
with the metric (−+ ++) and performing a Wick rotation (analytic contin-
uation)
E = k0 = −k0 → ik4 ,
t = x0 = −x0 → ix4 .
(2.2)
Thus the wave operator turns into the four-dimensional Laplacian,
=
4∑
i=1
∂2
∂xi
2 . (2.3)
As usual in QFT we will set ~ = c = 1.
We exponentiate the denominator using a Schwinger proper-time param-
eter T . This gives
Dxx
′
0 = 〈x|
∫ ∞
0
dT exp
[
−T (− +m2)
]
|x′〉
=
∫ ∞
0
dT e−m
2T 〈x| exp
[
−T (− )
]
|x′〉 . (2.4)
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Rather than working from scratch to transform the transition amplitude
appearing under the integral into a path integral, let us compare with the
formula derived in chapter 1 for the transition amplitude of the free particle
in quantum mechanics:
〈~x, t|~x′, 0〉 ≡ 〈~x| e−itH |~x′〉 =
∫ x(t)=~x
x(0)=~x′
Dx(τ) ei
∫ t
0 dτ
m
2
x˙2 (2.5)
where H = − 1
2m
∇2. Using (2.5) with the formal replacements
∇2 → ,
m → 1
2
,
τ → −iτ ,
t → −iT .
(2.6)
we get
Dxx
′
0 =
∫ ∞
0
dT e−m
2T
∫ x(T )=x
x(0)=x′
Dx(τ) e−
∫ T
0 dτ
1
4
x˙2 .
(2.7)
This is the worldline path integral representation of the relativistic propagator
of a scalar particle in euclidean spacetime from x′ to x. Note that now
x˙2 =
∑4
i=1 x˙
2
i . The parameter T for us will just be an integration variable,
but as discussed in chapter 1 also has a deeper mathematical meaning related
to one-dimensional diffeomorphism invariance.
Having found this path integral, let us calculate it, as a consistency check
and also to start developing our technical tools. First, let us perform a change
of variables from x(τ) to q(τ), defined by
xµ(τ) = xµcl(τ) + q
µ(τ) =
[
xµ +
τ
T
(xµ − x′µ)
]
+ qµ(τ) . (2.8)
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That is, xcl(τ) is the free (straight-line) classical trajectory fulfilling the path
integral boundary conditions, xcl(0) = x
′, xcl(T ) = x, and q(τ) is the fluctu-
ating quantum variable around it, fulfilling the Dirichlet boundary conditions
(“DBC” in the following)
q(0) = q(T ) = 0 . (2.9)
This is still very familiar from quantum mechanics. From (2.8) we have
x˙µ(τ) = q˙µ(τ) +
1
T
(xµ − x′µ) . (2.10)
Plugging this last equation into the kinetic term of the path integral, and
using that
∫ T
0
dτ q˙(τ) = 0 on account of the boundary conditions (2.9), we
find
∫ T
0
dτ
1
4
x˙2 =
∫ T
0
dτ
1
4
q˙2 +
(x− x′)2
4T
. (2.11)
Implementing this change of variables also in the path integral (this is just
a linear shift and thus does not induce a Jacobi determinant factor) we get
Dxx
′
0 =
∫ ∞
0
dT e−m
2T e−
(x−x′)2
4T
∫
DBC
Dq(τ) e−
∫ T
0 dτ
1
4
q˙2 .
(2.12)
The new path integral over the fluctuation variable q(τ) depends only on T ,
not on x, x′. And again we need not calculate it ourselves; using eq. (1.32)
of chapter 1 and our formal substitutions (2.6), and taking into account that
our path integral has D components, we get
∫
DBC
Dq(τ) e−
∫ T
0 dτ
1
4
q˙2 = (4piT )−
D
2 . (2.13)
Thus we have
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Dxx
′
0 =
∫ ∞
0
dT (4piT )−
D
2 e−m
2T e−
(x−x′)2
4T .
(2.14)
This is indeed a representation of the free propagator in x-space, but let us
now Fourier transform it (still in D dimensions) to get the more familiar
momentum space representation:
Dpp
′
0 ≡
∫ ∫
dxdx′ eip·xeip
′·x′Dxx
′
0
=
∫ ∞
0
dT (4piT )−
D
2 e−m
2T
∫ ∫
dxdx′ eip·xeip
′·x′ e−
(x−x′)2
4T
x′→x′+x
=
∫ ∞
0
dT (4piT )−
D
2 e−m
2T
∫
dx ei(p
′+p)·x
∫
dx′ eip
′·x′ e−
x′2
4T
= (2pi)DδD(p+ p′)
∫ ∞
0
dT e−T (p
′2+m2)
= (2pi)DδD(p+ p′)
1
p2 +m2
. (2.15)
2.2.2 Coupling to the electromagnetic field
We are now ready to couple the scalar particle to an electromagnetic field
Aµ(x). The worldline action was obtained in part 1, eq.(1.155):
S[x(τ)] =
∫ T
0
dτ
(1
4
x˙2 + ie x˙ · A(x(τ))
)
. (2.16)
This is also what one would expect from classical Maxwell theory (the factor i
comes from the analytic continuation). We then get the “full” or “complete”
propagator Dxx
′
[A] for a scalar particle, that interacts with the background
field A continuously while propagating from x′ to x:
Dxx
′
[A] =
∫ ∞
0
dT e−m
2T
∫ x(T )=x
x(0)=x′
Dx(τ) e−
∫ T
0 dτ
(
1
4
x˙2+ie x˙·A(x(τ))
)
.
(2.17)
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Similarly, in chapter 1 Olindo introduced already the effective action for the
scalar particle in the background field:
Γ[A] =
∫ ∞
0
dT
T
e−m
2T
∫
x(T )=x(0)
Dx(τ) e−
∫ T
0 dτ
(
1
4
x˙2+ie x˙·A(x(τ))
)
.
(2.18)
Note that we now have a dT/T , and that the path integration is over closed
loops; those trajectories can therefore belong only to virtual particles, not
to real ones. The effective action contains the quantum effects caused by
the presence of such particles in the vacuum for the background field. In
particular, it causes electrodynamics to become a nonlinear theory at the
one-loop level, where photons can interact with each other in an indirect
fashion.
2.2.3 Gaussian integrals
As was already mentioned, the path integral formulas (2.17) and (2.18) were
found by Feynman already in 1950 [11]. Techniques for their efficient calcu-
lation were, however, developed only much later. Presently there are three
different methods available, namely
1. The analytic or “string-inspired” approach, based on the use of world-
line Green’s functions.
2. The semi-classical approximation, based on a stationary trajectory
(“worldline instanton”).
3. A direct numerical calculation of the path integral (“worldline Monte
Carlo”).
In these lectures we will treat mainly the “string-inspired” approach; only
in chapter three will we shortly discuss also the “semi-classical” approach.
In the “string-inspired” approach all path integrals are brought into gaus-
sian form; usually this requires some expansion and truncation. They are
then calculated by a formal extension of the n-dimensional gaussian inte-
gration formulas to infinite dimensions. This is possible because gaussian
integration involves only very crude information on operators, namely their
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determinants and inverses (Green’s functions). We recall that, in n dimen-
sions,
∫
dnx e−
1
4
x·M ·x =
(4pi)n/2
(detM)1/2
, (2.19)∫
dnx e−
1
4
x·M ·x+x·j∫
dnx e−
1
4
x·M ·x = e
j·M−1·j , (2.20)
where the n×n matrix M is assumed to be symmetric and positive definite.
Also, by multiple differentiation of the second formula with respect to the
components of the vector j one gets
∫
dnx xixj e
− 1
4
x·M ·x∫
dnx e−
1
4
x·M ·x = 2M
−1
ij ,∫
dnx xixjxkxl e
− 1
4
x·M ·x∫
dnx e−
1
4
x·M ·x = 4
(
M−1ij M
−1
kl +M
−1
ik M
−1
jl +M
−1
il M
−1
jk
)
,
...
... (2.21)
(an odd number of xi’s gives zero by antisymmetry of the integral). Note that
on the right hand sides we always have one term for each way of grouping
all the x′is into pairs; each such grouping is called a “Wick contraction”. In
the canonical formalism the same combinatorics arises from the canonical
commutator relations.
As will be seen, in flat space calculations these formulas can be generalized
to the worldline path integral case in a quite naive way, while in curved space
there arise considerable subtleties. Those subtleties are, to some extent,
present already in nonrelativistic quantum mechanics.
2.2.4 The N-photon amplitude
We will focus on the closed-loop case in the following, since it turns out to
be simpler than the propagator one. Nevertheless, it should be emphasized
that everything that we will do in the following for the effective action can
also be done for the propagator.
We could use (2.18) for a direct calculation of the effective action in a
derivative expansion (see [7]), but let us instead apply it to the calculation
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of the one-loop N -photon amplitudes in scalar QED. This means that we
will now consider the special case where the scalar particle, while moving
along the closed trajectory in spacetime, absorbs or emits a fixed but arbi-
trary number N of quanta of the background field, that is, photons of fixed
momentum k and polarization ε. In field theory, to implement this we first
specialize the background A(x), which so far was an arbitrary Maxwell field,
to a sum of N plane waves,
Aµ(x) =
N∑
i=1
εµi e
iki·x . (2.22)
We expand the part of the exponential involving the interaction with A as a
power series, and take the term of order AN . This term looks like
(−ie)N
N !
(∫ T
0
dτ
N∑
i=1
εi · x˙(τ) eiki·x(τ)
)N
. (2.23)
Of these NN terms we are to take only the N ! “totally mixed” ones that
involve all N different polarizations and momenta. Those are all equal by
symmetry, so that the 1/N ! just gets cancelled, and we remain with
(−ie)N
∫ T
0
dτ1ε1 · x˙(τ1) eik1·x(τ1) · · ·
∫ T
0
dτNεN · x˙(τN) eikN ·x(τN ) . (2.24)
This can also be written as
(−ie)NV γscal[k1, ε1] · · ·V γscal[kN , εN ] (2.25)
where we have introduced the photon vertex operator
V γscal[k, ε] ≡
∫ T
0
dτ ε · x˙(τ) eik·x(τ) . (2.26)
This is the same vertex operator which is used in (open) string theory to
describe the emission or absorption of a photon by a string. We can thus
write the N -photon amplitude as
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Γscal(k1, ε1; . . . ; kN , εN) = (−ie)N
∫ ∞
0
dT
T
e−m
2T
∫
x(0)=x(T )
Dx(τ) e−
∫ T
0 dτ
1
4
x˙2
×V γscal[k1, ε1] · · ·V γscal[kN , εN ]
(2.27)
(where we now abbreviate x(τi) =: xi). Note that each vertex operator
represents the emission or absorption of a single photon, however the moment
when this happens is arbitrary and must therefore be integrated over.
To perform the path integral, note that it is already of Gaussian form.
Doing it for arbitrary N the way it stands would still be difficult, though,
due to the factors of x˙i. Therefore we first use a little formal exponentiation
trick, writing
εi · x˙i = eεi·x˙i
∣∣
lin(εi)
. (2.28)
Now the path integral is of the standard Gaussian form (2.20). Since
∫ T
0
dτx˙2 =
∫ T
0
dτx
(− d2
dτ 2
)
x (2.29)
(the boundary terms vanish because of the periodic boundary condition) we
have the correspondence M ↔ − d2
dτ2
Thus we now need the determinant and
the inverse of this operator. However, we first have to solve a little technical
problem: positive definiteness does not hold for the full path integral Dx(τ),
since there is a “zero mode”; the path integral over closed trajectories in-
cludes the constant loops, x(τ) = const., on which the kinetic term vanishes,
corresponding to a zero eigenvalue of the matrix M 1.
To solve it, we define the loop center-of-mass (or average position) by
x0 :=
1
T
∫ T
0
dτ xµ(τ) . (2.30)
1No such problem arose for the propagator, since q(0) = q(T ) = 0 and q ≡ const.
implies that q ≡ 0.
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We then separate off the integration over x0, thus reducing the path integral
to an integral over the relative coordinate q:
xµ(τ) = xµ0 + q
µ(τ),
∫
Dx(τ) =
∫
dDx0
∫
Dq(τ) . (2.31)
It follows from (2.30),(2.31) that the variable q(τ) obeys, in addition to pe-
riodicity, the constraint equation
∫ T
0
dτ qµ(τ) = 0 . (2.32)
The zero mode integral can be done immediately, since it factors out as (since
x˙ = q˙)
∫
dDx0 e
i
∑N
i=1 ki·x0 = (2pi)Dδ
( N∑
i=1
ki
)
. (2.33)
This is just the expected global delta function for energy-momentum conser-
vation.
In the reduced space of the q(τ)’s the operatorM = − d2
dτ2
has only positive
eigenvalues. In the exercises you will show that, in this space,
detM = (4T )D (2.34)
and that the Green’s function of M corresponding to the above treatment of
the zero mode is
GcB(τ, τ
′) ≡ 2〈τ |
( d2
dτ 2
)−2
|τ ′〉SI = |τ − τ ′| − (τ − τ
′)2
T
− T
6
. (2.35)
Note that this Green’s functions is the inverse of 1
2
d2
dτ2
rather than − d2
dτ2
, a
convention introduced in [29]. Note also that it is a function of the difference
τ − τ ′ only; the reason is that the boundary condition (2.32) does not break
the translation invariance in τ . The subscript “B” stands for “bosonic” (later
on we will also introduce a “fermionic” Green’s function) and the subscript
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“SI” stands for “string-inspired”, since in string theory the zero mode of the
worldsheet path integral is usually fixed analogously. The superscript “c”
refers to the inclusion of the constant (= coincidence limit) −T/6. It turns
out that, in flat space calculations, this constant is irrelevant and can be
omitted. Thus in flat space we will usually use instead
GB(τ, τ
′) ≡ |τ − τ ′| − (τ − τ
′)2
T
. (2.36)
This replacement does not work in curved space calculations, though. Below
we will also need the first and second derivatives of this Green’s function,
which are
G˙B(τ, τ
′) = sign(τ − τ ′)− 2τ − τ
′
T
, (2.37)
G¨B(τ, τ
′) = 2δ(τ − τ ′)− 2
T
. (2.38)
Here and in the following a “dot” always means a derivative with respect to
the first variable; since GB(τ, τ
′) is a function of τ−τ ′, we can always rewrite
∂
∂τ ′ = − ∂∂τ .
To use the gaussian integral formula (2.20), we define
j(τ) ≡
N∑
i=1
(
iδ(τ − τi)ki − δ′(τ − τi)εi
)
. (2.39)
This enables us to rewrite (recall that
∫ T
0
δ′(τ − τi)q(τ) = −q(τi))
e
∑N
i=1(iki·qi+εi·q˙i) = e
∫ T
0 dτj(τ)·q(τ) . (2.40)
Now the formal application of (2.20) yields
∫ Dq(τ) e− ∫ T0 dτ 14 q˙2 e∑Ni=1(iki·qi+εi·q˙i)∫ Dq(τ) e− ∫ T0 dτ 14 q˙2 = exp
[
−1
2
∫ T
0
dτ
∫ T
0
dτ ′GB(τ, τ ′)j(τ) · j(τ ′)
]
= exp
{
N∑
i,j=1
[
1
2
GBBijki · kj − iG˙Bijεi · kj +
1
2
G¨Bijεi · εj
]}
.
(2.41)
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Here we have abbreviated GBij ≡ GB(τi, τj), and in the second step we have
used the antisymmetry of G˙Bij. Note that a constant added to GB would
have no effect, since it would modify only the first term in the exponent,
and by a term that vanishes by momentum conservation. This justifies our
replacement of GcB by GB.
Finally, we need also the absolute normalization of the free path integral,
which turns out to be the same as in the DBC case:
∫
Dq(τ) e−
∫ T
0 dτ
1
4
q˙2 = (4piT )
D
2 . (2.42)
Putting things together, we get the famous “Bern-Kosower master formula”:
Γscal(k1, ε1; . . . ; kN , εN) =
= (−ie)N(2pi)Dδ(
∑
ki)
∫ ∞
0
dT
T
(4piT )−
D
2 e−m
2T
N∏
i=1
∫ T
0
dτi
× exp
{ N∑
i,j=1
[1
2
GBijki · kj − iG˙Bijεi · kj + 1
2
G¨Bijεi · εj
]}
|lin(ε1,...,εN) .
(2.43)
This formula (or rather its analogue for the QCD case, see below) was first
derived by Bern and Kosower from string theory [28], and rederived in the
present approach by Strassler [29]. As it stands, it represents the one-loop
N - photon amplitude in scalar QED, but Bern and Kosower also derived a
set of rules which allows one to construct, starting from this master formula
and by purely algebraic means, parameter integral representations for the N -
photon amplitudes with a fermion loop, as well as for the N -gluon amplitudes
involving a scalar, spinor or gluon loop [28, 30, 7]. However, there is a part
of those rules that is valid only after imposing on-shell conditions, while the
master formula itself is still valid completely off-shell.
2.2.5 The vacuum polarization
Let us look at the simplest case of the two-point function (the photon prop-
agator or vacuum polarization). For N = 2 we get from the master formula
(2.43), after expanding out the exponential,
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Γscal(k1, ε1; k2, ε2) = (−ie)2(2pi)Dδ(p1 + p2)
∫ ∞
0
dT
T
(4piT )−D/2e−m
2T
×
∫ T
0
dτ1
∫ T
0
dτ2 (−i)2P2 eGB12k1·k2 (2.44)
where
P2 = G˙B12ε1 · k2G˙B21ε2 · k1 − G¨B12ε1 · ε2 . (2.45)
We could now perform the parameter integrals straight away. However, it
is advantageous to first remove the term involving G¨B12 by an IBP. This
transforms P2 into Q2,
Q2 = G˙B12G˙B21
(
ε1 · k2ε2 · k1 − ε1 · ε2k1 · k2
)
. (2.46)
We use momentum conservation to set k1 = −k2 =: k, and define
Γscal(k1, ε1; k2, ε2) ≡ (2pi)Dδ(p1 + p2)ε1 · Πscal · ε2 . (2.47)
Then we have
Πµνscal(k) = e
2(δµνk2 − kµkν)
∫ ∞
0
dT
T
(4piT )−D/2e−m
2T
×
∫ T
0
dτ1
∫ T
0
dτ2G˙B12G˙B21 e
GB12k1·k2 . (2.48)
Note that the IBP has had the effect to factor out the usual transversal
projector δµνk2 − kµkν already at the integrand level.
We rescale to the unit circle, τi = Tui, i = 1, 2, and use the translation
invariance in τ to fix the zero to be at the location of the second vertex
operator, u2 = 0, u1 = u. We have then
GB(τ1, τ2) = Tu(1− u) .
G˙B(τ1, τ2) = 1− 2u .
(2.49)
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Πµνscal(k) = −
e2
(4pi)
D
2
(δµνk2 − kµkν)
∫ ∞
0
dT
T
e−m
2TT 2−
D
2
×
∫ 1
0
du(1− 2u)2 e−Tu(1−u)k2 . (2.50)
Using the elementary integral
∫ ∞
0
dx
x
xλ e−ax = Γ(λ)a−λ (2.51)
(for a > 0) we get finally
Πµνscal(k) = −
e2
(4pi)
D
2
(δµνk2 − kµkν)Γ
(
2− D
2
)
×
∫ 1
0
du(1− 2u)2
[
m2 + u(1− u)k2
]D
2
−2
. (2.52)
This should now be renormalized, but we need not pursue this here.
Our result agrees, of course, with a computation of the two corresponding
Feynman diagrams, fig. 1.1.112 C. Schubert / Physics Reports 355 (2001) 73–234
Fig. 13. Scalar QED vacuum polarization diagrams.
at the location of the second vertex operator, u2 =0; u1 = u. We have then
GB(!1; !2)=Tu(1− u) ;
G˙B(!1; !2)=1− 2u : (4.37)
Taking the free determinant factor Eq. (4.8) into account, and performing the global proper-time
integration, one !nds
"#$scal(k) = e
2[k#k$ − g#$k2]
∫ ∞
0
dT
T
e−m
2T (4%T )−D=2T 2
∫ 1
0
du(1− 2u)2e−Tu(1−u)k2
=
e2
(4%)D=2
[k#k$ − g#$k2]&
(
2− D
2
)∫ 1
0
du(1− 2u)2[m2 + u(1− u)k2](D=2)−2 :
(4.38)
The reader is invited to verify that this agrees with the result reached by calculating, in dimen-
sional regularization, the sum of the corresponding two Feynman diagrams (Fig. 13).
4.3.2. Spinor QED
For the fermion loop the path integral for the two-photon amplitude becomes, in the compo-
nent formalism,
&#$spin[k1; k2] = −
1
2
(−ie)2
∫ ∞
0
dT
T
e−m
2T
∫
Dx
∫
D 
∫ T
0
d!1
∫ T
0
d!2(x˙
#
1 + 2i 
#
1  1 · k1)
×eik1 · x1(x˙$2 + 2i $2 2 · k2)eik2 · x2e−
∫ T
0 d!(1=4x˙
2+1=2  ˙ ) :
The calculation of Dx is identical with the scalar QED calculation. Only the calculation of D 
is new, and amounts to a single Wick contraction,
(2i)2〈 #1  1 · k1 $2 2 · k2〉=G2F12[g#$k1 · k2 − k#2 k$1] : (4.39)
Adding this term to the bosonic result shows that, up to the global normalization, the parameter
integral for the spinor loop is obtained from the one for the scalar loop simply by replacing,
in Eq. (4.36),
G˙
2
B12→ G˙
2
B12 −G2F12 : (4.40)
Figure 2.1: Vacuum polarization diagrams in Scalar QED
In this simple case our integrand before the IBP, (2.44), would have still
allowed a direct comparison with the Feynman diagram calculation; namely,
the diagram involving the quartic vertex matches with the contribution of
the δ(τ1 − τ2) part of the G¨B12 contained in P2.
Finally, it should be mentioned that, although any gaussian integral can
be brought to the standard form of (2.20) by formal exponentiations such as
(2.28), this is not always the most efficient way to proceed. Alternatively, one
can use the following set of rules for Wick contractions involving elementary
fields as well as exponentials of fields:
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1. The basic Wick contraction of two fields is
〈qµ(τ1)qν(τ2)〉 = −GB(τ1, τ2)δµν . (2.53)
2. Wick contract fields among themselves according to (2.21), e.g.,
〈
qκ(τ1)q
λ(τ2)q
µ(τ3)q
ν(τ4)
〉
= GB12GB34δ
κλδµν +GB13GB24δ
κµδλν
+GB14GB23δ
κνδλµ . (2.54)
3. Contract fields with exponentials according to
〈
qµ(τ1) e
ik·q(τ2)
〉
= i〈qµ(τ1)qν(τ2)〉kν eik·q(τ2) (2.55)
(the field disappears, the exponential remains).
4. Once all elementary fields have been eliminated, the contraction of the
remaining exponentials yields a universal factor
〈
eik1·q1 · · · eikN ·qN
〉
= exp
[
−1
2
N∑
i,j=1
kiµ〈qµ(τi)qν(τj)〉kjν
]
= exp
[
1
2
N∑
i,j=1
GBijki · kj
]
. (2.56)
It is assumed that Wick-contractions commute with derivatives (since no
matter how the path integral is constructed, it must obey linearity).
2.3 Spinor QED
2.3.1 Feynman’s vs Grassmann representation
In [26], Feynman presented the following generalization of the formula (2.18)
for the effective action to the Spinor QED case:
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Γspin[A] = −1
2
∫ ∞
0
dT
T
e−m
2T
∫
P
Dx(τ) e−
∫ T
0 dτ
(
1
4
x˙2+ie x˙·A(x(τ))
)
Spin[x(τ), A] .
(2.57)
Here Spin[x(τ), A] is the “spin factor”
Spin[x(τ), A] = trγP exp
[
i
e
4
[γµ, γν ]
∫ T
0
dτ Fµν(x(τ))
]
(2.58)
where trγ denotes the Dirac trace, and P is the path ordering operator. The
comparison of (2.18) with (2.57) makes it clear that the x-path integral,
which is the same as we had for the scalar case, represents the contribution
to the effective action due to the orbital degree of freedom of the spin 1
2
particle, and that all the spin effects are indeed due to the spin factor. The
minus sign in front of the path integral implements the Fermi statistics.
A more modern way of writing the same spin factor is in terms of an
additional Grassmann path integral [32, 33, 34, 35]. As shown already in
Olindo’s lectures, one has
Spin[x(τ), A] =
∫
A
Dψ(τ) exp
[
−
∫ T
0
dτ
(
1
2
ψ · ψ˙ − ieψµFµν(x(τ))ψν
)]
.
(2.59)
Here the path integration is over the space of anticommuting functions an-
tiperiodic in proper-time, ψµ(τ1)ψ
ν(τ2) = −ψν(τ2)ψµ(τ1), ψµ(T ) = −ψµ(0)
(which is indicated by the subscript ‘A’ on the path integral). The expo-
nential in (2.59) is now an ordinary one, not a path-ordered one. The ψµ’s
effectively replace the Dirac matrices γµ, but are functions of the proper-
time, and thus will appear in all possible orderings after the expansion of
the exponential. This fact is crucial for extending to the Spinor QED case
the above-mentioned ability of the formalism to combine the contributions
of Feynman diagrams with different orderings of the photon legs around the
loop. Another advantage of introducing this second path integral is that, as
it turns out, there is a “worldline” supersymmetry between the coordinate
function x(τ) and the spin function ψ(τ) [34]. Namely, the total worldline
Lagrangian
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L =
1
4
x˙2 + ie x˙ · A+ 1
2
ψ · ψ˙ − ieψµFµνψν (2.60)
is invariant under
δxµ = −2ηψµ ,
δψµ = ηx˙µ ,
(2.61)
with a constant Grassmann parameter η. Although this “worldline super-
symmetry” is broken by the different periodicity conditions for x and ψ, it
still has a number of useful computational consequences.
2.3.2 Grassmann gauss integrals
We need to generalize the formulas for the usual gaussian integrals to the
case of Grassmann (anticommuting) numbers. For the treatment of QED we
can restrict ourselves to real Grassmann variables.
First, for a single Grassmann variable ψ we define the Grassmann integration
by setting
∫
dψψ = 1 (2.62)
and imposing linearity. Since ψ2 = 0 the most general function of ψ is of the
form f(ψ) = a+ bψ, and
∫
dψf(ψ) = b . (2.63)
For two Grassmann variables ψ1, ψ2 we have the most general function f(ψ1, ψ2) =
a+ bψ1 + cψ2 + dψ1ψ2, and
∫
dψ1
∫
dψ2f(ψ1ψ2) = −d . (2.64)
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We can then also form a gaussian integral: let ψ = (ψ1, ψ2) and M a real
antisymmetric matrix. Then
e−
1
2
ψT ·M ·ψ = e−M12ψ1ψ2 = 1−M12ψ1ψ2
(note that a symmetric part added to M would cancel out, so that we can
restrict ourselves to the antisymmetric case from the beginning) and
∫
dψ1
∫
dψ2 e
− 1
2
ψT ·M ·ψ = M12 . (2.65)
On the other hand,
detM = −M12M21 = M212 . (2.66)
Thus we have
∫
dψ2
∫
dψ1 e
− 1
2
ψT ·M ·ψ = ±(detM) 12 . (2.67)
It is easy to show show that this generalizes to any even dimension: let
ψ1, . . . , ψ2n be Grassmann variables and M an antisymmetric 2n×2n matrix.
Then
∫
dψ1 · · ·
∫
dψ2n e
− 1
2
ψT ·M ·ψ = ±(detM) 12 . (2.68)
Thus we have a determinant factor in the numerator, instead of the denom-
inator as we had for the ordinary gauss integral (2.19). The formula (2.20)
also generalizes to the Grassmann case, namely one finds
∫
dψ1 · · ·
∫
dψ2n e
− 1
2
ψT ·M ·ψ+ψ·j∫
dψ1 · · ·
∫
dψ2n e
− 1
2
ψT ·M ·ψ = e
1
2
j·M−1·j . (2.69)
By differentiation with respect to the components of j one finds the Grass-
mann analogue of the Wick contraction rules (2.21):
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∫
dψ1 · · ·
∫
dψ2nψiψj e
− 1
2
ψT ·M ·ψ∫
dψ1 · · ·
∫
dψ2n e
− 1
2
ψT ·M ·ψ = M
−1
ij ,∫
dψ1 · · ·
∫
dψ2nψiψjψkψl e
− 1
2
ψT ·M ·ψ∫
dψ1 · · ·
∫
dψ2n e
− 1
2
ψT ·M ·ψ = M
−1
ij M
−1
kl −M−1ik M−1jl +M−1il M−1jk ,
...
... (2.70)
Note that we have now alternating signs in the permutations in the second
formula in (2.70); this is because now also j must be Grassmann-valued.
Returning to our Grassmann path integral (2.59), we see that the matrix
M now corresponds to the first derivative operator d
dτ
, acting in the space of
antiperiodic functions. Thus we need its inverse, which is very simple: one
finds
GF (τ, τ
′) ≡ 2〈τ |
( d2
dτ 2
)−1
|τ ′〉 = sign(τ − τ ′) . (2.71)
Note that in the antiperiodic case there is no zero mode problem. Thus we
find the Wick contraction rules
〈ψµ(τ1)ψν(τ2)〉 = 1
2
GF (τ1, τ2)δ
µν ,〈
ψκ(τ1)ψ
λ(τ2)ψ
µ(τ3)ψ
ν(τ4)
〉
=
1
4
[
GF12GF34δ
κλδµν −GF13GF24δκµδλν
+GF14GF23δ
κνδλµ
]
,
...
... (2.72)
The only other information which we will need in a perturbation evaluation
of (2.59) is the free path integral normalization. But this was (with somewhat
different conventions) already calculated by Olindo. It is∫
A
Dψ(τ) e−
∫ T
0 dτ
1
2
ψ·ψ˙ = 2
D
2 . (2.73)
Here D is any even spacetime dimension, and we recognize the factor 2
D
2 as
the number of real degrees of freedom of a Dirac spinor in such dimension.
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2.3.3 The N-photon amplitudes
The procedure for obtaining the N - photon amplitude in spinor QED from
the effective action (2.57) with (2.59) is completely analogous to the Scalar
QED case treated in section 2.2.4, and we proceed straight away to the
analogue of (2.27):
Γspin(k1, ε1; . . . ; kN , εN) = −1
2
(−ie)N
∫ ∞
0
dT
T
e−m
2T
∫
x(0)=x(T )
Dx(τ) e−
∫ T
0 dτ
1
4
x˙2
×
∫
A
Dψ(τ) e−
∫ T
0 dτ
1
2
ψ·ψ˙V γspin[k1, ε1] · · ·V γspin[kN , εN ] .
(2.74)
Now V γspin is the vertex operator for the emission or absorption of a photon
by a spinor,
V γspin[k, ε] ≡
∫ T
0
dτ
[
ε · x˙(τ) + 2iε · ψ(τ)k · ψ(τ)
]
eik·x(τ) , (2.75)
the second term in brackets being the momentum-space version of the ψ ·F ·ψ
- term in (2.59).
Now one would like to obtain a closed formula for general N , that is a
generalization of the Bern-Kosower master formula. This is possible, but
requires a more elaborate use of the worldline supersymmetry; see section
4.2 of [7]. But as we will see, there is a more efficient way to proceed. We
will first revisit the case of the photon propagator.
2.3.4 The vacuum polarization
For N = 2, (2.74) becomes
Γspin(k1, ε1; k2, ε2) = −1
2
(−ie)2
∫ ∞
0
dT
T
e−m
2T
∫
Dx
∫
Dψ
∫ T
0
dτ1
∫ T
0
dτ2
× ε1µ
(
x˙µ1 + 2iψ
µ
1ψ1 · k1
)
eik1·x1ε2ν
(
x˙ν2 + 2iψ
ν
2ψ2 · k2
)
eik2·x2e
− ∫ T0 dτ
(
1
4
x˙2+ 1
2
ψψ˙
)
.
(2.76)
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Since the Wick contractions do not mix the x and ψ fields, the calculation
of Dx is identical with the scalar QED calculation. Only the calculation of
Dψ is new, and amounts to a use of the four-point Wick contraction (2.72),
(2i)2
〈
ψµ1ψ1 · k1ψν2ψ2 · k2
〉
= G2F12
[
δµνk1 · k2 − kµ2kν1
]
. (2.77)
Adding this term to the integrand for the scalar QED case, (2.48) one finds
Πµνspin(k) = −2e2(δµνk2 − kµkν)
∫ ∞
0
dT
T
(4piT )−D/2e−m
2T
×
∫ T
0
dτ1
∫ T
0
dτ2(G˙B12G˙B21 −GF12GF21) eGB12k1·k2 . (2.78)
Thus we see that, up to the normalization, the parameter integral for the
spinor loop is obtained from the one for the scalar loop simply by replacing,
in eq.(2.50),
G˙B12G˙B21 → G˙B12G˙B21 −GF12GF21 . (2.79)
Proceeding as in the scalar case, one obtains the final parameter integral
representation
Πµνspin(k) = −8
e2
(4pi)
D
2
[
gµνk2 − kµkν
]
Γ
(
2− D
2
)
×
∫ 1
0
du u(1− u)
[
m2 + u(1− u)k2
]D
2
−2
(2.80)
and at this level one can easily verify the equivalence with the standard
textbook calculation of the vacuum polarization diagram in spinor QED.
2.3.5 Integration-by-parts and the replacement rule
We have made a big point out of the substitution (2.79) because it is actually
only the simplest instance of a general “replacement rule” due to Bern and
Kosower [28]. Namely, performing the expansion of the exponential factor in
(2.43) will yield an integrand ∼ PN e(·), where we abbreviated
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e(·) := exp
{
1
2
N∑
i,j=1
GBijpi · pj
}
, (2.81)
and PN is a polynomial in G˙Bij, G¨Bij and the kinematic invariants. It is
possible to remove all second derivatives G¨Bij appearing in PN by suitable
integrations-by-parts, leading to a new integrand∼ QN e(·) depending only on
the G˙Bijs. Look inQN for “τ -cycles”, that is, products of G˙Bij’s whose indices
form a closed chain. A τ -cycle can thus be written as G˙Bi1i2G˙Bi2i3 · · · G˙Bini1
(to put it into this form may require the use of the antisymmetry of G˙B,
e.g. G˙B12G˙B12 = −G˙B12G˙B21). Then the integrand for the spinor loop case
can be obtained from the one for the scalar loop simply by simultaneously
replacing every τ -cycle appearing in QN by
G˙Bi1i2G˙Bi2i3 · · · G˙Bini1 → G˙Bi1i2G˙Bi2i3 · · · G˙Bini1 −GFi1i2GFi2i3 · · ·GFini1 ,
and supplying the global factor of −2 which we have already seen above.
This “replacement rule” is very convenient, since it means that we do
not have to really compute the Grassmann Wick contractions. However, the
objective of removing the G¨Bijs does not fix the IBP procedure, nor the final
integrand QN , and it is not at all obvious how to proceed in a systematic
way for arbitrary N . Moreover, our two-point computations above suggest
that the IBP procedure may also be useful for achieving transversality at
the integrand level. Thus ideally one might want to have an algorithm for
passing from PN to (some) QN that, besides removing all G¨Bijs, has also the
following properties:
1. It should maintain the permutation symmetry between the photons.
2. It should lead to a QN where each polarization vector εi is absorbed
into the corresponding field strength tensor fi, defined by
fµνi ≡ kµi ενi − εµi kνi . (2.82)
This assures manifest transversality at the integrand level.
3. It should be systematic enough to be computerizable.
Only very recently an algorithm has been developed that has all these prop-
erties [31].
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2.4 Spinor QED in a constant field
In QED, an important role is played by processes in an external electromag-
netic field that can be approximated as constant in space and time. This is
not only due to the phenomenological importance of such fields, but also to
the mathematical fact that such a field is one of a very few configurations
for which the Dirac equation can be solved in closed form. In the worldline
formalism, the corresponding mathematical fact is that, under the addition
of the constant external field, the worldline Green’s functions (2.35), (2.71)
generalize to simple trigonometric expressions in the field [7]. The resulting
formalism is extremely powerful and has already found a number of interest-
ing applications [36, 6, 37, 38]. Here we must be satisfied with considering
just the simplest possible constant field problem, namely the effective action
in such a field itself.
2.4.1 The Euler-Heisenberg Lagrangian
Thus we now assume that the background field A(x) has a constant field
strength tensor Fµν = ∂µAν − ∂νAµ. It will be convenient to use Fock-
Schwinger gauge. This gauge is defined by fixing a “center-point” xc, and
the gauge condition
(x− xc)µAµ(x) ≡ 0 . (2.83)
The great advantage of this gauge choice is that it allows one to express
derivatives of the gauge potential Aµ at the point xc in terms of derivatives
of the field strength tensor at this point. Namely, it follows from (2.83) that
the Taylor expansion of A(x) at xc becomes
Aµ(xc + q) =
1
2
qνFνµ +
1
3
qλqν∂λFνµ + . . . (2.84)
(in particular, A(xc) = 0). For a constant field we have only the first term
on the rhs of (2.84). With the obvious choice of xc = x0 we have along the
loop (remember the definition of x0 (2.31))
Aµ(x(τ)) =
1
2
qν(τ)Fνµ . (2.85)
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Thus from (2.57), (2.59) we have, for this constant field case,
Γspin(F ) = −1
2
∫ ∞
0
dT
T
e−m
2T
∫
d4x0
∫
P
Dq(τ) e−
∫ T
0 dτ
(
1
4
q˙2+ 1
2
ie q·F ·q˙
)
×
∫
A
Dψ(τ) e−
∫ T
0 dτ
(
1
2
ψ·ψ˙−ieψµFµνψν
)
. (2.86)
We note that the zero mode integral is empty - nothing in the integrand
depends on it. For a constant field this is expected, since by translation
invariance the effective action must contain an infinite volume factor. Fac-
toring out this volume factor we obtain the effective Lagrangian L, which, as
we will see, is well-defined. And this time we will not need any expansions to
get the worldline path integrals into gaussian form - they are already gaus-
sian! Using our formulas (2.42) and (2.73) for the free path integrals (we can
now set D = 4), and the formulas (2.19), (2.68) for the ordinary and Grass-
mann gaussian integrals, we can right away write the integrand in terms of
determinant factors:
L(F ) = −1
2
· 4
∫ ∞
0
dT
T
e−m
2T (4piT )−2
∫
P
Dq(τ) e−
∫ T
0 dτ
(
1
4
q˙2+ 1
2
ie q·F ·q˙
)
∫
P
Dq(τ) e−
∫ T
0 dτ
1
4
q˙2
×
∫
A
Dψ(τ) e−
∫ T
0 dτ
(
1
2
ψ·ψ˙−ieψµFµνψν
)
∫
A
Dψ(τ) e−
∫ T
0 dτ
1
2
ψ·ψ˙
= −2
∫ ∞
0
dT
T
e−m
2T (4piT )−2
Det′
− 1
2
P
(−1
4
d2
dτ2
+ 1
2
ieF d
dτ
)
Det′
− 1
2
P
(−1
4
d2
dτ2
)
×Det
+ 1
2
A
(
d
dτ
− 2ieF d
dτ
)
Det
+ 1
2
A
(
d
dτ
)
= −2
∫ ∞
0
dT
T
e−m
2T (4piT )−2Det′
− 1
2
P
(
1l− 2ieF( d
dτ
)−1)
×Det+
1
2
A
(
1l− 2ieF( d
dτ
)−1)
.
(2.87)
Thus we now have to calculate the determinant of the same operator,
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O(F ) ≡ 1l− 2ieF( d
dτ
)−1
(2.88)
acting once in the space of periodic functions (but with the zero mode elim-
inated, which we have indicated by a ‘prime’ on the ‘Det’ as is customary)
and once in the space of antiperiodic functions 2. As we will now see, both
determinants can be calculated in the most direct manner, by an explicit
computation of the eigenvalues of the operator and their infinite product,
and moreover these infinite products are convergent. This is a rather rare
case for a quantum field theory computation!
This could be done using the operator O(F ) as it stands, but we can
use a little trick to replace it by an operator that is diagonal in the Lorentz
indices: since the determinant of O(F ) must be a Lorentz scalar, and it is not
possible to form such a scalar with an odd number of field strength tensors
F , it is clear that the determinant can depend also on e only through e2.
Thus we can write (abbreviating now DetO ≡ |O|)
|O(F )|2 =
∣∣∣∣1l− 2ieF( ddτ )−1
∣∣∣∣ ∣∣∣∣1l + 2ieF( ddτ )−1
∣∣∣∣
=
∣∣∣∣1l + 4e2F 2( ddτ )−2
∣∣∣∣ . (2.89)
Next, we can use the fact from classical electrodynamics that, for a generic
constant electromagnetic field, there is a Lorentz frame such that both the
electric and the magnetic field point along the z-axis. The euclidean field
strength tensor then takes the form
F =

0 B 0 0
−B 0 0 0
0 0 0 iE
0 0 −iE 0
 (2.90)
so that
2Note that, if there was no difference in the boundary conditions, the two determinants
would cancel each other; this cancellation is related to the worldline supersymmetry (2.61).
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F2 =

−B2 0 0 0
0 −B2 0 0
0 0 E2 0
0 0 0 E2
 (2.91)
(in Minkowski space the same relative sign between B2 and E2 would arise
through the raising of one index necessary in the multiplication of Fµν with
itself). Using (2.91) in (2.89), and taking the square root again, we get
|O(F )| =
∣∣∣∣1l + 4e2E2( ddτ )−2
∣∣∣∣ ∣∣∣∣1l− 4e2B2( ddτ )−2
∣∣∣∣ . (2.92)
Thus we have managed to reduce the original matrix operator to usual (one-
component) operators.
Next we determine the spectrum of the operator − d2
dτ2
for the two bound-
ary conditions. Thus we need to solve the eigenvalue equation
− d
2
dτ 2
f(τ) = λf(τ) . (2.93)
In the periodic case, a basis of eigenfunctions is given by
en(τ) = cos(2pinτ/T ), n = 1, 2, . . .
e˜n(τ) = sin(2pinτ/T ), n = 1, 2, . . .
(2.94)
with
λn =
(2pin)2
T 2
(2.95)
and in the antiperiodic case by
pn(τ) = cos
(
2pi(n+ 1/2)τ/T
)
, n = 0, 1, 2, . . .
p˜n(τ) = sin
(
2pi(n+ 1/2)τ/T
)
, n = 0, 1, 2, . . .
(2.96)
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with
λn =
(
2pi(n+ 1)
)2
T 2
. (2.97)
Using these eigenvalues in (2.92), we see that the infinite products which
we encounter are just Euler’s famous infinite product representations of the
elementary trigonometric functions,
sinx
x
=
∞∏
n=1
(
1− x
2
(npi)2
)
,
sinhx
x
=
∞∏
n=1
(
1 +
x2
(npi)2
)
,
cosx =
∞∏
n=0
(
1− x
2(
(n+ 1/2)pi
)2) ,
coshx =
∞∏
n=0
(
1 +
x2(
(n+ 1/2)pi
)2) .
(2.98)
Putting things together, we get
L(F ) = −2
∫ ∞
0
dT
T
e−m
2T (4piT )−2
eET
sin(eET )
eBT
sinh(eBT )
cos(eET ) cosh(eBT )
= −2
∫ ∞
0
dT
T
e−m
2T (4piT )−2
eET
tan(eET )
eBT
tanh(eBT)
. (2.99)
This is the famous Lagrangian found by Euler and Heisenberg in 1936 as one
of the first nontrivial results in quantum electrodynamics. Its existence tells
us that, although in electrodynamics there is no interaction between photons
at the classical level, such interactions do arise after quantization indirectly
through the interaction of photons with the virtual electrons and positrons
in the vacuum. Moreover, it encodes this information in a form which is
convenient for the actual calculation of such processes; see, e.g., [39].
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2.4.2 Schwinger pair production and worldline instan-
tons
The effective Lagrangian (2.99) contains a singularity in the T -integral at
T = 0. This is an ultraviolet-divergence, and needs to be removed by renor-
malization (see, e.g., [40]). Moreover, except for the purely magnetic field
case this integral shows further poles at
Tn =
npi
eE
, n = 1, 2, . . . (2.100)
where the sin(eET ) contained in the denominator vanishes. These poles
generate an imaginary part for the effective Lagrangian. Restricting ourselves
now to the purely electric field case, B = 0, it is a simple application of
complex analysis to show that
ImLspin(E) = (eE)
2
8pi3
∞∑
n=1
exp
[
−npim
2
eE
]
. (2.101)
Here the nth term in the sum is generated by the nth pole in (2.99).
The physical interpretation of this imaginary part was already anticipated
by F. Sauter in 1932: in the presence of an electric field the vacuum becomes
unstable, since a virtual electron-positron pair can, by a statistical fluctua-
tion, gain enough energy from the field to turn real. However, the probability
for this to happen becomes significant only at about E ≈ 1016V/cm, which
is presently still out of the reach of experiment.
But let us now return to the worldline path integral for the constant
field case, eq. (2.86). Clearly in the presence of an electric field component
something special must happen to the path integral when T takes one of
the values (2.100). What is it? Looking at eqs. (2.92) - (2.95) we can see
that the reason for the pole in the effective Lagrangian at Tn is a zero of
the operator O(F ) with periodic boundary conditions (the one coming from
the x - path integral) due to the eigenfunctions en(τ) and e˜n(τ). Now let us
return to Feynman’s original worldline path integral for Spinor QED (2.57)
and consider the classical equations of motion following from the coordinate
worldline action, eq. (2.16). It is
x¨µ = 2ieF µν x˙ν . (2.102)
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This is, of course, simply the Lorentz force equation, only written in un-
familiar conventions and using unphysical (from a classical point of view)
boundary conditions. Now in our case of a purely electric constant field,
after putting T = Tn we have en(τ) = cos(2eEτ), e˜n(τ) = sin(2eEτ), and we
can use these functions to construct the following circular solution of (2.102):
x(τ) =
(
x1, x2,N en(τ),N e˜n(τ)
)
. (2.103)
Here x1, x2 and N > 0 are constants. Such a worldline trajectory that obeys
both the classical field equations and the periodic boundary conditions is
called a worldline instanton [27]. On this trajectory the worldline action
(2.16) gets minimized, namely it vanishes, leaving only the exponential fac-
tor e−m
2T with T = Tn which reproduces the nth Schwinger exponential in
(2.101). This suggests that Schwinger’s formula (2.101), including the pref-
actors, can be obtained by a semiclassical (stationary path) approximation of
the worldline path integral, and indeed this can be made precise [27, 41, 42].
In the constant field case this approximation actually turns out to be even
exact; for more general fields the method still works as a large-mass approx-
imation.
Note that the electron spin does not play a role in the determination of
the Schwinger exponent. In the constant field case, the spin factor decouples
from the x path integral and yields, evaluated at Tn, a global factor of
4 cos(eETn) = 4 cos(npi) = 4(−1)n . (2.104)
In an early but highly nontrivial application of the worldline formalism [27],
this semiclassical approximation was, for the Scalar QED case and in the
weak-field approximation, even extended to higher loop orders, yielding the
following formula for the total (summed over all loop orders) Schwinger pair
creation exponential:
ImL(all−loop)scal (E)
eE
m2
→0
≈ (eE)
2
16pi3
exp
[
−pim
2
eE
+ αpi
]
(2.105)
(only the first Schwinger exponential is relevant in the weak-field limit). This
formula is presently still somewhat conjectural, though, since some of the
arguments of [27] are not completely rigorous.
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2.5 Other gauge theories
After having so far focused totally on the case of QED, in this last lecture
let us very shortly discuss the most important things to know about the
generalization to the nonabelian case, as well as to gravitation.
2.5.1 The QCD N-gluon amplitudes
It is easy to guess what has to be done to generalize Feynman’s Scalar QED
formula (2.18) to the nonabelian case, i.e. to the case where the gauge field
Aµ(x) is a Yang-Mills field with an arbitrary gauge group G, and the loop
scalar transforms in some representation of that group. We can then write
Aµ(x) = A
a
µ(x)T
a (2.106)
where the T a, a = 1, . . . , dim(G) are a basis for the Lie algebra of G in the
representation of the scalar (e.g. they could be the eight Gell-Mann matrices
for the case of SU(3) and a scalar in the fundamental representation).
Thus the Aµ(x) are now matrices, and the Aµ(x(τ)) along the loop for
different τ will in general not commute with each other. As is well known
from quantum mechanics, in such a case the ordinary exponential function
has to be replaced by a “path-ordered exponential” (the coupling constant g
in our conventions corresponds to −e):
P eig
∫ T
0 dτx˙·A(x(τ)) ≡ 1 + ig
∫ T
0
dτ x˙ · A(x(τ))
+(ig)2
∫ T
0
dτ1 x˙1 · A(x(τ1))
∫ τ1
0
dτ2 x˙2 · A(x(τ2)) + . . .
(2.107)
And since the effective action must be a scalar, we will clearly also need a
global color trace tr c. Thus our nonabelian generalization of (2.18) becomes
[29]
Γscal[A] = trc
∫ ∞
0
dT
T
e−m
2T
∫
P
DxP exp
[
−
∫ T
0
dτ
(1
4
x˙2−ig x˙·A
)]
. (2.108)
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Moving on to the N - gluon amplitude, it is clear that the vertex operator
for a gluon should carry, in addition to a definite momentum and a definite
polarization, also a definite color assignment; thus we supplement the one for
the photon (2.26) with one of the basis matrices T a. Thus our gluon vertex
operator will be
V gscal[k, ε, a] ≡ T a
∫ T
0
dτ ε · x˙(τ) eik·x(τ) . (2.109)
It is also easy to figure out what will happen to the Bern-Kosower master
formula (2.43): due to the path ordering, the vertex operators will have to
appear in the path integral in a fixed ordering. Thus their color trace will
also factor out of the τ - integrals, leading to the nonabelian master formula
Γscal(k1, ε1, a1; . . . ; kN , εN , aN) = (ig)
Ntr c(T
a1T a2 · · ·T aN )
×
∫ ∞
0
dT
T
(4piT )−
D
2 e−m
2T
∫ T
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τN−2
0
dτN−1
× exp
{ N∑
i,j=1
[1
2
GBijki · kj − iG˙Bijεi · kj + 1
2
G¨Bijεi · εj
]}
|lin(ε1,...,εN)
(2.110)
(we have eliminated one integration by choosing the zero on the loop to be
at the position of the Nth vertex operator).
Contrary to the abelian formula (2.43), this multi-integral does not repre-
sent the complete amplitude yet, rather one has to still sum over all (N −1)!
non-cyclic permutations. A further difference to the QED case is that the
one-loop N -gluon amplitudes have, in contrast to the photon ones, also re-
ducible amplitudes, which are not yet included in the master formula. How-
ever, it is one of the remarkable features of the Bern-Kosower rules that it
allows one to construct also the reducible contributions knowing only the
integrand of the master formula.
As in the photonic case, one can use the IBP procedure and the replace-
ment rule (2.82) to get the integrand for the spin half loop directly from
the one for the scalar loop. Moreover, for the gluon amplitudes there is also
diagram with a gluon loop, and its integrand, too, can be obtained from the
scalar loop one by a rule similar to (2.82); see [7].
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However, in the nonabelian case there will, in general, be boundary terms,
since the τ - integrals do not run over the full loop any more. Had we re-
stricted - unnecessarily - our integrals to run over ordered sectors in the
abelian case, we would have found that the total derivative terms added in
the IBP produced boundary terms, but those would have cancelled out be-
tween adjacent sectors (where “adjacent sectors” means differing only by an
interchange of two neighboring vertex operators). Here instead of cancelling
those boundary terms will combine into color commutators. For example,
assume that we are calculating the four-gluon amplitude, and we are do-
ing an IBP in the variable τ3. For the sector with the “standard” ordering
τ1 > τ2 > τ3 > τ4 this may produce a boundary term at the upper limit
τ3 = τ2. The same total derivative term used in the adjacent sector with or-
dering τ1 > τ3 > τ2 > τ4 will yield the same boundary term as a lower limit.
The color factors of both terms will thus combine as tr c(T
a1 [T a2 , T a3 ]T a4).
The role of those terms is easier to analyze for the effective action than
for the gluon amplitudes. The nonabelian effective action can, in principle,
be written as a series involving only Lorentz and gauge-invariant expressions
such as tr c(DµFαβD
µFαβ), where F is the full nonabelian field strength
tensor
Fµν ≡ F aµνT a = F 0µν − ig[AbµT b, AcνT c] (2.111)
where by F 0µν we denote its “abelian part”,
F 0µν ≡ (∂µAaν − ∂νAaµ)T a . (2.112)
Each such invariant has a “core term” that would exist already in the abelian
case; in the example, this is ∂µF
0
αβ∂
µF 0αβ. For the core term, the IBP goes
from bulk-to-bulk, and has a covariantizing effect in making it possible to
combine vector potentials A into field strength tensors F 0. As one can easily
check for examples (see section 4.10 of [7]) the addition of the boundary terms
will complete this “covariantization” process by providing the commutator
terms that are necessary to complete all F 0s to full F s, and all partial deriva-
tives to covariant ones. While this covariantization will ultimately happen
after the computation of all integrals also using any other valid computation
method, the interesting thing about the string-inspired formalism is that one
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can achieve manifest gauge invariance at the integrand level, before doing
any integrals.
This property of manifest gauge invariance is somewhat less transparent
in momentum space, but still very useful for analyzing the tensor structure
of the off-shell N -gluon amplitudes; see [43] for the three-gluon case.
2.5.2 Graviton amplitudes
Finally, let us discuss the inclusion of gravity at least for the simplest possible
case, which is a scalar particle coupled to background gravity. Naively, it
seems clear what to do: in the presence of a background metric field gµν(x)
we should replace the free kinetic part of the worldline Lagrangian by the
geodesic one:
Lfree =
x˙2
4
−→ Lgeo ≡ 1
4
x˙µgµν(x(τ))x˙
ν . (2.113)
As you probably know from General Relativity (or remember from Andrew’s
lectures at this School) this action yields the classical equations of motion
for a spinless particle in a background gravitational field. So we would be
tempted to write down the following formula for the one-loop effective action
due to a scalar particle in quantum gravity:
Γscal[g]
?
=
∫ ∞
0
dT
T
e−m
2T
∫
P
Dx e−
∫ T
0 dτLgeo . (2.114)
As is usual in Quantum Gravity, we could then introduce gravitons as small
plane wave perturbations of the metric around flat space,
gµν(x) = δµν + κhµν(x) (2.115)
where κ is the gravitational coupling constant and
hµν(x) = εµν e
ik·x (2.116)
with a symmetric polarization tensor εµν . The usual perturbative evaluation
of the path integral will then yield graviton amplitudes in terms of Wick
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contractions with the usual bosonic Green’s function GB, and each graviton
presented by a vertex operator
V hscal(k, ε)
?
= εµν
∫ T
0
dτx˙µx˙ν eik·x(τ) . (2.117)
However, one can immediately see that, contrary to the gauge theory case,
the Wick contractions will now lead to mathematically ill-defined expressions,
due to the δ(τ − τ ′) contained in G¨B(τ, τ ′). For example, a Wick contraction
of two vertex operator will produce a term with a δ2(τ1 − τ2), and even
the one of just a single vertex operator will already contain an ill-defined
δ(0). These ill-defined terms signal UV divergences in our one-dimensional
worldline field theory. However, they are of a spurious nature. To get rid
of them we have to take the nontrivial background metric into account not
only in the Lagrangian, but also in the path integral measure. In general
relativity the general covariance requires that each spacetime integral should
contain a factor of
√
det g. Therefore the measure which should be used in
(2.114) is of the form [44]
Dx = Dx
∏
0≤τ<T
√
det gµν(x(τ)) (2.118)
where Dx =
∏
τ d
Dx(τ) is the standard translationally invariant measure.
However, in our string-inspired approach we clearly cannot use these metric
factors the way they stand; they ought to be somehow exponentiated. A
convenient way of doing this [45, 46] is by introducing commuting aµ and an-
ticommuting bµ, cµ worldline ghost fields with periodic boundary conditions
Dx = Dx
∏
0≤τ<1
√
det gµν(x(τ)) = Dx
∫
PBC
DaDbDc e−Sgh[x,a,b,c] (2.119)
where the ghost action is given by
Sgh[x, a, b, c] =
∫ T
0
dτ
1
4
gµν(x)(a
µaν + bµcν) . (2.120)
Thus the final version of the path integral representation (2.114) is
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Γscal[g] =
∫ ∞
0
dT
T
e−m
2T
×
∫
P
DxDaDbDc e−
1
4
∫ T
0 dτ gµν(x(τ))
(
x˙µ(τ)x˙ν(τ)+aµ(τ)aν(τ)+bµ(τ)cν(τ)
)
.
(2.121)
After the split (2.115) we will now get the graviton vertex operator in its
final form,
V hscal[k, ε] = εµν
∫ T
0
dτ
[
x˙µ(τ)x˙ν(τ) + aµ(τ)aν(τ) + bµ(τ)cν(τ)
]
eik·x(τ) .
(2.122)
The ghost fields have trivial kinetic terms, so that their Wick contractions
involve only δ - functions:
〈aµ(τ1)aν(τ2)〉 = 2δ(τ1 − τ2)δµν ,
〈bµ(τ1)cν(τ2)〉 = −4δ(τ1 − τ2)δµν .
(2.123)
The extra terms arising from the ghost action will remove all the UV di-
vergences. Let us quickly check this for the self-contraction of the graviton
vertex operator (2.122):
〈
x˙µ(τ)x˙ν(τ) + aµ(τ)aν(τ) + bµ(τ)cν(τ)
〉
=
(
G¨B(τ, τ) + 2δ(0)− 4δ(0)
)
δµν
= − 2
T
δµν . (2.124)
However, not all troubles are over yet. As it often happens in field theory,
the cancellation of UV divergences leaves behind a finite ambiguity: some
of the remaining integrals require a regularization to be assigned a definite
value. This regularization dependence must then be removed by the addition
of appropriate finite counterterms to the worldline Lagrangian. If our one-
dimensional worldline theory was an autonomous one, this would introduce
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some new free parameters into the game. However our goal here is just to
reproduce the same results as would otherwise be obtained in the standard
Feynman diagram approach to quantum gravity. By comparing with some
known quantities, such as conformal anomalies, one can establish [5] that
consistency with the standard formalism can be achieved by adding, for any
given regularization scheme, just three such counterterms,
Lcounter = c1R + c2g
µνΓβµαΓ
α
νβ + c3g
µνgαβgλρΓ
λ
µαΓ
ρ
νβ
(2.125)
with the appropriate (regularization dependent) coefficients ci.
Once these coefficients have been computed for a given regularization
(which for the most important regularization choices has been done) there
are no more singularities or ambiguities, and one can can now go ahead and
compute the effective action, or the corresponding N -graviton amplitudes,
as in the gauge theory case 3. See [5, 19, 48] for generalization to the spinor
loop case and for some applications.
2.6 Conclusions
As I said at the beginning, in this short introduction to the worldline for-
malism I have concentrated on the case of gauge boson amplitudes, or the
corresponding effective actions, since it is for those calculations that the for-
malism has been developed to the point where it offers distinct advantages
over the standard Feynman diagram approach. This does not mean that the
formalism cannot be applied to, e.g., amplitudes involving external fermions,
or other couplings such as Yukawa or axial interactions; however there is
still a dearth of convincing state-of-the-art applications. Moreover, we have
restricted ourselves to the one-loop case, despite of the fact that at least for
QED Feynman already had given a path integral construction of the full S-
matrix to all loop orders. Here the reason was lack of time rather than lack
of nice examples; the worldline formalism has been applied to a recalculation
of the two-loop QED β function as well as of the two-loop correction to the
Euler-Heisenberg Lagrangian (2.99) (these calculations are summarized in
3To be precise, in curved space there are a few more issues related to operator ordering
and zero mode fixing, but those have been completely resolved, too [5, 47].
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[7]). This is unfortunate, since the property of the formalism to enable one
to combine various different Feynman diagrams into a single integral repre-
sentation, which I mentioned in connection with the N -photon amplitudes,
becomes much more interesting at higher loops. See [9] and [7] for a detailed
discussion of these multiloop QED issues and calculations.
2.7 Problems for chapter 2
1. One can often compute, or define, the determinant of an infinite-dimensional
operator O using ζ-function regularization, defined as follows: assume
that P has a discrete spectrum of real eigenvalues λ1 < λ2 < . . .. Define
the ζ-function ζO of O by
ζO(z) ≡
∞∑
n=1
λ−zn
where z ∈ C. Show that formally
Det(O) ≡
∞∏
n=1
λn = exp
(
− d
dz
ζO(0)
)
.
Use this method to verify (2.34) (you will need some properties of the
Riemann ζ-function).
2. Derive the Green’s function (2.35), using a direct eigenfunction expan-
sion.
3. Verify (2.41) in detail.
4. Compute P3 and Q3.
5. Verify that the first of the Scalar QED diagrams of fig. 2.1 matches
with the contribution of the δ(τ1 − τ2) part of the G¨B12 contained in
P2.
6. Verify that (2.60) is invariant under (2.61) up to a total derivative term
(you will need the Bianchi identity for the field strength tensor).
89
7. Show (2.68).
8. Verify (2.69).
9. Show (2.71).
10. Show (2.73) using ζ-function regularization (you will need some prop-
erties of the Hurwitz ζ-function).
11. Verify (2.78).
12. Using (2.83), obtain the first two terms on the rhs of (2.84).
13. Derive (2.101) from (2.99) (circumvent the poles displacing the inte-
gration contour above).
14. Verify (2.102).
15. Verify that (2.103) fulfills (2.102).
16. Verify (2.104).
17. Show (2.119), (2.120) using our formal rules for bosonic and fermionic
(grassmann) gaussian integrations.
18. Verify, that in the Wick contraction of two graviton vertex operators
all terms involving δ(0) or δ2(τ1 − τ2) cancel out after the inclusion of
the terms from the ghosts.
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