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This paper applies a recent theorem about simultaneous systems of representatives for 
families of finite sets to obtain combinatorial results that are closely related to problems 
concerning minimal asymptotic bases in additive number theory. 
1. Introduction 
In this paper I shall examine a class of combinatorial problems that are closely 
connected with some recent results in additive number theory. 
Classical additive number theory is, to a great extent, the study of bases and 
asymptotic bases for the nonnegative integers. Let A be a set of nonnegative 
integers. Denote by hA the set of all sums of h elements of A, with repetitions 
allowed. Thus, hA consists of all numbers that can be written in the form 
n = a1 + a2 + ’ ’ ’ + ah, where UREA for i = 1,. . . , h, and a,~-. -<ah. Let 
r(n) = rA+(~) denote the number of representations of n in this form. If hA is the 
set N of all nonnegative integers, then A is called a basis of order h. If hA 
contains all sufficiently large integers, then A is called an asymptotic basis of order 
h. For example, Waring’s problem is the statement that the set of nonnegative 
integral kth powers is a basis of order h for some h. In particular, the squares 
form a basis of order 4 (Lagrange’s theorem), and the cubes form a basis of order 
9 (Wieferich’s theorem) and an asymptotic basis of order 7 (Linnik’s theorem). It 
is not known if the cubes are an asymptotic basis of order h for some h s 6. 
The basis A of order h is minimal if no proper subset of A is a basis of order h. 
This means that for every a E A there is at least one integer n EN such that 
n $ h(A \ {a}). It is easy to prove that every basis of order h contains a minimal 
basis of order h. 
The set A is a minimal asymptotic basis of order h if A is an asymptotic basis of 
order h, but no proper subset of A is an asymptotic basis of order h. This means 
that for every a E A there are infinitely many integers n E hA such that 
n eh(A\{a)). 
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Stohr [ll] introduced the concept of minimal basis and minimal asymptotic 
basis. It is not easy to find examples of minimal asymptotic bases, or even to 
prove that they exist. Hartter [4] gave a nonconstructive proof that for every 
h 2 2 there exist uncountably many minimal asymptotic bases of order h. 
Nathanson [7, 91 and Jia and Nathanson [6) have recently constructed various 
explicit examples. It is important to note that an asymptotic basis of order h does 
not necessarily contain a minimal asymptotic basis of order h. The set 
A={l}U{qhjq=O,1,2,...) is a simple example of an asymptotic basis of 
order h, no subset of which is minimal. Erdos and Nathanson [l] constructed a 
family of asymptotic bases A of order 2 such that, for every subset S of A, the set 
A\S is an asymptotic basis of order 2 if and only if S is finite, Since an infinite set 
contains no maximal finite subset, it follows that A does not contain a minimal 
asymptotic basis of order 2. 
Erdiis and Nathanson [2] have obtained the following remarkably simple 
sufficient condition for an asymptotic basis A of order 2 to contain a minimal 
asymptotic basis of order 2. 
Theorem A. Let A be an asymptotic basis of order 2. If there exists a constant 
c > l/log@) = 3.474 * . * such that r(n) & c log n for all sufficiently large n, then A 
contains a minimal asymptotic basis of order 2. 
It is not known if the weaker condition that r(n) merely tend to infinity is 
sufficient to imply that A must contain a minimal asymptotic basis of order 2. It is 
also an open problem to determine if, for h 3 3, there is a constant c = c(h) > 0 
such that if A is a set of nonnegative integers satisfying r(n) 5 c log n for n 
sufficiently large, then A contains a minimal asymptotic basis of order h. Erdiis 
and Nathanson [3] give a survey of recent results on minimal asymptotic bases. 
The critical part of the proof of Theorem A is a purely combinatorial result that 
is a special case of the following theorem on simultaneous systems of repre- 
sentatives for finite families of finite sets. Let /S] denote the cardinality of S. 
Theorem B. For h 3 2 and k 3 1, let k = q(h - 1) + r, where 0 G r G h - 2. Define 
(Y = cu(h, k) = 1 - (h - r)/hY+‘. Lets&l and t30. Let sZ,={Si]i=l,_..,s} 
and !&={7;]j=l,..., t} be families of sets satisfying the following con- 
ditions: 
(1) lSlSilShfori=l,... ,s, and 16]T(<kforj=l,... ,t, 
(2) S, n S, = z (1 1; = 0 for all i fj, 
(3) Si $7; for all i and j. 
Let @(al, QJ denote the number of sets X such that 
(4) IX1 = s, 
(5) (X n ~is,l = 1 for i = 1, . . . , S, 
(6) Xn-r;#flforj=l,...,t. 
Then @(Q, , 8,) c hSai, and this estimate is best possible. 
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Nathanson [lo] had conjectured this result, and proved various special cases. 
The full theorem was recently proved by Jia [5]. In the case h = k, Jia’s theorem 
states that @(sZr, !&) s h”-*‘(h2 - h + 1)‘. Erdiis and Nathanson [2] proved the 
theorem only in the special case h = k = 2, but with (3) replaced by the less 
restrictive condition 
(3’) Sj # q for all i and i. 
In the application to Theorem A, the families Qr and D2 arise as follows: Let A 
be an asymptotic basis of order 2, and let m and rz be distinct positive integers 
such that r(m) = s 2 1 and r(n) = t 2 1. Then there are s integers ai E A such 
thatO~a~~~m/2andm-ai~A.LetSi={a,,m-u~}fori=1,...,s.Similarly, 
there are t integers u,! E A such that 0 cuisn/2 and n-alEA. Let q= 
{al, n - uj} for i = 1, . . . , t. Then the families 52i = {Si 1 i = 1,. . . , s} and 
Q,={lj]j=l,..., t} satisfy conditions (l), (2), and (3’) of Theorem B. 
2. Combinatorial analogues 
In this section I shall prove some combinatorial results similar to the theorems 
on minimal bases and minimal asymptotic bases discussed above. The principal 
result (Theorem 4) uses the upper bound for the number of simultaneous ystems 
of representatives (Theorem B) to find a criterion for a combinatorial analogue of 
an asymptotic basis of order h to contain a minimal asymptotic basis of order h. 
The idea of the combinatorial construction is the following. Let A be an 
asymptotic basis of order h, and let r(n) denote the number of representations of 
n in the form n=ui+- .-+a,,, whereu;EAfori=l,..., h, andu,c.--<ua,. 
Corresponding to the jth representation n = a, + . * . + a,,, we associate the set 
sj(n) = {a,, . . . , ah}. Since the summands a,, . . . , ah are not necessarily distinct, 
it follows that 1 G Isj(n)( G h and that two different representations of n can give 
rise to the same set {al, . . . , ah} of summands. Let Q(n) be the family of these 
sets sj(n). Then 0~ IQ(n)] 6 r(n). Let Y be a subset of A. If we remove the 
elements of the set Y from A, then representations of rz that include summands 
from Y are destroyed. That is, some representations of rz as a sum of h elements 
of A are not representations of n as a sum of h elements of A\Y. Let 
Q,(n) = {4(n) E Q(n) ) 4(n) fl Y = 0}. The sets in Q,(n) correspond to repre- 
sentations of rz that do not involve any element of Y. Then “Y destroys rz” if 
every representation of n as a sum of h elements of A requires at least one integer 
in Y, and so rz cannot be written as a sum of h elements of A \ Y. This leads to the 
following combinatorial analogue of bases and asymptotic bases in additive 
number theory. 
A combinutoriuf pair {A, Q(n)} will consist of a nonempty set A and, for each 
na0, afamilyQ(n)={Sj(n)(j=l,..., r(n)} of nonempty subsets of A. Note 
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that 0 G r(n) = (Q( n )I < ~0. Define the sets s(n) and T(w) by 
For Y GA, let 
Q,(n) = {Sj(n) E Q(n) 1 Sj(n) 5 A \ Y}. 
I shall write “Y destroys n” if 52(n) # 0, but Q,(n) = 0. Thus, Y destroys n if 
Q(n) f 0, and every set in Q(n) contains at least one element of Y. 
By analogy with the definition of minimal basis and minimal asymptotic basis, 
the combinatorial pair {A, Q(n)} will be called minimal if every nonempty subset 
Y of A destroys some integer n. It is easy to show (Theorem 1) that there always 
exists a set Y G A such that the pair {A\ Y, Q,(n)} is minimal. The pair 
{A, Q(n)} will b e called asymptotically minimal if every nonempty subset Y of A 
destroys infinitely many a. In Theorem 3, I shall construct an example of a pair 
{A, Q(n)} that does not contain an asymptotically minimal pair. In Theorem 4, I 
shall determine a sufficient condition, analogous to Theorem A, that there exist a 
set Y c A such that Y destroys only finitely many n, and the pair {A \ Y, Q,(n)} 
be asymptotically minimal. This result will have applications in number theory. 
Theorem 1. Let {A, Q(n)} b e a combinatorial pair. Let g be a nonnegative 
integer. Then there is a subset Y of A such that Y destroys at most g integers n, but, 
if Y s Z c A, then Z destroys at least g + 1 integers n. 
Proof. Let W consist of all sets X E A such that X destroys at most g integers it. 
Then W is nonempty, since 0 E W. Partially order W by inclusion. Let {Xi}ier be 
a chain in W. Define X = lJisrXi. Since each of the families Q(n) is finite, it 
follows that if X destroys g + 1 integers n, then some finite subset of X destroys 
these g + 1 integers, and so some Xi destroys g + 1 integers, which is impossible. 
Therefore, X E W. By Zorn’s lemma, W contains a maximal element Y. This 
completes the proof. 0 
Theorem 2. Let {A, Q(n)} b e a combinatorial pair. Then there is a subset Y of A 
such that G&(n) # 0 whenever Q(n) # 0, and the pair {A \ Y, Q,(n)} is minimal. 
Proof. This is the case g = 0 of Theorem 1. 
Theorem 1 asserts that for any nonnegative integer g there must exist a 
maximal subset Y of A such that Y destroys at most g integers. The next result 
demonstrates the existence of a pair {A, Q(n)} for which there exists no maximal 
subset Y of A that destroys only finitely many integers. Thus, there is no subset Y 
of A such that Y destroys only finitely many n and {A\Y, Q,(n)} is asymptoti- 
cally minimal. 
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Theorem 3. Let {A, Q(n)} b e a combinatorial pair such that A is infinite. For 
each n 2 0, let 52(n) = {Si(n) ) j = 1, . . . , r(n)}. Suppose that to each a E A there 
are only finitely many n such that a E S(n). If Y c A and Y destroys only finitely 
many n, then there exists a set Z such that Y 5 Z c A and Z destroys only finitely 
many n. In particular, there does not exist a subset Y of A such that Y destroys 
only finitely many n and {A \ Y, &2,(n)} is asymptoticnlly minimal. 
Proof. Let Y be a subset of A that destroys only finitely many n. Choose m such 
that Y does not destroy m. Choose ai E Sj(m) for each j = 1, . . . , r(m). Then 
F={ajlj=l,..., r(m)} is a finite set that destroys m. Let 2 = Y U F. Then 
Y s 2 c A. Since each a E A belongs to S(n) for only finitely many n, and since 2 
is finite, it follows that Z destroys only finitely many n. This proves the 
Theorem. q 
Lemma 1. Let h 2 2. Let {A, Q(n)} be a combinatorial pair such that A is 
an infinite set, and, for each n 2 0, the family Q(n) = {S,(n) 1 j = 1, . . . , r(n)} 
satisfies the following conditions: 
(1) 16 ISi s h for j = 1, . . . , r(n), 
(2) &(n) fl Sj(tZ) = 0 for 1 s i <j S r(n), 
(3) Sr(m) $ Sj(n) for all m #n and all i and j, 
(4) n$] ISi(n) f3 . h”“’ for some P > 0 and all n > N,, 
(5) r(n) 2 c log n for some c > l/log(h*/(h* - h + 1)) and all n 2 No. 
Then there is an integer N 2 No such that for any m 3 N there is a set X = X(m) 
such that JXJ = r(m) and X destroys m, but X destroys no n 2 N, n # m. 
Proof. Define 6 > 0 by c . log(h2/(h2 - h + 1)) = 1 + 6. Define L(n) = 
(log n)/(log(h2/(h2 - h + 1))). Condition (5) states that r(n) 2 (1 + 6)L(n) for 
n 2 No. Choose N = N(6, /3) 3 No such that CnaN n-lea < /3. Let m, n 2 N with 
m #n. We now apply Theorem B with k = h, Q2, = Q(m), s = r(m), r;2, = Q(n), 
and t = r(n). Let @(Ql, Q,) = @(Q(m), Q(n)) denote the number of sets X such 
that 1x1 = r(m) and X destroys both m and n. Then Theorem B implies that 
@(Q(m), Q(n)) s hrCm)((h2 - h + l)/h2)r(n). 
It follows that the number of sets X c S(m) such that [XI= r(m) and X destroys 
both m and at least one n 2 N is at most 
z @(Q(m), Q(n)) s c hrCm’((h2 - h + l)lh*P) 
IISN n*N 
?Z#??l 
c h”“’ n-N ((h* - h + l)lh2)c- 
= h’(“” ,zN n-1-6 
< fj . h”“’ 
r(m) 
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Since the sets s,(m) are pairwise disjoint and the number of sets X such that 
1x1 = r(m) and X destroys m is precisely @y;’ I,S(m)(, it follows that there must 
exist at least one set X that destroys 171 but destroys no n 3 N, n # m. This 
completes the proof. 0 
Lemma 2. Let h 3 2. Let {A, Q(n)} b e a p . atr such that A is an infinite set, and, 
for each n 2 0, the family Q(n) = {S(n) ) j = 1, . . . , r(n)} satisfies conditions 
(l)-(5) of Lemma 1, and also satisfies the following condition: 
(6) For every finite set T c A and for every b E A \ T there are infinitely many 
integers m such that b E S(m) E A \ T for some j = 1, . . . , r(m). 
Let the integer N 3 No satisfy the conclusion of Lemma 1. Let F be a finite subset 
of A such that F destroys no n 2 N. Then for any b E A \ F there are infinitely 
many integers m such that b E S,(m) c A \F for some j and there exists a set 
X s S(m) fl A \ F with the property that X U F destroys no n 2 N, but X U {b} 
destroys m. 
Proof. Define 6 > 0 by c * log(h’/(h* - h + 1)) = 1 + 26. Define L(n) = 
(log n)/(log(h2/(h2 - h + 1))). Condition (5) states that r(n) 3 (1 + 26)L(n) > 
(1 + 6)L(n) for n Z= No. 
By conditions (2) and (3), the sets ?$(n) are distinct. Consequently, for any 
w there are only finitely many n such that sj(n) c T(w) for some j, and so 
there exists an integer w’ such that sj(n)\ T(w) #0 for all n > w’ and all 
j = 1, . . . , r(n). 
By condition (6), if a E A, then a E S(n) for some n. Since F is finite, there is an 
integer w, > N such that F E T(w,,). Choose w,, < w1 < w2 < w, such that for each 
i = 1, 2, 3, 
(7) $(n)\ T(Wi_,) # 0 for all n 3 Wi and j = 1, . . . , r(n), 
(8) I T(wo)l< AL, 
(9) 2 I T(w)l< Wwd. 
Let b E A\F. By condition (6) with T = T(w*)\ {b}, there are infinitely many 
integers m 3 w, such that 
b Esj(m) EA\(T(Wz)\{b)) 
for some j. Suppose that Sk(m) fl (T(w,)\ {b}) # 0. Then k #j and b $ Sk(m). 
Applying (7) with i = 3, we can choose an integer ek E Sk(m)\ T(w*). Let E be 
the set of these integers ck. Then IEl< IT( and (E U F) fl Sj(m) = 0. 
We shall now apply Lemma 1 to the pair {A\(E U F), a2,,,(n)}. Note that 
Sj(m) E DE&m). Clearly, conditions (l), (2), and (3) are still satisfied. Define 
r’(n) = lQ,,,(n)l. Let TI’ ISi(n)1 d enote the product over all sets S,(n) E 
52,,,(n). Then for n 2 N,,, 
II’ I&(n)1 > ($ IS,(n)l)/h”“‘-“‘“’ > p - h”‘“‘, 
and so condition (4) holds. Finally, since E G A \ T(w*), it follows from (8) that 
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for w, c n < w2 we have 
r’(n) = I%“&)l = IQ&)1 2 r(n) - IFI 
2 r(n) - lT(wJl 3 (1+ 26)L(n) - Iz(w())l 
> (1 + &Co). 
For 12 > w,, it follows from (9) that 
r’(n) = I%“F(n)l z= r(n) - WI - IFI 
a r(n) - 2 IT( * (1+ @L(n). 
Thus, r’(n) 2 (1 + @L(n) f or all n 3 w1 2 N, and condition (5) holds for 12 2 wi. 
Lemma 1 now implies that there exists a set 
X’ c S(m)\(T(wr)\{b)) 
such that IX’1 = r’(m) and IX’ rl &(m)l = 1 for every $(m) E GE,,(m), hence X’ 
destroys m, but X’ destroys no n 2 wr, n # m. Moreover, b E X’ if and only if 
X’ n $(m) = {b}. S ince (X’ \ {b}) II T(w,) = 0, it follows that X’ \ {b} destroys 
no nsN, nfm. 
Let {xi} =X’ fl .$(m). Let X = (X’\ {xi}) U E. Then X E A\F and X U F 
destroys no n 2 N. Since Qx(m) = {$(m)}, it follows that X does not destroy 
m, but X U {b} does destroy m. This completes the proof. Cl 
Theorem 4. Let h 2 2. Let {A, Q(n)} be a pair such that A is an infinite set, and, 
for each n 30, the family D(n) = {S,(n) ( j = 1, . . . , r(n)} satisfies the following 
conditions: 
(1) 1 s I$(n)l6 h for i = 1, . . . , r(n), 
(2) S,(n) n Sj(n) = 0 for 1 s i <j s r(n), 
(3) $(m) $ Si(n) for all m # n and all i and j, 
(4) HJl”,’ &(n)l > p * h”“’ for some 0 > 0 and all n 2 N,,, 
(5) r(n) > c log n for some c > l/log(h2/(h2 - h + 1)) and all n 2 N,, 
(6) For every finite set T 5 A and for every b E A \ T there are infinitely many 
integersmsuchthatbESj(m)~A\Tforsomej=l,...,r(m). 
Then there exists a set Y 5 A such that Y destroys at most finitely many integers n, 
and the pair {A \ Y, Q,(n)} is asymptotically minimal. 
Proof. We shall construct inductively (i) a sequence of elements bl, bZ, . . . of 
elements of A that are not necessarily distinct, (ii) a strictly increasing sequence 
of positive integers m, < m2 < - . * , and (iii) a sequence of pairwise disjoint 
subsets Y,, Y2, . . . such that conditions (7)-(11) below are satisfied for all t a 1: 
(7) yt c SW, 
(8) {b,, 62, . . . , b,} EA\U:Z; Y, 
(9) UizI I: destroys no integer n 2 N, 
(IO) Y U {b,} destroys m,, 
(11) If a E A \I_);, yi, then a = b, for infinitely many t. 
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We begin by constructing bI, m,, and Y,. Let N 2 No satisfy the conclusion of 
Lemma 1. Choose bI E A. Applying Lemma 2 with F = 0, we obtain an integer 
ml 2 N and a set Y, E S(m,) such that Yi destroys no n 2 N, but Yi U {b,} 
destroys m,. Thus, conditions (7)-(10) are satisfied in the case t = 1. 
Now suppose that for i = 1, 2, . . . , t - 1 we have constructed elements bi, 
integers mi and sets Yi that satisfy (7)-(10). Let F = Ufz: Yi, and choose 
b, E A \F. We shall impose in the next paragraph an additional condition on the 
choice of b,. By Lemma 2, there exists an integer m, > m,_, such that 
b, E Sj(m,) c A \ F for some j and there exists a set Y, c S(m,) n A \ F such that 
Y, U F destroys no n 2 N, but Y, U {b,} destroys m,. Then conditions (7)-(10) are 
satisfied. This completes the induction. 
Let Y =lJy=i Y,. By (8), b,EA\Y for all t 2 1. Here is the additional condi- 
tion that we use in the choice of the integers b,: We must choose each element 
in A \ Y infinitely often as a term in the sequence {b,}. This is clearly possible. 
Then condition (11) is satisfied. 
Let n 2 N. If Y destroys n, then sj(n) n Y f 0 for j = 1, 2, . . . , r(n), and so 
there is a finite subset of Y that destroys n. It follows that lJ:=i yi destroys n for 
some t sufficiently large, but this contradicts condition (9). Therefore, Y destroys 
no n 2 N. Let a E A \ Y. Then a = b, for infinitely many t. Since Y, U {b,} c 
Y U {a}, it follows from (10) that Y U {a} destroys m, for infinitely many positive 
integers m,. Therefore, {A \ Y, Q,(n)} is asymptotically minimal. This completes 
the proof of the Theorem. 0 
3. Applications to number theory 
In additive number theory, the basis A of order h is minimal if, for any X 
contained in A, the set A\X is a basis of order h if and only if X = 0. 
Theorem 5. Let A be a set of nonnegative integers. For every nonnegative integer 
g there is a subset Y of A such that 
IhA\h(A\Y)( =Sg, 
but, for any Z satisfying Y s Z E A, 
(hA\h(A\Z)( 2g + 1 
In particular, every basis of order h contains a minimal basis of order h. 
Proof. For each n 2 0, construct the family O(n) of subsets of A as follows: To 
each representation n = a + . . f + ah with ai E A and a, G . * * G ah, we associate 
the set {a,, . . , ah} E Q(n). Then 1 G I{a,, . . . , ah}(<handOslQ(n)l=r(n)< 
03 for all n. Now apply Theorem 1. The statement about minimal bases is the 
special case ha = IV and g = 0. This completes the proof. 0 
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It is easy to check that if A is an asymptotic basis of order 2, then the 
combinatorial pair associated to A always satisfies conditions (l), (2), (3’), (4), 
and (6). If the asymptotic basis A also satisfies r(n) 2 c log n for some 
c > l/log($), then Theorem 4 immediately implies Theorem A. We can also 
obtain from Theorem 4 a proposition about asymptotic bases of order h 2 3. 
Theorem 6. Let h 2 2. Let A be an asymptotic basis of order h such that, for each 
n > N,,, there are r(n) distinguished pairwise disjoint representations of n as a sum 
of h distinct elements of A. Zf r(n) 2 c log n for some c > l/log(h2/(h2 - h + 1)) 
and all n 3 NO, then A contains a subset that is an asymptotic basis of order h and 
that is minimal with respect to the r(n) distinguished representations of n. 
Proof. This follows immediately from Theorem 4. 0 
Theorem 7. For each n 3 1, let Q(n) be a maximal set of pairwise disjoint 
partitions of n into exactly h distinct positive integers. Then the pair (k4, Q(n)} 
contains an asymptotically minimal pair {kI\Y, C&(n)} such that Y destroys only 
finitely many n. 
Proof. Nathanson [8] proved that r(n) = IQ(n)1 2 (n/h2) - 1 for all n 3 0. The 
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