In this paper we present the first results of a study that aims to better understand and model the size and development of population in the Dutch Roman limes zone, as part of a larger research project investigating the development of the cultural landscape in the area. Earlier estimates of population size have only used general assumptions based on settlement density and supposed Roman army recruitment requirements and have not considered in any detail the factors influencing population growth and decline. This paper first presents the existing evidence for estimating population size in the area and then discusses the evidence for mortality and fertility estimates in the Roman period, necessary to better understand the large-scale demographic processes involved. From this evidence, new estimates for population size in the Early and Middle Roman period are calculated, using agent-based modelling to better understand the dynamics of population growth and the effects of recruitment of soldiers by the Roman army. It is concluded that earlier calculations underestimated the potential for population growth as well as the effect of forced recruitment on demography.
Introduction
The Finding the limits of the limes project aims to apply spatial dynamical modelling to reconstruct and understand the development of the cultural landscape in the Dutch part of the Roman limes zone ( fig. 1 ). It focuses on modelling economic and spatial relations between the Roman army and the local population, in particular the interaction between agriculture, animal husbandry and wood management, and the related development of settlement patterns and transport networks in the area.
In this paper we will focus on one of the most debated but also least understood issues involved, the demographic development during the Roman period. Various authors (Bloemers, 1978; Willems, 1986; Vossen, 2003) have published estimates of population densities for the Early Roman B and Middle Roman A periods for which most of the archaeological evidence is available. These periods are characterised by a significant increase in number and size of settlements especially after circa AD 85 when the area was fully integrated in the Roman Empire. However, the published estimates are not based on a good understanding of the demographic processes involved and do not shed much light on the interplay between natural population growth, migration, and recruitment of (especially) Batavian soldiers for the Roman army. Furthermore, they have dealt exclusively with the rural population, thereby ignoring the effects of (low-level) urbanisation on demographic development. Moreover, by not considering the Middle Roman B period , these models can't explain the assumed gradual decline of the population after circa AD 160 (De Jonge, 2006; Vos, 2009) .
In this paper, we will demonstrate that simple agent-based models can be used to better understand the mechanisms that govern population growth and decline, and will show that initial assumptions on mortality and fertility greatly influence the outcome of demographic estimates. We will also show that the recruitment of soldiers for army service has significant effects on population growth.
Estimating Population Size in the Dutch Roman Limes
Published estimates of rural population size have tackled the issue from two angles, settlement density and recruitment requirements. Estimations of population size from settlement density imply counting the number of settlements in a well-investigated area and multiply this by the supposed number of people living in a settlement and the total size of the area involved. Table 1 shows the published estimates for the Cananefatian (Bloemers, 1978) and Batavian area (Willems, 1986; Vossen, 2003) . The higher estimates by Vossen stem from his use of detailed micro-regional survey data, with much higher reported densities of Roman sites.
All three authors confronted these settlement density estimates with a model based on the military recruitment requirements of the Roman army. Historical sources indicate that the Batavians provided approximately 5,000 soldiers to the Roman army in the period before AD 70 (Alföldy, 1968; Vossen, 2003; Willems, 1986) . From the Flavian period onwards, this figure is supposed to have stood at approximately 5,500 men (Vossen, 2003) . For the Cananefates this number was 960 soldiers (Bloemers, 1978) .
Whatever the real size of the army units, it is clear that a surplus of male children had to be produced in order to supply the Roman army with soldiers. Bloemers (1978) suggested that a surplus of 0.6-1.8 male children per family per 20 years was needed and achievable to keep the units up to strength. This "recruitment model" for the Cananefates then needs a minimum of 535-1,190 households (2,675-9,520 persons). Willems (1986) assumed a surplus of 1.5 children for the Batavian area, which would imply a minimum of 3,700-4,600 households (total population size 18,500-36,800). Vossen (2003) pointed out that Bloemers' model assumed a military service of 20 years; in fact, 25 years is supposed to have been the required term of service in Flavian times. The effective military service, however, will have been less than that since many soldiers would die before retirement, and the actual replacement rate will therefore have been higher than both Bloemers and Willems assumed. Willems (1986) , comparing both models, concluded that the number of Batavian soldiers may have been too high for the local population to sustain. It is therefore often assumed that the actual number of recruits was lower as the Roman auxiliary units were not ethnically homogeneous and the actual strength of army units was probably smaller than the nominal strength (De Weerd, 2006; Roymans, 2004; Van Driel-Murray, 2003; Van Rossum, 2004) . However, the higher population estimates by Vossen (2003) would point to a sufficiently large population to supply enough recruits.
Dealing with Roman Demography
An alternative model of population size and development must to be based on a better understanding of the demographic processes involved. For this we need to know more about the patterns of mortality and fertility in the Roman period and how these influence population dynamics.
Mortality
Demographers use "model life tables" derived from vital statistics and census data to describe the age structure of modern populations. In a life table, it is estimated, for every five-year age cohort how many people will survive into the next five years. In this way, the age structure of a population can be described succinctly, including the life expectancy at birth (e0) and subsequent ages. The first model life tables were published by the United Nations (1955). Coale & Demeny (1966; Coale, Demeny & Vaughan, 1983 ) later improved and extended them to include all regions of the world and added historical data. A major problem with this approach for prehistoric populations is the fact that infant mortality was much higher than in modern society. For this reason, extrapolation of life tables When fertility and mortality remain constant and migration is zero, demographers refer to a stable population, in which the age structure of the population will remain constant as well (Lotka, 1934; 1939) . However, this is not the same as a stationary population (i.e. one that will not grow or decline) in which fertility is exactly at the replacement level. Many palaeodemographers have assumed stationarity for pre-industrial societies (Séguy et al, 2008) since maximum population size is determined by the availability of food. When a population grows too large, famine will strike and the balance will be restored. While this Malthusian principle may be valid in general terms, there is no reason to expect the population of the Roman Empire to have been stationary, or even stable, during all of its existence (Parkin, 1992) . First of all, because of the occurrence of mortality crises (epidemics, wars, famine) that temporarily disturb the balance. Secondly, technological advances in agriculture can lead to increased food production, thus allowing for (temporary) population growth. And furthermore, fertility is not just determined by biological factors but also by socio-economic influences, especially where it concerns marriage.
Evidence for Mortality in the Roman Period
Quantitative evidence for mortality in the Roman period is scarce and problematic (see also Saller, 1994; Hin, 2013) . Frier (1982) presented a model life table for the Roman Empire, largely based on a text known as "Ulpian's Life Table" . This is a Roman text that was used to determine the capitalised value of a life interest for inheritance taxation purposes. The capital value of the annuity decreases with increasing age and this decrease in life expectancy was found to broadly match the Model West Level 2 Male life table (Coale & Demeny, 1966) . Similar conclusions were reached by Bagnall & Frier (1994) on the basis of an analysis of surviving Roman census records from Egypt.
Funerary inscriptions on tombstones recording ages of death (over 43,000 for the whole Roman Empire) have also been analyzed exhaustively to infer mortality patterns. However, these are not very useful since they are biased to urban contexts and under-represent burials of the poor. Furthermore, they do not provide complete records of the ages of deceased but are instead the product of specific commemorative practices (Hopkins, 1987; Scheidel, 2001) .
The osteological evidence for reconstructing the age structure of (pre-)historic populations is limited as well. Parkin (1992) lists the problems with using skeletal remains from cemeteries for palaeodemographic reconstruction. Estimating age from human bone material will always be approximate, depending on the available material and expertise. Furthermore, burials in cemeteries seldom provide a representative sample of the actual population living at the time and if they do, we have no means of establishing if this is the case. Some authors tried to use prehistoric skeletal data (Bocquet & Masset, 1977; Weiss, 1973) to construct "archaeological" model life tables but given the problems with skeletal evidence and the unwarranted assumptions of a stationary population, these tables will not realistically reflect the age structure of prehistoric populations (Scheidel, 2001) .
Notwithstanding these problems, the expected life span at birth in the Roman Empire is often assumed to have been between 20 and 30 years (Hopkins, 1987; Parkin, 1992; Saller, 1994; Scheidel, 2001) . For example, Heeren (2009: 81-93) in an analysis of the burials of the rural cemetery at the Dutch site of Tiel-Passewaaij estimated an expected life span of 29.3 years but notes that 25 years might be more realistic given the underrepresentation of child burials. The model life tables that are thought to most closely resemble the Roman situation are the Model West Level 3 Female and Model South Level 3 Female tables (Coale & Demeny, 1966) both with e0 = 25 years and 25-30% infant mortality. Woods (2007) warns that these should not be thought of as very realistic approximations since they are extrapolated from populations with life expectancies of over 35 years. The infant mortality rate for real populations with a life expectancy of 25 years could therefore be somewhat lower than the Coale & Demeny tables suggest (implying, of course, higher adult mortality rates; see also Hin, 2013; Scheidel, 2001 ). The Pre-industrial Standard table (Séguy & Buchet, 2013) indicates a mean life expectancy of 34.3 years and an infant mortality of 20.0%. This would point to a somewhat less bleak picture of living conditions before the Industrial Revolution than is often assumed but its applicability to the Roman period is doubtful.
For the present study, it is also important to know whether service in the Roman army would lead to a higher mortality rate. Scheidel (1996) concludes on the basis of epigraphic evidence from tombstones that in peacetime there is little reason to suspect that mortality figures in the army were significantly higher than in other sectors of society. Of course, this could drastically change when the soldiers were involved in active campaigns. However, even though we know that Batavian soldiers were deployed for the invasion of Britain in AD 43, there is no historical evidence that would allow us to quantify the loss of soldiers' lives in battle.
Fertility
Evidence for the mean number of children born per woman in pre-industrial societies is relatively scarce. Historical data from England (Wrigley & Schofield, 1981) point to an average of 6.5 to 7 children per woman and an average of six is often assumed for the whole of prehistory (Bentley, Goldberg & Jasieńska, 1993) . Campbell & Wood (1988) found a mean of 6.1 for pre-industrial societies on the basis of modern and historical demographic data. Bocquet-Appel (2008) estimated an average of 5.2 for pre-agricultural societies and 7.2 for agricultural ones but the historical data analysed by Campbell & Wood (1988) and Bentley, Goldberg & Jasieńska (1993) do not support the assumption of a lower fertility rate for modern hunter-gatherer societies. Frier (1982) indicates that, if Ulpian's Life Table reflects the Roman mortality profile, an average of 5.84 children per woman would be necessary to keep the population stationary. Parkin (1992) states that an average number of at least 5.1 children per woman would be necessary when using the Model West Level 3 Female life table. Weiss (1973) provided fertility coefficients per 5-year age cohort, indicating the relative proportion in each cohort of the total number of children born. His figures, based on anthropological data, are lower than the values that were calculated from historical data by Henry (1961) and later modified by Coale & Trussell (1974; and by Xie (1990 Xie ( , 1991 Xie & Pimentel, 1992) . These authors calculated the natural (marital) fertility rate as the mean number of offspring per year per married woman per 5-year age cohort. This CoaleTrussell-model would lead to a true marital fertility rate of 11.05. Of course, the true fertility rate will be lower than that, since not all women marry, not all marry at age fifteen, and many die before reaching the end of their reproductive period (Wood 1994) . Despite criticism of the sources used for the Coale-Trussell-model, Wilson, Oeppen & Pardoe (1988) state that it has been remarkably general in application and utility. They attribute this to the dominant influence of physiological sterility on fertility and assume that social factors are much weaker forces in this respect. However, Wood (1994) is much more skeptical about the model's applicability because of the questionable reliability of the data sets used. Bongaarts (1978) developed an easily applicable equation to estimate the "total fecundity rate" of populations, taking into account the effect of non-marriage and lactational infecundability. It has been applied to numerous population statistics and points to a mean total fecundity rate of 15.4, which is the mean number of children per woman that could be born if there was no effect of non-marriage or lactational infecundability -so the theoretical maximum. Analysis of historical populations showed that lactational infecundability reduces fertility on average to 73.3%; nonmarriage reduces it further to 37.8%. For the populations analysed, this would imply a true marital fertility rate of 11.6 and, and a true fertility rate of 6.0 -which is in close accordance with the numbers mentioned earlier.
Marriage Age in the Roman period
There is no conclusive evidence for marriage age in the Roman period. Hopkins (1965) assumed that women married in their early teens on the basis of funerary inscriptions but the evidence seems to be biased to the city of Rome itself and in particular its upper classes. Shaw (1987) , in a different analysis of epigraphic evidence from funerary monuments, concludes that most women actually married in their late teens or early twenties. For men the marriage age was certainly older, maybe as much as ten years later. An average marriage age of at least 25 years for men was also inferred by Saller (1987) . These figures can, at best, be seen as representative for the urban(ised) Roman population; for the rural population epigraphic evidence is mostly lacking.
Marriage age can be substantially influenced by economic conditions, as is evident from the reconstruction of the English population from 1541-1871 by Wrigley & Schofield (1981) . In seventeenth century England the average age of marriage was relatively high (mid to late twenties) thereby effectively reducing the birth rate and thus population growth. The reasons for late marriage age were presumably both social and economic. In a society where it is expected that a couple only marries and has children when it has a solid economic basis, young couples will have to wait until opportunities are available -like taking over a farm from their parents. And the worse the economic situation, the longer couples will wait -or not get married at all. When the economic situation is bad, the proportion of women not getting married could rise to more than 15% (compared to a "regular" figure of 5-8%).
Towards New Population Estimates for the Dutch Roman Limes
As noted in the previous sections, there is not much firm data on mortality and fertility in the Roman empire but the general characteristics of Roman and prehistoric demographics can be deduced from archaeological and historical evidence and allow us to (cautiously) refine the estimates of population for the Roman Dutch limes.
Recruitment Model
We will first have a look at the "recruitment model" to see whether the estimates of Bloemers (1978) and Willems (1986) still hold when using more sophisticated demographic insights.
Given the estimate of 5,500 Batavian soldiers in service and a 25-year service term in the Flavian period, the annual replacement rate of soldiers because of retirement would be 220. For the 960 Cananefatian soldiers this would be 38. According to the Pre-industrial Standard model life table (Séguy & Buchet, 2013 ) the proportion of males that die between 20 and 45 years of age will be 0.27. In contrast, this proportion would be 0.51 according to the pessimistic South High Mortality with e0=25 table (Woods, 2007; Hin, 2013) . On an estimated total of 5,500 soldiers, 1,485-2,785 additional men would then need to be replaced over a period of 25 years, or 59-111 per year, bringing the annual replacement rate to 279-331. For the Cananefatians this would come to a total of 49-57. With a 20-year service period, this would be 333-368 and 58-64 respectively.
Using the Coale & Trussell (1978) fertility estimates together with the Pre-industrial Standard table results in an average number of 7.2 children per family, taking into account the effects of mortality of the parents (over a reproductive period per female of 30 years, between 20 and 50 years of age). Of these children, almost 40% would not reach the age of 20, so the average number of males produced per family available for recruitment would be 2.16. The South High Mortality with e0=25 table would lead to an average of 5.5 children per family, of whom 45% would not reach the age of 20, leading to a recruitment pool of only 1.5 males per family and an annual reproduction rate of 0.05.
In between these extremes, the total number of families needed to supply enough recruits for the Roman army would then be 3,875-7,360 for the Batavians and 681-1,280 for the Cananefatians (equating to an estimated total population of 19,375-58,880 and 3,405-10,240 respectively, based on average family sizes of five -eight people; see tab. 2). This would leave just enough people to keep the population stationary. These numbers are somewhat above the ranges calculated by Bloemers (1978) and Willems (1986) but on the low end of the estimated population size calculated by Vossen (2003) . The very wide range of these figures is remarkable and the calculations show that the capacity for recruitment depends on three factors: the actual size of the population, the mortality regime, and the speed of reproduction.
Introducing Dynamics: the Household Model
The organisational social unit for the pre-Roman and Roman rural population in the Netherlands is assumed to be a family group of five -eight persons living in one farmstead (Bloemers, 1978; Dijkstra, 2011; Fokkens, 1998; Gregg, 1988; IJzereef, 1981; Woltering, 2000) . A dynamical model of population growth with the household as its basic unit of operation however has to address the demographic effects of mortality and fertility on the one hand and the social rules regarding marriage on the other. Bloemers (1978) and Gregg (1988) already acknowledged this and tried to simulate basic household demographics. At the time, computing options were limited and no attempt was made to fully describe and understand the population dynamics involved. However, agent-based modelling of household population dynamics (e.g. Danielisová et al, 2015; Porčić & Nikolić, 2015) is still not very common and has not yet led to standard approaches to the issue.
We will here demonstrate a simple, preliminary demographic model for an (imaginary) set of households that interact at the level of marriage and reproduction. This will form a baseline against which to judge under what demographic conditions a particular rate of population growth will occur. The model was set up in NetLogo 5.1.0 with the following initial conditions: 1) the initial number of humans is set to 200, 100 males and 100 females; initial ages for each human are determined on the basis of a model life table; 2) females of marriageable age (> eighteen years old) will then be coupled to a spouse, who should be seven to fifteen years older (reflecting the assumed differences in marriage age for the Roman period), and form a household; and 3) the remaining humans (children and unmarried adults) will be distributed randomly over the resulting households; this is not a realistic approach, but it is not crucial at this stage of modelling.
The model then simulates the demographic development per year for these households in order to estimate population growth rates under different regimes of mortality. Results are collected after a 100 year stabilisation period. Three different model life tables were tested: Model West Level 3 Female (Coale & Demeny, 1966; Hin, 2013 ) South High Mortality with e0=25 (Woods, 2007; Hin, 2013) and Preindustrial Standard (Séguy & Buchet, 2013) . For fertility, the five-year averages of reproduction suggested by Coale & Trussell (1978) were followed. The marriage rules applied are very simple: as soon as a female reaches eighteen years of age, she will look for a partner over the age of 25 (including widowers); and if her spouse dies, she will try to find a new one. There are no restrictions on the pool from which partners can be selected, whereas in practice spatial, economic and/or social restrictions might apply. The NetLogo model and a more elaborate description of its functionality can be accessed at http://modelingcommons.org/browse/one_ model/4678#model_tabs_browse_info
This model is deliberately kept extremely simple and shows that the first two model life tables lead to modest annual population growth rates of 0.95-1.05%. If such a growth is allowed to continue uninterrupted, it will double the starting population within approximately 70-90 years. The Pre-industrial Standard model leads to a much higher growth rate of 2.15% per year. In this scenario, the population will increase by a factor of almost seven over 100 years. Since we have no evidence for such a substantial increase in population it would therefore seem that the Pre-industrial Standard table is unrealistic for our case study. But even when applying the most pessimistic of mortality regimes (see also Hin, 2013) , the simulations still indicate a relatively high potential for population growth. This is no doubt due to the use of the Coale & Trussell reproduction estimates. Usually, the mortality tables are used under the assumption of a stationary or only slightly growing population; with, fertility estimates derived from that (see Parkin 1992) . Danielisová et al (2015) however also assumed a relatively high annual growth rate for their simulation of an Iron Age rural population, leading to a four-fold increase in population over a period of 120 years.
We can now introduce forced recruitment into the model and judge its effect on population growth. We have approached this by "recruiting" a fixed proportion of males between eighteen and 25 years from the population, starting at year 100 and continuing for another 100 years. In practice, recruitment might have been based on a fixed number of soldiers per year but this does not fundamentally alter the modelling procedures. We have also assumed that recruited males are taken out of the "marriage pool" so they will not be available for marriage until they return from service after 25 years. Again, this may not be a completely realistic assumption but the main point here is to assess the effect of taking males out of the reproduction pool.
The model runs show that, when more than 6-7% of the men between eighteen and 25 are recruited each year for a 25-year service period in the "low-growth" scenarios, the population will not be able to keep up with the depletion of males in the long run ( fig. 2 ) since the proportion of nonmarried females is becoming too high. For the "high-growth" scenario, this point is reached at the 19% recruitment rate. It is important to note that, in order to have a steady supply of recruits, the recruitment rate should not be set too high. A high recruitment rate will result in much higher number of soldiers in the initial phases of recruitment but the number of men-at-arms will start to drop after approximately 30 years. After 100 years, the number of soldiers will roughly be the same for the higher recruitment rates but if the model is run for a longer time, populations will start to crash. Furthermore, since the high recruitment rates will lead to higher numbers of soldiers in the initial phases, it will be impossible to keep the forces up to strength once populations start to decline. However, if recruitment rates are very low (1-2%) the total population needed to supply enough soldiers becomes very large. The optimum recruitment rate therefore is one that leaves the population stationary or slightly growing which in the lowgrowth scenarios is around 5-6%. At this rate, a total population of some 80,000 to 90,000 people is needed to supply the army with 5,500 soldiers. These estimates are much higher than what was calculated in the original recruitment model and this can be attributed to the effect of nonmarriage of females which leads to a marked decrease in over-all fertility.
In the "high-growth" scenario ( fig. 3 ) similar principles apply but since the natural population growth is much higher, the optimal recruitment rate will be 18-19% for which a population of some 35,000 people will be sufficient. At lower recruitment rates a somewhat larger number of soldiers will be available in the long run but it will also take more time to reach the necessary replacement level.
Conclusions and Outlook
The model results presented here are preliminary and tentative but they point to the importance of using dynamical modelling to better understand the processes governing demographic development. The mortality regime is very influential as is shown by the large differences in population growth between the model life tables but socio-economic factors influencing marriage and thus fertility are equally important. Recruitment is one of these factors and it can substantially reduce the potential for population growth and put significant pressure on the population to produce enough men for army service.
The modelling also shows that by only using model life tables, we will not obtain useful estimates of population growth. Earlier studies all departed from scenarios of no or very limited growth (see also Scheidel, 2007) and extrapolated true fertility rates from that. By using independent fertility estimates and implementing simple marriage rules, we now observe different outcomes.
The models clearly show that when young males are taken out of the marriage pool population growth will quickly decline. In fact, it is not clear whether Batavian soldiers were allowed to marry. Perhaps they had the opportunity to support families back in the homeland, profiting from some form of temporary leave (Van Driel-Murray 2003) . There is also evidence from diplomas and tombstones that Batavian soldiers and their families moved to other regions of the Roman Empire.
The "worst-case scenario" applied here would point to a population of more than 80,000 people necessary to supply the Roman army with sufficient soldiers and this is at the upper range of earlier estimates. It is, however, difficult to assess the realism of this estimate. On the one hand, we should take into account that the earlier, lower estimates resulting from recruitment models departed from the number of family units and did not include the effect of unmarried females and thus may have underestimated the total population size needed. On the other hand, the proportion of the urban population in the Roman Empire is usually estimated between 11 and 13% (Scheidel, 2007; Wilson, 2011) . With an assumed (civilian) population of approximately 5,000 for the Batavian civitas capital of Nijmegen (the only urban centre in the region; Willems, 1990 ) 80,000 people would then seem to be outside the plausible range -but the Batavian area might also be a-typical because of its limited level of urbanisation.
We will continue to work on this model to expand it to a more sophisticated and reusable version. The assumptions for setting up the model are probably too crude, leading to a relatively long stabilisation time for the models, so more sophisticated approaches like those applied by Danielisová et al (2015) or White (2014) should be explored.
An important issue to be addressed in future modelling is the implementation of more sophisticated marriage rules that will include social, economic and spatial constraints. We should also better understand why the accepted model life tables for the Roman period lead to a relatively high potential for population growth, more than is usually assumed, and if this is realistic.
As yet, the model does not incorporate the possible dynamics of recruitment. For example, it can be assumed that initial recruitment rates may have been rather high and that these will have been reduced once the cohorts were up to strength and only needed sufficient replacement. The effects of military campaigns and the Batavian revolt on soldier mortality and recruitment rates would be interesting to experiment with as well.
Finally, it will be necessary to explore the effects of other demographic factors on the rural population of the area, like the effects of calamitous events such as diseases and warfare on mortality, the limitations imposed by the carrying capacity of the area and the effects of birth control strategies.
