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a b s t r a c t
Euler’s predictor–corrector technique combined with finite analysis method is applied to
solve 2D advection–diffusion shallow water equations. In this algorithm the momentum
equations are calculated by the finite analysis method based on a single mesh, while
the continuity equation is solved by Euler’s predictor–corrector technique. To verify the
performance of this approach, the simulation of tidal flow in theHuangpu estuary is carried
out. The numerical results are found to be consistent with the field results, implying that
this proposed method is effective and applicable.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Shallowwater models have been widely applied to describe the unsteady channel flow and tidal flow in coastal seas and
estuaries [1–3]. The differential equations in these models are nonlinear and are generally difficult to work out. In order to
solve them, many numerical schemes have been developed [4–12] in the past decade.
In this study, Euler’s predictor–corrector techniques combined with FAM are applied to solve 2D advection–diffusion
shallow water equations. As we know the FAM is very fit for solving advection–diffusion equations with the merit of fast
convergence and good stability. Stemming from this consideration, the momentum equations are calculated by the finite
analysis method based on a singlemesh, while the continuity equation is solved by Euler’s predictor–corrector technique. In
order to verify the performance of the proposed algorithm, the simulation of tidal flow in the Huangpu estuary is carried out.
The simulation shows that the method has good convergence and numerical stability. In addition, comparing the numerical
scheme with the method in [12] shows that they are the same algorithms, but the advantage of the present methodology
is that it can readily be extended to high order predictor–corrector techniques, such as the Runge–Kutta method to obtain
higher order accuracy.
2. The depth-integrated shallow water equations and numerical scheme
The depth-integrated 2D advection–diffusion shallowwater equations [1–3] in Cartesian form are the following, ignoring
the wind stress and the Coriolis force
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where h is the depth ofwater; zb = f (x, y) is the elevation of the channel bottom; ζ = h+zb, and ζ is thewater lever; εt is the
viscosity coefficient; g is the acceleration due to gravity; t is the time; n is roughness factor; u and v are the depth-averaged
velocity components of the water current along the x and y directions, respectively.
The following initial and boundary conditions for the above equations are used
(i) The initial velocity V⃗ 0 and the water depth h0 are given.
(ii) On the channel wall, V⃗ = 0 and ∂h
∂n = 0, where n denotes the normal direction of the wall.
(iii) On the downstream open boundary, h = f (t) and ∂u
∂n = ∂v∂n = 0
(iv) On the upstream open boundary, u = uinlet(t) and ∂h∂n = 0.
2.1. Numerical method for momentum equations
The first and second terms on the right-hand sides of Eqs. (2)–(3) can be re-written as [12]
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where Su = g ∂ζ∂x = g ∂(h+zb)∂x , Sv = g ∂ζ∂y = g ∂(h+zb)∂y , Sf = g n
2
√
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.
In order to linearize Eqs. (2)–(3), we assume that the values uk, vk at time k lever are known and these values will be
used as the initial guessing values u∗, v∗ at time lever k + 1. Su and Sv will be calculated with central difference method,
respectively. Letting Aφ = u∗, Bφ = v∗, Sf = g n
2
√
(u∗)2+(v∗)2
(h)4/3
(h is median calculating value), Eqs. (2)–(3) can be linearized
and expressed by the following equation with one variable
∂φ
∂t
+ Aφ ∂φ
∂x
+ Bφ ∂φ
∂y
+ Sf φ = −Su (or Sv)+ εt∇2φ (4)
where φ = u (or v) corresponding to the source term Su (or Sv).
Eq. (4) is a typical advection–diffusion equation with a source term. Eq. (4) can be expressed with the variables ξ and η
in an orthogonal curvilinear coordinate as follows [12,13]
∂φ
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∂ξ 2
+ E2 ∂
2φ
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Using the equal-spaced five point numerical scheme of FAM [13] and the forward difference of the time derivative, yields
aPφk+1i,j − aWφk+1i−1,j − aEφk+1i+1,j − aSφk+1i,j−1 − aNφk+1i,j+1 = Dφ (6)
i = 1, 2, 3, . . . . . .NI; j = 1, 2, 3, . . . . . .NJ; where NI and NJ represent the nodal number along the ξ and η directions,
respectively; and
aW =
A′φeai
2sh(ai)
, aE =
A′φe−ai
2sh(ai)
, aS =
B′φebj
2sh(bj)
, aN =
B′φe−bj
2sh(bj)
,
aP = 1
∆t
+ C ′φ +
−
ai, Dφ =
φki,j
∆t
+ S ′φ .
Eq. (6) can be solved with the Gauss–Seidel iteration method.
2.2. Euler’s predictor–corrector technique for continuity equation
Using the orthogonal curvilinear coordinate with the variables ξ and η, Eq. (1) is expressed as follows
∂h
∂t
= −1
J
[
yη
∂uh
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
+
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∂ξ
]
. (7)
Eq. (7) can be re-written as
∂h
∂t
= f (u, v, h). (8)
Z.-C. Wu et al. / Computers and Mathematics with Applications 61 (2011) 2287–2291 2289
According to Euler’s predictor–corrector technique, hk+1i,j of each grid at time lever k+1 can be obtained by the following
predictor–corrector steps:
Using known values of uk, vk, hk to calculate right-hand terms of Eq. (8) by forward difference yields
∂h
∂t
k
i,j
= f (uk, vk, hk)
= −[yη{hki,j(uki+1,j − uki,j)+ uki,j(hki+1,j − hki,j)} − yξ {hki,j(uki,j+1 − uki,j)
+ uki,j(hki,j+1 − hki,j)} + xξ {hki,j(vki,j+1 − vki,j)+ vki,j(hki,j+1 − hki,j)}
− xη{hki,j(vki+1,j − vki,j)+ vki,j(hki+1,j − hki,j)}]/J. (9)
Then we obtain the predicting value
h˜k+1i,j = hki,j +

∂h
∂t
k
i,j
∆t. (10)
Using the initial guessing values u∗, v∗ (that is uki,j, v
k
i,j) and h˜
k+1
i,j to calculate Aφ , Bφ , Su, Sv and Sf , then solving Eq. (6)
respectively we obtain the approximate values of uk+1i,j and v
k+1
i,j at time lever k+ 1.
Again, using h˜ki,j, u
k+1
i,j and v
k+1
i,j to calculate right-hand terms of Eq. (8), but with rearward difference, yields
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+ uk+1i,j (h˜k+1i,j − h˜k+1i,j−1)} + xξ {h˜k+1i,j (vk+1i,j − vk+1i,j−1)+ vk+1i,j (h˜k+1i,j − h˜k+1i,j−1)}
− xη{h˜k+1i,j (vk+1i,j − vk+1i−1,j)+ vk+1i,j (h˜k+1i,j − h˜k+1i−1,j)}]/J. (11)
Finally we obtain the correcting value of h at time lever k+ 1
hk+1i,j = hki,j + 0.5
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At each time step, we compare the initial guessing values with the computed ones by the following expression to check
the convergence for the solution procedure
|ϕcompute − ϕguess|max ≤ ε (ϕ = u and v respectively).
If it is not satisfied, then guessing values aremodified and the above steps are repeated until a converged solution is obtained.
Comparing expressions (9)–(12) and numerical steps with the method in [12] shows that the approach is the same.
3. Numerical simulation of the flow in the Huangpu estuary
TheHuangpu estuary is a typical tidal waterway. To verify themethod, the tidal flow in theHuangpu estuary is simulated.
Selected downstream waterway is 10 km long, 500 m wide with an averaged 10 m depth and is simplified as a rectangular
channel approximately. A uniformmesh of 25×350 is used for the computational domain. In this example a slope of 0.0001
and a Manning’s roughness of 0.023 are used. The measured velocity hydrograph at the inlet (upstream) and water depth
hydrograph at the outlet (downstream) are used as the boundary conditions, respectively. The viscosity coefficient εt is
approximated by the following expression [14]
εt = 0.135√gh5/6

u2 + v2.
Numerical results are demonstrated in Figs. 1–5. Figs. 1–3 are the velocity and water depth contour at time t = 6.5 (h).
The comparison of numerical result of water depth at inlet with measured data is demonstrated in Fig. 4. It shows that the
numerical results are in agreement with the measured data. The channel curvature that induces centrifugal effect on water
flow can be very clearly seen as shown in Figs. 1 and 5, in which the inner velocity is great than the outer one and the inner
depth of water is lower than the outer one at river turning.
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Fig. 1. Water depth h contour in the channel.
Fig. 2. Velocity u contour in the channel.
Fig. 3. Velocity v contour in the channel.
4. Conclusions
Euler’s predictor–corrector technique combined with FAMmethod for solving depth-averaged shallow water equations
is proposed in the paper. Incorporating the advantages of the FAM for solving advection–diffusion equation, such as auto-
upwind, high accuracy, stability and fast convergencewith high accuracy of Euler’s predictor–corrector technique for solving
the continuity equation, the proposed scheme shows good stability and convergence. Due to the use of single mesh, the
algorithm itself is very straightforward and simple. Through the simulation, the numerical results are consistent with the
field results, implying that this proposedmethod is effective and applicable. Furthermore, the numerical schemes can readily
be extended to high order predictor–corrector techniques, such as the Runge–Kuttamethod to obtain higher order accuracy.
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Fig. 4. Comparison of numerical and measured water depth h at the inlet for 24 h.
Fig. 5. Velocity vector at the river turning.
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