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Abstract
We prove existence of a new type of positive solutions of the semilinear equation −u+ u = up on Rn,
where 1 < p < n+2
n−2 . These solutions are bounded, but do not tend to zero at infinity. Indeed, they decay to
zero away from three half-lines with a common origin, and their asymptotic profile is periodic along these
half-lines.
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1. Introduction
In this paper we consider positive entire solutions of the equation
−u+ u = up in Rn, (Ep)
where p ∈ (1, n+2
n−2 ). The study of (Ep) arises naturally in several contexts. A first class of exam-
ples are some non-linear scalar field equations like the Non-linear Klein–Gordon Equation or the
Non-linear Schrödinger Equation, see e.g. [10] or [56]. For instance, a special class of solutions
of the latter, called standing waves, are complex-valued functions ψ(z, t), (z, t) ∈Rn ×R, of the
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satisfies the equation
−u+ V (z)u = up in Rn. (NLS)
Here V :Rn → R is the potential, and p > 1. Problem (NLS) is variational (if p  n+2
n−2 ) and
non-compact due to the fact that the domain, Rn, is unbounded. Assuming that V is (smooth)
positive and that, say, V tends to 1 at infinity, a key ingredient to understand how compactness
is lost is to consider problem (Ep). Indeed, non-compact Palais–Smale sequences of the Euler
functional associated to (NLS) split into solutions to (NLS) (possibly trivial) and entire solutions
of (Ep) which shift to infinity. We refer to the papers [7,8,34,35] (see also [53]) for some results
which use this kind of analysis.
Another reason for the study of (Ep), still by physical motivations, is the semiclassical limit
of (NLS), namely the problem
−ε2u+ V (z)u = up in Rn, (NLSε)
where ε is a small positive parameter which stands for the Planck constant h¯. By a scaling of
the form z → εz, the equation becomes just (NLS), but with V (z) replaced by V (εz), a potential
which now has a slow dependence on its argument. As a consequence, solutions of (NLSε) local-
ized near some point z0 ∈ Rn solve in the limit (after rescaling) −u + V (z0)u = up , and they
can be obtained from the solutions of (Ep) by simple algebraic manipulations. The localization
phenomenon, also related to the quantum-mechanical requirement of getting wave functions with
finite probability, corresponds to looking for solutions to (Ep) which decay to zero at infinity, for
example solutions of {−U +U = Up in Rn,
U > 0, U ∈ H 1(R2). (1)
Solutions of (1) are well-known to exist, have exponential decay and moreover are radial (up to
translation), radially decreasing and unique. These and other properties are listed in Section 2
below (and in particular in Proposition 2.1), where a number of references is also given.
Going back to (NLSε) then one sees that, as ε → 0, solutions concentrate at some point of Rn,
which can be shown to be critical for the potential V . This amounts to the fact that the semi-
classical Schrödinger equation mimics the Newton equation of motion, so standing waves for
(NLSε) correspond to equilibria at stationary points of the potential. The literature on (NLSε) is
broad and several results have been given concerning necessary or sufficient conditions for con-
centration, as well as existence of solutions with multiple peaks, obtained via gluing techniques.
A (non-exhaustive) list of references are the papers [1,5,16,20,23,52,58]. See also [2] for a more
complete bibliography.
Another main motivation for considering (Ep) is the following problem⎧⎪⎨
⎪⎩
−ε2u+ u = up in Ω,
∂u
∂ν
= 0 on ∂Ω,
u > 0 in Ω,
(Pε)
where Ω ⊆ Rn, n 2, is a smooth bounded domain, ν is the unit normal vector to ∂Ω , p > 1,
and ε is a small positive parameter. Problem (Pε) arises in the study of pattern-formation for
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[48], it can be derived from the stationary version of the following reaction–diffusion system,
proposed in 1972 Gierer and Meinhardt to model some biological experiment (see [22])⎧⎪⎪⎨
⎪⎪⎩
Ut = d1U − U + UpVq in Ω × (0,+∞),
Vt = d2V − V + U rVs in Ω × (0,+∞),
∂U
∂ν
= ∂V
∂ν
= 0 on ∂Ω × (0,+∞).
(GM)
The functions U , V represent the densities of a slowly-diffusing chemical activator and of a fast-
diffusing inhibitor respectively. Under suitable assumptions on the numbers p, q , r , s, in the
limits d1 = ε → 0 and d2 → +∞, the function V is close to a constant (in the stationary case),
and U is, with a good approximation, a solution of (Pε).
In the case p < n+2
n−2 problem (Pε) admits solutions, called spike-layers, concentrating at one
or multiple points of Ω . As for the Schrödinger equation, such solutions behave like U(z−Q
ε
)
for some point Q ∈ Ω , where U solves (1). Starting from the seminal papers [32,49,50], there
has been a great deal of work on the existence and the location of spike-layers (also impos-
ing Dirichlet boundary conditions), see for example [15,30,31,51]. Due to all these (and other)
contributions, the structure of spike-layers has been proven to be very rich. Naively, there exist
(boundary) spike-layers at every critical point of the mean curvature of ∂Ω , as well as in the
interior of Ω at the singular points of the distance from the boundary. Also, there are solutions
with multiple peaks and their number, both at the boundary and in the interior, can be arbitrarily
large, see in particular [24].
In the last years, a different kind of solutions (whose existence has been conjectured for some
time, see [48]) has been shown to exist, either for (NLSε) or for (Pε). These are solutions with
a different profile, which scale only in one direction (or, more generally, in k directions, with
k ∈ {1, . . . , n− 1}).
For problem (Pε), in [40,41] it has been proved that, given any n ∈ N and any p > 1, there
exist solutions concentrating at the whole boundary of Ω if ε tends to zero along a suitable
sequence εj , corresponding to k = n − 1. The result has been extended in [36,38] for general
k, and the limit sets are minimal, non-degenerate submanifolds of the boundary. In these two
cases, the profiles correspond to solutions of (1) in dimension 1 and n − k respectively. Similar
results hold for (NLSε) as well. Existence of such solutions was shown in [3,4,6,9] under some
symmetry assumptions, and then in [18] the authors proved concentration along curves for n = 2
(see also [37] for general n), in a non-symmetric setting. We also refer to the papers [42,47,55]
for related results.
Some comments are now in order. If a symmetry is present, working in spaces of invariant
functions it is indeed possible to prove concentration for all the values of ε (small). The reason
why in general concentration is proved only along a sequence is that the Morse index of these
solutions diverges when ε tends to zero, and hence resonance phenomena occur. As a counterpart,
in the radial case one observes bifurcation of non-radial solutions whenever there is a variation
of the Morse index.
This bifurcation is also present for a class of solutions of (Ep). In fact, entire solutions of
the equation in lower dimension, say in Rn−1, can be trivially extended (with obvious notation)
to the whole Rn by setting U˜ (z1, z′) = Un−1(z′). In [14] N. Dancer proved bifurcation of non-
cylindrical solutions from U˜ which are periodic in z1. This can be seen by considering the Morse
index of U˜ restricted to the strip DL := {−L  z1  L }, and proving that this diverges when2 2
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always have positive Morse index (indeed they are often found as mountain-pass solutions) and
as L increases the linearization of (Ep) (with Neumann boundary conditions) has more and more
negative eigenvalues.
A similar situation occurs in the classical example by R. Schoen about multiplicity of so-
lutions for the Yamabe problem, see [54], or in other geometric problems like that of finding
surfaces in R3 which have constant mean curvature (CMC to be short) equal to 1. Considering
for example axially-symmetric objects, it turns out that from the cylinder bifurcates a family of
surfaces, known as Delaunay unduloids, which have CMC and are periodic along the axis of
the cylinder. Similar considerations hold when considering conformal Yamabe metrics (i.e. with
constant scalar curvature) defined in Rn \ {0}, n  3, which are singular at the origin: besides
|z|− n−22 dz2, there are other metrics whose conformal factor is radial and periodic in r after a
logarithmic change of variables.
It is precisely this common aspect between the above geometric problems and elliptic equa-
tions like (Ep) which inspires the work of the present paper. In particular, it is known that it is
possible to use the Delaunay unduloids to produce complete surfaces in R3 with CMC which
are union of a compact set and a finite number of ends, namely pieces with the topology of the
cylinder which are asymptotic to Delaunay surfaces. This kind of surfaces arise in moduli spaces
whose dimension depend on the number of ends: moreover there is a balance formula which
gives necessary conditions for the existence of such surfaces. This formula states that a weighted
sum of the directions of the ends must vanish. The weight depends on the shape of the limiting
Delaunay surfaces, each of which is parameterized (factoring out the translation along the axis)
by one number in the interval (0,1) which is called Delaunay parameter. We refer for example
to the papers [25–27,43,44] and [45]. Analogous constructions can be done with Yamabe metrics
which are defined on, say, domains of Rn with a finite number of points removed, and which are
singular at these points, see e.g. [28,46] and references therein.
In analogy with the Delaunay surfaces (or the radial singular Yamabe metrics), we consider
first a family of solutions to (Ep) which are periodic in the z1 variable (here we are denoting
points of Rn by couples (z1, z′) ∈R×Rn−1) and which decay to zero at an exponential rate away
from the axis z′ = 0. As already mentioned, this kind of solutions has been considered in [14],
and here in particular we analyze the case in which the period L tends to infinity: we denote such
solutions with the symbol uL, see Corollary 3.2 for a more precise characterization. Our main
result here is Theorem 1.1 below. Before stating it, we introduce some auxiliary notation: we set
Π = {(z1, z2,0, . . . ,0): (z1, z2) ∈R2}⊆Rn.
Also, given θ ∈ Sn−1(⊆Rn)∩Π , we define the ray lθ as
lθ = {tθ : t  0}. (2)
We also let Rθ denote the rotation in the plane Π (extended naturally to all of Rn) by the angle θ .
The distance function between two points (or between two sets) of Rn is denoted by dist(·,·). In
the statement of Theorem 1.1 uL stands for the solution of (Ep) periodic in z1 just described.
Theorem 1.1. Problem (Ep) admits a three-dimensional (up to rotations and translations) family
of solutions which decay exponentially away from three rays originating from a common point,
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itive constant C, a neighborhood U of 0 in R3, smooth functions θ1, θ2, θ3 : U → Sn−1 ∩ Π ,
L1,L2,L3 : U →R, y1, y2, y3 : U → Π and a map from U into L∞(Rn), ζ ∈ U → uζ , such that
the following properties hold
(i) uζ is a positive solution of (Ep);
(ii) if lθ1 , lθ2 , lθ3 are the rays corresponding to the directions θ1, θ2 and θ3 respectively, as in (2),
then
uζ (z) Ce−
1
C
dist(z,(lθ1∪lθ2∪lθ3 )) for every z ∈Rn;
(iii) for any ti → +∞, given any compact set K of Rn there holds
∥∥u(· − tiθa)− uLa (Rθa (· − ya))∥∥C2(K)  CKe 1C |ti |, for a = 1,2,3.
We believe it should be possible to extend this construction to a larger number of rays, but for
simplicity we limit ourselves to the case of three, see Remark 7.6 for more precise comments. We
also point out that, while there are several geometric problems for which constructions like that
of Theorem 1.1 can be made, at our knowledge there are no previous examples which raise in a
pure PDE context. Some related results are given in [17,19] (also for the Allen–Cahn equation),
but there the profile of solutions is homogeneous, or nearly homogeneous, along the transitions,
in strong contrast with our case.
We can give a more precise characterization of the above solutions in terms of their asymptotic
behavior at infinity. In our construction the values of the numbers La , a = 1,2,3, can be chosen
arbitrarily large, but the differences |La −Lb|, with a 
= b, stay uniformly bounded. Furthermore
the angles θa 
 θb between θa and θb are strictly greater than π3 for every a 
= b. We can also
prove, see Lemma 7.1, that the following function is positive and monotone decreasing in L for
L large
G(L) := 1
4
∫
∂DL
(|∇uL|2 + u2L)dσ − 12(p + 1)
∫
∂DL
|uL|p+1 dσ, (3)
where DL = {(z1, z′): −L2 < z1 < L2 }: indeed, by Corollary 3.2 below, the function G determines
uniquely the asymptotic period and profile of the functions uL. In analogy with the balance
condition for the CMC surfaces or the singular Yamabe metrics we have the following result.
Theorem 1.2. Let u be a function satisfying the properties (i)–(iii) in Theorem 1.1, and let θa ,
La , a = 1,2,3, be the corresponding quantities. Assume that the angles θa 
 θb between any two
different θ ’s are greater than π3 . Then the following condition holds true
∑
a=1,2,3
θaG(La) = 0.
An interesting consequence of the latter result is that if θ1, θ2, θ3 are the three directions
corresponding to u, then all the θa’s must belong to the same 2-plane.
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the proof of Theorem 1.1 is rather involved, and below we outline what the main ideas are,
together with the plan of the paper. To keep the introduction at a reasonable length we are very
sketchy here, referring to the next sections for more detailed explanations, especially those which
are technical in nature. For large values of L1, L2, L3 the solution uζ is of the form
uζ (·) =
∑
I
U(· − xI )+w(·), (4)
where U solves (1), (xI )I is a sequence of points in Rn (precisely, belonging to the plane Π ), and
w is a small correction which tends to zero as the La’s tend to infinity (recall that their mutual
differences remain bounded). The points xI are distributed along the three rays lθa , a = 1,2,3,
roughly with periodicity La . From heuristic considerations one can imagine the bumps U(·−xI )
to attract each-other with an intensity which decays exponentially with their distance. To see this,
one can consider the Euler functional corresponding to problem (1) and to evaluate it on functions
of the form U(·) + U(· − x0), when x0 varies in Rn. Then, when considering a function as in
(4), one can try to reach an equilibrium configuration by disposing properly the points (xI )I .
Since the interaction is exponential, it is expectable that each point xI is influenced mostly by
its neighboring ones. For example, disposing the bumps at equal distance along one line, it is
plausible to obtain periodic solutions of (Ep) which decay away from this line. With a little
work, via the implicit function theorem, it is indeed possible to give a rigorous proof of this fact
(see Section 3) provided the period L is large.
Also for more general configurations of points (we have in mind solutions as in Theorem 1.1,
so we think of sequences disposed along three half-lines), it is possible to make the above heuris-
tics a rigorous argument through a Lyapunov–Schmidt reduction, and to transform (Ep) into the
problem of adjusting the positions of the points (xI )I , see Section 4. Precisely, we consider an
approximate solution of (Ep) which we denote by uX,Y ∑I U(· − xI ) (we refer to Section 4
for its precise expression), and we prove the existence of a function wX,Y such that
−(uX,Y +wX,Y )+ (uX,Y +wX,Y )− (uX,Y +wX,Y )p =
∑
I,j
αI,jU(· − xI )p−1 ∂U(· − xI )
∂xj
for some sequence (αI )I ⊆ Π , αI = αI,j , j = 1,2. Here the points xI are allowed to vary in the
plane Π , and asymptotically are disposed along each ray lθa with periodicity La . The function
uX,Y converges exponentially along each ray to the periodic function uLa , while the function
wX,Y is found via the implicit function theorem and converges to zero exponentially away from
the origin.
While this method is rather standard when dealing with a finite number of solitons, techni-
cal difficulties arise when dealing with infinitely-many ones. Our proof uses crucially weighted
spaces and Toepliz type operators, see in particular Appendix A. Further related comments are
given in Remark 1.3.
The final step of the proof consists in adjusting the positions of the points (xI )I in order
to make all the coefficients (αI )I vanish. First of all we estimate the αI ’s corresponding to
some function uX(Y),Y (see Section 4) where X(Y) denotes the special configuration of points
(xI )I = {0}⋃a,i{xa,i} satisfying
xa,i = ya + iθaLa for every a = 1,2,3 and every i ∈N, (5)
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to zero as |xI | tends to infinity at exponential rate, depending only on n and p, see Section 5.
We then analyze these coefficients for configurations of points X exponentially close to X(Y)
for |xI | → +∞.
Next, in Section 7 we study the variation of the αI ’s depending on the displacements of the
points (xI )I and (ya)a . At a linear level, naively, the variation of ya affects only α0 (corre-
sponding to the soliton centered at the origin) and the coefficient αa,1 (corresponding to the first
soliton in the direction θα , centered at xa,1). Differently, when we differentiate the coefficients
when varying the positions of the points (xa,i)i , i > 1, we obtain a Toda type operator, namely
an operator which, expressed in matrix form with respect to the index i, qualitatively looks like
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . . · · · 0 −1 0 · · · · · · · · · ...
... 0 −1 2 −1 0 · · · · · · ...
... · · · 0 −1 2 −1 0 · · · ...
... · · · · · · 0 −1 2 −1 0 ...
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In Section 7 we prove that the linearization of the map (Y,X) → (αI )I at X = X(Y) is invertible
is suitable weighted spaces. Then, using the contraction mapping theorem, we show that, fixing
the directions θ1, θ2, θ3 and the periods L1, L2, L3, we can adjust the positions of the points xI so
that all the αI vanish, except for α0. As final step, we vary the angles (θa)a and the periods (La)a
so that α0 also vanishes, completing the proof of Theorem 1.1. Notice that in the last process we
handle six parameters in order to solve two real equations, which gives us a four-dimensional
family of solutions: once we take the quotient with respect to rotations, we are left with three
genuine parameters.
Subsection 7.1 is devoted to the proof of Theorem 1.2 which, as we already mentioned, fol-
lows from the asymptotic properties of uζ and some integration by parts. Finally, we collect some
technical results in Appendix A.
Remark 1.3. (a) Existence of solutions of semilinear elliptic equations with infinitely-many
bumps has been considered in other works, but from different points of view from ours. We
mentions the papers [11,13], where similar equations in the presence of a slowly-oscillating
potential have been considered. However, while in these papers is the potential which mainly
determines the locations of the bumps (and the influences among different bumps are treated as
perturbations), here are precisely the mutual interactions which allow us to perform the construc-
tion of Theorem 1.1. We also refer to the recent work [33], where the authors consider solutions
of a singularly perturbed Dirichlet problem with a finite but increasing number of bumps. Here
they also use a Lyapunov–Schmidt reduction, but their solutions do not have in general a definite
asymptotic behavior. We also point out that in [11,13,33] the limit profile (when the potential
becomes slower and slower, or when the singular perturbation vanishes) is the solution U of (1),
which decays to zero at infinity, while the solutions we produce here do not belong to H 1(Rn).
(b) As we mentioned before, one of the main motivations for studying (Ep) is problem (Pε),
since by a change of variables one equation is transformed into the other. We believe that, for ε
small, it should be possible to obtain solutions of (Pε) with a profile given by the functions uζ
constructed in Theorem 1.1. These would give rise to solutions concentrating on a (singular) set
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∂Ω perpendicularly. This would be a new type of phenomenon, since so far concentration at sets
of dimension greater than zero has been proved for smooth curves or manifolds only.
An announcement of the results in this paper is contained in the preliminary note [39].
2. Notation and preliminary facts
For convenience, throughout the paper, points of Rn are denoted with the n-tuple (z1, . . . , zn).
The symbol xI is used for the locations of the centers of the solitons in the construction of
approximate solutions of (Ep), see (4): if xI is located close to the point ya + iθaLa , a = 1,2,3,
i ∈N, we denote xI by xa,i . A similar notation will be used for the vectors αI , whose components
are written as αI,j or αa,i,j .
The symbol U will always stand for the unique radial (radially decreasing) solution of (1).
Indeed, it also turns out that every positive solution of (Ep) which decays to zero at infinity is
a translate of U . For the proofs of these facts we refer to the well-known papers [10,21,29,56].
Differentiating (1) with respect to zi, i = 1, . . . , n, one easily finds that ∂U∂zi satisfies
L0
∂U
∂zi
= 0 in Rn, (6)
where the operator L0 is defined by
L0v = −v + v − pUp−1v. (7)
Differentiating once more (1) with respect to zj we also obtain
L0
∂2U
∂zi∂zj
= p(p − 1)Up−2 ∂U
∂zi
∂U
∂zj
; L0 ∂
2U
∂z2i
= p(p − 1)Up−2
(
∂U
∂zi
)2
. (8)
In the following proposition we recall some useful properties of the function U , see e.g. [10,56].
Proposition 2.1. For p ∈ (1, n+2
n−2 ) the function U is a mountain-pass critical point of the func-
tional I :H 1(Rn) →R defined by
I (u) = 1
2
∫
Rn
(|∇u|2 + u2)− 1
p + 1
∫
Rn
|u|p+1.
The kernel of the operator I ′′(U), which is of the form Identity–compact, is n-dimensional and
constituted by the span of the functions ∂U
∂z1
, . . . , ∂U
∂zn
. Moreover one has
lim
r→∞ e
rr
n−1
2 U(r) = αn,p; lim
r→∞
U ′(r)
U(r)
= −1 (r = |z|), (9)
where αn,p is a positive constant depending only on n and p.
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function
F0(t) = e−t 1
t
n−1
2
, t > 0. (10)
As explained in the introduction, we will look for solutions of (Ep) in the form u =∑I U(z−
xI ) + w, where w is small in some appropriate sense. We now define precisely what are the
locations of the points xI . First of all, we will always distribute these points on the plane Π =
(z1, z2,0, . . . ,0) ⊆Rn, and we will always work in the space of symmetric functions
FΠ =
{
u ∈ C2(Rn): u(z˜, zˆ) = u(z˜,−zˆ)}, (z˜, zˆ) ∈R2 ×Rn−2.
Restricting ourselves to the space FΠ , one can easily check that the non-degeneracy property of
Proposition 2.1 transforms in the following way.
Lemma 2.2. In the space H 1(Rn)∩ FΠ the kernel of I ′′(U) is 2-dimensional and is constituted
by the span of the functions ∂U
∂z1
, ∂U
∂z2
.
We now consider three unit vectors θ1, θ2, θ3, and a small number θ0 such that the mutual
angles satisfy
θ2 
 θ1 
π
3
+ θ0; θ3 
 θ2  π3 + θ0; θ1 
 θ3 
π
3
+ θ0; (11)
see Remark 7.6 for some comments on this requirement. Moreover, we consider a large number
L and L1,L2,L3 ∈R for which the following conditions hold
|La −L| Cθ0 for a = 1,2,3, (12)
where Cθ0 is a constant depending only on θ0.
Next, we define the class of points at which the solitons are centered. We first choose constants
τ = τθ0 (small, depending only on n, p and θ0), cθ0 ,Cθ0 (bounded, depending only on θ0): then
we choose points ya , a = 1,2,3, such that
|ya| cθ0, a = 1,2,3, (13)
and (xa,i)a,i which satisfy
|xa,i − iθaLa − ya| Cθ0e−τ |xa,i |, a = 1,2,3, i = 1,2, . . . . (14)
For simplicity, we use in general the symbol X (resp. Y ) to denote the union of the points xI
(resp. (ya)a for a = 1,2,3).
We now introduce some more notation and conventions. Below, by C we denote large con-
stants which are allowed to vary among different formulas or even within the same line. When
we want to stress the dependence of the constants on some parameter (or parameters), we add
subscripts to C, as Cδ , etc. Also constants with subscripts are allowed to vary. Similarly, the
positive constants ξ > 0 and 0 < τ < η < σ < 1 will assume smaller and smaller values.2 2
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regularity purposes. Since a posteriori the solutions we produce are C∞ smooth (by bootstrap
arguments), the choice of γ is not relevant. Very often, instead of proving local Hölder estimates,
we just prove their L∞ counterparts, since their improvement would only require standard and
tedious adaptations.
Next, we recall some properties of the Green’s representation for elliptic operators in Rn. Let
f ∈ L∞(Rn), and consider the solution uf of the equation
−uf + a(z)uf = f in Rn,
where a(z) is a positive regular bounded function such that a  λ for some positive number λ.
Then we have the representation for the solution uf via the formula
uf (z) =
∫
Rn
Ga(z, y)f (y) dy, with
∣∣Ga(z, y)∣∣
{
Cλ
|z−y|n−2 , for |z − y| 1;
Cλe
−λ|z−y|, for |z − y| 1,
(15)
where Cλ is a constant depending only on λ.
In the following, with an abuse of notation, for t ∈ R we simply write tp to denote the non-
linearity t → |t |p−1t .
Regarding technical estimates, we will give full details at the beginning, especially in Sec-
tions 3 and 4. Later on, since several computations will follow similar arguments, for not being
pedantic some of them will just be sketched. However, we will indicate what are the arguments
we are referring to.
3. A one-parameter family of periodic solutions of (Ep)
In this section we derive the existence of some periodic solutions of (Ep) in connection with
some recent work by N. Dancer [14]. While in [14] these are obtained via bifurcation theory,
here they are produced using local inversion arguments.
For L> 0, we define the set
DL =
{
x = (z1, z′) ∈R×Rn−1: z1 ∈
(
−L
2
,
L
2
)}
. (16)
We are going to consider the equation
{−u+ u = up in DL;
∂u
∂ν
= 0 on ∂DL, (17)
where ν denotes the exterior unit normal to DL. These solutions will extend to all of Rn by
reflection through the boundary of DL (and of its translations by the vectors (iL,0, . . . ,0) for
i ∈N).
Solutions to (17) will be found by using the implicit function theorem: in the next proposi-
tion we provide both existence and some quantitative estimates. Below, as in (16), we use the
notation z = (z1, z′) ∈ R × Rn−1 for points z ∈ Rn (see also Section 2 for some comments on
the constant γ ). We recall that, by our conventions, the constants ξ and σ are allowed to assume
smaller and smaller values.
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n−2 ) and for L large there exists a
unique solution uL with the following properties
(a) uL is radially symmetric with respect to z′ ∈Rn−1 and even in z1;
(b) uL =∑i∈Z U(· − (iL,0, . . . ,0))+wL, where ‖wL‖H 1(DL) → 0 for L → ∞.
More precisely, for any γ ∈ (0,1) and for L large we have the following Hölder estimates on wL:
‖wL‖C2,γ (B1(z)∩DL)  Cp,ne−(1+ξ)
L
2 e−σ |z|, z ∈ DL.
Here ξ and σ denote positive constants depending only on n and p.
As immediate consequence of Proposition 3.1 we obtain entire solutions of (Ep), also consid-
ered in [14].
Corollary 3.2. For L large, problem (Ep) possesses solutions uL which are periodic in z1 (with
period L), and are radially symmetric with respect to z′. Moreover they decay to zero exponen-
tially away from the axis z′ = 0, and are of the form
uL =
∑
i∈Z
U
(· − (iL,0, . . . ,0))+wL in DL,
where wL|DL → 0 in H 1(DL) as L → +∞. In addition the function wL satisfies
‖wL‖C2,γ (B1(z))  Cp,ne−(1+ξ)
L
2 e−σ dist(z,
⋃
i {zi }), (18)
with zi = (iL,0, . . . ,0).
Proof of Proposition 3.1. Let (zi )i be as above, and let (Ui)i , i ∈N, denote the functions
Ui(z) = U(z− zi ), i ∈N, z ∈Rn. (19)
Then we write
u0,L(z) =
∑
i∈Z
Ui(z), z ∈Rn.
By symmetry, this function satisfies the Neumann condition on ∂DL. We consider next the func-
tional
IL(u) = 12
∫
DL
(|∇u|2 + u2)− 1
p + 1
∫
DL
|u|p+1; u ∈ H 1∗ (DL),
where
H 1∗ (DL) =
{
u ∈ H 1(DL): u(z1, z′) = u
(
z1, |z′|
)= u(−z1, |z′|)}.
1854 A. Malchiodi / Advances in Mathematics 221 (2009) 1843–1909Solutions of (17) are critical points of IL. Since ∂u0,L∂ν = 0 on ∂DL, integrating by parts from the
vanishing of the boundary terms we have
I ′L(u0,L)[v] =
∫
DL
S0(u0,L)v for every v ∈ H 1∗ (DL),
where we have set
S0(u0,L) = −u0,L + u0,L − (u0,L)p. (20)
Therefore, using the Hölder inequality we easily get
∥∥I ′L(u0,L)∥∥H 1(DL)  C∥∥S0(u0,L)∥∥L2(DL), (21)
where C is independent of L. Hence, to have a control on ‖I ′L(u0,L)‖H 1(DL), we need to estimate
the L2 norm of S0(u0,L). By direct computation one deduces
∣∣S0(u0,L)∣∣=
∣∣∣∣∑
i
U
p
i −
(∑
i
Ui
)p∣∣∣∣
∣∣∣∣
(∑
i
Ui
)p
−Up
∣∣∣∣+∑
i 
=0
U
p
i in DL. (22)
To find an upper bound on the L2 norm of the right-hand side of this formula we divide DL into
the two regions D1,L := DL ∩ {|z′| L/2} and D2,L := DL ∩ {|z′| L/2}. In D1,L ∩ {z1  0}
we have that
U  C−1e−L
√
2
2 L
1−n
2 ; U1 U ; Ui  Ce−(i−1/2)L for i  2.
Since U−i Ui in D1,L ∩ {z1  0}, by symmetry in z1 we obtain for L large
∑
i 
=0
Ui  2U + 2
∑
i2
e−(i−1/2)L  2U +Ce− 32 L < 4U in D1,L. (23)
Therefore, using (22) and the elementary inequality in Lemma A.1 we find that
∣∣S0(u0,L)∣∣
{
CUp−1
∑
i 
=0 Ui +C
∑
i 
=0 U
p
i in D1,L;
CUp−1
∑
i 
=0 Ui +C(
∑
i 
=0 Ui)p +C
∑
i 
=0 U
p
i in D2,L.
(24)
As a consequence we have
∫
DL
∣∣S0(u0,L)∣∣2  C
∫
D1,L
U2(p−1)
(∑
i 
=0
Ui
)2
+C
∫
D1,L
(∑
i 
=0
U
p
i
)2
+C
∫
D2,L
U2(p−1)
(∑
i 
=0
Ui
)2
+C
∫ (∑
i 
=0
Ui
)2p
+C
∫ (∑
i 
=0
U
p
i
)2
. (25)D2,L D2,L
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subsets {|z1| βL/2} and {|z1| βL/2} for β ∈ (0,1). Since in these sets we have respectively
the estimates
∑
i 
=0 Ui  Ce−(2−β)
L
2 and
∑
i 
=0 Ui  Ce−
L
2 , by the exponential decay of U one
easily finds
∫
D1,L
U2(p−1)
(∑
i 
=0
Ui
)2
 Ce−L(2−β) +Ce−Le−βL(p−1) = Ce−L(2−β) +Ce−L(1+β(p−1)).
If we choose β = 1
p
then we obtain
∫
DL
U2(p−1)
(∑
i 
=0
Ui
)2
 Ce−L(2−1/p) in DL. (26)
Moreover, concerning the next term in (25), in D1,L we have also
∑
i 
=0 U
p
i  Ce−p
L
2 , which
implies
C
∫
D1,L
(∑
i 
=0
U
p
i
)2
 CLne−pL. (27)
Next, in order to estimate the last three integrals in (25), we observe that in D2,L (indeed in
the whole DL) one has
∑
i 
=0
Ui(z) C
∑
i1
e
−
√
|z′|2+(i− 12 )2L2  C
∞∫
1
2
e−
√
|z′|2+s2L2 ds.
We divide the domain of the real variable s into the intervals [ 12 , |z
′|
L
] and [ |z′|
L
,+∞), and using
a change of variable we get
∑
i 
=0
Ui(z) C
|z′|
L
e
−
√
|z′|2+( L2 )2 +Ce−
√
2|z′| in D2,L.
Similarly we obtain
∑
i 
=0
U
p
i (z) C
|z′|
L
e
−p
√
|z′|2+( L2 )2 +Ce−p
√
2|z′| in D2,L.
From these expressions we deduce the following estimate
∑
Ui(z)
⎧⎨
⎩C
|z′|
L
e−
√
5
2 |z′|, for |z′| L;
|z′|
e−|z′|, for |z′| L
in D2,L. (28)
i 
=0 L
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∑
i 
=0
U
p
i (z)
⎧⎨
⎩C
|z′|
L
e−p
√
5
2 |z′|, for |z′| L;
|z′|
L
e−p|z′|, for |z′| L
in D2,L. (29)
From the last two inequalities one then finds
C
∫
D2,L
U2(p−1)
(∑
i 
=0
Ui
)2
 CLne−
√
5L +CL2ne−2pL; (30)
C
∫
D2,L
(∑
i 
=0
Ui
)2p
+C
∫
D2,L
(∑
i 
=0
U
p
i
)2
 CL3pn
(
e−p
√
5L + e−2pL). (31)
In conclusion, using (21), (25), (26), (27), (30), (31) and summing all the terms we obtain
∥∥I ′L(u0,L)∥∥H 1(DL)  C(e−(1+ξ) L2 + e−L(1− 12p )) Ce−(1+ξ) L2  e−L2 ,
where ξ depends only on n and p.
Next we claim that the operator I ′′L(u0,L) is invertible in the space H 1∗ (DL). This follows from
Lemma 2.2 and the fact that we are working in the subspace of even functions in z1 and z′. This
allows us to solve the problem via local inversion. In fact, we write uL = u0,L + wL, and we
have solvability of (17) (namely I ′L(u0,L +wL) = 0) if and only if wL ∈ H 1∗ (DL) satisfies
wL = −
(
I ′′L(u0,L)
)−1{
I ′L(u0,L)+
[
I ′L(u0,L +wL)− I ′L(u0,L)− I ′′L(u0,L)[wL]
]}
. (32)
Since the last part within the square brackets is superlinear in wL, see Corollary A.2, we can
apply the contraction mapping theorem, obtaining a solution wL which satisfies
‖wL‖H 1(DL)  C
∥∥I ′L(u0,L)∥∥H 1(DL)  Ce−(1+ξ) L2  e−L2 . (33)
This concludes the proof of (a) and (b). We prove next the pointwise estimates in (18). For doing
this, we use (32) together with the Green’s representation formula.
From elliptic regularity results and from (33) it follows that also
‖wL‖L∞(DL)  Ce−(1+ξ)
L
2 . (34)
At this point we extend both u0,L and wL to the whole Rn by reflection through the boundary of
DL (and its translates by the zi ’s, see the beginning of the proof). Taking the scalar product of
(32) with any test function v ∈ H 1(DL), also extended by periodicity, and integrating by parts
one finds that wL satisfies (recall the definition in (20))
−wL +wL − pup−1wL −
[
(u0,L +wL)p − up − pup−1wL
]= −S0(u0,L) in Rn. (35)0,L 0,L 0,L
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∣∣(u0,L +wL)p − up0,L − pup−10,L wL∣∣ C(w2L +wpL) CwL(e−(1+ξ) L2 + e−(1+ξ)(p−1) L2 ). (36)
Now, choosing δ > 0 small, we can fix first a large number M (independent of L) and then L so
large that the following inequality holds
∣∣pup−10,L +C(e−(1+ξ) L2 + e−(1+ξ)(p−1) L2 )∣∣< δ in Rn \⋃
i∈Z
BM(zi ),
where C is the same constant appearing in (36). Therefore, using some manipulation we can
rewrite (35) in the following way
−wL + a(z)wL = S0(u0,L)+ b(z)wL,
where the function a(z) is positive and greater that 1− δ, and where the function b(z) is positive,
smooth, uniformly bounded, periodic in z1 and supported in
⋃
i BM+1(zi ). Hence, applying (15)
we find that for every y ∈Rn there holds
∣∣wL(y)∣∣ C
∫
Rn
G1−δ(z, y)
(∣∣S0(u0,L)∣∣(z)+ |bwL|(z))dy, (37)
where G1−δ denotes the Green’s function of the operator − + (1 − δ) on Rn. Now we claim
that the following estimate holds
∣∣S0(u0,L)∣∣(z)+ |bwL|(z) Cp,ne−(1+ξ) L2 e−σdist(z,⋃i {zi }), (38)
where ξ and σ are as in the statement (namely depending on p and n only). By the periodicity
in z1, it is sufficient to prove (38) only for z ∈ DL. For the second function in the left-hand
side this immediately follows from (34) and the smoothness of b. For S0(u0,L), we use different
combinations of the above estimates. We first consider the region D3,L := {|z′|  L4 } ∩ {|z1| 
L
4 } ⊆ D1,L. Here we have the inequalities
Up−1(z)
∑
i 
=0
Ui(z) Ce−
3
4 Le−(p−1)|z|;
∑
i 
=0
U
p
i (z) Ce
− p3 4L  Ce−p L2 e−σ |z|,
for some σ > 0. Therefore, by (24), we proved our claim in D3,L.
Now we consider the set D1,L \D3,L. Here we have
Up−1(z)
∑
i 
=0
Ui(z) Ce−
L
8 (p−1)e−
p−1
2 |z|e−
L
2 ;
∑
i 
=0
U
p
i (z) Ce
−p L2  Ce−(1+ξ) L2 e−σ |z|,
for some σ > 0, so we also get the claim in this set, still by (24).
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Up−1
∑
i 
=0
Ui  CLe−p
L
2 e−
p−1
2 L;
(∑
i 
=0
Ui
)p
(z) C |z
′|p
Lp
e−p|z′|  CLpe−
p+1
2 Le−σ |z|;
∑
i 
=0
U
p
i (z) C
|z′|
L
e−p|z′|  CLe−
p+1
2 Le−
p−1
2 |z′|  Ce−(1+ξ) L2 e−σ |z|
for some σ > 0. Therefore, we proved (38) in the whole DL. From this estimate, applying
Lemma A.3 and (37), after some calculation we obtain
∣∣wL(z)∣∣ Cp,ne−(1+ξ) L2 e−σ dist(z,⋃i {zi }).
With some extra work, based on elliptic regularity results, we can then easily pass from the
pointwise estimate to the C2,γ estimate in (18). This concludes the proof. 
Remark 3.3. From (24), one sees that S0(u0,L) is of order F0(L)  e−L near 0 (see Section 2 for
the definition of F0). Therefore, by the contraction argument and by elliptic regularity results, it
is expectable that the L∞ norm of wL near zero should also have similar bounds. However, even
if our estimate in (18) does not seem to be optimal, the function wL often enters quadratically
in our next expansions, see in particular Section 5, so it affects the results by a factor o(F0(L)),
which is sufficient for our purposes.
Similar considerations hold true for the error term wX,Y considered in Section 4.
4. The reduction procedure
In this section we show how to reduce problem (Ep) to finding the appropriate location of
the points (xI )I . The idea is to consider approximate solutions of the form
∑
I U(z − xI ) + w,
where the function w is small and chosen properly depending on (xI )I . As a first step, we solve
the equation in the directions (in the functional space) orthogonal to the span of the functions ∂UI
∂zj
(recall that we have set UI (z) = U(z − xI )), and this is the goal of the present section. Having
in this way reduced the problem to the positioning of the points (xI )I later on, in Section 7, we
will adjust the position of these points for getting full solvability. We recall that the constants ξ
and 0 < τ < η < σ2 <
1
2 are allowed to vary, assuming smaller and smaller values.
4.1. Approximate solutions
In this subsection we introduce the family of functions from which we start the reduction
procedure. We would like the error terms to converge to zero exponentially away from the origin
of Rn. Therefore, for achieving this, we employ the functions uL constructed in the previous
section.
Given θ1, θ2, θ3 and L1, L2, L3 as in Section 2, we introduce the three half-spaces
Va =
{
z ∈Rn: 〈z, θa〉 L − 1
}
,2
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ψa(z) = ψ
(
dist(z,Va)
)
,
where ψ is a fixed smooth cutoff function defined on R which satisfies
⎧⎨
⎩
ψ(t) = 1 for t  0;
ψ(t) = 0 for t  1;
ψ(t) ∈ [0,1] for every t.
Then, for a = 1,2,3, we define the function wLa,θa as RθawL, where Rθa is the rotation of an
angle θa . Finally, for Y = (ya)a and X = (xI )I satisfying (13) and (14), we set
uX,Y (z) =
∑
I
UI (z)+
3∑
a=1
ψa(z)wLa,θa (z − ya). (39)
By our choice, this function is exponentially close to a rotation of uLa along each direction θa .
We will prove next some quantitative estimates on the function uX,Y , and in particular on its
behavior at infinity.
Lemma 4.1. As before, let S0(uX,Y ) = −uX,Y + uX,Y − upX,Y . Then, if (ya)a satisfies (13) and
if τ, (xI )I are as in (14), for any γ ∈ (0,1) we have the following estimate on S0(uX,Y )
∥∥S0(uX,Y )∥∥Cα(B1(z))  Ce−(1+ξ) L2 e−σ dist(z,⋃I {xI })[e−η|z| +Cθ0e−τ |z|], (40)
where ξ, σ and η are positive constants depending only on n, p and θ0, but not on L, and where
C is a fixed constant (depending only on n, p, γ and θ0) also independent of L.
Proof. As usual, for simplicity we prove the estimate in (40) only for the L∞ norm, namely
∣∣S0(uX,Y )(x)∣∣ Ce−(1+ξ) L2 e−σ dist(z,⋃I {xI })[e−η|z| +Cθ0e−τ |z|], (41)
omitting the Hölderianity. We divide Rn into different regions, where we separately prove the
required estimate, see Fig. 1 below. We recall the condition imposed on the angles θa’s, namely
that θa 
 θb  π3 + θ0 for some fixed θ0 > 0 (see (11)) if a 
= b. Similarly to the previous section,
we consider the sets D′1,L = {(z1, z2, z′′): |z′′| L2 } and D′2,L = {(z1, z2, z′′): |z′′| L2 }.
We define T to be the triangle-shaped cylinder
T =
⋂
a
(
R
n \B1(Va)
)
.
We notice that, by our assumption on the θa’s, the projection of T over the plane (z1, z2) is
a triangle whose angles are bounded from below by a constant depending only on θ0, and the
triangle expands as L → +∞. Moreover, in T all the functions ψa vanish identically and hence
uX,Y coincides with
∑
UI .I
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∑
I 
=0 UI  Cθ0U . There-
fore, from Lemma A.1 we deduce that
∣∣S0(uX,Y )∣∣
{
CUp−1
∑
I 
=0 UI +C
∑
I 
=0 U
p
I in T ∩D′1,L;
CUp−1
∑
I 
=0 UI +C(
∑
I 
=0 UI )p +C
∑
I 
=0 U
p
I in T ∩D′2,L,
(42)
where the constant C depends only on θ0, p and n. Moreover, reasoning as in the proof of
Proposition 3.1, one can prove that
∑
I 
=0
UI 
⎧⎨
⎩C
|z′′|
L
e−
√
5
2 |z′′| in T ∩ {L/2 |z′′| L};
C
|z′′|
L
e−|z′′| in T ∩ {|z′′| L};
(43)
∑
I 
=0
U
p
I 
⎧⎨
⎩C
|z′′|
L
e−p
√
5
2 |z′′| in T ∩ {L/2 |z′′| L};
C
|z′′|
L
e−p|z′′| in T ∩ {|z′′| L}.
(44)
We begin by proving (41) within the cylinder T . In T (resp. in 12 T ), we have
∑
I 
=0 UI 
Ce− 12L (resp. ∑I 
=0 UI  Ce− 34 L), therefore we get
Up−1
∑
I 
=0
UI 
⎧⎨
⎩ e
− 34 Le−(p−1)|z| in 12 T ;
e−L2 e−
p−1
4 Le−
p−1
2 |z| in T \ 12 T .
Therefore, since in T one has |z| Cθ0 dist(z,
⋃
I {xI }), we deduce that
Up−1
∑
I 
=0
UI  Ce−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })e−η|z| (45)
for sufficiently small ξ, σ and η. Next, in T ∩ D′1,L we have
∑
I 
=0 U
p
I  Ce−p
L
2 , and in turn
this quantity can be bounded by Ce−(1+ξ) L2 e−σ dist(z,
⋃
I {xI })e−η|z|. Furthermore, in T ∩D′2,L we
can use (44) to get
∑
I 
=0
U
p
I  C|z′′|e−p|z
′′|  Ce−
p+1
4 L|z′′|e− p−12 |z′′|  Ce−(1+ξ) L2 e−σ dist(z,
⋃
I {xI })e−η|z|.
Similarly in T ∩D′2,L we also find(∑
I 
=0
UI
)p
 C|z′′|pe−p|z′′|  Ce− p+14 L|z′′|pe− p−12 |z′′|  Ce−(1+ξ) L2 e−σ dist(z,
⋃
I {xI })e−η|z|.
Hence, just as for (45), we can prove the same bound for the remaining terms in (42). As a
consequence, we proved (41) in T .
Now we cover Rn \ T with other regions, where we will prove separately (41). We begin with
a neighborhood of T , with T removed: precisely we consider the set B1(T ) \ T , region where
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∑
I UI ) hold without
change (recall that ∑I UI coincides with uX,Y in T ), and it is easy to check that
S0(uX,Y ) CS0
(∑
I
UI
)
+C
3∑
a=1
|wLa,θa |
 Ce−(1+ξ) L2 e−σ dist(z,
⋃
I {xI })e−η|z| +C
3∑
a=1
|wLa,θa |. (46)
Hence, for any fixed a = 1,2,3, it is sufficient to estimate |wLa,θa | in the set
Ta :=
(
B1(T ) \ T
)∩ {L
2
− 2 〈z, θa〉 L2 − 1
}
,
and to prove that we can bound it as in (41). Setting za,i = Rθa iLa(1,0, . . . ,0) (where Rθa is the
rotation by an angle θa) by the properties if the xI ’s (condition (14)) one has{
e−dist(z,
⋃
i∈Z{za,i })  Cθ0e−dist(z,
⋃
I {xI }),
e− σ2 dist(z,
⋃
I {xI })  e−η|z|
in Ta.
Therefore, using rotation invariance and (18) we find that in this set
|wLa,θa | Ce−(1+ξ)
L
2 e−σ dist(z,
⋃
i {za,i })  Ce−(1+ξ) L2 e− σ2 dist(z,
⋃
i {za,i })e−
σ
2 dist(z,
⋃
i {za,i })
 Ce−(1+ξ) L2 e− σ2 dist(z,
⋃
I {xI })e−η|z|,
so the conclusion follows from (46).
So far we proved (41) in a 1-neighborhood of the set T . Now we consider a neighborhood of
Va ∩ Vb for a, b ∈ {1,2,3} with a 
= b, namely B1(Va ∩ Vb). We define Ua,i = U(· − xa,i), for
a = 1,2,3 and i ∈N (we set xa,0 = 0 for every a). In B1(Va ∩ Vb) we simply use the estimate
∣∣S0(uX,Y )∣∣ C∑
i0
U
p
a,i +C
∑
i0
U
p
b,i +C
(∑
i0
Ua,i
)p
+C
(∑
i0
Ub,i
)p
+C|wLa,θa | +C|wLb,θb |,
which follows from (1), the fact that the wLa,θa ’s stay uniformly bounded and Lemma A.1.
Reasoning as for (28), (29), we find that
∑
i0
Ua,i  C dist(z, lθa )e−dist(z,lθa ),
∑
i0
U
p
a,i  C dist(z, lθa )e
−p dist(z,lθa ); for a = 1,2,3, (47)
where lθa is the half-line {tθa: t  0}. Concerning wLa,θa we have
|wLa,θa |(z) Ce−(1+ξ)
L
2 e−σ dist(z,
⋃
i {za,i })  Ce−(1+ξ) L2 e− σ2 dist(z,lθa )e− σ2 dist(z,lθa ),
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for a = 1,2,3. At this point we use some geometric characterization of B1(Va ∩ Vb) in terms of
the θa’s and the La’s. Since we are assuming θ0 > 0 (see (11)), one can check that dist(B1(Va ∩
Vb),0)  e−(1+C
−1
θ0
) L2
, and that moreover dist(z, lθa ),dist(z, lθb )  C−1θ0 dist(z,
⋃
I {xI }). There-
fore, using the last three formulas we still find
∣∣S0(uX,Y )∣∣ Ce−(1+ξ) L2 e−σ dist(z,⋃I {xI })e−η|z| in B1(Va ∩ Vb) (48)
for ξ , σ , η sufficiently small (depending only on n, p and θ0).
We consider now three more sets which, together with T , Ta (for a = 1,2,3) and B1(Va ∩Vb)
(for a, b = 1,2,3, a 
= b) cover all of Rn. We define them as
Ba =
{
x ∈ Va \ (Vb ∪ Vc): dist
(
z, ∂
(
Va \ (Vb ∪ Vc)
))
 1
}
. (49)
In Ba the cut-off function ψa is identically 1, while ψb and ψc (b, c 
= a) are identically zero. In
this region the estimates are a little more delicate than before, and we need to exploit the fact that,
asymptotically in Ba , uX,Y converges to a periodic solution of (Ep). First of all, fixing (ya)a =
(y1, y2, y3), we consider the special configuration of the points defined in (5): for simplicity, we
denote this configuration by X(Y). We estimate now S0(uX(Y ),Y ) for a fixed Y . Recalling the
definition of uL, one finds that in Ba
uX(Y ),Y = RθauLa +U −U(· − ya)
+
∑(
U(· − xb,i)+U(· − xc,i)
)−∑U(· + iLaθa).i1 i1
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+C
∑
i1
(
U(· − xb,i)+U(· − xc,i)
)+C∑
i1
U(· + iLaθa)

∣∣S0(RθauLa (· − ya)+U −U(· − ya))∣∣
+C
∑
i1
(
e−|·−xb,i | + e−|·−xc,i | + e−|·+iLaθa |) in Ba. (50)
To estimate S0(RθauLa (· − ya) +U −U(· − ya)), we differentiate S0 with respect to the center
of U . Precisely, using (6) and setting ut = RθauLa (· − ya) + U(· + (t − 1)ya) − U(· − ya), for
t ∈ [0,1], we can write that
S0
(
RθauLa (· − ya)+U −U(· − ya)
)
= S0(RθauLa )+
1∫
0
∂
∂t
S0(ut ) dt
= p
1∫
0
[
(ut )
p−1 −U(· + (t − 1)ya)p−1]∇U(· + (t − 1)ya) · ya dt.
From the definition of uLa we then find∣∣S0(RθauLa (· − ya)+U −U(· − ya))∣∣(z)
 Cθ0 |ya|
∣∣∣∣
[
Rθa
(∑
i 
=0
Uzi +wL
)
(· − ya)+U
]p−1
−Up−1
∣∣∣∣U. (51)
The estimates in Section 3 then imply (we are assuming |ya| uniformly bounded)
∣∣S0(RθauLa (· − ya)+U −U(· − ya))∣∣(z) Cθ0e−(1+ξ) L2 e−σ dist(z,⋃I {xI })e−η|z|.
Now we turn to the remaining terms in (50). From the fact that θ0 is strictly positive we deduce
that in Ba there holds dist(Ba,−Laθa) 32L, and that
∑
i1 e
−|z+iLaθa |  Cθ0e−|z+Laθa |, so we
also find∑
i1
e−|z+iLaθa |  Cθ0e−|z+Laθa |  Cθ0e−Le−
1
2 |z+Laθa |  Cθ0e−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })e−η|z|,
provided we choose ξ , σ and η sufficiently small. Concerning the functions U(· − xb,i) (and
similarly for U(· − xc,i)), we can divide Ba conveniently into two subsets. We trace a line l˜b
passing through xb,1 and forming an angle of π3 − θ016 with the segment [xb,1,0], one the side
of Ba . The line lˆb will intersect Ba at a point z˜b , whose distance from lθ is greater than 2L.b
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Ba,2 to be the complement of Ba,1 in Ba . In Ba,1 we have that dist(Ba, xb,1) 
√
2
2 L, and that∑
i1 e
−|z−xb,i |  Cθ0e−|z−xb,1|, so with some manipulation we get
∑
i1
U(z − xb,i) Cθ0e−|z−xb,1|  Cθ0e−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })e−η|z| in Ba,1.
On the set Ba,2 we can use the estimate (47) and the fact that dist(z˜b, lθb ) 2L to deduce also∑
i1
U(z− xb,i) Cθ0 dist(z, lθb )e−dist(z,lθb )  Cθ0e−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })e−η|z| in Ba,2,
so we get that
∑
i1 U(z− xb,i) Cθ0e−(1+ξ)
L
2 e−σ |z| in the whole Ba . The same estimate holds
of course for
∑
i1 U(z− xc,i). Therefore, from the last four formulas and from (50) we get that
∣∣S0(uX(Y ),Y )∣∣ Cθ0e−(1+ξ) L2 e−σ dist(z,⋃I {xI })e−η|z| in Ba. (52)
Now we consider the case of a general configuration X = (xI )I satisfying (14). To get esti-
mates in this case we again differentiate S0(uX,Y ) with respect to X, as for the proof of (51).
Since the variation is linear in the displacements of the xI ’s, we vary the position of one point at
a time. Varying the position of some point xS we obtain (since ∂uX,Y∂xS,l = − ∂US∂zl )
∂
∂xS,l
S0(uX,Y ) = ∂US
∂zl
− ∂US
∂zl
+ pupX,Y
∂US
∂zl
= p(up−1X,Y −Up−1S )∂US∂zl . (53)
From the estimates on the function wL and from the conditions on the xI ’s we find that
(
u
p−1
X,Y −Up−1S
)∂US
∂zl
 Ce−(1+ξ) L2 e−η|z−xS |
for some ξ, η > 0 (depending only on n and p). Then, integrating over the displacement and
considering all the variations, from (14) it follows that
∣∣S0(uX,Y )∣∣ C ∑
i0,a=1,2,3
e−(1+ξ)
L
2 e−σ |z−xa,i ||za,i − ya − iLaθa|
 CCθ0
∑
i0,a=1,2,3
e−(1+ξ)
L
2 e−σ |z−xa,i |e−τ |xa,i |.
From elementary inequalities we then deduce
∣∣S0(uX,Y )∣∣ CCθ0 ∑
I 
=0
e−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })e−τ |z| in Ba,
if ξ , σ and τ are small enough. This concludes the proof. 
A. Malchiodi / Advances in Mathematics 221 (2009) 1843–1909 1865Remark 4.2. We point out that, in the previous proof, all the estimates except for the sets Ba
are independent of the specific location of the points xI : only condition (14) is required. As a
consequence we find that when X = X(Y), see (5), then
∣∣S0(uX(Y ),Y )∣∣ Ce−(1+ξ) L2 e−σ dist(z,⋃I {xI })e−η|z|, (54)
namely the second term in the right-hand side of (40) drops. This estimate is indeed better than
the previous one since we will assume τ < η.
4.2. Lyapunov–Schmidt reduction of the problem
The main result of this section is the following proposition, which reduces the proof of Theo-
rem 1.1 to determine the location of the points (xI )I .
Proposition 4.3. Suppose Y = (ya)a and X = (xI )I satisfy (13) and (14) respectively, and let
uX,Y be as in (39). Then, for L sufficiently large, there exists a function wX,Y and a sequence
(αI )I of elements of R2, αI = (αI,j )j , j = 1,2, which satisfy the following two properties
(a) −(uX,Y +wX,Y )+ (uX,Y +wX,Y )− (uX,Y +wX,Y )p =∑I,j αI,jUp−1I ∂jUi ;
(b) ∫
Rn
wX,YU
p−1
I
∂UI
∂zj
= 0 for every I and for every j = 1,2,
where we have set UI = (z − xI ). Moreover one has
‖wX,Y ‖C2,γ (B1(z))  Ce−(1+ξ)
L
2 e−σ dist(z,
⋃
I {xI })[e−η|z| +Cθ0e−τ |z|],
where ξ, σ and η, η < σ2 , depend only on n, p and θ0 (but not on L), and where C is a fixed
constant (depending only on n,p and θ0) also independent of L.
The proof is technically involved, so we prove first some preliminary lemmas. For γ ∈ (0,1)
and σ2 > η > 0 we define the weighted Hölder norm
‖h‖0,η,σ = sup
z∈Rn
{
eη|z|eσ dist(z,
⋃
I {xI })‖h‖Cγ (B1(z))
}
.
For simplicity of notation, we are omitting the index γ in the definition of this norm, and we
assume it understood. Similarly, we then define
‖v‖2,η,σ = sup
z∈Rn
{
eη|z|eσ dist(z,
⋃
I {xI })‖v‖C2,γ (B1(z))
}
,
omitting again the dependence in γ . Then we introduce the spaces
H0,η,σ =
{
h ∈ Cγ (Rn): ‖h‖0,η,σ < +∞}; H2,η,σ = {v ∈ C2,γ (Rn): ‖v‖2,η,σ < +∞}.
We state now a result involving the linearization of (Ep) at uX,Y in these weighted spaces.
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that, given h ∈ H0,η,σ , the following problem has a solution v in the space H2,η,σ
⎧⎨
⎩
−v + v − pup−1X,Y v = h+
∑
I,j α
I,jU
p−1
I
∂UI
∂zj
, for some αI,j ;∫
Rn
vU
p−1
I
∂UI
∂zj
= 0, for all I, j.
(55)
Moreover, there exists a constant C, depending only on p, η, σ such that
‖v‖2,η,σ  C‖h‖0,η,σ .
For proving this lemma, we use a Lyapunov–Schmidt reduction on suitable truncations of
the functions h and uX,Y . Given a large integer k, we consider a ball Bk centered at 0, with
radius (k + 12 )L. By (12) and (14), Bk encloses the origin and the points xa,i for a = 1,2,3
and i = 1, . . . , k. All the remaining points belong to the complement of Bk . Moreover, there
exists a fixed constant C (depending on θ0) such that dist(xa,k, ∂Bk)  L2 − C, and such that
dist(xa,k+1, ∂Bk) L2 −C for a = 1,2,3.
We then consider a smooth cutoff function χk = χ(dist(·,Bk)), where χ :R→R satisfies
⎧⎨
⎩
χ(t) = 1 for t  0;
χ(t) = 0 for t  1;
χ(t) ∈ [0,1] for every t ∈R,
(56)
and define
uX,Y,k = χkuX,Y ; hk = χkh.
Similarly as before we define the norm
‖v‖2,η,σ,k = sup
z∈Rn
{
e
σ dist(z,
⋃
a
⋃
0ik{xa,i })eη|z|‖v‖C2,γ (B1(z))
}
(where xa,0 = 0 for every a), and the space of functions
H2,η,σ,k =
{
v ∈ C2,γ (Rn): ‖v‖2,η,σ,k < +∞}.
From now on, for simplicity we set
⋃
Ik xI =
⋃
a
⋃
0ik xa,i and
∑
Ik =
∑
I=0 +∑
a=1,2,3
∑k
i=1. We have the following preliminary result.
Lemma 4.5. Let X,Y be as in Proposition 4.3. Then there exists η,σ ∈ (0,1) such that, given
h ∈ H0,η,σ , the following problem has a solution vk in the space H2,η,σ,k
⎧⎨
⎩
−vk + vk − pup−1X,Y,kvk = hk +
∑
Ik,j=1,2 α
I,j
k U
p−1
I
∂UI
∂zj
, for some αI,j ;∫
n vkU
p−1 ∂UI = 0, for all I  k, j = 1,2.
(57)R I ∂zj
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‖vk‖2,η,σ,k  C‖h‖0,η,σ .
Proof. The proof relies on a standard finite-dimensional Lyapunov–Schmidt reduction. The dif-
ference with respect to Lemma 4.4 is that now hk and the functions in H2,η,σ,k have some decay
at infinity, so we can work in the functional space H 1(Rn). In this way, the operator on the
left-hand side of (57) is of the form Identity–compact in H 1(Rn). Hence to prove existence it
is sufficient to use Fredholm’s alternative, namely to prove that for h = 0, vk = 0 is the only
solution of (57). Then, after we prove existence, we turn to the uniform estimate in the weighted
norms.
By the above discussion it follows that the existence of vk can be reduced to bounding
‖vk‖2,η,σ,k in terms of the norm ‖h‖0,η,σ , for any given h ∈ H0,η,σ . First of all we multiply
(57) by ∂US
∂zl
, where the index S has the same range as I (while l ∈ {1,2}) and we integrate
over Rn. From the orthogonality condition on vk we obtain the following family of equations
∑
I,j
T
S,l
I,j α
I,j
k = fS,l,k, (58)
where
T
S,l
I,j =
∫
Rn
∂UI
∂zj
U
p−1
I
∂US
∂zl
; and fS,l,k = fS,l,k,1 + fS,l,k,2,
with
fS,l,k,1 = p
n∫
R
(
U
p−1
S − up−1X,Y,k
)∂US
∂zl
vk; fS,l,k,2 = −
∫
Rn
hk
∂US
∂zl
.
We now estimate the terms fS,l,k,1 and fS,l,k,2. From the definition of ‖ · ‖0,η,σ and ‖ · ‖2,η,σ,k
we obtain
|fS,l,k,1| ‖vk‖2,η,σ,k
∫ ∣∣Up−1S − (US + (uX,Y,k −US))p−1∣∣
∣∣∣∣∂US∂zl
∣∣∣∣e−σ dist(z,⋃Ik{xI })e−η|z| dz;
|fS,l,k,2| ‖h‖0,η,σ
∫ ∣∣∣∣∂US∂zl
∣∣∣∣e−σ dist(z,⋃Ik{xI })e−η|z| dz. (59)
Lemma A.1 yields the inequalities
∣∣Up−1S − (US + (uX,Y,k −US))p−1∣∣
{
U
p−2
S |uX,Y,k −US |, if US  |uX,Y,k −US |;
p−1|uX,Y,k −US | , if US  |uX,Y,k −US |.
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integrating, from the fact that η < σ2 we obtain (we also use the estimates in Section 3 and apply
some of the arguments there)
|fS,l,k,1| C‖vk‖2,η,σ,ke−η|xS |e−(1+ξ) L2 .
Similarly, still from the fact that η < σ2 , we also find
|fS,l,k,2| Ce−η|xS |‖h‖0,η,σ ,
and hence
|fS,l,k| C‖vk‖2,η,σ,ke−η|xS |e−(1+ξ) L2 +Ce−η|xS |‖h‖0,η,σ . (60)
Now, using (58) and the last estimate, we derive some bounds on the coefficients αI,j . First of
all, from the expression of T S,lI,j it is easy to see that
T
I,l
I,j = C0δl,j ;
∣∣T S,lI,j ∣∣ Ce−|xS−xI | for S 
= I, (61)
where C0 =
∫
Rn
( ∂U
∂z1
)2Up−1 and where C is a fixed constant. The operator T satisfies the as-
sumptions of Lemma A.6 (independently of the choice of the integer k), which together with
(60) gives
∣∣αI,jk ∣∣∑
S,l
∣∣(T −1k )I,jS,l ∣∣|fS,l,k|
 C|fI,k| +Cθ0
∑
S 
=I
e−|xI−xS |(1−
Cθ0
L
)
[
e−(1+ξ)
L
2 ‖vk‖2,η,σ,k + ‖h‖0,η,σ
]
e−η|xS |. (62)
Using elementary estimates, the fact that η ∈ (0,1), and taking L sufficiently large then one finds
∣∣αI,jk ∣∣ Cθ0[e−(1+ξ) L2 ‖vk‖2,η,σ,k + ‖h‖0,η,σ ]e−η|xI |. (63)
Now we can go back to (57), which we localize in the following sense. We consider again the
cut-off function χ introduced in (56), and we define χ˜S as
χ˜S(z) = χ
( |z − xS |√
L
− 1
)
, (64)
so that χ˜S is identically equal to 1 in B√L(xS), vanishes in R
n \ B2√L(xS), |∇χ˜S |  C√L , and
|∇2χ˜S | C .L
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−(vkχ˜S)+ vkχ˜S − pUp−1S vkχ˜S
= χ˜S
[
hk +
∑
Ik
∑
j
α
I,j
k
∂UI
∂zj
U
p−1
I
]
− 2∇vk · ∇χ˜S − vkχ˜S + pvkχ˜S
(
u
p−1
X,Y,k −Up−1S
)
. (65)
Furthermore, using the orthogonality condition on vk we have that∣∣∣∣
∫
Rn
vkχ˜S
∂US
∂zj
∣∣∣∣=
∣∣∣∣
∫
Rn
vk(χ˜S − 1)Up−1S
∂US
∂zj
∣∣∣∣ C‖vk‖2,η,σ,ke−(p+σ)√Le−η|xS |, (66)
by the decays of U and vk . We let LS denote the operator
LS = −+ 1 − pUp−1S ,
and we split the function χ˜Svk in the following way
χ˜Svk = (χ˜Svk)T + (χ˜Svk)⊥, where (χ˜Svk)T ∈ kerLS and (χ˜Svk)⊥ ⊥H 1(Rn) kerLS.
We recall that the kernel of LS (since we are working in the space FΠ , see Section 2) is spanned
by the two functions ∂US
∂z1
,
∂US
∂z2
. The norm of (χ˜Svk)T can be easily estimated by (66), while for
(χ˜Svk)⊥ we use Proposition 2.1. The invertibility of LS on the subspace orthogonal to the kernel
implies that the H 1 norm of (χ˜Svk)⊥ is bounded by the L2 norm of the right-hand side of (65),
which in turn by (63) can be estimated as (for η sufficiently small)
Cσ,η,θ0 ×
[‖h‖0,η,σ + e−(σ−η)√L‖vk‖2,η,σ,k + e−(1+ξ) L2 ‖vk‖2,η,σ,k]e−η|xS |
+
∑
I
e−η|xI |e−p[|xI−xS |−
√
L ][e−(1+ξ) L2 ‖vk‖2,η,σ,k + ‖h‖0,η,σ ]
 Ce−η|xS |‖h‖0,η,σ +C‖vk‖2,η,σ,ke−η|xS |
[
e−
σ
2
√
L + e−(1+ξ) L2 ].
Therefore, from the two estimates on ‖(χ˜Svk)T ‖H 1(Rn), ‖(χ˜Svk)⊥‖H 1(Rn) we find
‖χ˜Svk‖H 1(Rn)  Ce−η|xS |
[‖vk‖2,η,σ,ke−C−1√L + ‖h‖0,η,σ ]. (67)
Using (65) and elliptic regularity results it is not hard to prove that also
‖χ˜Svk‖L∞(Rn)  Ce−η|xS |
[‖vk‖2,η,σ,ke−C−1√L + ‖h‖0,η,σ ]. (68)
Fixed δ > 0 small, we choose first M large (independent of L) and then L so large that
pχ˜S
∣∣up−1 −Up−1∣∣+ pUp−1  δ in Rn \BM(xS).X,Y,k S S
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∣∣−(vkχ˜S)+ a(z)vkχ˜S∣∣ C∣∣vkb(z)∣∣+ χ˜S
∣∣∣∣hk +∑
Ik
∑
j=1,2
α
I,j
k
∂UI
∂xj
U
p−1
I
∣∣∣∣
+C|∇vk · ∇χ˜S | +C|vkχ˜S |, (69)
for some function a(z) 1 − δ, and for some function b(z) which is positive, smooth, uniformly
bounded (with uniformly bounded C2,γ norm), and supported in⋃I BM+1(xI ). Using (15), (63),
(68) and the bounds on the derivatives of χ˜S , with some more work we also find
‖χ˜Svk‖2,η,σ,k  C‖vk‖2,η,σ,k
[
e−C−1
√
L + 1√
L
+ e−(1+ξ) L2
]
+C‖h‖0,η,σ . (70)
Next, we write a similar equation for χ˜vk , where χ˜ = (1 −∑S χ˜S). This function satisfies
−(vkχ˜)+ vkχ˜ − pUp−1S vkχ˜
= χ˜
[
hk +
∑
Ik
∑
j
α
I,j
k
∂UI
∂zj
U
p−1
I
]
− 2∇vk · ∇χ˜ − vk
(
1 −
∑
S
χ˜S
)
+ pvkχ˜
(
u
p−1
X,Y,k −Up−1S
)
. (71)
The same reasoning as above can be applied yielding
‖vkχ˜‖2,η,σ,k  C‖vk‖2,η,σ,k
[
e−C−1
√
L + 1√
L
+ e−(1+ξ) L2
]
+C‖h‖0,η,σ . (72)
Finally, from (70) and (72) we also deduce
‖vk‖2,η,σ,k  CoL(1)‖vk‖2,η,σ,k +C‖h‖0,η,σ , (73)
where C is independent of k, where oL(1) → 0 as L → +∞. Since we can bring the term
oL(1)‖vk‖2,η,σ,k one the left-hand side, the proof of the lemma follows.
Proof of Lemma 4.4. We prove that the sequence (vk)k is Cauchy, locally in the above norm
‖ · ‖2,η,σ . More precisely, denoting by ‖ · ‖2,η,σ,Ω the restriction of ‖ · ‖2,η,σ to a bounded set
Ω ⊆Rn, we claim that
‖vk‖2,η,σ,Ω  C‖h‖0,η,σ ; ‖vk − vl‖2,η,σ,Ω → 0 as k, l → +∞, (74)
where C is a constant independent of the choice of Ω .
First of all we point out that, by Lemma 4.5 and the definition of ‖ · ‖2,η,σ,k , the first assertion
of (74) clearly holds. Then we notice that, fixing I and j , the sequence of coefficients (αI,jk )k
is bounded in k by the above formula (63), with a uniform factor depending on I of the form
e−η|xI |‖h‖0,η,σ . Therefore, it is easy to see that the partial sums ∑ ∑ αI,jUp−1 ∂UIIk j=1,2 k I ∂zj
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vergence of the component of (vkχ˜S)T , in the kernel of LS , see (64) and (66). Looking at the
equation satisfied by the orthogonal component (vkχ˜S)⊥, which is exactly as (65), by the Ascoli
theorem we get local convergence in the norm ‖ · ‖0,η,σ of the terms vk and ∇vk in the right-hand
side when k tends to infinity. As a consequence we also get convergence of (vkχ˜S)⊥, and hence
that of vkχ˜S , in the norm ‖ · ‖2,η,σ .
In order to prove full convergence (namely the second assertion in (74)), we need to consider
also vkχ˜ , χ˜ = 1 −∑S χ˜S , so we analyze Eq. (71). The latter, as (69), can be written in the form
−(vkχ˜)+ a(z)vkχ˜ = b(z)vkχ˜ + χ˜
[
hk +
∑
Ik
∑
j
α
I,j
k
∂UI
∂zj
U
p−1
I
]
− 2∇vk · ∇χ˜ − vk
(
1 −
∑
S
χ˜S
)
+ pvkχ˜
(
u
p−1
X,Y,k −Up−1S
)
,
where a(z) and b(z) are as before. One can then subtract to the last equation the one with vk
replaced by vl (for k and l large). Again, using the bound ‖vk‖2,η,σ,Ω  C‖h‖0,η,σ (which is
independent Ω), the Ascoli theorem and the Green’s representation formula, one can check that
‖vkχ˜ − vlχ˜‖2,η,σ,Ω → 0 as k, l → +∞ for any fixed bounded set Ω . The proof is thereby
concluded. 
We can now turn to the proof of Proposition 4.3.
Proof of Proposition 4.3. The argument relies on the contraction mapping theorem in the above
weighted norm ‖ · ‖2,τ,σ , where σ and τ are as in Lemma 4.1. We set
S0(uX,Y ) = −uX,Y + uX,Y − upX,Y ,
and also define the operator LX,Y as
LX,Y u = −u+ u− pup−1X,Y u.
We have that uX,Y + wX,Y , wX,Y ∈ H2,τ,σ , solves the reduced problem if and only if wX,Y
satisfies
wX,Y = GX,Y (wX,Y ), (75)
where
GX,Y (w) = −L−1X,Y
(
S0(uX,Y )
)−L−1X,Y [(uX,Y +w)p − upX,Y − pup−1X,Y w].
Here by L−1X,Y we are denoting the linear operator constructed in Lemma 4.4 which associates
to h ∈ H0,τ,σ the function v ∈ H2,τ,σ solving (55). By Lemma 4.1 S0(uX,Y ) ∈ H0,τ,σ , and we
are going to show now that also the term within the square brackets belongs to this space for a
suitable choice of wX,Y .
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BC1 =
{
w ∈ H2,τ,σ : ‖w‖2,τ,σ  C1CCθ0e−(1+ξ)
L
2 ,
∫
Rn
wU
p−1
I
∂UI
∂zj
= 0 ∀I, j
}
.
For w in BC1 we have that
∣∣(uX,Y +w)p − upX,Y − pup−1X,Y w∣∣
{
u
p−2
X,Y w
2, for |uX,Y | 14 |w|;
|w|p, for |uX,Y | 14 |w|.
By our construction, in each of the alternatives in the previous formula, for L large we have that
max{up−2X,Y |w|, |w|p−1} is always small, therefore by the previous lemma the set BC1 is sent into
itself by the linear map L−1X,Y .
Now we consider two functions w1,w2 ∈ BC1 : it is easy to see that for L large∥∥(uX,Y +w1)p − (uX,Y +w2)p − pup−1X,Y (w1 −w2)∥∥2,τ,σ = oL(1)‖w1 −w2‖2,τ,σ ,
therefore GX,Y is a contraction in BC1 and has a fixed point in this set. This concludes the
proof. 
Remark 4.6. Given Y = (ya)a , let X(Y) denote the configuration for which (5) holds. Then we
have a better estimate for S0(uX(Y ),Y ) as explained in Remark 4.2. In this case, the contraction
mapping argument can be applied in the space H2,η,σ , with η > τ . By uniqueness, the function
w = wX(Y),Y we find in the new space must coincide with the one gave in the proof of Proposi-
tion 4.3. Therefore, for the special case X = X(Y) we have the following improved estimate
‖wX(Y),Y ‖Cγ (B1(z))  Ce−(1+ξ)
L
2 e−η|z|e−σ dist(z,
⋃
I {xI }); z ∈Rn,
where ξ , η and σ are as in Remark 4.2.
Remark 4.7. The above reduction procedure can also be performed when the points xI lie in a
periodic configuration along a line (or in an asymptotically periodic configuration, with errors
similar to (14)). A quantitative estimate on the corresponding S0 will hold true, similar to (41),
with the term e−η|z| dropped. This observation will be useful in Section 6 to estimate the deriva-
tives of the α’s with respect to X.
5. Estimates on the coefficients αI,j
In this section we prove some estimates on the coefficients αI,j obtained in Proposition 4.3,
first in the special case of configurations X = X(Y), see (5), and then for a general configuration
of points satisfying (14). These cases are studied in Subsections 5.1 and 5.2, respectively. As
for Remarks 4.2 and 4.6, we expect a faster decay of the coefficients (when |xI | → +∞) in the
former situation.
Later on, in Section 6, we study also the derivatives of the αI,j ’s with respect to a variation of
the configuration X.
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In this subsection we prove a quantitative decay of |αI | when the points (xI )I satisfy (5).
Lemma 5.1. Given a triple Y = (ya)a satisfying (13), let X(Y) be the configuration defined
by (5), and let uX(Y),Y be as in (39), for X = X(Y). Let wX(Y),Y and (αIX(Y ),Y )I be given by
Proposition 4.3. Then the coefficients αIX(Y ),Y satisfy
α0X(Y),Y = −
∑
a=1,2,3
F1
(|xa,1|) xa,1|xa,1| +O
(
e−(1+ξ)L
);
αIX(Y ),Y = F1
(|xa,1|) xa,1|xa,1| + F1
(|xa,1 − xa,2|) xa,1 − xa,2|xa,1 − xa,2| +O
(
e−(1+ξ)L
)
,
if xI = xa,1, a = 1,2,3;∣∣αIX(Y ),Y ∣∣ Ce−(1+ξ)Le−η|xI |, if xI = xa,h for a = 1,2,3, and h > 1,
where F1 is the function defined in Lemma A.4, and where C, η, ξ are fixed constants depending
only on θ0, n and p.
Proof. Throughout this proof, in order to simplify our notation, we always assume that X =
X(Y). For an index S having the same range as I and for l = 1,2 we define the numbers
βS,l =
∫ [−(uX,Y +wX,Y )+ (uX,Y +wX,Y )− (uX,Y +wX,Y )p]∂US
∂zl
.
With some manipulation and by the orthogonality condition (b) in Proposition 4.3, we find that
βS,l = βS,l1 + βS,l2 + βS,l3 ,
where
β
S,l
1 =
∫ (−uX,Y + uX,Y − upX,Y )∂US∂zl ; βS,l2 = p
∫
wX,Y
(
U
p−1
S − up−1X,Y
)∂US
∂zl
;
β
S,l
3 = −
∫ [
(uX,Y +wX,Y )p − upX,Y − pup−1X,Y wX,Y
]∂US
∂zl
.
We distinguish now the cases S = 0 and S 
= 0.
Case S = 0. We begin by considering the term β0,l1 , and here we will need a better precision
than the previous section. We divide the integral into BL
2
(0) and its complement in Rn. We recall
that, by (39), u =∑I UI in BL2 −2(0). In the expression of β0,l1 , the integral outside BL2 −2(0) will
be negligible compared to the one inside. In BL
2
(0) we have U  1
C
(
∑
I 
=0 UI ), and therefore
from Lemma A.1 we find that∣∣∣∣
(∑
UI
)p
−Up − pUp−1
∑
UI
∣∣∣∣ CUp−2
(∑
UI
)2
in BL
2
(0).I I 
=0 I 
=0
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tion 3.1) and the exponential decay of U one finds (recall that we defined S0(u) = −u+u−up)∫
BL
2
(0)
S0(uX,Y )
∂U
∂zl
= −
∑
I 
=0
xI · el
|xI | F1
(|xI |)+O(e−(1+ξ)L), (76)
for some ξ > 0. On the other hand, from the decay of U and from (54) it follows that∣∣∣∣
∫
Rn\BL
2
(0)
S0(uX,Y )
∂U
∂zl
∣∣∣∣ Ce−(1+ξ)L.
Therefore the last two formulas imply
β
0,l
1 = −
∑
I 
=0
xI · el
|xI | F1
(|xI |)+O(e−(1+ξ)L) for L large. (77)
Next, to estimate β0,l2 and β
0,l
3 we still divide the integral into BL2 (0) and the complement in R
n
.
Using Remark 4.6 and Lemma A.1 one finds⎧⎨
⎩
|Up−1 − up−1X,Y | CUp−2
∑
I 
=0 UI ;
|(uX,Y +wX,Y )p − upX,Y − pup−1X,Y wX,Y | CUp−2w2X,Y
in BL
2
(0).
As a consequence we deduce
∫
BL
2
(0)
∣∣∣∣wX,YUp−1S − up−1X,Y ∂US∂zl
∣∣∣∣+
∫ ∣∣∣∣[(uX,Y +wX,Y )p − upX,Y − pup−1X,Y wX,Y ]∂US∂zl
∣∣∣∣
 Ce−(1+ξ)L,
for some ξ > 0. Similar estimates hold for the integrals in Rn \BL
2
(0), so it follows that
∣∣β0,l2 ∣∣+ ∣∣β0,l3 ∣∣ Ce−(1+ξ)L for L large.
From (77) and the last formulas we then get
β0X(Y),Y = −
∑
a=1,2,3
F1(La)
xa,1
|xa,1| +O
(
e−(1+ξ)L
)
, (78)
as required.
Case S = 0. Using the same notation as for S = 0, we estimate first βS,l1 . Similarly to the case
S = 0, we divide the integral in the region BL
2
(xS) and its complement. We notice that for S 
= 0,
and if xS = xa,h for some a ∈ {1,2,3} and some integer h > 1, the ball BL (xS) is contained in
2
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Lemma A.3 we deduce that∣∣∣∣
∫
BL
2
(xS)
S0(uX(Y ),Y )
∂US
∂zl
∣∣∣∣ Ce−(1+ξ)Le−η|xS |, if xS = xa,h, a = 1,2,3, h > 1.
When xS = xa,1 for some a = 1,2,3, we need to be slightly more careful. Setting w˜a =
Rθawa(· − ya), see Proposition 3.1 and the notation before (39), in BL2 (xS) we write that
S0(uX(Y ),Y ) = −
(∑
I
UI
)
+
∑
I
UI −w˜a + w˜a −UpS − pUp−1S
(∑
I 
=S
UI + w˜a
)
+UpS + pUp−1S
(∑
I 
=S
UI + w˜a
)
−
(∑
I
UI + w˜a
)p
.
Using (1) we obtain
S0(uX(Y ),Y ) = −pUp−1S
∑
I 
=S
UI +
∑
I 
=S
U
p
I +LSw˜a
+UpS + pUp−1S
(∑
I 
=S
UI + w˜a
)
−
(∑
I
UI + w˜a
)p
. (79)
Multiplying by ∂US
∂zl
and integrating, using (6) and a Taylor expansion of the last line then one
finds ∫
BL
2
(xS)
S0(uX(Y ),Y )
∂US
∂zl
= F1
(|xa,1|) xa,1|xa,1| + F1
(|xa,1 − xa,2|) xa,1 − xa,2|xa,1 − xa,2| +O
(
e−(1+ξ)L
)
. (80)
Next we turn to the estimate of the integrals involving βS,l1 in the exteriors of BL2 (xS). From(54) and the decay of U we also obtain∣∣∣∣
∫
Rn\BL
2
(xS)
S0(uX(Y ),Y )
∂US
∂zl
∣∣∣∣ e−(1+ξ)Le−η|xS |,
and hence βS,l1 has a decay as required in the statement of the lemma.
We turn now to βS,l2 and β
S,l
3 : from the expression of uX(Y),Y , reasoning as for S = 0 we get⎧⎨
⎩
|Up−1S − up−1X,Y | CUp−2(
∑
I 
=S UI +RθawLa );
|(uX,Y +wX,Y )p − up − pup−1wX,Y | CUp−2w2
in BL
2
(xS).X,Y X,Y S X,Y
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2
(xS) can be bounded by e−(1+ξ)Le−η|xS |. On
the other hand, from the decay of US and again Remark 4.6 we obtain the same bound for the
integrals in the complement of BL
2
(xS). Hence we deduce that
∣∣βS,l2 ∣∣+ ∣∣βS,l3 ∣∣ Ce−(1+ξ)Le−η|xS |,
and consequently ∣∣βS,lX(Y ),Y ∣∣ Ce−(1+ξ)Le−η|xS | for S 
= 0. (81)
Now, having collected the estimates for the numbers βS,l , we reason as for the proof of
Lemma 4.5. With the same notation, we have indeed∑
I,j
T
S,l
I,j α
I,j = βS,l,
where the numbers T S,lI,j satisfy the properties in (61), so we can apply Lemma A.6 for inverting
the operator T (with entries T S,lI,j ). Therefore, as for (62), from some elementary estimates we
find that
α
I,j
X(Y ),Y =
∑
S,l
(
T −1
)I,j
S,l
βS,l = βI,j +O(e−2L(1−Cθ0L ))∣∣βI ∣∣+O(e−|xI |(1−Cθ0L ))
+O
(∑
S 
=I
e−|xI−xS |(1−
Cθ0
L
)e−(1+ξ)Le−η|xS |
)
. (82)
Hence the conclusion follows from the last formula together with (78) and (81). 
5.2. Estimates of the αI,j ’s for a general configuration X
In this subsection we study the coefficients αI for a general configuration X satisfying (14).
Most of the estimates of the previous subsection will continue to hold, but we need to be
especially careful when considering the coefficients βS,l1 . Therefore, we prove a preliminary
lemma concerning (indirectly) the estimate of such terms. Recall that we have set S0(u) =
−u+ u− up .
Lemma 5.2. Suppose (xI )I satisfy (14). Let us fix xI 
= 0, and let xI,t = xI − te, where e is a
unit vector belonging to the plane Π . We let X(t) = (xS)S denote the configuration of points for
which all the points xS 
= xS are fixed, and where the I th point is xI,t . We also let US,t = UxS(t).
Then we have
d
dt
∫
S0(uX(t),Y )
∂US,t
∂zl
=
⎧⎨
⎩
− ∂
∂t
(
xI,t−xS
|xI,t−xS | · elF1(|xI,t − xS |))+O(e−(1+ξ)L) if S 
= I ;
−∑I 
=S ∂∂t ( xI,t−xS|xI,t−xS | · elF1(|xI,t − xS |))+O(e−(1+ξ)L) if S = I,
where the derivatives ∂ are evaluated at t = 0.∂t
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= I . By (39) and (6) we simply have
d
dt
∣∣∣∣
t=0
∫
S0(uX(t),Y )
∂US,t
∂zl
=
∫ [
−∂UI,t
∂t
+ ∂UI,t
∂t
− pup−1X,Y
∂UI,t
∂t
]
∂US
∂zl
= p
∫ (
U
p−1
I,t − up−1X,Y
)∂UI,t
∂t
∂US
∂zl
= −p
∫
U
p−1
S
∂UI,t
∂t
∂US
∂zl
+ p
∫ (
U
p−1
S +Up−1I,t − up−1X,Y
)∂UI,t
∂t
∂US
∂zl
.
From the proof of Lemma A.4 one finds that
−p
∫
U
p−1
S
∂UI,t
∂t
∂US
∂zl
= − ∂
∂t
(
xI,t − xS
|xI,t − xS | · elF1
(|xI,t − xS |)
)
+O(e−ξL)F0(|xI − xS |);∫ (
U
p−1
S +Up−1I,t − up−1X,Y
)∂UI,t
∂t
∂US
∂zl
= O(e−(1+ξ) L2 )F0(|xI − xS |),
which proves the assertion when xS 
= xI .
Now we consider the case xS = xI , for which we have
d
dt
∣∣∣∣
t=0
∫
S0(uX(t),Y )
∂UI,t
∂zl
=
∫ (
∂
∂t
S0(uX(t),Y )|t=0
)
∂UI,t
∂zl
∂UI,t
∂t
+
∫
S0(uX,Y )
∂
∂t
∂UI,t
∂zl
.
Using (6) then we get
d
dt
∣∣∣∣
t=0
∫
S0(uX(t),Y )
∂UI,t
∂zl
= p
∫ [
U
p−1
I,t − up−1X,Y
]∂UI,t
∂zl
∂UI,t
∂t
+
∫
S0(uX,Y )
∂
∂t
∂UI,t
∂zl
.
Since we always take x0 ≡ 0, we have that xI = xa,h for some a ∈ {1,2,3} and some positive in-
teger h. We can assume without loss of generality that θa = (1,0), namely that the corresponding
ray lθa is the positive x1 axis in Π , so the rotation Rθa is just the identity. We use now a Taylor’s
expansion of uX,Y , S0(uX,Y ) and the estimates of Section 3 to find
d
dt
∣∣∣∣
t=0
∫
S0(uX(t),Y )
∂UI,t
∂zl
= −p(p − 1)
∫
U
p−2
I,t
(∑
S 
=I
US +wLa (· − ya)
)
∂UI,t
∂zl
∂UI,t
∂t
+
∫
LI,t
(∑
S 
=I
US +wLa (· − ya)
)
∂
∂t
∂UI,t
∂zl
+O(e−(1+ξ)L),
where we have set LI,tu = −u + u − pUp−1I,t u. Now we notice that −(
∑
S 
=I US) +∑
S 
=I US =
∑
S 
=I U
p
S , and that, by (8) and an integration by parts, we have cancellation of the
linear terms containing wLa . Indeed ∂∂t
∂UI,t
∂zl
is a linear combination of second partial derivatives
of U(· − xI,t ), so it can be used in (8). Therefore after some calculation we find that
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dt
∣∣∣∣
t=0
∫
S0(uX(t),Y )
∂UI,t
∂zl
= −p(p − 1)
∫
U
p−2
I,t
(∑
S 
=I
US
)
∂UI,t
∂zl
∂UI,t
∂t
− p
∫
U
p−1
I,t
(∑
S 
=I
US
)
∂
∂t
∂UI,t
∂zl
+O(e−(1+ξ)L)
= − ∂
∂t
∣∣∣∣
t=0
∫
U
p−1
I,t
∂UI,t
∂zl
(∑
S 
=I
US
)
+O(e−(1+ξ)L).
Hence, from the definition of F1 and Lemma A.5 one then gets
−
∑
I 
=S
∂
∂t
∣∣∣∣
t=0
(
xI,t − xS
|xI,t − xS | · elF1
(|xI,t − xS |)
)
+O(e−(1+ξ)L),
which concludes the proof. 
From Lemmas 5.1 and 5.2, we find a decay estimate for the αI ’s associated to a general
configuration X.
Lemma 5.3. For X and Y satisfying (13) and (14) we have the following estimates
α0X(Y),Y = −
∑
a=1,2,3
F1
(|xa,1|) xa,1|xa,1| +O
(
e−(1+ξ)L
);
αIX(Y ),Y =
[
F1
(|xa,1|) xa,1|xa,1| + F1
(|xa,1 − xa,2|) xa,1 − xa,2|xa,1 − xa,2|
]
+O(e−(1+ξ)L),
if xI = xa,1, a = 1,2,3;∣∣αIX(Y ),Y ∣∣ Ce−(1+ξ)Le−η|xI | +CCθ0e−τ(|xa,h−1|)F0(L),
if xI = xa,h for a = 1,2,3, and h > 1,
where F1 is given in Lemma A.4, and where C, η, ξ are fixed constant depending only on θ0, n
and p.
Proof. We define the numbers βS,l , βS,l1 , β
S,l
2 and β
S,l
3 as in Section 5.1. The coefficients β
S,l
1
can be estimated using Lemma 5.1, Lemma 5.2, and integrating in t from 0 to 1, varying the
configuration from X(Y) to X. The integration yields
β
0,l
1 = −
∑
a=1,2,3
F1
(|xa,1|) xa,1|xa,1| +O
(
e−(1+ξ)L
);
β
S,l
1 =
[
F1
(|xa,1|) xa,1|xa,1| + F1
(|xa,1 − xa,2|) xa,1 − xa,2|xa,1 − xa,2|
]
+O(e−(1+ξ)L),
if xI = xa,1, a = 1,2,3;∣∣βS,l∣∣ Ce−(1+ξ)Le−η|xI | +CCθ e−τ(|xa,h−1|)F0(L), if xI = xa,h for a = 1,2,3, and h > 1.1 0
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S,l
3 can be estimated as for the previous subsection, giving
∣∣βS,l2 ∣∣+ ∣∣βS,l3 ∣∣ Ce−(1+ξ)Le−η|xS |.
Hence, reasoning as at the end of Subsection 5.1, we obtain the desired estimates on the αI ’s.
The proof is thereby concluded. 
6. Derivatives of the coefficients αI,j with respect to variations of X and Y
In this subsection we study the derivatives of the coefficients αI,j (given in Proposition 4.3)
with respect to the positions of the points (xI )I . We consider first rigid motion of the ends,
namely the derivatives with respect to the ya’s: under this motion we assume that xa,i − ya stays
fixed for any a = 1,2,3 and any i  1. Next we consider variations of each single point xI , of
a size which has some exponential decay to zero at infinity. In order to evaluate the derivatives
of the α’s, we first need to consider the variation of the function wX,Y with respect to these
displacements.
6.1. Derivatives of the coefficients αI,j for X = X(Y)
In this subsection we let Y = (ya)a denote a triple of points satisfying (13), and X = X(Y) be
the configuration of points in (5). Given wX,Y as in Proposition 4.3, we introduce the operator
L˜X,Y (u) = −u+ u− p(uX,Y +wX,Y )p−1u. (83)
Lemma 6.1. For L large, let uX,Y and wX,Y be as above. Then we have the following estimates
on
∂wX,Y
∂ya
∥∥∥∥∂wX,Y∂ya
∥∥∥∥
C2,γ (B1(z))
 Ce−(1+ξ) L2 e−η|z|e−σ dist(z,
⋃
I {xI }); z ∈Rn.
Proof. If we differentiate the equation in (a) of Proposition 4.3 with respect to ya , after some
manipulation we obtain that ∂wX,Y
∂ya
satisfies
L˜X(Y ),Y
∂wX,Y
∂ya
= h˜X(Y ),Y +
∑
I,j
∂αI,j
∂ya
U
p−1
I
∂UI
∂zj
, (84)
where
h˜X(Y ),Y = −∂S0(uX,Y )
∂ya
+ p[(uX(Y ),Y +wX(Y),Y )p−1 − up−1X(Y),Y ]∂uX,Y∂ya
+
∑
αI,j
∂
∂ya
[
U
p−1
I
∂UI
∂zj
]
.I,j
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check that, given h ∈ H0,η,σ , the following problem is solvable
⎧⎨
⎩
L˜X(Y ),Y v = h+∑I,j αI,jUp−1I ∂UI∂zj , for some αI,j ;∫
Rn
vU
p−1
I
∂UI
∂zj
= 0, for all I, j,
(85)
and the solution v satisfies ‖v‖2,η,σ  C‖h‖0,η,σ , where C depends only on p, η, σ . We would
like to apply this estimate to (84), but we are missing the orthogonality condition on ∂wX,Y
∂ya
.
Anyhow, this can indeed be recovered adding some correction to the latter function.
The L2 product of ∂wX,Y
∂ya
and Up−1I
∂UI
∂zj
can be estimated and shown to decay exponentially
to zero for |xI | → +∞. In fact, differentiating (b) in Proposition 3.1 with respect to ya (at
X = X(Y)) and using Remark 4.6 we obtain
∣∣∣∣
∫
∂wX,Y
∂ya
∂(UI )
p
∂zj
∣∣∣∣=
∣∣∣∣−
∫
wX(Y),Y
∂
∂ya
[
∂(UI )
p
∂zj
]∣∣∣∣ Ce−(1+ξ) L2 e−η|xI |. (86)
We let cIj =
∫ ∂wX,Y
∂ya
∂(UI )
p
∂zj
, and for some (βS)S ⊆R2, βS = βS,l, l = 1,2, we set
wˆa = ∂wX,Y
∂ya
+
∑
S,l
βS,l
∂US
∂zl
.
We want to choose the numbers βS,l so that the new function wˆa will satisfy the orthogonality
requirement. In order to have this we need that for all I, j
0 =
∫
wˆaU
p−1
I
∂UI
∂zj
= cIj +
∑
S,l
βS,l
∫
∂US
∂zl
U
p−1
I
∂UI
∂zj
.
Since this system of equations fits into the framework of Lemma A.6, we can apply it to obtain
solvability in (βS)S , with the following control on βS,l (the last inequality follows from (86))
|βS,l | |cS | +
∑
I 
=S
|cI |e−|xI−xS |(1−
Cθ0
L
)  Ce−(1+ξ) L2 e−η|xS |. (87)
From (6) and (84) then we obtain that wˆa satisfies⎧⎨
⎩
L˜X(Y ),Y wˆa = hX(Y),Y +∑I,j ∂αI,j∂ya Up−1I ∂UI∂zj in Rn;∫
Rn
wˆaU
p−1
I
∂UI
∂zj
= 0 for all I, j,
(88)
where
hX(Y),Y = h˜X(Y ),Y + p
∑[
U
p−1
S − (uX(Y ),Y +wX(Y),Y )p−1
]
βS,l
∂US
∂zl
.S,l
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‖hX(Y),Y ‖0,η,σ , so we now consider each summand of hX(Y),Y separately.
Concerning ∂S0(uX,Y )
∂ya
, one can reason as for Remark 4.2, to obtain
∥∥∥∥∂S0(uX,Y )∂ya
∥∥∥∥
0,η,σ
 Ce−(1+ξ) L2 .
Again from Remark 4.2 and from the elementary estimates in Lemma A.1 then one deduces
∣∣∣∣[(uX,Y +wX,Y )p−1 − up−1X,Y ]∂uX,Y∂ya
∣∣∣∣ Ce−σ dist(z,⋃I {xI })(∣∣up−2X,Y ∣∣|wX,Y | + ∣∣wp−1X,Y ∣∣).
We recall that we are taking smaller and smaller values of η and σ . From some elementary
estimates one also finds that ‖[(uX,Y +wX,Y )p−1 − up−1X,Y ] ∂uX,Y∂ya ‖0,η,σ  Ce−(1+ξ)
L
2
. Next, from
Lemma 5.1 it is also easy to check that for X = X(Y) there holds
∣∣∣∣∑
I,j
αI,j
∂
∂ya
[
U
p−1
I
∂UI
∂zj
]∣∣∣∣
B1(z)
 Ce−(1+ξ) L2 e−σ dist(z,
⋃
I {xI })e−η|z|; z ∈Rn,
and moreover from (87) one also finds
∥∥∥∥∑
S,l
[
U
p−1
S − (uX(Y ),Y +wX(Y),Y )p−1
]
βS,l
∂US
∂zl
∥∥∥∥
0,η,σ
 Ce−(1+ξ) L2 .
All these estimates imply that ‖hX(Y),Y ‖0,η,σ  Ce−(1+ξ) L2 , and hence by the above reasoning
that ‖wˆa‖2,η,σ  Ce−(1+ξ) L2 . Using (87) once more we finally obtain the conclusion. 
From the previous lemma we can obtain estimates about the derivatives of the αI ’s with
respect to ya .
Lemma 6.2. For L large, let uX,Y and wX,Y be as above. Then in the above notation one has
∂α0
∂ya
[Ya] = ∂
∂ya
(
xa,1
|xa,1|F1
(|xa,1|)
)
[Ya] +O
(
e−(1+ξ)L
)|Ya |;
∂αa,1
∂ya
[Ya] = − ∂
∂ya
(
xa,1
|xa,1|F1
(|xa,1|)
)
[Ya] +O
(
e−(1+ξ)L
)|Ya |;
∣∣∣∣∂αI∂ya [Ya]
∣∣∣∣ Ce−(1+ξ)L|Ya|e−η|xI | for all the remaining αI .
Proof. We multiply (84) by ∂US
∂zl
and integrate over Rn. Recalling (83) and using elementary
computations we get (below, the increment Ya of ya is omitted for brevity)
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∫
L˜X(Y ),Y
∂wX,Y
∂ya
∂US
∂zl
=
∫
LS
∂wX,Y
∂ya
∂US
∂zl
+
∫ (
L˜X(Y ),Y −LS
)∂wX,Y
∂ya
∂US
∂zl
=
∫
BL
2
(xS)
O
(
U
p−2
S |uX(Y),Y −US |
)∂wX,Y
∂ya
∂US
∂zl
+O(e−(1+ξ)Le−η|xS |)
= O(e−(1+ξ)Le−η|xS |). (89)
We turn next to the terms in the right-hand side of (84). Postponing the study of ∂S0(uX,Y )
∂ya
to later
on, we consider the subsequent term, and from a Taylor expansion we find
∫
p
[
(uX(Y ),Y +wX(Y),Y )p−1 − up−1X(Y),Y
]∂uX,Y
∂ya
∂US
∂zl
= p(p − 1)
∫
Rn
U
p−2
S
∂US
∂ya
∂US
∂zl
wX(Y ),Y
+O(e−(1+ξ)Le−η|xS |).
Here, as for the previous formulas, we are allowing η to become smaller and smaller. Also, for
some indices S it might be ∂US
∂ya
= 0, but for convenience we keep this notation in any case.
Now we use (8) and integrate by parts to transform the last integral into
∫
Rn
∂2US
∂zl∂ya
LSwX(Y),Y =
∫
Rn
∂2US
∂zl∂ya
LX(Y),YwX(Y),Y +O
(
e−(1+ξ)Le−η|xS |
)
.
By Proposition 4.3 we can write
LX,YwX,Y = −S0(uX,Y )+
[
(uX,Y +wX,Y )p − upX,Y − pup−1X,Y wX,Y
]+∑
I,j
αI,jU
p−1
I
∂UI
∂zj
.
From Lemma 5.1, Remark 4.6, the last three formulas and some elementary estimates then one
finds
∫
p
[
(uX(Y ),Y +wX(Y),Y )p−1 − up−1X(Y),Y
]∂uX,Y
∂ya
∂US
∂zl
=
∫
Rn
∂2US
∂zl∂ya
S0(uX(Y ),Y )
+O(e−(1+ξ)Le−η|xS |). (90)
The last term in h˜X,Y is
∑
I,j α
I,j ∂
∂ya
[Up−1I ∂UI∂zj ]. From oddness we obtain cancellation of the
term involving αS , so by Lemma 5.1 we get
∑
I,j
αI,j
∫
∂
∂ya
[
U
p−1
I
∂UI
∂zj
]
∂US
∂zl
=
∑
{I,j : I 
=S}
αI,j
∫
∂
∂ya
[
U
p−1
I
∂UI
∂zj
]
∂US
∂zl
= O(e−(1+ξ)Le−η|xS |). (91)
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∑
I,j
∂αI,j
∂ya
∫
U
p−1
I
∂UI
∂zj
∂US
∂zl
=
∫
∂S0(uX,Y )
∂ya
∂US
∂zl
+O(e−(1+ξ)Le−η|xS |).
When S 
= 0 and xS = xb,h for some b 
= a, as for (50) to get∣∣∣∣
∫
∂S0(uX,Y )
∂ya
∂US
∂zl
∣∣∣∣ Ce−η|xS |e−(1+ξ)L.
This holds true, by the same estimates, also when xS = xa,h and h > 1.
When S = 0, we recall that in BL
2 −2(0) uX,Y is simply defined as uX,Y =
∑
I UI . We can
then use Lemma A.5 to find with a Taylor expansion that
∫
∂S0(uX,Y )
∂ya
∂U
∂zl
= − ∂
∂ya
xa,1 · el
|xa,1| F1
(|xa,1|)+O(e−(1+ξ)L).
It remains now to consider the case in which xS = xa,1. Similarly to (79), which we differenti-
ate with respect to ya , and the subsequent computations (see in particular (80) and notice that
xa,1 − xa,2 stays unchanged) we have that
∫
∂S0(uX,Y )
∂ya
= ∂
∂ya
xa,1 · el
|xa,1| F1
(|xa,1|)+O(e−(1+ξ)L).
From all the above formulas we found that
∑
I,j
∂αI,j
∂ya
∫
U
p−1
I
∂UI
∂zj
∂US
∂zl
=
⎧⎪⎪⎨
⎪⎪⎩
− ∂
∂ya
xa,1·el
|xa,1| F1(|xa,1|)+O(e−(1+ξ)L), if xS = 0;
∂
∂ya
xa,1·el
|xa,1| F1(|xa,1|)+O(e−(1+ξ)L), if xS = xa,1;
O(e−(1+ξ)Le−η|xS |), otherwise.
Finally, to estimate each ∂αI,j
∂ya
we reason as for (82), using Lemma A.6, and we obtain the desired
conclusion. 
Next we turn to the derivatives of the αI,j ’s when we vary the configuration X, keeping some
exponential decay to zero at infinity (at the same rate as (14)).
Lemma 6.3. For L large, let uX,Y and wX,Y be as above. Then we have the following estimates
on
∂wX,Y
∂xI
(we are assuming xI 
= 0)
∥∥∥∥∂wX,Y∂xI
∥∥∥∥
C2,γ (B1(z))
 Ce−(1+ξ) L2 e−η|z−xI |e−σ dist(z,
⋃
I {xI }).
Proof. We proceed as in Lemma 6.1, differentiating (a) in Proposition 4.3 with respect to xI ,
obtaining
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∂wX,Y
∂xI
= −∂S0(uX,Y )
∂xI
+ p[(uX(Y ),Y +wX(Y),Y )p−1 − up−1X(Y),Y ]∂uX,Y∂xI
+
∑
S,j
αS,j
∂
∂xI
[
U
p−1
S
∂US
∂zj
]
+
∑
S,j
∂αS,j
∂xI
U
p−1
S
∂US
∂zj
. (92)
Similarly, differentiating (b) with respect to xI (at X = X(Y)) and using Remark 4.6 we get∣∣∣∣
∫
∂wX,Y
∂xI
U
p−1
S
∂US
∂zl
∣∣∣∣=
∣∣∣∣−
∫
wX(Y),Y
∂
∂xI
[
U
p−1
S
∂US
∂zl
]∣∣∣∣ Ce−(1+ξ) L2 e−η|xS |δIS, (93)
where δIS stands for the Kronecker symbol. We now estimate the Cγ norm of the right-hand
side of (92). First of all we notice that last term is not relevant here, since we can use the same
abstract setting of Lemma 4.4. Concerning ∂S0(uX,Y )
∂xI
, from (53) and the subsequent formula one
finds ∥∥∥∥∂S0(uX,Y )∂xI
∥∥∥∥
Cγ (B1(z))
 Ce−(1+ξ) L2 e−η|z−xI |.
From Remark 4.6 one also deduces that the same estimate holds for the second term in the right-
hand side of (92): for the third one, this contains the symbol δIS , so the estimate follows by
Lemma 5.1.
Therefore, reasoning as for the proof of Lemma 4.4, from (93) and the last comments we
obtain the conclusion, taking possibly smaller values of σ and η. 
We now prove that the function ∂w
∂xI
has some fixed asymptotic profile when the index I tends
to infinity. First of all, we consider the ideal case of the points xI all lying along the same line
at equal distance, namely when xI = zI , see (19). In this case we are dealing with the function
uL constructed in Proposition 3.1, and the counterpart of the function wX,Y in Proposition 4.3 is
identically equal to zero for this configuration.
By symmetry we can assume that we are varying the position of the point z0, which is at the
origin, keeping the others fixed. Notice first that an estimate similar to that in Lemma 6.3 will
hold true for the corresponding w. We also need first a rough control on the derivatives of the
coefficients αI,j with respect to a variation of the central soliton. In order to do this, we introduce
first some notation.
Since it is clearly possible to perform the reduction also starting from solutions close to uL
(see Remark 4.7), we have some corresponding α’s, which we call αI . Similarly, we have a
function w depending on the location of the points (xI )I . We are next interested in estimating
the quantities ∂αI,j
∂x0,l
.
Lemma 6.4. For L large, let uL be as in Section 3. Then there exist positive constants C and ξ
such that the following properties hold
∂α0,1
∂x0,1
= −2F ′1(L)+O
(
e−(1+ξ)L
); ∂α0,2
∂x0,2
= 2
L
F1(L)+O
(
e−(1+ξ)L
);
∂α0,1 = ∂α
0,2
= 0; ∂α
1,1
= F ′1(L)+O
(
e−(1+ξ)L
);
∂x0,2 ∂x0,1 ∂x0,1
A. Malchiodi / Advances in Mathematics 221 (2009) 1843–1909 1885∂α1,2
∂x0,2
= − 1
L
F1(L)+O
(
e−(1+ξ)L
); ∂α1,1
∂x0,2
= ∂α
1,2
∂x0,1
= 0;
∂α−1,1
∂x0,1
= F ′1(L)+O
(
e−(1+ξ)L
); ∂α−1,2
∂x0,2
= − 1
L
F1(L)+O
(
e−(1+ξ)L
);
∂α−1,1
∂x0,2
= ∂α
−1,2
∂x0,1
= 0;
∂αI,j
∂x0,j
= O(e−(1+ξ)Le−η|xI |); |I | 2, ∂αI,j
∂x0,l
= 0 if j 
= l,
where |O(t)| C|t |. Here the derivatives are evaluated at x0 = 0 and η, ξ are some fixed positive
constants independent of L.
Proof. Since the argument is not very different from that of Lemma 6.2, we will be sketchy.
Recalling that when xI = zI for every I then w ≡ 0 and that αS = 0 for every S, the counterpart
of (84) is
L˜
∂w
∂x0,l
= −∂S0(uX)
∂x0,l
+
∑
I,j
∂αI,j
∂x0,l
U
p−1
I
∂UI
∂zj
. (94)
Here uX stands for the function uL when the points xI are allowed to vary, and L˜ for the
linearized operator at uL. If we multiply the above equation by ∂US∂zl , taking into account the
comments before the statement (concerning the counterpart of Lemma 6.3) and reasoning as in
the steps after (91) we obtain
∑
I,j
∂αI,j
∂x0,l
∫
U
p−1
I
∂UI
∂zj
∂US
∂zl
=
∑
I 
=S
∑
l=1,2
[
∂
∂x0,l
(
xS − xI
|xS − xI | · elF1
(|xS − xI |)
)
+O(e−(1+ξ)Le−η|xS |)].
Again, Lemma A.6 implies the estimate
∂αS
∂x0,l
=
∑
I 
=S
∂
∂x0,l
(
xS − xI
|xS − xI |F1
(|xS − xI |)
)
+
{
O(e−(1+ξ)L) if |S| 1;
O(e−(1+ξ)Le−η|xS |) if |S| 2.
In addition, by the symmetries of the problem we have ∂αI,j
∂x0,l
= 0 if j 
= l, so the conclusion
follows. 
Remark 6.5. We notice some further properties of the coefficients αI,j : first, still by symmetry
we have
∂αI,j = ∂α
−I,j
; I 
= 0.
∂x0,l ∂x0,l
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∑
S∈Z
∂αI,j
∂xS,l
= 0 ∀I, ∀j, ∀l;
∑
S∈Z
S
∂αI,2
∂xS,2
= 0 ∀I. (95)
Furthermore, we can also vary the distance L between any two neighboring points. This implies
that the αI ’s remain zero if the variation of the point zI is proportional to I . Quantitatively, this
means ∑
S∈Z
S
∂αI,1
∂xS,1
= 0 ∀I.
From the first equality in (95) and from Lemma 6.4, we also get the following more precise
estimate involving the coefficients α1 and α−1: indeed we have that
∂α±1,1
∂x0,1
= −1
2
∂α0,1
∂x0,1
+O(e−(1+ξ)Le−2ηL); ∂α±1,2
∂x0,2
= −1
2
∂α0,2
∂x0,2
O
(
e−(1+ξ)Le−2ηL
)
.
The reason why we stated the lemma for the special configuration uL is that below, for a
fixed value of L, we will identify the quantities ∂αI,j
∂x0,l
as limits of the derivatives of the α’s when
we vary uX,Y with respect to a point xI for which |xI | → +∞. For a precise statement see
Lemma 6.7 below. We begin first by comparing the function ∂wX,Y
∂xS,l
with ∂w
∂xS,l
when the point xS
is sufficiently away from the origin. We have indeed the following result.
Lemma 6.6. Suppose uX,Y is as in Lemma 5.1, and assume that θ1 = 0. Then, if xS = x1,h for
some h ∈N, we have the following estimate∥∥∥∥∂wX,Y∂xS,l −
∂w
∂x0,l
(· − xS)
∥∥∥∥
C2,γ (B1(z))
 Ce−(1+ξ) L2 e−η|xS |e−η|z−xS |e−σ dist(z,
⋃
I {xI }). (96)
Proof. As before, we write the equations satisfied by ∂wX,Y
∂xS,l
, (92), and by ∂w
∂x0,l
, (94) (translated
by xS ). Taking the difference, after some manipulation, which also use (53), we get
LX,Y
(
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)
= p(up−1L − up−1X,Y )∂US∂zl + p
(
u
p−1
X,Y − up−1L
) ∂w
∂xS,l
+ p[(uX,Y +wX,Y )p−1 − up−1X,Y ]∂wX,Y∂xS,l
+
∑
I,j
∂αI,j
∂xS,l
U
p−1
I
∂UI
∂zj
−
∑
I,j
∂αI,j
∂xS,l
U
p−1
I
∂UI
∂zj
+
∑
j
αS,j
∂
∂zl
[
U
p−1
S
∂US
∂zj
]
. (97)
We can now divide conveniently the sum
∑
I,j
∂αI,j
∂xS,l
U
p−1
I
∂UI
∂zj
into two parts. In fact, when the
index I is of the type a,h with a = 1 and h > 0, the centers xI in uL and in uX(Y),Y coincide.
Therefore, setting μI,j = ∂αI,j − ∂αI,j for xI = x1,h with h > 0, the previous equation becomesS,l ∂xS,l ∂xS,l
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(
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)
= p(up−1L − up−1X,Y )∂US∂zl + p
(
u
p−1
X,Y − up−1L
) ∂w
∂xS,l
+ p[(uX,Y +wX,Y )p−1 − up−1X,Y ]∂wX,Y∂xS,l +
∑
I 
=(1,h),h>0
∑
j
∂αI,j
∂xS,l
U
p−1
I
∂UI
∂zj
+
∑
h>0,j
μ
I,j
S,l U
p−1
a,h
∂Ua,h
∂zj
−
∑
h0,j
∂αi,j
∂xt,s
U
p−1
1,h
∂U1,h
∂zj
+
∑
j
αS,j
∂
∂zl
[
U
p−1
S
∂US
∂zj
]
. (98)
To have an control ∂wX,Y
∂xS,l
− ∂w
∂xS,l
we can reason as in the proof of Lemma 6.1 (which in turn
relies on that of Lemma 4.4). More precisely, we first set wˆ = ∂wX,Y
∂xS,l
− ∂w
∂xS,l
+∑K,m βK,m ∂UK∂zm ,
in order to get an orthogonality condition like in Proposition 4.3(b). Secondly, we estimate the
weighted norm of the right-hand side of (98), neglecting the last term in the second line and the
first in the third one.
The orthogonality condition corresponds to
∫ (
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)
U
p−1
I
∂UI
∂zj
+
∑
K,m
βK,m
∫
∂UK
∂zm
U
p−1
I
∂UI
∂zj
= 0 ∀I, j.
We let cI,j =
∫
(
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)U
p−1
I
∂UI
∂zj
: if the index I is of the form I = (1, h),h > 0 we can
differentiate the orthogonality properties of w,wX,Y with respect to xS,l , in analogy with (86)
we get that
cI,j = 0 for I 
= S;∣∣cS,l∣∣= ∣∣∣∣
∫
(wX,Y −w) ∂
∂zl
[
U
p−1
S
∂US
∂zj
]∣∣∣∣ Ce−(1+ξ) L2 e−η|xS |, I = (1, h), h > 0.
Here we have used the estimate in Remark 4.6 and the fact that w = 0 at the standard configura-
tion. When the index I is of different type we can simply use the estimate in Lemma 6.3 and its
counterpart for w, which is discussed before Lemma 6.4: these estimates yield
∣∣cI,j ∣∣ Ce−(1+ξ) L2 e−η|xI−xS |, I 
= (1, h), h > 0.
Therefore, from Lemma A.6, we find that the coefficients βI,j satisfy the estimates
|βI,j | Ce−(1+ξ) L2 e−η|xS |Cθ0e−|xI−xS |(1−
Cθ0
L
). (99)
From (98), the function wˆ solves
LX,Y wˆ
= LX,Y
(∑
βK,m
∂UK
∂zm
)
+ p(up−1L − up−1X,Y )∂US∂zl + p
(
u
p−1
X,Y − up−1L
) ∂w
∂xS,lK,m
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∑
I 
=(1,h),h>0
∑
j
∂αI,j
∂xS,l
U
p−1
I
∂UI
∂zj
+
∑
h>0,j
μ
I,j
S,l U
p−1
1,h
∂U1,h
∂zj
−
∑
h0,j
∂αI,j
∂xS,l
U
p−1
1,h
∂U1,h
∂zj
+ αS,j
∑
j
∂
∂zl
[
U
p−1
S
∂US
∂zj
]
. (100)
For estimating wˆ is it sufficient to study the weighted norm of the right-hand side (with the weight
in (96)), neglecting the terms ∑h>0,j μI,jS,l Up−11,h ∂U1,h∂zj and ∑I 
=(1,h),h>0∑j ∂αI,j∂xS,l Up−1I ∂UI∂zj , as
for the proof of Lemma 6.1. From the above results, and in particular from (99), the estimates
in Section 4 (especially in Lemma 4.4), in Lemmas 5.1, 6.3 (and its counterpart for w) and
Lemma 6.4 one finds that
‖wˆ‖C2,γ (B1(z))  Ce−(1+ξ)Le−η|xS |e−η|z−xS |e−σ dist(z,
⋃
I {xI }).
This, together with (99), concludes the proof. 
From the previous lemma we can obtain estimates about the derivatives of the αI ’s with
respect to xS .
Lemma 6.7. In the previous setting we have the following estimates
∣∣∣∣∂αI,j∂xS,l −
∂αI,j
∂xS,l
∣∣∣∣ Ce−(1+ξ)Le−η|xS |e−η|xS−xI | for I = (1, h), h > 0;∣∣∣∣∂αI,j∂xS,l
∣∣∣∣ Ce−(1+ξ)Le−η|xS |e−η|xS−xI | otherwise.
Proof. Using the notation in the proof of the previous lemma, we are reduced to estimate the
coefficients μI,jS,l , with the derivatives
∂αI,j
∂xS,l
for I 
= (1, h), h > 0. For doing this we multiply (98)
by ∂UK
∂zm
, and we set
μ˜K,m =
∑
h>0,j
μ
I,j
S,l
∫
U
p−1
1,h
∂U1,h
∂zj
∂UK
∂zm
+
∑
I 
=(1,h),h>0
∑
j
∂αI,j
∂xS,l
∫
U
p−1
I
∂UI
∂zj
∂UK
∂zm
.
We then obtain
μ˜K,m = A1K,m +A2K,m +A3K,m +A4K,m +A5K,m +A6K,m,
where
A1K,m =
∫
LX,Y
(
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)
∂UK
∂zm
; A2K,m = −
∫
p
(
u
p−1
L − up−1X,Y
)∂US
∂zl
∂UK
∂zm
;
A3K,m = −
∫
p
(
u
p−1
X,Y − up−1L
) ∂w
∂xS,l
∂UK
∂zm
;
A4K,m = −
∫
p
[
(uX,Y +wX,Y )p−1 − up−1X,Y
]∂wX,Y ∂UK ;
∂xS,l ∂zm
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∑
h0,j
∂αI,j
∂xS,l
∫
U
p−1
1,h
∂U1,h
∂zj
∂UK
∂zm
; A6K,m = −
∫
αS,j
∂
∂zl
[
U
p−1
S
∂US
∂zj
]
∂UK
∂zm
.
To estimate A1K,m we can integrate by parts and reason as in (89) to find
∣∣A1K,m∣∣=
∣∣∣∣
∫ (
∂wX,Y
∂xS,l
− ∂w
∂xS,l
)
(LX,Y −Ll)∂UK
∂zm
∣∣∣∣ Ce−(1+ξ)Le−η|xS |e−η|xS−xK | :
in the last inequality we have used the definition of uX(Y),Y , (18) and Lemma 6.6. A similar
bound can be derived for A2K,m, . . . ,A
5
K,m using respectively (39), (96) and the comments before
Lemma 6.4, Remark 4.6 and Lemma 6.3, Lemma 6.6: the term A6K,m indeed vanishes identically
by oddness. These estimates give us |μ˜K,m| Ce−(1+ξ)|xS |e−η|xS−xK | so, again by Lemma A.6
we obtain the assertion. 
6.2. Derivatives of the coefficients αI,j for a general configuration
In this subsection (modifying the arguments in the previous one) we consider the derivatives
of the αI ’s for a general configuration of points satisfying (14) and (13). We write next the
counterparts of Lemmas 6.1, 6.2, 6.6 and 6.7. We do not prove each of them since the methods
are quite similar, but just list the necessary modifications.
Lemma 6.8. Suppose (ya)a and (xI )I satisfy (13) and (14) respectively. For L large, let uX,Y
and wX,Y be as in Proposition 4.3. Then we have the following estimates on ∂wX,Y∂ya and on ∂α
I
∂ya∥∥∥∥∂wX,Y∂ya
∥∥∥∥
C2,γ (B1(z))
 Ce−(1+ξ) L2
(
e−η|z| +Cθ0e−τ |z|
)
e−σ dist(z,
⋃
I {xI });
∂α0
∂ya
[Ya] = ∂
∂ya
(
xa,1
|xa,1|F1
(|xa,1|)
)
[Ya] +O
(
e−(1+ξ)L
)|Ya |;
∂αa,1
∂ya
[Ya] = − ∂
∂ya
(
xa,1
|xa,1|F1
(|xa,1|)
)
[Ya] +O
(
e−(1+ξ)L
)|Ya |;
∣∣∣∣∂αI∂ya [Ya]
∣∣∣∣ Ce−(1+ξ)L|Ya |(e−η|xI | +Cθ0e−τ |xI |) for all the remaining αi.
To prove Lemma 6.8 it is sufficient to follow the steps in Lemmas 6.1, 6.2, substituting the
estimates in Remark 4.6 with those in Proposition 4.3, and the ones in Section 5.1 with those in
Section 5.2.
Lemma 6.3 remains unchanged, while Lemmas 6.6 and 6.7 have to be modified as follows.
Lemma 6.9. Suppose uX,Y is as in Lemma 5.3, and assume that θ1 = 0. Then, if xS = x1,h for
some h ∈N, we have the following estimate∥∥∥∥∂wX,Y∂xS,l −
∂w
∂x0,l
(· − xS)
∥∥∥∥
C2,γ (B1(z))
 Ce−(1+ξ) L2
(
e−η|xS | +Cθ0e−τ |xS |
)
× e−η|z−xS |e−σ dist(z,
⋃
I {xI }).
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∣∣∣∣∂αI,j∂xS,l −
∂αI,j
∂xS,l
∣∣∣∣ Ce−(1+ξ)Le−η|xS−xI |(e−η|xS | +Cθ0e−τ |xS |)
+CCθ0e−max{L,|xI−xS |} max
{
e−τ |xS |, e−τ |xI |
} (101)
for I = (1, h), h > 0, and
∣∣∣∣∂αI,j∂xS,l
∣∣∣∣ Ce−(1+ξ)Le−η|xS−xI |(e−η|xS | +Cθ0e−τ |xS |) otherwise.
Let us point out that one of the main contribution in the expression of the derivatives of the
αI ’s arises from the term involving S0(uX,Y ) (see for example Lemma 5.3). When varying the
configuration X from X(Y) to a general one satisfying (14), then we see then last term in (101)
appearing.
7. Proof of the theorems
In this section we prove our main results. We begin with Theorem 1.2, which is indeed useful
in the proof of Theorem 1.1, to show the smoothness of ζ → uζ .
7.1. Proof of Theorem 1.2
We need first a couple of lemmas, which will be used later to prove the balancing condition.
Lemma 7.1. For L large, let DL, uL be as in Section 3, and define ∂+DL to be the upper
boundary of DL, namely
∂+DL =
{
(z1, z
′) ∈Rn: xn = L2
}
.
Then the following function
G(L) := 1
2
∫
∂+DL
(|∇uL|2 + u2L)dσ − 1p + 1
∫
∂+DL
|uL|p+1 dσ
is smooth, positive and monotonically decreasing in L for L large.
Proof. The positivity of G(L) for L large follows from the fact that uL is pointwise small on
∂+DL, by (18), so u2L  up+1L on ∂+DL. The proof of the monotonicity is based on analyzing
the variation of wL with respect to L. First of all we notice that, being the data of class Cm with
respect to L for any m, also L → wL is of class Cm. Hence we can differentiate{−(u0,L +wL)+ u0,L +wL − (u0,L +wL)p = 0 in DL;
∂wL = 0 on ∂DL,∂ν
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TL
∂wL
∂L
= −TL ∂u0,L
∂L
,
where the operator TL is defined as
TLu = −u+ u− p(u0,L +wL)p−1u in DL,
with Neumann boundary conditions. Since wL is small in H 1 norm, it is easy to see from the
considerations in Section 3 that TL is uniformly invertible in H 1∗ for L large. Therefore we find
that ∥∥∥∥∂wL∂L
∥∥∥∥
H 1(DL)
 C
∥∥∥∥TL ∂u0,L∂L
∥∥∥∥
L2(DL)
, (102)
so it is sufficient to estimate the last norm. We have
∂u0,L
∂L
= −
∑
i>0
i
∂Ui
∂z1
+
∑
i<0
i
∂Ui
∂z1
.
Now we can use the equation
−∂Ui
∂z1
+ ∂Ui
∂z1
− pUp−1i
∂Ui
∂z1
= 0
to reduce TL ∂u0,L∂L to a simpler expression. We have
TL
(
∂Ui
∂z1
)
= p[Up−1i − (u0,L +wL)p−1]∂Ui∂z1 = O
(
e−(1+ξ)
L
2
)
,
for some ξ > 0, so from (102) we find∥∥∥∥∂wL∂L
∥∥∥∥
H 1(DL)
= O(e−(1+ξ) L2 ).
On the other hand, from the explicit formula of u0,L we get
u0,L(L/2, z′) = 2U(L/2, z′)
(
1 + oL(1)
)= (2 + oL(1))αn,pe−
√
( L2 )
2+|z′|2
((
L
2
)2
+ |z′|2
)− n−12 ;
∂
∂L
u0,L(L/2, z′) = 2 ∂
∂L
U(L/2, z′)+ o(e−L(1/2+δ))
= −
(
1
2
+ oL(1)
)
αn,pLe
−
√
( L2 )
2+|z′|2
((
L
2
)2
+ |z′|2
)− n2
.
In the same way one deduces
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(
2 + oL(1)
)
αn,pz
′e−
√
( L2 )
2+|z′|2
((
L
2
)2
+ |z′|2
)− n2 ;
∂
∂L
∇u0,L(L/2, z′) =
(
1 + oL(1)
)
αn,pz
′Le−
√
( L2 )
2+|z′|2
((
L
2
)2
+ |z′|2
)− n+12
.
Collecting the above terms, after some calculation we obtain
∂
∂L
G(L) =
∫
∂+DL
∇uL · ∇ ∂uL
∂L
+
∫
∂+DL
uL
∂uL
∂L
−
∫
∂+DL
u
p
L
∂uL
∂L
= −(1 + oL(1))α2n,p
∫
∂+DL
e
−2
√
( L2 )
2+|z′|2
((L2 )
2 + |z′|2)n+ 12
(
3|z′|2 +
(
L
2
)2)
dσ.
The last integral can be estimated using a change of variables and a Taylor’s expansion. We write
e
−2
√
( L2 )
2+|z′|2 = e−L
√
1+|z′|2( 2
L
)2  e−Le−2 |z
′ |2
L
to find
∫
∂+DL
e
−2
√
( L2 )
2+|z′|2
((L2 )
2 + |z′|2)n+ 12
(
3|z′|2 +
(
L
2
)2)
dσ
 e−LLn−12
∫
∂+DL
e−2|y′|2 3L|y
′|2 + (L/2)2
(L|y′|2 + (L/2)2)n+ 12
dσ
 B0e−LL− 32n+ 12 ; B0 = B0(n) > 0.
Therefore in conclusion we get
∂
∂L
G(L) = −(1 + oL(1))B˜0e−LL− 32n+ 12 ,
for some positive constant B˜0. The proof is thereby concluded. 
Lemma 7.2. For L large, let DL and uL be defined as above, and let F(u) = 1p+1 |u|p+1 − 12u2.
Then the following identity holds true
−
∫
DL
F(uL)+ 12
∫
DL
|∇uL|2 −
∫
DL
(∂z1uL)
2 = 1
2
L
∫
∂+DL
|∇uL|2 −L
∫
∂+DL
F(uL).
Proof. Using the equation −uL = f (uL) in DL, f (u) = up − u, multiplying by
(z1 +L/2)∂z uL and integrating by parts we obtain1
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∫
DL
f (u)(z1 +L/2)∂z1uL =
∫
DL
(z1 +L/2)∂z1
(
F(uL)
)= ∫
∂DL
(z1 +L/2)F (uL)−
∫
DL
F(uL)
= L
∫
∂+DL
F(uL)−
∫
DL
F(uL);
−
∫
DL
(uL)jj (z1 +L/2)∂z1uL = −
∫
∂DL
(uL)j νj (z1 +L/2)∂z1uL +
∫
DL
(uL)j (z1)j ∂z1uL
+
∫
DL
(uL)j (z1 +L/2)(uL)z1j .
Since u satisfies the Neumann boundary condition on ∂DL we get
−
∫
DL
(uL)z1∂z1uL =
∫
DL
(∂z1uL)
2 + 1
2
∫
DL
(z1 +L/2)
(|∇uL|2)z1
=
∫
DL
(∂z1uL)
2 +L
∫
∂+DL
|∇uL|2 − 12
∫
DL
|∇uL|2.
This concludes the proof, using the previous identity. 
Proof of Theorem 1.2. We multiply the equation −u = f (u), by ∂iu and integrate on a large
ball BR = BR(x0) centered at x0. Integrating by parts we find∫
BR
f (u)∂iu =
∫
BR
∂i
(
F(u)
)= ∫
∂BR
F (u)νi;
∫
BR
(−ujj )ui = −
∫
∂BR
uiuj νj +
∫
BR
ujuij = −
∫
∂BR
ui∂νu+ 12
∫
BR
(|∇u|2)
i
= −
∫
∂BR
ui∂νu+ 12
∫
∂BR
|∇u|2νi .
Therefore, using the equation again we get
−
∫
∂BR
ui∂νu+ 12
∫
∂BR
|∇u|2νi =
∫
∂BR
F (u)νi .
Now we use the decay properties of u: since u decays exponentially away from the three lines
lθa and since the angles θa 
 θb are all greater than π3 the last formula implies
3∑
a=1
∫ (
−ui∂θau+
1
2
|∇u|2(θa)i − F(u)(θa)i
)
dσ = oR(1),Va,R
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Va,R =
{
x ∈Rn: (z − x0) · θa = R
}
.
We exploit next property (iii) in the statement of Theorem 1.1: by a rotation of the axes we get
3∑
a=1
(Aia + Bia) = oR(1),
where
Aia = −
n∑
k,l,s=1
(
R−1θa
)
ki
(
R−1θa
)
ls
(θa)s
∫
Rn−1
∂kuLa (z
′,R + Ta)∂luLa (z′,R + Ta) dz′,
and where
Bia =
∫
Rn−1
(
1
2
∣∣∇uLa (z′ + R + Ta)∣∣2(θa)i − F (uLa (z′,R + Ta))(θa)i
)
dz′.
To simplify the expression of Aia we recall that Rθa (0, . . . ,0,1) = θa , and hence (R−1θa )ls(θa)s= δln, so
Aia = −
n∑
k,l=1
(
R−1θa
)
ki
∫
Rn−1
∂kuLa (z
′,R + Ta)∂nuLa (z′,R + Ta) dz′.
By symmetry the only term which does not vanish is the one for which k = n. We also recall that
the matrix Rθa is orthogonal, so (R
−1
θa
)in = (Rθa )ni . Since Rθa (0, . . . ,0,1) = θa , it follows that
(R−1θa )in = (θa)i , which implies
Aia = −(θa)i
∫
Rn−1
(∂nuLa )
2(z′,R + Ta) dz′.
Summing all the terms we deduce that
3∑
a=1
(θa)i
∫
Rn−1
(
1
2
|∇uLa |2 − F(uLa )− (∂nuLa )2
)
(z′,R + Ta) dz′ = oR(1), i = 1, . . . , n.
Letting R vary between two values R1,R2 and integrating we get
3∑
a=1
(θa)i
∫
Rn−1×[R1,R2]
(
1
2
|∇uLa |2 − F(uLa )− (∂nuLa )2
)
(z′,R + Ta) dz′ dR
= (R2 − R1)oR(1),
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sufficiently large (compared to the Li ’s) we get
∫
Rn−1×[R1,R2]
(
1
2
|∇uLa |2 − F(uLa )− (∂nuLa )2
)
(z′,R + Ta) dz′ dR
=
(R2 − R1
La
+ oR2−R1(1)
) ∫
DLa
(
1
2
|∇uLa |2 − F(uLa )− (∂nuLa )2
)
(z) dz,
where oR2−R1(1) → 0 as R2 − R1 → +∞. Hence, letting R2 − R1 → +∞ from the above
identity we deduce that
3∑
j=1
(θa)i
1
La
∫
DLa
(
1
2
|∇uLa |2 − F(uLa )− (∂nuLa )2
)
(z) dz = 0.
Applying Lemma 7.2 and using the definition of G(L) we find that
3∑
a=1
θa
∫
∂+DLa
(
1
2
|∇uLa |2 − F(uLa )
)
(z′) dz′ =
3∑
a=1
θaG(La) = 0.
This concludes the proof. 
7.2. Proof of Theorem 1.1
For a = 1,2,3 we set
y˜a = R−1θa ya; x˜a,i = R−1θa (xa,i − ya − iLaθa); α˜I = R−1θa α˜I ;
Y˜ = (y˜1, y˜2, y˜3); X˜ =
(
(x˜1,i )i , (x˜2,i )i , (x˜3,i )i
)
:
our goal is to find (y˜a)a and (xa,i)a,i such that α˜I = 0 for all I .
We first define the operator Ta : (y, (xi)i) ∈R×RN →RN as
(T y)i =
{−y if i = 1;
0 otherwise,
(T xi)j =
⎧⎨
⎩
xi if j = i;
− 12xi if j = i ± 1;
0 otherwise.
For τ > 0, let us also introduce the weighted norm and space
∣∣(y, (xi))∣∣τ = |y| + sup
i
eiτ |xi |; (103)
τ =
{(
y, (xi)i
)
:
∣∣(y, (xi))∣∣τ < +∞}. (104)
We will extend (103) also to sequences (xi)i , regarding them as the elements (0, (xi)i) ∈R×RN.
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dent of τ .
Proof. Given (fj )j with |(fj )j |τ < +∞, our goal is to solve T (y, (xi)i) = (fj )j . Defining
y = −2
∞∑
l=1
lfl; xi = −2
∞∑
l=i
(l − i)fl, (105)
one can easily check that the couple (y, (xi)i) satisfies the required conditions, and that this
operator is an inverse of T both from the left and the right. Moreover one has
|y| 2∣∣(fj )j ∣∣τ
∞∑
l=1
le−lτ  Ce−τ
∣∣(fj )j ∣∣τ ;
|xi | 2
∣∣(fj )j ∣∣τ
∞∑
l=i
(l − i)e−lτ  Ce−(i+1)τ ∣∣(fj )j ∣∣τ , (106)
which concludes he proof. 
Remark 7.4. Since the operator T represents a discretization of the Laplacian in one dimension,
it is natural that the inverse has the form in (105): indeed the Green’s function of − in R is
piecewise affine. The specific form above guarantees that solutions tend to zero at infinity, as
required.
Using the above lemma and a perturbation argument we can prove the following result.
Proposition 7.5. Given θ1, θ2, θ3 and L1, L2, L3 satisfying (11)–(12) with L sufficiently large,
if we choose τ < min{ξ, η2 } there exist (ya)a and (xI )I = (xa,i)a,i such that (13)–(14) hold true
for some uniformly bounded (in L) cθ0,Cθ0 , and with αI = 0 for all I 
= 0.
Proof. For a = 1,2,3 and j = 1,2 we define the operators Ta,j :R×RN →RN by
(Ta,1y)i =
{
− 12 ∂α
0,1
∂x0,1
y if i = 1;
0 otherwise,
(
Ta,1(xi)i
)
j
=
⎧⎨
⎩
∂α0,1
∂x0,1
x1 − 12 ∂α
0,1
∂x0,1
x2; j = 1;
∂α0,1
∂x0,1
xj − 12 ∂α
0,1
∂x0,1
(xj−1 + xj+1); j > 1,
(Ta,2y)i =
{
− 12 ∂α
0,2
∂x0,2
y if i = 1;
0 otherwise,
(
Ta,1(xi)i
)
j
=
⎧⎨
⎩
∂α0,2
∂x0,2
x1 − 12 ∂α
0,2
∂x0,2
x2; j = 1;
∂α0,2 xj − 1 ∂α0,2 (xj−1 + xj+1); j > 1,∂x0,2 2 ∂x0,2
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Ta = Ta,1 × Ta,2.
Ta,1 and Ta,2 satisfy properties analogous to the operator T in Lemma 7.3: apart from hav-
ing scaled coefficients, the weight we will put on the x˜i ’s (suggested by (14)) is of the form
e−τ |xi |  e−τ iL. As a consequence, taking also into account of Lemma 6.4, the counterparts of
the bounds in (106) will be given by CLn+12 eL(1−τ) and CLn+12 eL(1−(i+1)τ ) respectively.
Since Ta has an inverse, we have that αI = 0 for every I 
= 0 if and only if(
y˜a
(x˜a,i )i
)
= Ga
(
(y˜a)a
(x˜a,i )a,i
)
:= −T −1a
[(
α˜
a,i
0
)
i
+ (α˜a,i − α˜a,i0 )i − Ta
(
y˜a
(x˜a,i )i
)]
, (107)
where (α˜a,i0 )i stand for the coefficients α
I corresponding to the configuration with x˜a,i = y˜a = 0
for every a and every i.
We show next that the triple (Ga)a is a contraction in an appropriate sense: to see this we first
notice that (α˜a,i0 )i can be controlled by Lemma 5.1 which, with y˜a = 0 for every a, yields
|α˜a,i0 | Ce−(1+ξ)Le−ηiL. (108)
Next, we write the sth term of the sequence (α˜a,i − α˜a,i0 )i − Ta
( y˜a
(x˜a,i )i
)
as G˜
a,s
1 + G˜a,s2 , where
G˜
a,s
1 =
1∫
0
[
dα˜a,s
(
t (Y˜ , X˜)
)−Aa,s](Y˜ , X˜) dt; G˜a,s2 = [Aa,s − Ta](y˜a, (x˜a,i )i). (109)
In this formula, the operator Aa,s (using the notation in Lemma 6.4) is defined as
Aa,s
(
y˜a, (x˜a,i )i
)=
⎧⎨
⎩
∂α1
∂x1
[y˜a + x˜a,1] +∑i2 ∂αs∂xi [x˜a,i] if s = 1;∑
i∈N ∂α
s
∂xi
[x˜a,i] if s > 1,
and is extended (with an abuse of notation) to the triples (Y˜ , X˜) as Aa,s(Y˜ , X˜) = Aa,s(y˜a, (x˜a,i )i).
Let us begin by estimating the first term in (109): using Lemmas 6.8 and 6.10 for s = 1 we
get
∣∣G˜a,11 ∣∣ Ce−(1+ξ)L|y˜a| +C(e−(1+ξ)L +Cθ0e−(1+τ)L)|x˜a,1|
+C
∑
i>1
[
e−(1+ξ)Le−η(i−1)L
(
e−ηiL +Cθ0e−τ iL
)+Cθ0e−(i−1)Le−τL]|x˜a,i |
+Ce−(1+ξ)L
∑
b 
=a
(
e−ηL +Cθ0e−τL
)|y˜b|
+Ce−(1+ξ)L
∑∑
e−η|xb,i−xa,1|
(
e−iηL +Cθ0e−τ iL
)|x˜b,i |.
b 
=a i∈N
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∣∣G˜a,s1 ∣∣ C ∑
1i<s
[
e−(1+ξ)Le−ηsL +Cθ0e−iτL
(
e−(1+ξ)Le−η(s−i)L + e−(s−i)L)]|x˜a,i |
+C[e−(1+ξ)Le−ηsL +Cθ0e−τsL(e−(1+ξ)L + e−L)]|x˜a,s |
+
∑
i>s
[
e−(1+ξ)Le−η(2i−s)L +Cθ0
(
e−(1+ξ)Le−η(i−s)Le−iτL + e−(i−s)Le−τsL)]|x˜a,i |
+Ce−(1+ξ)L
∑
b
(
e−ηsL +Cθ0e−τsL
)|y˜b|
+Ce−(1+ξ)L
∑
b 
=a
∑
i∈N
e−η|xb,s−xa,1|
(
e−iηL +Cθ0e−iτL
)|x˜b,i |; s > 1.
To estimate G˜a,s2 we apply instead Lemma 6.4 and Remark 6.5, which give
∣∣G˜a,12 ∣∣ Ce−(1+ξ)L
[
e−2ηL|x˜a,2| +
∑
i3
e−η(i−1)L|x˜a,i |
]
;
∣∣G˜a,s2 ∣∣ Ce−(1+ξ)L
[
e−2ηL
(|x˜a,s−1| + |x˜a,s+1|)+ ∑
i 
=s±1
e−η|i−s|L|x˜a,i |
]
, s > 1.
Using now (13)–(14) and choosing η > 2τ one finds
∣∣G˜a,11 ∣∣ C[e−(1+ξ)Lcθ0 +Cθ0(e−(1+ξ)Le−τL +Cθ0e−(2τ+1)L)];∣∣G˜a,s1 ∣∣ C[e−(1+ξ)L(e−ηsL +Cθ0e−τsL)cθ0 +Cθ0(e−(1+ξ)Le−τLe−ηsL +Cθ0e−(2τ(s−1)+1)L)];∣∣G˜a,12 ∣∣ CCθ0e−(1+ξ)Le−2(η+τ)L; ∣∣G˜a,s2 ∣∣ CCθ0e−(1+ξ)Le−2ηLe−τ(s−2)L, s > 1.
From (108) and the last formulas we see that the weighted norm (with weight e−iτL) of the
sequence Ga
( (y˜a)a
(x˜a,i )a,i
)
is given by
Ce−(1+ξ)Le−(η−τ)L + e−(1+ξ−τ)Lcθ0 +Cθ0
(
e−(1+ξ)L +Cθ0e−L
)
.
By the comments before (107) it follows that the first component of Ga
( (y˜a)a
(x˜a,i )a,i
)
is bounded by
CL
n+1
2 e−τL
[
Ce−(1+ξ)Le−(η−τ)L + e−(1+ξ−τ)Lcθ0 +Cθ0
(
e−(1+ξ)L +Cθ0e−L
)]
, (110)
while for the ith component we get
CL
n+1
2 e−τ(i+1)L
[
Ce−(1+ξ)Le−(η−τ)L + e−(1+ξ−τ)Lcθ0 +Cθ0
(
e−(1+ξ)L +Cθ0e−L
)]
. (111)
We now consider the set
B= {((y˜a)a, (x˜a,i )a,i): |y˜a| 1, |x˜a,i | e−τL}
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∥∥(y˜a)a, (x˜a,i )a,i∥∥∗ = sup
a
|y˜a| + sup
a,i
eiτL|x˜a,i |.
From (110)–(111), if also τ < ξ it follows that B is sent into itself by (Ga)a for L large. Fur-
thermore, following the estimates after (109) one can check that if ((y˜a)a, (x˜a,i )a,i ), ((yˆa)a,
(xˆa,i )a,i ) ∈B then
∥∥∥∥(Ga)a
(
y˜a
(x˜a,i )i
)
− (Ga)a
(
y˜a
(x˜a,i )i
)∥∥∥∥∗  CL
n+1
2 e−τL
∥∥(y˜a − yˆa)a, (x˜a,i − xˆa,i )a,i∥∥∗,
where ‖ · ‖∗ stands for the above weighted norm. The last formula implies that (Ga)a is a con-
traction inB, so it has a fixed point in this set. By (107), this concludes the proof. 
We are now in position to prove our existence result.
Proof of Theorem 1.1. By Proposition 7.5 we are reduced to find (θ1, θ2, θ3) and L1, L2, L3
for which α0 = 0. Suppose the θa’s and the La’s satisfy (11)–(12), and let us fix θ1, θ2,L1,L2.
Since (ya)a and (xa,i )a,i satisfy (13)–(14), the first estimate of Lemma 5.3 holds true, yielding
α0X(Y),Y = −
∑
a=1,2,3
F1
(|xa,1|) xa,1|xa,1| +O
(
e−(1+ξ)L
)
.
Once θ1, θ2,L1,L2 are fixed, using a degree-theoretical argument it is easy to find θ3,L3 (de-
pending on θ1, θ2,L1,L2) such that α0 = 0: in this way we obtain a solution to (Ep) with the
required asymptotics.
To see that θ3, L3 depend smoothly on the other four parameters, it is sufficient to use The-
orem 1.2 together with the monotonicity (and the smoothness) of L → G(L), see Lemma 7.1.
In this way we obtain a four-dimensional family of solutions to (Ep): one we take the quotient
with respect to the rotations in Π (see the introduction), we obtain a genuine three-dimensional
family. 
Remark 7.6. We believe it should be possible to extend the result of Theorem 1.1 to the case of
a number of ends larger than three. Condition (11) guarantees that each point xI (except for the
origin) interacts mostly with its (two) closets points only): therefore, as long as (the counterpart
of) (11) holds, our analysis should be applicable with minor changes. If (11) is violated instead,
for example if the number of ends is large compared to n, a more accurate reduction procedure
would be probably required.
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In this section we collect some useful technical estimates. We divide it into two parts which
deal with estimates on convolutions and Toepliz operators respectively.
A.1. Technical inequalities and convolutions
In this subsection we collect some elementary inequalities which are used recursively
throughout the paper. We also prove some estimates concerning convolution of functions with
suitable exponential decays, which are needed when using the Green’s representation for-
mula.
Lemma A.1. Given two numbers a and b, a positive constant C1 and a power q > 0, we have
the following inequalities (we recall the conventions used at the end of Section 2)
∣∣(a + b)q − aq ∣∣ {C|a|q−1|b|, for |b| C1|a|;
C|b|q, for |b| C1|a|,
where the constant C depends only on q and C1.
Proof. If a = 0 the inequalities are trivially satisfied. For a 
= 0 it is sufficient to divide both
sides by |a|p and to study a function of b
a
. We omit the details. 
Corollary A.2. Let a, b, C1 and q be as in Lemma A.1. Then one has the following estimate
∣∣(a + b)q − aq − qaq−1b∣∣ {C|a|q−2|b|2, for |b| C1|a|;
C|b|q, for |b| C1|a|.
(112)
Moreover, if DL denotes the set {−L2 < z1 < L2 }, if u0,L and IL are as in Section 3, and if
w ∈ H 1(DL) is small in norm, then we have that∥∥I ′L(u0,L +w)− I ′L(u0,L)− I ′′L(u0,L)[w]∥∥ C(‖w‖2H 1(DL) + ‖w‖pH 1(DL)),
where C is a constant independent of L.
Proof. By integration we can write that
(a + b)q − aq − qaq−1b = q
1∫
0
[
(a + sb)q−1 − aq−1]b ds.
At this point it is sufficient to use Lemma A.1 with q replaced by q −1. This concludes the proof
of the first inequality. Regarding the second claim, we have that, given any v ∈ H 1(DL)
I ′L(u0,L +w)[v] − I ′L(u0,L)[v] − I ′′L(u0,L)[w,v] = −
∫ (
(u0,L +w)p − up0,L − pup−10,L w
)
v.DL
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p
and p + 1 to find that
∣∣I ′L(u0,L +w)[v] − I ′L(u0,L)[v] − I ′′L(u0,L)[w,v]∣∣

( ∫
DL
∣∣(u0,L +w)p − up0,L − pup−10,L w∣∣ p+1p
) p
p+1 ‖v‖Lp+1(DL).
Now, since we are assuming p < n+2
n−2 , we have the Sobolev embedding H
1(DL) ↪→ Lp+1(DL),
and the embedding constant does not depend on L when this parameter is large. Therefore, using
the last formula, (112) and some standard computations we easily obtain the conclusion. 
Lemma A.3. Suppose that the functions f1, f2 :Rn →R satisfy the following decay properties∣∣f1(z)∣∣ e−a|z|; ∣∣f2(z)∣∣ e−b|z| for some a > b > 0.
Then one has ∣∣(f1 ∗ f2)(z)∣∣ Ce−b|z|,
where C is independent of z.
Proof. Fixing a unit vector e ∈ Rn, by a change of variable we are reduced to estimate the
integral
∫
Rn
|f1|
(
y + |z|e
2
)
|f2|
(
y − |z|e
2
)
dy 
∫
Rn
e−ad1(y)e−bd2(y) dy =
∫
Rn
e−(ad1(y)+bd2(y)) dy,
where we have set d1(y) = |y + |z|e2 | and d2(y) = |y − |z|e2 |. Then we define the half-space
Ve =
{
y ∈Rn: 〈y, e〉 0}= {y ∈Rn: d1(y) d2(y)}.
For y ∈ Ve, we let y∗ denote its reflection through ∂Ve. Then it is easy to check that
ad1(y)+ bd2(y) bd1(y)+ ad2(y) = bd2(y∗)+ ad1(y∗).
By symmetry and the above inequality it follows that
∫
Rn
|f1|
(
y + |z|e
2
)
|f2|
(
y − |z|e
2
)
dy  2
∫
Ve
e−(ad1(y)+bd2(y)) dy.
We also define the three sets (which are respectively two strips and a half-space)
Ve,1 =
{
y ∈Rn: −|z|
2
 〈y, e〉 0
}
; Ve,2 =
{
y ∈Rn: −|z| 〈y, e〉−|z|
2
}
;
Ve,3 =
{
y ∈Rn: 〈y, e〉−|z|}.
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Ve,2
e−(ad1(y)+bd2(y)) dy 
∫
Ve,1
e−(ad1(y)+bd2(y)),
and moreover one also finds∫
Ve,2
e−(ad1(y)+bd2(y))  Ce−( 32 b+ 12 a)|z| dy,
where the constant C depends on a and b. Hence, from the last formulas we deduced that∫
Rn
|f1|
(
y + |z|e
2
)
|f2|
(
y − |z|e
2
)
dy  4
∫
Ve,1
e−(ad1(y)+bd2(y)) +Ce−( 32 b+ 12 a)|z| dy.
Therefore, it is sufficient to evaluate the integral in the strip Ve,1. Here we can use polar coordi-
nates and the Carnot theorem to estimate the integral by
π
2∫
0
(sinφ)n−2 dφ
|z|
2 cosφ∫
0
e−(ar+b
√
|z|2+r2−2|z|r cosφ) dr.
For any fixed angle φ, we divide the last integral into {0  r  |z|2 } and into {r  |z|2 }. It is
immediate to see that the following inequalities hold
|z|
2∫
0
e−(ar+b
√
|z|2+r2−2|z|r cosφ) dr 
|z|
2∫
0
e−(ar+b
√
|z|2+r2−2|z|r cosφ) dr|φ=0  e−b|z|;
|z|
2 cosφ∫
|z|
2
e−(ar+b
√
|z|2+r2−2|z|r cosφ) dr 
∞∫
|z|
2
e−(a+b)r dr  e−b|z|,
so our conclusion follows. 
Lemma A.4. Let U be the positive radial solution of (1), and let x0 ∈ Rn. Then there exists a
function F1 :R→R such that the following estimates hold true
p
∫
Rn
Up−1 ∂U
∂zl
(z)U(z − x0) = −x0 · el|x0| F1
(|x0|)+O(e−(1+ξ)|x0|),
where
F1(t) = C0F0(t)
(
1 + ot (1)
); C0 = pαn,p
∫
n
Up−1 ∂U
∂z1
e−z1 > 0,
R
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as |t | → +∞, one has F ′1(|t |) = −(1 + ot (1))F1(|t |).
Proof. First of all, for simplicity, we can assume that x0 lies on the first axis, namely that
x0 = |x0|e1. Next, for a number L such that |L− |x0|| remains bounded, we define
F1
(|x0|)= p
∫
BL
2
Up−1 ∂U
∂zl
(z)U
(|z − x0|)dz. (113)
We could have taken simply |x0| instead of L in this definition, and the result would not be
affected. Nevertheless, for carrying out the estimates of Sections 5 and 6, it is convenient for us
to use this choice.
By the decay of U and the estimates in the proof of Lemma A.3, we have that∫
Rn\BL
2
Up−1 ∂U
∂zl
(z)U
(|z − x0|)= O(e−(1+ p−12 )L)= O(e−(1+ξ)|x0|).
Therefore it is sufficient to prove that F1(t) = C0F0(t)(1 + ot (1)). For doing this, we divide BL
2
into the sets B
L
1
4
(0) and its complement in BL
2
. We claim that
p
∫
B
L
1
4
(0)
Up−1 ∂U
∂zl
(z)U(z − x0) = −pC0 x0 · el
L
[
F0
(|x0|)(1 + oL(1))], (114)
and that ∫
Rn\B
|x0|
1
4
(0)
Up−1 ∂U
∂zl
(z)U(z − x0) = oL(1)F0(x0). (115)
In order to prove the first claim we notice that in B|x0|
1
4
(0) there holds
U(z − x0) = αn,p
(
1 + oL(1)
) 1
|z − x0| n−12
e−|z−x0|; 1
|z− x0| n−12
= (1 + oL(1)) 1|x0| n−12 ,
and also, as easily seen from a Taylor’s expansion
e−|z−x0| = (1 + oL(1))e(z1−|x0|).
These estimates easily imply that
p
∫
B 1
4
(0)
Up−1 ∂U
∂zl
(z)U(z − x0) =
(
1 + oL(1)
)
pαn,p
e−|x0|
|x0| n−12
∫
B 1
4
(0)
Up−1 ∂U
∂zl
(z)|x0| |x0|
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∫
Rn
Up−1 ∂U
∂zl
(z)ez1
= −(1 + oL(1))C0 e−|x0||x0| n−12 .
On the other hand, still by the estimates in the proof of Lemma A.3, we also have
∫
Rn\B
|x0|
1
4
(0)
Up−1 ∂U
∂zl
(z)U(z − x0) = O
(
e−Le−(p−1)L
1
4 )= oL(1)F0(|x0|),
which implies the first assertion. The last claim follows similarly. 
Using the same argument of the previous lemma, one can differentiate the integral with respect
to x0 and find analogous expansions.
Lemma A.5. Let U , x0 be as in the previous lemma. Then for |x0| large one has
p
∂
∂x0
∫
Rn
Up−1 ∂U
∂zl
(z)U(z − x0) = − ∂
∂x0
(
x0 · el
|x0| F1
(|x0|)
)
+O(e−(1+ξ)|x0|).
A.2. Control of some Toepliz operators
Here we state a result about the inversion of a Toepliz-type operator. This result is used most
of the times for controlling the coefficients αI,j given in Proposition 4.3. We let C0 = C0(n,p)
denote the constant
C0 =
∫
Rn
Up−1
(
∂U
∂z1
)2
dz.
Lemma A.6. Let θ0 be as in Section 2 (and fixed), and let (xI )I be a sequence of points satisfy-
ing (14). Suppose also that the operator A = (AIJ ) satisfies the following estimates
AII = C0IdR2; |AIJ | Ce−|xI−xJ |, for I 
= J,
where C is a fixed constant. Then for L large the operator A is invertible and the coefficients of
the inverse operator satisfy the following estimates
∣∣(A−1)
II
−C−10 IdR2
∣∣ Cθ0e−2L(1−Cθ0L ); ∣∣(A−1)IJ ∣∣ Cθ0e−|xI−xJ |(1−Cθ0L ), for I 
= J,
where Cθ is another constant which only depends on the above constant C and on θ0.0
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A = C0Id +A−C0Id = C0Id
(
Id + A−C0Id
C0
)
.
We are going to prove that the series
∑∞
k=1(A−C0Id)k is convergent and satisfies the estimates
in the statement of the lemma.
Setting B = (A −C0Id), for every integer k we estimate each power Bk . Fixing two indices
I and J , corresponding to the points xI and xJ respectively, we notice that(
Bk
)
IJ
=
∑
I1,...,Ik−1
BII1BI1I2 . . .BIk−1J .
By our assumptions (recall that B has zero diagonal elements) we have the estimate
∣∣(Bk)
IJ
∣∣ Ck ∑
xI 
=xiI 
=···
=xIk−1 
=xJ
e−|xI−xI1 |e−|xI1−xI2 | . . . e−|xIk−1−xJ |. (116)
We can view each summand in the above expression as a piecewise curve γ˜ consisting of the k−1
straight segments [xI , xI1], [xI1 , xI2], . . . , [xIk−1, xJ ], none of which is degenerate to a single
point. In fact, by our assumptions the mutual distance between different points is at least L−Cθ0 .
Moreover, the total length l of the curve is exactly |xI − xI1 | + |xI1 − xI2 | + · · · + |xIk−1 − xJ |.
In order to estimate the above sum we use a combinatorial argument. We fix an integer N , and
consider all the piecewise rectilinear curves consisting of k − 1 (non-degenerate) segments and
which satisfy the following three properties: (1) they join the points xI and xJ ; (2) their vertices
lie in the set
⋃
I {xI }; (3) the total length of γ˜ lies in the interval [NL, (N + 1)L). We call this
set AN,k,xI ,xJ , and notice immediately that for AN,k,xI ,xI to be non-empty, a necessary condition
is that NL |xI − xJ |. Therefore the sum in (116) can be controlled as∣∣(Bk)
IJ
∣∣ Ck ∑
N∈N,NL|xI−xJ |
e−NLcard(AN,k,xI ,xJ ). (117)
In this way, the estimate boils down to give an upper bound on the cardinality of AN,k,xI ,xJ . In
order to do this we proceed as follows: first of all, by our assumptions on the points (xI )I , there
exists a positive constant Cθ0 > 0, depending on the configuration of the points (precisely only
on θ0) with the following property. Fixing any xH in the configuration and ordering the other
points xJ according to their distance from xH (and relabeling them as (xH,M)M ) one has that
lL
Cθ0
 |xH,M − xH | Cθ0 lL, l = 1,2, . . . . (118)
Without loss of generality we can assume that Cθ0 in the last formula is an integer number.
With this notation, the family of points xI , xI1, xI2, . . . , xIk−1, xJ can be relabeled as
xI , xI,N1, xI1,N2 , . . . , xIk−1,Nk .
We point out that, due to possible multiplicities in the ordering based on the distance from the
xI ’s, the choice of the Nl’s is not unique but, because of (14), the number of choices is bounded
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−1
θ0
∑k−1
j=1 Nj  (N + 1)Cθ0 . If we consider the partial
sums
∑s
j=1 Nj when s varies (so the partial sums are increasing in s) the number of choices of
the Ni ’s is therefore bounded by Cθ0L
( [(N+1)Cθ0−1]
k−1
)
. In conclusion, taking the multiplicity into
account, we find that
card(AN,k,xI ,xJ ) LCkθ0
(
(N + 1)Cθ0
k − 1
)
= LCkθ0
[(N + 1)Cθ0]!
(k − 1)![(N + 1)Cθ0 − 1]!

LC2kθ0 N
k−1
(k − 1)! .
From (117) and from a change of variable then we derive that
∣∣(Bk)
IJ
∣∣ LC2kθ0
(k − 1)!
∞∫
|xI−xJ |
L
sk−1e−sL ds = C
3k
θ0
(k − 1)!Lk−1
∞∫
|xI−xJ |
sk−1e−s ds.
To estimate the last integral, for a > 0 and k integer we set
Tk(a) =
∞∫
a
ske−s ds.
Integrating by parts we obtain the recurrence formula
Tk(a) = kTk−1(a)+ ake−a.
Since T0 = e−a we then obtain
Tk(a) = e−a
(
ak + kak−1 + k(k − 1)ak−2 + · · · + k!a + k!).
It then follows that
∣∣(Bk)
IJ
∣∣ C3kθ0
Lk−1(k − 1)!
(|xI − xJ |k−1 + (k − 1)|xI − xJ |k−2 + (k − 1)(k − 2)|xI − xJ |k−3
+ · · · + · · · + (k − 1)!|xI − xJ | + (k − 1)!
)
e−|xI−xJ |.
Now summing over k and rearranging the terms we obtain the expression for the Neumann series
of B
∞∑
k=1
(
Bk
)
IJ
= BIJ +
(
B2
)
IJ
+ (B3)
IJ
+ (B4)
IJ
+ · · ·
 C3θ e−|xI−xJ | +
C6θ0 e−|xI−xJ |
(|xI − xJ | + 1)0 L
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9
θ0
2L2
e−|xI−xJ |
(|xI − xJ |2 + 2|xI − xJ | + 2)
+ C
12
θ0
3!L3 e
−|xI−xJ |(|xI − xJ |3 + 3|xI − xJ |26|xI − xJ | + 6)
+ C
15
θ0
4!L4 e
−|xI−xJ |(|xI − xJ |4 + 4|xI − xJ |3 + 12|xI − xJ |2 + 24|xI − xJ | + 24)
+ · · · .
Collecting all the terms with the same power of |xI − xJ | we can rewrite the series more conve-
niently as
∞∑
k=1
(
Bk
)
IJ
 C3θ0e
−|xI−xJ |
(
1 + C
3
θ0
L
+
(
C3θ0
L
)2
+
(
C3θ0
L
)3
+ · · ·
)
+C3θ0e−|xI−xJ |
(
C3θ0 |xI − xJ |
L
)(
1 + C
3
θ0
L
+
(
C3θ0
L
)2
+
(
C3θ0
L
)3
+ · · ·
)
+C3θ0e−|xI−xJ |
1
2
(
C3θ0 |xI − xJ |
L
)2(
1 + C
3
θ0
L
+
(
C3θ0
L
)2
+
(
C3θ0
L
)3
+ · · ·
)
+C3θ0e−|xI−xJ |
1
3!
(
C3θ0 |xI − xJ |
L
)3(
1 + C
3
θ0
L
+
(
C3θ0
L
)2
+
(
C3θ0
L
)3
+ · · ·
)
+ · · · .
By explicit computation we finally obtain for L large enough
∞∑
k=1
(
Bk
)
IJ
 C3θ0e
−|xI−xJ | 1
1 − C
3
θ0
L
(
e
C3
θ0
|xI−xJ |
L − 1) C4θ0e−|xI−xJ |(1−C3θ0/L).
This concludes the proof for I 
= J .
For I = J it is sufficient to notice that in the series (117) we have to start with N = 2. In fact,
we are considering now curves γ˜ starting and ending at the same point xI . Then we can repeat
the computations as before. 
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