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где x ∈ Rn, y ∈ Rm, u ∈ Rr, A0, A1, A2, B1, B2, C — постоянные матрицы соответ-
ствующих размеров, h (h > 1) — натуральное число (запаздывание).
В докладе для системы (1) ставится задачи различных видов управляемости и на-
блюдаемости, приводятся результаты полученные собственно авторами [1–9], а также
указываются направления и задачи дальнейших исследований этой и других более
сложных сингулярных дискретных систем.
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Рассмотрим систему дифференциальных уравнений
x˙ = f(x, y), y˙ = g(x, y), (1)
относительно которой предположим, что она удовлетворяет всем условиям существо-
вания и единственности решения задачи Коши, а также имеет устойчивый предельный
цикл вида x2 + y2 = 1. Наряду с системой (1) рассмотрим управляемую систему
x˙ = f(x, y) + R1(t) + b1u, y˙ = g(x, y) + R2(t) + b2u, (2)
где b1 и b2 постоянные строчки размерности r, u — вектор управлений размерности
r, функции R1(t) и R2(t) определены и непрерывны на множестве t > 0. Полагая
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Φ(x, y) = (xf + yg)/(x2 + y2) и ω(x, y) = (xg − yf)/(x2 + y2), перепишем систему (2)
полярных координатах:
˙̺ = Ψ(̺, ϕ) + R1(t) cosϕ + R2 sinϕ + b1u cosϕ + b2u sinϕ,
̺ϕ˙ = ̺ω + R2(t) cosϕ−R1 sinϕ + b2u cosϕ− b1u sinϕ,
где Ψ(̺, ϕ) = Φ(̺ cosϕ, ̺ sinϕ)̺. Относительно Ψ предположим, что Ψ(0, ϕ) ≡ 0,
Ψ(1, ϕ) ≡ 0 и при каждом ̺ 6= 0 и ̺ 6= 1 функция Ψ(̺, ϕ) равномерно отделена от
нуля на множестве ϕ ∈ [0, 2π] некоторой константой, зависящей от ̺, причем Ψ < 0
при ̺ > 1 и Ψ > 0 при 0 < ̺ < 1. При выполнении этих условий, система (1) будет
иметь устойчивый предельный цикл.
Функция V (̺) = (̺−1)/2 определяет расстояние от точки на траектории, соответ-
ствующей переходному процессу до предельного цикла. Нам надо управлять системой
так, чтобы это расстояние убывало наискорейшим образом. В качестве управлений бу-
дем брать кусочно непрерывные функции с ограничениями вида
|uj| 6 1, j = 1, . . . , r. (3)
Из [1] известно, что при ограничениях (3) управления оптимальные по отношению к
демпфированию функции V будут иметь вид
u
(0)
j = −sign((∇V )
⊤bj), j = 1, . . . , r,
где bj это j -й столбец матрицы B = (b⊤1 , b
⊤
2 )
⊤. Положим
Ψ = Ψ(̺) = max
ϕ∈[0,2π]
Ψ(̺, ϕ), R(t) =
√
R21 + R
2
2.
Теорема 1. Если у матрицы B найдутся такие линейно независимые столбцы
bi и bj, что:
R(t) 6 (‖(bi, bj)−1‖)−1,
тогда любая траектория системы (1), стартующая из точки, находящейся вне
произвольной δ -окрестности множества ̺ 6 1, в произвольный момент времени
t = t0, при выбранном законе управления, будет попадать в эту δ –окрестность
множества ̺ 6 1 за время t 6 t0 + m
−1(r0 − (1 + δ)), где m = −max Ψ(r).
Теперь предположим, что Ψ(1, ϕ) = 0 при всех ϕ ∈ [0, 2π] и существует величина
∆ > 0 такая, что Ψ(̺, ϕ)6∆ на множестве ̺>1 и Ψ(̺, ϕ)>−∆ на множестве ̺61.
В этом случае система (1) будет иметь инвариантное множество ̺ = 1. Построим
управление вида (3), которое будет оптимальным в смысле демпфирования функции
V (̺) = (̺ − 1)/2 и будет переводить любое движение системы (2) в произвольно
малую окрестность множества ̺ = 1.
Теорема 2. Если у матрицы B найдутся такие линейно независимые столбцы
bi и bj, что:
1) ∆ < (‖(bi, bj)−1‖)−1;
2) R(t) → 0 при t→ +∞,
тогда все траектории системы (2), при выбранном законе управления, будут
стремиться к множеству ̺ = 1 при t→∞.
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