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Abstract This paper is concerned with investigating the use of the orthonormal system of 
Walsh functions in the analysis of a dyadic-stationary series. The main emphasis i  tin the fin& 
Walsh transform of a sequence of values coming from such a series, Under a certain mixing 
condition, given in terms of the dyadic auto-covariance functiun of the series, we derive a cen- 
&al limit theorem for the fiiite Walsh transform. This, in turn, allows us to consider estimates 
of the Walsh spectrum, and we discuss briefly the Walsh periodograne. 
Walsh transform 
dyadic stationarity 
‘_‘rrntrall 
1. Introduction 
Th.is paper is concerned with investigating the finite ‘Walsh transform 
of a sequence of values coming from a dyadiostationary series. Under 
a certain mixing condition, given in terms of the dyadic auto-covariance 
function of the series, we derive a central imit theorem for the finite 
Walsh transform. This, in turn, allows us to consider estimates of the 
Walsh spectrum, and we mention briefly the Walsh periodogram. 
In the last decade or so, the Walsh functions have become increasin 
popular, and many applications have been prcposed, especially in the 
keld of communications engineering (see [ I], for example). These func- 
tions appear to be ideal to analyze linear, time-variable circuits based 
binary digital compgnents, as opposed to linear, time-invariant etwo 
where the complex exponentials are the natural tools. The Walsh funo 
tions (WF) { $n(X)j are defined as products of R 
(Q(X)}. Walsh [ 121, Paley [ 111, Fine [ 31 and 
oped a theory of ourier series and most of th 
those of the classical onometric series 
{tG;(x), OIy < ated by Fine [ 
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We define the WF { $Jx), n = 0, 1, 2, “.., 0 5 x < 1) as fallows: 
(ii) If n has the dyadic expansion ~1= Z& Xi 2’, with xi = 0 or xi = 1 
andxi=Ofori> m,, then 
mr 
9nCx)” I7 {rmi(x)} ) 
iel 
(1.2) 
where ml, . . . . m, co!rrespond to the coefficients Xmi = 1. The system of 
WF is orthonormal on [0, I], that is, 
(1.3) 
and form a complete set. Fine [3] showed that the WF may be identified 
with the full. set of characters of the dyadic group G. This is the set of 
;sII sequences X 7 ( X, ), where x, = 0 or x, = 1, n = 1 s 2,3, . . . . with group 
operation defined by Z = Z -k ,jJ if Z, _ij belong to G, where zlt = xn + -yn (mod 2). 
There is a topology for G, based on the system of neighborhoods of
a = (0, 0, . ..). with which G becomes alocally compact abelian group. 
To each x E G we assign a real number x = d(X) = CF1 Xi 2-i in the inter- 
val [0, 1 I. Note that this map does not have a single-valued inverse on the 
dyadic rationals. Two important properties are: 
(1) for each y and almost all x, 
the exceptional x are those for which x 4 y is a dyadic rational. 
(ii) For every fixed y and f integrable, 
1 1 
f(y ix) dx = 
s 
f(x) dx . 
0 
The WF (Id;(x)), the generalized ones, are defined by 
and analogues of properties @) and (ii) above ho d, (ii) replaced by 
f f(x iy)dx =$f(x)dx. 
0 * 0 
(1.7) 
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The original definition given by Walsh was a recursive one, and the 
functions were ordered by the number of sign changes in the unit inter- 
val. Let us denote these functions by (wal(vr, x)). It is immedliate hat 
wal (vt, x) = 
rt n/24-n * ) I 1 n = 0, 2,4, . . . , 
#(n-l)/lin x ’ ( ) n=l,3,5 ,.... 
(1.8) 
Define the odd functions sal(i, X) and the even functions cal(i, X) by 
cal(i, x) = wa1(2i, x), i= 1,2,..., 
cal(O,x)= 1 , 
sal(i, x) = wal(2i- 1, x), i = 1, 2, . . . , 
for real X. We may also generalize these functions to continuous param- 
eter to obtain cal(y, x), salb, x), ,p >, 0, x real. Notice the similarity to 
the cosine and sine functions. 
The remainder of the paper is o:rganized as follows. Section 2 intro 
duces the concept of dyadic-stationarity series and the relevant defini- 
tions that will be used. Section 3 describes the principal formal results. 
Section 4 treats proofs and in Section 5 we give some references on an 
alternative approach as well as on some extensions. 
2. Dyacbstationarity 
Denote by N the set of non-negative integers. Let (a, fl, P) be a 
probability space and {X(t, u), t E N, G) E C2) be an r-vector-valued 
stochastic process with real-valued components. A time series is a realiza-- 
tion of the stochastic Process, obtained by selecting an w CE 51. We shall 
denote a time series b-v (X(t), t E N}, by omitting the dependence on GJ. 
Denote by 
the cross-covariance function of X’(t) and X&j. If j = k, we havt: the 
auto-covariance function of X$ t). 
Let (Y, . . . . Yr) be an r-variate r om variable with real or 
components, and let us assume tha 
v ) will denote the j 
{lYjlt}<~,j= 1, 
cumuhnt of Y,, 
etails on cumulants ee [ 2, 61. The kfh ~~~~~~~~~t cu 
is defmed by 
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c al,..ak 1’ -8’ tk) = cum {xa,(tl), l ** $Xak(tk)} 9 (2.1) 
fOI= aI, . . . , ak = 1, . . . . r and tI, . . . , tk E N, k = 1, 2, 3, a.. l For k = 1, 
‘aCtI = E{xa(t)l l
The time series {X(t), t E N} is said to be M&-sense or weakly dyadic- 
stationary if 
E(X(t)} = constant = c , (2.2) 
C&l, f2) = C&l -i- t2) 9 (2.3 
where cxx (u) is the dyadic auto-covariance function of the series, the 
r X r matrix of cross-covariance functions 
cab(U) = ‘Ov {xa(t iU), xb(U)I 9 (2.4) 
and we write 
cxx 04 = cov {X(t + u), X(t)) , (2.5) 
t, u E N. Without loss of generality we shall assume; that c = 0. From 
the Schwarz ineq,uality it follows that I Caa (U) I 5 Caa (0), for all U. Also, 
caa(u) is positive definite.. Contrary to the usual auto-covariance function 
of a stationary time series X0(t), the dyadic auto-covariance function is 
not symmetric in general. 
Suppose that moments of all orders exist for X0(t), a = 1, . . . . r. We 
then define the kth-order joint cumulant function 
c 
41 . ..ak ( q1 l .a) +) = 
(2.6) 
where u1 ,...&k_ ,,t E N, al ,.*.,ak = l,..., I, k = 1,2,...  We now give some 
examples. 
Example 2.1. A very simple example of a dyadic-stationary series is that 
of a sequence {e(t), t E ) of independent, identjically distributed (i.i.d.) 
random variables, with mean zero and variance 02. Here (tee(u) = 0 for 
u # 0, and tee(u) = 02 for u = 0. 
pie 2.2. Let X(t) = 
s with 
;=I [k $t(?$), where && . . . . En are random vari- 
mean bit i z 1, ...O 
Al 9 . . . . An consta (t)} = 0 and 
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le 2,3, Let X(t) a(k) e(r 4 k), where e(t) is the sequence 
ple 2.1. Then } = 0 and cxx@) = CJ~ Z a(k)a(k 4 u). This 
is a linear dyadic process. Ir”a(k) = 0, k > m, we have a dyadic moving 
average of order m. 
Let 9 be an operation with domain consisting of r-vector-valued 
series X(t), and with range consisting of s-vector-valued series Y(t), 
t=o, 1,2,... . Assume the components of both series to be real-valued. 
Write Y(t) = F[X] (t). We say that 9 is a linear dyadic jilter if 
(a) 9 is linear: 
for al, cy2 constants; 
(b) 9 is dyadic-invarian t : 
9[T” X](t) = S?[X](t + u) , 
where TU is the dyadic translation operator defined by TU [X(t)] =X(t 4 u). 
An important class >f Binear dyadic filters is given by 
Y(t) = 2 a(t iu)X(u) , 
u=o 
W) 
where a(t) is the impulse response function and 
(2.8) 
is the transfer function of the filter. The process X(t) of Example 2.3 
is the output of such a fater, where the input is the purely random 
process e(t). 
Let us make the assumption 
where I cxx @)I denotes the r x r matrix of absolute 
hen we define the Walsh spectral density mat 
as being the r :I( r matrix-valued function 
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The Walsh cross-spectrum of Xi(f) with X#), j,k = 1,2,...,r, is 
(2.10) 
(2.11) 
If j = k, we obtain the Walsh spectrum of X’(t). It follows immediately 
that fJi( . ) is bounded, non-negative and uniformly W-continuous ( ee 
[ lo] for the notion of W-continuity). We now extend our notation. If 
the condition 
is satisfied for q ,**.,uk_l EN, al ,*o.& = l,...?r, k = 1,2,..., we define the 
Walsh cumutant spectrum of order k as foil_ ws: 
f 
01 . ..ak (A 1, . ..p hk-1) = 
3. Principal results 
Let {X(t), t = 0, 1 , . . . . N - 1) be observed values of the dyadic-station- 
ary series {X(t), t E N). Let us assume that T = 2”. This is convenient if
we think of computation problems with a fast algorithm; the statistic 
N-l 
tQy’(X) = z X(t) 9,(X), 05he-, (3.1) 
t=O 
is called the finite Walsh transform ofX(O), . . . . X(N - 1). 
LP,~ lPn (a) be the Dirichlet kernel 
n-1 
O,Cx) = 
k=Q 
3/k@) l (3.2) 
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Then DN(X) = N if h E Wn (mod 1) and DN (A) = 0 otherwise, where 
wp, = [O, 2-“). 
The following theorem gives an expression for the joint cumubnt of 
a number of coordinates of the r vector (3.1). 
Theorem 3.1. Let us assume that 
(3.3) 
f or al ,...,ak = l,..., r, k = 1,2,3 ,... . Then as N + -, 
In particular 
COV (dLN)(X), dp’ (II)} = DN (h d- p) fol, (X) + O(N) . 
If ‘h 4 p E Wn, then DN (A + JA) = N, .and hence 
E{diN)(X), diN’(p)) = Nf,,(J\) + o(N) . 
This shows that, if A = p, 
(3.5) 
(3.6) 
E{d,‘“‘(A)2 I= Nfaa(h) + O(N) ; 
hence N-1 [d:?(X)] 2 may be considered as an estimate of the Walsh 
spectrum fad(X). This estimate is the Walsh periodogram. 
We apply Theorem 3.1 to obtain a central imit theorem for finite 
Walsh transforms. Let Nr (u, C) denote an .F-vector-valued random varim 
able with a multivariable normal distribution, with mean p and covariance 
matrix C. 
Theorem 3.2. Let (3.3) be satisfied, E{X(t)) = 0 and Aj 4 Ak $ WP (mod I), 
1 <j < k <_ m. Then dy)(X,), . . . . 
l&t NrC.4 Nfxx (X, 1) 
d$U(X ) are asymp to ticakry ~n~e~e~~~. 
, . . . . Nr(Oi Nfxxci)) variables. 
We note that the theorem still holdsif the Xi)S are re 
(N)/N, j = 1, . . . . m, here Sj(w are integers uch that A.j(N) -)I 
190 PA. Morettin, Walsh-finction a alysis of a certain class of time series 
i 
Consider the Walsh periodogram 1&y(A) = No1 [$P(h)] 2. Under the 
assumptions of Theorem 3.2,1&/(X) is asymptotically f&t) XI, when 
x2 is a chi-square variable with one degree of freedom. Moreover, 
am, 1 <-i ~ m are asymptotically independent. In order to improve 
the stability of the periodogram, we may consider a smoothed periodo- 
gram obtained as follows. Let the data X(O), X( 1), . . . . X(N - 1) be parti- 
tioned into L stretches of length V each, that is, L V = N. Here, we re- 
quire that V is a power of 2, in order to be able to use a Fast Walsh 
Transform algorithm. Then compute the Walsh periodogram for each 
section, 
[ 
V-l 2 
q&h, 2) = v-l c X(t + I VJ+lV 
t=O 
(A)] (3.7) 
for 2 = 0, 1 , . . . . L - I. These periodogram ordinates are asymptotically 
independent j&(X) xf variables; hence this leads US to approximate 
fxx@) bY 
(3.8) 
For fixed L and N -3 00 , 
variable. 
f~~$t) will be asymptotically afxx(X) x:fL 
We now give the proofs of the results in Section 3. 
Proof of Theorem 3. . We have that 
cum{d(N)(A ) 
a1 1 
dcN’ (hk)) = 
’ l -” ak 
N-l N-l 
= . . . 
tl =o tk=o 
J/l(‘l) l ‘* $k(‘k) CUm(xaI(tl), l *et x,,<t,)} 
k-l k 
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by setting tj = (tj 4 fk) 4 tk, i = 1, .e.y k - 1 and t = tk. NOW this becomes 
N-l N-l N-l k-l 
t=o 
J/,(hl 4 . . . + xk) 
Cl =O tk- l=o 
calm.,ak(tl ‘t, l **P tk_1 ‘t) n $tjGt(‘j) = 
j=l 
Remark. The error term in (3.4) may be improved to o( 1) if in addition 
to (3.3) we assume 
c ... c uj Ical,eeak(ul ..., Uk_1)’ < O” 9 j= l, l **, k- 1 9 
% Q-1 
1 < il < . . . <‘is Sk-l, al, . . . . ak = , . ..) r9 1 k = 2, 3, . . . . 
Proof of Theorem 3.2. We show that the cumulants of the Walsh trans- 
forms, appropriately normalized, tend to the cumulants of the normal 
distribution in question. Firstly, 
E{N-‘I* do’} = 0 , 
as required. Secondly, 
N-’ COV(d~N'(Ai), don’} =N-’ DN(~j.6 Xk)f,,(Aj) ’ Oi 1) ; 
this tends to zero if i # k, and to fari ifi = k, since DN(0) = N. By 
Theorem 3.1, we have 
N+‘* cum{d~~~ (A,), . . . . dif?_A,)) = 
=N-‘/* DN(hl 4 ame 4 X,) falae,ar(Xl 3 l a., h, l) + N-‘/* o _ 
and this tends to zero as N + * if r > 2 since 
the theorem, by a basic lemma in Chapter 4 of [ 21. 
192 P.A. Morettin, Walsh-fun&m analysis of a certain ckss of time series 
urther comments 
Consider the series {X(t), 0 5 t < -}, dyadic-stationary, and the set 
of generalized Walsh functions { $y(~), 0 5 x < ~0, 0 <: y C 00 )* We may 
prove similar theorems by defining appropriateley the various quantities 
for the continuous case. 
If we consider the system { cal(E.r, t), sal(p, t)}, we may define pairs 
of spectra, Walsh transforms, etc.; for example, the cal and sal spectra 
are defined as 
and the cal and sal finite Walsh transforms are 
T 
d$)(X) = $ X(t) cal(h, t) dt , 
0 
T 
(5.3) 
d$)(X) = $ X(t) sal(X, t) dt , 
0 
(5 4 
Similar results as those proved in Section 4 hold for (5.3) and (5.4). 
For further details see [‘T]. We also remark that we may consider the 
problem of identifying the linear, dyadic-invariant system 
as well as 
Y(t) = j-0(4 4 u)X(u) du , (5.5) 
the dyadic-homogeneous polynomial system of order 2 
Y(t) = $$ h(t i u19 t i u2)X(u1)X(u2) du, du, ; (5.6) 
see [$I. 
- For applications of the alsh functions and of the finite Walsh trans- 
forms we refer to [ 1, 51. 
Another approach that might be taken is to start with a Cramer-type 
representation 
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1 
X(0 = $ #,(A) dZx(X) 
0 
(5.7) 
of the series X(t) asJumed to be W-continuous in mean square, where 
Z,(X) is an r-vector-valued process with orthogonal increments and such 
that 
covCdZx(V, dZ(tc)) = 60 4 P) dF*#) dP 9 (5.8) 
6(h) being the Dirac delta function and F,,(h) assumed to be absolutely 
continuous. It can be shown that the same results above hold, assuming 
now that fa,...a& 0ee9 &-,I E L, Kh 1 I* 
If X(t), t E N is a usual strictly stationary series, then we still may 
derive a form of the central limit theorem for the finite Walsh transform; 
see [7]. 
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