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Abstract
A subset A ⊂ R2 is said to avoid distance 1 if: ∀x, y ∈ A, ‖x− y‖2 6= 1. In this paper
we study the number m1(R2) which is the supremum of the upper densities of measurable
sets avoiding distance 1 in the Euclidean plane. Intuitively, m1(R2) represents the highest
proportion of the plane that can be filled by a set avoiding distance 1. This parameter is
related to the fractional chromatic number χf (R2) of the plane.
We establish that m1(R2) ≤ 0.25646 and χf (R2) ≥ 3.8992.
1 Introduction
In the normed vector space (Rn, ‖·‖), a subset A ∈ Rn is said to avoid distance 1 if for all x, y ∈ A,
we have ‖x− y‖ 6= 1. In this work, we study m1(Rn, ‖·‖) defined as the supremum of the upper
densities of Lebesgue-measurable sets avoiding distance 1. This number was introduced by Larman
and Rogers in [11]. The aim of this work is to study the case of the Euclidean plane (R2, ‖·‖2) :
we denote m1(R2, ‖·‖2) by m1(R2).
A natural way to build a set avoiding distance 1 suitable for any normed space starts from a
packing of unit balls. Let Λ be a subset of Rn such that if x 6= y are in Λ, the open unit balls
B(x, 1) and B(y, 1) do not overlap. Then
A =
⋃
λ∈Λ
B
(
λ,
1
2
)
,
is a set avoiding distance 1. The optimal density of a circle packing in the Euclidean plane is about
0.9069 and thus leads to the lower bound m1(R2) ≥ 0.2267 (see Figure 1b):
(a) The points of Λ. (b) A set A that avoids distance 1.
Figure 1
By improving this method, Croft managed to build a set of density 0.2293 in [6] which is the
best lower bound known up to now.
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Prior to our work, the best upper bound was equal to 0.258795 . . . and was obtained by Keleti,
Matolcsi, de Oliveira Filho and Ruzsa in 2015 [10]. It was achieved through an approach based on
harmonic analysis of autocorrelation functions, which is very different from ours. By pushing this
method further, Ambrus and Matolsci have very recently announced a new bound of 0.25688 [1].
A long-term objective would be to prove a conjecture by Erdös [14] that states that:
Conjecture 1.
m1(R2) <
1
4
.
This problem has also been studied in higher dimensions. Moser, Larman and Rogers general-
ized Erdös’ conjecture as follows:
∀n ≥ 2,m1(Rn) < 1
2n
.
A weaker result has been proved in [10]. A subset A ⊂ Rn has a block structure if it is the
disjoint union A =
⋃
i∈I Ai such that ‖x− y‖ < 1 if x and y belongs to the same block and
‖x− y‖ > 1 otherwise. The authors have proved that a set avoiding distance 1 that has block
structure has density strictly smaller than 12n .
For greater dimensions, as shown in [3], the best asymptotic bound is (1 + o(1)) (1.2)−n, thus
without any additional assumption, the current bounds are pretty far from the conjectured 2−n.
The special case of norms such that the unit ball tiles Rn by translation has also been studied.
In this case, the previous method provides a set avoiding distance 1 of density 12n .
Bachoc and Robins conjectured that this construction is optimal:
Conjecture 2 (Bachoc, Robins). Let ‖·‖ be a norm on Rn such that the unit ball tiles Rn by
translation, then
m1(Rn, ‖·‖) = 1
2n
.
This conjecture is proved in dimension 2:
Theorem 1 (Bachoc et al. [2], [12]). Let ‖·‖ be a norm on R2 such that the unit ball tiles R2 by
translation, then
m1(R2, ‖·‖) = 1
4
.
Given a normed space (Rn, ‖·‖), a unit-distance graph is a finite graph whose vertices are points
of Rn and where two vertices are adjacent if and only if they are at distance exactly one.
The fractional chromatic number χf (G) of a possibly infinite graph G is the infimum of the
total weight that can be assigned to the independent sets of G in such a way that, for each vertex
u of G, the sum of the weights of the independent sets containing u is at least 1.
If G is a unit-distance graph of (Rn, ‖·‖), we obviously have
χf (G) ≤ χf (Rn) (1)
and the following fundamental results holds (Lemma 1 and Lemma 2):
m1(Rn, ‖·‖) ≤ 1
χf (G)
. (2)
Fractional coloring of metric spaces has been widely studied. In the case of the Euclidean plane,
the best known lower bound is
382
102
= 3.745... ≤ χf (R2)
This lower bound is claimed by Exoo and Ismailescu in the yet unpublished paper [8] by con-
structing a 72-vertices unit-distance graph of fractional chromatic number 382102 . The best published
bound is 7621 = 3.619... and was obtained by Cranston and Rabern in [5].
We build a finite unit-distance graph with fractional chromatic number equal to 3.8992 . . . (see
Section 4), hence our main result is:
Theorem 2.
m1(R2) ≤ 0.25646. (3)
3.8992. ≤ χf (R2). (4)
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which improves the previous best bounds from [10] and [5].
The standard algorithm to compute the fractional chromatic number of a finite graph is a pure
linear program with as many constraints as there are maximal stable sets of the graph. It is not
efficient in practice for the unit-distance graphs that we study in this work, as they have too many
maximal stable sets.
To overcome this difficulty, we introduce an algorithm combining iteratively a mixed integer
linear program and a pure linear program, which turned out to be practical for unit-distance graphs
with up to 600 vertices.
This paper is organized as follows:
• Section 2 contains preliminaries;
• in Section 3, we give our algorithm to compute the optimal weighted independence ratio of
any finite graph, establish its correctness and exhibit some optimizations for unit-distance
graphs;
• in Section 4, we exhibit a graph yielding the bound of Theorem 2, and explain how we
constructed it.
2 Preliminaries
In this section, we recall some basic graph terminology and introduce a key graph parameter
for this work: the optimal weighted independence ratio (subsection 2.1). We formally define the
parameterm1(Rn, ||.||) for any norm and establish that it is upper bounded by the optimal weighted
independence ratio of any unit-distance graph (subsection 2.2).
2.1 Fractional chromatic number and optimal weighted independence
ratio
Let G = (V,E) be a graph. An independent set (resp. clique) of G is a set of pairwise non-
adjacent (resp. adjacent) vertices of G. A maximal independent set (resp. maximal clique) is an
independent set which is not properly contained in an other one. We denote by I(G) the set of all
independent sets in G. Then the fractional chromatic number of a finite graph G = (V,E), χf (G),
is defined as the solution of the linear program
minimize
∑
I∈I(G)
xI ,
subject to
∑
I∈I(G),y∈I
xI ≥ 1, ∀y ∈ V,
and xI ≥ 0, ∀I ∈ I(G).
(5)
A weighted graph is a triplet (V,E,w) where (V,E) is a graph and w : V → R+ is a not
identically 0 function on the vertices called a weight distribution. We denote by W the set of
weight distributions on G = (V,E), and for v ∈ V , w(v) is called the weight of the vertex v. The
weight of a vertex set A ⊂ V is naturally defined as w(A) = ∑v∈A w(v) and w(V ) is called the
total weight of the graph.
The weighted independence number of a finite weighted graph Gw is denoted by α(Gw) and
is the maximum weight of an independent set of Gw. The weighted independence ratio of the
weighted graph is α(Gw) =
α(Gw)
w(V ) .
We define the optimal weighted independence ratio of a finite graph G, denoted by α∗(G), as
the infimum of all weighted independence ratios:
α∗(G) = inf
w∈W
α(Gw) (6)
Then we have this basic equality:
Lemma 1. For every graph G, α∗(G) = 1χf (G) .
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Proof. As this equality is crucial for our work, we give its short proof for the sake of completeness.
We have to prove that
χf (G) = sup
w∈W
1
α(Gw)
.
By the strong duality theorem, χf (G) is equal to the fractional clique number ωf (G), which is
the solution of the dual of the linear program (5) [13, 9]:
maximize
∑
v∈V
yv,
subject to
∑
v∈I
yv ≤ 1 ∀I ∈ I(G),
and yv ≥ 0, ∀v ∈ V ;
(7)
Let w be a weight distribution, let yv =
w(v)
α(Gw)
for all v ∈ V , then yv ≥ 0 and for all independent
set I, we have ∑
v∈I
yv =
w(I)
α(Gw)
≤ 1.
Thus, we have
χf (G) ≥
∑
v∈V
w(v)
α(Gw)
,
then
χf (G) ≥ sup
w∈W
1
α(Gw)
.
Conversely, let (yv) be an optimal solution of the linear program (7). Let w(v) = yv for all v in V ,
w is a weight distribution (because χf (G) > 0), and the constraint
∑
v∈I yv ≤ 1 for all I in I(G)
implies α(Gw) ≤ 1.
Thus
χf (G) =
∑
v∈V
yv = w(V ) ≤ w(V )
α(Gw)
≤ sup
w∈W
1
α(Gw)
.
The unweighted case can be seen as a specific case of weighted graphs where all the vertices
have weight one. Hence:
Corollary 2.1. For every graph G, α∗(G) ≤ α(G)
The bound α∗(G) ≤ α(G) is not always tight. For example, consider the path of three vertices
P3. Its independence ratio is α(P3) = 23 but α
∗(P3) = 12 (achieved by the weight distribution
depicted in Figure 2).
Figure 2: A weight distribution on P3.
If w is a weight distribution such that α∗(G) = α(Gw), we say that w is an optimal weighting
of G. It follows from the definition of the fractional chromatic number as a bounded feasible linear
program that there always is an optimal weighting for every graph G.
2.2 Sets avoiding distance 1
Let Rn be equipped with a norm ‖·‖. A subset A ⊂ Rn is said to avoid distance 1 if: ∀x, y ∈
A, ‖x− y‖ 6= 1. The (upper) density of a measurable subset A ⊂ Rn with respect to the Lebesgue
measure, denoted by δ(A), is defined as:
δ(A) = lim sup
R→+∞
Leb(A ∩ [−R,R]n)
Leb([−R,R]n) .
We denote by m1(Rn, ‖·‖) the supremum of the densities of measurable sets avoiding distance
1. We now show how to use α∗ to strengthen a classical result that has been used in many papers
since [11]. As mentioned in the introduction, this lemma is central in our work.
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Lemma 2. [4] If G = (V,E) is a unit-distance graph on Rn, then
m1(Rn, ‖·‖) ≤ α∗(G).
Proof. Here we adapt the proof given in [2] for the unweighted case.
Let R > 0 be a real number, w be a weight distribution on V , and let S be a set avoiding
distance 1. We consider X ∈ [−R,R]n chosen uniformly at random. Therefore, we have
P(X ∈ S) = Leb(S ∩ [−R,R]
n
)
Leb([−R,R]n) ,
thus,
lim sup
R→+∞
P(X ∈ S) = δ(S).
We now introduce the random variable N =
∑
v∈V w(v)1X+v∈S , its expected value is given by
E(N) =
∑
v∈V
w(v)P (X ∈ S − v) ,
as V is finite and δ(S − v) = δ(S) for all v in V , we have
lim sup
R→+∞
E(N) =
∑
v∈V
w(v)δ(S).
Moreover, for all realization of X, and for all v1, v2 in V ,
‖(X + v1)− (X + v2)‖ = ‖v1 − v2‖ ,
and S avoids distance 1, hence for all realization of X the set (X +V )∩S is an independent set of
the graph G, therefore N ≤ α(Gw). Finally, we have δ(S) ≤ α(Gw). This inequality is verified for
every weight distribution, thus δ(S) ≤ α∗(G) for every set avoiding distance 1 in Rn, so we finally
get
m1(Rn, ‖·‖) ≤ α∗(G).
3 Algorithm
Let v be a vertex of a graph G. The orbit of v is defined as {f(v)|f ∈ Aut (G)} , where Aut (G)
denotes the automorphism group of G.
Due to the convexity of the set of optimal weight distributions, there is an optimal weighting
w such that w assigns the same value to every vertex of the same orbit. We call such weightings
symmetric weightings. Let G = (V,E) be a graph, let O1, . . . , Op be its orbits and let orbit be a
function that returns the index of the orbit of a given vertex v.
3.1 General algorithm
Our algorithm uses two linear programs that we present here.
Given a collection of independent sets S = {S1, . . . , Sk}, our first program, that we call
P1, returns a symmetric weighting that minimizes the maximum weight of a set of S . We set
ni,j = |Si ∩Oj |. Our variables are w1, . . . , wp where wj indicates the weight of the vertices of Oj .
minimize M,
subject to
p∑
j=1
ni,jwj ≤M ∀i ∈ {1, ..., k} ,
p∑
j=1
wj |Oj | = 1,
and w1, ..., wp,M ∈ R≥0.
(P1(S ))
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Note that if S is the set of all independent sets in G, Linear Program P1(S ) will return α∗(G)
and an optimal weighting of G. However, this it is not necessary that S contains all independent
sets and it is actually sufficient that S contains an independent set of maximum weight for every
symmetric weighting of G.
The second program, P2, is an integer linear program that returns an independent set of
maximum weight for a given symmetric weighting w = (w1, . . . , wp) defined by the weight it gives
to each orbit. For each vertex v, we use a binary variable xv that indicates whether v belongs to
the maximum-weight independent set S we create.
maximize
∑
v∈V
worbit(v)xv,
subject to xu + xv ≤ 1 ∀uv ∈ E,
and xv ∈ {0, 1} ∀v ∈ V.
(P2(w))
Our algorithm to compute the optimal weighted independence ratio of a graph is described in
Algorithm 1.
Algorithm 1: Computing an optimal weighting of a graph G.
1 Let O1, . . . , Op be the orbits of vertices of G
2 Let S = {} and for all j ∈ [1, p], wj = 1|V |
3 Let ub = 1 and lb = 0.
4 while ub 6= lb do
5 Let S be the independent set returned by P2(w).
6 S = S ∪ {S}.
7 ub = w(S)
8 Let w be the weighting returned by P1(S ) and let lb be the objective value.
9 return the wj and ub.
At each step of the algorithm, ub is an upper bound on α∗(G) and lb is a lower bound.
Indeed, after line 7, P2(w) ensures that for any symmetric weight distribution w, there exists an
independent set in S whose weight is at least ub. Furthermore, after line 8, P1(S ) ensures that
there exists a weighting (namely, w) that reaches the independence ratio of lb.
At each iteration of thewhile loop except the last one, our algorithm returns an independent set
S for which there exists a symmetric weight distribution such that S is strictly heavier than every
set of S . The last iteration happens when our set S contains a maximum-weight independent set
for every symmetric weighting.
At the end of the execution of the algorithm, the wj describes an optimal weighting and
lb = ub = α∗(G).
3.2 Some optimizations
In Algorithm 1, the most expensive step is the computation of a stable set of maximal weight (Linear
program P2(w)). The computation of the weights is fast because it is a pure linear program.
To solve the integer linear program P2(w) faster, we add some additional constraints as follows.
If H is an induced subgraph, the inequality
∑
x∈V (H) xv ≤ α(H) is obviously valid for P2(w).
Unit-distance graphs have a small number of maximal cliques. Therefore, we replace the con-
straints
xu + xv ≤ 1, {u, v} ∈ E,
by ∑
v∈Q
xv ≤ 1, Q ∈ Q,
where Q denotes the set of maximal cliques, as every edge constraint is dominated by some
maximal clique constraint.
Furthermore, the graphs that we build have a lot of induced Moser spindles (Figure 3).
6
Figure 3: For the Moser Spindle, α = 2, χ = 4 and α∗ = 2/7.
Hence, we have added the following set of constraints:∑
v∈M
xv ≤ 2, M ∈M,
whereM denotes the set of induced Moser spindles.
These extra constraints turned out to speed up significantly the computations. For graphs
which required a huge computation time, we observed a reduction of computation time up to a
factor 4, as well as an important decrease of the required space.
All computations were run on computers with 2 processors of 6 cores each (Intel c© Xeon x5675
@ 3,06 GHz) with 48 Go RAM. We used IBM c© CPLEX (version 12) with default parameters, as
integer linear programs solver. To compute the automorphism group of a graph and enumerate
the required induced subgraphs, we used SageMath implementations.
4 Construction of a graph proving Theorem 2
In this Section, we present our construction of a unit-distance graph improving the bound on
m1(R2).
The process to build an interesting unit-distance graph can be summarized as follows. We start
from a chosen unit-distance graph called the starting graph. Then we apply graph operations on it.
These operations aim at lowering the optimal weighted independence ratio. Thus, two questions
arise: the choice of the starting graph and the strategy of manipulation of this graph.
In Subsection 4.1, we introduce useful graph operations. In Subsection 4.2, we explain our
choice of starting graph. In Subsection 4.3 we describe precisely the manipulations we did on
unit-distance graphs in order to lower the bound on m1(R2). Finally, in Subsection 4.4, we exhibit
the unit-distance graph achieving the best bound.
4.1 Graph operations
This subsection is dedicated to the graph operations we use throughout this section. Here, we only
consider unit-distance graph and the set of edges is therefore determined by the position of the
vertices.
The Minkowski sum of two unit-distance graphs is defined as follows. Let G and G′ be two
unit-distance graphs, let n′ be the number of vertices of G′ and let u be a vertex of G′ that we
call its center. The Minkowski sum of G and G′, denoted G⊕G′, is the unit-distance graph whose
vertex set is the union of n′ copies of V (G) obtained by translating V (G) by the vector uv for
v ∈ V (G′).
Note that because of the geometric properties of unit-distance graphs, the Minkowski sum of
two graphs may contain edges that their Cartesian product does not. For example, Figure 4a
depicts two geometric paths of two vertices whose Cartesian product is a cycle of four vertices
but because of the geometry of these graphs, we can see in Figure 4b that their Minkowski sum
contains five edges.
Let G = (V,E) be a unit-distance graph and let u, v ∈ V . The spindling of G between u and
v contains the points of G and their image by a rotation by an angle θ around the vertex u where
θ is such that the distance between v and its image is exactly one.
Consider the graph G depicted in Figure 5a. The graph G is 3-colorable but note that in every
3-coloring of G, the vertices u and v must have the same color. Hence, the Moser spindle (Figure
3) obtained by spindling G between u and v is not 3-colorable.
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(a) The classical Cartesian product. (b) The Minkowski sum of the same two graphs.
Figure 4
(a) The graph G and the two vertices u and v. (b) The Moser spindle obtained by spindling G
between u and v.
Figure 5
Let G = (V,E) be a unit distance graph and let r > 0. The trimming of G for the length r is
the unit-distance graph obtained after removing all vertices of V whose Euclidean norm is greater
than r.
4.2 Choosing a good starting graph
We build the starting graph as follows. From a chosen set of unit-vectors viewed as complex
numbers of unit modulus, we create the unit-distance graph G whose vertices are the origin and
the unit vectors. Then we take the Minkowski sum of the graph with itself (G⊕G).
In practice, the unit vectors are chosen in the ring R = Z
[
ei
pi
3 , ei arccos(
5
6 ), e−i arccos(
5
6 )
]
. One
of the reasons we choose this ring is because it contains many interlocked Moser spindles. Such
graphs are good candidates for a low optimal weighted independence ratio.
We made several tests on different sets of unit vectors. We mainly based our choice on the
numerical results we obtained after a few iterations of the process of manipulation (Subsection
4.3). An important criterion is the order of the graph we start from. Taking these conditions into
account, we decided to start from de Grey’s intermediate graph W (see [7]): a 301-vertex unit
distance graph built from the Minkowski sum of a set of 30 unit vectors plus the origin. This
graph actually results from a trimming of the original Minkowski sum (451 vertices), which after a
few manipulations, has a similar optimal weighted independence ratio, with half as many vertices.
4.3 Reduction and spindling of unit-distance graphs
The strategy we choose to manipulate graphs consists in two steps. The first one is a deletion
of certain vertices of the graph, giving a reduced graph G. The second one is a choice of a pair
of vertices (u, v) of the reduced graph called a spindling pair. The graph obtained is then the
spindling of G between u and v.
Reduction. Given a unit-distance graph G, we use Algorithm 1 to compute α∗(G) and an
optimal weight distribution. It turns out that some orbits of an optimal solution may have zero
weight. Thus we can delete these orbits and obtain a smaller graph with the same value of α∗.
Some of the weights given by the algorithm are "small" in comparison to the other and can be
deleted with small impact on the optimal weighted independence ratio, as expressed by Lemma 3.
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Lemma 3. Let G = (V,E) be a graph, let ε > 0 and w : V → R+ be a weight distribution such
that α∗(G) = α(Gw). Then if V ′ ⊂ V is such that w(V
′)
w(V ) = ε, if G
′ is the induced subgraph of G
whose set of vertices is V \ V ′,
(1− ε)α∗(G′) ≤ α∗(G).
Proof. Every independent set of G′ is an independent set of G. Thus, α(G′w) ≤ α(Gw). Then,
α∗(G′) ≤ α(G
′
w)
w(V \ V ′) ≤
α(Gw)
w(V \ V ′) =
1
1− εα
∗(G).
Spindling. The step of spindling is as follows:
• we choose a vertex v of an orbit with greatest weight;
• for every other vertex v′ of the graph, we use an integer linear program to find a maximal
weighted independent set which contains v′ and does not contain v;
• we choose a vertex whose corresponding independent set is of the smallest weight possible,
we denote this vertex u;
• we spindle the graph between u and v.
As the running time of Algorithm 1 is lower for graphs with lots of symmetries, we get high
symmetrical graphs by rotating by every angles kpi3 for k ∈ [0, 5]. We call this operation the
circling operation. Deletion of orbits of lowest weight and circling reduces significantly the number
of orbits.
4.4 A unit-distance graph G that achieves α∗(G) ≤ 0.25646
As we have already mentioned, our starting point is de Grey’s intermediate graph W (see [7]). We
iterate the process described in Subsection 4.3 seven times. The last step of our construction is a
circled graph of 607 vertices. This final graph results from six copies of a 316-vertex graph rotated
with angles kpi3 for k ∈ [0, 5] around the origin. Thus we can fully describe it by giving the list
of the 102 vertices whose polar angle is in
[
0, pi3
[
. As mentioned in 4.2, we work with vertices of
coordinates in
(
Q[
√
3,
√
11]
)2
. Denoting a+ b
√
3 + c
√
11 + d
√
33 by (a, b, c, d), the vertices are:
((0, 0, 0, 0), (0, 0, 0, 0)), ((1/2, 0, 0, -1/6), (0, 0, 0, 0)), ((3/2, 0, 0, -1/6), (0, 0, 0, 0)), ((-1/2,
0, 0, 1/6), (0, 1/3, 0, 0)), ((-1/4, 0, 0, 1/12), (0, 7/12, -1/4, 0)), ((-1/12, 0, 0, 1/12), (0, 1/12,
1/12, 0)), ((0, 0, 0, 1/6), (0, 1/6, 0, 0)), ((0, 0, 0, 1/6), (0, 1/2, 0, 0)), ((0, 0, 0, 1/6), (0, 5/6,
0, 0)), ((1/4, 0, 0, 1/12), (0, -5/12, 1/4, 0)), ((1/4, 0, 0, 1/12), (0, -1/12, 1/4, 0)), ((1/4, 0, 0,
1/12), (0, 1/4, 1/4, 0)), ((1/4, 0, 0, 1/12), (0, 3/4, -1/4, 0)), ((1/4, 0, 0, 1/12), (0, 13/12, -1/4,
0)), ((5/12, 0, 0, 1/12), (0, 7/12, 1/12, 0)), ((1/2, 0, 0, 0), (0, 1/6, 0, 0)), ((1/2, 0, 0, 0), (0, 1/2,
0, 0)), ((1/2, 0, 0, 1/6), (0, 1/3, 0, 0)), ((1/2, 0, 0, 1/6), (0, 2/3, 0, 0)), ((1/2, 0, 0, 1/6), (0, 1, 0,
0)), ((1/2, 0, 0, 1/6), (0, 4/3, 0, 0)), ((7/12, 0, 0, 1/12), (0, 7/12, -1/12, 0)), ((2/3, 0, 0, 0), (0,
1/2, -1/6, 0)), ((3/4, 0, 0, -1/12), (0, -5/12, 1/4, 0)), ((3/4, 0, 0, 1/12), (0, -1/4, 1/4, 0)), ((3/4, 0,
0, 1/12), (0, 1/12, 1/4, 0)), ((3/4, 0, 0, 1/12), (0, 5/12, 1/4, 0)), ((3/4, 0, 0, 1/12), (0, 7/12, -1/4,
0)), ((3/4, 0, 0, 1/12), (0, 3/4, 1/4, 0)), ((3/4, 0, 0, 1/12), (0, 11/12, -1/4, 0)), ((3/4, 0, 0, 1/12),
(0, 5/4, -1/4, 0)), ((5/6, 0, 0, 0), (0, 0, 1/6, 0)), ((11/12, 0, 0, -1/12), (0, -1/12, 1/12, 0)), ((11/12,
0, 0, 1/12), (0, 1/12, 1/12, 0)), ((1, 0, 0, 0), (0, 1/3, 0, 0)), ((1, 0, 0, 0), (0, 2/3, 0, 0)), ((1, 0, 0,
0), (0, 1, 0, 0)), ((1, 0, 0, 1/6), (0, 1/6, 0, 0)), ((1, 0, 0, 1/6), (0, 1/2, 0, 0)), ((1, 0, 0, 1/6), (0,
5/6, 0, 0)), ((1, 0, 0, 1/6), (0, 7/6, 0, 0)), ((5/4, 0, 0, -1/12), (0, -1/4, 1/4, 0)), ((5/4, 0, 0, -1/12),
(0, 1/12, 1/4, 0)), ((5/4, 0, 0, -1/12), (0, 7/12, -1/4, 0)), ((5/4, 0, 0, -1/12), (0, 11/12, -1/4, 0)),
((5/4, 0, 0, 1/12), (0, -5/12, 1/4, 0)), ((5/4, 0, 0, 1/12), (0, -1/12, 1/4, 0)), ((5/4, 0, 0, 1/12), (0,
1/4, 1/4, 0)), ((5/4, 0, 0, 1/12), (0, 7/12, 1/4, 0)), ((5/4, 0, 0, 1/12), (0, 3/4, -1/4, 0)), ((5/4, 0,
0, 1/12), (0, 11/12, 1/4, 0)), ((5/4, 0, 0, 1/12), (0, 13/12, -1/4, 0)), ((4/3, 0, 0, 0), (0, 1/2, 1/6,
0)), ((17/12, 0, 0, -1/12), (0, 5/12, 1/12, 0)), ((17/12, 0, 0, 1/12), (0, 7/12, 1/12, 0)), ((3/2, 0, 0,
-1/6), (0, 1/3, 0, 0)), ((3/2, 0, 0, 0), (0, 1/6, 0, 0)), ((3/2, 0, 0, 0), (0, 1/2, 0, 0)), ((3/2, 0, 0, 0),
(0, 5/6, 0, 0)), ((3/2, 0, 0, 0), (0, 7/6, 0, 0)), ((3/2, 0, 0, 1/6), (0, 1/3, 0, 0)), ((3/2, 0, 0, 1/6), (0,
2/3, 0, 0)), ((3/2, 0, 0, 1/6), (0, 1, 0, 0)), ((19/12, 0, 0, -1/12), (0, 5/12, -1/12, 0)), ((19/12, 0, 0,
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1/12), (0, 7/12, -1/12, 0)), ((5/3, 0, 0, 0), (0, 1/2, -1/6, 0)), ((7/4, 0, 0, -1/12), (0, -5/12, 1/4, 0)),
((7/4, 0, 0, -1/12), (0, -1/12, 1/4, 0)), ((7/4, 0, 0, -1/12), (0, 1/4, 1/4, 0)), ((7/4, 0, 0, -1/12), (0,
7/12, 1/4, 0)), ((7/4, 0, 0, -1/12), (0, 3/4, -1/4, 0)), ((7/4, 0, 0, 1/12), (0, -1/4, 1/4, 0)), ((7/4, 0,
0, 1/12), (0, 1/12, 1/4, 0)), ((7/4, 0, 0, 1/12), (0, 5/12, 1/4, 0)), ((7/4, 0, 0, 1/12), (0, 7/12, -1/4,
0)), ((7/4, 0, 0, 1/12), (0, 3/4, 1/4, 0)), ((7/4, 0, 0, 1/12), (0, 11/12, -1/4, 0)), ((11/6, 0, 0, 0), (0,
0, 1/6, 0)), ((23/12, 0, 0, -1/12), (0, -1/12, 1/12, 0)), ((23/12, 0, 0, -1/12), (0, 11/12, 1/12, 0)),
((23/12, 0, 0, 1/12), (0, 1/12, 1/12, 0)), ((2, 0, 0, -1/6), (0, 1/6, 0, 0)), ((2, 0, 0, -1/6), (0, 1/2, 0,
0)), ((2, 0, 0, -1/6), (0, 5/6, 0, 0)), ((2, 0, 0, 0), (0, 1/3, 0, 0)), ((2, 0, 0, 0), (0, 2/3, 0, 0)), ((2, 0,
0, 0), (0, 1, 0, 0)), ((2, 0, 0, 1/6), (0, 1/6, 0, 0)), ((2, 0, 0, 1/6), (0, 1/2, 0, 0)), ((2, 0, 0, 1/6), (0,
5/6, 0, 0)), ((9/4, 0, 0, -1/12), (0, -1/4, 1/4, 0)), ((9/4, 0, 0, -1/12), (0, 1/12, 1/4, 0)), ((9/4, 0, 0,
-1/12), (0, 5/12, 1/4, 0)), ((9/4, 0, 0, -1/12), (0, 7/12, -1/4, 0)), ((9/4, 0, 0, 1/12), (0, -5/12, 1/4,
0)), ((9/4, 0, 0, 1/12), (0, -1/12, 1/4, 0)), ((9/4, 0, 0, 1/12), (0, 1/4, 1/4, 0)), ((9/4, 0, 0, 1/12),
(0, 7/12, 1/4, 0)), ((9/4, 0, 0, 1/12), (0, 3/4, -1/4, 0)), ((7/3, 0, 0, 0), (0, 1/2, 1/6, 0)), ((5/2, 0,
0, 0), (0, 1/6, 0, 0)), ((5/2, 0, 0, 0), (0, 1/2, 0, 0)).
Concluding remark
In this work, we establish a new upper bound on the maximal density of the sets avoiding Euclidean
distance 1 in the plane and a new lower bound on its fractional chromatic number, by using a graph
theoretical approach. Our algorithm is not limited to the Euclidean plane and can provide upper
bounds on the maximal density of sets avoiding some distances in various normed spaces. Ongoing
work studies the case of parallelohedron norms.
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