We consider the Neumann problem for a coupled chemotaxis-haptotaxis model of cancer invasion with/without kinetic source in a 2D bounded and smooth domain.
Introduction
Chemotaxis is the motion of cells moving towards the higher concentration of a chemical signal. A celebrated minimal mathematical system modelling chemotaxis was initially proposed by Keller and Segel in 1970 ([20] ), which, of minimal form, reads as    u t = ∆u − χ∇ · (u∇v), x ∈ Ω, t > 0,
where χ > 0, τ ≥ 0, u is the cell density, v is the chemical concentration, and Ω ⊂ R n (n ≥ 1)
is a bounded smooth domain. Since then, numerous variants of the Keller-Segel system were proposed and have been extensively studied, we refer to the review papers [1, 9, 10] for detailed descriptions of those models and their developments. The striking future of the KS type chemotaxis model is the possibility of singularity formation of solutions, which strongly depends on the underlying space dimension and the total mass of cells ( [11, 12, 49, 51] ).
To investigate the birth-death effect of population, considerable effort has been devoted to the following Keller-Segel minimal-chemotaxis-logistic model and its various variants: are global-in-time and uniformly bounded for all reasonably initial data [8, 17, 28, 53] . This is even true for a two-dimensional chemotaxis system with singular sensitivity [7, 58] . A very recent subtle study from [55] shows that logistic damping is not the weakest damping Evidently, besides the standard logistic source, f covers sub-logistic sources like: for some a ∈ R, b > 0, γ ∈ (0, 1). This provides a further understanding about the chemotactic aggregation induced by −χ∇ · (u∇v) in (1.1) in 2D setting.
In the cases n ≥ 3, the competition between chemotactic aggregation and logistic damping becomes increasingly complicated; for (1.1) with τ = 0, the effect of logistic damping is stronger than that of chemotactic aggregation when µ ≥ (n−2) n χ [13, 18, 45, 57] ; for (1.1) with τ > 0, the situation that logistic damping wins over chemotactic aggregation has been studied qualitatively and quantitatively in a series of works under certain largeness on the ratio µ χ [23, 50, 54, 56, 64] . For more properties of related chemotaxis models with more complex mechanisms, we refer to [1, 47, 52, 59, 60] and the references therein.
For chemotaxis-only systems, our starting motivation here is to understand further how weak a degradation of cell is needed to suppress the minimal chemotactic aggregation as appeared in (1.1) so that no blow-up can occur in 2D setting. Mathematically, can those sub-logistic restrictions (1.2) and (1.3) or concretely, sub-logistic sources specified in (1.4) somehow be further weakened while maintaining 2D global boundedness?
To inspire our second and also primary motivation, we observe that one important extension of the minimal KS chemotaxis model to a more complex cell migration mechanism (known as haptotaxis mechanism) has been introduced by Chaplain and Lolas [5, 6] (see also Winkler et al. [1, 37] ) to describe processes of cancer invasion into surrounding healthy tissue. In this context, u represents the density of cancer cell, v denotes the concentration of matrix degrading enzyme (MDE), and w stands for the density of extracellular matrix (ECM). Then (u, v, w) verifies the following no-flux boundary and initial value problem for the minimal chemotaxis-haptotaxis model: 5) where χ and ξ > 0 measure the chemotactic and haptotactic sensitivities respectively, and, f (u, w) characterizes the proliferation and death of cancer cells including competition for space with the ECM. As for the initial data (u 0 , τ v 0 , w 0 ), for convenience, we assume throughout this paper, for some ϑ ∈ (0, 1) and A ≥ 0, that
For the commonly chosen logistic-type competition source f :
the global solvability, boundedness and asymptotic behavior for models of type (1.5) has been widely explored. For haptotaxis-only models, i.e., χ = 0, the global existence and boundedness are investigated in [26, 27, 44, 46] and asymptotic behavior of solution is studied in [24] with/without logistic source. In the parabolic-elliptic case, i.e., τ = 0, Tao and Wang [36] proved the global existence and boundedness of classical solutions to (1.5) for any µ > 0 in 2D, and for large µ > 0 in 3D; later on, Tao and Winkler subsequently studied global boundedness for model (1.5) under the condition µ > χ [39] and µ > (n−2) + n χ [38, 41] , and also gave the exponential decay of w under additional smallness on w 0 ; in the parabolicparabolic case, i.e., τ = 1, Tao and Wang [35] proved that the model (1.5) possesses a unique global-in-time classical solution for any χ > 0 in 1D, and for large µ χ in 2D; the latter was improved to any µ > 0 by Tao [34] . In 3D, the global boundedness was obtained by Cao [4] for large µ χ
. These are the main progressive developments on the minimal chemotaxishaptotaxis model (1.5). While, we would like to mention there appears a rapidly growing literature on a general framework of (1.5) with more complex mechanisms like nonlinear diffusion, remodeling effects and generalized logistic sources etc;, it reads essentially as
for some given nonnegative parameters ǫ, η, τ, α, β, γ, δ, χ, ξ, µ and m ∈ R. 
be a bounded and smooth domain, the initial data (u 0 , τ v 0 , w 0 ) satisfy (1.6) and, finally, let the locally bounded source f satisfy f (0, w) ≥ 0 as well as
For positive integer r ≥ 1, we define the extended asymptotic "damping" rate µ r as 
where C GN is the Gagliardo-Nirenberg constant (cf. (3.17) ) and M 1 is finite and is given by
(1.12)
Then there exists a unique nonnegative solution triple
Before proceeding, there are a few remarks in order.
with a ∈ R, b > 0, one can easily compute from (1.10) that µ 1 = +∞ and so (1.11) holds trivially. Therefore, no matter τ = 0 or τ > 0, the global boundedness for (1.5) in 2D is ensured for all reasonable initial data.
(1), then, for a family of sub-logistic sources like
we compute from (1.10) that
any r > k. This shows, for τ = 0, that the first case of (1.11) holds, and so, we get the global boundedness for (1.5) with τ = 0 in 2D for all reasonable initial data. From these observations, we see that Theorem 1.1 improves known 2D global existence and boundedness with logistic sources (cf. [34, 35, 36, 38, 39, 41] ) to sub-logistic sources.
While, we have to point out, for f as given in (1.14) and τ > 0, we do not know whether or not the global boundednesss for (1.5) in 2D holds for large initial data. More worse, for simple sub-logistic sources like
we are unable to conclude whether or not the global boundednesss for (1.5) in 2D holds for large initial data, even when τ = 0 and w ≡ 0.
(ii) In the chemotaxis-only case, i.e., w ≡ 0, which is allowed by the assumption of w 0 in (1.6), we see thatμ 1 defined in (1.2) is simply µ 1 by setting r = 1 in (1.10), and, when τ = 0, we see that (1.11) greatly relaxes (1.2) by allowing more weaker damping sources like f k (u, 0) with f k (u, w) given by (1.14), which are much weaker than (1.4). Consequently,
(iii) In the haptotaxis-only case, i.e., χ = 0, we see that (1.11) holds automatically, and thus we obtain global boundedness of classical solutions to (1.5) with/without growth source for large initial data. This goes beyond global existence in [27, 44, 46] .
We note that, under the basic condition (1.9) which entails the uniform L 1 -boundedness of u, the extended damping rate µ r defined in (1.10) orμ 1 defined in (1.2) is nonnegative. In 2D chemotaxis-related systems as we have here, the key is how to raise the easily obtained
In the case of τ > 0 and weak damping, the damping effect of diffusion is stronger than that of kinetic source. To make use of the diffusion effect, we could only test the u-equation by ln u to derive the uniform L 1 -boundedness of u ln u, this is why we have to specify r = 1 in the second condition of (1.11). While, in the case of τ = 0, we can study the evolution of a
) and use the damping source to establish the 
Preliminaries and basic results on (1.5)
For convenience, we collect the widely used well-known Gagliardo-Nirenberg inequality.
Lemma 2.1. (cf. [14, 21, 22] ) Let Ω ⊂ R n (n ≥ 1) be a bounded smooth domain and let p ≥ 1 and q ∈ (0, p). Then there exists a positive constant C GN = C(p, q, n, Ω) such that
where r > 0 is arbitrary and δ is given by
The local solvability and extendibility of classical solutions to the chemotaxis-hapotataxis system (1.5) is quite standard; see analogous discussions in [27, 37, 45, 50, 25] . 
Moreover, we have the following extendibility alternatives:
Henceforth, we assume that all the conditions in Lemma 2.2 and Theorem 1.1 are satisfied.
C, C i (numbering within lemmas or theorems) and C ǫ etc will denote some generic constants which may vary line-by-line. Also, the integration variable will be omitted. Now, we start with the (L 1 , L 2 )-boundedness of (u, v), which is collected in the following lemma:
3)
where M 1 defined by (1.12), and, there exists
Proof. We only show the proof for the case of f ≡ 0. Integrating the u-equation in (1.5) and using the no flux boundary conditions and (1.9), we obtain an ordinary differential inequality (ODI), for any η ∈ (0, b] and for any t ∈ (0, T m ), that
which trivially yields
Upon taking infimum over η ∈ (0, b] and recalling the definition of M 1 in (1.12), we infer the
Here, since η ∈ (0, b] it follows from (1.9) and (2.1) that
When τ = 0, the L 1 -boundedness of u and the elliptic estimate applied to the v-equation
and then use the quite known smoothing L p -L q -estimates for the Neumann heat semigroup {e t∆ } t≥0 in Ω (cf. [3, 12, 49] ) to derive the following reciprocal estimate (cf., [16, 22, 53, 56] )
which gives the L 2 -boundedness of v by the embedding
It follows from the ODE of w in (1.5) that w(x, t) = w 0 (x)e on Ω, we obtain a one-sided pointwise estimate for −∆w as follows.
Lemma 2.4. The local-in-time solution (u, v, w) of (1.5) fulfills
3 Bootstrap argument and the proof of Theorem 1.1
In this subsection, we aim to to improve the starting L 1 -boundedness of u. Our key idea to this end relies on the following dissipation identity.
Lemma 3.1. Let h : (0, +∞) → R be C 2 -smooth and let k ≥ 0. Then the unique local-intime solution of (1.5) satisfies, for t ∈ (0, T m ),
In particular, formally setting h(u) = ln u, we have
Proof. Using the no flux boundary conditions and the equations in (1.5), we calculate that
and that
Combining these two identities, we arrive at (3.1).
Based on the starting L 1 -boundedness of u, in 2D framework, the next common step is to establish the L 1 -boundedness of u ln u, a common choice in the literature ( [28, 34, 53, 55] ) for such purpose is based on (3.2) via h(z) = ln z and k = 0, which readily entails
so that the diffusion-induced good terms help one to control taxis-induced bad terms in (3.2).
Here, we shall first choose a C 2 -smooth test function h growing slower than ln z with the properties that
so that diffusion is harmless and then we use the damping term f to control the taxis-induced bad terms. The following computation is made out of this purpose.
Lemma 3.2. For integer m ≥ 1, we have, for any z > 0, that Proof. For m ≥ 1, using product and chain rule, we first compute (3.3) and
then we find
Since ln
which shows the desired result (3.4).
With Lemmas 3.1 and 3.2 at hand, we now improve the L 1 -regularity of solutions.
Lemma 3.3. Let r ≥ 1 satisfy (1.11) and let
(3.5)
Then there exists C > 0 such that the corresponding solution of (1.5) satisfies
Proof. Case I: τ = 0. In this case, setting m = r + 1 for consistency with Lemma 3.2 and taking h(u) = ln [m] (u) and k = e [m] in Lemma 3.1, we first see that g ′′ (u) > 0, and then from computations (3.1), (3.3) and (3.4), we obtain, for t ∈ (0, T m ), that
We notice from (3.1) in Lemma 3.1 that
and then we employ the nonnegativity of u, v, χ and ξ and the one-sided pointwise estimate of −∆w in (2.5) to infer from (3.7) that
(3.8)
In the sequel, we wish to control the taxis-involving integrals appearing on the right-hand sides of (3.8). We shall proceed with the first alternative of (1.11), since the second alternative is included in Case II below. Then, from the definition of µ r in (1.10) and the first case of condition (1.11), we can easily infer that µ m = µ r+1 = +∞, and so, by the local boundedness of f due to (1.9), we find there exists a positive constant f 0 such that
Noticing that ln
, we deduce from (3.9) that 10) wheref 0 andf 0 are finite numbers and are given respectively bỹ
Combining (3.8) with (3.10) and recalling g ′′ (u) > 0 and the boundedness of Ω, we readily derive an ODI for g(u) as follows:
entailing trivially that
Case II: τ > 0. We multiply the second equation in (1.5) by −∆v, integrating over Ω and using the Young inequality to obtain
Combining (3.12) with (3.2), using the (L 1 , L 2 )-bound of (u, v) in Lemma 2.3, the pointwise estimate of −∆w in (2.5) and Young's inequality with epsilon, for any ǫ ∈ (0, χ), we have
Now, we are almost in the same situation as [55] ; for convenience, we present a short argument here: by the definition of µ 1 in (1.10), we find there exists a constant s ǫ > 1 such that
where µ 1 is understood as χ + 1 in the case of µ 1 = +∞ (We here remark that µ 1 = 0 is quite possible, which is the case, in particular, when f ≡ 0). Then, by (3.14), (1.9) and the boundedness of Ω, we readily conclude there exists C ǫ > 0 such that
Inserting (3.15) into (3.13), we end up with
The 2D G-N inequality (c.f. Lemma 2.1) along with the L 1 -boundedness of u in (2.3) yields
Next, since
we thus get from (3.17) and (3.16) that
Now, due to the second alternative of (1.11), we fix, for instance,
in (3.18) and apply a couple of elementary manipulations to conclude that
which along with the fact that −s ln s ≤ e −1 for all s > 0 further entails
The desired estimate (3.6) follows from (3.19), (3.11) and the definition of g in (3.5).
In the case of τ > 0, upon the obtainment of the boundedness in (3.19) , in 2D setting, using the well-known procedure, cf. [28, 53, 55] , we can easily obtain the L ∞ -boundedness of u and then the claimed boundedness in Theorem 1.1. In the case of τ = 0, we shall show that the boundnedness information in (3.6) will also be sufficient to derive our desired boundedness as announced in Theorem 1.1. For this purpose, we need the following generalization of the logarithmic version of Gagliardo-Nirenberg inequality [40, Lemma A.5] , whose idea was initially demonstrated in [2] .
Lemma 3.4. Let Ω ⊂ R 2 be a bounded domain with smooth boundary, and let q ∈ (1, ∞),
is nondecreasing in (s 0 , +∞) (for some s 0 > 1) and lim s→+∞
then there exists C > 0 such that for each ε > 0 one can pick C ε > 0 with the property that
holds for all ϕ ∈ W 1,2 (Ω).
Proof. According to the Gagliardo-Nirenberg inequality, there exists
Since lim s→+∞ |g(s)| s = +∞, for any ε > 0, we can choose λ = λ(ε) > s 0 large enough fulfilling
Next, define
Then we see α ∈ W 1,∞ loc (R), 0 ≤ α(s) ≤ |s| and |α ′ (s)| ≤ 2 for a.e. s ∈ R. Hence,
Moreover, since
In view of the elementary inequality (a + b) q ≤ 2 q (a q + b q ) for all nonnegative a and b, we thus deduce from (3.21) and (3.22) that
In light of our choice of λ, this entails (3.20) by choosing C := 2 q C 1 and C ε = 2 q (2λ) q |Ω|.
Corollary 3.1. For any m ≥ 1,
It is evident to see that g > 0 on (0, +∞),
s is nondecreasing on (1, +∞) and lim s→+∞ g(s) s = +∞.
Lemma 3.5. There exists C > 0 such that the corresponding solution of (1.5) satisfies
Proof. Multiplying both sides of the first equation in (1.5) by u, integrating over Ω by parts and applying (2.5), for t ∈ (0, T m ), we arrive at
(3.24)
Case I τ = 0 : We substitute −∆v = u − v by (1.5) into (3.24) to get that 1 2
Next, since (1.10) together with the first case of (1.11) implies that
so that we infer from (3.25) that
For the integral on the right-hand side, with g defined by (3.5), using the estimates obtained in Lemmas 2.3 and 3.3, we deduce from Lemma 3.4 and its corollary that
by picking sufficiently small ε. Then an ODI for u 2 L 2 follows easily from (3.26) and (3.27):
which, upon being solved, yields readily the L 2 -boundedness of u, as desired in (3.23) .
Case II τ > 0: Notice that 2∇v · ∇∆v = ∆|∇v| 2 − 2|D 2 v| 2 , by a straightforward computation using the second equation in (1.5) and integrations by parts, we see that
(3.28)
Then we deduce from (3.24), (3.28) and the Young's inequality that 1 2
Next, by (1.10) and the second case of (1.11), we obtain that
In light of the W 1,2 -boundedness of v established in (2.4) and (3.6) and the 2D Sobolev 
We are at the same situation as we have in [55] : Given the boundedness of ∇v 2 L 2 , it is well-known that (cf. [14, 42, 54] ) the boundary trace embedding implies that
Next, since |∆v| ≤ √ 2|D 2 v|, by the Young inequality, we estimate, for any ǫ > 0, that
(3.33)
From the boundednedd of ∇v L 2 , we use the 2D G-N inequality to derive that
For the integral involving Ω u 3 , based on the boundedness u L 1 + u ln u L 1 as ensured in Lemmas 2.3 and 3.3, we easily infer from the generalized G-N inequality in Lemma 3.4 that
Combining the estimates (3.32), (3.33), (3.34) and (3.35) with (3.31) and choosing sufficiently small ǫ > 0 and η > 0, we obtain an ODI as follows:
which directly yields the uniform boundedness of u L 2 + ∇v L 4 , as desired in (3.23).
From
The proof of Theorem 1.1
The proof now becomes rather standard. Thanks to the L 2 -boundedness of u in (3.23), if τ > 0, we infer from the known smoothing L p -L q -estimates for the Neumann heat semigroup {e t∆ } t≥0 in Ω (cf. [3, 12, 49] ) to the semigroup representation of the v-equation in (1.5) that
While, if τ = 0, the standard W 2,p -regularity theory (see e.g. [21] ) to the second equation in (1.5) implies the W 2,2 -boundedness of v(·, t), and hence the Sobolev embeddings W 2,2 (Ω) ֒→
Multiplying both sides of the first equation in (1.5) by 3u 2 , integrating over Ω by parts and applying the pointwise boundedness of ∆w in (2.5), the L 2 -boundedness of u and (3.36),
Young's inequality with epsilon and the 2D G-N inequality, we arrive at where we have used (1.9), (1.10) and (1.11) to see that 
