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PRIME NUMBER THEOREMS FOR BASMAJIAN-TYPE
IDENTITIES
YAN MARY HE
Abstract. We obtain asymptotic counting results with error terms for
complex orthospectrum for Schottky groups and orbit counting function
for quadratic polynomials. Moreover, we prove equidistribution of holo-
nomy associated to these dynamical systems. Our results are obtained
by considering generalized L-functions coming from the Basmajian-type
identities introduced by the author in [5]. We study the associated sum-
matory functions using tools from analytic number theory and Thermo-
dynamic Formalism, namely the Perron’s formula and a Dolgopyat-type
estimate on the spectrum of transfer operators.
1. Introduction
The Prime Number Theorem proved without error term by Hadamard and
de la Valleé-Poussin in 1896 and with (classical) error term by de la Valleé-
Poussin in 1899 gives the asymptotic distribution of prime numbers. If we
consider the Gaussian primes, the prime ideals in Z[i], the Prime Number
Theorem implies further that the arguments of Gaussian primes equidis-
tribute over the circle.
In the light of the analogy between primitive closed geodesics and prime
numbers, the Prime Geodesic Theorems have also been extensively studied
over the past 50 years using methods of Selberg zeta function, Selberg trace
formula and Ruelle dynamical zeta function. For compact hyperbolic sur-
faces, Huber [6] [7] gave the asymptotic estimates with error terms for the
number of closed primitive geodesics and geodesic arcs. Margulis [9] gener-
alized the main terms to compact manifolds of variable negative curvature
and Pollicott-Sharp gave the error estimates for compact surfaces of variable
negative curvature in [16]. For further generalizations and development, see
Sarnak’s thesis [17], Guilleopé [4], Lally [8] and Naud [10].
In this paper, we study asymptotic distribution of orbits in familiar one-
dimensional complex dynamical systems, namely Schottky groups and qua-
dratic polynomials. In particular, we consider the orbit of a geodesic ` con-
necting two points in the limit set under the iterated function system (IFS)
generated by the inverse branches of the Bowen-Series map or a quadratic
polynomial. For each map f in the IFS, we associate a complex length L(f) to
the image f(`) whose real part measures the distance between ` and f(`)(or
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2 YAN MARY HE
the length of f(`)) and whose imaginary part measures the angle that f
rotates `. Our main goal is to obtain the asymptotic distribution of the
cardinality of the set S(x) = {f | |L(f)| ≥ 1/x} and show that as x → ∞,
the angles of f(`) for f ∈ S(x) equidistribute over the circle.
Our results are obtained via a unified approach by studying the summa-
tory functions associated to some (generalized) L-functions, whose special
values are the right-hand-side series of Basmajian-type identities which were
introduced by the author in [5].
These results are of independent interest in hyperbolic geometry and com-
plex dynamics. We discuss them individually in details.
1.1. Schottky groups. In [1], Basmajian proved the following identity for
a compact hyperbolic surface S with geodesic boundary:
(1.1) length(∂S) =
∑
γ
log coth2
(
length(γ)
2
)
=
∑
γ
log cγ
where the sum is taken over all orthogeodesics γ in S (i.e. properly immersed
geodesic arcs perpendicular to ∂S at both ends).
Algebraically, to every orthogeodesic γ, we can associate a unique word w
in the fundamental group pi1S = Fn for some n and rewrite the term cγ in
terms of w which we denote by cw. Denote byL the set of words representing
orthogeodesics. If we deform the hyperbolic structure of S, i.e. a discrete
faithful representation ρ0 : Fn → PSL(2,R) to a Schottky representation
ρ : Fn → PSL(2,C), we would still have the formal series
∑
w∈L log cw.
In the spirit of treating geodesics as primes, for any Schottky group, we
consider the following generalized L-function
F (s, χ) =
∑
|w|=n
χ
(
log cw
| log cw|
)
| log cw|s
where χ : S1 → S1 is a unitary character given by χ(z) = zm for some
integer m. To an L-function, there is associated summatory functions
Mm(x) ..=
∑
| log cw|−1≤x
(
log cw
| log cw|
)m
.
In particular, if m = 0,
M0(x) ..=
∑
| log cw|−1≤x
1 = Card{w ∈ L | | log cw| ≥ 1/x}.
Our main result is the following theorem regarding the asymptotic distribu-
tion of Mm(x).
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Theorem 5.1. Let δ be the Hausdorff dimension of the limit set.
(1) For m = 0, there exists C1 > 0, 0 < d1 < δ such that for any x ≥ 1,
M0(x) = Card {w | | log cw| ≥ 1/x} = C1xδ +O(xd1).
(2) For m 6= 0 and non-Fuchsian Schottky groups, there exists 0 < d1 <
δ, 1 < β < 2 such that for any x ≥ 1,
Mm(x) = O((|m|+ 1)βxd1).
The geometric interpretation of Theorem 5.1 establishes the asymptotic
counting of complex orthospectrum and equidistribution of holonomy as
stated in the following corollaries.
Denote N(x) ..= Card{w ∈ L : Re(|γ|) ≤ x} i.e. the number of ortho-
geodesics with real part of complex length bounded by x.
Corollary 5.2 & 5.3. Let δ be the Hausdorff dimension of the limit set.
(1) There exist constants 0 < d1 < δ and C1 > 0 such that
N(x) = C1e
δx +O(ed1x)
as x→∞.
(2) For any non-Fuchsian Schottky group, there exist C > 0 and 0 <
d1 < δ such that for any f ∈ C2(S1), we have∑
| log cw|−1≤x
f
(
log cw
| log cw|
)
= Cxδ
∫ 1
0
f(e2piit)dt+O(td1)
where the implied constant depends on the C2-norm of f .
The main term N(x) ∼ Ceδx in part (1) has also appeared in Parkkonen-
Paulin [12] and Pollicott [14], where it was proved by using Bowen-Margulis
measures in [12] and Poincaré-type series and Theormodynamic Formalism
in [14].
1.2. Quadratic polynomials. Consider quadratic polynomials fc(z) = z2+
c with c lying outside of the Mandelbrot setM. Let T1 and T2 be the two
branches of f−1c and z1 be the fixed point of T1. Recall that the Basmajian-
type identity for fc is given by
(1.2) 2z1 =
∑
w∈{T1,T2}∗
(−1)η
(
w(T1(−z1))− w(T2(−z1))
)
=
∑
w∈{T1,T2}∗
w(I)
where η is the number of T2’s in the word w [5].
For each complex parameter c /∈M, we consider the following L-function
G(s,m) =
∑
w∈{T1,T2}∗
(
w(I)
|w(I)|
)m
|w(I)|s
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for s ∈ C and m ∈ Z so that G(1, 1) equals (1.2). Again, our main theorem
is the following asymptotic formula for the summatory functions
Pm(x) ..=
∑
|w(I)|−1≤x
(
w(I)
|w(I)|
)m
.
Theorem 6.11. Let δ be the Hausdorff dimension of the Julia set.
(1) For m = 0, there exists C2 > 0, 0 < d2 < δ such that for any x ≥ 1,
P0(x) = Card {w | | log cw| ≥ 1/x} = C2xδ +O(xd2).
(2) For m 6= 0, there exists 0 < d2 < δ, 1 < β < 2 such that for any
x ≥ 1,
Pm(x) = O((|m|+ 1)βxd2).
Corollary 6.12. For any c /∈ M, there exist C > 0 and 0 < d2 < δ such
that for any f ∈ C2(S1), we have∑
|w(I)|−1≤x
f
(
w(I)
|w(I)|
)
= Cxδ
∫ 1
0
f(e2piit)dt+O(td2)
where the implied constant depends on the C2-norm of f . Here δ is the
Haudorff dimension of the Julia set.
Oh-Winter [11] and Naud [10] have considered the asymptotic distribution
of the number of primitive periodic orbits for hyperbolic rational maps and
certain quadratic polynomials respectively. The relationship between our
orbit counting function P0(x) and the number of primitive periodic orbits
is analogous to the relationship between the hyperbolic circle problem and
primitive closed geodesics in the context of Kleinian groups (see Theorem 1
and Theorem 2 of [16]).
1.3. Strategy of proofs. The proofs of Theorem 5.1 and Theorem 6.11 use
ideas and tools from analytic number theory and Thermodynamic Formal-
ism.
In analytic number theory, for an L-function F (s, χ), the (kth order) Per-
ron’s formula relates the summatory functions Mm(x)to F (s, χ) as follows.
(1.3) Mkm(x) =
1
2pii
∫ c+i∞
c−i∞
F (s, χ)
xs+k
s(s+ 1) · · · (s+ k)ds
where c > δ and Mkm is the k-time integral of Mm (i.e. integrate Mm(y)
k times). Theorem 5.1 and Theorem 6.11 then follow from evaluating this
integral using complex analysis.
We evaluate the integral (1.3) by shifting the path of integration and
applying the residue theorem. To this end, we need to understand the mero-
morphic domains, in particular pole-free regions, of F (s, χ) and G(s, χ) as
well as obtain an upper bound for |F (s, χ)| and |G(s, χ)| on those regions.
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This is achieved by using spectral theory of transfer operators from Ther-
modynamic Formalism.
A key step to make use of Thermodynamic Formalism is to express F (s, χ)
(resp. G(s, χ)) as a geometric series of twisted transfer operators L−sτ,mθ
for properly chosen Hölder potentials τ and θ which relate the geometric
quantities and the (symbolic) dynamics.
We use methods of Parry-Pollicott [13], Pollicott-Sharp [15], [16] and Dol-
gopyat [3] to study spectral properties of L−sτ,mθ and obtain pole-free regions
and bounds for F (s, χ) (resp. G(s, χ)). In particular, we show that the L-
function is analytic on the half-plane Re(s) > δ−ε for some ε > 0 except for
a simiple pole at s = δ if the character is trivial. Furthermore, the absolute
values of F and G are uniformly bounded by |Im(s)| + |m| where m is the
integer given by the character χ(z) = zm.
1.4. Organization of the paper. The paper is organized as follows. In
Section 2, we review tools from Thermodynamic Formalism that we will
need. In Section 3, we construct, for any Schottky group, an L-function
from which we obtain the series in Basmajian-type identities as a special
value. We discuss its analytic properties in Section 4 and use them to study
the summatory functions in Section 5. Section 6 is devoted to the parallel
results for Basmajian-type identities for quadratic polynomials.
1.5. Acknowledgments. I am grateful to Mark Pollicott and Steve Lalley
for helpful conversations. I thank Peter Shalen for learning number theory
together, John Friedlander for providing us excellent references and Giulio
Tiozzo for discussing some technical details.
2. Spectrum of transfer operators
Let An×n be the adjacency matrix for a directed graph where n is the
number of vertices in the graph. We associate a one-sided subshift of finite
type Σ+A to A as
Σ+A = {i = (i0, i1, · · · ) | ij ∈ {1, · · · , n}, Aij ,ij+1 = 1}.
The shift map σ : Σ+A → Σ+A is defined by σ((i0, i1, i2, · · · )) = (i1, i2, · · · ).
Given 0 < κ < 1, we define a metric on Σ+A by d(x, y) = κ
n, where
n = n(x, y) is the largest number so that the sequences x and y agree in the
first n terms. With this metric, Σ+A is homeomorphic to a Cantor set.
A non-negative square matrix A is irreducible if for each pair of indices
(i, j) there exists a positive integer n such that Ani,j > 0. A is aperiodic if
there exists a positive integer n such that Ani,j > 0 for all (i, j).
A subshift of finite type (Σ+A, σ) is (topologically) transitive if there exists
a dense orbit. (Σ+A, σ) is (topologically) mixing if for each pair of non-empty
open sets U, V ⊂ Σ+A, there exists a positive integer n such that σnU∩V 6= ∅.
(Σ+A, σ) is transitive if and only if A is irreducible and mixing if and only if
A is aperiodic.
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Consider Cα(Σ+A,R) the Banach space of real-valued Hölder continuous
functions on Σ+A. Let τ ∈ Cα(Σ+A,R). We say τ is eventually positive if there
exist an n ∈ N such that τn = ∑n−1i=1 τ ◦σi is positive. Given τ ∈ Cα(Σ+A,R)
and θ ∈ Cα(Σ+A,R/2piZ), for s = σ + it ∈ C and m ∈ Z, define the twisted
transfer operator L−sτ,mθ : Cα(Σ+A,C)→ Cα(Σ+A,C) by
L−sτ,mθw(x) =
∑
σ(y)=x
e−sτ(y)+imθ(y)w(y).
Note that if m = 0, L−sτ,0 is the usual transfer operator. The nth iterate
Ln−sτ,mθ has the form
Ln−sτ,mθw(x) =
∑
σn(y)=x
e−sτ
n(y)+imθn(y)w(y)
where τn(y) =
∑n−1
j=0 τ(σ
jy) and θn(y) =
∑n−1
j=0 θ(σ
jy).
In our applications, we wish to construct L-functions using twisted trans-
fer operators L−sτ,mθ so that we can interpret the right hand side of the
Basmajian-type identities as a special value. To this end, we construct
Hölder potentials τ and θ in such a way so that they link the geometry
and the symbolic dynamics. The spectral properties of L−sτ,mθ then give us
desired analytic properties of our L-functions.
For mixing subshift of finite type, we have the following Ruelle-Perron-
Frobenius Theorem.
Theorem 2.1 (Complex Ruelle-Perron-Frobenius Theorem [13]). Let (ΣA, σ)
be a mixing subshift of finite type. Then
(1) If s is real, then the operator L−sτ has a simple isolated maximal
positive eigenvalue λ−sτ = eP (−sr) with an associated strictly positive
eigenfunction ψ ∈ Cα(ΣA,R). There is a unique probability measure
µ on ΣA such that L∗−sτµ = eP (−sτ)µ and
∫
ψdµ = 1. Furthermore,
the rest of the spectrum is contained in a disk of radius strictly smaller
than eP (−sτ). There is exponential convergence |Ln−sτ1 − λn−sτ | ≤
Cλn−sτθn, for some C > 1, 0 < θ < 1 and n ≥ 1.
(2) If s is complex, then ρ(L−sτ ) is less than or equal to eP (−Re(s)τ).
ρ(L−sτ ) is strictly less than eP (−Re(s)τ) unless Im(s)τ = u ◦ σ −
u + Ψ + a where u ∈ C0(ΣA,R) and Ψ ∈ C0(ΣA, 2piZ) and a is a
constant. Furthermore, if such an identity does hold, then L−sτ has a
simple maximal eigenvalue eP (−Re(s)τ)+ia and the rest of the spectrum
is contained in a disk of radius strictly less than eP (−Re(s)r).
(3) If τ is real-valued and is cohomologous to a negative function, then
for t ∈ R, the function t 7→ P (−tτ) is real analytic and strictly
decreasing. Furthermore, P (−tτ) → −∞(∞) as t → ∞(−∞). In
particular, P (−tτ) has a unique zero.
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2.1. Non-mixing subshift of finite type. If A is not aperiodic, then the
subshift of finite type is not mixing and the Ruelle-Perron-Frobenius Theo-
rem would not apply. However, Pollicott-Sharp have shown in [15] that there
is always a subshift of finite type ΣB coming from a submatrix B of A which
carries the spectrum of the transfer operator. In our applications, it turns
out to be straightforward to find such submatrix B from A.
Note that the subshift of finite type ΣB ⊂ ΣA and any r ∈ Cα(ΣA,C) gives
rise to r′ ∈ Cα(ΣB,C) by restricting r to ΣB. We define the transfer oper-
ators L−sr : Cα(ΣA,C) → Cα(ΣA,C) and L−sr′ : Cα(ΣB,C) → Cα(ΣB,C)
in the usual way.
Lemma 2.2 ([15] Lemma 2). The operators L−sr and L−sr′ are both quasi-
compact. Moreover, they have the same spectra and satisfy the following
properties.
(1) If s is real-valued, then the operators L−sr and L−sr′ have a sim-
ple isolated maximal positive eigenvalue λ−sr = λ−sr′ = eP (−sr) =
eP (−sr′).
(2) ρe(L−sr) ≤ (1/2)αeP (−Re(s)r) and the same is true for L−sr′ .
2.2. Strong non-integrability and Dolgopyat-type estimate. In this
subsection, we give a Dolgopyat-type estimate on the spectrum of twisted
transfer operators. We begin by defining a property called strong non-
integrability (SNI) for the Hölder potential τ . Recall that Σ−A is the negative
one-sided subshift of finite type, namely, (· · · , i−2, i−1, i0) ∈ Σ−A if and only
if (i0, i1, i2, · · · ) ∈ Σ+A.
Given i, j ∈ Σ+A, ζ, η ∈ Σ−A with Aζ0,i0 = Aζ0,j0 = Aη0,i0 = Aη0,j0 = 1, the
temporal distance function φζ,η is given by
φζ,η(i, j) =
∞∑
k=0
τ(ζ−k · · · ζ0i)− τ(ζ−k · · · ζ0j)
− τ(η−k · · · η0i) + τ(η−k · · · η0j).
Note that for each k ≥ 0, |τ(ζ−k · · · ζ0i)− τ(ζ−k · · · ζ0j)| ≤ ||τ ||κkd(i, j)α.
Therefore, the series φζ,η(i, j) converges exponentially fast and |φζ,η(i, j)| ≤
2
1−κ ||τ ||d(i, j)α.
Definition 2.3. An eventually positive function τ ∈ Cα(Σ+A) is strongly
non-integrable (SNI) if there exist N > 0, δ > 0, ζ, η ∈ Σ−A and i, j ∈ Σ+A
with Aζ0,i0 = Aζ0,j0 = Aη0,i0 = Aη0,j0 = 1 and d(i, j) ≤ κN such that
|φζ,η(i, j)| ≥ δκNα.
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Remark 2.4. This is the same definition as the one given by Dolgopyat in
[3]. Indeed, setting w1 = ζi, w2 = ζj, w3 = ηi, w4 = ηj
φ(w1, w2, w3, w4) =
∞∑
n=−∞
τ(σnw1)− τ(σnw2)− τ(σnw3) + τ(σnw4)
=
∞∑
n=0
τ(σ−nw1)− τ(σ−nw2)− τ(σ−nw3) + τ(σ−nw4)
= φζ,η(i, j)
Let σ0 be the root of P (−στ) = 0 where P is the topological pressure.
Theorem 2.5. Let τ ∈ Cα(ΣA,R) be eventually positive and strongly non-
integrable and let θ ∈ Cα(ΣA,R/2piZ). There exist R > 0,  > 0, C > 0, 1 <
β < 2 and 0 < ρ < 1 such that if |σ − σ0| <  and |t| > R, then we have
||Ln−sτ,mθ|| ≤ C(|t|+ |m|)βρn.
Remark 2.6. This is essentially Lemma 4.2 of Dolgopyat [3]. Here we twist
the transfer operator by adding mθ to the imaginary part of the Holder
potential −sτ . Since τ and θ do not cancel each other out, the proof of the
theorem follows from that of Lemma 4.2 given in [3].
3. L-functions for Schottky groups
If S is a compact hyperbolic surface with geodesic boundary, an ortho-
geodesic on S is a properly immersed geodesic arc that is perpendicular to
∂S at both ends. In [1], Basmajian proved the following identity:
(3.1) length(∂S) =
∑
γ
2 log coth
(
length(γ)
2
)
where the sum is taken over all orthogeodesics γ in S. A hyperbolic structure
on S is a discrete faithful representation ρ0 : Fn → PSL(2,R) where Fn =
pi1(S) is the rank n free group. If we deform ρ0 into a Schottky representation
ρ : Fn → PSL(2,C), the right hand side series is still formally well-defined.
The main objective of this section is to construct, for any Schottky group,
an L-function F (s,m) so that we are able to interpret the right hand side
of the Basmajian-type identity as a special value derived from F (s,m).
More specifically, we would like to use Thermodynamic Formalism to ex-
press F (s,m) as a geometric series of twisted transfer operators L−sτ,mθ for
properly chosen Hölder potentials τ and θ in such a way that we can recover
the formal absolute series by setting s = m = 1.
This is feasible because the set of orthogeodesics at a Fuchsian representa-
tion forms a regular language [5], which will lead us to the symbolic coding of
the dynamical systems of orthogeodesics as a subshift of finite type, the first
step towards applying Thermodynamic Formalism. We start by recalling
these basic properties of orthogeodesics.
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3.1. Basics about orthogeodesics. Let S be a compact hyperbolic sur-
face with non-empty geodesic boundary. An orthogeodesic on S is a properly
immersed geodesic arc that is perpendicular to the boundary ∂S at both
endpoints. Let α1, · · · , αk ∈ pi1S represent the free homotopy classes of
boundary geodesics a1, · · · , ak, respectively. Denote Hj ..= 〈αj〉, the sub-
group of pi1S generated by αj . Then there is a bijection between the set of
orthogeodesics on S and the set of double cosets of the form HpwHq where
w ∈ pi1S is not in Hp ∩Hq, for p, q = 1, · · · , k ([5], Proposition 3.2).
Let A be a symmetric generating set of pi1S. Choose an ordering on A.
This determines a unique reduced lexicographically first (RedLex) represen-
tative w of each orthogeodesic γ. Let Lp,q be the set of nontrivial RedLex
double coset representatives for fixed p, q. Then the set
L ..=
∐
1≤p,q≤k
Lp,q
is naturally in bijection with the set of orthogeodesics on S.
Proposition 3.2 ([5], Proposition 3.4). L is a regular language over the
alphabet A.
Recall that for a fixed finite alphabet A, a language is a subset of the set
of all words on A. A language is regular if it consists of exactly the words
accepted by some finte state automaton. A finite state automaton (FSA) on
a fixed alphabet A is a finite directed graph G with a starting vertex ∗ and
a subset of the vertices called the accept states, whose oriented edges are
labeled by letters of A so that there is at most one outgoing edge with any
given label at each vertex. A word is accepted by a finite state automaton if
there is a path realizing the word which starts with ∗ and ends on an accept
state. Figure 2 is an example of an FSA which accepts words in the alphabet
{a, b} ending with at least two a’s.
∗start
q1
q2
ab
a
b
a
b
Figure 1. An FSA accepting all words over a, b that end
with at least two a’s. The vertex q2 is the accept state.
3.2. Symbolic dynamics for orthogeodesics. Given the directed graph
(or FSA) parametrizing the set of orthogeodesics, we augment it by adding
a vertex named 0 with one incoming edge for each accept state and an edge
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from itself. LetA be the adjacency matrix of this augmented FSA. Then there
is a one-sided subshift of finite type Σ+A associated to the orthogeodesics. An
orthogeodesic γ is coded in the form of i0i1 · · · in0˙, which is a sequence ending
with infinitely many 0s. If w is the unique RedLex representative of γ, then
w = l(i0, i1) · · · l(in−1, in) where l(ij , ij+1) is the label on the edge (ij , ij+1)
in the augmented FSA.
Before defining a metric on Σ+A, we recall the following lemma due to S.
Lalley.
Lemma 3.3 ([8]). There exist constants C < ∞, 0 < κ < 1 such that for
each reduced word w of length n, |w(ΛΓ)| ≤ Cκn.
Let κ be as in the lemma above, we define a metric on Σ+A by
d(x, y) = κn
where n = n(x, y) is the largest number so that the sequences x and y agree
in the first n terms.
3.3. Non-mixing subshift of finite type. In general A is not aperiodic as
there are conditions on the two ends of every word in the regular language of
orthogeodesics (coming from taking double quotient), as well as the added
vertex 0 in the augmented graph. If the surface S has only one boundary
component, then L = L1,1. In this case, it is not hard to see that there
is submatrix B of A that is aperiodic; let B be the adjacency matrix of
the subgraph obtained from the augmented FSA by deleting the vertex 0,
the vertices corresponding to the starting and ending conditions and the
edges going in and out from those vertices. Thus, the subshift of finite type
Σ+B ⊂ Σ+A is in one-to-one correspondence to the set of reduced words in the
alphabet of a symmetric generating set.
If S has more than k ≥ 2 boundary components, then in fact the language
Lp,q is regular for each p, q = 1, · · · , k. It follows that for each p and q,
we get the same subshift of finite type Σ+B ⊂ Σ+A which is in one-to-one
correspondence to the set of reduced words in the alphabet of a symmetric
generating set. Therefore, we will consider Hölder potentials τ ′ : Σ+B → R
and θ′ : Σ+B → R/2piZ in the following subsection which are restrictions to
Σ+B of Hölder potentials defined on Σ
+
A.
3.4. Constructing L-functions. We define Hölder potentials τ and θ whose
associated transfer operator would give us the desired L-function.
Given a Schottky representation ρ : Fk → PSL2(C), denote by ` the axis
(in the universal cover) of the boundary element. If w is a word in the regular
language, denote by dw the complex distance between ` and w · ` in H3 and
we have
coth2
(
dw
2
)
= [`(−∞), `(∞);w · `(−∞), w · `(∞)] = cw.
Then formally we have RHS =
∑
w log cw where each term in the series is
a complex number.
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Proposition 3.4. There exists a Hölder map τ : Σ+A → R such that for any
integer n ≥ 1, we have
τn(i0i1 · · · in0˙) = − log |log cw|
where τn(x) =
∑n−1
j=0 τ(σ
jx), w = l(i0, i1) · · · l(in−1, in).
Proof. We first define a map τ : Σ∗A → R on the set
Σ∗A = {i0i1 · · · in0˙ | l(i0, i1) · · · l(in−1, in) ∈ L}
by
τ(i0i1 · · · in0˙) = log
∣∣log cσ(w)∣∣− log |log cw|
for |w| ≥ 1 and τ(0˙) = 0. Here σ(w) = l(i1, i2) · · · l(in−1, in). We assume
the following lemma for now.
Lemma 3.5. τ is Hölder continuous on Σ∗A.
Since Σ∗A is dense in Σ
+
A and τ is uniformly continuous, τ extends to a
Hölder map on the entire shift space Σ+A. 
Proof of Lemma 3.5. Since the displacement function dw = d(`, w`) is Hölder
[14], we need to show that f(z) = log | log coth(z/2)| is Hölder. First we note
that there exists c > 0 such that Re|γ| > c for all orthogeodesics γ.
If z ∈ R, f(z) = log log coth(z/2) is Lipschitz for z ∈ (c,∞) as f ′(z) is
bounded on (c,∞).
If z ∈ C, coth(z/2) does not approach 0 or∞ as Re|γ| > c for some c > 0.
For a long word w, w(0) and w(∞) can get close so that w(0)/w(∞) → 1.
However, in this case, z = 2 coth−1(w(0)/w(∞)) has large real part and
small imaginary part. Let z1 = x1 + iy1 and z2 = x2 + iy2 with xi large and
yi small. Then
|f(z1)− f(z2)| ≤ |f(x1 + iy1)− f(x2 + iy1)|+ |f(x2 + iy1)− f(x2 + iy2)|
≤ C|x1 − x2|+ ε ≤ C|z1 − z2|.

Proposition 3.6. There exists a Hölder map θ : Σ+A → R/2piZ such that
for any integer n ≥ 1, we have
θn(i0i1 · · · in0˙) = arg (log cw)
where θn(x) =
∑n−1
j=0 θ(σ
jx), w = l(i0, i1) · · · l(in−1, in).
Proof. Following the proof of Proposition 3.4, we need to show that the map
θ : Σ∗A → R/2piZ given by
θ(i0i1 · · · in0˙) = arg
(
log
w(0)
w(∞)
)
− arg
(
log
σ(w)(0)
σ(w)(∞)
)
for |w| ≥ 1 and θ(0˙) = 0 is Hölder on Σ∗A.
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Note that arg
(
log xy
)
is analytic in (x, y) if Re(log xy ) is positive. Let
w, u ∈ Σ∗A with d(w, u) = κn. As elements in PSL(2,C), ρ(w) and ρ(u) are
orientation preserving so that the real part of log(w(0)/(w(∞)) is positive.
Therefore, | arg log
(
w(0)
w(∞)
)
− arg log
(
u(0)
u(∞)
)
| ≤ CκnR for some constant
C and R is the diameter of the limit set. Similarly, | arg log
(
σ(w)(0)
σ(w)(∞)
)
−
arg log
(
σ(u)(0)
σ(u)(∞)
)
| ≤ Cκn−1R. Thus θ is Hölder since κn + κn−1 = O(κnα)
for some α ∈ (0, 1). 
Lemma 3.7. τ is strongly non-integrable.
Proof. For notational convenience, we set τ(w) = r(σw)−r(w) where r(w) =
log | log(w(0)/w(∞))|. Suppose τ is not SNI. Then the temporal distance
function
φζ,η(i, j) = r(ζj)− r(ζi) + r(ηi)− r(ηj)
is identically zero, i.e.,
r(ζj)− r(ζi) = r(ηj)− r(ηi)
| log(ζj(0)/ζj(∞))|
| log(ζi(0)/ζi(∞))| =
| log(ηj(0)/ηj(∞))|
| log(ηi(0)/ηi(∞))|
for any ζ, η, i, j ∈ Σ+A. This implies the derivative of the Bowen-Series map is
constant on the Markov sets containing the limit set which is a contradiction.

Given the Hölder potentials τ and θ constructed above, apply the iterates
of L−sτ,mθ : Cα(ΣA,C)→ Cα(ΣA,C) to the constant function 1 at the point
x = 0˙ and we obtain
Ln−sτ,mθ1(0˙) =
∑
σn(y)=0˙
e−sτ
n(y)+imθn(y) =
∑
σn(y)=0˙
(
e−τ
n(y)
)s · (eiθn(y))m
=
∑
|w|=n
(
elog | log cw|
)s( log cw
| log cw|
)m
=
∑
|w|=n
(
log cw
| log cw|
)m
| log cw|s.
Therefore, we (formally) define a function F (s,m) by
(3.8) F (s,m) =
∞∑
n=1
Ln−sτ,mθ1(0˙).
This is an Hecke-type L-function of which the right-hand-side series of the
Basmajian-type identity is a special value, namely F (1, 1).
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4. Analytic properties of F (s,m)
In this section, we discuss analytic properties of F (s,m). In particular,
we show that F (s,m) is analytic on the half-plane Re(s) > δ and can be
extended (meromorphically) to a strip Re(s) ∈ (δ−ε, δ] with |F (s,m)| being
uniformly bounded by |Im(s)|+ |m|. These properties will be used to study
the summatory functions for counting in the next section. We start by
determining the domain of convergence of Fm(s).
Theorem 4.1 (Convergence theorem). Fix an integer m. The complex
function Fm(s) = F (s,m) converges when Re(s) > δ and diverges when
Re(s) < δ, where δ is the Hausdorff dimension of the limit set of Γ.
Proof. Write s = σ+it. By Lemma 2.2, L−στ+i(−tτ+mθ) and L−στ ′+i(−tτ ′+mθ′)
have the same spectra. By (2) of Theorem 2.1,
Fm(s) 
∞∑
n=1
(
eP (−στ
′)
)n
which converges if and only if P (−στ ′) < 0. Since P is monotone decreasing
in σ and P has a unique zero at σ0, P (−στ ′) < 0 if and only if Re(s) > σ0.
By Bowen’s theorem [2] and the comparison calculation in [5], σ0 = δ. 
An immediate corollary of the proposition is an earlier result of the author.
Corollary 4.2 ([5]). The right hand side series in Basmajian identity is
absolutely convergent if and only if the Hausdorff dimension of the limit set
is strictly smaller than 1.
Proof. Apply the above proposition with s = 1,m = 0. 
Proposition 4.3. There exist R > 0,  > 0 and 1 < β < 2 such that if
|σ − σ0| <  and |t| > R,
|Fm(s)| ≤ O((|t|+ |m|)β).
Proof. By Theorem 2.5, ||Ln−sτ,mθ1|| ≤ C(|t|+ |m|)βρn for some 0 < ρ < 1.
Hence, |Fm(s)| ≤ C
1− ρ(|t|+ |m|)
β . 
Proposition 4.4. Let ε > 0 be as in the above proposition.
(1) If m = 0, the function F0(s) is analytic on the half-plane Re(s) >
δ − ε except for a simple pole at s = δ with positive residue. It does
not have any other poles on the line Re(s) = δ.
(2) If m 6= 0, the function Fm(s) is analytic on the half-plane Re(s) >
δ − ε.
Proof. (1) The casem = 0 is well-known and goes back to Parry-Pollicott
[13] and Pollicott-Sharp [16]. For the convenience of the reader, we
give a proof here. We first prove that s = δ is a simple pole with
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positive residue. If s ∈ R and s is in a small neighbourhood of δ,
then
F0(s) =
PλL−sr1(0˙)
1− eP (−sr) +B(s).
δ is a simple pole as P (−sr) has a unique zero at s = δ by Theorem
2.1 part (3). The residue of F0(s) at s = δ is
lim
s→δ
s− δ
1− eP (−sr) =
1
−P ′(δr) > 0
as the pressure is decreasing with s.
Now we show F0(s) has no other poles on the line Re(s) = δ.
Suppose F0(s) has another pole at s′ = δ + it. If the spectral radius
ρ(L−s′r) = 1, then by part (2) of Theorem 2.1,
(4.5) Im(−s′r′) = tr′ = u ◦ σ − u+ Ψ + a
for some u ∈ C0(ΣB,R),Ψ ∈ C0(ΣB, 2piZ) and a ∈ R and eia is the
simple maximum eigenvalue for L−s′r′ . By perturbation theory of
linear operators, there exists a neighbourhood U of s′ such that eia
is still the simple maximum eigenvalue eP (−sr) for L−sr, s ∈ U . Then
for s ∈ U , using the same projection idea as in the previous proof,
F0(s) =
( ∞∑
n=1
Ln−srPλmax1
)
(0˙) +
( ∞∑
n=1
Ln−srQ′1
)
(0˙)
=
( ∞∑
n=0
eianPλmaxL−sr1
)
(0˙) +
( ∞∑
n=1
Ln−srQ′1
)
(0˙)
=
(
(1− eia)−1PλmaxL−sr1
)
(0˙) +B(s)
where Q′ : Cα(ΣA,C) → Cα(ΣA,C) is the projection associated to
the spectrum |z| < λmax.
B(s) is analytic as the spetral radius of L−srQ′ is strictly smaller
than 1. Hence, F0(s) has a pole at s′ if and only if eia = 1, i.e. a = 0.
Hence, equation 4.5 becomes
(4.6) tr′ = u ◦ σ − u+ Ψ
If x ∈ ΣB is a periodic point with σn(x) = x, x is identified via the
symbolic coding with a reduced word w in the fundamental group
whose homotopy class contains a unique geodesic γ. On the other
hand, for such points x, −tr′n(x) ∈ 2piZ by equation (4.6). This
implies that the set {log coth(|γ|/2) : γ closed geodesic on H3/Fn}
is discrete, which is a contradiction as the geodesic flow of H3/Fn is
ergodic.
(2) The case m 6= 0: this is an immediate consequence of Proposition
4.3.

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5. Counting complex orthospectrum with error and
equidistribution of holonomy
In this section, we adopt methods from analytic number theory to study
the summatory function
Mm(x) ..=
∑
| log cw|−1≤x
(
log cw
| log cw|
)m
associated to the L-function F (s,m) =
∑
w
(
log cw
| log cw|
)m
| log cw|s, where
s ∈ C and m ∈ Z. Our main theorem is the following.
Theorem 5.1. Let δ be the Hausdorff dimension of the limit set.
(1) For m = 0, there exists C1 > 0, 0 < d1 < δ such that for any x ≥ 1,
M0(x) = Card {w | | log cw| ≥ 1/x} = C1xδ +O(xd1).
(2) For m 6= 0 and non-Fuchsian Schottky groups, there exists 0 < d1 <
δ, 1 < β < 2 such that for any x ≥ 1,
Mm(x) = O((|m|+ 1)βxd1).
Denote N(x) ..= Card{γ : Re(|γ|) ≤ x}, where |γ| denotes the complex
length of the orthogeodesic γ. An immediate corollary of Theorem 5.1 (1)
gives the asymptotic counting of complex orthospectrum.
Corollary 5.2 (Counting complex orthospectrum). There exist constants
0 < d1 < δ and C1 > 0 such that
N(x) = C1e
δx +O(ed1x)
as x→∞. Here δ is the Haudorff dimension of the limit set.
Proof. When Re|γ| is large, | log coth(|γ|/2)| ∼ |e−|γ|| . Replace x in part
(1) of Theorem 5.1 by ex since |e−|γ|| = e−Re(|γ|) ≥ 1/x is equivalent to
Re(|γ|) ≤ log x. 
The main term N(x) ∼ C1eδx has also appeared in [12] and [14], where it
was proved by using equidistribution in [12] and Poincaré series and Theor-
modynamic Formalism in [14].
As a corollary of Theorem 5.1 (2), we obtain equidistribution of holonomy.
Corollary 5.3 (Equidistribution of holonomy). For any non-Fuchsian Schot-
tky group, there exist C > 0 and 0 < d1 < δ such that for any f ∈ C2(S1),
we have ∑
| log cw|−1≤x
f
(
log cw
| log cw|
)
= Cxδ
∫ 1
0
f(e2piit)dt+O(td1)
where the implied constant depends on the C2-norm of f . Here δ is the
Haudorff dimension of the limit set.
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Proof. Since f ∈ C2(S1), f admits the following Fourier expansion f(e2piiθ) =∑∞
n=−∞ an(e
2piiθ)n where a0 =
∫ 1
0 f(e
2piit)dt and an = O(|n|−2). Hence,∑
| log cw|−1≤x
f
(
log cw
| log cw|
)
= Cxδ
∫ 1
0
f(e2piit)dt+O(|f |C2td1). 
5.1. Proof of Theorem 5.1. In order to prove Theorem 5.1, we first prove
an estimate for the quantity M̂m(x) =
∫ x
1
∫ y
1 Mm(z)dz.
Proposition 5.4. We have
(1) If m = 0, there exists a number 0 < d1 < δ such that for any x ≥ 1,
M̂m(x) = C
xδ+2
δ(δ + 1)(δ + 2)
+O(xd1+2).
(2) If m 6= 0, there exists a number 0 < d1 < δ, 1 < β < 2 such that for
any x ≥ 1,
M̂m(x) = O((|m|+ 1)βxd1+2).
We first show that Theorem 5.1 follows from Proposition 5.4.
Proof of Theorem 5.1. (1) The case m = 0 : Denote M̂0(y) =
∫ y
1 M0(z)dz.
Let η ∈ (0, 1) be a constant. We have,
M̂0(x)− M̂0(ηx) =
∫ x
ηx
M̂0(y)dy ≤ (1− η)xM̂0(x).
By Proposition 5.4, M̂0(x)−M̂0(ηx) = C(1−η
δ+2)
δ(δ+1)(δ+2)x
δ+2+O(xd+2). Therefore,
M̂0(x) ≥ C(1−η
δ+2)
δ(δ+1)(δ+2)(1−η)x
δ+1 +O(xd+1).
Similarly, let η′ ∈ (1, 2) be a constant. Then M̂0(η′x) − M̂0(x) ≥ (η′ −
1)xM0(x) and M̂0(x) ≤ C(η
′δ+2−1)
δ(δ+1)(δ+2)(η′−1)x
δ+1 +O(xd+1).
Applying the argument again, we get M0(x) = Cxδ + O(xd) for some
constant C > 0.
(2) The case m 6= 0 follows by the same argument. 
The rest of the section is devoted to the proof of Proposition 5.4. We
begin with the following key lemma which gives an integral formula relating
M̂m(x) and Fm(s). The proof then follows by evaluating the integral using
complex analysis.
Lemma 5.5. For any c > δ and any real number x ≥ 1,
M̂m(x) =
1
2pii
∫ c+i∞
c−i∞
Fm(s)
xs+2
s(s+ 1)(s+ 2)
ds.
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Proof. We first show that the integral is absolutely convergent.∫ c+i∞
c−i∞
|Fm(s)|
∣∣∣∣ xs+2s(s+ 1)(s+ 2)
∣∣∣∣ ds ≤ ∫ c+i∞
c−i∞
Fm(c)
xc+2
|s(s+ 1)|ds
≤ F (c)xc+2
∫ ∞
−∞
1
c2 + t2
dt <∞
Now we check the formula.
1
2pii
∫ c+i∞
c−i∞
Fm(s) · xs+2
s(s+ 1)(s+ 2)
ds =
1
2pii
∑
w
∫ c+i∞
c−i∞
(
log cw
| log cw|
)m
| log cw|s x
s+2
s(s+ 1)(s+ 2)
ds
=
1
2pii
∑
w
∫ c+i∞
c−i∞
(
log cw
| log cw|
)m (| log cw|x)sx2
s(s+ 1)(s+ 2)
ds
=
∑
x| log cw|≥1
(
log cw
| log cw|
)m x2
2
(
1− 1
x| log cw|
)2
= M̂m(x)
The last equality can be seen by straightforward calculation. The second
last equality comes from the following lemma.
Lemma 5.6. Let c > 0. For all y > 0,
1
2pii
∫ c+i∞
c−i∞
ys
s(s+ 1)(s+ 2)
ds =
{
1
2(1− 1y )2, if y > 1
0, if 0 < y ≤ 1
Proof. Straightforward calculation using the residue theorem. 

Proof of Proposition 5.4 (1). Let c ∈ (δ, δ + ) and d ∈ (δ − ε, δ) where  is
given in Dolgopyat’s estimate (Theorem 2.5). By Lemma 5.5,
I = M̂0(x) =
∫ c+i∞
c−i∞
F0(s)
xs+2
s(s+ 1)(s+ 2)
ds.
We shift the path of integration by letting P1 be the segment [c− i∞, c− iT ],
P2 be the segment [c+ iT, c+ i∞], P3 be the segment [c− iT, d− iT ], P4 be
the segment [d+ iT, c+ iT ] and P5 be the segment [d− iT, d+ iT ].
Applying the residue theorem, we obtain
I = Res|s=δ +
5∑
i=1
∫
Pi
F (s)
xs+2
s(s+ 1)(s+ 2)
ds = C
xδ+2
δ(δ + 1)(δ + 2)
+
5∑
i=1
Ii
where C is the residue of F (s) at s = δ and Ii =
∫
Pi
F (s)
xs+2
s(s+ 1)(s+ 2)
ds.
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For i = 2 (and similarly i = 1), s = c+ it with t > T .
|I2| ≤
∫ ∞
T
|F0(s)|
∣∣∣∣ xs+2s(s+ 1)(s+ 2)
∣∣∣∣ ds
∼
∫ ∞
T
tβ · ex
δ+2
t3
dt (by Theorem 2.5)
∼ xδ+2
(−T β−2
β − 2
)
→ 0 as T →∞ (since 1 < β < 2).
For i = 4 (and similarly i = 3), s = σ + iT with σ ∈ [d, c].∣∣∣∣ xs+2s(s+ 1)(s+ 2)
∣∣∣∣ ≤ xc+2T 3 = exδ+2T 3
Therefore,
|I4| ≤
∫ c
d
|F0(s)|x
δ+2
T 3
dσ
≤ x
δ+2
T 3
(∫ c
d
|F (σ + iT )|dσ
)
≤ x
δ+2
T 3
(
T β(c− d)
)
→ 0 as T →∞.
For i = 5, s = d+ it with t ∈ [−T, T ].∣∣∣∣ xs+2s(s+ 1)(s+ 2)
∣∣∣∣ ≤ xd+2|s||s+ 1||s+ 2| ∼ xd+2min{1, t−3} and |F (s)| ≤ |t|β
Therefore,
|I5| ∼
∫ T
−T
|t|βxd+2min{1, t−3}dt
=
∫ 1
−1
|t|βxd+2dt+ 2
∫ T
1
tβ
t3
xd+2dt
= O(xd+2)
Hence,
M̂m(x) = C
xδ+2
δ(δ + 1)(δ + 2)
+O(xd+2).

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Proof of Proposition 5.4 (2). Again by Lemma 5.5, we need to evaluate
M̂m(x) =
∫ c+i∞
c−i∞
Fm(s)
xs+2
s(s+ 1)(s+ 2)
ds = I5
=
∫ T
−T
(|t|+ |m|)βxd+2min{1, t−3}dt
=
∫ 1
−1
(|t|+ |m|)βxd+2dt+ 2
∫ T
1
(1 + |m|)β t
β
t3
xd+2dt
= O((|m|+ 1)βxd+2)
The second last equality holds since (|t| + |m|)β ≤ (1 + |m|)β|t|β for |t| ≥
1. 
6. Quadratic polynomials
In this section, we discuss parallel counting results for quadratic polyno-
mials fc(z) = z2 + c with c lying outside of the Mandelbrot set M. Recall
that, given a complex parameter c ∈ C \M, the Basmajian-type identity is
formally given by (cf. [5])
(6.1) z1 − (−z1) =
∑
w∈{T1,T2}∗
(−1)η
(
w(T1(−z1))− w(T2(−z1))
)
= w(I)
where T1(z) =
√
z − c and T2(z) = −
√
z − c are the two branches of f−1c ,
z1 is the fixed point of T1 and η is the number of T2’s in the word w. For
notational convenience, we will denote by w(I) the term in the right hand
side series corresponding to the word w.
We proceed along the same lines as in the case of Schottky groups, namely
we consider the following L-function
G(s,m) =
∑
w∈{T1,T2}∗
(
w(I)
|w(I)|
)m
|w(I)|s
for s ∈ C and m ∈ Z so that the right-hand-side of the identity (6.1) is given
by G(1, 1). Using Thermodynamic Formalism, we prove analytic properties
of G(s,m) which are used to study the summatory function
Pm(x) ..=
∑
|w(I)|−1≤x
(
w(I)
|w(I)|
)m
.
The main goal of this section is to prove an asymptotic formula for Pm(x)
(Theorem 6.11).
6.1. Constructing G(s,m). For c ∈ C \ M, the quadratic polynomial
fc(z) = z
2 + c is expanding on the Julia set Jc and there exists a Markov
partition {P1, P2} with respect to which fc is a Markov map and satisfies
P1 ⊂ fc(P1), P2 ⊂ fc(P1), P1 ⊂ fc(P2), P2 ⊂ fc(P2).
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The augmented finite state automaton parametrizing all the words in the
alphabet {1, 2} is shown in Figure 2.
∗start
q1
q2
0
1
2
1
2
2
1
Figure 2. Augmented FSA for quadratic polynomial
Let A be the adjacency matrix of the above directed graph. Note that A
is not aperiodic. However, there is a submatrix B of A which is aperiodic.
A =

0 1 1 0
0 1 1 1
0 1 1 1
0 0 0 0
 and B = [ 1 11 1
]
Defines subshift of finite type ΣA and ΣB.
The following lemma is a consequence of uniform hyperbolicity of fc.
Lemma 6.2. There exist constants C < ∞, 0 < κ < 1 such that for each
word w of length n, |w(Jc)| ≤ Cκn.
Let θ be as in the lemma above, we define a metric on ΣA by
d(x, y) = κn
where n = n(x, y) is the largest number so that the sequences x and y agree
in the first n terms.
Proposition 6.3. There exists a Hölder map τ : ΣA → R such that for any
integer n ≥ 1, we have
τn(i0i1 · · · in0˙) = − log |w(I)|
where τn(x) =
∑n−1
j=0 τ(σ
jx), w = l(i0, i1) · · · l(in−1, in).
Proof. We first define a map r : Σ∗A → R on the set
Σ∗A = {i0i1 · · · in0˙ | l(i0, i1) · · · l(in−1, in) ∈ {T1, T2}∗}
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by
τ(i0i1 · · · in0˙) = log |σ(w)(I)| − log |w(I)|
for |w| ≥ 1 and r(0˙) = 0. We denote σ(w) = l(i1, i2) · · · l(in−1, in). Note
that τn(w0˙) = − log |w(I)|. Moreover, τ is Hölder continuous on Σ∗A since
τ(w0˙) = log
∣∣∣σ(w)(I)w(I) ∣∣∣ = log |f ′c(z)| for some z ∈ w(Jc) and log |f ′c| is analytic
away from 0. Finally, τ extends to a Hölder map on the entire shift space
ΣA as Σ∗A is dense in ΣA and τ is uniformly continuous. 
Proposition 6.4. There exists a Hölder map θ : ΣA → R/2piZ such that
for any integer n ≥ 1, we have
θn(i0i1 · · · in0˙) = w(I)|w(I)|
where θn(x) =
∑n−1
j=0 θ(σ
jx), w = l(i0, i1) · · · l(in−1, in).
Proof. We first define a map θ : Σ∗A → R on the set
Σ∗A = {i0i1 · · · in0˙ | l(i0, i1) · · · l(in−1, in) ∈ {T1, T2}∗}
by
θ(i0i1 · · · in0˙) = w(I)|w(I)| −
σ(w)(I)
|σ(w)(I)|
for |w| ≥ 1 and θ(0˙) = 0. We denote σ(w) = l(i1, i2) · · · l(in−1, in). Moreover,
θ is Hölder continuous on Σ∗A since θ(w0˙) = arg(f
′(z)) for some z ∈ w(Jc)
and arg(f ′(z)) is analytic. By density of Σ∗A and uniform continuity of θ, θ
extends to a Hölder map on the entire shift space ΣA. 
Lemma 6.5. τ is strongly non-integrable.
Proof. For notational convenience, we set τ(w) = r(σw)−r(w) where r(w) =
log |w(I)|. Suppose τ is not SNI. Then the temporal distance function
φζ,η(i, j) = r(ζj)− r(ζi) + r(ηi)− r(ηj) is identically zero, i.e.,
r(ζj)− r(ζi) = r(ηj)− r(ηi)
for any ζ, η, i, j ∈ Σ+A.
Let ζ = 0˙, η = 10˙, i = 10˙ and j = 20˙. Then r(2) − r(1) = r(12) − r(11),
i.e.
|2(I)|
|1(I)| =
|12(I)|
|11(I)| =
|T ′1(z)||2(I)|
|T ′1(v)||1(I)|
for some z ∈ T2(I) and v ∈ T1(I). This
implies that |T ′1(z)| = |T ′1(v)| which is a contradiction as |
√
z − c| 6= |√v − c|
for z ∈ T2(I) and v ∈ T1(I). 
Given the Hölder potentials τ and θ constructed above, for s = σ+ it ∈ C
and m ∈ Z, we apply Ln−sτ,mθ to the constant function 1 at the point x = 0˙
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and we obtain
Ln−sr,mθ1(0˙) =
∑
σn(y)=0˙
e−sr
n(y)+imθn(y) =
∑
σn(y)=0˙
(
e−r
n(y)
)s
(eiθ
n(y))m
=
∑
|w|=n
(
elog |w(I)|
)s( w(I)
|w(I)|
)m
=
∑
|w|=n
(
w(I)
|w(I)|
)m
|w(I)|s.
Therefore, for each c /∈M, we (formally) define an L-function G(s,m) by
(6.6) G(s,m) =
∞∑
n=1
Ln−sr,mθ1(0˙).
6.2. Analytic properties of G(s,m). The spectral properties of transfer
operators allow us to obtain the same analytic properties of G(s,m) as those
of F (s,m) given in Section 4.
Theorem 6.7 (Domain of convergence). For each m ∈ Z, G(s,m) converges
absolutely if and only if Re(s) > δ, where δ is the Hausdorff dimension of
the Julia set of fc.
Again, an earlier result of the author follows immediately from the propo-
sition.
Corollary 6.8 ([5]). The right hand side series in Basmajian-type identity
is absolutely convergent if and only if the Hausdorff dimension of the Julia
set is strictly smaller than 1.
Proof. Apply the above theorem with s = 1,m = 0. 
Proposition 6.9. There exist R > 0,  > 0 and 1 < β < 2 such that if
|σ − σ0| <  and |t| > R,
|G(s,m)| ≤ O((|t|+ |m|)β).
Proposition 6.10. Let ε > 0 be as in the above proposition.
(1) If m = 0, the function G0(s) is analytic on the half-plane Re(s) >
δ − ε except for a simple pole at s = δ with positive residue. It does
not have any other poles on the line Re(s) = δ.
(2) If m 6= 0, the function Gm(s) is analytic on the half-plane Re(s) >
δ − ε.
6.3. Orbit counting in complex dynamics.
Theorem 6.11. Let δ be the Hausdorff dimension of the Julia set.
(1) For m = 0, there exists C2 > 0, 0 < d2 < δ such that for any x ≥ 1,
P0(x) = Card {w | | log cw| ≥ 1/x} = C2xδ +O(xd2).
(2) For m 6= 0, there exists 0 < d2 < δ, 1 < β < 2 such that for any
x ≥ 1,
Pm(x) = O((|m|+ 1)βxd2).
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Analogously, the following corollary of Theorem 6.11 (2) states the equidis-
tribution of “holonomy” associated to the dynamical system (J(f), f).
Corollary 6.12. For any c /∈ M, there exist C > 0 and 0 < d2 < δ such
that for any f ∈ C2(S1), we have∑
|w(I)|−1≤x
f
(
w(I)
|w(I)|
)
= Cxδ
∫ 1
0
f(e2piit)dt+O(td2)
where the implied constant depends on the C2-norm of f . Here δ is the
Haudorff dimension of the Julia set.
Similar to the case of Schottky groups, Theorem 6.11 follows from the
following proposition which gives an estimate for the quantity ̂̂Pm(x) =∫ x
1
∫ y
1 P (z)dz.
Proposition 6.13. We have
(1) If m = 0, there exists a number 0 < d2 < δ such that for any x ≥ 1,̂̂
Pm(x) = C
xδ+2
δ(δ + 1)(δ + 2)
+O(xd2+2).
(2) If m 6= 0, there exists a number 0 < d2 < δ, 1 < β < 2 such that for
any x ≥ 1, ̂̂
Pm(x) = O((|m|+ 1)βxd2+2).
Proposition 6.13 is proved the same way as Proposition 5.4 by applying
the residue theorem to the integral̂̂
Pm(x) =
1
2pii
∫ c+i∞
c−i∞
Gm(s)
xs+2
s(s+ 1)(s+ 2)
ds
where c > δ and x ≥ 1.
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