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Abstract
A few years ago, some of us devised a method to obtain inte-
grable systems in (2+1)-dimensions from the classical non-Abelian
pure Chern-Simons action via reduction of the gauge connection in
Hermitian symmetric spaces. In this paper we show that the meth-
ods developed in studying classical non-Abelian pure Chern-Simons
actions, can be naturally implemented by means of a geometrical in-
terpretation of such systems. The Chern-Simons equation of motion
turns out to be related to time evolving 2-dimensional surfaces in such
a way that these deformations are both locally compatible with the
Gauss-Mainardi-Codazzi equations and completely integrable. The
properties of these relationships are investigated together with the
most relevant consequences. Explicit examples of integrable surface
deformations are displayed and discussed.
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1 Introduction
Many authors have extensively studied the deep relations among completely
integrable systems and the basic equations of the differential geometry, like
the Frenet formulae defining curves embedded in R3, or their analogous for
the surfaces, the Gauss-Weingarten (GW) equations, and the corresponding
integrability conditions, i.e. the Gauss-Mainardi-Codazzi (GMC) equations
(see for instance [1,2,3]). In these approaches the main idea is to add to a
generic differential geometry setting certain auxiliary conditions, containing
from the beginning the properties of the completely integrable systems.
A slightly different situation occurs in the study of the so-called Dar-
boux system [4,5], which naturally arises in looking for classes of orthogonal
curvilinear coordinates in Euclidean spaces and whose integrability has been
detected in Ref. 6. Such a system has been investigated mainly in connection
with the Topological Field Theory [7]. On the other hand, some years ago
some of us proposed a simple method to obtain completely integrable systems
in (2 + 1)-dimensions, from classes of non Abelian Chern-Simons (CS) field
theories, taking values in Hermitian symmetric spaces [8]. In this context
completely integrable systems are seen as particular gauge choices in which
the theory is formulated. Moreover, linear spectral problems are naturally
related to the geometrical constraints imposed on the target space. From this
point of view, integrable systems arise as special reductions, which break the
general covariance and the gauge invariance of the original field theory, but
preserve a residual symmetry in order to allow the Lax representation and
the complete integrability, although the solvability is lost.
In the present work we show that this approach can be naturally imple-
mented by resorting to a geometrical interpretation of the completely inte-
grable systems mentioned above. Precisely, we show as the CS equation of
motion can describe time evolving 2-dimensional surfaces in such a way that
the deformation is not only locally compatible with the GMC equation, but
completely integrable as well. The nature and the properties of such rela-
tionships are investigated together with the most important consequences.
Furthermore, explicit examples of integrable deformations of surfaces are dis-
played.
The paper is organized as follows. Section 2 contains some results on the
CS theory. In Section 3 the fundamental terminology and notations related
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to the theory of 2-dimensional surfaces are reviewed. In Section 4 the general
formulation of deformation of 2-dimensional surfaces is presented. Section 5
is devoted to the analysis of certain spin models in (2+1)-dimensions. Sec-
tion 6 is addressed to the bilinear representations of the spin systems fields
and of the trihedral moving frame. Sections 7 and 8 concern with the de-
formations of surfaces from integrable (2+1)-dimensional spin systems and
equations of the nonlinear Schro¨dinger type, respectively. In Sections 9 and
10 some solutions and special surfaces associated with spin system vortices
are considered. Finally, in Section 11 some concluding remarks are reported.
2 Chern-Simons theory and completely in-
tegrable systems
Here we shall review some preliminaries concerning the CS theory and we
show how one can connect them to the completely integrable systems in 2+1
dimensions. We are dealing with the field theory defined by the action
S [J ] =
k
4pi
∫
M
Tr
(
J ∧ dJ + 2
3
J ∧ J ∧ J
)
, (1)
where J is a 1-form gauge connection taking values in a simple Lie algebra gˆ
on an oriented closed three-manifold M , and k is a coupling constant which
should be quantized in a quantum theory [9]. The related classical equation
of motion is the zero - curvature condition
F ≡ dJ + J ∧ J = 0. (2)
The action (1) is manifestly invariant under general coordinate transfor-
mations (preserving orientation and volumes). Moreover, under a generic
gauge map G : M → Ĝ the gauge connection transforms as J → G−1JG +
G−1dG . Correspondingly, the action (1) changes as S[J ]→ S[J ]+2pi kW (G),
where
W (J) =
1
24pi2
∫
M
Tr(G−1dG ∧G−1dG ∧G−1dG) (3)
is the winding number of the map G and takes integer values, because of
the result pi3(Ĝ) = Z from the homotopy theory [10]. This is a Topological
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Field Theory in the sense that it possesses quantum observables, which are
independent of the metric and are related to the Jones polynomials of the
knot theory [11]. From other points of view, the action (1) has been used as an
effective interaction for quasi-particles and vortices in two space dimensional
systems, of interest in the physics of high temperature superconductivity
[12], and in the context of the low dimensional gravity models (see [13] and
reference therein). In the static self-dual reductions the system of equations
(2) becomes the two - dimensional Toda field theory [14], the static reductions
of the Ishimori model or of the Davey - Stewartson equation [15].
In [8] the general action (1) was reduced assuming that the Lie algebra
gˆ admits a Z2 graduation, in such a way the form J splits in two parts,
taking values on an isotropy subalgebra and a complement linear space, re-
spectively. The former component will play the role of a gauge field with
the isotropy group as a gauge group, the latter could be considered as a
sort of coupled ”matter” field. At any point of the corresponding coset
space we can introduce in a natural way a Riemannian torsion free connec-
tion [10]. Furthermore, the 3-manifold M is trivialized into Σ × R, where
Σ is a Riemann surface, endowed with a set of local complex coordinates
z = x1 + ix2, and R is interpreted as the time axis. Thus the connection
J can be further decomposed into time and space-like components. In the
simplest SU (2) /U(1) ∼ CP 1 ∼ S2 case the connection takes the form
J =
(
ivµ −q∗µ
qµ −ivµ
)
dxµ,
which can be rewritten in terms of complex forms
vdz =
1
2
(v1 − iv2) dz, ψ−dz = 1
2
(q1 − iq2) dz, ψ+dz = 1
2
(q1 + iq2) dz.
This allows us to write the action (1) as follows
S = −k
pi
∫
Σ×R
{1
2
ελµνvλ∂µvν+
i
2
(ψ∗+D0ψ+−ψ+(D0ψ+)∗−ψ∗−D0ψ−+ψ−(D0ψ−)∗)
− iq∗0(Dψ+− D ψ−) + iq0(Dψ+− D ψ−)∗}dx0dx1dx2, (4)
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where D0 = ∂0−2iv0, D = ∂z−2iv, D = ∂z−2iv∗ (∗ denotes the complex
conjugation). The first order Lagrangian involved in (4) is constrained by
the torsion-free condition
Dψ+ − D¯ψ− = 0 (5)
and by what we call the Gauss - Chern - Simons (GCS) law
∂zv
∗ − ∂zv = −i
(
|ψ+|2 − |ψ−|2
)
, (6)
enforced by the Lagrangian multipliers q0 and v0, respectively. Of course,
here we are looking in a different way to a subset of the equations of motion
(2), in which the general covariance is broken. Indeed, only the isotropic U(1)
invariance is left. Furthermore, by exploiting the local isomorphism between
so(3) and su(2) realized by the adjoint representation of the connection
J (ad) =
 0 −v0 −Re(q0)v0 0 −Im(q0)
Re(q0) Im(q0) 0
 dx0+
 0 −2Re(v) −Re(ψ+ + ψ−)2Re(v) 0 −Im(ψ+ + ψ−)
Re(ψ+ + ψ−) Im(ψ+ + ψ−) 0
 dx1+
 0 2Im(v) −Im(ψ+ − ψ−)−2Im(v) 0 −Re(ψ+ − ψ−)
Im(ψ+ − ψ−) Re(ψ+ − ψ−) 0
 dx2,
we are able to introduce the so-called moving trihedral frame {ei} in R3 [10],
which satisfies the orthonormal conditions
ei · ej = δij, ei ∧ ej = εijkek (7)
and changes accordingly to
∂µei = (Jµ)
(ad)
ik ek, µ = 0, 1, 2, i = 1, 2, 3. (8)
Its integrability is assured by the zero curvature condition, namely by Eq. (2).
For instance, assigning to e3 the special role of unimodular normal vector to
a given surface S, whose tangent plane is defined by the vectors (e1, e2), the
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equations (8) for µ = 1, 2 and i = 1, 2, 3 can be seen as the Gauss-Weingarten
equations of such a surface. Moreover, the mapping e3 : S −→ S2 is the well
known Gauss map. Furthermore, the corresponding integrability equations,
rewritten as
∂1J
(ad)
2 − ∂2J (ad)1 +
[
J
(ad)
1 , J
(ad)
2
]
= 0,
are the Gauss-Codazzi-Mainardi equations for a surface S immersed in R3.
They are the real form of the equations (5) and (6). The U(1) invariance
of such equations is readily interpreted as the invariance under local rota-
tions of the tangent plane at the surface S. This identification is one of the
motivation of the present article and it will be fully developed from the geo-
metrical point of view in the next Sections. Here we would like to show how
to use effectively the remaining equations in (8) for µ = 0 and i = 1, 2, 3 and
the corresponding integrability conditions. In particular, we ask if structures
related to the integrable systems can be detected in the above general pic-
ture. Then, since we show that it is the case, we are allowed to introduce a
completely integrable dynamics for the trihedral frame and, by consequence,
we can infer an integrable dynamics for the corresponding surfaces.
First, we can rewrite Eqs. (5) and (6) by introducing the quantities
V =
(
v∗
v
)
, Ψ± =
(
ψ±
−ψ∗±
)
, B =
i
2
σ3 (Ψ− −Ψ+) .
Indeed, the torsionless condition (5) and its complex conjugate can be written
as (
∂z
∂z¯
)
B +
i
2
(∂z¯ − ∂z)Ψ− + VΨ− −Ψ+V = 0,
while combining the GCS law (6) and its complex conjugate yields
tr
{
σ3
[(
∂z
∂z¯
)
V +BΨ− −Ψ+B
]}
= 0.
These equations involve independent components in the basis of the com-
plex 2 × 2 matrices, and we have no information only about the identity
component σ0. So the last two equations provide
L+
[
i
2
(∂z¯ − ∂z) + V +B
]
−
[
i
2
(∂z¯ − ∂z) + V +B
]
L− = fσ0, (9)
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L± =
(
∂z
∂z¯
)
−Ψ± (10)
has the form of the two-dimensional principal Zakharov-Shabat spectral prob-
lem [16] of elliptic type. Moreover, putting f ≡ 0 in equation (9), we obtain
the so called space part of the Ba¨cklund transformations associated with L±,
defining the first-order Ba¨cklund-gauge operator
Bˆ =
i
2
(∂z¯ − ∂z) + V +B.
This means that Bˆ maps solutions of the two linear problems
L−φ− = 0⇒ L+Bφ− = L+φ+ = 0. (11)
The previous considerations tell us that in the above formalism the Gauss
- Codazzi - Mainardi equations are expressed in terms of products of first
order differential operators, which have a precise meaning in the theory of
the completely integrable systems. Of course, in this context an essential role
is played by the second (evolution) linear operator of the Lax pair, in order to
introduce a compatible time evolution. The latter, generally speaking, is non
linear, while the corresponding equations from the CS theory still contains
the arbitrary functions interpreted as Lagrangian multipliers in the action
(4). Indeed, the corresponding equations read
D0ψ+ = D¯ q0, D0ψ− = D q0, (12)
∂0v − ∂zv0 = i
(
q0ψ
∗
+ − q∗0ψ−
)
(13)
and their complex conjugated. However, we can exploit the freedom in the
choice of q0 and v0 in order to fix the evolution of ψ± and v in the x0 variable.
In fact, let us take
q0 = 2i
[(
D¯ − i
2
(∂z¯ω − i∂z¯χ)
)
ψ+ +
(
D − i
2
(∂zω + i∂zχ)
)
ψ−
]
, (14)
where we require that the real functions χ and ω satisfy the supplementary
conditions
∂z∂z¯χ = −4
(
|ψ+|2 − |ψ−|2
)
, ∂z∂z¯ω = 0. (15)
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Furthermore, by introducing an irrotational field A = (∂zΛ, ∂z¯Λ, ∂0Λ) ( Λ is
an arbitrary real function) in such a way that
v =
1
4
∂zΛ− i
8
∂zχ, v0 =
1
4
(∂0Λ + u0) , ψ± = Ψ± exp
(
i
2
Λ
)
,
the ”time evolutions” (12) become
i∂0Ψ± + 2
(
∂2z + ∂
2
z¯
)
Ψ± +
1
2
u±0 Ψ± − i (∂z¯ω∂z¯ + ∂zω∂z)Ψ± = 0, (16)
where we have suitably defined in terms of u0,χ and ω the scalar fields u
±
0 ,
which obey the consistency conditions arising from (13)
∂z∂z¯u
±
0 = 8
(
∂2z + ∂
2
z¯
)
|Ψ±|2 . (17)
Thus, to summarize, the gauge fixing conditions (14) and (15) destroy the
arbitraryness contained in the equations (12) in favour of a formally decou-
pled pair of Davey - Stewartson equations (16) and (17). Actually, between
the two pairs of fields
(
Ψ±, u
±
0
)
there still exists the coupling provided by
the torsionless condition (5), which in the new variables takes the form(
∂z¯ +
1
4
∂z¯χ
)
Ψ− =
(
∂z +
1
4
∂zχ
)
Ψ+. (18)
As we discussed above, Eq. (18) is in essence the space part of the Ba¨cklund
transformations. Starting from a known solution, say
(
Ψ−, u
−
0
)
and fixing
ω, one can reconstruct the function χ, and solving (18) for Ψ+, finally we
find u+0 from (17). Furthermore, we observe that the gauge choice (14) -
(15) is equivalent to fix the second operator of the Lax pair, denoted here
by M± = ∂x0 + Σ2k=0M
(k)
±
[
i
2
(∂z¯ − ∂z)
]2−k
, where M
(k)
± are specific matrices.
M± provide the system (16) - (17) and (18) by the compatibility relations
[L±,M±] = 0, M+Bˆ − BˆM− = 0.
Moreover, by using a suitable particular eigenfunction φ0− of the equation
(11), it is well known (see [17],[18]) that one can construct a new spectral
problem of the form
8
LI− =
(
φ0−
)−1
L−φ0− = ∂x1 + iS∂x2 , M
I
− =
(
φ0−
)−1
M−φ0−,
where
S = i
(
φ0−
)−1
σ3φ
0
−
is an element of SU (2) /U (1) coset space and the corresponding eigenfunc-
tion is φI− =
(
φ0−
)−1
φ−. The resulting integrable system is known as Ishimori
model and it describes the evolution of a classical spin in a background gen-
erated by the density of the topological charge. Since this equation will be
discussed in the next Sections, we do not give other details about it. But here
we want to stress that such a system is an alternative integrable restriction of
the possible configurations of the CS field, exactly as the Davey-Stewartson
equation does. Furthermore, one can put the question if the spin field S
has something to do with the trihedral frame introduced above. The con-
sequences arising from the identification of S with one of the unimodular
vector fields ei is the main subject of the next Sections.
3 Surfaces in R3
To introduce our terminology and notations and to make the exposition self-
contained, we recall some basic facts from the theory of 2-dimensional sur-
faces. So, we consider a smooth surface in a three dimensional Euclidean
space R3. Let x, y be the local coordinates on the surface. At the same time,
the surface can be described by the position vector r(x1, x2, x3) = r(x, y),
where xi are coordinates of R
3. The surface is uniquely defined within rigid
motions by the two fundamental forms
I = Edx2 + 2Fdxdy +Gdy2 (19)
and
II = Ldx2 + 2Mdxdy +Ndy2, (20)
where E, F,G, L,M,N can be defined by
9
E = rx · rx = g11, F = rx · ry = g12 = g21, G = ry · ry = g22, (21)
L = n·rxx = b11, M = n·rxy = b12 = b21, N = n·ryy = b22. (22)
In Equations (21) and (22)
n(x, y) =
rx ∧ ry
| rx ∧ ry | =
rx ∧ ry√
g
(23)
is introduced, where g = det(gij) = EG− F 2 =| rx ∧ ry |2, is the normal
vector field at each point of the surface. Then the triple (rx, ry,n) represents
a local frame of R3, the changes of which are characterized by the GW
equations
rxx = Γ
1
11rx + Γ
2
11ry + Ln, (24)
rxy = Γ
1
12rx + Γ
2
12ry +Mn, (25)
ryy = Γ
1
22rx + Γ
2
22ry +Nn, (26)
nx = p11rx + p12ry, (27)
ny = p21rx + p22ry, (28)
where the Christoffel symbols of the second kind are defined by gij (
gij = (gij)
−1) as
Γijk =
1
2
gil(
∂glk
∂xj
+
∂gjl
∂xk
− ∂gjk
∂xl
), (29)
and
pij = −bikgkj. (30)
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The principal curvatures k1, k2 are the eigenvalues of the Weingarten op-
erator
Λ =
(
E F
F G
)−1 (
L M
M N
)
. (31)
which for the mean and the Gassian curvature implies
H =
k1 + k2
2
= tr(Λ) =
EN + LG− 2MF
2(EG− F 2 , (32)
K = k1k2 = det(Λ) =
LN −M2
EG− F 2 . (33)
One of the global characteristics of surfaces is the integral curvature
χ =
1
2pi
∫
K
√
gdxdy, (34)
which for compact oriented surfaces is the integer
χ = 2(1−△), (35)
where △ is the genus of the surface. The compatibility conditions of the
GW equations (24)-(28) furnish the GMC equations
Rlijk = bijb
l
k,
∂bij
∂xk
− ∂bik
∂xj
= Γsikbjs − Γsijbks, (36)
where bji = g
jlbil and the curvature tensor is
Rlijk =
∂Γlij
∂xk
− ∂Γ
l
ik
∂xj
+ ΓsijΓ
l
ks − ΓsikΓljs. (37)
For our purposes it is convenient to employ the triad of orthonormal
vectors
e1 =
rx√
E
, e2 = n, e3 = e1 ∧ e2. (38)
In terms of these vectors the GW equations (24)-(28) take the form
ejx = X ∧ ej , ejy = Y ∧ ej , (39)
where
X = τe1 + σe2 + ke3, Y = m1e1 +m2e2 +m3e3, (40)
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and
k =
L√
E
, σ =
2EFx −EEy − FEx
2E
√
g
, τ =
ME − LF√
gE
, (41)
m1 =
NE −MF√
gE
, m2 =
FEy −EGx
2E
√
g
, m3 =
M√
E
. (42)
Similarly, we can rewrite the GMC equations (32) in the following form
Ay −Bx + [A,B] = 0, (43)
with
A =
 0 k −σ−k 0 τ
σ −τ 0
 , B =
 0 m3 −m2−m3 0 m1
m2 −m1 0
 . (44)
Then, the GMC equation turns out to be equivalent to the set of equations
for the coefficients of the first and second fundamental forms. This system,
which is in general non integrable, reduces to integrable partial differential
equations for certain particular surfaces [10].
4 Deformations of surfaces in 2+1 dimensions:
the general formulation
It is well known that in some cases deformations of surfaces can be associated
with integrable equations [1-3]. Here we are interested in the deformation of
the two-dimensional surfaces discussed in Section 3. In other words, we have
to deal with the motion of such surfaces. To this aim, let us introduce the
vector field
rt = a1rx + a2ry + a3n, (45)
where the ai’s are some real functions. It is easy to show that the evolution
of the local trihedral frame is given by
ejt = T ∧ ej , (46)
T = ω1e1 + ω2e2 + ω3e3, (47)
12
ωj’s being real functions. Summarizing, the changes of the local frame are
provided by
ejx = X ∧ ej , ejy = Y ∧ ej , ejt = T ∧ ej , (48)
where the vectors X and Y are defined by (40). This system is analogous
to the system (8) in Section 2.
The system (52) represents the simplest form of the (2+1)-dimensional
GW equations.
By introducing the matrix
C =
 0 ω3 −ω2−ω3 0 ω1
ω2 −ω1 0
 (49)
and using the matrices A and B (see (44)), the compatibility conditions of
Eqs. (48) entail
Ay −Bx + [A,B] = 0, (50)
At − Cx + [A,C] = 0, (51)
Bt − Cy + [B,C] = 0. (52)
Of the nine funcions k, σ, τ,mi, ωi involved in A,B and C only three are
independent. In fact, we can express the functions mi, ωi in terms of k, σ, τ
and their derivatives. This point will be discussed later.
4.1 Some geometrical invariants and integrals of mo-
tion as consequence of the geometrical formalism
The formalism developed above yields some important invariants having a
pure geometrical nature. Indeed, in terms of the triad vectors these geomet-
rical invariants take the form
K
(t)
1 =
∫
e1 · (e1x ∧ e1y)dxdy, K(t)2 =
∫
e2 · (e2x ∧ e2y)dxdy,
K
(t)
3 =
∫
e3 · (e3x ∧ e3y)dxdy. (53)
In a similar way we can write down other two classes of invariants with
respect to x and y directions, respectively. These geometrical invariants can
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be interpreted as ”topological charges”. However, three of them, namely
K
(t)
i (i = 1, 2, 3) behave as integrals of motion of the (2+1)-dimensional
geometrical models under consideration. This will be elucidated in the next
Sections. These invariants can be related to the topological Chern index of
a curvature 2-form on a 2-dimensional space [19].
5 Integrable spin models in (2+1)- dimen-
sions
Now let us dwell upon the problem of finding or building up integrable defor-
mations of (2+1)-dimensional surfaces. Among several possibilities, within
the geometrical formalism previously presented we shall consider multidi-
mensional integrable spin (field) systems (MISSs) to recognize integrable de-
formations of surfaces.
5.1 The spin model
A few words on MISSs. At present there exist many integrable spin systems
in (2+1)-dimensions (see, for example, Refs. [20,21-25]). A well known
prototype of these systems is the Ishimori model (IM) [20]. A more general
(2+1)-dimensional integrable spin model is described by the pair of equations
St + S ∧ {(b+ 1)Sξξ − bSηη}+ buηSη + (b+ 1)uξSξ = 0, (54)
uξη = S·(Sξ ∧ Sη), (55)
where ξ, η are real or complex variables, b is a real constant, S = (S1, S2, S3)
is the spin (field) vector, S2 = 1, and u is a scalar function. These equations,
which are called M-XX equations (about our conditional notations, see e.g.
[21-25]), are one of the (2+1)-dimensional integrable generalizations of the
isotropic Landau-Lifshitz (LL) equation
St = S ∧ Sxx. (56)
In (1+1)-dimensions, Eqs.(54) and (55) reduce to the LL equation. In fact,
assuming that the variables S, u are, for example, independent of η, then
Eqs. (54) and (55) reproduce Eq. (56) within a simple scale transformation.
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We notice that Eqs. (54) and (55) are not the only integrable general-
ization of the LL equation in (2+1)-dimensions. Actually, other integrable
generalizations exist, such as the IM or the model defined by
St = (S ∧ Sy + uS)x, (57)
ux = −S·(Sx ∧ Sy). (58)
These equations, which are called M-I equations (see [21]) are again com-
pletely integrable. Some properties of these equations are studied in [21-23].
5.1.1 The Lax representation
Equations (54) and (55) can be solved by the IST method. The applicability
of the IST method to Eqs. (54) and (55) is based on the equivalence of these
equations to the compatibility condition of the following linear equations (the
Lax representation (LR))
ΦZ+ = SΦZ−, (59)
Φt = 2i[S + (2b+ 1)I]ΦZ−Z− +WΦZ−, (60)
where Z± = ξ ± η and
W = 2i{(2b+1)(F++F−S)+(F+S+F−)+(2b+1)SSZ−+1
2
SZ−+
1
2
SSZ+},
S =
(
S3 rS
−
rS+ −S3
)
, S± = S1 ± iS2 S2 = EI, E = ±1, r2 = ±1,
F+ = 2iuZ−, F
− = 2iuZ+.
In fact, from the condition ΦZ+t = ΦtZ+ we deduce
iSt +
1
2
[S, (b+ 1)Sξξ − bSηη] + ibuηSη + i(b+ 1)uξSξ = 0, (61)
uξη =
1
4i
tr(S[Sξ, Sη]), (62)
which is the matrix form of Eqs. (54) and (55).
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5.1.2 Special cases
Equations (54) and (55) contain both well known and less known integrable
cases in (2+1) and (1+1)-dimensions. Below we shall report some of them.
i) If b = 0, Eqs. (54) and (55) yield
St + S ∧ Sξξ + wSξ = 0, (63)
wη − S·(Sξ ∧ Sη) = 0, (64)
where w = uξ. This system, which is known as the M-VIII model [24],
is one of the simplest spin systems in (2+1)-dimensions integrable by IST.
It affords different type of solutions (solitons, vortices, etc.). In particular,
vortex solutions of Eqs. (54)-(55) can be derived from vortex solutions of the
spin system (54)-(55) discussed in Section 9 (for b = 0).
ii) Let us introduce the coordinates x = ξ − η, y = α(ξ + η) and put
b = −1
2
. Then, the spin system (54)-(55) reduces to the IM
St + S ∧ (Sxx + α2Syy) + uxSy + uySx = 0, (65)
uxx − α2uyy = −2α2S·(Sx ∧ Sy). (66)
The IM is the first integrable spin (field) system in the plane which can be
solved by IST method. The IM was studied by many authors from different
points of view (e.g. [16,17,20,23,32]).
iii) By setting b = 0, η = t, Eqs. (54) and (55) reduce to the following
(1+1)-dimensional spin system:
St + S ∧ Sξξ + wSξ = 0, (67)
wt +
1
2
(S2ξ)ξ = 0. (68)
This integrable model describes the nonlinear dynamics of compressible mag-
nets [26]. It is the first (and, to the best of our knowledge, at present the
unique) example of integrable spin system governing the nonlinear interac-
tions of spin (S) and lattice (u) subsystems in (1+1)-dimensions.
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6 Bilinear representations
One of the powerful tools in the soliton theory is the Hirota method. Now we
show how to construct the bilinear representations of the fields of the spin
system by using geometry. Let eji are the components of the unit vector
ej , i.e. ej = (ej1, ej2, ej3).We can take the following representation for the
components of the vector e1 :
e+1 = e11 + ie12 =
2f¯ g
f¯f + g¯g
, e13 =
f¯f − g¯g
f¯f + g¯g
. (69)
Then, we get
e+2 = e21 + ie22 =
f¯ 2 + g2
f¯f + g¯g
, e23 = i
fg − f¯ g¯
f¯ f + g¯g
, (70)
e+3 = e31 + ie32 =
f¯ 2 − g2
f¯ f + g¯g
, e33 = −fg + f¯ g¯
f¯ f + g¯g
, (71)
with
k = −iDx(g ◦ f − g¯ ◦ f¯)
f¯ f + g¯g
, m3 = −iDy(g ◦ f − g¯ ◦ f¯)
f¯f + g¯g
, (72)
σ = −Dx(g ◦ f + g¯ ◦ f¯)
f¯ f + g¯g
, m2 = −Dy(g ◦ f + g¯ ◦ f¯)
f¯ f + g¯g
, (73)
τ = i
Dx(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
, m1 = i
Dy(f¯ ◦ f + g¯ ◦ g)
f¯ f + g¯g
, (74)
ω3 = −iDt(g ◦ f − g¯ ◦ f¯)
f¯ f + g¯g
, ω2 = −Dt(g ◦ f + g¯ ◦ f¯)
f¯ f + g¯g
(75)
ω1 = i
Dt(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
. (76)
The Hirota operators Dx, Dy and Dt are defined by
DlxD
m
y D
n
t f(x, y, t) ◦ g(x, y, t) = (∂x − ∂x′)l(∂y − ∂y′)m(∂t − ∂t′)nf(x, y, t) ◦
g(x′, y′, t′) | x=x′,y=y′,t=t′ .
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Now we write down the bilinear representation for the spin vector and for
the derivatives of the potential u. Taking into account (69)-(76), we find
S+ = S1 + iS2 =
2f¯ g
f¯f + g¯g
, S3 =
f¯ f − g¯g
f¯f + g¯g
. (77)
This is the general representation for the components of the spin vector for all
the spin systems. However, for the potential the bilinear forms for every spin
system should be different. In the following we shall consider some examples.
i) The Ishimori model. In this case we have
τ =
1
2
uy, m1 =
1
2α2
ux. (78)
Hence, from (74) we get
uy = −2iDx(f¯ ◦ f + g¯ ◦ g)
f¯ f + g¯g
, ux = −2iα2Dy(f¯ ◦ f + g¯ ◦ g)
f¯ f + g¯g
. (79)
On the other hand, from (74) it follows also
τx = α
2m1y, (80)
so that
m1 = α
−2∂−1y τx. (81)
ii) The isotropic M-I equation. Let us take
τ = 0, m1 = u. (82)
Then, from (74) and (82) we obtain
Dx(f¯ ◦ f + g¯ ◦ g) = 0, u = −iDy(f¯ ◦ f + g¯ ◦ g)
f¯ f + g¯g
. (83)
iii)The spin system (54)-(55). Let us start from
τ =
1
2
uξ, m1 = −1
2
uη. (84)
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Then we have
uξ = −2iDξ(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
, uη = 2i
Dη(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
,
and
τη = −m1ξ, (85)
m1 = −∂−1ξ τη. (86)
An important consequence of these results is the possibility to determine the
time evolution of the potential (and/or its derivatives). For instance, for the
IM the time evolution of the derivatives of the potential are given by
1
2
(uy)t − ω3x + σω1 − τω2 = 0, (87)
1
2α2
(ux)t − ω1y +m3ω3 −m2ω3 = 0. (88)
7 Deformations of surfaces by integrable spin
systems in 2+1 dimensions
An interesting example of surface integrable deformation can be found out
by identifying the tangent unit vector e1 with the spin vector, i.e.
e1 ≡ S. (89)
In such a way, the spin model (54)-(55) takes the form
e1t + e1 ∧ {(b+ 1)e1ξξ − be1ηη}+ buηe1η + (b+ 1)uξe1ξ = 0, (90)
uξη = e1 · (e1ξ ∧ e1η). (91)
The functions mi, ωi can be expressed in terms of the three independent
functions k, τ ,σ.Using the GW equations (48), Eqs. (90)-(91) can be written
as
e1t = ω3e2 − ω2e3, (92)
uξη = σm3 − km2, (93)
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where
ω2 = b[m3η −m22 − uηm2]− (b+ 1)[kξ + στ + uξσ], (94)
ω3 = (b+ 1)[σξ − kτ − kuξ]− b[m2η −m1m3 + uηm3]. (95)
Now by choosing m1 according to the special reduction (84), the remain-
ing functions m2 and m3 are given by
m2 =
σm3 − uξη
k
, m3 =
στuξη + (a2/2)uξ − a3
a1 + σ2τ
, (96)
where
a1 = k
2τ − kσξ + σkξ, a2 = −k3 − σ2k,
a3 = k
2ση − σkkη + kuξξη − kξuξη. (97)
By virtue of these formulae we derive the function ω1 from (50).
Thus, all the unknown functions mi, ωi are defined via the three functions
k, τ, σ only and their derivatives. This is the consequence of the identification
of the motion of surface with the spin system (90)-(91).This means that the
motion of surface is fully determined by these three functions. Since the spin
model (90)-(91) is integrable, we can conclude that the deformation of the
surface characterized by Eqs. (50)-(52) is integrable.
8 Deformations of surfaces related to the (2+1)-
dimensional NLS-type equation
One of the most remarkable consequence of the geometrical formalism pre-
viously outlined is that it allows to find the equivalent counterpart of the
spin system (54)-(55). To show this property, let us introduce two complex
functions q, p according to the following expressions
q = a1e
ib1 , p = a2e
ib2 , (98)
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where aj, bj are real functions. Now let us choose the functions aj , bj in such
a way that
a21 =
1
4
k2 +
|α|2
4
(m23 +m
2
2)−
1
2
αRkm3 − 1
2
αIkm2, (99)
b1 = ∂
−1
x {−
γ1
2ia′21
− (A¯−A +D − D¯)}, (100)
a22 =
1
4
k2 +
|α|2
4
(m23 +m
2
2) +
1
2
αRkm3 − 1
2
αIkm2, (101)
b2 = ∂
−1
x {−
γ2
2ia′22
− (A− A¯ + D¯ −D)}, (102)
where
γ1 = i{1
2
k2τ +
|α|2
2
(m3km1 +m2ky)−
1
2
αR(k
2m1 +m3kτ +m2kx) +
1
2
αI [k(2ky −m3x)− kxm3]}, (103)
γ2 = −i{1
2
k2τ +
|α|2
2
(m3km1 +m2ky)+
1
2
αR(k
2m1 +m3kτ +m2kx) +
1
2
αI [k(2ky −m3x)− kxm3]}. (104)
Here α = αR+ iαI . In this case, q, p satisfy the (2+1)-dimensional equations
of the nonlinear Schro¨dinger (NLS) type [27]
iqt + (1 + b)qξξ − bqηη + vq = 0, (105)
ipt − (1 + b)pξξ + bpηη − vp = 0, (106)
vξη = −2{(1 + b)(pq)ξξ − b(pq)ηη}. (107)
These equations are the geometrical equivalent counterpart of the spin sys-
tem (54)-(55). Therefore, the spin system and the (2+1)-dimensional NLS
equations (105)-(107) turn out to be mutually geometrical equivalent.
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8.1 Gauge equivalence
Now we prove that the spin system (54)-(55) and equations (105)-(107) are
not only equivalent in the geometrical sense, but are also each other gauge
equivalent. To this purpose, let us perform the gauge transformation Ψ = gΦ,
where the function Φ is the solution of equations (59)-(60) and g is a 2x2
matrix such that
S = g−1σ3g, (108)
and
gZ+g
−1 − σ3gZ−g−1 =
(
0 q
p 0
)
. (109)
Under this transformation the function Ψ obeys the following set of linear
equations
ΨZ+ = σ3ΨZ− +B0Ψ, (110)
Ψt = 4iC2ΨZ−Z− + 2C1ΨZ− + C0Ψ, (111)
where B0, Cj are given by
B0 =
(
0 q
p 0
)
, C2 =
(
b+ 1 0
0 b
)
, C1 =
(
0 iq
ip 0
)
, C0 =
(
c11 c12
c21 c22
)
,
(112)
and the functions cij (i, j = 1, 2) fulfills the equations
c12 = i[(4b+ 3)qZ− + qZ+ ], c21 = −i[(4b + 1)pZ− + pZ+], (113)
c11Z− − c11Z+ = i[(4b+ 3)(pq)Z− + (pq)Z+], (114)
c22Z− + c22Z+ = i[(4b+ 1)(pq)Z− + (pq)Z+], (115)
with v = i(c22 − c11) (see (105)-(107)).
The compatibility condition of Eqs. (110)-(11) gives the equations (105)-
(107). This means that the spin model (54)-(55) and the NLS - type equations
(105)-(107) are gauge equivalent each other. Moreover, it is easy to check
that if g satisfies equations Eq. (109), then S given by (108) satisfies Eqs.
(54)-(55) with
u = −2 ln det g. (116)
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8.1.1 Reductions
Equations (105)-(107), as its and equivalent spin system (54)-(55), contain
several integrable cases, namely
i) b = 0. Equations (105)-(107) yield the equations [27]
iqt + qξξ + vq = 0, (117)
ipt − pξξ − vp = 0, (118)
vη = −2(pq)ξ. (119)
ii) a = b = −1
2
. Then, we give the Davey-Stewartson (DS) equation [27]
iqt + qxx + α
2qyy + vq = 0, (120)
ipt − pxx − α2pyy − vq = 0, (121)
vxx − α2vyy = 2{(pq)xx + α2(pq)yy}, (122)
where x = ξ − η, y = α(ξ + η).
iii) Putting b = 0, η = t, Eqs. (105)-(107) reduce to the (1+1)-dimensional
Ma [28] or Yajima-Oikawa [29] equations
iqt + qξξ + vq = 0, (123)
ipt − pξξ − vp = 0, (124)
vt + 2(pq)ξ = 0, (125)
which are known to be integrable.
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9 Solutions of the spin system
It could be of interest to study Eqs. (54)-(55) by the IST method. However,
to look for some special solutions, it is convenient to exploit the Hirota bi-
linear method. To this aim, let us build up the bilinear form of (54)-(55) for
the compact case.
We obtain
S+ = S1 + iS2 =
2f¯ g
f¯f + g¯g
, S3 =
f¯ f − g¯g
f¯f + g¯g
, (126)
uξ = −2iDξ(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
, uη = 2i
Dη(f¯ ◦ f + g¯ ◦ g)
f¯f + g¯g
, (127)
where Sj (j = 1, 2, 3) are the components of spin vector S, S
± = S1 ±
iS2,and u is the scalar potential.
Hence, from (116) we get
u(ξ, η, t) = −2 ln(| f |2 + | g |2). (128)
Substituting formulae (126) and (127) into the spin system (54)-(55), we
obtain the bilinear equations
[iDt − (b+ 1)D2ξ + bD2η](f¯ ◦ g) = 0, (129)
[iDt − (b+ 1)D2ξ + bD2η](f¯ ◦ f − g¯ ◦ g) = 0, (130)
{DξDη +DηDξ}(f¯f + g¯g) ◦ (f¯ f + g¯g) = 0. (131)
Equation (131) coincides with the compatibility condition uξη = uηξ.
Now we can construct some special solutions of Eqs. (54)-(55). In par-
ticular, to construct vortex solutions, we start from Eqs. (129)-(130) and
assume that
f = f(ξ, t), g = g(ξ, t). (132)
Then Eq. (131) is satisfied automatically. At the same time, Eqs. (129)-(130)
are fulfilled if
ift + (b+ 1)fξξ = 0 igt + (b+ 1)gξξ = 0. (133)
24
Consequently, we are led to the following multi-vortex solutions
gN =
N∑
j=0
∑
m+2n=j
aj
m!n!
(
2
b+ 1
)
m
2 ξm(2it)n, (134)
fN =
N−1∑
j=0
∑
m+2n=j
bj
m!n!
(
2
b+ 1
)
m
2 ξm(2it)n, (135)
where aj and bj are arbitrary complex constants, and m,n are non-negative
integer numbers. In particular, the 1-vortex solution can be derived by choos-
ing
f = b0, g = a
′
1ξ + a0, (136)
where a′1 = a1(
2
b+1
)
1
2 .
So, the 1-vortex solution is static. To find a dynamic solution, we have
to consider the N -vortex solution using the forms
f(ξ, t) = b0
N∏
j=1
[ξ − pj(t)], (137)
g(ξ, t) = a0
N∏
j=1
[ξ − qj(t)], (138)
where pj and qj denote the positions of the zeros of f and g, and a0, b0 are
constants. The evolution of pj and qj is
pjt = −i(b+ 1)
N∑
k 6=j
1
pj − pk , (139)
qjt = −i(b+ 1)
N∑
k 6=j
1
qj − qk , (140)
where j, k = 1, 2, ..., N . These equations are related to the Calogero-Moser
system.
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10 Special surfaces corresponding to vortex
solutions of the spin system
This Section is devoted to the construction of explicit surfaces. To this aim,
let us start from the 1-vortex solution of the spin system (54)-(55). By
choosing for simplicity E = 1, Eqs. (41)-(42) become
k = L, σ =
Fx√
g
, τ =
M − LF√
g
, (141)
m1 =
N −MF√
g
, m2 = − Gx
2
√
g
, m3 =M. (142)
On the other hand, from (38) and (89) we get
rx(ξ, η, t) = S(ξ, η, t). (143)
Now let us consider by way of example the surface associated with the
1-vortex solution of the Ishimori system, whose components are
S3 =
1−b2|Ξ|2
1+b2|Ξ|2 , S
+ = 2beiδ Ξ
1+b2|Ξ|2 ,
u = 2
(
ln (b) + ln
[
1 + b2 |Ξ|2
])
,
where Ξ denotes the complex variable Ξ = 2a exp (iγ) (x+ iy) + 1, a, b, γ
and δ being real constants.
Then, by resorting to the formula e1 = rx/
√
E(with E ≡ 1), we can
integrate to yield the following components for the position vector
r1 =
cˆ ln(1+b2|Ξ|2)
a b
−
√
2 arctan
[
b
√
2
Ω
(a x+c)
]
(c˜−2 a sˆy)
a
√
Ω
,
r2 =
sˆ ln(1+b2 |Ξ|2)
a b
−
√
2 arctan
[
b
√
2
Ω
(a x+c)
]
(2 a cˆy+s˜)
a
√
Ω
,
r3 = −x+
2
√
2 arctan
[
b
√
2
Ω
(ax+c)
]
a b
√
Ω
,
(144)
where for the sake of clarity we have introduced the second degree polynomial
Ω = 2+ b2 [1 + 2a2y2 − cos (2γ) + 4a sin (γ) y] and the constants c = cos (γ) ,
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s = sin (γ) , cˆ = cos (γ + δ) , sˆ = sin (γ + δ) , c˜ = − cos(δ) + cos(2 γ + δ),and
s˜ = − sin(δ) + sin(2 γ + δ). Furthermore, we have put identically equal to
zero any arbitrary function of integration in y only.
From them, with the help of the various formulae given in Section 3, we
obtain the coefficients of the I-fundamental form
E = 1, F =
4 b (s+a y) (b (c+ax)
√
Ω+
√
2 (1+b2 |Ξ|2)At[x,y])
(1+b2 |Ξ|2)Ω 32
G =
2 (4 b2 (s+a y)2 Ω+8 (1+b2 |Ξ|2)At[x,y]2)
(1+b2 |Ξ|2)Ω2
where At[x, y] = arctan
[
b
√
2
Ω
(a x+ c)
]
, and analogously for the II-fundamental
form
√
gL =
8 a b [−(b3 (c+ax) (s+ay)2
√
Ω)+
√
2 (1+b2 |Ξ|2)At[x,y]]
(1+b2 |Ξ|2)2 Ω 32
,
√
gM = −4 a b
2 (s+a y)
(1+b2 |Ξ|2)2
√
gN =
8 a b (2
√
2 (1+b2 |Ξ|2)
√
Ω At[x,y]+8 b (c+ax) (1+b2 |Ξ|2) At[x,y]2+b3 (c+ax) (s+a y)2 Ω(2+Ω))
(1+b2|Ξ|2)2 Ω3
where g in the metric factor
√
g is expressed by
g = 8
(1+b2 |Ξ|2)2 Ω3{ b2 (s+ a y)
2Ω − 2 b2 (c+ a x)2 + (1 + b2 |Ξ| 2) Ω)
−4√2 b3 (c+ a x) (s+ a y)2 (1 + b2 |Ξ| 2) √ΩAt [x, y] + 4 (1 + b2 |Ξ| 2)2At [x, y] 2}.
.
The Gauss curvature K and the mean curvature H are given by (see (32)
and (33)) are given by
K =
8 a2 b2
(1 + b2 Ξ2)4Ω
9
2
{−b2 (s+ a y)2Ω 32
(
Ω3 + 4 b4 (c + a x)2 (s+ a y)2 (2 + Ω)
)
+4
√
2b3(c+ ax)(s + ay)2(1 + b2 | Ξ |2)Ω2At[x, y]−
16(1 + b2 | Ξ |2)[2 b4 (c+ a x)2 (s+ a y)2 − (1 + b2 | Ξ |2)]
√
ΩAt[x, y]2+
32
√
2b(c+ ax)(1 + b2 | Ξ |2)2At[x, y]3},
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H =
4ab(
1 + b2 |Ξ|2
)3
Ω
7
2
√
g
{b3 (c+ a x) (s+ a y)2Ω 32 [
(
1 + b2 |Ξ|2
)
(2 + Ω)+
4 (2 b2 (s+ a y)2 + Ω)]
+2
√
2
(
1 + b2 |Ξ|2
)
Ω
(
1− 4 b2 (s + a y)2 + b2 |Ξ|2 + 2 b2 (s+ a y)2Ω
)
At[x, y]+
8 b (c+ a x)
(
1 + b2 |Ξ|2
) (
1 + 2 b2 (s+ a y)2 + b2 |Ξ|2
)√
ΩAt[x, y]2−
16
√
2
(
1 + b2 |Ξ|2
)2
At[x, y]3},
respectively.
An example of a surface associated with the 1-vortex solution of the
Ishimori system is drawn in Fig 1.
11 Conclusions
In this paper we have established some notable connections among the purely
topological CS theory, deformations of surfaces, and integrable equations in
(2+1)-dimensions. However, many questions remain open and deserve fur-
ther investigation, such as for example the search for other integrable classes
of deformations of surfaces, the determination of the Hamiltonian structure
and the possible interpretation of the solutions by a physical point of view.
To this regard, in particular we have found exact vortex solutions of the
(2+1)-dimensional spin system. Furthermore, we have seen that the dy-
namics of vortices is governed by a system of the Calogero-Moser type. To
conclude, we notice that another approach exists to study integrable (2+1)-
dimensional deformations of surfaces, i.e. the method developed mainly by
Konopelchenko, Taimanov and coworkers [3,30]. The essential tool of their
procedure is the use of a generalized Weierstrass representation for a con-
formal immersion of surfaces into R3 or R4, together with a linear problem
28
related to this representation. The method devised in [3,30] allows one to
express integrable deformations of surfaces via hierarchies of integrable equa-
tions, such as the Nizhnik-Veselov-Novikov and the DS equations, and so on.
We think that our approach and that described in [3] should be pursued in
parallel, with the purpose to achieve possible complementary results on the
link between integrable deformations of surfaces and completely integrable
partial differential equations.
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Figure 1: We drawed the same surface from two different points of view. The
parameters used in eq. (144) are a = 1, b = 0.1, γ = δ = 0
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