Abstract. In this paper we study the order of shape preserving approximation of functions f in Sobolev space by free knot splines. The main result is that we can preserve k-convexity of f for general k, and retain the optimal order of approximation n ?r at the same time.
1. Introduction. In many applications, it is desired that the mathematical model preserve certain geometric properties of the data, such as monotonicity and convexity. We shall give some results which show it is possible to preserve these properties without deteriorating the order of approximation by free knot splines. More precisely, we shall prove a theorem about the approximation order of k-convex functions in the Sobolev space W r 1 0; 1] by k-convex spline functions with n free knots of order r.
We say a function f 2 C 0; 1] is k-convex if its k-th forward di erences k h (f; x) are non-negative for all choices of x and h > 0 such that 0 x < x + kh 1. If f has k continuous derivatives, then f is k-convex if and only if f (k) 0. It is clear that k-convexity means f is non-negative if k = 0, non-decreasing if k = 1, convex if k = 2. We will develop our results for the interval 0; 1], but they hold also for any nite interval a; b] by a linear change of variable.
Let n be the space of all splines of order r on 0; 1] with n knots: (1.1) n := n 0; 1] := S r (T; 0; 1]) with the union taken over all knot sequences T on 0; 1] of length n. For any f 2 C 0; 1] which is k-convex for some 0 k < r, let (1.2) n;k (f) := inffkf ? sk 1 : s 2 n ; s (k) 0g:
We now state the main theorem of this paper, whose proof will be given in x3. In this theorem and throughout the paper, M will denote kf kf ? s 0 k 1 C M n r with C depending only on r, i.e., n;k = O ? n ?r : Theorem 1.1 says that there is a free knot approximation to f which preserves k-convexity of f, has the highest smoothness of all splines of order r which are not polynomials, and retains the optimal order of approximation n ?r at the same time. We should point out that for non-constrained free knot approximation the optimal order is achievable for a wider class of functions than W r 1 . It would be nice if we could prove our theorem for the same class of functions, but W r 1 is the largest function space contained in that class whose seminorm is suitable for our constructive proof.
There are many similar results in the literature for the case of xed knot spline approximation. R. DeVore 6] proved that the optimal order is achievable by monotone spline approximation with equally spaced knots in L 1 . He also proved in 7] a similar result about monotone approximation by polynomials. Several years later, C. Chui, P. Smith and J. Ward 5] gave a simpler proof of DeVore's result in 6] and also proved the corresponding result in L p , 1 p < 1. More recently, R. Beatson gave corresponding results on k-convex approximation for k = 0 and 1 with arbitrary xed knots ( 2] and 3]), and k = 2 with equally spaced knots ( 1] ). But 3] has never been published since he found an elegant short proof to treat the cases k = 1 and 2 (for an arbitrary xed knot sequence) simultaneously ( 4]). We emphasize again that the distinction with these results and our Theorem 1.1 is that Theorem 1.1 is for free knot spline approximation for which the same order of approximation n ? is achievable for a wider class of functions. The simplest example of this is Kahane's Theorem which says that a continuous function f can be approximated by free knot piecewise constants with the optimal order n ?1 if and only if f 2 BV, while in the case of equally spaced knots the condition becomes f 2 Lip1, which is obviously smaller than BV ( 10] ). This step is long and the notation is a little cumbersome but the idea is simple. We cut the interval in an appropriate way, construct some overlapping approximating polynomials on the subintervals obtained, then use a`blending lemma' (Lemma 2.5) to put them together and obtain the spline g. The k-fold integral of g is a k-convex approximation to f, but its approximation order is only n ?r 0 . In Step 2 we rst modify g, then integrate it k times on 0; 1]. The key step in the proof is modifying g so as to prevent the error from building up when integrating back. In Step 3 we estimate the error. In the proof we need some preparatory theorems and lemmas which we discuss in the section that follows.
2. Preliminary Results. We begin with the following result on approximation by splines with free knots.
Theorem 2.1. If f 2 W r 1 0; 1], then for any n 1, there exists a partition T: 0 = t 0 < t 1 < < t n = 1, and a piecewise polynomial s of order r on T, such that F i R(T)C(T)M R(T) M n k+1 : Proof. We can assume k 1 and min i F i > 0, for the cases k = 0 or min i F i = 0 are trivial. We make use of the following inequality which is a special case of (2.9.1) in 8]: Lemma 2.3. There exists a partition T : 0 = t 0 < t 1 < < t n = 1, such that R(T ) = 1, and which is (2.8). The uniqueness is due to the (strict) monotonicity of F i . Theorem 2.1 follows from the lemma and (2.7). In
Step 1 of the proof of our main theorem, after nding a partition by balancing subintervals, we shall construct some non-negative overlapping polynomials which approximate f (k) from below, then construct the spline g by putting these local approximants together. The following lemma from Beatson 2] will be used to guarantee the existence of the local polynomials with the required properties. In
Step 2 of the proof of Theorem 1.1, we shall modify the spline g, without destroying its positivity, of course, before integration to prevent the error from building up. This will lead to a system of linear equations with some undetermined coe cients. The undetermined coe cients should be chosen so that the system has a non-negative solution, but it is not trivial to do so directly. We shall make use of the following Banach Perturbation lemma (Theorem 2.6) to change the system into a limiting form which is relatively easier to solve. The nal stage of the proof was greatly helped by Ronald A. DeVore,who pointed out that this is a moment problem and so made it possible for the author to solve it beyond the case of k 3. The author then studied the moment theory and related areas, which resulted in the nal elegant proof for the case of general k, based on the well-known Gauss-Jacobi quadrature (Theorem 2.7.) Theorem 2.6 ( 11], Theorem 4.3.6). Let k k be a matrix norm such that kXY k kXk kY k for any n n matrices X and Y , and kIk = 1, where I is the identity matrix. Let 3. Proof of Main Theorem. We begin with some comments which will simplify our analysis. We shall de ne below an integer l, depending only on r and k and bounded by a function of r, and prove that if n = ml, m = 1; 2; : : : , then n;k (f) CMm ?r . The theorem then holds for general n, because if n < l, we can enlarge the constant C; if lm n < l (m + 1) for some m 1, then n;k (f) lm;k (f) CMm ?r = C(l m + 1 m ) r ]M l (m + 1)] ?r < C(2l) r ]Mn ?r =: C 0 Mn ?r :
We can also assume M > 0. Otherwise f 2 P r?1 0; 1] and we simply set s 0 = f. As mentioned before, we prove the theorem in three steps. We shall use our previous notation r 0 := r ? k for the order of the spline function g below.
Step 1: We shall construct a non-negative spline g of order r 0 which approximates f (k) from below and whose k-fold de nite integral has an approximation order n ?r 0 . Later, in Step 2, we shall make corrections to this g and integrate the resulting splineĝ to obtain the desired approximant to f. The reason we approximate f (k) from below is that the corrections will be in the positive direction and the positivity of g will then be automatically preserved.
Case 1: r 0 = 1, (i.e., k = r ? 1.) This is a trivial case in which g is a non-negative piecewise constant approximant to f We then blend these overlapping polynomials as follows: We insert 2(r 0 ?1) 2 +1 simple knots in each I i := (x i?1 ; x i ) for 1 i 2m in an arbitrary way, and then apply Lemma 2.5 to each pair p i , p i+1 , 2 i 2m ? 1, to obtain a spline g i of order r 0 satisfying the conditions (1) and (2) in the lemma. De ne g by setting g := g i on I i , 2 i 2m ? 1, g := g 2 = p 2 on I 1 and g := g 2m?1 = p 2m on I 2m . Then g is a spline on the knot sequence consisting of the knots inserted above as well as those in X. Step 2 (Error Correction): Having constructed g, a natural candidate for our s 0 is the solution s 0 of the following initial value problem: ( s
0 (x) = g(x); s Here we have used the Taylor's expansions at x 0 . In the trivial case that r (k) is identically zero on x 0 ; x 1 ] no correction is necessary. Hence, attention can now be restricted to the case that R x 1 x 0 r (k) (t) dt > 0. In this case we have to control all of them or they would build up and end up with, roughly speaking, order n ?r 0 = n k?r .
To correct these errors, we will add some spline m 1 (x) = P k j=1 j M j (x) to g, where j 0, M j are the B-splines of order r 0 on some knots which will be inserted into I 1 later, with R M j (t) dt = 1, such that i.e., we will add a non-negative spline supported on I 1 to g which will eliminate all the errors in the rst k derivatives at x 1 . We need to show that there exist coe cients j and knots for the B-splines M j which satisfy (3.4). For this we use the mean value theorem to rewrite (3.4) as . We shall choose in I 1 the supporting knots for M j such that (3.6) has a nonnegative solution . This is di cult to solve directly, so we rst consider an ideal problem in which the knots of M j are allowed to coalesce. That is, suppose M j = y j are the Dirac functions with a unit mass at some y j 2 I 1 , then i;j = y j will depend only on j. In this case it is easy to see that we can choose the points y j so that (3.5) has a solution := ( We can now solve the original system (3.6) as a perturbation of this ideal problem. By Theorem 2.6, if we insert into I 1 for each M j r 0 + 1 simple knots which are su ciently close to y j , then A will be so close to A (in the 1-norm) that it will also be invertible, and the solution = A ?1 e of (3.6) will be so close to that it will be non-negative. This proves the existence of m 1 .
We call m 1 a correcting function on I 1 since it corrects completely all the errors in the rst k derivatives of g accumulated on I 1 . We are now ready to construct the nal approximant s 0 to f: we nd a correcting function m i (x) for each I i , and letĝ(x) = g(x)+ Then s 0 is a k-convex C r?2 spline function of order r on the knot sequence consisting of all the knots we inserted: x i 's (called the test points), those inserted in the blending and those for M j 's. The only thing that remains to show is the approximation order of s 0 , which we will establish in Step 3 below.
Step 3 (Error Estimate): It is easy to see from our construction that s 0 interpolates f k times at each test point x i , that is to say, the situation at each x i is exactly the same as that at x 0 = 0. Therefore the errors on di erent subintervals I i are independent of each other, and can be estimated locally. We shall do this on I 1 for the case r 0 2 only. Estimates for other I i and the case r 0 = 1 are similar.
Since r 
