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Abstract
En este trabajo presentamos una propuesta entorno a co´mo se puede utilizar la Descom-
posicio´n en valores singulares de una matriz para desarrollar un temario de una asignatura
de A´lgebra lineal en un grado de ingenier´ıa. Para ello introducimos algunas te´cnicas es-
peciales, resultados y ejemplos.
In this work we present how we can use the Singular Valued Decomposition of a matrix as
a main tool to develop a Linear algebra course in engineering. Some special techniques,
results and examples are introduced in this setting.
Palabras clave: modelizacio´n, a´lgebra lineal, descomposicio´n en valores singulares, DVS.
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1 Introduccio´n
Bajo diferentes nombres, el A´lgebra Lineal es una de las asignaturas que aparece en los pro-
gramas de estudios de todos los grados de estudios te´cnicos. Con la implantacio´n del Espacio
Europeo de Educacio´n Superior las asignaturas de matema´ticas, en general, y el A´lgebra li-
neal en particular, han sufrido un importante recorte en el nu´mero de cre´ditos. Asimismo
las asignaturas de Modelizacio´n Matema´tica que habitualmente se impart´ıan en las antiguas
ingenier´ıas han desaparecido de los nuevos planes de estudios.
Una posibilidad para suplir la carencia en el nu´mero de horas que se imparten en matema´ticas
en los nuevos grados de ingenier´ıa ser´ıa el cambio en la metodolog´ıa de ensen˜anza-aprendizaje.
En este trabajo presentamos algunas ideas para cambiar esta metodolog´ıa en las asignaturas
de A´lgebra lineal. La idea se basa en dos aspectos centrales: por una parte, y desde el punto de
vista del alumnado, se tratar´ıa de utilizar los conocimientos que tienen los alumnos que acceden
a los grados universitarios de su etapa estudios de Ensen˜anza Secundaria Obligatoria (ESO) y
de bachillerato; por otra parte, desde el punto de vista del profesorado, el cambio metodolo´gico
se centrar´ıa en la introduccio´n de las definiciones, resultados, ejemplos,... entorno a un proyecto.
Nuestra propuesta concreta se basa en el uso de la llamada Descomposicio´n en valores sin-
gulares (DVS) de una matriz. Esta descomposicio´n tiene tres caracter´ısticas que, bajo nuestro
punto de vista, la hacen especialmente interesante:
• Desde un punto de vista metodolo´gico tiene muchas aplicaciones sencillas a nivel de inge-
nier´ıa que permitira´n ver a los alumnos la importancia de las matema´ticas en su formacio´n
como ingenieros. Sin duda la ma´s conocida, y utilizada ya en algunos grados —ve´ase
por ejemplo Domı´nguez (2011)— es la compresio´n de ima´genes digitales. Sin embargo
existen otras aplicaciones como son el Ana´lisis Sema´ntico Latente (Latent Semantic In-
dex, en ingle´s) utilizada en la conocida plataforma de entretenimiento online Netflix c©
(https://www.netflix.com/es/) y de la que hablaremos ma´s adelante.
• Por otra parte, desde un punto de vista matema´tico, la Descomposicio´n en valores sin-
gulares hace uso de gran parte de las te´cnicas de A´lgebra lineal que a nivel ba´sico puede
necesitar un ingeniero como, por ejemplo, matrices, aplicaciones lineales, valores y vectores
propios, diagonalizacio´n, espacio eucl´ıdeo,...
• Finalmente la implementacio´n de dicha te´cnica a la hora de resolver algunos problemas de
modelizacio´n concretos, como los comentados anteriormente, pueden servir como argmento
para introducir al alumno en las asignaturas de Me´todos nume´ricos y de Programacio´n.
Adema´s de esta seccio´n de cara´cter introductorio, el presente trabajo consta de tres secciones
ma´s. En la primera se presenta la construccio´n geome´trica de la Descomposicio´n en valores
singulares. Se introducen aqu´ı los primeros temas de A´lgebra lineal que se pueden trabajar
en la asignatura; ma´s concretamente se proponen algunas ideas entorno a: (1) los temas de
matrices y sistemas de ecuaciones lineales (y el espacio Rn); (2) las aplicaciones lineales entre
espacios de tipo Rn prestando especial atencio´n a la visio´n geome´trica as´ı como los conceptos de
subespacio vectorial y (3) la construccio´n geome´trica (en dos dimensiones) de la descomposicio´n.
En la seccio´n siguiente nos centramos ya en el ca´lculo concreto de la Descomposicio´n en valores
singulares. Tras una primera parte preliminar en la seccio´n nos centramos en: (4) la diagonali-
zacio´n y diagonalizacio´n ortogonal de matrices (pasando por el Me´todo de ortogonalizacio´n de
Gram-Schmidt); para terminar la seccio´n con: (5) el ca´lculo expl´ıcito de la descomposicio´n. En
la u´ltima seccio´n se presentan un par de propuestas para completar lo que ser´ıa una asignatura
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laboratorio. As´ı comenzamos con: (6) el Teorema del rango aproximado que nos conducira´ a las
nociones de normas matriciales; terminando el trabajo con la aplicacio´n de la descomposicio´n
a la resolucio´n del (7) Problema lineal de los mı´nimos cuadrados.
Si bien la metodolog´ıa propuesta no se ha llevado a cabo ı´ntegramente en una asignatura,
parte de ella se ha implementado ya con e´xito en las asignaturas de Matema´ticas II (du-
rante los cursos 2012/2013 y 2013/2014) y de Complementos de Me´todos Matema´ticos para la
nivelacio´n (durante el curso 2014/2015) en el Grado de Tecnolog´ıas Industriales de la Univer-
sitat Polite´cnica de Vale`ncia.
2 Construccio´n geome´trica de la DVS
La Descomposicio´n en valores singulares se puede introducir de una manera sencilla e intuitiva
utilizando geometr´ıa. Para ello nos planteamos el siguiente problema:
Fijada una matriz A de taman˜o 2× 2 queremos encontrar dos mallas perpendiculares
(ortogonales) de forma que la matriz A transforme la primera malla en la segunda.
Bajo la apariencia aparentemente sencilla del enunciado aparecen ya muchas matema´ticas
(en nuestro caso particular A´lgebra lineal) escondidas que podemos comenzar a introducir a los
alumnos. Citamos algunas de ellas:
(1) Como paso preliminar empezar´ıamos recordando las nociones relacionadas con espacio R2
(o Rn con ma´s generalidad) incluyendo los conocidos por los alumnos producto escalar y
norma de un vector (con la correspondiente nocio´n de ortogonalidad y ortonormalidad).
En este repaso se pueden ya introducir los conceptos de sistema generador, dependen-
cia e independencia lineal y base. Continuando con este repaso de resultados conocidos
podr´ıamos continuar con la teor´ıa matricial. En este sentido podr´ıamos comenzar con un
repaso de la resolucio´n de sistemas de ecuaciones lineales introduciendo algunos proble-
mas de modelizacio´n. Citamos a continuacio´n algunos de ellos. Ejemplos similares y otros
distintos pueden encontrarse en los libros de Lay (2012) y Grossman (2008).
Interpolacio´n Calcular, si existe, la ecuacio´n de la para´bola de R2 que pasa por (1, 1),
(0, 2) y (2, 0).
Flujo de carreteras
Consideremos el siguiente mapa de calles de una sola di-
reccio´n en una determinada ciudad. Los nu´meros indican
el flujo de entrada y de salida de veh´ıculos en cada calle
a una hora determinada. El ayuntamiento de la ciudad
quiere realizar obras de alcantarillado entre A y B. La
central de tra´fico puede controlar el flujo de veh´ıculos me-
diante la regulacio´n de los sema´foros, colocando agentes
en los cruces o cerrando calles. Se trata de minimizar el
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Imaginemos que tenemos una imagen formada tan
so´lo por 4 pixeles y que realizamos 2 proyecciones:
una horizontal (es decir con un a´ngulo de 0o grados)
y otra vertical (con un a´ngulo de 90o grados). ¿Es
posible saber el valor de cada pixel a partir de los








Una vez llegados a las matrices podr´ıamos aqu´ı introducir ya algunas te´cnicas como por
ejemplo el Me´todo de Gauss-Jordan para la obtencio´n de la Forma escalonada a partir de
operaciones elementales as´ı como el rango de una matriz. Asimismo se podr´ıan revisar las
operaciones de matrices prestando especial atencio´n a la conexio´n del producto de matrices
con el producto escalar v´ıa la traspuesta de una matriz y la conocida fo´rmula (x|y) =
xT · y —donde escribimos los vectores x,y como matrices columna—. Si bien el tema de
determinantes es un tema cla´sico en este tipo de asignaturas e´ste es uno de los temas que,
al menos a nivel pra´ctico, suelen conocer de su etapa de estudios preuniversitarios. Es
por esto que optamos por dedicar alguna sesio´n de problemas a hacer un breve repaso del
ca´lculo de los determinantes y, sobretodo, a repasar las propiedades importantes de e´stos.
(2) Tras este repaso (y quiza´s breve ampliacio´n) de la teor´ıa matricial y de sistema de ecua-
ciones lineales llegamos a una de las primeras propuestas de cambio metodolo´gico de la
asignatura. Habitualmente en los cursos de A´lgebra lineal despue´s del tema de matrices
(y en algunos casos determinantes) se introduce la nocio´n de espacio vectorial y a conti-
nuacio´n el de aplicacio´n lineal. Si bien es cierto que e´sto proporciona a la asignatura un
alto grado de generalidad pensamos que el paso de abstraccio´n del espacio Rn a la nocio´n
de espacio vectorial presupone un grado de conocimiento y dominio del primero que no
sabemos si tienen. En este sentido, y con el fin de afianzar el conocimiento del espacio
Rn, nuestra propuesta es introducir la nocio´n de aplicacio´n lineal entre dos espacios tipo
Rn a partir de las matrices (este enfoque se puede encontrar, por ejemplo, en el libro de
Otto Bretscher, 2014). Ma´s concretamente una aplicacio´n T : Rn → Rm decimos que es
lineal si existe una matriz de taman˜o m× n de forma que T (x) = A ·x para todo x ∈ Rn.
Adema´s de la conexio´n directa de la nocio´n con las matrices, esta definicio´n proporciona
una conexio´n geome´trica que nos puede permitir afianzar la nocio´n de aplicacio´n lineal.








T (x, y) = (ax, ay)







T (x, y) = (−y, x)










T (x, y) = (x, 0)
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En este punto es donde podr´ıamos ahora trabajar los conceptos de subespacio vectorial
de Rn, subespacio generado (span) e incluso el concepto de subespacio ortogonal que
necesitaremos en la siguiente seccio´n para la construccio´n de la Descomposicio´n en valores
singulares.




Elegimos dos vectores x1 e x2 ortogonales y
unitarios y buscamos una matriz A de forma
que los vectores Ax1 e Ax2 tambie´n sean or-
togonales (no necesariamente unitarios).
Ax1
Ax2
Denotamos por y1 y y2 a dos vectores unitarios en las direcciones de Ax1 y Ax2. Esto
significa que Ax1 = σ1y1 y Ax2 = σ2y2. Los escalares σ1 y σ2 son los llamados valores
singulares de la matriz A. Veamos entonces la descomposicio´n:
• Si elegimos un vector x, por el hecho de ser {x1,x2} una base, x = α1x1 + α2x2.
Pero por ser los vectores ortogonales los escalares α1 y α2 se determinan a partir del






que al ser los vectores unitarios se reduce a x = (x|x1)x1 + (x|x2)x2.
• Multiplicando por A: Ax = (x|x1)Ax1 + (x|x2)Ax2 = (x|x1)σ1y1 + (x|x2)σ2y2.
Y puesto que los vectores los escribimos en columna el producto escalar se puede
escribir usando el producto de matrices (de momento son todos nu´meros reales) me-
diante la fo´rmula (x|xi) = (xi|x) = xTi · x. Luego
Ax = (xT1 · x)σ1y1 + (xT2 · x)σ2y2 = σ1y1(xT1 · x) + σ2y2(xT2 · x),
Ax =
(
σ1(y1 · xT1 ) + σ2(y2 · xT2 )
) · x.



















Con esta construccio´n queda clara la interpretacio´n gra´fica de los vectores {x1,x2} e
{y1, y2} pero, ¿cua´l es la interpretacio´n geome´trica de los valores singulares σ1 y σ2? Una
posible respuesta vendr´ıa dada por la fo´rmula Axi = σiy i, i = 1, 2. Sin embargo podemos
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Observamos que en el c´ırculo la funcio´n
∥∥Ax∥∥ tiene su ma´ximo en x1 y su mı´nimo en x2.
Y como para i = 1, 2 ∥∥Axi∥∥2 = ∥∥σiy i∥∥2 = σ2i ,
entonces los valores singulares son las medidas de los semiejes de la elipse.
3 Ca´lculo de la DVS
Como ya se ha comentado en la introduccio´n de este trabajo la eleccio´n de la Descomposicio´n en
valores singulares como proyecto de trabajo para desarrollar una asignatura de A´lgebra lineal
no se debe u´nicamente a su visio´n geome´trica y de conexio´n con las matrices. Desde un punto
de vista pra´ctico esta descomposicio´n tiene diferentes aplicaciones. Por ejemplo, recientemente
(2008), la plataforma Netflix que es una “plataforma de entretenimiento mediante tarifa
plana mensual streaming (flujo) multimedia (principalmente, pel´ıculas y series de televisio´n)
bajo demanda por Internet y de DVD-por-correo” (ve´ase https://es.wikipedia.org/wiki/
Netflix) convoco´ y resolvio´ en El premio del millo´n de do´lares de Netflix.
http://www.netflixprize.com/index
La citada empresa ofrecio´ un premio de 1 millo´n de do´lares para cualquier persona que pudiera
mejorar la precisio´n de su sistema de recomendacio´n de pel´ıculas en un 10%. Se utilizaron
te´cnicas muy sofisticadas (lejos del alcance de este trabajo) pero en el corazo´n de todas ellas
estuvo la descomposicio´n de DVS∗.
Otra aplicacio´n ı´ntimamente ligada a la descomposicio´n es el llamado Ana´lisis Sema´ntico
Latente. Esta teor´ıa intenta resolver los problemas de sinonimia (y homonimia) y polisemia
en los buscadores como por ejemplo Google. Ma´s concretamente imaginemos que estamos
interesados en buscar una determinada palabra en nuestro buscador, por ejemplo la palabra
banco. Si nuestra palabra tiene mu´ltiples significados (polisemia) una bu´squeda literal (letra a
letra) de nuestra palabra producir´ıa muchos resultados posibles (Banco de Santander, banco
de peces, banco de niebla, banco de jardı´n, banco de sangre, banco de trabajo). Por
otra parte si estamos buscando un banco para un jard´ın quiza´s podamos estar interesados en que
el buscador nos de´ los resultados de otras palabras diferentes pero con un mismo (o similar)
significado (sinonimia). En nuestro caso por ejemplo asiento, silla, taburete, sillo´n,
butaca, hamaca,... El Ana´lisis Sema´ntico Latente proporciona una herramienta de bu´squeda
por conceptos o definiciones (en contraposicio´n con la bu´squeda literal). La base matema´tica
para esta teor´ıa es, de nuevo, la Descomposicio´n en valores singulares. El lector interesado en
esta aplicacio´n puede consultar el Example 5.12.4 del libro de Meyer (Meyer, 2000).
∗El premio se lo llevo´ el grupo BellKor’s Pragmatic Chaos de AT&T (American Telephone and Telegraph) el 1 de septiembre
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Tras esta pequen˜a incursio´n en las aplicaciones de la Descomposicio´n en valores singulares
(existen otras muchas como La reduccio´n de ruido en el Ana´lisis de datos, La compresio´n de
ima´genes digitales,...) en esta seccio´n nos centramos en el segundo problema:
Fijada una matriz A, ¿co´mo se calcula de Descomposicio´n en valores singulares de A?
Enumeramos algunos pasos que podemos seguir que nos permitira´n ir avanzando (y comple-
tando) en lo que ser´ıa un temario esta´ndard de una asignatura de A´lgebra lineal de un grado
de ingenier´ıa.
(4) Uno de los temas cla´sicos en los temarios de ingenier´ıa es la u´til Diagonalizacio´n de ma-
trices cuadradas (as´ı como su correspondiente versio´n utilizando la estructura eucl´ıdea, la



















podemos dar la definicio´n de Diagonalizacio´n de una matriz A cuadrada como A = PDP−1
siendo D una matriz diagonal y P una matriz invertible (siempre que existan). En este sen-
tido cabe destacar la existencia de muchos ejemplos que podemos utilizar en los que aparece
no so´lo este tipo de factorizaciones (adema´s de la Clasificacio´n de co´nicas y cua´dricas) sino
la propia nocio´n de valor y vector propio.
Un primer ejemplo ser´ıa el Algoritmo PageRank. Gran parte del e´xito de Google se
debe al citado algoritmo que proporciona un orden de importancia a las diferentes pa´ginas
web a partir de un cierto tipo de vector asociado a una matriz. El ana´lisis de dicho
algoritmo proporciona un buen tema pra´ctico para un curso de A´lgebra lineal. Debido a
su complejidad (y a la falta de tiempo) pondremos aqu´ı otro sencillo (pero muy famoso)
ejemplo que podr´ıamos usar: la conocida sucesio´n de Fibonacci (ve´ase por ejemplo http://
www.youtube.com/watch?v=DKGsBUxRcV0). Imaginemos que una pareja de conejos tarda
un mes en alcanzar la edad fe´rtil, y a partir de ese momento cada vez engendra otra pareja
de conejos, que a su vez (tras llegar a la edad de la fertilidad) engendrara´n cada mes una






























¿Cua´nto vale An?¿Que´ pasar´ıa si A fuese diagonal?
A no es diagonal, pero... ¿podemos relacionarla con alguna matriz
diagonal?
El lector interesado puede encontrar otras aplicaciones de esta teor´ıa por ejemplo, en el
estudio de los juegos de mesa (Calabuig et al., 2013).
Tras el estudio de la diagonalizacio´n de matrices podemos centrarnos en el caso ortogonal.
Para ello podr´ıamos “revisitar” nuestro concepto de aplicacio´n lineal (recordemos que
en nuestro caso se limita a una transformacio´n determinada por una matriz) para llegar
al concepto de matriz/transformacio´n ortogonal (matriz cuadrada P , que cumple que
P TP = I, donde I es la matriz identidad) como aquella que mantiene las distancias v´ıa la
fo´rmula
(Px|Py) = (Px)T · (Py) = xT · (P T · P ) · y = xT · (P T · P )︸ ︷︷ ︸
I
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En este punto aparece de manera natural la conexio´n entre matrices sime´tricas (aquellas
matrices A que cumplen que AT = A) con las ortogonales a trave´s de la caracterizacio´n:
una matriz A es sime´trica si y, so´lo si, es diagonalizable ortogonalmente, es decir, exis-
ten P ortogonal y D diagonal tal que A = PDP T . Aqu´ı se pueden introducir algunas
de las propiedades importantes de las matrices sime´tricas (por ejemplo que sus valores
propios son reales y que vectores propios correspondientes a valores propios distintos son
vectores ortogonales) as´ı como las de las matrices ortogonales —a saber en este caso que,
la inversa de una matriz ortogonal coincide con su traspuesta, las columnas (y filas) de
una matriz ortogonal forman un conjunto ortonormal (y rec´ıprocamente) y, como hemos
comentado las matrices ortogonales conservan el producto escalar y, por lo tanto la norma,
la distancia y el a´ngulo—. En la parte final de este apartado llegamos a otro de los temas
cla´sicos en las asignaturas de A´lgebra lineal y que de nuevo aparece aqu´ı de una manera
natural. Como acabamos de decir todo matriz sime´trica (recordemos que de momento
todas nuestras matrices son reales) se puede diagonalizar ortogonalemente, pero...¿co´mo
se obtiene la matriz ortogonal P? Como ha de ser ortogonal sus columnas han de ser
vectores ortonormales. La matriz P sabemos que esta´ formada por los vectores propios de
A y segu´n acabamos de comentar los vectores propios de valores propios distintos siempre
son ortogonales pero...¿son ortogonales dos vectores propios de un mismo valor propio?
La respuesta sabemos que es negativa lo que nos lleva al problema de construir dos vec-
tores ortogonales a partir de dos que no los son y, en general, al bien conocido Me´todo











z = y − proyxy = y −
xTy
‖x‖2x.










Si x = 0 definimos proyxy = 0.
Fijados x e y, el vector x es ortogonal a z = y−proyxy.
Me´todo de ortogonalizacio´n de Gram-Schmidt
Fijada una familia de vectores x1,x2, . . . ,xp construimos la nueva familia
y1 = x1
y2 = x2 − proyy1x2




yp = xp − proyy1xp − proyy2xp − . . .− proyyp−1xp.
Entonces y1, y2, . . . , yp es una familia ortogonal.
(5) En este punto ya podemos hacer la construccio´n de la Descomposicio´n en valores singulares




















y teniendo en cuenta que U y V son matrices ortogonales (pues esta´n formadas por colum-
nas cuyos vectores son ortonormales) podemos ya definir la Descomposicio´n en valores
singulares de una matriz A como A = UΣV T siendo U y V matrices ortogonales y Σ una
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A (que habitualmente se ordenan de mayor a menor). La primera gran diferencia a ob-
servar es que, a diferencia de la Diagonalizacio´n esta descomposicio´n siempre existe. Para
el ca´lculo podr´ıamos seguir el siguiente me´todo constructivo a trave´s de unas propiedades
sencillas de demostrar que permiten ir afianzando los resultados estudiados hasta el mo-
mento:
• En primer lugar dada la matriz A de taman˜o m×n entonces la nueva matriz B = ATA
cuadrada de taman˜o n es una matriz sime´trica luego puede diagonalizarse ortogonal-
mente. Existen entonces P = (x1, . . . ,xn) = V ortogonal y D = (λ1, . . . , λn) diagonal
tal que ATA = PDP T . Ma´s au´n, es fa´cil probar que, sus valores propios son nu´meros
reales no negativos. Suponemos los valores propios de ATA ordenados en forma de-
creciente, considerando la posibilidad de tener algunos nulos
λ1 ≥ . . . ≥ λr > 0 = λr+1 = . . . = λn.
As´ı los valores singulares de A son las ra´ıces cuadradas (positivas) de los valores propios
de ATA. Los denotamos por σi =
√
λi para 1 ≤ i ≤ n. Como antes los ordenamos
σ1 ≥ . . . ≥ σr > 0 = σr+1 = . . . = σn.
• Ahora podemos probar que el conjunto {y1, . . . , yr} definido por y i = σ−1i Axi, es un
conjunto ortonormal de Rm. Ma´s au´n si U˜ =
(




definen el subespacio ortogonal de span
({y1, . . . , yr}), span({y1, . . . , yr})⊥.
Sea {yr+1, . . . , ym} una base ortonormal de span
({y1, . . . , yr})⊥. Entonces la matriz
cuadrada de taman˜o m
U =
(




• Sea Σ la matriz diagonal m× n, Σ = diag(σ1, . . . , σr, 0, . . . , 0). Con esta construccio´n
toda matriz A de taman˜o m× n se puede factorizar en la forma, A = UΣV T , siendo
U cuadrada de taman˜o m y V cuadrada de taman˜o n ambas matrices ortogonales y
Σ una matriz diagonal formada por los valores singulares de A. Adema´s rang(A) = r
(que es el nu´mero de valores singulares no nulos, donde rang(A) representa el rango
de A). No´tese que las matrices U y V de la DVS no son u´nicas.
Para una lista de propiedades importantes e interesantes de esta construccio´n remitimos de
nuevo al lector al libro de Meyer (2000).
4 La DVS y los me´todos nume´ricos
En esta u´ltima seccio´n presentamos la conexio´n de la descomposicio´n con los me´todos nume´ricos.
Esto se podr´ıa implementar en algunas sesiones de laboratorio de la asignatura. Presentamos
para ello dos resultados a utilizar: el Teorema del rango aproximado y la conocida Aproximacio´n
lineal mediante mı´nimos cuadrados.
Uno de los resultados importantes de la Descomposicio´n en valores singulares es el Teorema
del rango aproximado. A nivel teo´rico este resultado proporciona la respuesta a la siguiente
pregunta de este trabajo:
Fijada una matriz A con rango r. ¿Es posible encontrar una matriz Ak con rango
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Como ya vimos en la segunda seccio´n (para el caso de matrices cuadradas de taman˜o 2)
la Descomposicio´n en valores singulares de una matriz A de taman˜o m × n se puede escribir
como la suma de matrices (de rango uno) v´ıa la fo´rmula A = σ1(y1 · xT1 ) + . . . + σr(yr · xTr ),
donde r es el rango de A, yj denota la columna j-e´sima de U y xj denota la columna j-e´sima
de V. Desde un punto de vista computacional para almacenar los datos de A necesitar´ıamos
mn variables mientras que, como para cada expresio´n de la forma σ(y · xT ) ser´ıan necesarias
m + n + 1 variables, entonces a la vista de la fo´rmula anterior el nu´mero de entradas para
almacenar los datos de A ser´ıa min
(
mn, (m + n + 1)r
)
. As´ı la propia descomposicio´n tendr´ıa
ya su utilidad si el rango de A es muy pequen˜o.
Sin embargo esta teor´ıa tiene un plus adicional. El Teorema del rango aproximado responde
a la cuestio´n planteada arriba de una manera positiva y adema´s garantiza que las matrices
buscadas son exactamente las descritas mediante la expresio´n:
Ak = σ1(y1 · xT1 ) + . . .+ σk(yk · xTk ), k < r.
El lector puede encontrar la aplicacio´n de este resultado en el tratamiento de compresio´n de
ima´genes digitales descrito, por ejemplo, en Domı´nguez (2011). Centramos nuestra atencio´n en
el sentido de la expresio´n “estar lo ma´s cerca posible” de nuestra pregunta a resolver.
(6) A partir de la norma de Rn podemos introducir la nocio´n de Norma de A inducida por la
norma de Rn (trabajamos aqu´ı con la norma eucl´ıdea) v´ıa
‖A‖ = max{‖Ax‖‖x‖ : x 6= 0} = max{‖Ax‖ : ‖x‖ = 1}.
Vamos a probar que para el ca´lculo de la ‖A‖ se puede utilizar la Descomposicio´n en
valores singulares de A. En efecto:
• Sabemos que A = UΣV T donde U y V son matrices ortogonales. Probamos en
primer lugar que ‖A‖ = ‖Σ‖. Para ello recordamos que una de las caracter´ısticas
de las matrices ortogonales es que mantienen la norma. Esto significa que ‖Ax‖ =
‖UΣV Tx‖ = ‖ΣV Tx‖ pues U es ortogonal. Ahora bien, como V es ortogonal tambie´n
lo es V T luego ‖V Tx‖ = ‖x‖ y
‖A‖ = max{‖Ax‖ : ‖x‖ = 1} = max{‖ΣV Tx‖ : ‖x‖ = 1}
= max{‖ΣV Tx‖2 : ‖V Tx‖ = 1} = ‖Σ‖.










∣∣xj∣∣2 ≤ σ1‖x‖ = σ1.
De esta manera tenemos ‖Σ‖ ≤ σ1. Pero si tomamos x0 = e1 = (1, 0, . . . , 0) como
‖x0‖ = 1 entonces
‖Σ‖ = max{‖Σx‖ : ‖x‖ = 1} ≥ ‖Σx0‖ = σ1.
En definitiva, ‖A‖ = σ1, que es el mayor valor singular de A.
Este estudio se puede completar con otra norma matricial: la llamada Norma de Frobenius,



















































Es sencillo demostrar que: i) ‖A‖2F = traza(ATA), ii) ‖PA‖F = ‖A‖F si P es ortogonal y
iii) ‖A‖F = ‖Σ‖F . Todo esto proporciona la respuesta final a nuestra pregunta:
Teorema del rango aproximado
Sea A una matriz real de rango r. De entre todas las matrices de rango k ≤ r, la
matriz Ak = σ1(y1 ·xT1 )+ . . .+σk(yk ·xTk ), es la que minimiza el error que es, adema´s,
‖A− Ak‖ = σk+1, ‖A− Ak‖F =
√∑
j≥k+1 |σj|2.
Para finalizar este trabajo presentamos ahora otro de los me´todos cla´sicos de estudio en
los grados de ingenier´ıa: el Me´todo de aproximacio´n de los mı´nimos cuadrados. As´ı, nuestro
u´ltimo problema a resolver en este trabajo es:
Fijada una matriz A de taman˜o m× n y un sistema de ecuaciones lineales A · x = b
incompatible (sin solucio´n). ¿Cua´l ser´ıa el vector x̂ de forma que el nuevo vector
b̂ = A · x̂ este´ lo ma´s cercano posible a b?
(7) Habitualmente en los grados de ingenier´ıa el Problema de aproximacio´n de los mı´nimos
cuadrados se suele resolver utilizando las ecuaciones normales o v´ıa la factorizacio´n QR.
El uso de la Descomposicio´n en valores singulares proporciona una forma alternativa de
resolver este problema. Para ello consideremos la factorizacio´n A = U ·Σ·V T y supongamos
que A tenga rango r. Entonces
Ax = b =⇒ U · Σ · V T · x = b =⇒ Σ · V T · x = UT · b.





y la respuesta a nuestra pregunta viene





. Un estudio de los
diferentes me´todos puede consultarse en el libro de Ascher y Greig (Ascher & Greif, 2011).
Conclusiones
El me´todo de Descomposicio´n en valores singulares de una matriz enlaza directamente con
un gran nu´mero de contenidos ba´sicos del A´lgebra Lineal que se imparten en la mayor´ıa de
asignaturas de los primeros cursos de los grados de ingenier´ıa. Este me´todo abre la puerta a
numerosas aplicaciones que permiten conectar las matema´ticas con los intereses de los alumnos
a la hora de cursar un grado de ingenier´ıa. En este art´ıculo, no so´lo hemos pretendido presentar
las aplicaciones del me´todo sino tambie´n mostrar como los resultados de la teor´ıa se pueden
imbricar en el desarrollo de los mismos. En contraposicio´n con los ejemplos de diagonalizacio´n
ortogonal, mucho ma´s esta´ndar pero ma´s limitados a aplicaciones puramente acade´micas en la
mayor´ıa de temarios y libros de texto, la Descomposicio´n en Valores singulares pone el foco en
e´stos y otros muchos conceptos ba´sicos del Espacio Eucl´ıdeo al servicio de problemas pra´cticos
ma´s complejos, ma´s conectados con la realidad, que pueden motivar a nuestros alumnos a una
visio´n de las matema´ticas que va ma´s alla´ de la resolucio´n de problemas, dando no so´lo sen-
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