The standard version of the Self-Organzing Map (Kohonen 1990) 
Introduction
The Self-Organizing Map developed by Kohonen (1990) is one of the most famous neural network models and it has been justified by a wide range of applications (Kohonen et al. 1996) . This paper introduces a theoretical extension of the SOM, the Self-Organizing Map of Attribute Trees (SOM-AT) in which attribute trees replace the vectors of the standard SOM. First, this paper reviews and extends the fast tree indexing and matching techniques of the Self-Organizing Map of Trees suggested by Peura (1998) . Then, the proposed method is illustrated and justified with experiments on real image data. Finally, critical properties of the method as well as some future perspectives are discussed.
The SOM of attribute trees should not be confused with the tree-structured SOM (TS-SOM, Koikkalainen 1994) , in which the map architecture has the form of a tree. Also the similarity with SOMs designed for solving graph problems is distant; the SOM-AT applies trees in their true form, not mapped to vectors.
A vector is the preferred data format in problems involving a fixed number of (numerical) features associated with each sample. A tree is an approppriate presentation of an object which is hierarchical -and possibly dynamical and irregular in structure and size. Such objects appear both in nature and human activities, observed daily by biologists, physicians, meteorologists, geographers and social scientists.
Sometimes, trees are analyzed by grammars (Fu and Bhargava 1973) . In this study, we have however preferred to analyse trees by means of tree matching which is a more feasible approach for stochastic irregular trees.
Regardless of the preferred approach of analysis, the difficulty in comparing, classifying, and generalizing trees (and graphs in general) is in their inherent computational complexity. As far as tree matching is considered, the theoretical starting points in the computational complexity are the NP-completeness of the treeto-tree distance proposed by Zhang et al. (1992) as well as the fact that the general GRAPH ISO-MORPHISM problem has not been shown to be NP-complete (Papadimitriou 1994) . The complexity of exact tree matching justifies heuristic approaches.
Proposed method
Starting point. The training phase of the SOM involves inputting sample vectors into the map.
Each sample Ü´Øµ is compared against the map units Ñ ´Øµ by applying the (Euclidean) distance function
Then, the best-matching unit (which minimizes the distance) and its appropriately defined neighbourhood are adjusted towards the sample using the SOM learning rule Ñ ´Ø · ½µ Ñ ´Øµ · «´Øµ Ü´Øµ Ñ ´Øµ℄ When generalizing the SOM for a data object other than a vector, the distance function and the learning rule have to be redefined appropriately. Especially, the learning rule involves a subtraction, which is undefined for arbitrary objects. Fortunately, the rule can be written in the form Ñ ´Ø · ½µ ½ «´Øµ℄Ñ ´Øµ · «´ØµÜ´Øµ and seen as a weighted mixture of Ü and Ñ with weights « and ½ «, respectively. This interpretation -though it does not solve the generalization problem for arbitrary objects -has been the basis for our work on attribute trees.
Basic idea. The overall scheme is shown in Fig. 1 . The key issue of this study is tree matching. In matching, the goal is to maximize the number of matched branches and not to violate the structure of the input trees by looping or stretching. The proposed heuristic matching is based on subtree indexing: subtrees are recursively represented and matched according to their topological descriptors. After matching two trees Ì ½ and Ì ¾ , their distance can be evaluated by studying the fit of the match. Matching is a starting point also for adjusting. Notice that attributes have contributed also in the matching process; the source trees are topologically the same as those of the previous example but the respective mixtures are topologically different.
Figure 2: Illustration of the learning rule for vectors and trees, assuming « ¼ ¿¿.
Indexing. The topological descriptors or indices used in this study are height À, descendant count Ë, centroid , and standard deviation of child count (Fig. 3) . The height of a tree is the distance from the topmost node to the root. The descendant count can be thought as the mass of a tree. Consequently, a centroid is a fundamental indicator of the vertical distribution of the mass. The standard deviation of child count measures structural irregularity. The above mentioned descriptors are not only comprehensible and informative but have also an interesting practical property: they can be calculated cumulatively -the value of a node is determined by the values of its children as illustrated in Fig. 4 . This means that only a single traversal through the tree is needed for calculating the descriptors. Strictly speaking, all the descriptors are not cumulative as such. For example, centroid is not cumulative but it is a function of torque and a descendant count which can be updated in cumulative fashion. If nodes are attached weights, they can be readily taken into account by redefining child count as child weight È Û. If user-defined attributes are used, the topological indices explained above can be generalized to analogous attribute indices. A height can be generalized to a maximum and a descendant count to the total sum of attributes or magnitudes of attribute vectors (attribute energy). Variance and centroid of attributes can be calculated analogously, too.
Matching. The heuristic matching used in this study relies on the calculated indices: exhaustive matching of subtree structures is replaced by matching index vectors, that is, points in space. Matching is started by coupling the roots. One step of this approach is illustrated in Fig. 5 where the applied indices are assumed to be height À and descendant count Ë -visualised as heights and widths of the rectangles, respectively. No backtracking is allowed: each match, once found, remains fixed. In addition, parent-child relations stay intact: no branches will be duplicated or stretched in order to "catch" a better match; let us call this policy depth-preserving matching. Like indexing, the actual matching requires a single traversal and the overall computation time remains linear. In matching index vectors, there are several policies to choose from. Given subtrees to be matched to subtrees, the greedy approach is to couple the subtrees in one pass -at each time picking an unmatched pair having the minimum distance until all the Ñ Ò´ µ pairs are found. A conservative approach is to test all the ¡ combinations (assuming ) and select the combination which minimizes the total distance. Depending on applications, indices can be also normalized among siblings, causing the largest subtree of one tree to be matched to the largest one of the other, and the smallest subtree to the smallest one.
It is clear that when matching simple trees, a subset of the proposed descriptors À, , and might be sufficient while complex trees suggest using more than four indices. Trees Ì and Ì in Fig. 2 (center) have been matched using À and Ë. Similarly, attribute trees Ì ¼ and Ì ¼ in Fig. 2 (left) have been matched using À, Ë and node attribute . At this point one should notice that we have not defined an optimal match, the goal toward which the indices should guide the matching procedure. Evidently, the optimal match should be linked to a minimum of an appropriate cost function. The choice of using a heuristic instead of exact matching means that finding such optimum is not guaranteed. Nevertheless, the proposed heuristic always produces a resulta match of two trees. Given that, one should be able to evaluate the (suboptimal) match as a means of estimating the similarity of the two trees.
Distance evaluation. Let us assume that two trees Ì and Ì have been matched, denoting the resulting tree Ì Ñ . The nodes of Ì and Ì are denoted Ú and Ú , respectively. In Ì Ñ , the nodes Ú Ñ are of two types: matched nodes Ú Ñ Ú Ú , referring to a node in both source trees, and unmatched nodes Ú Ñ Ú or Ú Ñ Ú , referring to a node in either tree. If trees Ì and Ì have no attributes, their topological distance is obtained simply as the number of unmatched nodes:
Also weighted trees can be matched. Then, it is natural to regard the weights of unmatched nodes directly as a cost, and associate matched nodes with a cost equal to their respective weight difference:
If both weights Û and node attributes are applied,
associatiating weighted costs to unmatched nodes and badly matching nodes. This formula reduces to the first one, if Û ½ and ½.
Notice also that in the second definition the weights have the role of the attributes in the last definition.
Like the proposed matching scheme in general, the above definitions of distance are suggestions. In some applications one might prefer weighting topology vs. attributes or prefer a distance function scaled with, say, total number of nodes.
Adjusting. After matching two trees Ì and Ì , the nodes of the resulting tree Ì Ñ can be seen as links or pointers referring to the nodes of the two orginal trees. In that sense, Ì Ñ is an object very different from the self-contained attribute trees Ì and Ì . However, it is easy to cast Ì Ñ to an ordinary attribute tree by interpreting it as a weighted instantiation or a mixture, Ì Ñ Ü , of the matched trees Ì and Ì . Intuitively, the node weights in the mixture tree Ì Ñ Ü should be those of the matched trees weighted with mixing coefficient «:
Likewise, the attributes should be mixtures of the original attributes weighted with node weights Û and mixing coefficient «:
For convenience, the operation of mixing (adjusting) can be abbreviated
packing together the proposed indexing, matching and mixing rules. Now that both the distance functions and adjusting rules have been defined, the standard SOM can be directly generalized to attribute trees.
Experiments
Precipitative clouds captured by weather radars are a good example of [a] highly irregular and stochastic natural phenomenon. We tested SOM-AT with 1075 weather radar images provided by the Finnish Meteorological Institute. The radar images were segmented by simple gray-level slicing. The resulting spatial topology of the segments is tree-like. Segment size, intensity and elongation were used as node attributes in the extracted trees. This scheme is illustrated in Fig. 6 . For details, see (Peura 1999) . Together with height, descendant count and centroid, the attributes were used directly as indices in matching. An extension of the Self Organizing Map was presented: the Self-Organizing Map of Attribute Trees (SOM-AT), supporting trees having user-defined attributes. The basic idea in the SOM-AT is to apply fast, index-based tree matching for both calculating distances and adjusting trees. All the operations are carried out in linear time which is a convenient bound since the SOM itself requires large computational effort. As a compromise, the obtained distances and adjustments are approximative. Especially, the proposed SOM-AT learning scheme is not as tightly related to the gradient of distance as the standard learning rule for vectors. Neither the formal properties of a distance function (symmetry, triangle inequality) are fullfilled in the strict sense. Nevertheless, the experiment illustrated how the SOM-AT performs in organizing fairly complicated and noisy tree data. Both the topological nature and attribute values of the applied data appear in an smoothly organized fashion on the map.
As the SOM of attribute trees is an extension of the standard SOM, it also inherits some sensitivity problems. According to these first experiments, the SOM-AT seems to be fairly sensitive to applied parameters: map size and initialization, learning coefficient, radius of neighbourhood and total number of learning epochs. Like the standard SOM, the SOM-AT seems to have normalization problems -now appearing in balancing topological and attribute information in matching. In addition, the SOM-AT has the new problem of selecting pruning thresholds. Despite the problem of parameter selection it shares the common neural network property of adapting well to new data, and requiring little knowledge on the studied phenomenon.
When evaluating the performance of a learning system with real data, one must remember the role of the complexity of the underlying phenomenon; any (2D) SOM is best suited to data which is (piecewise) two dimensional. On the other hand, discovering that a given problem is better presented with attribute trees rather than vectors does not necessarily imply that the underlying process be complex.
The proposed matching and mixing techniques, originally designed ad hoc for the SOM, are likely to have applicability in learning algorithms in general and also beyond the neural network community. In addition, the fast indexing scheme is useful as such in analysing trees.
The SOM-AT -like neural networks so often -"seems to work" and becomes justified by its performance. The future research will extend from analysis of weather radar images to classification of Aurora Borealis (Northern Lights) images as well as to analysis of geographical networks. Figure 7 : The map trained with 1075 trees (top) and the corresponding best-matching source images (bottom). The attributes (segment area, intensity and elongation) are illustrated as node size, contour width and elongation.
