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Introduction
On montre ici comment transformer en programmes les de´monstrations utilisant l’axiome
du choix de´pendant et l’existence d’un ultrafiltre non trivial sur N (qu’on peut, de plus,
supposer se´lectif 1). La me´thode est une extension de la technique de re´alisabilite´ en
logique classique introduite dans [3,4,5], et de la me´thode du forcing bien connue en the´orie
des ensembles. Pour simplifier un peu l’expose´, on prend comme cadre axiomatique,
l’arithme´tique du second ordre classique avec axiome du choix de´pendant (qu’on appelle
aussi l’Analyse). En suivant les ide´es de´veloppe´es dans [2], on peut e´tendre ce re´sultat a`
la the´orie ZF (avec axiome du choix de´pendant) en ajoutant l’axiome de l’ultrafiltre : “ il
existe un ultrafiltre sur toute alge`bre de Boole ”. On le fera dans un prochain article, ou`
on traitera e´galement des axiomes comme : “ il existe un bon ordre sur P(N) dont tout
segment initial est de´nombrable ”, ou “ il existe un bon ordre sur P(P(N)) ”.
En fait, il est clair que la meˆme me´thode permet de traiter l’axiome du bon ordre (c’est-
a`-dire l’axiome du choix). Mais, a` ce jour, je n’en ai pas re´dige´ la de´monstration.
La signification informatique de ces re´sultats est inte´ressante : on a vu, dans [3,4,5],
que l’on pouvait interpre´ter l’axiome du choix de´pendant en introduisant une nouvelle
instruction de signature ou d’horloge. Pour interpre´ter l’axiome d’ultrafiltre ou de bon
ordre, il faut maintenant ajouter des instructions de lecture et d’e´criture dans uneme´moire
globale (appele´e aussi “ tas ”ou “ Random Access Memory ”en informatique).
Mais la manipulation logique de ces instructions n’est possible qu’au prix d’une extension
de la re´alisabilite´ classique ; c’est pourquoi on introduit la notion ge´ne´rale de structure
de re´alisabilite´.
Il est remarquable que les axiomes pour les conditions de forcing (semi-treillis) s’interpre`-
tent ici comme les indispensables programmes de gestion de la me´moire. Yves Legrand-
ge´rard a fait le rapprochement avec les instructions telles que malloc et free dans le
langage C. Or, la proprie´te´ essentielle de la me´moire globale est d’eˆtre inde´pendante de la
pile, c’est-a`-dire qu’elle n’est pas me´morise´e par l’instruction cc associe´e au raisonnement
par l’absurde.
Il est amusant de noter que cela explique, a posteriori, une constatation empirique bien
connue des the´oriciens des ensembles, qui est le “ parfum intuitionniste ”du forcing.
1Un ultrafiltre U sur N est dit se´lectif (voir [1]) si, pour toute relation d’e´quivalence sur N, dont
aucune classe n’est dans U , il existe un e´le´ment de U qui choisit un e´le´ment de chaque classe.
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Je remercie Yves Legrandge´rard, dont les connaissances approfondies en programmation
syste`me et re´seau ont e´te´ capitales pour l’appre´hension du sens informatique des re´sultats
e´nonce´s ici.
Nous comptons de´velopper ensemble ce sujet dans un prochain article.
La se´mantique des programmes
Structures de re´alisabilite´
Une quasi-preuve est un λ-terme t[x1, . . . , xk] avec la constante cc. Les variables libres
de t[x1, . . . , xk] se trouvent parmi x1, . . . , xk. L’ensemble des quasi-preuves est note´ QP,
l’ensemble des quasi-preuves closes est note´ QP0.
Toute de´monstration, en Analyse ou dans ZF, de x1:A1, . . . , xk:Ak ⊢ t:A donne une
quasi-preuve t[x1, . . . , xk] (voir ci-dessous les re`gles de de´monstration et de typage pour
la logique classique du second ordre).
Une structure de re´alisabilite´ est la donne´e de trois ensembles Λ,Π,Λ ⋆Π (termes, piles
et processus), avec les ope´rations suivantes :
• Une application (ξ, π) 7→ ξ .π de Λ×Π dans Π (empiler).
• Une application (ξ, π) 7→ ξ ⋆ π de Λ×Π dans Λ ⋆Π (processus).
• Une application π 7→ kpi de Π dans Λ (continuation).
Une substitution, note´e [ξ1/x1, . . . , ξk/xk] est, par de´finition, un ensemble fini de couples
{(x1, ξ1), . . . , (xk, ξk)}, ou` x1, . . . , xk sont des variables distinctes et ξ1, . . . , ξk ∈ Λ.
On fixe un ensemble S de substitutions qui contient la substitution vide (note´e []) et tel
que si [ξ/x, ξ1/x1, . . . , ξk/xk] ∈ S, alors [ξ1/x1, . . . , ξk/xk] ∈ S.
• Pour chaque quasi-preuve t[x1, . . . , xk] et chaque substitution [ξ1/x1, . . . , ξk/xk] ∈ S,
on se donne t[ξ1/x1, . . . , ξk/xk] ∈ Λ.
Remarque. Dans la plupart des structures de re´alisabilite´ conside´re´es ici, on pourra de´finir
une ope´ration binaire sur Λ, analogue a` l’application dans les λ-termes. Mais les axiomes de
structure de re´alisabilite´ ne comportent pas d’ope´ration binaire sur Λ.
On se donne un ensemble ⊥ de processus et on de´finit sur Λ une relation de pre´ordre en
posant : ξ ≤ η ⇔ (∀π ∈ Π)(η ⋆ π ∈ ⊥ ⇒ ξ ⋆ π ∈ ⊥ ).
On suppose l’ensemble ⊥ sature´, ce qui veut dire qu’il a les proprie´te´s suivantes :
1. Si [ξ1/x1, . . . , ξk/xk] ∈ S et si ξi ⋆ π ∈ ⊥ , alors xi[ξ1/x1, . . . , ξk/xk] ⋆ π ∈ ⊥ ;
autrement dit xi[ξ1/x1, . . . , ξk/xk] ≤ ξi.
2. Si [ξ1/x1, . . . , ξk/xk] ∈ S et si, pour tous ξ
′
1 ≤ ξ1, . . . , ξ
′
k ≤ ξk avec [ξ
′
1/x1, . . . , ξ
′
k/xk] ∈ S,
on a t[ξ′1/x1, . . . , ξ
′
k/xk] ⋆ u[ξ
′
1/x1, . . . , ξ
′
k/xk] .π ∈ ⊥ , alors tu[ξ1/x1, . . . , ξk/xk] ⋆ π ∈ ⊥ .
3. Si [ξ1/x1, . . . , ξk/xk] ∈ S et si, pour tous ξ
′ ≤ ξ, ξ′1 ≤ ξ1, . . . , ξ
′
k ≤ ξk
avec [ξ′/x, ξ′1/x1, . . . , ξ
′
k/xk] ∈ S, on a t[ξ
′/x, ξ′1/x1, . . . , ξ
′
k/xk] ⋆ π ∈ ⊥
alors λx t[ξ1/x1, . . . , ξk/xk] ⋆ ξ . π ∈ ⊥ .
4. Si [ξ1/x1, . . . , ξk/xk] ∈ S, et si ξ ⋆ kpi . π ∈ ⊥ alors cc[ξ1/x1, . . . , ξk/xk] ⋆ ξ . π ∈ ⊥ .
5. ξ ⋆ π ∈ ⊥ ⇒ kpi ⋆ ξ . π′ ∈ ⊥ .
En ite´rant la condition 3, on obtient :
3. Si [ξ1/x1, . . . , ξk/xk] ∈ S et si quels que soient ξ
′
1 ≤ ξ1, . . . , ξ
′
k ≤ ξk, η
′
1 ≤ η1, . . . , η
′
l ≤ ηl
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avec [ξ′1/x1, . . . , ξ
′
k/xk, η
′
1/y1, . . . , η
′
l/yl] ∈ S, on a t[ξ
′
1/x1, . . . , ξ
′
k/xk, η
′
1/y1, . . . , η
′
l/yl] ⋆ π ∈ ⊥
alors λy1 . . . λyl t[ξ1/x1, . . . , ξk/xk] ⋆ η1 . . . . . ηl . π ∈ ⊥ .
Re´alisabilite´ en arithme´tique du second ordre
Les formules conside´re´es sont e´crites en logique du second ordre, avec ∀,→ et ⊥ comme
seuls symboles logiques. Les variables d’individu sont note´es x, y, . . . , et les variables de
pre´dicats X, Y, . . . Chaque variable de pre´dicat (on dira aussi variable de relation) a une
arite´ qui est un entier. Une variable d’arite´ 0 est appele´e variable propositionnelle.
A chaque fonction f : Nk → N est associe´ un symbole de fonction d’arite´ k, note´
e´galement f .
On utilisera la notation A1, A2, . . . , Ak → A pour de´signer la formule :
A1 → (A2 → (· · · → (Ak → A))).
Un parame`tre du second ordre d’arite´ k est une application X : Nk → P(Π).
Une interpre´tation I est une application qui associe un individu (entier) a` chaque variable
d’individu et un parame`tre d’arite´ k a` chaque variable du second ordre d’arite´ k.
I[x ← n] (resp. I[X ← X ]) est l’interpre´tation obtenue en changeant, dans I, la valeur
de la variable x (resp. X) et en lui donnant la valeur n (resp. X ).
Pour toute formule A, on de´signe par AI la formule close avec parame`tres obtenue en
remplac¸ant, dans A, chaque variable libre par la valeur donne´e par I.
On de´finit ‖AI‖ ⊂ Π pour toute formule AI close avec parame`tres ; c’est la valeur de
ve´rite´ de la formule AI .
Pour ξ ∈ Λ, ξ ||−AI (lire “ ξ re´alise AI ”) est, par de´finition, (∀π ∈ ‖AI‖) ξ ⋆ π ∈ ⊥ .
La de´finition de ‖AI‖ se fait par re´currence sur la longueur de la formule A :
• Si A est atomique, on a AI ≡ ‖X (t1, . . . , tk)‖, ou` X est un parame`tre d’arite´ k et
t1, . . . , tk des termes clos d’individu, qui ont donc respectivement les valeurs n1, . . . , nk ∈ N.
On pose alors ‖AI‖ = X (n1, . . . , nk).
• ‖(A→ B)I‖ est, par de´finition, {ξ .π; ξ ||−AI , π ∈ ‖BI‖} ;
• ‖(∀xA)I‖ est, par de´finition,
⋃
n∈N ‖A
I[x←n]‖.
• ‖(∀X A)I‖ est, par de´finition,
⋃
{‖AI[X←X ]‖; X ∈ P(Π)N
k
}.
Remarques.
i) Si ξ ||−AI et ξ′ ≤ ξ, alors ξ′ ||−AI .
ii) On utilisera les notations ‖|AI‖| et ξ ‖|−AI si on a de´ja` de´fini une autre structure de
re´alisabilite´.
On donne ci-dessous les re`gles de de´monstration et de typage en logique classique du se-
cond ordre (voir [3,4,5]) ; dans ces re`gles, Γ de´signe un contexte, c’est-a`-dire une expression
de la forme x1 : A1, . . . , xn : An. Dans une expresssion comme “ t : A ”, t est une quasi-
preuve et A une formule du second ordre.
1. Γ ⊢ xi : Ai (1 ≤ i ≤ n) (Axiome)
2. Γ ⊢ t : A→ B, Γ ⊢ u : A ⇒ Γ ⊢ tu : B (Modus ponens)
3. Γ, x : A ⊢ t : B ⇒ Γ ⊢ λx t : A→ B (Introduction de →)
4. Γ ⊢ cc : ((A→ B)→ A)→ A (Loi de Peirce)
5. Γ ⊢ t : A ⇒ Γ ⊢ t : ∀xA (resp. ∀X A) (Introduction de ∀)
si x (resp. X) n’est pas libre dans Γ.
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6. Γ ⊢ t : ∀xA ⇒ Γ ⊢ t : A[τ/x] pour tout terme d’individu τ (Elimination de ∀x)
7. Γ ⊢ t : ∀X A ⇒ Γ ⊢ t : A[F/Xx1 . . . xk] pour toute formule F (Elimination de ∀X)
The´ore`me 1 (Lemme d’ade´quation).
Si x1 : A1, . . . , xk : Ak ⊢ t : A, si [ξ1/x1, . . . , ξk/xk] ∈ S et si ξi ||−A
I
i (1 ≤ i ≤ k),
alors t[ξ1/x1, . . . , ξk/xk] ||−A
I .
En particulier, si A est close et si ⊢ t : A, alors t[ξ1/x1, . . . , ξk/xk] ||−A pour toute
substitution [ξ1/x1, . . . , ξk/xk] ∈ S. On e´crira cette proprie´te´, en abre´ge´, t[S] ||−A ou
meˆme t ||−A.
De´monstration par re´currence sur la longueur de la preuve de x1 : A1, . . . , xk : Ak ⊢ t : A.
On conside`re la dernie`re re`gle utilise´e.
1. Axiome. On a ξi ||−A
I
i et donc xi[ξ1/x1, . . . , ξk/xk] ||−A
I
i , d’apre`s l’hypothe`se 1 sur ⊥
2. Modus ponens. On a t = uv ; x1 : A1, . . . , xk : Ak ⊢ u : B → A et v : B.
Etant donne´e π ∈ ‖AI‖, on doit montrer (uv)[ξ1/x1, . . . , ξk/xk] ⋆ π ∈ ⊥ .
D’apre`s l’hypothe`se 2 sur ⊥ , il suffit de montrer :
u[ξ′1/x1, . . . , ξ
′
k/xk] ⋆ v[ξ
′
1/x1, . . . , ξ
′
k/xk] .π ∈ ⊥
pour ξ′1 ≤ ξ1, . . . , ξ
′
k ≤ ξk avec [ξ
′
1/x1, . . . , ξ
′
k/xk] ∈ S.
Or, on a ξi ||−A
I
i et donc ξ
′
i ||−A
I
i , puisque ξ
′
i ≤ ξi. Par hypothe`se de re´currence, on a :
v[ξ′1/x1, . . . , ξ
′
k/xk] ||−B
I et par suite, v[ξ′1/x1, . . . , ξ
′
k/xk] .π ∈ ‖BI → AI‖.
Or, par hypothe`se de re´currence, on a aussi u[ξ′1/x1, . . . , ξ
′
k/xk] ||−B
I → AI , d’ou` le
re´sultat.
3. Introduction de →. On a A = B → C, t = λxu. On doit montrer :
λxu[ξ1/x1, . . . , ξk/xk] ||−B
I → CI et on conside`re donc ξ ||−BI , π ∈ ‖CI‖. On est ra-
mene´ a` montrer λxu[ξ1/x1, . . . , ξk/xk] ⋆ ξ .π ∈ ⊥ . Pour cela, d’apre`s l’hypothe`se 3 sur
⊥ , il suffit de montrer u[ξ′/x, ξ′1/x1, . . . , ξ
′
k/xk] ⋆ π ∈ ⊥ , quels que soient ξ
′ ≤ ξ, ξ′1 ≤
ξ1, . . . , ξ
′
k ≤ ξk, tels que [ξ
′/x, ξ′1/x1, . . . , ξ
′
k/xk] ∈ S.
Or, on a ξ ||−BI et donc ξ′ ||−BI , puisque ξ′ ≤ ξ. De meˆme, ξ′i ||−A
I
i ; d’apre`s l’hypothe`se
de re´currence, on a donc u[ξ′/x, ξ′1/x1, . . . , ξ
′
k/xk] ||−C
I , d’ou` le re´sultat, puisque π ∈ ‖CI‖.
4. Loi de Peirce. On montre d’abord :
Lemme 2. Soit A ⊂ Π une valeur de ve´rite´. Si π ∈ A, alors kpi ||−¬A.
Soient ξ ||−A et ρ ∈ Π ; on doit montrer kpi ⋆ ξ . ρ ∈ ⊥ , soit ξ ⋆ π ∈ ⊥ , ce qui est clair.
C.Q.F.D.
On doit montrer que cc[ξ1/x1, . . . , ξk/xk] ||− (¬A→ A)→ A.
Soient donc ξ ||−¬A→ A et π ∈ ‖A‖. On doit montrer que cc[ξ1/x1, . . . , ξk/xk] ⋆ ξ .π ∈ ⊥ ,
soit ξ ⋆ kpi .π ∈ ⊥ . D’apre`s l’hypothe`se sur ξ et π, il suffit de montrer que kpi ||−¬A, ce
qui re´sulte du lemme 2.
5. Introduction de ∀. On a A = ∀X B, X n’e´tant pas libre dans Ai. On doit montrer :
t[ξ1/x1, . . . , ξk/xk] ||− (∀X B)
I , c’est-a`-dire t[ξ1/x1, . . . , ξk/xk] ||−B
J avec J = I[X ← X ].
Or on a, par hypothe`se, ξi ||−A
I
i donc ξi ||−A
J
i : en effet, comme X n’est pas libre dans
Ai, on a ‖A
I
i ‖ = ‖A
J
i ‖. L ’hypothe`se de re´currence donne alors le re´sultat.
7. Elimination de ∀X . On a A = B[F/Xx1 . . . xn] et on doit montrer :
t[ξ1/x1, . . . , ξk/xk] ||−B[F/Xx1 . . . xn]
I avec l’hypothe`se t[ξ1/x1, . . . , ξk/xk] ||− (∀X B)
I .
Cela de´coule du :
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Lemme 3. ‖B[F/Xx1 . . . xn]
I‖ = ‖B‖I[X←X ] ou` X : Nn → P(Π) est de´fini par :
X (k1, . . . , kn) = ‖F
I[x1←k1,...,xn←kn]‖.
Preuve par re´currence sur B. C’est trivial si X n’est pas libre dans B. Le seul cas
inte´ressant de la re´currence est B = ∀Y C, et on a donc Y 6= X . On a alors :
‖B[F/Xx1 . . . xn]
I‖ = ‖(∀Y C[F/Xx1 . . . xn])
I‖ =
⋃
Y
‖C[F/Xx1 . . . xn]
I[Y←Y ]‖.
Par hypothe`se de re´currence, cela donne
⋃
Y
‖CI[Y←Y ][X←X ]‖, soit
⋃
Y
‖CI[X←X ][Y←Y ]‖
c’est-a`-dire ‖(∀Y C)I[X←X ]‖.
C.Q.F.D.
De´finitions.
i) La formule x = y est, par de´finition, ∀X(Xx→ Xy).
ii) Soit E ⊂ Λ et X ⊂ Π une valeur de ve´rite´. On pose E → X = {ξ . π; ξ ∈ E , π ∈ X}.
Cela permet de donner une valeur de ve´rite´ a` des “ formules ge´ne´ralise´es ”, du genre :
∀x∀X [E(x,X)→ F (x,X)].
iii) Si t ∈ QP0, on de´signera par {t[S]} l’ensemble {t[ξ1/x1, . . . , ξk/xk]; [ξ1/x1, . . . , ξk/xk] ∈ S}.
iv) Certains e´le´ments de Λ sont des instructions. On impose alors a` ⊥ des conditions
supple´mentaires, qu’on appelle des re`gles de re´duction, note´es ξ ⋆π ≻ ξ′ ⋆π′, ce veut dire :
si ξ′ ⋆ π′ ∈ ⊥ , alors ξ ⋆ π ∈ ⊥ .
Un premier exemple est donne´ dans le the´ore`me 5.
The´ore`me 4. On de´finit le pre´dicat binaire 6= par ‖m 6= n‖ = Π si m = n et ∅ sinon.
Alors :
i) λxxI[S] ||−∀x∀y[(x = y → ⊥)→ x 6= y] ;
ii) λxλy yx[S] ||−∀x∀y[x 6= y → (x = y → ⊥)].
i) Il suffit de montrer λxxI[S] ||− (m = m→ ⊥)→ ⊥, ce qui de´coule de :
⊢ λxxI : (m = m→ ⊥)→ ⊥ et du the´ore`me 1 (lemme d’ade´quation).
ii) On doit montrer λxλy yx[S] ||−⊥, m = m→ ⊥ et ⊤, (⊤ → ⊥)→ ⊥ ce qui de´coule de :
⊢ λxλy yx : ⊥, m = m→ ⊥, ⊢ λxλy yx : ⊤, (⊤ → ⊥)→ ⊥ et du lemme d’ade´quation.
C.Q.F.D.
The´ore`me 5. Soient U = (un)n∈N une suite d’e´le´ments de Λ, et TU , SU ∈ Λ deux in-
structions avec les re`gles de re´duction :
TU ⋆ φ . ν . π ≻ ν ⋆ SU .φ .u0 .π ; SU ⋆ ψ . un . π ≻ ψ ⋆ un+1 .π. Alors :
TU ||−∀n∀X [({un} → X),int(n)→ X ].
Soient n ∈ N, φ ||− {un} → X , ν ||− int(n) et π ∈ X . On doit montrer TU ⋆ φ . ν .π ∈ ⊥ ,
c’est-a`-dire ν⋆SU .φ .u0 .π ∈ ⊥ , d’apre`s la re`gle de re´duction de TU . Comme ν ||− int(n),
il suffit de trouver un pre´dicat unaire Y tel que SU ||− ∀y(Y y → Y sy), φ ||−Y 0 et
u0 .π ∈ ‖Y n‖.
On pose Y i = {un−i . π} pour 0 ≤ i ≤ n et ‖Y i‖ = ∅ pour i > n.
On a u0 . π ∈ ‖Y n‖ par de´finition de Y n et φ ||−Y 0, par hypothe`se sur φ.
On montre SU ||−Y i→ Y si : c’est e´vident pour i ≥ n, puisqu’alors ‖Y si‖ = ∅.
Soient i < n, ψ ||−Y i ; on doit montrer SU ⋆ ψ . un−i−1 .π ∈ ⊥ . D’apre`s la re`gle de
re´duction de SU , il suffit de montrer ψ ⋆ un−i . π ∈ ⊥ , ce qui est e´vident, par hypothe`se
sur ψ.
C.Q.F.D.
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Notation. Pour chaque n ∈ N, on de´signe par n l’entier de Church λfλx(f)nx.
On pose s = λnλfλx(f)(n)fx (ope´ration de successeur dans les entiers de Church).
The´ore`me 6 (Mise en me´moire des entiers). Soient T, S ∈ Λ deux instructions avec les
re`gles de re´duction : T ⋆ φ . ν . π ≻ ν ⋆ S .φ . 0[] . π ; S ⋆ψ . sn0[] .π ≻ ψ ⋆ sn+10[] . π.
Alors :
i) T ||−∀X∀n[({sn0[]} → X)→ (int(n)→ X)]
et I[] ||−∀X∀n[(int(n)→ X)→ ({sn0[]} → X)]
lorsque X est une variable propositionnelle.
ii) T ||−∀X [∀n({sn0[]} → Xn)→ ∀n(int(n)→ Xn)]
et I[] ||−∀X [∀n(int(n)→ Xn)→ ∀n({sn0[]} → Xn)]
lorsque X est une variable de pre´dicat unaire.
Rappelons que la notation ξ ⋆ π ≻ ξ′ ⋆ π′, utilise´e pour les “ re`gles de re´duction ”, signifie
simplement : ξ′ ⋆ π′ ∈ ⊥ ⇒ ξ ⋆ π ∈ ⊥ .
i) Pour la premie`re formule, il suffit d’appliquer le the´ore`me 5 avec un = s
n0[].
Pour la seconde, on a ⊢ sn0 : int(n), donc sn0[] ||− int(n) d’apre`s le the´ore`me 1 (lemme
d’ade´quation). Soient alors ξ ||− int(n)→ X et π ∈ ‖X‖. On veut montrer :
λxx[] ⋆ ξ . sn0[] .π ∈ ⊥ . D’apre`s la proprie´te´ 3 de ⊥ , on doit montrer ξ′ ⋆ sn0[] .π ∈ ⊥
pour tout ξ′ ≤ ξ, ce qui est e´vident, puisque ξ′ ⋆ sn0[] .π ∈ ⊥ par hypothe`se sur ξ.
ii) Corollaire imme´diat de (i).
C.Q.F.D.
La notation ∀nintF [n] de´signe la formule ∀n(int(n) → F [n]). Le the´ore`me 6(ii) permet
de remplacer cette formule par ∀n({sn0[]} → F [n]). Cette de´finition des quantifica-
teurs restreints aux entiers a l’avantage de permettre des calculs de valeurs de formules
beaucoup plus simples. C’est pourquoi nous l’utiliserons dans la suite. Elle a ne´anmoins
l’inconve´nient de de´pendre de la structure de re´alisabilite´ conside´re´e, par l’interme´diaire
de {sn0[]}, qui contient la substitution vide.
On conside`re un langage du second ordre pour l’arithme´tique (avec symboles de fonctions,
mais pas de constantes de pre´dicat), et le mode`le standard pour ce langage (mode`le plein,
les individus sont les entiers, chaque symbole de fonction est interpre´te´ dans les entiers).
Alors toute e´quation vraie ∀x1 . . .∀xk(t(x1, . . . , xk) = u(x1, . . . , xk)) (t, u e´tant des termes
du langage) est re´alise´e par I[S]. En restreignant les formules a` int(x), on remplace
l’axiome de re´currence par les axiomes :
Af ≡ ∀x1 . . .∀xk(int(x1), . . . , int(xk)→ int(f(x1, . . . , xk)))
pour chaque symbole de fonction f . On s’inte´resse donc aux fonctions f pour lesquelles
Af est re´alise´ (par une quasi-preuve close). Ce sont des fonctions re´cursives, puisque cette
quasi-preuve calcule f .
Pour re´aliser Af , il suffit de le de´montrer, en logique du second ordre, a` partir d’e´quations
vraies (qui comportent e´ventuellement des symboles de fonction autres que f). On peut
ainsi utiliser les symboles pour toutes les fonctions arithme´tiques usuelles.
Pour le the´ore`me 7 ci-dessous, on suppose l’existence des instructions suivantes :
• Etant donne´s ξ ∈ Λ et π ∈ Π, une instruction note´e ξkpi, avec la re`gle de re´duction :
ξkpi ⋆ ̟ ≻ ξ ⋆ kpi .̟.
• Une instruction note´e V , avec la re`gle de re´duction :
V ⋆ ξ . η .π ≻ η ⋆ ξkpi .π.
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The´ore`me 7. Pour X ⊂ Π, on de´finit X− ⊂ Λ en posant X− = {kpi; π ∈ X}.
Alors, si X ,Y ⊂ Π, on a :
i) I[S] ||− (¬X → Y)→ (X− → Y) ;
ii) V ||− (X− → Y)→ ((Y → X )→ X ).
i) Soient η ||−¬X → Y , π ∈ X et ρ ∈ Y . On doit montrer que I[ς] ⋆ η . kpi . ρ ∈ ⊥ , pour
toute substitution ς ∈ S. Or, on a ⊢ I : (¬X → Y),¬X → Y et donc :
I[ς] ||− (¬X → Y),¬X → Y d’apre`s le the´ore`me 1 (lemme d’ade´quation).
D’apre`s le lemme 2, on a kpi ||−¬X , d’ou` le re´sultat.
ii) Soient ξ ||−X− → Y , η ||−Y → X et π ∈ X . On doit montrer que V ⋆ ξ . η .π ∈ ⊥ ,
soit η ⋆ ξkpi .π ∈ ⊥ . Il suffit donc de montrer ξkpi ||−Y ; soit ̟ ∈ Y . On a ξ ⋆ kpi .̟ ∈ ⊥ ,
puisque kpi ∈ X
− ; d’apre`s la re`gle de re´duction de ξkpi, on a donc ξkpi ⋆ ̟ ∈ ⊥ .
C.Q.F.D.
Structures SR0 et SR1
On conside`re un mode`le de re´alisabilite´ usuel (voir[3,4,5]), donne´ par un ensemble sature´
⊥ ⊂ Λc×Π. Les e´le´ments de Λc sont les λ-termes clos comportant les continuations
kpi, les instructions cc, χ, χ
′, σ (pour l’axiome du choix non extensionnel, lemme 24), et
e´ventuellement d’autres. Les instructions T, S (pour la mise en me´moire des entiers,
the´ore`me 6) sont ici inutiles, car elles sont donne´es par les deux quasi-preuves :
T0 = λfλn((n)λgλx(g)(s)x)f0 et S0 = λgλx(g)(s)x.
Pour π ∈ Π et τ ∈ Λc, π
τ de´signe la pile obtenue en ajoutant τ au fond de la pile π, juste
avant la constante de pile :
si π = ξ1 . . . . . ξn . π0, ou` π0 est une constante de pile, alors πτ = ξ1 . · · · . ξn . τ .π0.
Les nouvelles instructions χ, χ′ ont les re`gles de re´duction suivantes :
χ ⋆ ξ .πτ ≻ ξ ⋆ τ .π (lecture) ; χ′ ⋆ ξ . τ .π ≻ ξ ⋆ πτ (e´criture).
Cette structure de re´alisabilite´ sera de´signe´e par SR0. On va en construire une nouvelle,
que nous de´signerons par SR1.
On conside`re un ensemble P muni d’une ope´ration binaire (p, p′) 7→ pp′, avec un e´le´ment
distingue´ 1. Pour chaque p ∈ P , on se donne un ensemble de termes C[p] ⊂ Λc.
On suppose qu’on a cinq quasi-preuves closes αi(0 ≤ i ≤ 4) telles que :
τ ∈ C[pq] ⇒ α0τ ∈ C[p] ; τ ∈ C[pq] ⇒ α1τ ∈ C[qp] ;
τ ∈ C[p] ⇒ α2τ ∈ C[pp] ; τ ∈ C[p(qr)] ⇒ α3τ ∈ C[(pq)r] ;
τ ∈ C[p] ⇒ α4τ ∈ C[p1].
Dans la suite, on conside`re des expressions de la forme γ = (αi1)(αi2) . . . (αik)
avec 0 ≤ i1, . . . , ik ≤ 4, qu’on appellera une compose´e de αi (0 ≤ i ≤ 4).
Une telle expression n’est pas dans Λc, mais γτ ∈ Λc pour tout τ ∈ Λc ;
le terme γτ = (αi1) . . . (αik)τ sera aussi e´crit (γ)τ .
Lemme 8. On a six expressions γ0, γ1, γ2, γ3, γ4, γ5 qui sont des compose´es de αi (0 ≤ i ≤ 3)
telles que :
τ ∈ C[pq] ⇒ γ0τ ∈ C[p(pq)] ; τ ∈ C[(pq)r] ⇒ γ1τ ∈ C[pr] ;
7
τ ∈ C[(pq)r] ⇒ γ2τ ∈ C[qr] ; τ ∈ C[p(qr)] ⇒ γ3τ ∈ C[q(rr)] ;
τ ∈ C[p(qr)] ⇒ γ4τ ∈ C[qp] ; τ ∈ C[(pq)r] ⇒ γ5τ ∈ C[p(qr)].
On a τ ∈ C[pq] ⇒ (α2)τ ∈ C[(pq)(pq)] ⇒ (α3)(α2)τ ∈ C[((pq)p)q)]
⇒ (α0)(α3)(α2)τ ∈ C[(pq)p] ⇒ (α1)(α0)(α3)(α2)τ ∈ C[p(pq)].
On pose donc γ0 = (α1)(α0)(α3)(α2). On a :
τ ∈ C[(pq)r] ⇒ (α1)τ ∈ C[r(pq)] ⇒ (α3)(α1)τ ∈ C[(rp)q)] ⇒ (α1)(α3)(α1)τ ∈ C[q(rp)]
⇒ (α3)(α1)(α3)(α1)τ ∈ C[(qr)p)] ⇒ (α1)(α3)(α1)(α3)(α1)τ ∈ C[p(qr))].
On pose donc γ5 = (α1)(α3)(α1)(α3)(α1).
Calculs analogues pour les γi, 1 ≤ i ≤ 4.
C.Q.F.D.
Remarque. Soient t(p1, . . . , pn), u(p1, . . . , pn) deux termes e´crits avec les variables p1, . . . , pn,
un symbole de fonction binaire et un symbole de constante 1.
On montre facilement que, si la formule : ∀p1 . . . ∀pn[t(p1, . . . , pn) ≤ u(p1, . . . , pn)]
est conse´quence de :
∀p∀q∀r((pq = qp) ∧ (p(qr) = (pq)r) ∧ (pp = p) ∧ (p1 = p)), ∀p∀q(p ≤ q ↔ pq = p),
alors, il existe une compose´e γ des αi(0 ≤ i ≤ 4) telle que l’on ait :
τ ∈ C[t(p1, . . . , pn)] ⇒ γτ ∈ C[u(p1, . . . , pn)].
Pour chaque expression γ qui est une compose´e de αi (0 ≤ i ≤ 4), on de´signe par γ
l’instruction dont la re`gle de re´duction est :
γ ⋆ ξ .πτ ≻ ξ ⋆ πγτ pour ξ ∈ Λc et π ∈ Π.
On peut, en fait, poser γ = λx(χ)λy(χ′x)(γ)y.
On de´finit une nouvelle structure de re´alisabilite´ en posant :
Λ = Λc×P , Π = Π×P et Λ ⋆Π = (Λc ⋆ Π)×P .
Les ope´rations sont de´finies comme suit :
(ξ, p) . (π, q) = (ξ . π, pq) ; (ξ, p) ⋆ (π, q) = (ξ ⋆ π, pq) ;
k(pi,p) = (k
∗
pi, p) avec k
∗
pi = λx(χ)λy(kpi)(χ
′x)(γ4)y.
On prend pour S l’ensemble des substitutions de la forme [(ξ1, p)/x1, . . . , (ξk, p)/xk].
Soit t[x1, . . . , xk] une quasi-preuve dont les variables libres sont parmi x1, . . . , xk. On
pose :
t[(ξ1, p)/x1, . . . , (ξk, p)/xk] = (t
∗[ξ1/x1, . . . , ξk/xk], p)
ou` t∗[x1, . . . , xk] ∈ QP est obtenu a` partir de t au moyen des re`gles suivantes :
x∗ = x ; (tu)∗ = γ0t
∗u∗ ; (λx t)∗ = α3λx t
∗[γ2x/x, γ1x1/x1, . . . , γ1xk/xk] ;
cc∗ = λx(χ)λy(cc)λk((χ′x)(γ3)y)k
∗ avec k∗ = λx(χ)λy(k)(χ′x)(γ4)y.
Dans le cas de la substitution vide, note´e [], on a t ∈ QP0 et on pose t[] = (t
∗, 1).
Les λc-termes cc
∗ et k∗pi s’exe´cutent donc comme suit :
cc∗ ⋆ ξ .πτ ≻ ξ ⋆ k∗pi . πγ3τ ; k
∗
pi ⋆ ξ .̟τ ≻ ξ ⋆ πγ4τ .
On pose ⊥⊥ = {(ξ ⋆ π, p); p ∈ P , (∀τ ∈ C[p]) ξ ⋆ πτ ∈ ⊥} (⊥ est le sous-ensemble sature´
de Λc ⋆ Π qui de´finit la re´alisabilite´ standard).
La structure de re´alisabilite´ que nous venons de de´finir sera de´signe´e par SR1.
Lemme 9. ⊥ est un ensemble sature´, c’est-a`-dire qu’il a les proprie´te´s 1 a` 5, page 2.
1. Trivial, puisque xi[(ξ1, p)/x1, . . . , (ξk, p)/xk] = (ξi, p).
2. L’hypothe`se est t[(ξ′1, p
′)/x1, . . . , (ξ
′
k, p
′)/xk] ⋆ u[(ξ
′
1, p
′)/x1, . . . , (ξ
′
k, p
′)/xk] . (π, q) ∈ ⊥⊥
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quels que soient (ξ′1, p
′) ≤ (ξ1, p), . . . , (ξ
′
k, p
′) ≤ (ξk, p). En fait, on utilisera seulement le
fait que t[(ξ1, p)/x1, . . . , (ξk, p)/xk] ⋆ u[(ξ1, p)/x1, . . . , (ξk, p)/xk] . (π, q) ∈ ⊥⊥
c’est-a`-dire (t∗[ξ1/x1, . . . , ξk/xk] ⋆ u
∗[ξ1/x1, . . . , ξk/xk] .π, p(pq)) ∈ ⊥⊥.
On doit montrer tu[(ξ1, p)/x1, . . . , (ξk, p)/xk] . (π, q) ∈ ⊥⊥, autrement dit :
((γ0t
∗u∗)[ξ1/x1, . . . , ξk/xk] ⋆ π, pq) ∈ ⊥⊥. On suppose donc τ ∈ C[pq], donc γ0τ ∈ C[p(pq)]
d’ou` t∗[ξ1/x1, . . . , ξk/xk] ⋆ u
∗[ξ1/x1, . . . , ξk/xk] . πγ0τ ∈ ⊥ et par suite :
(γ0t
∗u∗)[ξ1/x1, . . . , ξk/xk] ⋆ π
τ ∈ ⊥ , ce qui est le re´sultat voulu.
3. On suppose t[(ξ′, p′)/x, (ξ′1, p
′)/x1, . . . , (ξ
′
k, p
′)/xk] ⋆ (π, r) ∈ ⊥⊥
quels que soient (ξ′, p′) ≤ (ξ, q), (ξ′1, p
′) ≤ (ξ1, p),. . . ,(ξ
′
k, p
′) ≤ (ξk, p).
On doit montrer λx t[(ξ1, p)/x1, . . . , (ξk, p)/xk] ⋆ (ξ, q) . (π, r) ∈ ⊥⊥, c’est-a`-dire :
((λx t)∗[ξ1/x1, . . . , ξk/xk] ⋆ ξ .π, p(qr)) ∈ ⊥⊥ ou encore :
(α3λx t
∗[γ2x/x, γ1ξ1/x1, . . . , γ1ξk/xk] ⋆ ξ .π, p(qr)) ∈ ⊥⊥.
Soit donc τ ∈ C[p(qr)]. On doit montrer α3λx t
∗[γ2x/x, γ1ξ1/x1, . . . , γ1ξk/xk]⋆ξ .πτ ∈ ⊥
soit t∗[γ2ξ/x, γ1ξ1/x1, . . . , γ1ξk/xk] ⋆ π
α3τ ∈ ⊥ .
Lemme 10. On a (γ1ξ, pq) ≤ (ξ, p) et (γ2ξ, pq) ≤ (ξ, q).
Supposons (ξ, p)⋆ (π, r) ∈ ⊥⊥, soit (ξ ⋆π, pr) ∈ ⊥⊥. On doit montrer (γ1ξ, pq)⋆ (π, r) ∈ ⊥⊥,
soit (γ1ξ ⋆ π, (pq)r) ∈ ⊥⊥. On prend donc τ ∈ C[(pq)r], d’ou` γ1τ ∈ C[pr]. On a donc
ξ ⋆ πγ1τ ∈ ⊥ , d’ou` γ1ξ ⋆ π
τ ∈ ⊥ , ce qui est le re´sultat voulu.
Meˆme preuve pour la deuxie`me partie du lemme.
C.Q.F.D.
On a donc (γ2ξ, pq) ≤ (ξ, q) ; (γ1ξi, pq) ≤ (ξi, p) pour 1 ≤ i ≤ k. D’apre`s l’hypothe`se sur
t, il en re´sulte que t[(γ2ξ, pq)/x, (γ1ξ1, pq)/x1, . . . , (γ1ξk, pq)/xk] ⋆ (π, r) ∈ ⊥⊥, ou encore :
(t∗[γ2ξ/x, γ1ξ1/x1, . . . , γ1ξk/xk] ⋆ π, (pq)r) ∈ ⊥⊥.
Or, on a τ ∈ C[p(qr)], donc α3τ ∈ C[(pq)r] ; il en re´sulte que :
t∗[γ2ξ/x, γ1ξ1/x1, . . . , γ1ξk/xk] ⋆ π
α3τ ∈ ⊥ ce qui est le re´sultat voulu.
Remarque. Lorsque k = 0 (cas de la substitution vide), la preuve reste valable, avec p = 1.
4. On doit montrer :
(ξ, q) ⋆ k(pi,r) . (π, r) ∈ ⊥⊥ ⇒ cc[(ξ1, p)/x1, . . . , (ξk, p)/xk] ⋆ (ξ, q) . (π, r) ∈ ⊥⊥
ce qui s’e´crit (ξ, q) ⋆ (k∗pi, r) . (π, r) ∈ ⊥⊥ ⇒ (cc∗, p) ⋆ (ξ, q) . (π, r) ∈ ⊥⊥, ou encore :
(ξ ⋆ k∗pi . π, q(rr)) ∈ ⊥⊥ ⇒ (cc∗ ⋆ ξ .π, p(qr)) ∈ ⊥⊥.
On suppose donc τ ∈ C[p(qr)], d’ou` γ3τ ∈ C[q(rr)] et donc ξ ⋆ k
∗
pi . πγ3τ ∈ ⊥ .
D’apre`s la re`gle de re´duction pour cc∗, on a donc cc∗ ⋆ ξ . πτ ∈ ⊥ , ce qui est le re´sultat
voulu.
5. (ξ, q) ⋆ (π, p) ∈ ⊥⊥ ⇒ (k∗pi, p) ⋆ (ξ, q) . (̟, r) ∈ ⊥⊥ c’est-a`-dire :
(ξ⋆π, qp) ∈ ⊥⊥⇒ (k∗pi⋆ξ .̟, p(qr)) ∈ ⊥⊥. On suppose donc τ ∈ C[p(qr)], d’ou` γ4τ ∈ C[qp],
d’ou` ξ ⋆ πγ4τ ∈ ⊥ . D’apre`s la re`gle de re´duction de k∗pi, on en de´duit k
∗
pi ⋆ ξ .̟τ ∈ ⊥ .
C.Q.F.D.
Notation.
Dans SR1, on notera ‖|F‖| la valeur de ve´rite´ d’une formule close F (sous-ensemble de
Π = Π×P ) et (ξ, p) ‖|−F le fait que (ξ, p) ∈ Λ re´alise cette formule, c’est-a` dire :
∀π∀q[(π, q) ∈ ‖|F‖| ⇒ (ξ ⋆ π, pq) ∈ ⊥⊥].
Comme on veut utiliser, dans cette structure de re´alisabilite´, le the´ore`me 6 de mise en
me´moire des entiers, on doit trouver, dans Λ, les instructions ne´cessaires.
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Elles s’e´crivent (T, 1), (S, 1), avec :
T = βλfλn(n)Sf0 ; β est tel que τ ∈ C[1(p(qr))] ⇒ βτ ∈ C[q(1(p(1r)))].
S = αλgλx(g)(s)x ; α est tel que τ ∈ C[1p] ⇒ ατ ∈ C[p].
On a alors, en effet, sn0[] = (sn0, 1) et :
(ν, q) ⋆ (S, 1) . (φ, p) . (0, 1) . (π, r) ∈ ⊥ ⇒ (T, 1) ⋆ (φ, p) . (ν, q) . (π, r) ∈ ⊥ .
(ψ, p) ⋆ (sn+10, 1) . (π, q) ∈ ⊥ ⇒ (S, 1) ⋆ (ψ, p) . (sn0, 1) . (π, q) ∈ ⊥ .
En effet, ces conditions s’e´crivent :
(ν ⋆ S .φ . 0 . π, q(1(p(1r)))) ∈ ⊥ ⇒ (T ⋆ φ . ν . π, 1(p(qr))) ∈ ⊥ .
(ψ ⋆ sn+10 . π, p(1q)) ∈ ⊥ ⇒ (S ⋆ ψ . sn0 . π, 1(p(1q))) ∈ ⊥ .
Noter que α, β sont des compose´es des αi(0 ≤ i ≤ 3). L’e´le´ment 1 n’a aucune proprie´te´
particulie`re et peut donc eˆtre pris quelconque dans P .
On veut e´galement pouvoir utiliser le the´ore`me 7 ; pour cela, on remarque que cette
structure de re´alisabilite´ contient les instructions ne´cessaires. En effet :
i) On de´finit une ope´ration binaire sur Λ en posant :
(ξ, p)(η, q) = (γ5ξη, pq) pour (ξ, p), (η, q) ∈ Λ.
On a alors :
(ξ, p)(η, q) ⋆ (π, r) ≻ (ξ, p) ⋆ (η, q) . (π, r)
autrement dit :
(ξ, p) ⋆ (η, q) . (π, r) ∈ ⊥⊥ ⇒ (ξ, p)(η, q) ⋆ (π, r) ∈ ⊥⊥.
En effet, ceci s’e´crit (ξ ⋆ η .π, p(qr)) ∈ ⊥⊥ ⇒ (γ5ξη . π, (pq)r) ∈ ⊥⊥.
On suppose donc τ ∈ C[(pq)r] ; alors γ5τ ∈ C[p(qr)], donc ξ ⋆ η . πγ5τ ∈ ⊥ , d’ou`
γ5ξη ⋆ π
τ ∈ ⊥ , ce qui est le re´sultat voulu.
L’instruction cherche´e est alors (ξ, p)k(pi,q), soit (ξ, p)(k
∗
pi, q) c’est-a`-dire (γ5ξk
∗
pi, pq).
Remarque. L’ope´ration binaire que nous venons de de´finir dans Λ n’est pas compatible avec la
substitution dans les quasi-preuves, c’est-a`-dire que :
si (ξ, p) = t[(ξ1, p)/x1, . . . , (ξk, p)/xk] et (η, p) = u[(ξ1, p)/x1, . . . , (ξk, p)/xk],
alors (ξ, p)(η, p) 6= tu[(ξ1, p)/x1, . . . , (ξk, p)/xk].
ii) L’instruction cherche´e sera note´e (V, 1) et doit avoir la re`gle de re´duction suivante :
(V, 1) ⋆ (ξ, p) . (η, q) . (π, r) ≻ (η, q) ⋆ (ξ, p)k(pi,r) . (π, r)
autrement dit (η, q) ⋆ (ξ, p)k(pi,r) . (π, r) ∈ ⊥⊥ ⇒ (V, 1) ⋆ (ξ, p) . (η, q) . (π, r) ∈ ⊥⊥.
Or, ceci s’e´crit (η ⋆ γ5ξk
∗
pi .π, q((pr)r)) ∈ ⊥⊥ ⇒ (V ⋆ ξ . η . π, 1(p(qr))) ∈ ⊥⊥.
On suppose donc τ ∈ C[1(p(qr))] et on a donc γτ ∈ C[q((pr)r)] pour une compose´e γ con-
venable des αi(0 ≤ i ≤ 3). On veut montrer V ⋆ξ . η .πτ ∈ ⊥ et on a η ⋆ γ5ξk
∗
pi . πγτ ∈ ⊥ .
On a donc (γη)(γ5)ξk
∗
pi ⋆ π
τ ∈ ⊥ et on peut donc poser :
V = (χ)λτλxλy(cc)λk((χ′)(γy)(γ5)xk
∗)τ
ou` γ est une compose´e des αi(0 ≤ i ≤ 3) telle que τ ∈ C[1(p(qr))] ⇒ γτ ∈ C[q((pr)r)]
et k∗ = λx(χ)λy(k)(χ′x)(γ4)y.
Forcing
Nous de´finissons ci-dessous deux classes de formules de formules du second ordre. Elles
utilisent des variables d’individu x, y, . . ., des variables de pre´dicat X, Y, . . . , X+, Y +, . . .
(les variables X et X+ ont la meˆme arite´), des variables de condition p, q, . . . Ce sont :
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1. Les formules de forcing, ou formules de SR0, qui peuvent eˆtre interpre´te´es dans SR0
seulement.
2. Les formules de SR1, qui peuvent eˆtre interpre´te´es dans SR1 seulement.
1. Les formules de SR0
Les termes d’individu sont construits avec les variables d’individu x1, . . . , xk, . . . et les
symboles de fonction, qui sont toutes les fonction de Nk dans N (k entier quelconque)
dont on aura besoin (re´cursives ou non). Un terme d’individu sera note´ t[x1, . . . , xk] ou
tint[x1, . . . , xk] s’il y a ambigu¨ıte´.
Les termes de condition sont construits avec les variables de condition p1, . . . , pk, . . ., la
constante 1 et un symbole de fonction binaire (par exemple ((pq)1)(qp) est un terme
de condition). Un terme de condition sera note´ t[p1, . . . , pk] ou t
P[p1, . . . , pk] s’il y a
ambigu¨ıte´.
Les formules de SR0 sont construites comme suit :
• Les formules de SR0 atomiques, de la forme :
tint 6= uint, X(tint1 , . . . , t
int
n ), t
P 6= uP et tP ε/X+(tint1 , . . . , t
int
n ), ou` X est une variable de
pre´dicat d’arite´ n, tint, uint, tint1 , . . . , t
int
n sont des termes d’individu et t
P, uP des termes
de condition.
La formule atomique tP ε/X+(tint1 , . . . , t
int
n ) se lit “ la condition t
P s’oppose a` X+(tint1 , . . . , t
int
n ) ”.
• Si F et G sont des formules de SR0, alors F → G en est une aussi.
• Si F est une formule de SR0, alors C[t
P]→ F en est une aussi.
• Si F est une formule de SR0, alors ∀xF , ∀x
intF et ∀pP F sont des formules de SR0
(x est une variable d’individu, p une variable de condition).
• Si F est une formule de SR0 et X une variable de pre´dicat, alors ∀X F et ∀X
+ F sont
des formules de SR0.
Remarque. ⊤ et ⊥ se trouvent parmi les formules atomiques : ce sont 0 6= 1 et 0 6= 0.
On utilisera aussi deux sous-classes :
i) Les formules de SR0 usuelles, construites avec les meˆmes re`gles, sauf que l’on ne permet
que les formules atomiques tint 6= uint, X(tint1 , . . . , t
int
n ) et les quantificateurs ∀x, ∀x
int et
∀X .
ii) Les formules de SR0 usuelles restreintes a` N, sous-classe de (i) ou` l’on ne permet que
les quantificateurs ∀xint et ∀X .
Les formules de SR0 prennent une valeur de ve´rite´ dans SR0, c’est-a`-dire dans P(Π) ; les
variables de pre´dicat X varient dans SR0, les variables X
+ dans SR1.
Soit donc F une formule de SR0 close avec parame`tres : il s’agit d’une formule de SR0,
dans laquelle les variables libres d’individu ont e´te´ substitue´es par des entiers, les variables
libres de condition ont e´te´ substitue´es par des e´le´ments de P ; les variables libres X de
pre´dicat n-aire ont e´te´ substitue´es par des pre´dicats de SR0, c’est-a`-dire des e´le´ments de
P(Π)N
n
; les variables libres X+ de pre´dicat n-aire ont e´te´ substitue´es par des pre´dicats
de SR1, c’est-a`-dire des e´le´ments de P(Π×P )
N
n
.
On de´finit sa valeur de ve´rite´ ‖F‖ ⊂ Π par re´currence sur la construction de F (comme
d’habitude, ξ ||−F signifie (∀π ∈ ‖F‖) ξ ⋆ π ∈ ⊥ ) :
• Si F est atomique de la forme t 6= u, alors t, u sont des termes clos d’individu ou de
condition. Ils ont donc une valeur dans N ou P ; ‖t 6= u‖ est ∅ ou Π suivant que ces
11
valeurs sont distinctes ou non.
• Si F est atomique de la forme X(t1, . . . , tn), alors X ∈ P(Π)
Nn et t1, . . . , tn sont des
termes d’individu clos, donc ont une valeur dans N . ‖X(t1, . . . , tn‖ est alors de´fini de
fac¸on e´vidente.
• Si F est atomique de la forme tP ε/X+(t1, . . . , tn), alors X
+ ∈ P(Π×P )N
n
et t1, . . . , tn
sont des termes d’individu clos, donc ont une valeur dansN . On a doncX+(t1, . . . , tn) ⊂ Π×P .
Or, tP est un terme de condition clos, donc prend une valeur q ∈ P . On pose alors :
‖tP ε/X+(t1, . . . , tn)‖ = ‖F‖ = {π ∈ Π; (π, q) ∈ X
+(t1, . . . , tn)}.
• Si F ≡ G→ H , alors ‖F‖ = {ξ .π; ξ ||−G, π ∈ ‖H‖}.
• Si F ≡ C[tP]→ H , alors ‖F‖ = {ξ .π; ξ ∈ C[q], π ∈ ‖H‖} (q ∈ P est la valeur de tP).
• Si F ≡ ∀xG, alors ‖F‖ =
⋃
n∈N
‖G[n/x]‖.
• Si F ≡ ∀xintG, alors ‖F‖ =
⋃
n∈N
{sn0 .π; π ∈ ‖G[n/x]‖}.
• Si F ≡ ∀pP G, alors ‖F‖ =
⋃
p∈P
‖G[p]‖.
• Si F ≡ ∀X G, ou` X est une variable de pre´dicat n-aire, alors ‖F‖ =
⋃
X∈P(Π)Nn
‖G[X/X ]‖.
• Si F ≡ ∀X+G, ou` X est une variable de pre´dicat n-aire, alors ‖F‖ =
⋃
X∈P(Π×P )Nn
‖G[X /X ]‖.
Le lemme 11 montre que la formule t 6= u a bien la signification voulue.
Lemme 11.
Soit t = u la formule t 6= u→ ⊥. Alors, pour toute formule F de SR0, on a :
λxλy(cc)λk(x)(k)y ||−∀xint∀yint[x = y, F (x)→ F (y)] ;
λxλy(cc)λk(x)(k)y ||−∀pP∀qP[p = q, F (p)→ F (q)].
Les deux e´nonce´ se de´montrent de la meˆme fac¸on. On montre le deuxie`me :
Soient p, q ∈ P ; ξ ||− p 6= q → ⊥ ; η ||−F (p) et π ∈ ‖F (q)‖. On doit montrer que :
λxλy(cc)λk(x)(k)y ⋆ ξ . η . π ∈ ⊥ , soit ξ ⋆ kpiη . π ∈ ⊥ .
C’est imme´diat si p 6= q, car alors ξ ||−⊤ → ⊥. Si p = q, alors ‖F (p)‖ = ‖F (q)‖, donc
η ⋆ π ∈ ⊥ , d’ou` kpiη ||−⊥. Mais ξ ||−⊥ → ⊥, d’ou` le re´sultat.
C.Q.F.D.
2. Les formules de SR1
Les formules de SR1 sont construites comme suit :
• Les formules de SR1 atomiques, de la forme t 6= u, X(t1, . . . , tn) et X
+(t1, . . . , tn), ou`
X est une variable de pre´dicat d’arite´ n et t, u, t1, . . . , tn sont des termes d’individu.
• Si F et G sont des formules de SR1, alors F → G en est une aussi.
• Si F est une formule de SR1, alors ∀xF et ∀x
intF sont des formules de SR1.
• Si F est une formule de SR1 et X une variable de pre´dicat, alors ∀X F et ∀X
+ F sont
des formules de SR1.
Remarque. Les formules usuelles de SR0 sont dans cette classe : ce sont celles qui ne compor-
tent pas de formule atomique de la forme X+(t1, . . . , tn) ni de quantificateur ∀X
+.
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On utilisera aussi une sous-classe :
Les formules de SR1 restreintes a` N, construites avec les meˆmes re`gles, sauf que l’on ne
permet que les quantificateurs ∀xint, ∀X et ∀X+.
Remarque. Les formules restreintes de SR0 sont dans cette classe : ce sont celles qui ne
comportent pas de formule atomique de la forme X+(t1, . . . , tn) ni de quantificateur ∀X
+.
Les formules de SR1 prennent une valeur de ve´rite´ dans SR1, c’est-a`-dire dans P(Π×P ) ;
les variables de pre´dicat X varient dans SR0, les variables X
+ dans SR1.
Soit donc F une formule de SR1 close avec parame`tres : il s’agit d’une formule de SR1,
dans laquelle les variables libres d’individu ont e´te´ substitue´es par des entiers, les variables
libres X de pre´dicat n-aire ont e´te´ substitue´es par des pre´dicats de SR0, c’est-a`-dire des
e´le´ments de P(Π)N
n
; les variables libres X+ de pre´dicat n-aire ont e´te´ substitue´es par
des pre´dicats de SR1, c’est-a`-dire des e´le´ments de P(Π×P )
N
n
.
On de´finit sa valeur de ve´rite´ ‖|F‖| ⊂ Π×P par re´currence sur la construction de F (bien
entendu, (ξ, p) ‖|−F signifie ∀π∀q[(π, q) ∈ ‖|F‖| ⇒ (ξ, p) ⋆ (π, q) ∈ ⊥⊥]) :
• Si F est atomique de la forme t 6= u, alors t, u sont des termes d’individu clos, donc
ont une valeur dans N ; ‖|t 6= u‖| est ∅ ou Π×P suivant que ces entiers sont distincts ou
non.
• Si F est atomique de la forme X+(t1, . . . , tn), alors X
+ ∈ P(Π×P )N
n
et t1, . . . , tn sont
des termes clos, donc ont une valeur dans N. On a donc X+(t1, . . . , tn) ⊂ Π×P ; cela
de´finit ‖|X+(t1, . . . , tn)‖|.
• Si F est atomique de la forme X(t1, . . . , tn), alors X ∈ P(Π)
Nn et t1, . . . , tn sont
des termes clos, donc ont une valeur dans N. La valeur ‖X(t1, . . . , tn)‖ dans SR0 est
alors de´finie de fac¸on e´vidente. Sa valeur ‖|X(t1, . . . , tn)‖| dans SR1 est de´finie par
‖|X(t1, . . . , tn)‖| = ‖X(t1, . . . , tn)‖×P .
• Si F ≡ G→ H , alors ‖|F‖| = {(ξ, p) . (π, q); (ξ, p) ‖|−G, (π, q) ∈ ‖|H‖|}.
• Si F ≡ ∀xG, alors ‖|F‖| =
⋃
n∈N
‖|G[n/x]‖|.
• Si F ≡ ∀xintG, alors ‖|F‖| =
⋃
n∈N
{(sn0, 1) . (π, q); (π, q) ∈ ‖|G[n/x]‖|}.
• Si F ≡ ∀X+G, ou`X est une variable de pre´dicat n-aire, alors ‖|F‖| =
⋃
X∈P(Π×P )Nn
‖|G[X /X ]‖|.
• Si F ≡ ∀X G, ou` X est une variable de pre´dicat n-aire, alors ‖|F‖| =
⋃
X∈P(Π)Nn
‖|G[X/X ]‖|.
De´finition du forcing
Conside´rons une formule F de SR1 et soit p une variable de condition.
On de´finit, par re´currence sur F , une formule de forcing (formule de SR0) note´e p ||−
fF
(lire “ p force F ”).
• Si F est atomique de la forme X+(t1, . . . , tn), on pose :
p ||− fX(t1, . . . , tn) ≡ ∀q
P{C[pq]→ q ε/X+(t1, . . . , tn)}.
• Si F est atomique de la forme X(t1, . . . , tn), on pose :
p ||− fX(t1, . . . , tn) ≡ C[p]→ X(t1, . . . , tn).
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• Si F est atomique de la forme t 6= u, on pose :
p ||− f t 6= u ≡ C[p]→ t 6= u.
• p ||− fG→ H ≡ ∀qP{(q ||− fG)→ (pq ||− fH)}.
• p ||− f∀xG ≡ ∀x(p ||− fG).
• p ||− f∀xintG ≡ ∀xint(p ||− fG).
• p ||− f∀X+G ≡ ∀X+(p ||− fG).
• p ||− f∀X G ≡ ∀X(p ||− fG).
On conside`re, dans la suite, des formules de SR1 closes, a` parame`tres X1, . . . ,Xk dans SR1
et Y 1, . . . , Y l dans SR0.
On les e´crira F [X1, . . . ,Xk, Y 1, . . . , Y l], au lieu de F [X1/X
+
1 , . . . ,Xk/X
+
k , Y 1/Y1, . . . , Y l/Yl].
Un parame`tre (constante de pre´dicat d’arite´ n) de SR1 est une application X : N
n →
P(Π×P ).
Un parame`tre de SR0 est une application Y : N
n → P(Π).
On e´crira donc, en abre´ge´, p ||− fF [X1, . . . ,Xk, Y 1, . . . , Y l].
Par exemple, si X ∈ P(Π×P )N (pre´dicat unaire de SR1), alors :
p ||− fXn est la formule de forcing ∀q[C[pq]→ q ε/Xn].
Remarque. Une formule atomique de la forme t 6= u est alors de la forme X(t, u) ou` X : N2 →
P(Π) est de´fini par X(m,n) = ∅ si m 6= n et X(m,n) = Π si m = n.
Etant donne´s une telle formule F [X1, . . . ,Xk, Y 1, . . . , Y l] et p ∈ P , on de´finit une valeur
de ve´rite´ de SR0 (sous-ensemble de Π), note´e ‖p ||−
′F‖.
On pose :
‖p ||− ′F‖ =
⋃
q∈P
{πτ ; τ ∈ C[pq], (π, q) ∈ ‖|F‖|}.
Lemme 12. Pour ξ ∈ Λc et p ∈ P , on a (ξ, p) ‖|−F ⇔ ξ ||− (p ||−
′F ).
En effet, la condition (ξ, p) ‖|−F s’e´crit ∀π∀q{(π, q) ∈ ‖|F‖| ⇒ (ξ, p) ⋆ (π, q) ∈ ⊥⊥},
c’est-a`-dire ∀π∀q∀τ{q ∈ P , τ ∈ C[pq], (π, q) ∈ ‖|F‖| ⇒ ξ ⋆ πτ ∈ ⊥}. Par de´finition de
‖p ||− ′F‖, cette condition e´quivaut a` ∀̟(̟ ∈ ‖p ||− ′F‖ ⇒ ξ ⋆ ̟ ∈ ⊥ ).
C.Q.F.D.
The´ore`me 13.
Pour chaque formule close F [X1, . . . ,Xk, Y 1, . . . , Y l] de SR1, a` parame`tres X1, . . . ,Xk dans
SR1 et Y 1, . . . , Y l dans SR0, il existe deux quasi-preuves closes χF , χ
′
F telles que :
χF ||− [(p ||−
fF )→ (p ||− ′F )] et χ′F ||− [(p ||−
′F )→ (p ||− fF )].
χF et χ
′
F ne de´pendent pas des parame`tres et des termes pre´sents dans F .
On le montre par re´currence sur la construction de la formule F .
• Cas ou` F ≡ ∀xG. On a alors :
‖p ||− ′F‖ =
⋃
q∈P
{πτ ; τ ∈ C[pq], (π, q) ∈ ‖|∀xG‖|} =
⋃
q∈P,n∈N
{πτ ; τ ∈ C[pq], (π, q) ∈
‖|G[n/x]‖|},
et donc :
‖p ||− ′F‖ =
⋃
n∈N
‖p ||− ′G[n/x]‖.
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On a aussi :
‖p ||− fF‖ =
⋃
n∈N
‖p ||− fG[n/x]‖.
L’hypothe`se de re´currence donne alors imme´diatement le re´sultat, si on pose :
χF = χG et χ
′
F = χ
′
G.
• Cas ou` F ≡ ∀X G ou bien F ≡ ∀X+G. Meˆme de´monstration. On a encore :
χF = χG et χ
′
F = χ
′
G.
• Cas ou` F ≡ ∀xintG.
On a ‖p ||− ′F‖ =
⋃
q∈P
{̟τ ; τ ∈ C[pq], (̟, q) ∈ ‖|∀xintG‖|} =
⋃
q∈P,n∈N
{̟τ ; τ ∈ C[pq], (̟, q) ∈ ‖|{(sn0, 1)} → G[n]‖|}. On a donc :
(1) ‖p ||− ′F‖ =
⋃
q∈P,n∈N
{sn0 . πτ ; τ ∈ C[p(1q)], (π, q) ∈ ‖|G[n]‖|}.
Par ailleurs, par de´finition de ‖p ||− fF‖, on a :
(2) ‖p ||− fF‖ =
⋃
n∈N
‖{sn0} → (p ||− fG[n])‖ =
⋃
n∈N
{sn0 .π; π ∈ ‖p ||− fG[n]‖}.
i) Par hypothe`se de re´currence, on a χG ||− (p ||−
fG[n])→ (p ||− ′G[n]). Posons :
χF = λxλn(αχG)(x)n
ou` α est une compose´e des αi(0 ≤ i ≤ 3) telle que τ ∈ C[p(1q)] ⇒ ατ ∈ C[pq].
Soient ξ ||− (p ||− fF ) et sn0 .πτ ∈ ‖p ||− ′F‖, avec τ ∈ C[p(1q)] et (π, q) ∈ ‖|G[n]‖|
(d’apre`s (1)). On doit montrer χF ⋆ ξ . sn0 . πτ ∈ ⊥ .
Or, on a ατ ∈ C[pq], donc πατ ∈ ‖p ||− ′G[n]‖, par de´finition de ‖p ||− ′G[n]‖.
On a aussi ξ ||− ({sn0} → (p ||− fG[n])), d’apre`s (2) et l’hypothe`se sur ξ.
Donc (ξ)sn0 ||− (p ||− fG[n]) ; l’hypothe`se de re´currence donne alors :
χG ⋆ (ξ)s
n0 .πατ ∈ ⊥ . On a donc bien χF ⋆ ξ . sn0 . πτ ∈ ⊥ , d’apre`s le choix de χF .
ii) Par hypothe`se de re´currence, on a χ′G ||− (p ||−
′G[n])→ (p ||− fG[n]). Posons :
χ′F = λxλn(χ
′
G)(α)xn
ou` α est une compose´e des αi(0 ≤ i ≤ 4) telle que τ ∈ C[pq] ⇒ ατ ∈ C[p(1q)].
Soient ξ ||− (p ||− ′F ) et sn0 . π ∈ ‖p ||− fF‖, avec π ∈ ‖p ||− fG[n]‖ (d’apre`s (2)).
On doit montrer χ′F ⋆ ξ . sn0 .π ∈ ⊥ .
Or, d’apre`s (1), on a ξ ⋆ sn0 .πτ ∈ ⊥ si (π, q) ∈ ‖|G[n]‖| et τ ∈ C[p(1q)]. On a donc :
(αξ)sn0 ⋆ πτ ∈ ⊥ si (π, q) ∈ ‖|G[n]‖| et τ ∈ C[pq)] (car alors ατ ∈ C[p(1q)]).
Il en re´sulte que (αξ)sn0 ||− (p ||− ′G[n]). L’hypothe`se de re´currence donne alors :
χ′G ⋆ (αξ)s
n0 .π ∈ ⊥ , d’ou` le re´sultat.
• Cas ou` F ≡ G→ H .
i) Soit α une compose´e des αi(0 ≤ i ≤ 3) telle que τ ∈ C[p(qr)] ⇒ ατ ∈ C[(pq)r].
Soient ξ ||− (p ||− fG→ H) et ̟τ ∈ ‖p ||− ′(G→ H)‖.
On a donc τ ∈ C(pq′) et (̟, q′) ∈ ‖|G→ H‖|.
Donc ̟ = η . π, q′ = qr, (η, q) ‖|−G et (π, r) ∈ ‖|H‖|.
D’apre`s le lemme 12, on a η ||− (q ||− ′G). L’hypothe`se de re´currence donne donc :
χ′Gη ||− (q ||−
fG), d’ou` (ξ)(χ′G)η ||− (pq ||−
fH). L’hypothe`se de re´currence donne alors :
(χH)(ξ)(χ
′
G)η ||− (pq ||−
′H), donc par le lemme 12, ((χH)(ξ)(χ
′
G)η, pq) ‖|−H .
Il en re´sulte que ((χH)(ξ)(χ
′
G)η ⋆ π, (pq)r) ∈ ⊥⊥.
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Comme τ ∈ C[p(qr)], on a ατ ∈ C[(pq)r)] et donc (χH)(ξ)(χ
′
G)η ⋆ π
ατ ∈ ⊥ .
Posons :
χF = (α)λxλy(χH)(x)(χ
′
G)y.
On a alors χF ⋆ ξ .̟τ = χF ⋆ ξ . η . πτ ≻ (χH)(ξ)(χ′G)η ⋆ πατ ∈ ⊥ et donc :
χF ||− [(p ||−
fG→ H)→ (p ||− ′G→ H)].
ii) A l’aide de l’hypothe`se de re´currence, on montre d’abord le:
Lemme 14. Si ξ ||− (p ||− ′G→ H) et η ||− (q ||− fG) alors (αξ)(χG)η ||− (pq ||−
′H) ;
α est une compose´e des αi(0 ≤ i ≤ 3) telle que τ ∈ C[(pq)r] ⇒ ατ ∈ C[p(qr)].
Soit ρτ ∈ ‖pq ||− ′H‖, c’est-a`-dire qu’on a τ ∈ C[(pq)r] et (ρ, r) ∈ ‖|H‖|.
Par hypothe`se de re´currence, on a χGη ||− (q ||−
′G) et donc (χGη, q) ‖|−G d’apre`s le
lemme 12.
On a donc (χGη . ρ, qr) ∈ ‖|G→ H‖|.
Par ailleurs, on a ατ ∈ C[p(qr)] et donc χGη . ρατ ∈ ‖p ||− ′G→ H‖.
Il en re´sulte que ξ ⋆ χGη . ρατ ∈ ⊥ et donc (αξ)(χG)η ⋆ ρτ ∈ ⊥ .
C.Q.F.D.
Soient alors ξ ||− (p ||− ′G→ H), η ||− (q ||− fG) et π ∈ ‖pq ||− fH‖.
Par hypothe`se de re´currence, on a χ′H ||− (pq ||−
′H)→ (pq ||− fH).
D’apre`s le lemme 14, il en re´sulte que χ′H⋆(αξ)(χG)η .π ∈ ⊥ ; on a donc χ′F ⋆ξ . η .π ∈ ⊥
avec χ′F = λxλy(χ
′
H)(αx)(χG)y.
• Cas ou` F ≡ X (t1, . . . , tk). On a alors :
‖p ||− fF‖ =
⋃
q∈P
{τ . π; τ ∈ C[pq] , (π, q) ∈ ‖|X (t1, . . . , tk)‖|} et
‖p ||− ′F‖ =
⋃
q∈P
{πτ ; τ ∈ C[pq] , (π, q) ∈ ‖|X (t1, . . . , tk)‖|}.
On a donc χF = χ et χ
′
F = χ
′.
• Cas ou` F ≡ X(t1, . . . , tk). On a alors :
‖p ||− fF‖ = {τ .π; τ ∈ C[p] , π ∈ ‖X(t1, . . . , tk)‖} et
‖p ||− ′F‖ =
⋃
q∈P
{πτ ; τ ∈ C[pq], (π, q) ∈ ‖|X(t1, . . . , tk)‖|} =
⋃
q∈P
{πτ ; τ ∈ C[pq], π ∈
‖X(t1, . . . , tk)‖}.
On a donc χF = λx(χ)λy(x)(α0)y et χ
′
F = λxλy(χ
′x)(α4)y ou` α0 et α4 sont tels que :
τ ∈ C[pq] ⇒ α0τ ∈ C[p] ; τ ∈ C[p] ⇒ α4τ ∈ C[p1].
C.Q.F.D.
En appliquant le lemme 12, on en de´duit :
The´ore`me 15.
Pour chaque formule close F [X1, . . . ,Xk, Y 1, . . . , Y l] de SR1, a` parame`tres X1, . . . ,Xk dans
SR1 et Y 1, . . . , Y l dans SR0, il existe deux quasi-preuves χF , χ
′
F , qui ne de´pendent pas des
parame`tres et des termes pre´sents dans F , telles que :
ξ ||− (p ||− fF ) ⇒ (χF ξ, p) ‖|−F et (ξ, p) ‖|−F ⇒ χ
′
F ξ ||− (p ||−
fF ).
Proposition 16.
Soit F [X1, . . . ,Xk, Y 1, . . . , Y l] une formule close de SR1, a` parame`tres X1, . . . ,Xk dans
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SR1 et Y 1, . . . , Y l dans SR0. On a alors :
λx(χ′F )(γ1)(χF )x ||− [(p ||−
fF )→ (pq ||− fF )] ;
λx(χ′F )(γ2)(χF )x ||− [(p ||−
fF )→ (qp ||− fF )].
Si ξ ||− (p ||− fF ), on a ((χF )ξ, p) ‖|−F (the´ore`me 15), donc ((γ1)(χF )ξ, pq) ‖|−F (lemme10).
D’ou` (χ′F )(γ1)(χF )ξ ||− (pq ||−
fF ). On en de´duit le premier re´sultat voulu.
Meˆme preuve pour le second.
C.Q.F.D.
The´ore`me 17.
Soit F [X1, . . . , Xk] une formule close usuelle de SR0. Il existe deux quasi-preuves closes
χ0F , χ
1
F telles que (χ
0
F , χ
1
F ) ||− (p ||−
fF [X1, . . . , Xk])↔ (C[p]→ F [X1, . . . , Xk]).
On a utilise´ la notation (ξ, η) ||−A ↔ B pour exprimer que l’on a ξ ||−A → B et
η ||−B → A.
Preuve par re´currence sur F .
• Si F ≡ X(t1, . . . , tn), p ||−
fF est C[p]→ F .
• Si F ≡ ∀xG, p ||− fF est ∀x(p ||− fG[n/x]). On peut donc prendre χ0F = χ
0
G et χ
1
F = χ
1
G.
• Si F ≡ ∀X G, meˆme de´monstration.
• Si F ≡ ∀xintG, on a :
‖p ||− fF [X1, . . . , Xk]‖ =
⋃
n∈N
‖{sn0} → (p ||− fG[n,X1, . . . , Xk])‖ et
‖C[p]→ F [X1, . . . , Xk]‖ =
⋃
n∈N
‖C[p], {sn0} → G[n,X1, . . . , Xk]‖.
On pose χ0F = λxλyλz((χ
0
G)(x)z)y et χ
1
F = λxλy(χ
1
G)λz(x)zy.
• Si F ≡ G→ H , on a ‖p ||− f (G→ H)‖ =
⋃
q∈P
‖(q ||− fG)→ (pq ||− fH)‖.
Donc, si α, β, γ sont des combinaisons des αi(0 ≤ i ≤ 3) telles que :
τ ∈ C[pq] ⇒ ατ ∈ C[p], βτ ∈ C[q] et τ ∈ C[p] ⇒ γτ ∈ C[pp], on peut poser
χ0F = λxλyλz((χ
0
H)(x)(χ
1
G)λd z)(γ)y et χ
1
F = λxλy(χ
1
H)λz((x)(α)z)(χ
0
Gy)(β)z.
On le ve´rifie facilement en montrant que :
χ0F ||− [(p ||−
fG[X1, . . . , Xk])→ (pp ||−
fH [X1, . . . , Xk])],C[p], G[X1, . . . , Xk]→ H [X1, . . . , Xk]
χ1F ||− {C[p], G[X1, . . . , Xk]→ H [X1, . . . , Xk]}, (q ||−
fG[X1, . . . , Xk])→ (pq ||−
fH [X1, . . . , Xk]).
C.Q.F.D.
The´ore`me 18.
Soit F [X1, . . . , Xk] une formule close usuelle de SR0. Il existe deux quasi-preuves closes
χ+F , χ
−
F , qui ne de´pendent pas des parame`tres de F , telles que :
(ξ, p) ‖|−F [X1, . . . , Xn] ⇒ χ
+
F ξ ||−C[p]→ F [X1, . . . , Xn] ;
ξ ||−C[p]→ F [X1, . . . , Xn] ⇒ (χ
−
F ξ, p) ‖|−F [X1, . . . , Xn].
Corollaire des the´ore`mes 15 et 17.
C.Q.F.D.
17
Le ge´ne´rique
Dans la suite, on va conside´rer certaines fonctions φ : P k → P . On conside`re alors une
telle fonction comme un symbole fonctionnel, qui permet donc de construire de nouveaux
termes de condition (on a de´ja` un symbole de fonction binaire et un symbole de constante
1). Bien entendu, l’interpre´tation du symbole de fonction φ est cette fonction meˆme.
On ajoute au langage des formules de SR1, un symbole J de pre´dicat unaire sur les con-
ditions et le quantificateur ∀pP sur les conditions. On de´finit donc les formules e´tendues
de SR1 comme suit :
• Les formules e´tendues atomiques de SR1 sont
d’une part les formules atomiques de SR1 ( de la forme t 6= u,X(t1, . . . , tn),X
+(t1, . . . , tn),
ou` X est une variable de pre´dicat d’arite´ n et t, u, t1, . . . , tn sont des termes d’individu) ;
d’autre part les formules J(tP), ou` J est un symbole fixe´ (repre´sentant, dans SR1,
l’ide´al ge´ne´rique) et tP est un terme de condition.
• Si F et G sont des formules e´tendues de SR1, alors F → G en est une aussi.
• Si G est une formule e´tendue de SR1, alors C[t
P] → G en est une aussi (tP un terme
de condition).
• Si F est une formule e´tendue de SR1, alors ∀xF , ∀x
intF et ∀pP F sont des formules
e´tendues de SR1.
• Si F est une formule e´tendue de SR1 et X une variable de pre´dicat, alors ∀X F et
∀X+ F sont des formules e´tendues de SR1.
La valeur de ve´rite´ dans SR1 d’une formule close e´tendue, avec parame`tres dans SR1 se
de´finit comme pre´ce´demment, par re´currence sur F . Il y a trois nouveaux cas pour la
re´currence :
• Si F est atomique close de la forme J(tP), alors tP a une valeur p ∈ P . On pose :
‖|J(tP)‖| = Π×{p}.
• Si F ≡ C[tP]→ G, alors tP a une valeur p ∈ P . On pose :
‖|F‖| = {(τ, 1) . (π, q); τ ∈ C[p], (π, q) ∈ ‖|G‖|}.
• Si F ≡ ∀pPG, alors ‖|F‖| =
⋃
p∈P
‖|G[p]‖|.
Corre´lativement, on ajoute au langage de SR0, les formules atomiques t
P ε/ J(uP), ou`
tP, uP sont des termes de condition.
Si une telle formule atomique est close, alors tP, uP prennent respectivement les valeurs
p, q ∈ P . Donc ‖tP ε/ J(uP)‖ = {π ∈ Π; (π, p) ∈ Π×{q}} = Π si p = q et = ∅ si p 6= q.
Autrement dit, la formule atomique tP ε/ J(uP) pourra eˆtre e´crite plus simplement tP 6= uP.
On peut alors de´finir la formule p ||− fF de SR0, pour toute formule F e´tendue de SR1.
Dans la de´finition par re´currence sur F , il y a deux nouveaux cas :
• Si F est atomique de la forme J(tP), on pose :
p ||− fF ≡ ∀rP (C[pr]→ r ε/ J(t[p1, . . . , pk])).
Comme la formule r ε/ J(tP) n’est autre que r 6= tP, on voit que :
p ||− fJ(tP) ≡ ¬C[ptP].
• Si F ≡ ∀pPG, alors p ||− fF ≡ ∀pP (p ||− fG).
Proposition 19.
i) Dans les formules de SR0, on a :
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p ε/ J(q) ≡ p 6= q ; p ||− fJ(q) ≡ ¬C[pq].
ii) (ξ, p) ‖|−J(q) ⇒ χ′ξ ||−¬C[pq] ; ξ ||−¬C[pq] ⇒ (χξ, p) ‖|−J(q).
i) a de´ja` e´te´ montre´.
ii) Si (ξ, p) ‖|−J(q), on a (ξ, p) ⋆ (π, q) ∈ ⊥ pour tout π ∈ Π. Donc :
τ ∈ C[pq] ⇒ ξ ⋆ πτ ∈ ⊥ ⇒ χ′ξ ⋆ τ .π ∈ ⊥ .
Inversement, si ξ ||−¬C[pq], alors ξ ⋆ τ . π ∈ ⊥ pour tout τ ∈ C[pq], donc χξ ⋆ πτ ∈ ⊥ ,
d’ou` (χξ, p) ⋆ (π, q) ∈ ⊥⊥.
C.Q.F.D.
Le the´ore`me 15 reste donc vrai pour le langage e´tendu. Il suffit, en effet, de le ve´rifier pour
les nouvelles formules atomiques J(p) du langage de SR1, ce qui re´sulte imme´diatement
de la proposition 19.
Notations.
• On note p ≤ q la formule ∀rP (¬C[qr] → ¬C[pr]) et p ∼ q la formule p ≤ q ∧ q ≤ p,
c’est-a`-dire ∀rP (¬C[qr]↔ ¬C[pr]).
Dans la suite, on e´crira souvent F → C[p] au lieu de ¬C[p]→ ¬F ;
p ≤ q s’e´crit alors ∀rP (C[pr]→ C[qr]) et p ∼ q s’e´crit ∀rP (C[pr]↔ C[qr]).
Remarque. On rappelle, en effet, que C[p] n’est pas une formule, mais une partie de Λc ; en
fait, dans les structures de re´alisabilite´ conside´re´es plus loin, il existera une formule C[p] de SR0
telle que C[p] = {τ ∈ Λc; τ ||−C[p]}. On pourra alors identifier C[p] a` la formule C[p].
• Si F est une formule close de SR1, on e´crira ‖|−F pour exprimer qu’il existe une
quasi-preuve θ telle que (θ, 1) ‖|−F . D’apre`s la proposition 20, cela e´quivaut a` dire qu’il
existe une quasi-preuve θ telle que (θ, p) ‖|−F pour tout p ∈ P .
Proposition 20. Si (θ, 1) ‖|−F , alors (αθ, p) ‖|−F pour tout p ∈ P ; α est une quasi-
preuve telle que τ ∈ C[pq] ⇒ ατ ∈ C[1q].
En effet, on doit montrer que, pour tout (π, q) ∈ ‖|F‖|, on a (αθ, p) ⋆ (π, q) ∈ ⊥⊥, soit :
(αθ ⋆ π, pq) ∈ ⊥⊥. Soit donc τ ∈ C[pq], d’ou` ατ ∈ C[1q].
Comme on a, par hypothe`se, (θ⋆π, 1q) ∈ ⊥⊥, on en de´duit θ⋆πατ ∈ ⊥ et donc αθ⋆πτ ∈ ⊥ .
C.Q.F.D.
The´ore`me 21 (Proprie´te´s e´le´mentaires du ge´ne´rique).
i) (α, r) ‖|−¬J(1) pour tout r ∈ P
ou` α une quasi-preuve telle que τ ∈ C[r(pq)] ⇒ ατ ∈ C[p1].
ii) (θ, r) ‖|−∀pP (¬C[p]→ J(p)), quel que soit r ∈ P
ou` θ = χλxλy((χ′y)(β)x)(α)x
et α, β sont deux quasi-preuves telles que τ ∈ C[r(qp)] ⇒ ατ ∈ C[p] et βτ ∈ C[q(1r)].
iii) (θ, r) ‖|−¬J(p), J(pq)→ J(q) pour tous p, q, r ∈ P
ou` θ = λxλy(α)(x)(β)y et α, β sont deux quasi-preuves telles que :
τ ∈ C[r(p′(q′q))] ⇒ ατ ∈ C[p′((qq′)1)] et τ ∈ C[(qq′)p] ⇒ βτ ∈ C[q′(pq)].
iv) ‖|−∀pP (∀qP (¬C[pq]→ J(q))→ ¬J(p)).
v) ‖|−∀pP∀qP (J(p), q ≤ p→ J(q)).
vi) ‖|−∀pP∀qP (¬C[pq],¬J(p)→ J(q)).
i) Soit (ξ, p) ‖|−J(1) ; on doit montrer que (α, r)⋆(ξ, p) . (π, q) ∈ ⊥⊥, soit (α ⋆ ξ . π, r(pq)) ∈ ⊥⊥.
Soit donc τ ∈ C[r(pq)] ; on doit montrer que α ⋆ ξ .πτ ∈ ⊥ , soit ξ ⋆ πατ ∈ ⊥ . Mais on
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a ατ ∈ C[p1] et, par hypothe`se sur (ξ, p), on a (ξ, p) ⋆ (π, 1) ∈ ⊥⊥, donc (ξ ⋆ π, p1) ∈ ⊥⊥,
d’ou` le re´sultat.
ii)Soient (η, q) ‖|−¬C[p] et (π, p) ∈ ‖|J(p)‖|. On doit montrer que (θ, r)⋆(η, q) . (π, p) ∈ ⊥⊥,
soit (θ ⋆ η . π, r(qp)) ∈ ⊥⊥. Soit donc τ ∈ C[r(qp)] ; on doit montrer que θ ⋆ η .πτ ∈ ⊥ .
Or, on a ατ ∈ C[p] ; par hypothe`se sur (η, q), on a donc (η, q) ⋆ (ατ, 1) . (π, r) ∈ ⊥ , soit :
(η⋆ατ .π, q(1r)) ∈ ⊥ . Mais on a βτ ∈ C[q(1r)], donc η⋆ατ . πβτ ∈ ⊥ , d’ou` θ⋆η .πτ ∈ ⊥ .
iii) Soient (ξ, p′) ‖|−¬J(p), (η, q′) ‖|−J(pq) et (π, q) ∈ ‖|J(q)‖|. On doit montrer que :
(θ, r) ⋆ (ξ, p′) . (η, q′) . (π, q) ∈ ⊥ , soit (θ ⋆ ξ . η .π, r(p′(q′q))) ∈ ⊥ .
Soit donc τ ∈ C[r(p′(q′q))] ; on doit montrer que θ ⋆ ξ . η . πτ ∈ ⊥ .
On montre d’abord que (βη, qq′) ‖|− J(p), c’est-a`-dire (βη, qq′) ⋆ (̟, p) ∈ ⊥⊥ pour toute
̟ ∈ Π.
Ceci s’e´crit (βη ⋆ ̟, (qq′)p) ∈ ⊥⊥. Soit donc υ ∈ C[(qq′)p] ; on a βυ ∈ C[q′(pq)] ; or, par
hypothe`se sur η, on a (η, q′) ⋆ (̟, pq) ∈ ⊥⊥, donc (η ⋆ ̟, q′(pq)) ∈ ⊥⊥, d’ou` η ⋆ ̟βυ ∈ ⊥
et, finalement βη ⋆ ̟τ ∈ ⊥ , ce qui est le re´sultat voulu.
De (βη, qq′) ‖|−J(p), on de´duit, par hypothe`se sur ξ, que (ξ, p′) ⋆ (βη, qq′) . (π, 1) ∈ ⊥⊥,
soit :
(ξ ⋆ βη . π, p′((qq′)1)) ∈ ⊥⊥. Or, on a ατ ∈ C[p′((qq′)1)], donc ξ ⋆ βη .πατ ∈ ⊥ , d’ou` :
α ⋆ (ξ)(β)η .πτ ∈ ⊥ et, enfin θ ⋆ ξ . η .πτ ∈ ⊥ .
iv) Soient (ξ, q) ‖|−J(p) et (η, r) ‖|−∀q(¬C[pq] → J(q)) ; on cherche une quasi-preuve θ
telle que (θ, 1) ⋆ (η, r) . (ξ, q) . (π, r′) ∈ ⊥⊥, soit (θ ⋆ η . ξ . π, 1(r(qr′))) ∈ ⊥⊥.
D’apre`s la proposition 19, on a χ′ξ ||−¬C[pq], donc λdχ′ξ ||−C[1]→ ¬C[pq].
D’apre`s le the´ore`me 18, il existe donc une quasi-preuve χ0 telle que (χ0ξ, 1) ‖|−¬C[pq].
Par hypothe`se sur η, on a donc (η, r) ⋆ (χ0ξ, 1) . (π, q) ∈ ⊥⊥, soit (η ⋆ χ0ξ .π, r(1q)) ∈ ⊥⊥.
On peut donc prendre θ = (α)λxλy(y)(χ0)x ou` α est une quasi-preuve telle que :
τ ∈ C[1(r(qr′))] ⇒ ατ ∈ C[r(1q)].
v) Soient (ξ, p′) ‖|−J(p) et (η, r) ‖|− q ≤ p ; on cherche une quasi-preuve θ telle que :
(θ, 1) ⋆ (ξ, p′) . (η, r) . (π, q) ∈ ⊥⊥ pour toute π ∈ Π, soit (θ ⋆ ξ . η .π, 1(p′(rq))) ∈ ⊥⊥.
D’apre`s la proposition 19, on a χ′ξ ||−¬C[pp′]. D’apre`s le the´ore`me 18, il existe une quasi-
preuve χ0 telle que χ0η ||−C[r]→ q ≤ p. Or, on a facilement :
⊢ ¬C[pp′], (C[r]→ q ≤ p)→ ¬C[(p′r)q].
Il existe donc une quasi-preuve χ1 telle que χ1ξη ||−¬C[(p
′r)q] ; d’apre`s la proposition 19,
on a donc (χ2ξη, p
′r) ‖|−J(q), pour une quasi-preuve χ2 convenable. On a donc :
(χ2ξη, p
′r) ⋆ (π, q) ∈ ⊥⊥, soit (χ2ξη ⋆ π, (p
′r)q) ∈ ⊥⊥. On peut donc prendre θ = αχ2, ou`
α est une quasi-preuve telle que τ ∈ C[1(p′(rq))] ⇒ ατ ∈ C[(p′r)q].
vi) Soient (ξ, r) ‖|−¬C[pq] et (η, q′) ‖|−¬J(p) ; on cherche une quasi-preuve θ telle que :
(θ, 1) ⋆ (ξ, r) . (η, q′) . (π, q) ∈ ⊥⊥ pour toute π ∈ Π, soit (θ ⋆ ξ . η . π, 1(r(q′q))) ∈ ⊥⊥.
D’apre`s le the´ore`me 18, il existe une quasi-preuve χ0 telle que χ0ξ ||−C[r]→ ¬C[pq].
Or, on a facilement ⊢ (C[r]→ ¬C[pq])→ ¬C[(qr)p].
Il existe donc une quasi-preuve χ1 telle que χ1ξ ||−¬C[(qr)p] ; d’apre`s la proposition 19,
on a donc (χ2ξ, qr) ‖|− J(p), pour une quasi-preuve χ2 convenable. On a donc :
(η, q′)⋆(χ2ξ, qr) . (π, 1) ∈ ⊥⊥, par hypothe`se sur η ; ce qui s’e´crit (η ⋆ χ2ξ . π, q′((qr)1)) ∈ ⊥⊥.
On cherche une quasi-preuve θ telle que θ ⋆ ξ . η .πτ ∈ ⊥ , pour tout τ ∈ C[1(r(q′q))].
Soit α une quasi-preuve telle que τ ∈ C[1(r(q′q))] ⇒ ατ ∈ C[q′((qr)1)]. On a donc
η ⋆ χ2ξ .πατ ∈ ⊥ , donc α ⋆ η .χ2ξ .πτ ∈ ⊥ , ce qui montre qu’on peut prendre θ =
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λxλy(αy)(χ2)x.
C.Q.F.D.
The´ore`me 22 (Densite´).
Pour toute fonction φ : P → P , on a :
(θ, 1) ‖|−∀pP (¬C[pφ(p)]→ J(p)), ∀pP J(pφ(p))→ ⊥
avec θ = (β)λxλy(x)(ϑ)y, ϑ = (χ)λdλxλy(χ′x)(α)y ; α, β sont deux quasi-preuves
telles que : τ ∈ C[qr] ⇒ ατ ∈ C[q(qr)] ; τ ∈ C[1(p(qr))]) ⇒ βτ ∈ C[p(1q)].
Soient (ξ, p0) ‖|−∀p
P (¬C[pφ(p)]→ J(p)), (η, q0) ‖|−∀p
P J(pφ(p)) et (π, r0) ∈ Π.
On doit montrer que (θ ⋆ ξ . η .π, 1(p0(q0r0))) ∈ ⊥⊥, c’est-a`-dire :
(∗) (∀τ ∈ C[1(p0(q0r0))]) θ ⋆ ξ . η .πτ ∈ ⊥ .
On montre d’abord que (ϑη, 1) ‖|−¬C[q0φ(q0)].
Pour cela, on doit montrer (∀(̟, r) ∈ Π)(∀τ ∈ C[q0φ(q0)])(ϑη, 1) ⋆ (τ, 1) . (̟, r) ∈ ⊥⊥
ou encore (∀̟ ∈ Π)(∀r ∈ P )(∀τ ∈ C[q0φ(q0)])(∀τ
′ ∈ C[1(1r)])ϑη ⋆ τ .̟τ ′ ∈ ⊥ , c’est-a`-
dire :
(∗∗) (∀̟ ∈ Π)(∀τ ∈ C[q0φ(q0)]) η ⋆ ̟
ατ ∈ ⊥ .
Or, par hypothe`se sur η, on a (η, q0) ‖|−J(q0φ(q0)), c’est-a`-dire :
(η ⋆ ̟, q0(q0φ(q0))) ∈ ⊥⊥ ou encore (∀τ ∈ C[q0(q0φ(q0))]) η ⋆ ̟
τ ∈ ⊥ .
Cela donne le re´sultat (∗∗) cherche´.
Par hypothe`se sur ξ, on a (ξ, p0) ‖|−¬C[q0φ(q0)]→ J(q0). Il en re´sulte que :
(∀π ∈ Π)(ξ, p0) ⋆ (ϑη, 1) . (π, q0) ∈ ⊥⊥, soit (∀π ∈ Π)(ξ ⋆ ϑη . π, p0(1q0)) ∈ ⊥⊥.
On en de´duit (∀π ∈ Π)(∀τ ∈ C[p0(1q0)])ξ ⋆ ϑη .πτ ∈ ⊥ .
Cela donne le re´sultat voulu, puisque l’on a θ ⋆ ξ . η . πτ ≻ ξ ⋆ ϑη .πβτ
et τ ∈ C[1(p0(q0r0))]) ⇒ βτ ∈ C[p0(1q0)].
C.Q.F.D.
Condition de chaˆıne de´nombrable
Notations. La formule ∀xint(Xx→ Y x) ou` X, Y sont des variables de pre´dicat unaire,
sera note´e X ⊆ Y . La formule (X ⊆ Y ) ∧ (Y ⊆ X) sera note´e X ≃ Y .
Meˆme chose, en remplac¸ant X, Y par X+, Y + (avec les quatre combinaisons possibles).
Rappelons que, si X : N×P → P(Π) est un pre´dicat unaire de SR1, alors X (n, p) est
aussi e´crit ‖p ε/Xn‖. La formule ∀qP (C[pq]→ q ε/Xn) est e´crite p ||− fXn.
On dira que C satisfait la condition de chaˆıne de´nombrable s’il existe une application
p : P(Π)N×P → P et deux quasi-preuves cd0, cd1 telles que, pour tout X ∈ P(Π)
N×P :
cd0 ||− ∀n
int∀qP (q ε/Xn→ p(X ) ≤ q) ;
cd1 ||− ∀n
int∀qP∀rP (q ε/Xn, r ε/Xn→ q = r), ∀nint∃qP (q ε/Xn),
∀nint∀qP (q ε/Xn→ C[q]), ∀mint∀nint∀qP∀rP (q ε/Xn, r ε/X (n+m)→ r ≤ q)→ C[p(X )].
Remarques.
• Rappels : C[p] n’est pas une formule, mais un ensemble de λc-termes ; la notation F → C[p]
de´signe la formule F,¬C[p]→ ⊥ ; p ≤ q est la formule ∀rP (C[pr]→ C[qr]).
• Intuitivement, on conside`re Xn comme une partie de P : c’est l’ensemble des conditions p
telles que p ε/Xn. Cette formule exprime donc que :
p(X ) est une condition plus forte que toutes celles des Xn
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(traduction de ∀nint∀qP (q ε/Xn→ p(X ) ≤ q)) ;
si chaque Xn a exactement un e´le´ment pn
(traduction de ∀nint∀qP∀rP (q ε/Xn, r ε/Xn→ q = r) et ∀nint∃qP (q ε/Xn)),
si la suite pn est de´croissante
(traduction de ∀mint∀nint∀qP∀rP (q ε/Xn, r ε/X (n +m)→ r ≤ q)),
si pn est une condition non triviale pour tout n
(traduction de ∀nint∀qP (q ε/Xn→ C[q])),
alors p(X ) est une condition non triviale
(traduction de C[p(X )]).
Notation. On de´signe par p ||− f ±Xn la formule ∀qP (C[pq], q ||− fXn→ p ||− fXn) ou
encore ∀qP∀rP (C[pq],C[pr], q ||− fXn→ r ε/Xn), qui se lit “ la condition p de´cide Xn ”.
The´ore`me 23. Si C a la proprie´te´ de chaˆıne de´nombrable, alors il existe une application
(p,X ) 7→ pX de P×P(Π)N×P dans P et des quasi-preuves δ0, δ1, δ2 telles que :
δ0 ||−C[p]→ C[p
X ] ; δ1 ||− p
X ≤ p ; δ2 ||−∀n
int(pX ||− f ± Xn).
Remarque. Ces proprie´te´s se traduisent par : “ si p est une condition non triviale, alors pX
est une condition non triviale, plus forte que p, qui de´cide Xn pour tout entier n ”.
Lemme 24. Il existe une fonction φ : N×P×P(Π×P )→ P telle que :
(1) σ ||−∀xintF (p, φ(x, p,Xn),Xn)→ p ||− fXn
ou` F (p, q,Xn) ≡ C[pq]→ q ε/Xn, donc p ||− fXn ≡ ∀qP F (p, q,Xn).
C’est la preuve usuelle que σ re´alise l’axiome du choix non extensionnel (ACNE)[3,4,5].
La re`gle de re´duction pour l’instruction σ (signature) est la suivante :
σ ⋆ ξ .π ≻ ξ ⋆ sj0 . π
ou` j est le nume´ro de la pile π dans une e´nume´ration re´cursive i 7→ πi fixe´e de Π.
On de´finit φ au moyen de l’axiome du choix, de fac¸on que, pour tout i ∈ N, on ait :
πi ∈
⋃
q∈P
‖F (p, q,Xn)‖ ⇒ πi ∈ ‖F (p, φ(i, p,Xn),Xn)‖.
Soient alors ξ ||−∀xintF (p, φ(x, p,Xn),Xn) et π ∈ ‖p ||− fXn‖.
On a π = πj pour un entier j et, par ailleurs, ‖p ||−
fXn‖ =
⋃
q∈P
‖F (p, q,Xn)‖.
On a donc π ∈ ‖F (p, φ(j, p,Xn),Xn)‖.
On doit montrer que σ ⋆ ξ .π ∈ ⊥ , soit ξ ⋆ sj0 . π ∈ ⊥ . Or, on a :
sj0 .π ∈ ‖{sj0} → F (p, φ(j, p,Xn),Xn)‖ ⊂
⋃
i∈N
‖{si0} → F (p, φ(i, p,Xn),Xn)‖
= ‖∀xintF (p, φ(x, p,Xn),Xn)‖. D’ou` le re´sultat, par hypothe`se sur ξ.
C.Q.F.D.
On de´finit ensuite la formule Ψ(r, p,Xn) de SR0 :
Ψ(r, p,Xn) ≡ (p ||− fXn→ r = p) ∧
∀xint[¬F (p, φ(x, p,Xn),Xn), ∀yint∀zint(y + z + 1 = x→ F (p, φ(y, p,Xn),Xn))
→ r = pφ(x, p,Xn)].
La formule Ψ(r, p,Xn) exprime que l’on a r = ψ(p,Xn), ou` :
ψ(p,Xn) = p si p ||− fXn, et sinon
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ψ(p,Xn) = pφ(x, p,Xn) pour le premier entier x tel que l’on ait ¬F (p, φ(x, p,Xn),Xn).
Un tel entier existe toujours, d’apre`s (1).
Noter que ψ, contrairement a` φ, n’est pas un symbole de fonction, c’est-a`-dire une appli-
cation de P×P(Π×P ) dans P . On ne peut l’utiliser que par l’interme´diaire de la formule
r = ψ(p,Xn), qui s’e´crit Ψ(r, p,Xn).
Lemme 25.
i) ||− ∀nint∃rPΨ(r, p,Xn) ; ||−∀nint∀qP∀rP (Ψ(q, p,Xn),Ψ(r, p,Xn)→ q = r) ;
ii) ||− ∀rP (Ψ(r, p,Xn)→ r ≤ p) ;
iii) ||− ∀rP (Ψ(r, p,Xn),C[p]→ C[r]) ;
iv) ||− ∀rP (Ψ(r, p,Xn)→ (r ||− f ±Xn)).
Remarque. Rappelons que la notation ||−A(p,Xn) signifie qu’il existe une quasi-preuve,
inde´pendante de p,X , n, qui re´alise A(p,Xn).
Il suffit de prouver ces formules a` l’aide d’hypothe`ses de´ja` re´alise´es par des quasi-preuves.
Les formules (i) expriment que Ψ(r, p,Xn) est fonctionnelle, ce qui est conse´quence de sa
de´finition et du lemme 24 (formule 1).
On prouve maintenant (ii), (iii) et (iv) sous la forme :
ψ(p,Xn) ≤ p, C[p]→ C[ψ(p,Xn)] et ψ(p,Xn) ||− f ± Xn. On distingue deux cas.
• Si p ||− fXn, alors on a ψ(p,Xn) = p, donc ψ(p,Xn) ≤ p et C[p]→ C[ψ(p,Xn)] ;
de plus, puisqu’on a p ||− fXn, on a trivialement p ||− f ±Xn et donc ψ(p,Xn) ||− f ±Xn.
• Si p 6||− fXn, alors on a ψ(p,Xn) = pq, avec q = φ(x, p,Xn) pour un certain entier x ;
on en de´duit ψ(p,Xn) ≤ p.
On a, de plus, ¬F (p, q,Xn), autrement dit C[pq] ∧ q εXn.
C[pq] s’e´crit C[ψ(p,Xn)], d’ou` l’on de´duit trivialement C[p]→ C[ψ(p,Xn)]. D’autre part,
de q εXn, on de´duit ∀rP (C[qr], r ||− fXn → ⊥), d’ou` q ||− f ± Xn et donc pq ||− f ± Xn,
c’est-a`-dire ψ(p,Xn) ||− f ± Xn.
C.Q.F.D.
On de´finit alors, par re´currence sur n, le pre´dicat unaire Y : N×P → P(Π) de SR1 en
posant : Y(n, q)(= ‖q ε/Yn‖) = ‖q = pn‖ avec p0 = p et pn+1 = ψ(pn,Xn).
En premie`re approximation (c’est-a`-dire en utilisant le symbole auxiliaire de fonction ψ),
la formule pour q ε/Yn est donc :
(2) q ε/Yn ≡ ∀Z+{∀jint∀rP (r ε/ Z+j → ψ(r,X j) ε/ Z+(j + 1)), p ε/ Z+0→ q ε/ Z+n}.
Son e´criture exacte est donc la formule Φ(n, q, p,X ) :
∀Z+{∀jint∀rP∀r′P (r ε/ Z+j,Ψ(r′, r,X j)→ r′ ε/ Z+(j + 1)), p ε/ Z+0→ q ε/ Z+n}.
On de´finit donc la fonction Y : N×P → P(Π) en posant ‖q ε/Yn‖ = Y(n, q) = ‖Φ(n, q, p,X )‖.
Lemme 26.
Les formules suivantes sont re´alise´es par des quasi-preuves inde´pendantes de p,X :
i) ∀qP (q ε/Y0↔ q = p) ;
ii) ∀nint∃qP (q ε/Yn) ;
iii ∀nint∀qP∀rP (q ε/Yn, r ε/Yn→ q = r) ;
iv) ∀mint∀nint∀qP∀rP (q ε/Yn, r ε/Y(n+m)→ r ≤ q) ;
v) ∀nint∀qP (q ε/Y(n+ 1)→ q ||− f ±Xn) ;
vi) C[p]→ ∀nint∀qP (q ε/Yn→ C[q]).
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Il suffit de montrer que ces formules sont conse´quences de formules re´alise´es par des quasi-
preuves et de la de´finition de q ε/Yn (on utilisera l’expression (2)).
On montre d’abord :
(3) ||− p ε/Y0 et ||−∀jint∀rP (r ε/Yj → ψ(r,X j) ε/Y(j + 1)).
Le premier re´sultat de´coule trivialement de la de´finition de p ε/Y0.
r ε/Yi s’e´crit ∀Z+{∀jint∀rP (r ε/ Z+j → ψ(r,X j) ε/ Z+(j + 1)), p ε/ Z+0→ r ε/ Z+i}.
On en de´duit :
∀Z+{∀jint∀rP (r ε/ Z+j → ψ(r,X j) ε/ Z+(j + 1)), p ε/ Z+0→ ψ(r,X i) ε/ Z+(i+ 1)},
c’est-a`-dire ψ(r,X i) ε/Y(i+ 1). C’est le deuxie`me re´sultat de (3).
De (3), on de´duit imme´diatement ∀nint∃qP (q ε/Yn) par re´currence sur n, ce qui donne
(ii).
On montre maintenant :
(4) ||− ∀qP (q ε/Y0→ q = p) et ∀jint∀qP (q ε/Y(j + 1)→ ∃rP (r ε/Yj ∧ q = ψ(r,X j))).
Pour cela, on de´finit le pre´dicat Z de SR1, c’est-a`-dire Z : N×P → P(Π)
N, en posant :
Z(0, q)(= ‖q ε/Z0‖) = ‖q ε/Y0 ∧ q = p‖ ;
Z(j + 1, q)(= ‖q ε/Z(j + 1)‖) = ‖q ε/Y(j + 1) ∧ ∃rP (r ε/Yj ∧ q = ψ(r,X j))‖.
On a e´videmment ||− q ε/Zj → q ε/Yj ; d’apre`s (3), on a :
||− p ε/Z0 et ||−∀jint∀rP (r ε/Zj → ψ(r,X j) ε/Z(j + 1)).
Par de´finition de Y , on a donc ||− ∀nint∀qP (q ε/Yn→ q ε/Zn), d’ou` (4).
De la premie`re partie de (4) et ||− p ε/Y0, on de´duit (i).
De la seconde partie de (4), on de´duit (iii), par re´currence sur n.
En appliquant le lemme 25(iv), on en de´duit e´galement (v).
On montre (iv), par re´currence sur m. Le cas m = 0 est conse´quence de (iii). On suppose
q ε/Yn, r ε/Y(n + m + 1) ; d’apre`s (4), on a r = ψ(r′,X (n + m)). Par hypothe`se de
re´currence, on a r′ ≤ q. Le lemme 25(ii) donne r ≤ r′, d’ou` r ≤ q.
On montre (vi) par re´currence sur n. Le cas n = 0 est imme´diat, d’apre`s (i). On suppose
q ε/Y(n + 1) ; d’apre`s (4), on a q = ψ(q′,Xn) avec q′ ε/Yn, d’ou` C[q′] par hypothe`se de
re´currence. Le lemme 25(iii) donne alors C[q].
C.Q.F.D.
Le lemme 26 montre que les hypothe`ses de la condition de chaˆıne de´nombrable sont
ve´rifie´es par le pre´dicat Y . Si on pose pX = p(Y), la conclusion de la condition de chaˆıne
donne ||− ∀nint∀qP (q ε/Yn→ pX ≤ q) et ||−C[p]→ C[pX ]. Il en re´sulte que l’on a :
||− pX ≤ p ; ||−∀nint(pX ||− f ± Xn) d’apre`s le lemme 26(v) ; ||−C[p]→ C[pX ].
Cela termine la preuve du the´ore`me 23.
C.Q.F.D.
The´ore`me 27. Si C a la proprie´te´ de chaˆıne de´nombrable, il existe :
une application (p,X ) 7→ pX de P×P(Π×P )N dans P ;
une application (p,X ) 7→ Kp,X de P×P(Π×P )
N dans P(Π)N ;
et deux quasi-preuves θ, δ telles que :
(θ, pX ) ‖|−X ≃ Kp,X et δ ||−¬C[pp
X ]→ ¬C[p] quels que soient p ∈ P et X ∈ P(Π×P )N.
L’application (p,X ) 7→ pX a e´te´ de´finie dans le the´ore`me 23. La quasi-preuve δ se de´duit
aise´ment de δ0 et δ1.
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Pour p ∈ P et X ∈ P(Π×P )N, on de´finit alors Kp,X ∈ P(Π)
N en posant :
Kp,X (n) = ‖p
X ||− fXn‖ = ‖∀q(C[pX q]→ q ε/Xn)‖.
Lemme 28. Il existe deux quasi-preuves θ0, θ1 telles que :
θ0 ||− (p
X ||− f∀nint(Kp,Xn→ Xn)) et θ1 ||− (p
X ||− f∀nint(Xn→ Kp,Xn)).
On a pX ||− f (Kp,Xn→ Xn) ≡ ∀q(q ||−
fKp,Xn→ p
X q ||− fXn) ≡
∀q((C[q]→ Kp,Xn)→ p
X q ||− fXn) ≡ ∀q((C[q]→ pX ||− fXn)→ pX q ||− fXn).
Par de´finition de ||− f , cette formule s’e´crit :
∀q∀r{C[q]→ ∀r((C[pX r]→ r ε/Xn)),C[pX qr]→ r ε/Xn}.
Elle est conse´quence de C[pX qr]→ C[pX r] ∧ C[q] ;
d’ou` une quasi-preuve θ0 telle que θ0 ||− (p
X ||− f∀nint(Kp,Xn→ Xn)).
On a pX ||− f (Xn→ Kp,Xn) ≡ ∀q(q ||−
fXn→ pX q ||− fKp,Xn) ≡
∀q(q ||− fXn→ (C[pX q]→ Kp,Xn)) ≡ ∀q((q ||−
fXn),C[pX q]→ (pX ||− fXn)).
Or, cette formule n’est autre que pX ||− f ±Xn. D’apre`s le the´ore`me 23, il existe donc une
quasi-preuve θ1 telle que θ1 ||− (p
X ||− f∀nint(Xn→ Kp,Xn)).
C.Q.F.D.
Preuve du the´ore`me 27.
D’apre`s le lemme 28 et le the´ore`me 15, on a :
(χF θ0, p
X ) ‖|−∀nint(Kp,Xn→ Xn) ou` F est la formule ∀n
int(Y n→ X+n) ;
(χGθ1, p
X ) ‖|−∀nint(Xn→ Kp,Xn) ou` F est la formule ∀n
int(X+n→ Y n).
C.Q.F.D.
The´ore`me 29 (Conservation des re´els).
Si C a la proprie´te´ de chaˆıne de´nombrable, il existe une quasi-preuve θ0 telle que :
(θ0, r) ‖|−∀X
+∃X(X+ ≃ X) pour tout r ∈ P .
Remarque. Le sens intuitif est que, dans SR1, les ensembles d’entiers sont (extensionnellement)
les meˆmes que dans SR0. Bien entendu, ce n’est pas le cas, en ge´ne´ral, pour les ensembles
d’individus.
On cherche θ0 tel que (θ0, r) ‖|−∀X(X ≃ X → ⊥)→ ⊥ quel que soit X ∈ P(Π×P )
N.
Soit (ξ, q) ‖|−∀X(X ≃ X → ⊥). On veut avoir (θ0, r) ⋆ (ξ, q) . (π, q′) ∈ ⊥⊥, soit :
(θ0 ⋆ ξ . π, r(qq′)) ∈ ⊥ quels que soient π ∈ Π et r ∈ P . Soit donc τ ∈ C[r(qq′)] ; on veut
avoir :
(1) θ0 ⋆ ξ . πτ ∈ ⊥ .
Par hypothe`se sur ξ, on a (ξ, q) ‖|−X ≃ Kp,X → ⊥ avec p = r(qq
′). Or, d’apre`s le
the´ore`me 27, on a (θ, pX ) ‖|−X ≃ Kp,X . Il en re´sulte que (ξ, q) ⋆ (θ, p
X ) . (̟, 1) ∈ ⊥⊥,
soit :
(2) (ξ ⋆ θ .̟, q(pX1)) ∈ ⊥⊥ pour toute ̟ ∈ Π.
Soit α une quasi-preuve telle que, pour tout υ ∈ C[(r(qq′))p′], on ait αυ ∈ C[q(p′1)].
On fixe υ ∈ C[ppX ] = C[(r(qq′))pX ], d’ou` αυ ∈ C[q(pX1)].
D’apre`s (2), on a donc ξ ⋆ θ .̟αυ ∈ ⊥ , donc χ′ ⋆ ξ .αυ . θ .̟ ∈ ⊥ , pour toute ̟ ∈ Π.
On a donc montre´ λy((χ′ξ)(α)y)θ ||−¬C[ppX ].
Or, d’apre`s le the´ore`me 27, on a une quasi-preuve δ ||−¬C[ppX ]→ ¬C[p].
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Comme τ ∈ C[p), on en de´duit δ ⋆λy((χ′ξ)(α)y)θ . τ . π ∈ ⊥ . On obtient donc le re´sultat
(1) cherche´ en posant θ0 = λx(χ)(δ)λy(χ
′x)((α)y)θ.
C.Q.F.D.
Soit F une formule restreinte de SR1 ; on de´finit, par re´currence, sa traduction dans SR0,
qui est une formule restreinte de SR0, note´e F0 :
si F est atomique de la forme X(t1, . . . , tn) ou t 6= u, alors F0 = F ;
si F est atomique de la forme X+(t1, . . . , tn), alors F0 = X0(t1, . . . , tn), ou` X0 est une
nouvelle variable de pre´dicat n-aire (dont le domaine est P(Π)N
n
) ;
si F = G→ H , alors F0 = G0 → H0 ;
si F = ∀xintG, alors F0 = ∀x
intG0 ;
si F = ∀X G, alors F0 = ∀X G0 ;
si F = ∀X+G, alors F0 = ∀X0G0.
The´ore`me 30.
Si C a la proprie´te´ de chaˆıne de´nombrable, alors pour toute formule F [X1, . . . , Xn] close
restreinte de SR1, il existe deux quasi-preuves χ
+
F , χ
−
F telles que :
(ξ, p) ‖|−F [X1, . . . , Xn] ⇒ χ
+
F ξ ||−C[p]→ F0[X1, . . . , Xn] ;
ξ ||−C[p]→ F0[X1, . . . , Xn] ⇒ (χ
−
F ξ, p) ‖|−F [X1, . . . , Xn] ;
ou` F0 est la traduction de F dans SR0.
Lemme 31. Soit F [X1, . . . , Xn] une formule restreinte de SR0. Alors, on a :
X1 ≃ Y1, . . . , Xn ≃ Yn, F [X1, . . . , Xn] ⊢ F [Y1, . . . , Yn].
Imme´diat, par re´currence sur F .
C.Q.F.D.
On montre alors le the´ore`me 30 par re´currence sur F . La preuve est la meˆme que pour le
the´ore`me 18 lorsque F est atomique, F ≡ ∀X G, F ≡ ∀xintG ou F ≡ (G→ H).
Il reste a` examiner le cas ou` F [X1, . . . , Xn] est de la forme ∀X
+G[X,X1, . . . , Xn].
Si (ξ, p) ‖|−F [X1, . . . , Xn], on a (ξ, p) ‖|−G[X0, X1, . . . , Xn]. Par hypothe`se de re´currence,
on a χ+Gξ ||−C[p]→ G[X0, X1, . . . , Xn] et donc χ
+
Gξ ||−C[p]→ ∀X0G[X0, X1, . . . , Xn].
On pose donc χ+F = χ
+
G.
Inversement, supposons que ξ ||−C[p] → ∀X0G[X0, X1, . . . , Xn] ; par hypothe`se de
re´currence, on a (χ−Gξ, p) ‖|−G[X,X1, . . . , Xn] quel que soit le parame`tre X de SR0 et
donc :
(1) (χ−Gξ, p) ‖|−∀X G[X,X1, . . . , Xn].
Or, d’apre`s le the´ore`me 29, on a :
(2) (θ0, p) ‖|−∀X
+∃X(X+ ≃ X).
Par ailleurs, d’apre`s le lemme 31, on a :
(3) ⊢ G[X,X1, . . . , Xn], X
+ ≃ X → G[X+, X1, . . . , Xn].
Or (1,2,3) ont pour conse´quence ∀X+G[X+, X1, . . . , Xn]. On de´duit alors du the´ore`me 1
(lemme d’ade´quation), qu’il existe une quasi-preuve θ1 telle que :
(θ1, p) ‖|−∀X
+G[X+, X1, . . . , Xn].
C.Q.F.D.
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Un ultrafiltre se´lectif sur N
On va utiliser une structure de re´alisabilite´ construite avec la me´thode de´crite dans la
section “ Structures SR0 et SR1 ”. On conside`re donc d’abord un mode`le de re´alisabilite´
usuel, donne´ par un ensemble sature´ ⊥ ⊂ Λc×Π. Les e´le´ments de Λc sont les λ-termes clos
comportant les continuations kpi, les instructions cc, σ, χ, χ
′ et e´ventuellement d’autres.
Cette structure de re´alisabilite´ sera de´signe´e par SR0.
Dans SR0, on notera ‖F‖ la valeur de ve´rite´ d’une formule close F et ξ ||−F le fait que
ξ ∈ Λc re´alise cette formule.
On construit maintenant une nouvelle structure de re´alisabilite´, de´signe´e par SR1. On
prend pour P l’ensemble P(Π)N muni de l’ope´ration binaire ∧, de´finie de la fac¸on suivante :
si X, Y : N → P(Π) alors (X ∧ Y )(n) = X(n) ∧ Y (n) pour tout n ∈ N (X(n), Y (n) ⊂ Π
sont des valeurs de ve´rite´ de SR0, donc X(n) ∧ Y (n) = (X(n), Y (n)→ ⊥)→ ⊥ est aussi
une valeur de ve´rite´). L’e´le´ment distingue´ 1 de P est la fonction telle que 1(n) = ∅ = ‖⊤‖
pour tout n ∈ N.
On a donc Λ = Λc×P(Π)
N, Π = Π×P(Π)N et Λ ⋆Π = (Λc ⋆ Π)×P(Π)
N.
Notation. On utilisera les lettres X, Y, U, V, . . . pour de´signer des variables de pre´dicat
unaire dans SR0 (leur domaine de variation est donc P(Π)
N = P ). Ce sont donc main-
tenant, en meˆme temps, des variables de condition. Les lettres A,B, . . . de´signeront des
pre´dicats particuliers (e´le´ments de P(Π)N).
Les variables de pre´dicat unaire de SR1, variant dans P(Π)
N = (P(Π×P(Π)N))N seront
note´es X+, Y +, . . . Les constantes de pre´dicat unaire de SR1 (e´le´ments de P(Π)
N) seront
note´es X ,Y , . . .
On conside`re la formule a` une variable libre de pre´dicat unaire :
C[X ] ≡ ∀mint∃nintX(m+ n)
qui exprime que X ∩ N est infini.
Rappelons que la notation ∀mintF [m] repre´sente la formule ∀m(int(m)→ F [m]).
En utilisant le the´ore`me 6(ii) (mise en me´moire), on la remplacera ici par ∀m({sm0} →
F [m]), puisqu’on la conside`re dans SR0.
La formule C[X ] s’e´crit donc ∀m[{sm0}, ∀n({sn0}, X(m+ n)→ ⊥)→ ⊥].
Remarque. Nous utiliserons plus loin le quantificateur ∀mint dans SR1. La notation ∀m
int F [m]
repre´sentera alors la formule ∀m({sm0[]} → F [m]), c’est-a`-dire ∀m({(sm0,1)} → F [m]).
On termine la construction de la structure de re´alisabilite´ SR1 en de´finissant un sous-
ensemble C[A] de Λc, pour tout A ∈ P(Π)
N. On pose :
C[A] = {τ ∈ Λc; τ ||−C[A]}.
On a donc ⊥⊥ = {(ξ ⋆ π, A); ξ ∈ Λc, π ∈ Π, A : N→ P(Π), ∀τ(τ ||−C[A]⇒ ξ ⋆ π
τ ∈ ⊥ )}.
Dans SR1, on notera ‖|F‖| la valeur de ve´rite´ d’une formule close F (sous-ensemble de
Π = Π×P(Π)N) et (ξ,X) ‖|−F le fait que (ξ,X) ∈ Λ = Λc×P(Π)
N re´alise cette formule.
Il faut noter qu’avec cette de´finition des l’ensembles C[p], on identifie les variables p de
condition et les variablesX de pre´dicat unaire de SR0. Dans les formules de SR0, C[p]→ F
sera maintenant e´crite C[X ]→ F et le quantificateur ∀pP est remplace´ par ∀X .
On doit trouver des quasi-preuves αi(0 ≤ i ≤ 4) telles que :
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α0 ||−∀X∀Y {C[X ∧ Y ]→ C[X ]} ; α1 ||− ∀X∀Y {C[X ∧ Y ]→ C[Y ∧X ]} ;
α2 ||−∀X{C[X ]→ C[X ∧X ]} ; α3 ||− ∀X∀Y ∀Z{C[X ∧ (Y ∧ Z)]→ C[(X ∧ Y ) ∧ Z)]} ;
α4 ||−∀X{C[X ]→ C[X ∧ 1]}.
Or, on a facilement :
⊢ H : ∀x(Xx→ X ′x)→ (C[X ]→ C[X ′]) avec H = λfλuλmλh(um)λnλx(hn)(f)x.
On peut donc poser αi = Hβi, pour des quasi-preuves βi(0 ≤ i ≤ 4) telles que :
β0 ||− ∀X∀Y {X ∧ Y → X} ; β1 ||− ∀X∀Y {X ∧ Y → Y ∧X} ;
β2 ||− ∀X{X → X ∧X} ; β3 ||−∀X∀Y ∀Z{X ∧ (Y ∧ Z)→ (X ∧ Y ) ∧ Z)} ;
β4 ||− ∀X{X → X ∧ ⊤}.
On peut donc poser β0 = λz(z)1 ; β1 = λzλf((f)(z)0)(z)1 ;
β2 = β4 = λxλf(f)xx ; β3 = λzλf((f)λg((g)(z)1)(z)01)(z)00
avec 1 = λxλy x et 0 = λxλy y.
La condition de chaˆıne de´nombrable
On montre ici que la formule C[X ] satisfait la condition de chaˆıne de´nombrable.
Remarquons que le langage des formules de SR0 contient maintenant trois relations d’e´qui-
valence sur les pre´dicats unaires (dont le domaine de variation est P(Π)N).
Ce sont, en commenc¸ant par la plus forte :
• L’e´galite´ de Leibniz, que nous avons note´e X = Y , et qui est l’e´galite´ dans l’ensemble
P de conditions. Elle est de´finie comme ¬(X 6= Y ) ; pour X, Y ∈ P(Π)N, on a ‖X 6=
Y ‖ = Π = ‖⊥‖ si X et Y sont la meˆme fonction, et ‖X 6= Y ‖ = ∅ = ‖⊤‖ si X et Y sont
des fonctions diffe´rentes.
• L’e´quivalence extensionnelle, que nous avons note´e X ≃ Y , qui est la formule :
∀xint(Xx↔ Y x). Elle est associe´e a` la relation de pre´ordre X ⊆ Y qui est la formule :
∀xint(Xx→ Y x).
• L’e´quivalence des conditions, que nous avons note´e X ∼ Y , qui est la formule :
∀Z(C[X ∧Z]↔ C[Y ∧Z]). Elle e´quivaut a` ¬(C[X \Y ]∨C[Y \X ]). Elle est associe´e a` la
relation de pre´ordre X ≤ Y qui est la formule ∀Z(C[X ∧ Z] → C[Y ∧ Z]), qui e´quivaut
a` ∃xint∀yint(X(x+ y)→ Y (x+ y)) ou encore ¬C[X \ Y ].
La fonction binaire \ est de´finie sur P = P(Π)N par (X \ Y )(n) = ‖X(n) ∧ ¬Y (n)‖.
Il s’agit maintenant de construire une application p : P(Π)N×P → P (avec P = P(Π)N) et
deux quasi-preuves cd0, cd1 telles que, pour tout X : N×P → P(Π), on ait :
cd0 ||− ∀n
int∀Y (Y ε/Xn→ p(X ) ≤ Y ) ;
cd1 ||− ∀n
int∀Y ∀Z(Y ε/Xn, Z ε/Xn→ Y = Z), ∀nint∃Y (Y ε/Xn), ∀nint∀Y (Y ε/Xn→ C[Y ]),
∀mint∀nint∀Y ∀Z(Y ε/Xn, Z ε/X (n+m)→ Z ≤ Y )→ C[p(X )].
On fixe donc X ∈ P(Π)N×P et on de´finit les formules :
A(i, n,X ) ≡ ∀Y (Y ε/X i→ Y n) ; B(j, n,X ) ≡ ∀iint(i ≤ j → A(i, n,X )) ;
Φ(j, n,X ) ≡ j < n ∧B(j, n,X ) ∧ ∀kint(j < k < n→ ¬B(j, k,X )).
On de´finit alors la fonction p(X ) : N→ P(Π) en posant p(X )(n) = ‖∃jintΦ(j, n,X )‖.
Remarque. Intuitivement, l’hypothe`se de la condition de chaˆıne de´nombrable exprime que X
est une suite d’ensembles a` un seul e´le´ment, soit {Ai}i∈N. La suite Ai est une suite de parties
de N, qui est de´croissante au sens des conditions, c’est-a`-dire que Ai \ Ai+1 est fini. On de´finit
une fonction partielle f : N → N en posant f(j) = le premier entier n ∈
⋂
i≤j Ai qui est > j,
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s’il existe. La relation n = f(j) est de´finie par la formule Φ(j, n,X ), et p(X ) est de´fini comme
l’image de f . Si chaque ensemble Ai est une condition non triviale (c’est-a`-dire un ensemble
infini d’entiers), alors l’image de f est aussi infinie (et f est totale).
Pour obtenir la quasi-preuve cd0, il suffit de prouver la formule :
∀jint∀Y (Y ε/X j → p(X ) ≤ Y )
a` l’aide de la de´finition de p(X ) et de formules de´ja` re´alise´es par une quasi-preuve.
La formule Y ε/X j → p(X ) ≤ Y s’e´crit Y ε/X j → ¬C[p(X ) \ Y ], c’est-a`-dire :
Y ε/X j → ∃mint∀j′int∀lint[Φ(j′, m+ l,X )→ Y (m+ l)]. On a donc :
∀jint∃mint∀j′int∀lint[Φ(j′, m+ l,X )→ A(j,m+ l,X )] ⊢ ∀jint∀Y (Y ε/X j → p(X ) ≤ Y )
(parce que ∃mint∀Y (Y ε/X j → F ) ⊢ ∀Y (Y ε/X j → ∃mintF ) quelle que soit la formule
F ).
Il suffit donc de montrer la formule :
∀jint∃mint∀j′int∀lint[Φ(j′, m+ l,X )→ A(j,m+ l,X )].
Notation. Pour alle´ger la notation, on e´crira m ≤ m′ pour ∃lint(m + l = m′) ; on
supprimera l’exposant “ int ”des variables quantifie´es et le parame`tre X dans les formules
A,B et Φ.
On e´crira (∀Y ε/Xn)F pour ∀Y (Y ε/Xn→ F ) et (∀i ≤ j)F pour ∀i(i ≤ j → F ).
On doit donc montrer :
(⋆) ∀j∃m∀j′∀m′[Φ(j′, m′), m′ > m→ A(j,m′)].
Lemme 32.
i) ||− ∀j∀m∀j′∀m′[Φ(j,m),Φ(j′, m′), m < m′ → A(j,m′) ∧ j < j′].
ii) ||− ∀j∀j′∀m′[Φ(j′, m′), j ≤ j′ → ∃mΦ(j,m)].
On montre ces propositions en arithme´tique du second ordre. On e´crit :
(1) Φ(j,m) ≡ j < m ∧ ∀i(i ≤ j → A(i,m)) ∧ ∀k(j < k < m→ ∃i(i ≤ j ∧ ¬A(i, k))) ;
(2) Φ(j′, m′) ≡ j′ < m′∧∀i(i ≤ j′ → A(i,m′))∧∀k(j′ < k < m′ → ∃i(i ≤ j′∧¬A(i, k))).
i) Si j′ ≤ j, on a j′ < m d’apre`s (1) ; on peut donc faire k = m dans (2), puisque m < m′,
ce qui donne ∃i(i ≤ j′ ∧ ¬A(i,m)) donc ∃i(i ≤ j ∧ ¬A(i,m)), ce qui contredit (1) ; on a
donc j < j′. On peut alors faire i = j dans (2), ce qui donne A(j,m′).
ii) De Φ(j′, m′) et j ≤ j′, on de´duit j < m′ ∧ ∀i(i ≤ j → A(i,m′). Si m est le premier
entier m′ qui a cette proprie´te´, on a Φ(j,m).
C.Q.F.D.
On peut alors montrer (⋆) ; l’entier j e´tant fixe´, il y a deux cas :
• Si on a ∃mΦ(j,m), le re´sultat de´coule imme´diatement du lemme 32(i).
• Sinon, d’apre`s le lemme 32(ii), on a ∀j′∀m′[Φ(j′, m′)→ j′ < j]. Si on a ∀j′∀m′¬Φ(j′, m′),
la proprie´te´ (⋆) est e´vidente. Sinon, soit j0 le plus grand entier tel que ∃mΦ(j0, m). On
a alors ∀j′∀m′[Φ(j′, m′)→ j′ ≤ j0]. D’apre`s le lemme 32(i), on a :
∀j′∀m∀m′[Φ(j0, m),Φ(j
′, m′), m < m′ → ⊥], ce qui donne le re´sultat voulu, puisque l’on
a ∃mΦ(j0, m).
C.Q.F.D.
Pour obtenir la quasi-preuve cd1, il suffit de prouver la formule ∀j∃mΦ(j,m) a` l’aide des
hypothe`ses. En effet, puisque qu’on a trivialement ⊢ Φ(j,m)→ j < m, on en de´duira :
∀j∃m(j < m ∧ Φ(j,m)), soit ∀jint∃mint(j < m ∧ p(X )(m)) c’est-a`-dire C[p(X )].
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Lemme 33. ⊢ ∀j∀m(j < m,B(j,m)→ ∃mΦ(j,m)).
Il suffit de conside´rer le premier entier m tel que j < m et B(j,m).
C.Q.F.D.
Il reste donc a` prouver la formule ∀j∃m(j < m∧B(j,m)). On montre en fait la formule
∀j∀l∃m(l ≤ m ∧ B(j,m)) ; ou encore :
(⋆⋆) ∀j∀l(∃m ≥ l)(∀i ≤ j)(∀Y ε/X i)Y m.
On a les hypothe`ses :
(H0) ∀n∀Y ∀Z(Y ε/Xn, Z ε/Xn→ Y = Z).
(H1) ∀n∃Y (Y ε/Xn).
(H2) ∀n∀Y (Y ε/Xn→ C[Y ]).
(H3) ∀j(∀i ≤ j)∀Y ∀Z(Z ε/X i, Y ε/X j → ¬C[Y \ Z])
(puisque Y ≤ Z s’e´crit ¬C[Y \ Z]).
Or, l’hypothe`se (H3) donne :
∀j(∀i ≤ j)(∀Z ε/X i)(∀Y ε/X j)∃l(∀m ≥ l)(Y m→ Zm).
Avec (H0), applique´ pour n = j, puis n = i, on en de´duit (lemme 34(ii)) :
∀j(∀i ≤ j)∃l(∀Z ε/X i)(∀Y ε/X j)(∀m ≥ l)(Y m→ Zm), soit :
∀j(∀i ≤ j)∃l(∀m ≥ l)(∀Y ε/X j)(∀Z ε/X i)(Ym→ Zm), c’est-a`-dire :
∀j(∀i ≤ j)∃l(∀m ≥ l)(∀Y ε/X j))(Ym→ A(i,m)), puis (avec le lemme 34(i)) :
∀j∃l(∀m ≥ l)(∀i ≤ j)(∀Y ε/X j))(Ym→ A(i,m)) et enfin :
∀j∃l(∀m ≥ l)(∀Y ε/X j)(Ym→ B(j,m)).
Or, la proposition (⋆⋆) a` de´montrer s’e´crit ∀j∀l(∃m ≥ l)B(j,m).
Graˆce a` l’hypothe`se (H1), on est donc ramene´ a` montrer ∀j∀l(∃m ≥ l)(∀Y ε/X j)Ym, ce
qui est l’hypothe`se (H2).
On a utilise´ :
Lemme 34.
i) (∀i ≤ j)∃l(∀m ≥ l)F ⊢ ∃l(∀m ≥ l)(∀i ≤ j)F si l n’est pas libre dans F .
ii) ||− (∀Y ε/Xn)(∀Z ε/Xn)(Y = Z), (∀Y ε/Xn)∃l F → ∃l(∀Y ε/Xn)F
quelle que soit la formule F .
i) Imme´diat, puisque les quantificateurs sur les individus sont suppose´s restreints aux
entiers.
ii) Conse´quence de la formule re´alise´e ∀Y ∀Z(Y = Z,G[Y ]→ G[Z]).
C.Q.F.D.
L’ultrafiltre
Notations.
Rappelons que X ⊆ Y ≡ ∀nint(Xn→ Y n) (X, Y sont des variables de pre´dicat unaires
de SR0 ou SR1) et que X ≤ Y ≡ ¬C[X \Y ] ≡ ∃l
int∀mint(l ≤ m,Xm→ Y m) lorsque X
et Y sont des variables de condition, c’est-a`-dire des variables de pre´dicat unaire de SR0.
On ge´ne´ralise cette notation aux variables de pre´dicat unaire de SR1. On de´finit donc la
formule de SR1 : X
+ ≤ Y + par ∃lint∀mint(l ≤ m,X+m→ Y +m).
Rappelons que, lorsque F est une formule close de SR1, on e´crit ‖|−F pour exprimer
qu’il existe une quasi-preuve θ telle que (θ, 1) ‖|−F .
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Dans la structure SR1, on a de´fini le ge´ne´rique comme un pre´dicat unaire J sur les
conditions, en posant ‖|J(X)‖| = Π×{X}, pour tout X ∈ P(Π)N. On de´finit, dans SR1,
un pre´dicat J d’ordre 3, par la formule :
J (X+) ≡ ∀X(X ≃ X+ → J(X))
ou` X,X+ sont des variables de pre´dicat unaire.
Proposition 35.
i) ‖|−∀X+∀Y +(X+ ≃ Y +,J (X+)→ J (Y +)).
ii) ‖|−∀X∀X+(X ≃ X+ → (J(X)↔ J (X+))).
i) La formule conside´re´e s’e´crit ∀X+∀Y +∀Y (X+ ≃ Y +,J (X+), Y ≃ Y + → J(Y )).
Elle est trivialement de´montrable : de X+ ≃ Y +, Y ≃ Y +, on de´duit Y ≃ X+ ;
avec J (X+), on en de´duit J(Y ).
ii) Par de´finition de J , on a ⊢ X ≃ X+,J (X+)→ J(X).
Inversement, d’apre`s le the´ore`me 21(v), on a ‖|−∀X∀Y (J(X), Y ≤ X → J(Y )) et donc :
‖|−∀X∀Y (J(X), X ≃ Y → J(Y )). Or, cette formule a pour conse´quence :
X ≃ X+, J(X)→ ∀Y (Y ≃ X+ → J(Y )), c’est-a`-dire X ≃ X+, J(X)→ J (X+).
C.Q.F.D.
The´ore`me 36. ‖|−∀X+∀Y +(Y + ≤ X+,J (X+)→ J (Y +)).
D’apre`s le the´ore`me 21(v), on a ‖|−∀X∀Y (Y ≤ X, J(X)→ J(Y )).
Le the´ore`me 29 donne ‖|−∀X+∃X(X+ ≃ X).
La proposition 35(ii) donne ‖|−∀X∀X+(X ≃ X+ → (J(X)↔ J (X+))).
De´signons ces trois formules par F0, F1, F2 et soit F la formule :
∀X+∀Y +(Y + ≤ X+,J (X+)→ J (Y +)). On a :
(θ0, 1) ‖|−F0 ; (θ1, 1) ‖|−F1 ; (θ2, 1) ‖|−F2 ou` θ0, θ1, θ2 sont des quasi-preuves.
On a de plus F0, F1, F2 ⊢ F et donc x0 : F0, x1 : F1, x2 : F2 ⊢ t[x0, x1, x2] : F ,
ou` t est une quasi-preuve ayant les variables libres x0, x1, x2. D’apre`s le the´ore`me 1 (lemme
d’ade´quation), on a donc t[(θ0, 1)/x0, (θ1, 1)/x1, (θ2, 1)/x2] = (t
∗[θ0/x0, θ1/x1, θ2/x2], 1) ‖|−F .
C.Q.F.D.
Lemme 37. ‖|−∀X(J(1 \X)↔ ¬J(X)).
D’apre`s le the´ore`me 21(iv) et (vi), on a ‖|−∀X(¬J(X) ↔ ∀Y (¬C[X ∧ Y ] → J(Y ))).
Or, la formule ∀Y (¬C[X ∧ Y ] → J(Y )) e´quivaut a` ∀Y (Y ≤ (1 \X) → J(Y )). D’apre`s
le the´ore`me 21(v), on a ‖|− J(1 \ X) ↔ ∀Y (Y ≤ (1 \ X) → J(Y )). On en de´duit
‖|−∀X(J(1 \X)↔ ¬J(X)).
C.Q.F.D.
The´ore`me 38.
i) ‖|−¬J (1).
ii) ‖|−∀X+(J (1 \X+)↔ ¬J (X+)).
iii) ‖|−∀X+∀Y +[¬J (X+),J (X+ ∧ Y +)→ J (Y +)].
i) D’apre`s le the´ore`me 21(i), on a ‖|−¬J(1). La proposition 35(ii) donne alors ‖|−¬J (1).
ii) Le lemme 37 donne ‖|−∀X(J(1 \X) ↔ ¬J(X)). En appliquant la proposition 35(ii)
et le the´ore`me 29, on obtient le re´sultat voulu.
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iii) D’apre`s le the´ore`me 21(iii), on a ‖|−∀X∀Y [¬J(X), J(X∧Y )→ J(Y )]. En appliquant
la proposition 35(ii) et le the´ore`me 29, on obtient le re´sultat voulu.
C.Q.F.D.
Remarque. Les the´ore`mes 36 et 38 montrent que J est un ide´al maximal non trivial sur
l’anneau de Boole des parties de N.
Programmes obtenus a` partir de preuves
Soit F une formule close restreinte de l’arithme´tique du second ordre (c’est-a`-dire une
formule du second ordre dont tous les quantificateurs d’individu sont restreints a` N).
Soit x : AU, y : ACD ⊢ t[x, y] : F une preuve de F en arithme´tique du second ordre,
avec l’axiome du choix de´pendant ACD et l’axiome AU de l’ultrafiltre sur N, e´nonce´ sous
la forme : “ J est un ide´al maximal non trivial sur P(N) ”.
On a donc x : AU ⊢ u[x] : G avec u[x] = λy t[x, y] et G ≡ ACD → F .
Dans la section pre´ce´dente, on a obtenu une quasi-preuve θ telle que (θ, 1) ‖|−AU .
Le the´ore`me 1 (lemme d’ade´quation) donne u[(θ, 1)/x] ‖|−G et donc (u∗[θ/x], 1) ‖|−G.
D’apre`s le the´ore`me 30, on a donc χ+Gu
∗[θ/x] ||−C[1]→ G, c’est-a`-dire :
χ+Gu
∗[θ/x] ||−C[1], ACD → F . Or, on a des quasi-preuves ξ0 ||−C[1] et η0 ||− ACD.
On a donc finalement χ+Gu
∗[θ/x]ξ0η0 ||−F .
On peut alors appliquer au programme ζ = χ+Gu
∗[θ/x]ξ0η0 tous les re´sultats obtenus dans
le cadre de la re´alisabilite´ usuelle. Le cas ou` F est une formule arithme´tique (resp. Π11)
est e´tudie´ dans [3] (resp. [4]).
Pour prendre un exemple tre`s simple, si F ≡ ∀X(X1, X0→ X1), on a ζ ⋆κ .κ′ . π ≻ κ⋆π
quels que soient les λc-termes κ, κ
′ et la pile π.
Se´lectivite´
On montre ici que l’ultrafiltre de´fini dans SR1 par le pre´dicat ¬J est se´lectif (voir [1]).
Cela signifie que, pour toute partition de N dont aucun e´le´ment n’est dans l’ultrafiltre, il
existe un e´le´ment de l’ultrafiltre qui rencontre chaque e´le´ment de la partition en au plus
un point.
Notation. Dans cette section, tous les quantificateurs d’individu sont restreints aux
entiers. On e´crira donc ∀x au lieu de ∀xint.
X, Y sont des variables de pre´dicat unaire, Z une variable de pre´dicat binaire.
On de´signe par :
• Part[Z] la formule ∀j∃mZmj ∧ ∀m∀m′(Zmj, Zm′j → m = m′)
(lire “ Z est une partition de N ”).
• Prem[j,X, Z] la formule ∃m[Xj ∧ Zmj ∧ (∀i < j)¬(Xi ∧ Zmi)]
(lire “ j est le premier e´le´ment de X dans sa classe d’e´quivalence (mod. Z) ”).
• R[X,Z] la formule ∀l∃j(Xj ∧ (∀m ≤ l)¬Zmj)
(lire “ X rencontre une infinite´ de classes d’e´quivalence (mod. Z) ”).
Lemme 39. Part(Z), R[X,Z] ⊢ ∀n(∃j > n)Prem[j,X, Z].
On a en effet :
∀j∃mZmj, R[X,Z] ⊢ ∀l(∃m > l)∃j(Xj ∧ Zmj) (1)
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et, par ailleurs :
∀m∀m′(Zmj, Zm′j → m = m′) ⊢ ∀n∃l(∀m > l)∀j(Zmj → j > n) (2)
On a donc :
Part(Z), R[X,Z] ⊢ ∀n∃m[∃j(Xj ∧ Zmj) ∧ ∀j(Zmj → j > n)] (3)
(e´tant donne´ n, on choisit d’abord l par (2), puis m par (1)).
L’ordre sur N e´tant bien fonde´, on a ⊢ ∀m[∃j F (j) → ∃j(F (j) ∧ (∀i < j)¬F (i))] quelle
que soit la formule F . Donc :
⊢ ∀m[∃j(Xj ∧ Zmj)→ ∃j(Xj ∧ Zmj ∧ (∀i < j)¬(Xi ∧ Zmi))] (4)
De (3) et (4), on de´duit :
Part(Z), R[X,Z] ⊢ ∀n∃m(∃j > n)[Xj ∧ Zmj ∧ (∀i < j)¬(Xi ∧ Zmi)]
ce qui est le re´sultat voulu.
C.Q.F.D.
Lemme 40. ‖|−¬J(X), ∀Y ∀m(∀j(Y j ↔ Zmj)→ J(Y ))→ R[X,Z].
Il suffit de montrer que l’on a Γ, ¬J(X), ∀Y ∀m(∀j(Y j ↔ Zmj)→ J(Y )) ⊢ R[X,Z]
ou` Γ est la suite des proprie´te´s du ge´ne´rique J donne´es au the´ore`me 21 et au lemme 37.
La proprie´te´ (iii) du the´ore`me 21 s’e´crit ‖|−∀Y ∀Y ′(¬J(Y ),¬J(Y ′)→ ¬J(Y ∧ Y ′)).
Le lemme 37 donne ∀Y (J(1 \ Y )↔ ¬J(Y )). On en de´duit :
‖|−∀Y ∀Y ′(J(Y ), J(Y ′)→ J(Y ∨ Y ′)) (5)
De ∀Y ∀m(∀j(Y j ↔ Zmj)→ J(Y )), on de´duit donc, en raisonnant par re´currence sur l :
∀Y ∀l[∀j(Y j ↔ (∃m ≤ l)Zmj)→ J(Y )].
De ¬J(X), on de´duit J(1 \X) par le lemme 37.
En appliquant (5) une fois de plus, on obtient donc :
∀Y ∀l[∀j(Y j ↔ ¬Xj ∨ (∃m ≤ l)Zmj)→ J(Y )].
Or, le the´ore`me 21(i) donne ‖|−¬J(1). En faisant Y = 1 (c’est-a`-dire Y j ≡ ⊤ pour tout
j), on obtient ∀l∃j(Xj ∧ (∀m ≤ l)¬Zmj), c’est-a`-dire R[X,Z].
C.Q.F.D.
De´signons par Part′(Z) la formule Part(Z) ∧ ∀Y ∀m(∀j(Y j ↔ Zmj)→ J(Y ))
(lire “ Z est une partition dont aucun e´le´ment n’est dans l’ultrafiltre ”).
Lemme 41. ‖|− Part′(Z), ∀X∀Y (∀j(Y j ↔ Prem[j,X, Z])→ J(Y ))→ ⊥.
En appliquant les lemmes 39 and 40, on obtient :
‖|− Part′(Z)→ ∀X(¬J(X)→ ∀n(∃j > n)Prem[j,X, Z]).
On applique alors le the´ore`me 22, en de´finissant la fonction φ : P(Π)N → P(Π)N par :
φ(X)(j) = ‖Prem[j,X, Z]‖ (noter que ⊢ Prem[j,X, Z]↔ Xj∧Prem[j,X, Z]).
On en de´duit ‖|− Part′(Z), ∀X J [φ(X)]→ ⊥, ce qui est le re´sultat cherche´.
C.Q.F.D.
De´signons par Part+(Z+) la formule Part(Z+) ∧ ∀Y +∀m(∀j(Y +j ↔ Z+mj)→ J (Y +))
(lire “ Z+ est une partition dont aucun e´le´ment n’est dans l’ultrafiltre ”).
The´ore`me 42.
‖|−∀Z+{Part+(Z+), ∀X+∀Y +(∀j(Y +j ↔ Prem[j,X+, Z+])→ J (Y +))→ ⊥}.
Il suffit de remarquer que cette formule est conse´quence de :
∀Z{Part′(Z), ∀X∀Y (∀j(Y j ↔ Prem[j,X, Z])→ J(Y ))→ ⊥}
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(qui est donne´e par le lemme 41)
∀X+∃X(X+ ≃ X), ∀Z+∃Z(Z+ ≃ Z)
(qui sont donne´es par le the´ore`me 29)
et de ‖|−∀X∀X+(X ≃ X+ → (J(X)↔ J (X+)))
(qui est donne´e par la proposition 35(ii)).
C.Q.F.D.
Le the´ore`me 42 exprime que, si Z+ est une partition de N dont aucun e´le´ment n’est dans
l’ultrafiltre, alors il existe une partie X+ de N et un e´le´ment Y + de l’ultrafiltre, tels
que Y + soit forme´ des e´le´ments de X+ qui sont les plus petits possibles dans leur classe
d’e´quivalence. Cela implique que Y + rencontre chaque classe d’e´quivalence en au plus un
point. L’ultrafiltre ¬J est donc se´lectif.
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