Metonymy is one of the types of common figurative languages and often used in human conversation without any difficulties. However, metonymy recognition in NLP requires a deep semantic/contextual processing to interpretation because it is highly related to the discourse of the contexts. Moreover, the fact that few available datasets of figurative languages make it more problematic. Motivated by the shortcomings of metonymy recognition, we develop several new data sets, including the Chinese version of the data, and design an end-to-end neural network metonymy recognizer. Our framework is based on the semantic priority interrupt theory and additional knowledge is introduced which makes to learn contexts effectively. Through a series of experiments, we show that our method is comparable to the state-of-the-art metonymy recognition method, especially we verified that metonymy trigger words information contributes to performance improvement in our model.
I. INTRODUCTION
Metonymy is one of the types of figurative languages which indicates the substitution of the concept, phrase or word being meant with a semantically related one [1] . Metonymy recognition has been intensively studied since neural network methods have attracted much attention. For example, the sentence ''England lost the semifinals.'' is a metonymy of location for people. Here, ''England'' does not refer to the country, but the team. In another sentence, ''Panasonic is of good quality.'' is a metonymy of organization for the product. ''Panasonic'' is not the company but its product. Humans can easily understand another concept of meaning beyond the literal expression of language. However, it is a serious bottleneck in the automatic machine understanding of language because it is highly related to the discourse of the contexts.
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There are many forms of metonymy (e.g., ''thing for people'' and ''thing for organization'') [2] , and it often hampers the development of NLP applications such as geographical analysis [3] , [4] machine translation [5] , question answering [6] , anaphora analysis [7] , [8] , and geographic information retrieval [9] . For example, we note that the user asks an intelligent navigation system: ''I am at Tokyo station now, where is the Beijing restaurant?''. If the answer from the system is ''first you take a car to Narita Airport, then you take a plane to Beijing.''. We can see that the system does not understand that ''Beijing'' is not a geographical location of Beijing but a metonymic usage. This shows that the system does not infer the user's intention which is to find a restaurant with Beijing flavor food near to the Tokyo station. Another example is that we often use metonymic sentences in Google search engines, which often return the results we do not prefer. Therefore, improving the metonymy understanding ability of the machine can optimize and improve the performance of NLP applications.
In this paper, we focus on metonymy about a geographical noun which is related to the geographic analysis. There are several issues in metonymy recognition: (1) At present, the available metonymy datasets are very few, only SemEval 2007 task 8 (SemEval) [10] and ReLocaR [1] , and there is no other language version of the data set available because manual tagging of the data is extremely costly. (2) The method based on rules and knowledge base depends on the construction of appropriate handcrafted features, which is also a very hard task, and the performance of the system depends on the quality of construction handcrafted features. ( 3) The method of metonymy recognition based on deep learning lacks the guidance of linguistic theory and has poor interpretability. To deal with the first problem mentioned in the above, we build a large-scale data set by merging the existing English metonymy data. Besides, we use machine translation technology to build the corresponding Chinese data sets. Our solution for the second and third problems is that we build an end-to-end neural metonymy recognizer based on the semantic priority interruption theory. It uses linguistic features such as metonymy trigger words, additional knowledge, location information, part of speech (POS), and uses the improved pre-training language model to extract metonymy features. Our model based on deep learning contributes to improve the interpretability of the model.
The main contributions of our work can be summarized: (1) We propose an enhanced metonymy recognition data set (EMR) and three Chinese version metonymy data sets. As far as we know, these Chinese data sets are the first trials we put forward in the field of metonymy recognition. (2) We propose a metonymy recognition method that introduces the theory of semantic priority interruption into the neural language model, using additional knowledge such as metonymy trigger words, location information, POS as additional features. (3) The experimental results on six data sets show that our model is comparable to the state-of-the-art approach in both the English and Chinese metonymy recognition tasks.
II. RELATED WORK
Metonymy is not only a figure of speech and figurative language but also a cognitive phenomenon [11] , [12] . The processing of metonymy by the computer includes recognition, understanding, interpretation, and generation. Among them, metonymy recognition is the important foundation of computer metonymy understanding [13] . In early related research on metonymy recognition, Nissim and Markert [14] attempted to use syntactic relationships, grammatical roles, and knowledge base to overcome data sparseness and generalization problems. They also proposed the grammatical role of the potentially metonymic word (PMW). However, the method is still limited to classifying unknown data. Farkas et al. [15] utilized PMW and maximum entropy classifiers (ME) to achieve the accuracy of 85.2% in the SemEval. However, their method needs to do feature engineering and rely on external tools. Caroline et al. [16] achieved 85.1% accuracy in the SemEval by using a local grammar and global distribution features. Nastase and Strube [17] applied a support vector machine (SVM) with handcrafted features (provided by Markert and Nissim [10] ) to achieve an accuracy of 86.1% in the SemEval. A similar research by Nastase and Strube [18] extends the research of Nastase et al. [19] . Their work makes use of SVM and a powerful knowledge base based on Wikipedia to achieve the accuracy of 86.2% in SemEval, which is by far the highest performance and still maintains state of the art (SOTA) status. Recently, Gritta et al. [1] demonstrated how the minimalist neural network approach combined with a predicate window can achieve competitive results (84.8% and 84.8%) in the SemEval and ReLocaR, respectively. The metonymy feature extraction ability of these traditional machine learning methods is weak, so using a more powerful deep learning model is required to improve the overall performance.
More recently, the most popular NLP method based on deep learning techniques has been intensively studied. Deep learning and word representation in vector space [20] , [21] are fundamental technologies of NLP. Hochreiter and Schmidhuber [22] proposed long short-term memory (LSTM), that performs well on multiple NLP tasks. Kim [23] used a convolutional neural network (CNN) and pooling techniques to classify sentences and achieve good results. Bahdanau et al. [24] proposed the attention mechanism on machine translation tasks and obtained the results of SOTA. Raffel and Ellis [25] applied attention mechanism to the recurrent neural network (RNN) and achieved advanced results on multiple NLP tasks. Zhou et al. [26] and Hu [27] introduced the attention mechanism in the bi-directional LSTM (Bi-LSTM) to capture important semantic information and achieved the best results on the SemEval 2010 relationship classification task. Wu et al. [28] propose a metaphor recognition model based on CNN and Bi-LSTM, which achieve advanced results of metaphor recognition in the VU Amsterdam Metaphor Corpus (VUA). We will also introduce this model into baseline to test its effect on metonymy recognition. The combination of deep learning and word embedding can achieve better results than methods that rely on handcrafted features and rules. Do Dinh and Gurevych [29] show that relying solely on word embedding trained on large corpora can achieve results similar to other systems with additional resources. Mykowiecka et al. [30] found that only word embedding based solutions can achieve results comparable to complex solutions that require additional linguistic features. However, the feature extraction ability of a simple neural network is limited, and static word embedding can not solve the problem of polysemy. With the development of NLP technology, the pre-training language model has a good effect on each NLP task. ELMo used Bi-LSTM to generate dynamic word embedding solves the problem of polysemy [31] . OpenAI GPT [32] used Transformer [33] with strong feature extraction ability to construct a pre-training language model, which has a good performance in the task of natural language generation (NLG). BERT [34] changed the one-way model of GPT into the bi-directional model, which further improved the ability of the pre-training language model. However, the serious problem of these deep learning models is like a black box, which has poor interpretability and lack of guidance of linguistic theory.
In the context of Chinese figurative languages, the attempts started late. It mainly focused on the rule-based approach and traditional machine learning. Wang et al. [35] used the maximum entropy model to identify Chinese nominal metaphors. Li et al. [36] identified Chinese similes by combining maximum entropy and conditional random field (CRF). Huang [37] uses dependency syntax to model different metaphor patterns and proposes a pattern matching algorithm to identify Chinese metaphors. The application of deep learning to Chinese figurative languages is very few. Metonymy is similar to metaphor, while Chinese metonymy does not even have relevant data sets and good solutions.
In summary, the main work of metonymy recognition is focused on traditional machine learning and simple neural network architecture. Moreover, most of the research focuses on English metonymy. It can be seen that the development of Chinese information processing urgently needs a breakthrough in Chinese metonymy recognition technology. Aiming at the problem of English and Chinese metonymy recognition, we use an end-to-end neural network metonymy recognizer based on the semantic priority interrupt theory to further expand and improve the methods of previous researchers.
III. METHODS

A. SEMANTIC PRIORITY INTERRUPTION THEORY OF METONYMY
Wilks [38] proposed the concept of semantic interruption and the model of preferential choice. The non-literal expression of metaphor would lead to semantic interruption. For example, in ''Your eyes are stars.'', the ''eyes'' are body organ entities, and the word ''stars'' are celestial entities. In the semantic priority interruption theory, the phrase will be semantically interrupted, thus judging the existence of metaphor language phenomena in this phrase. Because metonymy is similar to metaphor, we think that metonymy is also triggered by semantic priority interruption. For example, in the sentence ''Tokyo welcomes you!'', ''Tokyo'' is a geographical noun entity, and ''welcome'' means very happy to accept, usually the behavior of people. When a geographical noun entity is collocated with a human action verb, it will produce semantic priority interruption, thus triggering a metonymy. Therefore, the theory of semantic priority interruption can be used to distinguish metonymy and literal meaning. Three parts of speech of words can trigger semantic priority interrupt, as shown in Table 1 . In the sentence ''Japan was a good experience for me.'', the collocation of the noun ''experience'' and the geographical noun ''Japan'' means that ''Japan'' is a tourist experience. In the sentence ''I really enjoyed that delicious Yamanashi.'', the adjective ''delicious'' and the geographical noun ''Yamanashi'' indicate that ''Yamanashi'' is a delicacy of Yamanashi. These special triggers will produce semantic priority interruption in sentences, thus trigger metonymy. The semantic priority interruption theory of metonymy can help us identify metonymy very well. In subsection III-B, we will model the trigger words and additional knowledge of trigger words to build an end-to-end neural metonymy recognizer.
B. METNET: A END-TO-END NEURAL METONYMY RECOGNIZER
According to the semantic priority interruption theory of metonymy, we design an end-to-end metonymy recognizer based on the Transformer encoder. The model architecture is shown in Figure 1 . We express the token sequence of the original text data as I t 1 , I t 2 , . . . , I t n , where n is the sequence length. The token level of English is word level, and the token level of Chinese is character level. All tokens are from a vocabulary V, I t i ∈ V. We represent the metonymy trigger words sequence as I w 1 , I w 2 , . . . , I w m and the locations sequence as I l 1 , I l 2 , . . . , I l k . M and k are the length of metonymy trigger words sequence and locations sequence respectively. The metonymy trigger words and the locations sequence can be found in the original text data tokens. So we annotate these sequences from the text data token. We use the metonymy trigger words sequence to query the WordNet (knowledge graph (KG)) K, obtain the knowledge I k i (0 ≤ i ≤ m) corresponding to I w i , and then get the knowledge sequence I k 1 , I k 2 , . . . , I k m , as shown in Formula (1). Function K is used to acquire related external knowledge for the metonymy trigger words.
We obtain the POS I (2), function POS means to acquire the part of speech of the metonymy trigger word.
We make these sequences into input sequences, with metonymy recognition special token [CLS] at the beginning and segment separation special token [SEP] between different feature sequences. We sum up these token sequences and corresponding segment embedding and position embedding to get the final input embedding sequence. The final input embedding construction method is shown in Formula (3). where, F represents final input embedding sets, 0 ≤ j ≤ n + 3m + k + 6. Position embedding represents the position information of the token relative to the first token, and segment embedding represents the different segments of the token, which are divided by [SEP] . The position function will get the distance of the current token from the position of the first token to get the relative position information of the token. The segment function will assign different segment embeddings to different segments separated by [SEP] token to distinguish different segments. We have seven different sequence features: data sequence, trigger words sequence, knowledge sequence, locations sequence, POS sequence, and two special tags. We transform them into corresponding input embeddings E F j . We use the Transformer encoder to encode these features. The number of layers, hidden neurons and self-attention head of the encoder are consistent with the BERT-base [34] , and the specific super parameters are summarized in the subsection IV-C. Transformer is based on multiple self attention heads, which has stronger feature extraction ability than CNN, RNN and other deep neural networks. It has achieved good results in many NLP fields [33] . MetNet obtains the terminal deep semantic feature T F j (T F j ∈ R H ) corresponding to E F j through the multi-layer Transformer encoder, and H is the size of hidden state. We use bi-directional gated recurrent unit (Bi-GRU) [39] to extract feature information of deep-layer order structure, including trigger words deep-layer Then these deep feature sequences are passed to Bi-GRU respectively. Bi-GRU is given by Formula (4)- (7) .
Among them, z t is the update gate, the function is the logic gate to update the neuron state, r t is the reset gate, the function is to reset the neuron state, W and U are the Bi-GRU neuron parameter matrix, h t andh t is the hidden state, σ and tanh is the activation function, is the Hadamard product. Then we combine these deep feature sequences with Bi-GRU's output and input them into the attention layer. This residual structure design can better integrate multiple deep-layer features. The attention layer is given by Formula (8)- (10) .
Among them, q is the query vector, v is the value vector, X is the input information, A and B are the attention layer parameter matrix, s(x i , q) is the sum of the attention scoring function, metonymy related features will give higher scores, and metonymy unrelated features will give lower scores, and the attention probability distribution a i will be obtained through softmax, and finally the attention probability distribution value will be assigned to the input information X i . Then the metonymy recognition vector T [CLS] and the high-level metonymy feature vector of attention layer are passed to the full connection (FC) layer to obtain the two-dimensional metonymy discrimination vector, and use softmax to get the probability distribution of metonymy and literal meaning. As shown in Formula (11) .
y τ is a two-dimensional real value vector representing metonymy and literal probability, V and b are the FC layer neuron parameter matrix. In the process of training the model, we use the parameter weight of pre-training language model published by Google [34] to fine-tune the Transformer encoder layer. The Bi-GRU layer, attention layer and FC layer will use the training method to train the model through the Adam optimizer with adaptive learning rate. The training target is the cross entropy loss function, as shown in Formula (12) .
where M is the number of training data samples,ŷ is the real label of the data, 1 represents metonymy, 0 represents literal, y τ 0 and y τ 1 represent the prediction probability of whether the data belongs to metonymy and literal respectively, and y τ 0 , y τ 1 ∈ [0, 1], y τ 0 + y τ 1 = 1.
IV. EXPERIMENTS AND ANALYSIS A. DATA SETS 1) SemEval
The earliest data set of metonymy recognition is SemEval 2007 shared task 8 proposed by Market et al. [10] , which was annotated textcoloryellowfrom the data of British National Corpus (BNC). The corpus contains two types of metonymy: locations, and organizations. We mainly focus on location-related metonymy. The data set consists of two types of data, including literal (geographical territories and political entities) and metonymy (place for people, the place for product, the place for an event, capital for government or place for organization). SemEval consists of 340 metonymy data and 1458 literal data. This is probably the natural distribution of location-related metonymy in the text.
2) ReLocaR
Gritta et al. [ 
3) EMR
SemEval and ReLocaR have small data volume and only the English version. A large data set is necessary for metonymy recognition, while it is very difficult to label manually. Therefore, we merge several existing metonymy recognition data sets. Gritta et al. [1] also annotated additional metonymy data 1 to assist in the research of the metonymy recognition task, which came from CoNLL 2003 named entity recognition (NER) data sets. We combine SemEval, ReLocaR and this additional data set into an enhanced metonymy recognition data set (EMR). EMR has 3479 metonymic data and 6542 literal data. we checked the dataset manually and used the annotation criteria of ReLocaR to modify partial annotation of SemEval to make the data tend to be the same distribution.
4) CHINESE VERSION METONYMY DATA SETS
Chinese metonymy research is also a very important topic of Chinese natural language understanding, but there is no relevant data set. Therefore, we use the Baidu machine translation system 2 to transform the three data sets SemEval, ReLocaR and EMR into Chinese data textcoloryellowset SemEval-CN, ReLocaR-CN, and EMR-CN. We check the Chinese data sets and correct the wrong translation to ensure translation quality.
B. BASELINES
To compare our metonymy recognizer, we choose the following baselines: (1) A metonymy recognizer proposed by Farkas Gritta et al. [15] and based on potential metonymic features and maximum entropy classifier.
(2) A metonymy recognizer based on SVM and knowledge base by Nastase and Strube [18] . (3) A metonymy recognizer based on Bi-LSTM and predicate window proposed by Gritta et al. [1] . (4) Kim [23] proposed TextCNN, a kind of CNN integrated with multiple channel filters. (5) A NLP model based on Bi-LSTM and attention mechanism, proposed by Zhou et al. [26] . (6) A metonymy recognition model based on CNN and Bi-LSTM, which is presented by Wu et al. [28] . (7) Peters et al. [31] proposed ELMo, and it is a pre-training language model based on Bi-LSTM. (8) Devlin et al. [34] proposed the BERT, and BERT is a bidirectional language model based on the Transformer encoder. Among them, the first three models all use the features related to metonymy trigger words and additional knowledge. The latter five models are pure deep learning models, which only encode the original text without using additional features. 
C. DATA PREPROCESSING AND HYPERPARAMETERS SETTING
The evaluation metrics of our metonymy recognition task are accuracy and F1 sorce, and accuracy is the most commonly used evaluation metric of the metonymy recognition task. Metonymy recognition related baselines' accuracy is reported according to the accuracy given in relevant papers. The accuracy of baselines for general NLP tasks is given by our experiments, and the hyperparameters are set according to the recommendations of corresponding papers. The hyperparameters of our model adopt the default hyperparameters of BERT-base [34] . The number of neurons in Bi-GRU layer, attention layer, and the best training hyerparameters are obtained by grid search in a reasonable range. Specific setting of experimental best hyperparameters are shown in Table 2 . The sequence length of the most data in the metonymy data sets is less than 256. We thus set the sequence length to 256. Data larger than 256 will be truncated, and data smaller than 256 will be filled with zeros. Glove [40] will be used as static word embedding in English data sets of deep learning baseline, and Chinese word embedding pre-trained by Skip-Gram algorithm of Word2Vec (W2V) [20] with Baidu encyclopedia corpus will be used in Chinese data sets. English data sets use SpaCy 3 framework for data cleaning such as case-to-case conversion, stemming extraction and punctuation removal to improve the probability of word mapping to word vectors and alleviate the problem of out of vocabulary (OOV). Due to the special features of the Sino-Tibetan language family, the data processing of the Chinese words segmentation is needed and then the word vectors mapping is carried out. We use the Jieba 4 framework to segment Chinese words. The baselines of the pre-training language model directly encodes the data into dynamic word embedding. The hyperparameter settings of MetNet include 12 layers of Transformer encoder, 768 hidden layer neurons and 12 self-attention heads in each layer, 16 neurons in each Bi-GRU and 2 neurons in full connection layer. The training parameters of all models are 64 batches, the initial learning rate is 1e-5, and the number of learning epochs is 20.
3 https://spacy.io 4 https://github.com/fxsjy/jieba The best model parameter weight saved in the verification set as the final model parameter weight. The training set and test set of all experimental data sets are divided into 90% and 10%. And ten-fold cross-validation was used in all experiments to make full use of the training set and alleviate the over-fitting. The experimental results were got by run ten times and take the average to reduce the interference of random factors.
D. EXPERIMENTAL RESULTS
Our experimental results on the English metonymy recognition dataset are shown in Table 3 . MetNet is the best in three English metonymy recognition datasets. The experimental results show that metonymy trigger words and additional knowledge can significantly improve the neural network's ability of metonymy recognition, and use deep learning to directly model text can not achieve good results in the task of English metonymy recognition. Our experimental results on the Chinese metonymy recognition datasets are shown in Table 4 . The experimental results are similar to those of English metonymy recognition. Our model performs best in three Chinese metonymy recognition datasets, and the performance of the pre-training language model is significantly better than that of the general deep learning model. To verify which factor can affect performance of MetNet, we conducted ablation experiments of the model. The experimental results are shown in Table 5 , and experimental results show that metonymy trigger words have the greatest impact on the model, additional knowledge and location information have a certain improvement on the model performance, and POS features have the least impact. At the level of model structure, we also designed corresponding ablation experiments. When the model does not use Bi-GRU layer or attention layer, the accuracy and F1 score of metonymy VOLUME 8, 2020 TABLE 5. Experimental results of ablation experiments. Each data set has two evaluation metrics, the left is the accuracy (%), the right is the F1 score (%), and bold represents the best result, w/o represents not using a feature or model structure, + represents adding a neural network structure. TABLE 6. Examples of metonymy recognition results of typical cases by several models. The Golds column is the gold label, and the other columns are the judgment of the corresponding model on whether the text is metonymy or literal meaning.
recognition have declined, which shows that Bi-GRU layer and attention layer are helpful to capture high-level metonymy information. We try to increase the complexity of the model to explore whether we can continue to improve the performance of metonymy recognition. Before Bi-GRU layer and FC layer, we add the corresponding type of neuron network layer with 64 neurons, and find that the ability of the metonymy recognizer has declined significantly, because the complexity of the transformer encoder layer is high enough. Adding a neural network layer with high complexity in the outer layer will produce a violent shock to the weight of the pre-training model, thus affecting the performance of the metonymy recognizer.
E. ANALYSIS OF EXPERIMENTS AND CASES
From the experimental results of English and Chinese metonymy recognition, we can see that metonymy trigger words and external knowledge guidance can improve the metonymy recognition performance of the neural network metonymy recognizer. Location information and POS features can also be regarded as additional knowledge because location information contains the subject entity of metonymy. POS features are related to the parts of speech of metonymy trigger words. This knowledge belongs to implicit knowledge, which is different from our explicit knowledge introduced from WordNet. Our model and baselines using metonymy trigger words and knowledge as additional features show good results. However, only using a deep learning model can not play a good role. This shows that the semantic priority interruption theory and additional knowledge guidance of metonymy trigger words can help metonymy and literal discrimination, and these features are effective in English and Chinese metonymy recognition tasks. The reason why MetNet is better than the traditional machine model and knowledge-based metonymy recognition baselines is that the ability of metonymy feature extraction of pre-training language models based on Transformer encoders is stronger than the traditional machine learning model. The reason why our model is better than the metonymy recognition baselines is that the semantic priority interruption theory and additional knowledge guidance of metonymy trigger words are very helpful to the task of metonymy recognition rather than using general NLP model and general pre-training language model, and only encoding from text can't achieve a good result of metonymy recognition, because metonymy is a high-level semantic phenomenon, and metonymy features are difficult to extract from the text directly.
In Table 6 , we show the metonymy recognition effect of several models in several typical sentences. In the following cases: (1) a sentence contains multiple geographical nouns, and there are two situations: metonymy and literal meaning (ID 1,2,4), (2) the sentence is long and the sentence structure is complex (ID 3), (3) the sentence structure is incomplete and with more noise (ID 5), our model can distinguish metonymy and literal meaning correctly. However, TextCNN and BERT have a higher misjudgment rate in these cases. We have also analyzed the case (ID 6) of MetNet's misidentification, which is mainly caused by the ambiguous referential relationship between the metonymy trigger words and the subject. In the sentence ''The finance minister of France met him.'', the ''met'' is human behavior. When it is collocated with a geographic information entity, it will trigger the semantic priority interruption, but the subject associated with this sentence is ''The finance minister of France'' rather than ''France'', this can cause recognition errors. The complex syntactic structure of the subject will lead to errors in Metonymy recognition.
We draw four important conclusions from our experiments in the field of metonymy recognition: (1) The theory of semantic priority interruption (which we implement by introducing the features of metonymy trigger words and additional knowledge into the model) can improve the accuracy of the model. (2) The method of using deep learning directly to model text is not effective. (3) The effect of the pre-training language model combined with the linguistic theory is better than that of the traditional machine learning model. (4) The complex syntactic structure of the subject and the collocation of trigger words will affect the overall performance of metonymy recognition.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed an enhanced metonymy recognition data set (EMR) and obtained the Chinese metonymy recognition data sets through machine translation technology. We also introduced the semantic priority interruption theory of metaphor into metonymy. According to this theory, we designed an end-to-end neural metonymy recognizer and introduce metonymy trigger words features and external knowledge guidance. We demonstrated the validity of our model through a large number of experiments on English and Chinese metonymy recognition data sets. We also designed ablation experiments to verify that the semantic priority interruption theory of metonymy and found that external knowledge guidance contribute the overall performance of the metonymy recognition ability of the pre-training language model.
There are a number of interesting directions for future work. We should explore in several aspects: (1) metonymy is a special figurative language, and we will extend our approach to metaphor, simile, sarcasm, pun, and other figurative languages. (2) we only use the knowledge of WordNet, and we will use knowledge graph (KG) such as VerbNet, 5 Concept-Net 6 [41] , FrameNet 7 [42] and Chinese HowNet 8 to obtain more rich external knowledge guidance. (3) Our work only uses the linguistic theory of semantic priority interruption. We will introduce more linguistic theories to our work to make the deep learning model more explanatory. (4) In error analysis, we showed that the complex syntactic structure of the subject affects the performance of the model. We will consider to incorporate syntactic structure information into the metonymy recognizer for the robustness of the model.
