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Abstract
We study the problem of completion of a matrix with a specified band in such a way
that the inverse be a band matrix with the same width. For the general block matrix case a
new approach to solve this and related problems is proposed. The relations with the class of
quasiseparable matrices play an important role.
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1. Introduction
The main problem which is considered in this paper concerns the completion of
a block matrix with a specified band. The completion is required to be invertible
and the inverse to be a band matrix of the same width as the specified band of the
original matrix. Different aspects of this problem were considered by Dym, Gohberg,
Kaashoek and Woerdeman in [3,16,18] (see also [14]). The methods which were
used in these sources were based on the factorization of the inverse matrix. In the
present paper the same problem is solved in a different way. The completion of
original data is made directly via explicit formulas. This approach also offers a way
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to obtain the known results as well as new ones. For instance a new permanence
principle for inverse matrices is established. This in particular yields a new inversion
formula which is extensively used in our paper. It turned out that the solution of the
band completion problem coincides with the problem of completion of a band to a
Green matrix. This result is based on a theorem on relations between the ranks of
submatrices of a block matrix and the ranks of the corresponding submatrices of its
inverse. This theorem is connected with earlier results by Asplund [1], Fiedler [10],
and Fiedler and Markham [11]. Notice that the completion obtained belongs to the
class of quasiseparable matrices studied by the authors in [5–8]. Separately we study
the case of positive completions.
The paper contains eight sections. Section 1 is the introduction. Section 2 con-
tains a general theorem on rank numbers of a block matrix and its corollaries for
quasiseparable matrices and for Green and band matrices. In Section 3 we solve the
completion problem. Section 4 is dedicated to a permanence principle. In Section 5
we derive explicit formulas for band matrices which are inverses to the completions
obtained in Section 3. In Section 6 the positive case is studied. The last two sections
are concerned with special examples. The first is concerned with the Toeplitz case
and the second contains a block tridiagonal case and the problem of completion of a
special matrix which is connected with the problem of completion of triangular parts
of matrices to contractions.
For the indication of submatrices we use MATLAB style, i.e. for a matrix A,
A(i : j, p : k) selects rows i to j of columns p to k, and a colon without an index
range selects all of the rows or columns (A(:, p : k) or A(i : j, :)).
2. Green and quasiseparable matrices
2.1. Rank numbers of pairs of inverse matrices
Let R = {Rij }Ni,j=1 be a square matrix with block entries Rij of sizes νi × µj ,
where
∑N
i=1 νi =
∑N
i=1 µi and let m be an integer such that |m| < N . Denote m0 =
max{1,−m}, mN = min{N − m − 1, N}. We will consider maximal submatrices
of the matrix R with indices of entries satisfying i − j > m. These submatrices are
R(k + m + 1 : N, 1 : k), k = m0, . . . , mN . The ranks rLk,m(R) of these submatrices
are said to be lower rank numbers of the matrix R relative to the diagonal i − j = m,
i.e.
rLk,m(R) = rank R(k + m + 1 : N, 1 : k), k = m0, . . . , mN .
Similarly we consider maximal submatrices of R with indices of entries satisfying
j − i > m. These submatrices are R(1 : k, k + m + 1 : N), k = m0, . . . , mN . The
ranks rUk,m of these submatrices are said to be upper rank numbers of the matrix R
relative to the diagonal j − i = m, i.e.
rUk,m(R) = rank R(1 : k, k + m + 1 : N), k = m0, . . . , mN .
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We define also rLk,m(R), r
U
k,m(R) for the values of k less than m0 or greater than
mN setting them to be zeros.
We consider here relations between rank numbers of a matrix and of its inverse.
Theorem 2.1. Let R be an invertible block matrix with entries of sizes νi × µj ,
i, j = 1, . . . , N . Consider the matrix R−1 as a block matrix with sizes of entries
µi × νj , i, j = 1, . . . , N . Then the following relations hold:
rLk,m(R) +
N∑
s=k+1
µs = rLk+m,−m(R−1) +
N∑
s=k+m+1
νs, k = m0, . . . , mN,
(2.1)
rUk,m(R) +
N∑
s=k+1
νs = rUk+m,−m(R−1) +
N∑
s=k+m+1
µs, k = m0, . . . , mN .
(2.2)
Theorem 2.1 is a generalization of the corresponding result by Fiedler and
Markham [11] obtained for scalar matrices.
Proof. Let Q be an N1 × N1 invertible matrix and l1, t1, l2, t2 be positive integers
such that l1 + l2 = t1 + t2 = N1. We consider the partitions of the matrices Q, Q−1,
Q =
[
A B
C D
]
, Q−1 =
[
A′ B ′
C′ D′
]
,
where A, B, C, D are matrices of sizes l1 × t1, l1 × t2, l2 × t1, l2 × t2 correspond-
ingly and A′, B ′, C′, D′ are matrices of sizes t1 × l1, t1 × l2, t2 × l1, t2 × l2 corres-
pondingly. Ranks of the matrices C and C′ are connected via relation (see [2,18])
rank C + t2 = rank C′ + l2. (2.3)
For completeness we prove this assertion here. One can check directly that[
C 0
0 It2
]
= E
[
C′ 0
0 Il2
]
F, (2.4)
where
E =
[−D CB ′
It2 D
′
]
, F = Q
are invertible matrices with inverses
E−1 =
[−D′ C′B
Il2 D
]
, F−1 = Q−1.
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Indeed we have
E
[
C′ 0
0 I
]
F =
[−D CB ′
I D′
] [
C′ 0
0 I
]
F =
[−DC′ CB ′
C′ D′
] [
A B
C D
]
=
[−DC′A + CB ′C −DC′B + CB ′D
C′A + D′C C′B + D′D
]
.
It is clear that C′A + D′C = 0, C′B + D′D = I and using the equalities C′A =
−D′C, DD′ + CB ′ = I , C′B + D′D = I we obtain
−DC′A + CB ′C = DD′C + CB ′C = C,
−DC′B + CB ′D = −D(I − D′D) + (I − DD′)D = 0.
Similarly we obtain
E
[−D′ C′B
I D
]
=
[−D CB ′
I D′
] [−D′ C′B
I D
]
=
[
DD′ + CB ′ −DC′B + CB ′D
0 C′B + D′D
]
=
[
I 0
0 I
]
.
From the equality (2.4) it follows that
rank
[
C 0
0 It2
]
= rank
[
C′ 0
0 Il2
]
,
which implies (2.3).
Now we take Q = R, where R is from the formulation of the theorem. Let us set
l2 =
N∑
s=k+m+1
νs, t2 =
N∑
s=k+1
µs, (2.5)
We have
C = R(k + m + 1 : N, 1 : k),
C′ = R−1(k + 1 : N, 1 : k + m) = R−1((k + m) − m + 1 : N, 1 : k + m)
and by the definition of rank numbers we obtain
rank C = rLk,m(R), rank C′ = rLk+m,−m(R−1). (2.6)
Substituting the expressions (2.5), (2.6) in (2.3) we obtain (2.1).
The application of (2.1) to the transpose matrix RT yields (2.2). 
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2.2. Quasiseparable matrices
Now we consider the case of a block matrix with square entries on the main
diagonal. Concerning the rank numbers relative to the main diagonal we obtain the
following result.
Corollary 2.2. Let R = {Rij }Ni,j=1 be an invertible block matrix with entries of
sizes µi × µj , i, j = 1, . . . , N . Then rank numbers of the matrix R relative to the
main diagonal i = j coincide with the corresponding rank numbers of the matrix
R−1.
This corollary generalizes a result of Fiedler [10] concerning maximal rank num-
bers.
The proof is obtained directly from (2.1) by setting m = 0, µs = νs .
Let R = {Rij }Ni,j=1 be a matrix with block entries Rij of sizes µi × µj . Assume
that the entries of this matrix are represented in the form
Rij =


piai−1 · · · aj+1qj , 1  j < i  N,
di, 1  i = j  N,
gibi+1 · · · bj−1hj , 1  i < j  N.
(2.7)
Here pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1) are matrices
of sizes µi × r ′i−1, r ′j × µj , r ′k × r ′k−1 respectively; these elements are said to be
lower generators of the matrix R with orders r ′k (k = 1, . . . , N − 1). The elements
gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1) are matrices of
sizes µi × r ′′i , r ′′j−1 × νj , r ′′k−1 × r ′′k respectively; these elements are said to be up-
per generators of the matrix R with orders r ′′k (k = 1, . . . , N − 1). As was shown in
[4, p. 55] (see also [15]) every block matrix R may be represented in the form (2.7)
and the minimal orders of generators are equal to the corresponding rank numbers,
i.e. r ′k = rLk , r ′′k = rUk (k = 1, . . . , N − 1). Let r ′k, r ′′k (k = 1, . . . , N − 1) be the
minimal orders of the generators of the matrix R. Set nL = max1kN−1 r ′k, nU =
max1kN−1 r ′′k , then the matrix R of the form (2.7) is said to be quasiseparable
of order (nL, nU). Corollary 2.2 implies that if the matrix R is quasiseparable of
order (nL, nU) and invertible then its inverse is quasiseparable of the same order.
This result was obtained earlier by the authors in [5] for scalar matrices. This fact
was used by the authors in [5–8] in order to obtain fast inversion algorithms for
quasiseparable matrices.
2.3. Green and band matrices
In the sequel we consider a subclass of the class of quasiseparable matrices whose
inverses are band matrices. We obtain another corollary of Theorem 2.1 which is
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important for our next considerations. Let m > 0 be an integer. We consider a block
matrix R = {Rij }Ni,j=1 with entries of sizes µi × µj , i, j = 1, . . . , N .
Lemma 2.3. Let R be a block matrix with entries of sizes µi × µj , i, j = 1, . . . , N,
with the rank numbers rLk,−m(R), rUk,−m(R) (k = m + 1, . . . , N − 1) relative to the
diagonals i − j = −m, j − i = −m respectively. If the matrix R is invertible then
the inequalities
rLk,−m(R), rUk,−m(R)  αk, k = m + 1, . . . , N − 1,
where
αk =
k∑
s=k−m+1
µs, k = m + 1, . . . , N − 1, (2.8)
hold.
Proof. Assume that for some k with m + 1  k  N − 1 we have
rUk,−m(R) = rank R(1 : k, k − m + 1 : N) < αk, k = m + 1, . . . , N − 1.
(2.9)
The matrix R(1 : k, :) contains µ1 + · · · + µk rows and is obtained from the sub-
matrix R(1 : k, k − m + 1 : N) by the addition of µ1 + · · · + µk−m columns. From
(2.9) it follows that the rank of the submatrix R(1 : k, :) is less than the number
of its rows. This implies that the matrix R is not invertible. Using the inequal-
ity rUk,−m(R)  αk (k = m + 1, . . . , N − 1) for the transpose matrix RT we obtain
rLk,−m(R)  αk (k = m + 1, . . . , N − 1). 
From Lemma 2.3 it follows that the numbers (2.8) are minimal rank numbers for
invertible matrices, i.e.
αk = min
{
rLk,−m(R), rUk,−m(R) : R is an invertible matrix
}
.
The numbers αk (k = m + 1, . . . , N − 1) defined in (2.8) are called the minimal
rank numbers for a block matrix with entries of sizes µi × µj , i, j = 1, . . . , N ,
relative to the diagonals i − j = −m, j − i = −m. We call the matrix R a lower
Green matrix of order m if its lower rank numbers relative to the diagonal i − j =
−m are equal to the minimal ones, i.e.
rLk,−m(R) =
k∑
s=k−m+1
µs, k = m + 1, . . . , N − 1. (2.10)
The matrix R is said to be an upper Green matrix of order m if its upper rank numbers
relative to the diagonal j − i = −m are equal to the minimal ones, i.e.
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rUk,−m(R) =
k∑
s=k−m+1
µs, k = m + 1, . . . , N − 1. (2.11)
The matrix R is said to be a Green matrix of order m if it is the upper and the lower
Green matrix of order m.
Similar definitions were suggested by Asplund in [1], where in (2.11) the equality
is replaced by the inequality .
Let R be a Green matrix of order m. Set n0 = maxm+1kN−1 αk . It is clear that
R is quasiseparable of order (n0, n0) at most. Indeed each submatrix of R of the
form R(1 : k, k + 1 : N) (k = 1, . . . , N − 1) is a part of the submatrix k = R(1 :
k, k − m + 1 : N) for k = m + 1, . . . , N − 1 and a part of the submatrix m+1 =
R(1 : m + 1, 2 : N) for k = 1, . . . , m. Since by the assumption rankk = αk we
obtain
rank R(1 : k, k + 1 : N)  n0, k = 1, . . . , N − 1.
One can check similarly that
rank R(k + 1 : N, 1 : k)  n0, k = 1, . . . , N − 1.
A matrix R = {Rij }Ni,j=1 is said to be a lower band matrix of order m if Rij = 0
for i − j > m. A matrix R = {Rij }Ni,j=1 is said to be an upper band matrix of order
m if Rij = 0 for j − i > m. A matrix R = {Rij }Ni,j=1 is said to be a band matrix of
order m if Rij = 0 for |i − j | > m.
Corollary 2.4. Let R = {Rij }Ni,j=1 be an invertible block matrix with entries of sizes
µi × µj , i, j = 1, . . . , N, and let m > 0 be an integer. Then:
the matrix R−1 = {R′ij }Ni,j=1 is a lower band matrix of order m if and only if the
matrix R is a lower Green matrix of order m;
the matrix R−1 is an upper band matrix of order m if and only if the matrix R is
an upper Green matrix of order m;
the matrix R−1 is a band matrix of order m if and only if the matrix R is a Green
matrix of order m.
This corollary is an analog for the matrix algebras of the well-known Asplund
theorem [1] stated for the case when the entries of the matrix belong to a field.
Proof. Setting in (2.1) νs = µs , changing m by −m and taking into account that
m > 0 we obtain
rLk,−m(R) = rLk−m,m(R−1) +
k∑
s=k−m+1
µs, k = m + 1, . . . , N − 1.
Hence it follows that (2.10) holds if and only if
rLk−m,m(R−1) = rank R−1(k + 1 : N, 1 : k − m)
= 0, k = m + 1, . . . , N − 1.
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The last relations are valid if and only if R′ij = 0 for i − j > m.
The application of (2.10) to the transpose matrix RT yields (2.11). 
3. Completion
We start with the following auxiliary result.
Lemma 3.1. Let Q be a square matrix which has a partition
Q =

A′ X ′Y A Z
′′ U A′′

 ,
where A′, A,A′′ are square matrices. Assume that the matrix A is invertible. Then:
(1) The relations
rank
[
X ′
A Z
]
= rank A, rank
[
Y A
′′ U
]
= rank A (3.1)
hold if and only if ′ = XA−1Z, ′′ = UA−1Y. Moreover in this case the fol-
lowing factorizations hold:
Q =

I XA−1 00 I 0
0 0 I



 0 00 A Z
0 U A′′



 I 0 0A−1Y I 0
0 0 I

 , (3.2)
where  = A′ − XA−1Y and
Q =

I 0 00 I 0
0 UA−1 I



A′ X 0Y A 0
0 0 Υ



I 0 00 I A−1Z
0 0 I

 , (3.3)
where Υ = A′′ − UA−1Z.
(2) Assume that the conditions (3.1) are valid. Then the following conditions are
equivalent:
1. the matrix Q is invertible;
2. the submatrix
[
A′ X
Y A
]
and the element Υ are invertible;
3. the submatrix
[
A Z
U A′′
]
and the element  are invertible.
If these conditions hold set[
A′ X
Y A
]−1
=
[
A′11 A′12
A′21 A′22
]
,
[
A Z
U A′′
]−1
=
[
A′′11 A′′12
A′′21 A′′22
]
.
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The inverse matrix Q−1 is given by the formulas
Q−1 =


A′11 A′12 0
A′21 A′22 + A−1ZΥ −1UA−1 −A−1ZΥ −1
0 −Υ −1UA−1 Υ −1

 , (3.4)
Q−1 =


−1 −−1XA−1 0
−A−1Y−1 A′′11 + A−1Y−1XA−1 A′′12
0 A′′21 A′′22

 . (3.5)
Similar relations can be found in [17] where the results from [3] were obtained
for the scalar case.
Proof. (1) Using the theorem from the monograph by Gantmakher [12, pp. 47–48]
we conclude that the conditions (3.1) are equivalent to the relations ′ = XA−1Z,
′′ = UA−1Y . Using these equalities one can directly check the validity of the
relations (3.2), (3.3).
(2) From the formula (3.3) we conclude that the matrix Q is invertible if and only
if the submatrix
[
A′ X
Y A
]
and the element Υ are invertible and moreover
Q−1 =

I 0 00 I −A−1Z
0 0 I




A′11 A′12 0
A′21 A′22 0
0 0 Υ −1



I 0 00 I 0
0 −UA−1 I

 .
Multiplying the factors in the right-hand part of this equality we obtain (3.4).
(3) From the formula (3.2) we conclude that the matrix Q is invertible if and only
if the submatrix
[
A Z
U A′′
]
and the element  are invertible and moreover
Q−1 =

 I 0 0−A−1Y I 0
0 0 I




−1 0 0
0 A′′11 A′′12
0 A′′21 A′′22



I −XA−1 00 I 0
0 0 I

 .
Multiplying the factors in the right-hand part of this equality we obtain (3.5). 
We consider the problem of completing a given band R˜ = {Rij , |i − j |  m},
m  1 to a Green matrix R.
Theorem 3.2. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that all submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1, (3.6)
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are invertible. Then R˜ has a unique completion which is a Green matrix of order m.
Moreover the unspecified entries of this completion are determined consecutively by
the relations
Ek = A−1k R˜(k − m + 1 : k, k + 1), k = m + 1, . . . , N − 1, (3.7)
Fk = R˜(k + 1, k − m + 1 : k)A−1k , k = m + 1, . . . , N − 1, (3.8)
R(1 : k − m, k + 1) = R(1 : k − m, k − m + 1 : k)Ek,
k = m + 1, . . . , N − 1, (3.9)
R(k + 1, 1 : k − m) = FkR(k − m + 1 : k, 1 : k − m),
k = m + 1, . . . , N − 1. (3.10)
Proof. We must prove that the matrix R defined by the relations (3.7)–(3.10) satis-
fies (2.10), (2.11). In order to prove (2.11) consider submatrices of R of the form
k = R(1 : k, k − m + 1 : N), k = m + 1, . . . , N − 1. (3.11)
By the definition of rank numbers we have rUk,−m(R) = rankk . Set Ck = R(1 :
k, k − m + 1 : k), Ck is a submatrix of the matrixk composed of its first αk columns,
where αk = µk−m+1 + · · · + µk . The last αk rows of the matrix Ck form the matrix
Ak which is defined in (3.6). Since Ak is invertible the columns of Ck are linearly
independent. Next for j = m + 1, . . . , N − 1 set
Xj = R(1 : j − m, j − m + 1 : j),
Zj = R(j − m + 1 : j, j + 1), (3.12)
j = R(1 : j − m, j + 1).
From (3.7), (3.9) and (3.6) we conclude that Zj = AjEj , j = XjEj , i.e.
[
j
Zj
]
=[
Xj
Aj
]
Ej which implies
R(1 : j, j + 1) = R(1 : j, j − m + 1 : j)Ej , j = m + 1, . . . , N − 1.
(3.13)
Comparing the first k rows in this equality we obtain
R(1 : k, j + 1) = R(1 : k, j − m + 1 : j)Ej ,
k = m + 1, . . . , N − 1, k  j  N. (3.14)
The relations (3.14) imply that every column of the matrix k starting with the
column with the index αk + 1 is a linear combination of the previous columns of
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k . Hence it follows that all the columns of the matrix k are linear combinations
of its first αk columns, i.e. the columns of the matrix Ck . Thus we conclude that
rankk = rank Ck = αk which implies (2.11). The relations (2.10) follow similarly
from (3.8), (3.10).
To prove uniqueness suppose R = {Rij }Ni,j=1 is a completion of R˜ satisfying
(2.10), (2.11). The relations (2.11) and invertibility of the matrices Ak of the form
(3.6) mean that for any matrix k of the form (3.11) the relations
rankk = rank Ak, k = m + 1, . . . , N − 1,
hold. Let us consider the submatrices Wk = R(1 : k, k − m + 1 : k + 1), k = m +
1, . . . , N − 1. Each Wk contains Ak and is contained in k and therefore rank Wk =
rank Ak, k = m + 1, . . . , N − 1. Moreover we have
Wk =
(
Xk k
Ak Zk
)
, k = m + 1, . . . , N − 1,
where the submatrices Xk,Zk,k are defined in (3.12). Using the first part of Lemma
3.1 we conclude that
k = XkA−1k Zk, k = m + 1, . . . , N − 1.
This means that all the unspecified entries of the upper triangular part of the mat-
rix R are determined uniquely by the relations (3.7), (3.9). In the same way using
the second condition in (3.1) it is proved that all the unspecified entries of the
lower triangular part of the matrix R are determined uniquely by the relations (3.8),
(3.10). 
One can give simple examples that if some of the matrices Ak are not invertible
then the desired completion does not exist or is not unique. Indeed consider the
partially specified matrix
R =

1 1 x1 0 1
x 1 1

 ,
where x denotes an unspecified entry. In this case m = 1 and a completion which is
a Green matrix of order one does not exist. Another example which we get from [3]
is the following:
R =

1 0 x0 0 1
x 1 1

 .
Here every choice of x defines a completion which is a Green matrix of order one.
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Next we obtain necessary and sufficient conditions for the completion obtained in
Theorem 3.2 to be invertible and for the invertibility of principal submatrices of the
completion if these conditions hold.
Theorem 3.3. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that all submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1, (3.15)
are invertible and let R˜ be completed in such a way that the matrix R is a Green
matrix of order m. Then the matrix R is invertible if and only if all the submatrices
of R˜ of the form
Dk = R˜(k − m : k, k − m : k), k = m + 1, . . . , N, (3.16)
are invertible. Moreover in this case all submatrices of R of the form
R(j,k) = R(j : k, j : k), 1  j, k  N, k − j  m, (3.17)
are invertible.
Proof. Assume that the matrix R from the statement of the theorem is invertible. Let
us prove that this implies invertibility of all the matrices R(j,k) of the form (3.17).
From this setting j = k − m we will obtain invertibility of all the matrices Dk of the
form (3.16). We consider partitions of the matrix R in the form
R =


A′k Xk ′k
Yk Ak Zk
′′k Uk A′′k

 , k = m + 1, . . . , N − 1, (3.18)
where the matrices Ak are defined in (3.15). Here we have
[
A′k Xk
Yk Ak
]
= R(1,k).
Since the matrix R is a Green matrix of order m and the matrices Ak are invertible
we obtain
rank
[
Xk ′k
Ak Zk
]
= rank
[
Yk Ak
′′k Uk
]
= rank Ak, k = m + 1, . . . , N − 1.
From this using the second part of Lemma 3.1 we conclude that all submatrices
R(1,k) (k = m + 1, . . . , N − 1) are invertible. Next we show that the remaining sub-
matrices R(j,k) of the form (3.17) are also invertible. For any k ∈ {m + 2, . . . , N}
and j ∈ {2, . . . , k − m} consider partition of the matrix R(1,k) in the form
R(1,k) =


A′j0 Xj0 
′
j0
Yj0 Aj0 Zj0
′′j0 Uj0 A
′′
j0

 , (3.19)
Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 385 (2004) 149–185 161
where j0 = j + m − 1 and Aj0 is defined by (3.15), i.e. Aj0 = R(j : j0, j : j0). We
have
[
Aj0 Zj0
Uj0 A
′′
j0
]
= R(j,k). It is easy to see that the submatrix R(1,k), k  m + 2, of
the Green matrix R of order m is also a Green matrix of the same order. From here
taking into account that the matrix Aj0 is invertible we obtain
rank
[
Xj0 
′
j0
Aj0 Zj0
]
= rank
[
Yj0 Aj0
′′j0 Uj0
]
= rank Aj0 .
Hence, since the matrix R(1,k) is invertible, by virtue of the second part of Lemma
3.1 it follows that the submatrix R(j,k) is invertible.
Assume that all the submatrices Dk of the form (3.16) are invertible. We show
by induction that this implies that all the submatrices of the matrix R of the form
R(1,k) = R(1 : k, 1 : k), k = m + 1, . . . , N , are invertible. Taking here k = N we
will obtain that the matrix R = R(1,N) is invertible. For k = m + 1 we have R(1,m+1)
= Dm+1 which is invertible. Assume that for some k  m + 1 the matrix R(1,k) is
invertible. For the matrix R(1,k+1) consider the partition
R(1,k+1) =


A′k Xk ′k
Yk Ak Zk
′′k Uk Mk

 ,
where the matrix Ak is defined in (3.15) and Mk = R(k + 1, k + 1). Here we have[
A′k Xk
Yk Ak
]
= R(1,k),
[
Ak Zk
Uk Mk
]
= Dk+1.
Since the matrices Ak and Dk+1 are invertible the Schur complement Υk = Mk −
UkA
−1
k Zk is also invertible. The matrix R(1,k) is invertible by the assumption.
Using again the second part of Lemma 3.1 we conclude that the matrix R(1,k+1)
is invertible. 
As a direct corollary of Corollary 2.4 and Theorems 3.2 and 3.3 we obtain the
following result.
Theorem 3.4. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that all the submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1,
Dk = R˜(k − m : k, k − m : k), k = m + 1, . . . , N,
are invertible and let the completion of R˜ be defined by the relations (3.7)–(3.10).
Then the matrix R is invertible and R−1 is a band matrix of order m.
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Under the additional assumptions that all the submatrices R(j : N, j : N) (j =
N − m + 1, . . . , N) or all the submatrices R(1 : j, 1 : j) (j = 1, . . . , m) are invert-
ible we obtain the corresponding results of the paper [3].
Corollary 3.5. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with the specified band R˜ = {Rij , |i −
j |  m}. Assume that all the submatrices of R˜ of the form
R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1,
R˜(k − m : k, k − m : k), k = m + 1, . . . , N,
R˜(k : N, k : N), k = N − m + 1, . . . , N,
are invertible and let the completion of R˜ be defined by the relations (3.7)–(3.10).
Then all the submatrices of R of the form R(k : N, k : N), k = 1, . . . , N, are in-
vertible and the matrix R−1 is a band matrix of order m.
Corollary 3.6. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with the specified band R˜ = {Rij , |i −
j |  m}. Assume that all the submatrices of R˜ of the form
R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1,
R˜(k − m : k, k − m : k), k = m + 1, . . . , N,
R˜(1 : k, 1 : k), k = 1, . . . , m,
are invertible and let the completion of R˜ be defined by the relations (3.7)–(3.10).
Then all the submatrices of R of the form R(1 : k, 1 : k), k = 1, . . . , N, are invert-
ible and the matrix R−1 is a band matrix of order m.
From the uniqueness of completion proved in Theorem 3.2 it follows that if the
conditions of Corollary 3.5 or Corollary 3.6 hold then the corresponding completion
is unique. Hence in these cases the extension R defined by the formulas (3.7)–(3.10)
coincides with the extensions obtained in [3].
4. The permanence principle
In this section we study some remarkable properties of the principal submatrices
of the completions to Green matrices.
In the sequel we use the following notations. For a matrix R = {Rij }Ni,j=1, the
symbol R(s,t) (1  s  t  N) denotes the submatrix of R of the form R(s,t) =
R(s : t, s : t) and for a band R˜ = {Rij , |i − j |  m, 1  i, j  N} the symbol
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R˜(s,t) denotes the band R˜(s,t) = {Rij , |i − j |  m, s  i  t, s  j  t}. For a
band R˜ the symbol G(R˜) denotes the completion of R˜ which is a Green matrix of
order m. We use also the notation Jk,l for the set of indices {(i, j) : k  i, j  l}.
Theorem 4.1 (The permanence principle). Let R = {Rij }Ni,j=1 be a partially spe-
cified block matrix with block entries of sizes µi × µj , i, j = 1, . . . , N, with a
specified band R˜ = {Rij , |i − j |  m}. Assume that all submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1, (4.1)
are invertible.
(1) The following relations hold:
(G(R˜))(s,t) = G(R˜(s,t)), 1  s, t  N, t − s  m + 1. (4.2)
(2) Assume additionally that all submatrices of R˜ of the form
Dk = R˜(k − m : k, k − m : k), k = m + 1, . . . , N, (4.3)
are invertible. Then the following relations hold:
[G(R˜)]−1(i, j) = [G(R˜(1,t))]−1(i, j) (4.4)
for m + 1  t  N − 1, (i, j) ∈ J1,t\Jt−m+1,t ;
[G(R˜)]−1(i, j) = [G(R˜(s,N))]−1(i, j) (4.5)
for 2  s  N − m, (i, j) ∈ Js,N\Js,s+m−1;
[G(R˜)]−1(i, j) = [G(R˜(s,t))]−1(i, j) (4.6)
for 1 < s < t < N, t − s  m, (i, j) ∈ Js,t\(Js,s+m−1 ∪ Jt−m+1,t ).
The first part of the theorem generalizes the corresponding result by Ellis et al.
obtained in [9] for the positive definite case.
Proof. (1) By Theorem 3.2 the bands R˜, R˜(s,t) have completions which are Green
matrices of order m. Consider the matrix R = G(R˜). By Theorem 3.2 the unspe-
cified entries of R are determined uniquely by the relations (3.7)–(3.10). From these
relations we obtain that for any t, s such that 1  s, t  N , t − s  m + 1 the un-
specified entries of the submatrix R(s,t) are determined via relations
Ek = A−1k R˜(k − m + 1 : k, k + 1),
Fk = R˜(k + 1, k − m + 1 : k)A−1k ,
R(s : k − m, k + 1) = R(s : k − m, k − m + 1 : k)Ek, (4.7)
R(k + 1, s : k − m) = FkR(k − m + 1 : k, s : k − m),
k = m + s, . . . , t − 1.
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Consider the matrix Gˆ = G(R˜(s,t)) = {Gij }ti,j=s . It is clear that the specified entries
of the matrix Gˆ coincide with the corresponding entries of R(s,t). Applying the
relations (3.7)–(3.10) to the band R˜(s,t) we obtain
Ek = A−1k R˜(k − m + 1 : k, k + 1),
Fk = R˜(k + 1, k − m + 1 : k)A−1k ,
Gˆ(s : k − m, k + 1) = Gˆ(s : k − m, k − m + 1 : k)Ek, (4.8)
Gˆ(k + 1, s : k − m) = FkGˆ(k − m + 1 : k, s : k − m),
k = m + s, . . . , t − 1.
This implies that the completed entries of R(s,t) and Gˆ also coincide.
(2) By Theorem 3.3 the matrix R = G(R˜) and its submatrices of the form R(s,t) =
R(s : t, s : t), 1  s, t  N, s − t  m, are invertible.
At first we consider partitions of the matrix R = G(R˜) in the form
R =


A′t Xt ′t
Yt At Zt
′′t Ut A′′t

 , t = m + 1, . . . , N − 1, (4.9)
where the matrices At are defined in (4.1). From here taking into account (4.2) we
obtain
[
A′t Xt
Yt At
]
= R(1,t) = G(R˜(1,t)). Set
(R(1,t))−1 =
[
A′t Xt
Yt At
]−1
=
[
(A′t )11 (A′t )12
(A′t )21 (A′t )22
]
.
Application of the formula (3.4) to the matrix R partitioned in the form (4.9) yields
R−1 =


(A′t )11 (A′t )12 0
(A′t )21 ∗ ∗
0 ∗ ∗

 .
Hence it follows that the blocks (A′t )11, (A′t )12, (A′t )21 of the matrix (R(1,t))−1
coincide with the corresponding blocks of the matrix R−1. This implies that the
entries of the matrix R−1 with the indices (i, j) ∈ J1,t\Jt−m+1,t coincide with the
corresponding entries of (R(1,t))−1, i.e. the relation (4.4) holds.
Next we consider partitions of the matrix R in the form
R =

A′s0 Xs0 ′s0Ys0 As0 Zs0
′′s0 Us0 A
′′
s0

 , s0 = s + m − 1, s = 2, . . . , N − m, (4.10)
where the matrices As0 are defined in (4.1). From here taking into account (4.2) we
obtain
[
As0 Zs0
Us0 A
′′
s0
]
= R(s,N) = G(R˜(s,N)). Set
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(R(s,N))−1 =
[
As0 Zs0
Us0 A
′′
s0
]−1
=
[
(A′′s0)11 (A
′′
s0)12
(A′′s0)21 (A
′′
s0)22
]
.
Application of the formula (3.5) to the matrix R partitioned in the form (4.10) yields
R−1 =


∗ ∗ 0
∗ ∗ (A′′s0)12
0 (A′′s0)21 (A
′′
s0)22

 ,
Hence it follows that the blocks (A′′s0)12, (A
′′
s0)21, (A
′′
s0)22 of the matrix (R
(s,N))−1
coincide with the corresponding blocks of the matrix R−1. This implies that the
entries of the matrix R−1 with the indices (i, j) ∈ Js,N\Js,s0 coincide with the cor-
responding entries of (R(s,N))−1, i.e. the relation (4.5) holds.
Finally for 1 < s < t < N, t − s  m we consider the partition of the matrix
R(s,N) in the form
R(s,N) =


A′st Xst ′st
Yst At Zst
′′st Ust A′′st

 , (4.11)
where the matrices At are defined in (4.1). From here taking into account (4.2) we
obtain
[
A′st Xst
Yst At
]
= R(s,t) = G(R˜(s,t)). Set
(R(s,t))−1 =
[
A′st Xst
Ys,t At
]−1
=
[
(A′st )11 (A′st )12
(A′st )21 (A′st )22
]
.
Application of the formula (3.4) to the matrix R(s,N) partitioned in the form (4.11)
yields
(R(s,N))−1 =


(A′st )11 (A′st )12 0
(A′st )21 ∗ ∗
0 ∗ ∗

 .
Hence it follows that the blocks (A′st )11, (A′st )12, (A′st )21 of the matrix (R(s,t))−1
coincide with the corresponding blocks of the matrix (R(s,N))−1. This implies that
the entries of the matrix (R(s,N))−1 with the indices (i, j) ∈ Js,t\Jt−m+1,t coincide
with the corresponding entries of (R(1,t))−1, i.e.
[G(R˜(s,t))]−1(i, j) = [G(R˜(s,N))]−1(i, j), (i, j) ∈ Js,t\Jt−m+1,t .
Comparison of this relation with (4.5) yields (4.6). 
Next is another theorem which also has a character of a permanence principle.
Theorem 4.2. Let R˜ = {Rij , |i − j |  m, 1  i, j  N} be a specified band of a
block matrix with block entries of sizes µi × µj , i, j = 1, . . . , N . Assume that all
submatrices of R˜ of the form
166 Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 385 (2004) 149–185
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1,
Dk = R˜(k − m : k, k − m : k), k = m + 2, . . . , N − 1,
(4.12)
are invertible and let R = {Rij }Ni,j=1 be the completion of R which is a Green matrix
of order m. Consider the band G˜ = {Rij , |i − j |  m + 1} of the matrix R. Then the
band G˜ has the unique completion which is a Green matrix of order m + 1, moreover
this completion coincides with the matrix R.
Proof. Since all the matrices (4.12) are invertible by Theorem 3.2 the band G˜ has
a unique completion G which is a Green matrix of order m + 1. Let us show that
the matrix R is a Green matrix of order m + 1. Then by the uniqueness stated in
Theorem 3.2 we will obtain that R = G.
We must prove that
rank R(1 : k, k − m : N) =
k∑
s=k−m
µs, k = m + 2, . . . , N − 1, (4.13)
rank R(k − m : N, 1 : k) =
k∑
s=k−m
µs, k = m + 2, . . . , N − 1. (4.14)
We have
R(1 : k, k − m : N) = (R(1 : k, k − m) R(1 : k, k − m + 1 : N)) .
Here R(1 : k, k − m) is a matrix of the size (µ1 + · · · + µk) × µk−m. Hence it fol-
lows that
rank R(1 : k, k − m : N)  µk−m + rank R(1 : k, k − m + 1 : N),
k = m + 2, . . . , N − 1. (4.15)
Since R is a Green matrix of order m we have
rank R(1 : k, k − m + 1 : N) =
k∑
s=k−m+1
µs, k = m + 2, . . . , N − 1.
(4.16)
From (4.15), (4.16) we obtain
rank R(1 : k, k − m : N)  µk−m +
k∑
s=k−m+1
µs =
k∑
s=k−m
µs,
k = m + 2, . . . , N − 1. (4.17)
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On the opposite side the matrix R(1 : k, k − m : N) contains the submatrix
R(k − m : k, k − m : k) = Dk
which is invertible and has the order
∑k
s=k−m µs . Therefore we have
rank R(1 : k, k − m : N) ≥
k∑
s=k−m
µs, k = m + 2, . . . , N − 1. (4.18)
Comparing (4.18) and (4.17) we obtain (4.13). The relation (4.14) is obtained
similarly. 
5. The inversion formula
Assume that a partially specified block matrix R = {Rij }Ni,j=1 with a specified
band R˜ = {Rij , |i − j |  m} satisfies the conditions of Theorem 3.4 and let R˜ be
completed in such a way that the matrix R is a Green matrix of order m. By Theorem
3.4 the matrix R is invertible and the matrix R−1 is band of order m. In this section
we derive explicit formulas for the entries of the matrix R−1. In [3] formulas for the
matrix R−1 were obtained via factorization in the additional assumptions that the
conditions of Corollary 3.5 or Corollary 3.6 are valid.
In this section we use the notation X(i) for the ith entry of a block row or of a
block column.
Theorem 5.1. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that all the submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1,
Dk = R˜(k − m : k, k − m : k), k = m + 1, . . . , N,
are invertible. For k = m + 1, . . . , N − 1 set
Xk = R˜(k − m, k − m + 1 : k), Uk = R˜(k + 1, k − m + 1 : k),
Yk = R˜(k − m + 1 : k, k − m), Vk = R˜(k − m, k − m),
Zk = R˜(k − m + 1 : k, k + 1), Mk = R˜(k + 1, k + 1),
and next
k = A−1k Zk, Bk = UkA−1k , Υk = Mk − UkA−1k Zk,
k = A−1k Yk, k = XkA−1k , k = Vk − XkA−1k Yk.
Assume that the band R˜ is completed in such a way that the matrix R is a Green
matrix of order m.
Then the entries of the inverse matrix R−1 = {R′ij }Ni,j=1 with the indices |i − j | 
m are determined by the formulas:
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R′kk = −1k+m +
k−1∑
s=1
s+m(k − s)−1s+ms+m(k − s), (5.1)
R′ik = −k+m(i − k)−1k+m +
k−1∑
s=1
s+m(i − s)−1s+ms+m(k − s), (5.2)
R′ki = −−1k+mk+m(i − k) +
k−1∑
s=1
s+m(k − s)−1s+ms+m(i − s) (5.3)
for (i, k), (k, i) ∈ J1,m+1, i > k;
R′kk = Υ −1k−1 +
k+m−1∑
t=k
t (k + m − t)Υ −1t Bt (k + m − t), (5.4)
R′ik = −k−1(k − i)Υ −1k−1 +
i+m−1∑
t=k
t (i + m − t)Υ −1t Bt (k + m − t), (5.5)
R′ki = −Υ −1k−1Bk−1(k − i) +
i+m−1∑
t=k
t (k + m − t)Υ −1t Bt (i + m − t) (5.6)
for (i, k), (k, i) ∈ J1,N\(J1,m+1 ∪ JN−m,N), i = k − m, . . . , k − 1;
R′kk = Υ −1k−1 +
N−1∑
t=k
t (k + m − t)Υ −1t Bt (k + m − t), (5.7)
R′ik = −k−1(k − i)Υ −1k−1 +
N−1∑
t=k
t (i + m − t)Υ −1t Bt (k + m − t), (5.8)
R′ki = −Υ −1k−1Bk−1(k − i) +
N−1∑
t=k
t (k + m − t)Υ −1t Bt (i + m − t) (5.9)
for (i, k), (k, i) ∈ JN−m,N , i < k.
Proof. To derive (5.1) we take an index k from the range {1, . . . , m + 1}. For any
(i, k), (k, i) ∈ J1,m+1, i > k, we have (i, k), (k, i) ∈ J1,k+m\Jk+1,k+m and hence
by Theorem 4.1 one can obtain the entries R′ki , R′ik from the matrix (R(1,k+m))−1 by
the formula (4.4), i.e.
R′ki = (R(1,k+m))−1(k, i), R′ik = (R(1,k+m))−1(i, k). (5.10)
We set k + m = t and for s = 1, . . . , k consider the matrices R(s,t). For the case
s = k, i.e. for the matrix R(k,k+m) we use the partition
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R(k,k+m) =
(
Vk+m Xk+m
Yk+m Ak+m
)
.
Application of the inversion formula (3.5) yields
(R(k,k+m))−1 =
(
−1k+m −−1k+mk+m
−k+m−1k+m ∗
)
.
Hence it follows that
(R(k,k+m))−1(k, k) = −1k+m, (5.11)
(R(k,k+m))−1(k, i) = −−1k+mk+m(i − k), (5.12)
(R(k,k+m))−1(i, k) = −k+m(i − k)−1k+m. (5.13)
Setting in (5.11)–(5.13) k = 1 we obtain the relations (5.1) for the case k = 1. As-
sume now that k = 2, . . . , m + 1, 2 < i  m + 1, i > k and for s = 1, . . . , k − 1
consider the matrices R(s,t) partitioned in the form
R(s,t) =


Vs+m Xs+m ′st
Ys+m As+m Zst
′′st Ust A′′st

 , s = 1, . . . , k − 1,
where Vs+m = R(s, s), As+m = R(s + 1 : s + m, s + 1 : s + m), A′′st = R(s + m +
1 : t, s + m + 1 : t). In such a partition the elements with the indices (i, k), (k, i) are
placed in the middle block in the positions (i − s, k − s), (k − s, i − s) respectively.
Notice that
[
As+m Zst
Ust A
′′
st
]
= R(s+1,t) and set
(R(s+1,t))−1 =
[
As+m Zst
Ust A
′′
st
]−1
=
[
(R′s+1,t )11 (R′s+1,t )12
(R′s+1,t )21 (R′s+1,t )22
]
.
Application of the formula (3.5) yields
(R(s,t))−1 =


0 0 0
0 (R′s+1,t )11 (R′s+1,t )12
0 (R′s+1,t )21 (R′s+1,t )22


+


−1s+m −−1s+ms+m 0
−s+m−1s+m s+m−1s+ms+m 0
0 0 0

 .
Hence it follows that
(R(s,t))−1(i, k) = (R(s+1,t))−1(i, k) + s+m(i − s)−1s+ms+m(k − s),
s = 1, . . . , k − 1, (5.14)
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(R(s,t))−1(k, i) = (R(s+1,t))−1(k, i) + s+m(k − s)−1s+ms+m(i − s),
s = 1, . . . , k − 1. (5.15)
Applying the relations (5.14), (5.15) for s = 1, . . . , k − 1 subsequently we obtain
(R(1,k+m))−1(i, k) = (R(k,k+m))−1(i, k)
+
k−1∑
s=1
s+m(i − s)−1s+ms+m(k − s), (5.16)
(R(1,k+m))−1(k, i) = (R(k,k+m))−1(k, i)
+
k−1∑
s=1
s+m(k − s)−1s+ms+m(i − s). (5.17)
Now the relations (5.2), (5.3) follow directly from (5.16), (5.17) and (5.12), (5.13).
Setting in (5.16) or in (5.17) i = k and taking into account (5.11) we obtain (5.1).
In order to derive (5.4)–(5.6) we take an index k from the range {m + 2, . . . ,
N − m − 1}. For i = k − m, . . . , k we have (i, k), (k, i) ∈ Jk−m,i+m\(Jk−m,k−1 ∪
Ji+1,i+m) and hence by Theorem 4.1 one can obtain the entries R′ki , R′ik from the
matrix (R(k−m,i+m))−1 by the formula (4.6), i.e.
R′ki = (R(k−m,i+m))−1(k, i),
R′ik = (R(k−m,i+m))−1(i, k),
i = k − m, . . . , k. (5.18)
We set k − m = s and for t = k, . . . , i + m consider the matrices R(s,t). For the case
t = k, i.e. for the matrix R(k−m,k) we have the partition
R(k−m,k) =
(
Ak−1 Zk−1
Uk−1 Mk−1
)
.
Application of the inversion formula (3.4) yields
(R(k−m,k))−1 =
( ∗ −k−1Υ −1k−1
−Υ −1k−1Bk−1 Υ −1k−1
)
.
Hence it follows that
(R(k−m,k))−1(k, k) = Υ −1k−1, (5.19)
(R(k−m,k))−1(k, i) = −k−1(k − i)Υ −1k−1, i = k − m, . . . , k − 1, (5.20)
(R(k−m,k))−1(i, k) = −Υ −1k−1Bk−1(k − i), i = k − m, . . . , k − 1. (5.21)
Taking i = k − m in (5.20), (5.21) we obtain the formulas (5.5), (5.6) for the entries
R′k−m,k , R′k,k−m respectively. Assume that i = k − m + 1, . . . , k and for t = k, . . . ,
i + m − 1 consider the matrices R(s,t+1) partitioned in the form
Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 385 (2004) 149–185 171
R(s,t+1) =


A′st Xst ′st
Yst At Zt
′′st Ut Mt

 , t = k, . . . , i + m − 1,
where A′st = R(k − m : t − m, k − m : t − m), At = R(t − m + 1 : t, t − m + 1 :
t), Mt = R(t + 1, t + 1). In such a partition the elements with the indices (i, k),
(k, i) are placed in the middle block in the positions (i − t + m, k − t + m),
(k − t + m, i − t + m) respectively. Notice that
[
A′st Xst
Yst At
]
= R(s,t) and set
(R(s,t))−1 =
[
A′st Xst
Ys,t At
]−1
=
[
(R′st )11 (R′st )12
(R′st )21 (R′st )22
]
.
Application of the formula (3.4) yields
(R(s,t+1))−1 =


(R′st )11 (R′st )12 0
(R′st )21 (R′st )22 0
0 0 0

+


0 0 0
0 tΥ −1t Bt −tΥ −1t
0 −Υ −1t Bt Υ −1t

 .
Hence it follows that
(R(s,t+1))−1(i, k) = (R(s,t))−1(i, k) + t (i + m − t)Υ −1t Bt (k + m − t),
t = k, . . . , i + m − 1, (5.22)
(R(s,t+1))−1(k, i) = (R(s,t))−1(k, i) + t (k + m − t)Υ −1t Bt (i + m − t),
t = k, . . . , i + m − 1. (5.23)
Applying the relations (5.22), (5.23) for t = i + m − 1, . . . , k subsequently we ob-
tain
(R(k−m,k+m))−1(i, k) = (R(k−m,k))−1(i, k)
+
i+m−1∑
t=k
t (i + m − t)Υ −1t Bt (k + m − t), (5.24)
(R(k−m,k+m))−1(k, i) = (R(k−m,k))−1(k, i)
+
i+m−1∑
t=k
t (k + m − t)Υ −1t Bt (i + m − t). (5.25)
Now the relations (5.5), (5.6) for i = k − m + 1, . . . , k − 1 directly follow from
(5.24), (5.25) and (5.20), (5.21). Setting in (5.24) or in (5.25) i = k and taking into
account (5.19) we obtain (5.4).
To derive (5.7)–(5.9) we take an index k from the range {N − m, . . . , N}. For any
(i, k), (k, i) ∈ JN−m,N , i < k, we have (i, k), (k, i) ∈ Jk−m,N\Jk−m,k−1 and hence
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by Theorem 4.1 one can obtain the entries R′ki , R′ik from the matrix (R(k−m,N))−1
by the formula (4.6), i.e.
R′ki = (R(k−m,N))−1(k, i), R′ik = (R(k−m,N))−1(i, k).
Next the relations (5.7)–(5.9) are obtained in the same way as (5.4)–(5.6). 
In the case when a specified band of a block matrix R = {Rij }Ni,j=1 is tridiagonal
and hence the corresponding inverse is a tridiagonal matrix the inversion formulas
may be simplified essentially.
Corollary 5.2. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
1}. Assume that all the submatrices of R˜ of the form
Ak = Rkk, k = 2, . . . , N − 1,
Dk = R˜(k − 1 : k, k − 1 : k), k = 2, . . . , N,
are invertible. Set
Zk = Rk,k+1, Uk = Rk+1,k, Mk = Rk+1,k+1, k = 2, . . . , N − 1,
k = A−1k Zk, Bk = UkA−1k , Υk = Mk − UkA−1k Zk, k = 2, . . . , N − 1,
2 = A−12 R21, 2 = R12A−12 ,
2 = R22 − R12A−12 R21, 3 = R33 − R23A−13 R32.
Assume that the band R˜ is completed in such a way that the matrix R is a Green
matrix of order one. Then the entries of the inverse matrix R−1 = {R′ij }Ni,j=1 with
the indices |i − j |  1 are determined by the formulas:
R′11 = −12 , R′22 = −13 + 2−12 2,
R′21 = −2−12 , R′12 = −−12 2,
R′kk = Υ −1k−1 + kΥ −1k Bk, k = 3, . . . , N − 1, R′NN = Υ −1N−1,
R′k−1,k = −k−1Υ −1k−1, R′k,k−1 = −Υ −1k−1Bk−1, k = 3, . . . , N.
6. The positive case
In this section we consider the case where the completion of the given band
R˜ = {Rij , |i − j |  m}, m  1, of a block square matrix R = {Rij }Ni,j=1 to a Green
matrix will also be a positive or a positive definite matrix. We recall that an n × n
matrix A is said to be positive if 〈Ax, x〉  〈x, x〉 for any x ∈ Cn and A is said to
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be positive definite if there exists δ > 0 such that 〈Ax, x〉  δ〈x, x〉 for any x ∈ Cn.
Here 〈·, ·〉 denotes a scalar product in Cn.
Theorem 6.1. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that all submatrices of R˜ of the form
Ak = R˜(k − m + 1 : k, k − m + 1 : k), k = m + 1, . . . , N − 1, (6.1)
are invertible. Then:
(1) R˜ has a unique completion which is a Green matrix of order m and is a positive
matrix if and only if all the submatrices of R˜ of the form
Dk = R˜(k − m : k, k − m : k), k = m + 1, . . . , N, (6.2)
are positive. In this case the desired completion is determined by the formulas
Ek = A−1k R˜(k − m + 1 : k, k + 1), k = m + 1, . . . , N − 1, (6.3)
R(1 : k − m, k + 1) = R(1 : k − m, k − m + 1 : k)Ek,
k = m + 1, . . . , N − 1, (6.4)
R(k + 1, 1 : k − m) = E∗kR(k − m + 1 : k, 1 : k − m),
k = m + 1, . . . , N − 1. (6.5)
(2) The completion given by the formulas (6.3)–(6.5) is the unique positive definite
completion of R˜ such that the inverse matrix R−1 is band of order m if and
only if all the submatrices Dk, k = m + 1, . . . , N, of the form (6.2) are positive
definite.
In the proof of the theorem we use the following auxiliary result.
Lemma 6.2. Let Q be a square matrix which has a partition
Q =

A′ X X∗ A Z
∗ Z∗ A′′

 , (6.6)
where A′, A,A′′ are square matrices. Assume that the matrix A is invertible and the
matrices
[
A′ X
X∗ A
]
,
[
A Z
Z∗ A′′
]
are positive (positive definite). If the condition
rank
[
X 
A Z
]
= rank A (6.7)
holds then the matrix Q is positive (positive definite).
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Proof. The matrix Q satisfies the conditions of Lemma 3.1. Application of the
equality (3.3) from this lemma yields the factorization
Q =

I 0 00 I 0
0 Z∗A−1 I



A′ X 0X∗ A 0
0 0 Υ



I 0 00 I A−1Z
0 0 I

 , (6.8)
where Υ = A′′ − Z∗A−1Z. The matrix
[
A′ X
X∗ A
]
is positive (positive definite) by
the assumption of the lemma. Since the matrix
[
A Z
Z∗ A′′
]
is positive (positive def-
inite) the Schur complement Υ is also positive (positive definite). Thus the equality
(6.8) implies that Q is a positive (positive definite) matrix. 
Proof of the theorem. (1) By Theorem 3.2 the band R˜ has a unique completion
which is a Green matrix of order m. Application of the formulas (3.7)–(3.10) to the
selfadjoint case yields (6.3)–(6.5) for the unspecified entries of this completion. It
remains to prove that this completion R is a positive matrix if and only if all the
submatrices Dk , k = m + 1, . . . , N , of the form (6.2) are positive. The necessity
condition is obvious. To get the sufficiency we shall prove by induction that all the
submatrices of the matrix R of the form R(1,k) = R(1 : k, 1 : k), k = m + 1, . . . , N ,
are positive. Taking here k = N we will obtain that the matrix R = R(1,N) is positive.
For k = m + 1 we have R(1,m+1) = Dm+1 which is positive. Assume that for some
k  m + 1 the matrix R(1,k) is positive. For the matrix R(1,k+1) consider the partition
R(1,k+1) =


A′k Xk k
X∗k Ak Zk
∗k Z∗k Mk

 ,
where the matrix Ak is defined in (6.1) and Mk = R(k + 1, k + 1). Here we have[
A′k Xk
X∗k Ak
]
= R(1,k),
[
Ak Zk
Z∗k Mk
]
= Dk+1.
The matrix R(1,k) is positive by the assumption. The matrix Dk+1 is positive by the
condition of the theorem. Moreover since R(1,k+1) is a Green matrix of order m and
the matrix Ak is invertible we have
rank
[
Xk k
Ak Zk
]
= rank Ak.
Thus by virtue of Lemma 6.2 we conclude that the matrix R(1,k+1) is positive.
(2) By Theorem 3.3 the completion R which is a Green matrix is invertible if and
only if all the submatrices Dk , k = m + 1, . . . , N , of the form (6.2) are invertible.
Moreover in this case the inverse matrix R−1 is band of order m. We must prove
that the obtained matrix R is positive definite if and only if all the submatrices Dk ,
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k = m + 1, . . . , N , of the form (6.2) are positive definite. The proof is the same as
in the first part. 
Theorem 6.3. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µi × µj , i, j = 1, . . . , N, with a specified band R˜ = {Rij , |i − j | 
m}. Assume that R˜ has a positive definite completion R which is a Green matrix of
order m. Let H be any other positive definite completion of R˜. Then
det R  det H
with equality if and only if R = H .
This result was obtained earlier by Gohberg and Dym in [3] using other methods.
Proof. First we establish the following auxiliary result. Let Q be a positive definite
matrix partitioned in the form (6.6), where the element  is unspecified and should
be determined in such a way that det Q will be maximal. We show that the last holds
if and only if the condition (6.7) is valid.
Multiplying the matrix Q by the matrix
I −XA−1 00 I 0
0 0 I


from the left and by the matrix
 I 0 0−A−1X∗ I 0
0 0 I


from the right we obtain the matrix
Q1 =

 0 0 A Z
∗ Z∗ A′′

 ,
where  = A′ − XA−1X∗,  = − XA−1Z. It is clear that Q1 is a positive def-
inite matrix and det Q = det Q1. Next multiplying the matrix Q1 by the matrix
I 0 00 I 0
0 −Z∗A−1 I


from the left and by the matrix
I 0 00 I −A−1Z
0 0 I


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from the right we obtain the matrix
Q2 =

 0 0 A 0
∗ 0 Υ

 ,
where Υ = A′′ − Z∗A−1Z. It is clear that Q2 is a positive definite matrix and
det Q1 = det Q2. Multiplying the matrix Q2 by the matrix
 I 0 00 I 0
−∗−1 0 I


from the left and by the matrix
I 0 −−10 I 0
0 0 I


from the right we obtain the matrix
Q3 =

 0 00 A 0
0 0 Υ −∗−1

 .
The matrix Q3 is positive definite and moreover we have
det Q = det Q3 = det · det A · det(Υ −∗−1).
The value det Q will be maximal if and only if det(Υ −∗−1) will be max-
imal. The matrix Υ −∗−1 is positive definite and we obviously have Υ −
∗−1  Υ . This implies that det(Υ −∗−1)  det Υ with the equality if
and only if Υ −∗−1 = Υ , i.e.  = − XA−1Z = 0, which by the first part
of Lemma 3.1 is equivalent to (6.7).
Assume now that R is a completion of R˜ such that R is a Green matrix of order
m. For any k ∈ {m + 1, . . . , N − 1} consider partition of the matrix R in the form
R =


A′k Xk k
X∗k Ak Zk
∗k Z∗k A′′k

 ,
where the matrix Ak is defined in (6.1). Since R is a Green matrix we have
rank
[
Xk k
Ak Zk
]
= rank Ak, k = m + 1, . . . , N − 1.
Let H be any other positive definite completion of R˜. Since by Theorem 3.2 the
completion of R˜ which is a Green matrix is unique the matrix H is not a Green
matrix. This implies that for some k0 ∈ {m + 1, . . . , N − 1} the matrix H may be
partitioned in the form
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R =


A′k0 Xk0 ˆk0
X∗k0 Ak0 Zk0
ˆ
∗
k0 Z
∗
k0
A′′k0


with
rank
[
Xk0 ˆk0
Ak0 Zk0
]
> rank Ak0 .
Hence it follows that det R > det H . 
7. The Toeplitz case
Theorem 7.1. Let R = {Rij }Ni,j=1 be a partially specified block matrix with block
entries of sizes µ × µ with a specified Toeplitz band R˜ = {Ri−j , |i − j |  m}. As-
sume that the matrix
A =


R0 R−1 · · · R−m+1
R1 R0 · · · R−m+2
...
...
.
.
.
...
Rm−1 Rm−2 · · · R0

 (7.1)
is invertible. Then R˜ has a unique completion which is a Green matrix of order
m. Moreover this completion is a block Toeplitz matrix R = {Ri−j }Ni,j=1 with the
unspecified entries determined consecutively by the relations
Gs =
[
R−s+m · · · R−s+1
]
, R−s = GsE, s = m + 1, . . . , N − 1,
(7.2)
Hs =


Rs−m
...
Rs−1

 , Rs = FHs, s = m + 1, . . . , N − 1, (7.3)
where
E = A−1


R−m
...
R−1

 , F = [Rm . . . R1]A−1. (7.4)
Proof. Since the band R˜ is Toeplitz all submatrices of R˜ of the form (3.6) are equal
to the matrix A defined by (7.1). Hence by Theorem 3.2 the band R˜ has a unique
completion R which is a Green matrix of order m and moreover this completion is
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determined by the relations (3.7)–(3.10). In the case considered we may rewrite the
relations (3.7)–(3.10) as follows. Since R˜ is Toeplitz we have
R˜(k − m + 1 : k, k + 1) =


R−m
...
R−1

 ,
R˜(k + 1, k − m + 1 : k) = [Rm · · · R1] ,
k = m + 1, . . . , N − 1.
Hence it follows that the matrices Ek, Fk given by the relations (3.7), (3.8) do not
depend on k, more precisely we have Ek = E, Fk = F , where the matrices E and F
are defined by the relations (7.4). Next one can write down the relations (3.9), (3.10)
in the form
R(i, k + 1) = R(i, k − m + 1 : k)E, R(k + 1, i) = FR(k − m + 1 : k, i),
i = 1, . . . , k − m, k = m + 1, . . . , N − 1.
Changing the index k by i + s we obtain
R(i, i + s + 1) = R(i, i + s − m + 1 : i + s)E,
R(i + s + 1, i) = FR(i + s − m + 1 : i + s, i),
i = 1, . . . , N − s − 1, s = m, . . . , N − 2.
(7.5)
Let us prove by induction on s that the elements R(i, i + s), R(i + s, i) do not
depend on i and are determined by the relations
R(i, i + s) = R−s , R(i + s, i) = Rs,
i = 1, . . . , N − s, s = m + 1, . . . , N − 1, (7.6)
where the blocks R−s , Rs are defined in (7.2), (7.3). For s = m we have
R(i, i + s − m + 1 : i + s) = R(i, i + 1 : i + m) = R˜(i, i + 1 : i + m)
= R˜(1, 2 : m + 1) = [R−1 · · · R−m] ,
R(i + s − m + 1 : i + s, i) = R(i + 1 : i + m, i) = R˜(i + 1 : i + m, i)
= R˜(2 : m + 1, 1) =


R1
...
Rm

 .
Substituting in (7.5) we obtain (7.6) for s = m + 1. Assume that for some s  m + 1
the elements R(i, i + τ), R(i + τ, i), m + 1  τ  s satisfy (7.6), i.e.
R(i, i + τ) = R−τ , R(i + τ, i) = Rτ ,
i = 1, . . . , N − τ, τ = m + 1, . . . , s.
This implies that
R(i, i + s − m + 1 : i + s) = [R−s+m−1 · · · R−s] = Gs+1,
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R(i + s − m + 1 : i + s, i) =


Rs−m+1
...
Rs

 = Hs+1.
Substituting these expressions in (7.5) we obtain
R(i, i + s + 1) = Gs+1E = R−s−1, R(i + s + 1, i) = FHs+1 = Rs+1.

8. Examples
Example 1. We consider here the case of a partially specified block matrix R =
{Rij }Ni,j=1 with block entries of sizes µi × µj , i, j = 1, . . . , N , with a specified tri-
diagonal part R˜ = {Rij , |i − j |  1} such that Rii = I (i = 1, . . . , N); Ri,i+1 = ai ,
Ri+1,i = bi (i = 1, . . . , N − 1). For such a matrix the matrices Ak from the con-
dition (3.6) of Theorem 3.2 are identities. Hence by Theorem 3.2 R˜ has a unique
completion R which is a Green matrix of order one. Moreover from the relations
(3.7)–(3.10) we conclude that the unspecified entries of R are determined via the
relations
Rij =
{
aiai+1 · · · aj−1, 1  i < j − 1  N − 1,
bi−1 · · · bj+1bj , 1  j < i − 1  N − 1. (8.1)
Next by Theorem 3.3 we obtain that the completion R is invertible if and only if all
the matrices
Dk =
[
I ak−1
bk−1 I
]
, k = 2, . . . , N, (8.2)
are invertible. The last is equivalent to the invertibility of the matrices I − akbk
and/or I − bkak (k = 1, . . . , N − 1). If these condition hold we may compute the in-
verse matrix R−1 = {R′ij }Ni,j=1 using Corollary 5.2. We have Ak = I , Mk = I , Zk =
ak , Uk = bk ,k = ak , Bk = bk , Υk = I − bkak ,2 = b1,2 = a1,2 = I − a1b1,
3 = I − a2b2. Furthermore we obtain
R′11 = (I − a1b1)−1, R′22 = (I − a2b2)−1 + b1(I − a1b1)−1a1,
R′21 = −b1(I − a1b1)−1, R′12 = −(I − a1b1)−1a1,
R′k−1,k = −ak−1(I − bk−1ak−1)−1
= −(I − ak−1bk−1)−1ak−1, k = 3, . . . , N,
R′k,k−1 = −(I − bk−1ak−1)−1bk−1
= −bk−1(I − ak−1bk−1)−1, k = 3, . . . , N,
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R′kk = (I − bk−1ak−1)−1 + ak(I − bkak)−1bk
= (I − akbk)−1 + bk−1(I − ak−1bk−1)−1ak−1, k = 3, . . . , N − 1,
R′NN = (I − bN−1aN−1)−1.
Thus we obtain the inversion formula
R′11 = c1, R′kk = bk−1ck−1ak−1 + ck, k = 2, . . . , N − 1, R′NN = d,
R′k,k+1 = −bkck, R′k+1,k = −ckak, k = 1, . . . , N − 1,
(8.3)
where ck = (I − akbk)−1 (k = 1, . . . , N − 1), d = (I − bN−1aN−1)−1.
Next by Theorem 6.1 the matrix R is positive definite if and only if all the
matrices Dk , k = 2, . . . , N , are positive definite. This is equivalent to the conditions
that bk = a∗k and the matrices I − a∗k ak are positive definite (k = 1, . . . , N − 1).
The last is valid if and only if all the matrices ak (k = 1, . . . , N − 1) are strict
contractions.
Now we consider the particular case where a specified band R˜ of a block matrix
R = {Rij , |i − j |  1} with entries of sizes µ × µ is tridiagonal and Toeplitz with
identities on the main diagonal, i.e.
R =


I a ∗ · · · ∗
b I a · · · ∗
∗ b I · · · ∗
...
...
...
.
.
.
...
∗ ∗ ∗ · · · I

 ,
where a and b are some µ × µ matrices and asterisks denote the unspecified entries.
It was proved above that R˜ has a unique completion which is a Green matrix of order
one. Moreover applying the formula (8.1) we obtain that this completion is a Toeplitz
matrix of the form
R =


I a a2 · · · an−1
b I a · · · an−2
b2 b I · · · an−3
...
...
...
.
.
.
...
bn−1 bn−2 bn−3 · · · I


.
This fact follows also from Theorem 7.1. Furthermore this matrix is invertible if and
only if the matrices I − ab or I − ba are invertible. Application of the formula (8.3)
yields the inversion formula
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R−1 =


c −ca 0 · · · 0 0 0
−bc bca + c −ca · · · 0 0 0
0 −bc bca + c · · · 0 0 0
...
...
...
.
.
.
...
...
...
0 0 0 · · · bca + c −ca 0
0 0 0 · · · −bc ba + c −ca
0 0 0 · · · 0 −bc d


,
where c = (I − ab)−1, d = (I − ba)−1. This formula was obtained earlier by
Gohberg and Heinig in [13]. The matrix R is positive definite if and only if b = a∗
and ‖a‖ < 1.
Example 2. Let R be a matrix of the form
R =
(
I G
H I
)
,
where G = {gij }Ni,j=1 is a partially specified block square matrix with block entries
of sizes νi × µj , i, j = 1, . . . , N , with a specified part G˜ = {gij , j − i  m} and
H = {hij }Ni,j=1 is a partially specified block square matrix with block entries of sizes
µi × νj , i, j = 1, . . . , N , with a specified part H˜ = {hij , i − j  m}. This means
that the matrix R is a partially specified block square matrix R = {Rij }2Ni,j=1 with a
specified band R˜ = {Rij , |i − j |  N + m − 1} with
R˜(1 : N, 1 : N) = I, R˜(N + 1 : 2N,N + 1 : 2N) = I,
Ri,j+N = gij , 1  i, j  N, j − i  m,
Ri+N,j = hij , 1  i, j  N, i − j  m.
Lemma 8.1. Set
GAk = G˜(k + 1 : N, 1 : k + m − 1),
HAk = H˜ (1 : k + m − 1, k + 1 : N),
k = 1, . . . , N − m,
and assume that all the matrices Υk = I − GAk HAk and/or I − HAk GAk (k = 1, . . . ,
N − m) are invertible. Then the band R˜ has a unique completion R which is a Green
matrix of order N + m − 1. Moreover the unspecified entries of this completion are
determined consecutively by the relations
E′k = −Υ −1k HAk G˜(k + 1 : N, k + m), k = 1, . . . , N − m, (8.4)
R(1 : k, k + N + m) = G(1 : k, k + m)
= G(1 : k, 1 : k + m − 1)E′k, k = 1, . . . , N − m,
(8.5)
182 Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 385 (2004) 149–185
F ′k = −H˜ (k + m, k + 1 : N)GAk Υ −1k , k = 1, . . . , N − m, (8.6)
R(k + N + m, 1 : k) = H(k + m, 1 : k)
= F ′kH(1 : k + m − 1, 1 : k), k = 1, . . . , N − m.
(8.7)
Proof. In the case considered the matrices from the condition (3.6) of Theorem 3.2
have the form
Ak+N+m−1 =
(
I GAk
HAk I
)
, k = 1, . . . , N − m. (8.8)
From the condition of the lemma all the matrices (8.8) are invertible and hence by
Theorem 3.2 the band R˜ has a unique completion R which is a Green matrix of order
N + m − 1. Moreover the unspecified entries of this completion are determined by
the relations (3.7)–(3.10). Applying these relations we obtain the following. The
inverses to the matrices (8.8) are given by the formulas
A−1k+N+m−1 =
(
I + GAk Υ −1k HAk −GAk Υ −1k
−Υ −1k HAk Υ −1k
)
, k = 1, . . . , N − m. (8.9)
Using the formulas (3.7), (3.9) we obtain
Ek+N+m−1 = A−1k+N+m−1R˜(k + 1 : k + N + m − 1, k + N + m),
k = 1, . . . , N − m. (8.10)
R(1 : k, k + N + m) = R(1 : k, k + 1 : k + N + m − 1)Ek+N+m−1,
k = m + 1, . . . , N − 1, (8.11)
By the definition of the matrix R we have
R˜(k + 1 : k + N + m − 1, k + N + m)
=
(
R˜(k + 1 : N, k + N + m)
R˜(N + 1 : k + N + m − 1, k + N + m)
)
=
(
G˜(k + 1 : N, k + m)
0
)
, (8.12)
R(1 : k, k + 1 : k + N + m − 1)
= (R(1 : k, k + 1 : N) R(1 : k,N + 1 : k + N + m − 1))
= (0 G(1 : k, 1 : k + m − 1)) , (8.13)
R(1 : k, k + N + m) = G(1 : k, k + m). (8.14)
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Using the relations (8.9) and (8.12)–(8.14) we may rewrite the formulas (8.10),
(8.11) in the form (8.4), (8.5). Similarly we derive the formulas (8.6), (8.7) from the
relations (3.8), (3.10). 
Using Theorem 3.3 one can easily derive the necessary and sufficient condi-
tions for the completion obtained in Lemma 8.1 to be invertible. Indeed in the case
considered the matrices (3.16) of Theorem 3.3 have the form
Dk+N+m−1 =
(
I GDk
HDk I
)
, k = 1, . . . , N − m + 1. (8.15)
Set
GDk = G˜(k : N, 1 : k + m − 1),
HDk = H˜ (1 : k + m − 1, k : N),
k = 1, . . . , N − m + 1.
By Theorem 3.3 the completion R defined by the formulas (8.4)–(8.7) is an invert-
ible matrix if and only if all the matrices (8.15) are invertible, i.e. if and only if all
the matrices I − GDk HDk and/or I − HDk GDk (k = 1, . . . , N − m + 1) are invertible.
Moreover by Theorem 3.4 the matrix R−1 is a band matrix of order N + m. Next for
the matrix R one can write down the inversion formula
R−1 =
(
I + GΥ −1H −GΥ −1
−Υ −1H Υ −1
)
,
where Υ = I − GH . The condition R′ij = 0 for |i − j |  N + m means that the
completions G and H of the specified parts G˜ and H˜ given by the formulas (8.4)–
(8.7) have the properties that the matrices GΥ −1 and Υ −1H have the zero entries
in the parts j − i  m, i − j  m respectively. In the case m = 1 it means that the
matrices GΥ −1 and Υ −1H are lower and upper triangular.
Now we consider the case of a Hermitian partially specified matrix
R =
(
I G
G∗ I
)
,
where G = {gij }Ni,j=1 is a partially specified block square matrix with block entries
of sizes νi × µj , i, j = 1, . . . , N , with a specified part G˜ = {gij , j − i  m}. Set
as above
GAk = G˜(k + 1 : N, 1 : k + m − 1), k = 1, . . . , N − m,
GDk = G˜(k : N, 1 : k + m − 1), k = 1, . . . , N − m + 1.
Assume that all the matrices Υk = I − GAk (GAk )∗ or I − (GAk )∗(GAk ) (k = 1, . . . ,
N − m) are invertible. Then by Lemma 8.1 the band R˜ has a unique completion R
which is a Green matrix of order N + m − 1. Moreover from the formulas (8.4)–
(8.7) it follows that if we define the unspecified entries of the matrix G by the
relations
184 Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 385 (2004) 149–185
E′k = −Υ −1k (GAk )∗G˜(k + 1 : N, k + m), k = 1, . . . , N − m, (8.16)
G(1 : k, k + m) = G(1 : k, 1 : k + m − 1)E′k, k = 1, . . . , N − m, (8.17)
we obtain the desired completion R of the band R˜. By the first part of Theorem 6.1
this completion is a positive matrix if and only if all the matrices(
I GDk
(GDk )
∗ I
)
, k = 1, . . . , N − m + 1,
are positive. This implies that R is positive if and only if all the matrices I − (GDk )∗
(GDk ), k = 1, . . . , N − m + 1, are positive, i.e. if and only if all the matrices GDk are
contractions: ‖GDk ‖  1. Similarly from the second part of Theorem 6.1 we conclude
that the completion R is positive definite if and only if all the matrices GDk are strict
contractions, i.e.‖GDk ‖ < 1, k = 1, . . . , N − m + 1.
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