It is well known that speaker identification performs extremely well in the neutral talking environments; however, the identification performance is declined sharply in the shouted talking environments. This work aims at proposing, implementing and testing a new approach to enhance the declined performance in the shouted talking environments. The new proposed approach is based on gender-dependent speaker identification using Suprasegmental Hidden Markov Models (SPHMMs) as classifiers. This proposed approach has been tested on two different and separate speech databases: our collected database and the Speech Under Simulated and Actual Stress (SUSAS) database. The results of this work show that gender-dependent speaker identification based on SPHMMs outperforms gender-independent speaker identification based on the same models and gender-dependent speaker identification based on Hidden Markov Models (HMMs) by about 6% and 8%, respectively. The results obtained based on the proposed approach are close to those obtained in subjective evaluation by human judges. 
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Introduction
Speaker recognition, in general, can be subdivided into speaker identification and speaker verification (authentication). Speaker identification focuses on determining the identity of a particular speaker. The applications of speaker identification systems can be seen clearly in criminal investigations to decide the suspected persons produced voices recorded at the site of the crime, they also emerge in civil situations or for the media. These situations involve calls to radio stations, local or other government authorities, insurance companies, observing people by their voices and many other applications [1] . Speaker verification focuses on verifying the claimed identity of a speaker. The applications of speaker verification systems appear in: banking transactions using a telephone network, database access services, security control for constrained information areas and remote log on to computers.
Speaker identification systems are divided into two sets: "closed set" and "open set". In the "closed set", it is assumed that the unknown speaker is in the set of known speakers, while in the "open set", the unknown speaker may or may not be in the set of known speakers. Speaker identification systems typically operate in one of two texts: textdependent (fixed-text) or text-independent (free-text). In text-dependent, the unknown speakers must speak the same prescribed text for both training and testing (identification).
On the other hand, in text-independent, the unknown speakers are allowed to read any text during both training and testing.
Literature Review and Motivation
Some previous studies have focused on speech and speaker recognition in stressful talking environments. The authors of Ref. [2] evaluated the effectiveness of traditional features in recognition of speech under stress and formulated new features which are shown to enhance stressed speech recognition [2] . The authors of Ref. [3] applied hidden Markov models (HMMs) in the study of nonlinear feature based classification of speech under stress [3] . The author of Ref. [4] focused on talker-stress-induced intra-word variability and an algorithm that pays off for the systematic changes observed based on HMMs trained by speech tokens in distinct talking conditions [4] .
Although there are some studies focused on speech and speaker recognition in stressful talking environments, there are very few studies focused on speaker recognition in shouted talking environments [5] , [6] , [7] , [8] . Shouted talking environments are described as the talking environments in which when speakers shout, their intention is to generate a very loud acoustic signal, either to raise its extent of transmission or its ratio to background noise [5] , [6] , [7] . In four of his earlier studies, the author of Refs. [5] , [6] , [7] , [8] concentrated on enhancing speaker identification performance in shouted talking environments based on each of the: Second-Order Hidden Markov Models (HMM2s) [5] , Second-Order Circular Hidden Markov Models (CHMM2s) [6] , Suprasegmental Hidden Markov Models (SPHMMs) [7] and Second-Order Circular Suprasegmental Hidden Markov Models (CSPHMM2s) [8] . In one of his most recent studies, the author of Ref. [9] shed the light on improving speaker identification performance in shouted talking environments based on gender-dependent speaker identification approach using HMMs [9] .
Speaker identification systems in shouted talking environments can be applied in the applications of talking condition identification systems. These systems can be employed in the applications of medicine where computerized stress categorization and evaluation methods can be utilized by psychiatrists to assist in quantitative objective evaluation of patients who suffer assessment. Such systems can also be exploited in the applications of talking condition intelligent automated systems in call-centers.
The contribution of this work is focused on proposing, implementing and evaluating gender-dependent speaker identification approach in each of the neutral and shouted talking environments based on SPHMMs as classifiers. Two separate and distinct speech databases have been used in this work to evaluate the proposed approach. The first database is the collected speech database and the second one is the Speech Under Simulated and Actual Stress (SUSAS) database. Gender-dependent speaker identification gives more accurate and more specific information about the identity of speakers than gender-independent speaker identification in: criminal investigations to decide the suspected persons uttered the voice during crimes, calls to radio stations and monitoring people by their voices. In call centers of some conservative societies, automatic dialog systems with the capability of recognizing genders are prefered over those without this capability.
The organization of the paper is as follows. The next section overviews SPHMMs. Section 4 describes the two speech databases used in this work. Section 5 is committed to discussing the proposed approach and the experiments. Section 6 discusses the results that are obtained in this work. Concluding remarks are given in Section 7.
Overview of Suprasegmental Hidden Markov Models
SPHMMs have been developed, implemented and evaluated by the author of Ref. [7] for speaker identification systems in shouted talking environments [7] . SPHMMs have proven to be superior models over HMMs for speaker identification in such talking environments [7] . SPHMMs have the ability to sum up several states of HMMs into what is named suprasegmental state. Suprasegmental state possesses the ability to look at the observation sequence through a larger window. This suprasegmental state permits observations at appropriate rates for the case of modelling. Prosodic information, for example, can not be found at a rate that is used for acoustic modelling. The main acoustic parameters that express prosody are: fundamental frequency, intensity and duration of speech segments [10] . The prosodic features of a unit of speech are characterized as suprasegmental features because they have impact on all the segments of the unit of speech. Therefore, prosodic events at the levels of: phone, syllable, word and utterance are represented using suprasegmental states; on the other hand, acoustic events are represented using conventional hidden Markov states.
Within HMMs, prosodic and acoustic information can be combined and integrated as given by the following formula [11] :
where  is a weighting factor. When [8] : O: is the observation vector or sequence of an utterance.
be calculated using Bayes theorem as given in
Eqs. (3) and (4), respectively [12] :
where P 0 ( v ) and P 0 ( v ) are the priori distribution of the acoustic model and the suprasegmental model, respectively. The parameter priori distribution describes the statistics of the parameters of relevance before any measurement is made. More information about SPHMMs can be obtained from the Refs. [7] and [8] .
Speech Databases
In this work, two different speech databases have been separately used to test the proposed approach. The first database is the collected database and the second one is the SUSAS database. The two databases have been used as "closed set" in the present work.
The Collected Speech Database
In this database, eight sentences were produced under each of the neutral and shouted talking environments. These sentences are:
1) He works five days a week.
2) The sun is shining.
3) The weather is fair.
4) The students study hard.
5) Assistant professors are looking for promotion.
6) University of Sharjah.
7) Electrical and Computer Engineering Department.

8) He has two sons and two daughters.
Twenty five male and twenty five female healthy adult native speakers of American English were separately asked to generate the eight sentences. The fifty speakers were untrained (uttering sentences naturally) to avoid overstated expressions. The speakers were asked to portray each sentence five times in one session (training session) and four times in another separate session (evaluation session) in each of the neutral and shouted talking conditions.
The collected database was captured by a speech acquisition board using a 12-bit linear coding A/D converter and sampled at a sampling rate of 12 kHz. This database was a 12-bit per sample linear data.
SUSAS Database
SUSAS database was designed originally for speech recognition under neutral and stressful talking conditions [13] , [14] . In this work, isolated words recorded at 8 kHz sampling rate under each of the neutral and angry talking conditions have been used in this database [14] . Angry talking condition has been used as a substitute to the shouted talking condition because the shouted talking condition can not be completely separated from the angry talking condition in real life [5] . Thirty distinct utterances uttered by seven speakers (four male and three female) in each of the neutral and angry talking conditions have been chosen to evaluate the proposed approach.
In this work, Mel Frequency Cepstral Coefficients (MFCCs) have been used as features to represent the phonetic content of speech signals in each database. MFCCs have been most commonly used in each of stressful speech recognition and stressful speaker recognition fields because of their performance superiority over other features in the two fields and because of providing a high-level approximation of human auditory perception [8] , [15] , [16] , [17] , [18] , [19] , [20] . These spectral features have also been found to be useful in the classification of stress in speech [21] .
MFCCs were computed with the help of a psycho acoustically motivated filter bank, followed by logarithmic compression and Discrete Cosine Transform (DCT). These coefficients can be computed as given in the following formula [22] :
where Y(m) are the outputs of an M-channel filter bank. Fig. 1 illustrates a block diagram of generating MFCCs. In this work, a 16-dimension MFCC feature analysis was used to form the observation vectors in SPHMMs.
Most of the studies performed in the last three decades in the fields of speech recognition and speaker recognition on HMMs have been done using Left-to-Right Hidden Markov Models (LTRHMMs) because phonemes follow strictly the left-to-right sequence [23] , [24] , [25] . In this work, Left-to-Right Suprasegmental Hidden Markov Models (LTRSPHHMs) have been derived from LTRHMMs. Fig. 2 shows an example of a basic structure of LTRSPHMMs that has been derived from LTRHMMs. In this figure, q In this work, the number of conventional states of LTRHMMs, N, is nine. The number of mixture components, M, is ten per state, with a continuous mixture observation density has been selected for these models. In LTRSPHMMs, the number of suprasegmental states is three. Therefore, each three conventional states of LTRHMMs in the current work are summarized into one suprasegmental state. A continuous mixture observation density has been selected for LTRSPHMMs.
Gender-Dependent Speaker Identification Approach and the Experiments
Given n speakers per gender, the overall proposed approach is illustrated in Fig. 3 . This figure shows that gender-dependent speaker identification approach consists of a twostage recognizer that combines and integrates both gender recognizer and speaker recognizer into one system. The two stages are:
Gender Identification Stage
The first stage of the overall proposed architecture is to identify the gender of the unknown speaker in order to make the output of this stage gender-dependent. The problem of differences in features for the two genders is well-known in the field of speaker recognition [16] . Automatic gender identification, in general, yields high performance with little effort since the output of this recognizer is that the speaker is either a male (M) or a female (F). Therefore, gender identification is a binary classification problem which is generally not complicated.
In one of their studies to enhance speech recognition performance through gender separation, the authors of Ref. [26] separated the datasets based on the gender to build gender-dependent HMM for each word [26] . Based on their method, word recognition performance has been significantly improved over the gender-independent method. The authors of Ref. [16] preceded their emotion recognizer by a gender recognizer to enhance emotion recognition performance [16] . The author of Ref. [9] proposed a new approach called gender-dependent speaker identification based on HMMs to improve the degraded speaker identification performance in shouted talking environments [9] .
In this stage, two probabilities per utterance are computed based on SPHMMs and the maximum probability is chosen as the identified gender as given in the following formula:
where,
is the index of the identified gender (either M or F).
 g : is the g th SPHMM gender model.
: is the probability of the observation sequence O that belongs to the unknown gender given the g th SPHMM gender model.
In the training session of this stage and using the collected database, male gender model has been derived using the twenty five male speakers uttering the same sentence in each of the neutral and shouted talking environments, while female gender model has been constructed using the twenty five female speakers generating the same sentence in each of the neutral and shouted talking environments. In this session, the total number of utterances that has been used in the collected database and SUSAS database is 4000 and 420, respectively. The training session of SPHMM gender model is very similar to the training session of conventional HMM gender model. In the training session of SPHMM gender model, suprasegmental gender models are trained on top of acoustic gender models of HMMs.
Speaker Identification Stage
The second stage of the proposed approach is to identify the unknown speaker given that his/her gender was identified. This stage is gender-specific speaker identification. In this stage, n probabilities per gender are computed based on SPHMMs and the maximum probability is selected as the identified speaker as given in the following formula:
where, S * : is the index of the identified speaker.
: is the probability of the observation sequence O that belongs to the unknown speaker given the s th SPHMM speaker model   S Θ and the identified gender.
The s th SPHMM speaker model has been derived using five of the nine utterances per speaker per sentence in the neutral talking environments using the collected database.
In this session, the total number of utterances that has been used in the collected database and the SUSAS database is 2000 and 210, respectively. The training session of SPHMM speaker model is very similar to the training session of conventional HMM speaker model.
In the training session of SPHMM speaker model, suprasegmental speaker model is trained on top of acoustic HMM speaker model.
In the evaluation (identification) session, each one of the twenty five male speakers and the twenty five female speakers used four utterances per the same sentence (textdependent) in each of the neutral and shouted talking environments. The total number of utterances that has been used in this session using the collected database and SUSAS database is 3200 and 420, respectively. A block diagram of this stage is shown in Fig. 4 .
Results and Discussion
In this work, the proposed approach has been tested using separately each of the collected and SUSAS databases when the weighting factor is equal to 0.5 to avoid biasing towards any model.
Using the collected speech database, automatic gender identification performance based on SPHMMs (output of the gender identification recognizer) is 98.3% and 93.2% in the neutral and shouted talking environments, respectively. Using SUSAS database, gender identification performance based on the same models is 99.5% and 94.3% in the neutral and angry talking environments, respectively.
Gender identification performance obtained in this work is higher than that reported in some previous studies. The authors of Ref. [16] obtained gender identification performance of 90.26% and 91.85% using Berlin and SmartKom German databases, respectively [16] . The authors of Ref. [27] reported gender identification performance of 92% in neutral talking environments [27] . On the other hand, the authors of Ref. [26] achieved better results than the results obtained in this work in neutral talking environments. They achieved gender identification performance of 100% based on the average pitch method [26] . The author of Ref. [9] achieved in one of his studies, based on HMMs, an automatic gender identification performance of 97% and 90.5% in the neutral and shouted talking environments, respectively [9] . Based on the same models and using SUSAS database, he obtained automatic gender identification performance of 98% and 92% in the neutral and angry talking environments, respectively [9] . Fig. 5 illustrates relative improvement of using SPHMMs over HMMs in gender identification recognizer using each of the collected and SUSAS databases. It is apparent from this figure that gender identification performance in each of the neutral and shouted/angry talking environments based on SPHMMs has been insignificantly improved compared to that based on HMMs.
Using the collected database, speaker identification performance of the overall system based on the proposed approach and using SPHMMs is 97.8% and 79.2% in the neutral and shouted talking environments, respectively. Using SUSAS database, speaker identification performance of the overall system based on the same approach and using the same models is 98.5% and 80% in the neutral and angry talking environments, respectively.
The author of Ref. [9] obtained in one of his work using HMMs 96.5% and 73.5%
as speaker identification performance in the neutral and shouted talking environments, respectively, of the overall system based on gender-dependent speaker identification approach [9] . Based on the same approach and models and using SUSAS database, he attained speaker identification performance of 97% and 74% in the neutral and angry talking environments, respectively [9] . Fig. 6 demonstrates the relative improvement of using SPHMMs over HMMs in speaker identification performance based on the proposed architecture using each of the collected and SUSAS databases. It is evident from this figure that SPHMMs significantly enhance speaker identification performance in the shouted/angry talking environments based on the proposed approach compared to that using HMMs based on the same approach.
Combining both gender and speaker information (gender-dependent speaker identificaion system) based on the proposed approach leads to a higher speaker identification performance in each of the neutral and shouted/angry talking environments than that achieved in some previous studies:
1) Gender-independent speaker identification performance based on SPHMMs. The author of Ref. [7] achieved in one of his studies in the neutral talking environments a 99% for each of male and female speaker identification performances. On the other hand, male and female speaker identification performance in the shouted talking environments is 74% and 76%, respectively [7] . In the shouted talking environments, it is apparent that gender-dependent speaker identification approach based on SPHMMs is superior to genderindependent speaker identification approach based on the same models by 6%.
2) Gender-independent speaker identification performance based on HMM2s. In one of his previous studies, the author of Ref. [5] got 92% and 96% as a male and female speaker identification performance in the neutral talking environments, respectively. In the shouted talking environments, male and female speaker identification performance is 57% and 61%, respectively [5] . It is evident that gender-dependent speaker identification approach based on SPHMMs outperforms gender-independent speaker identification approach based on HMM2s by 34.7% in the shouted talking environments.
3) Gender-independent speaker identification performance based on CHMM2s. The author of Ref. [6] reported in one of his studies male and female speaker identification performance in the neutral talking environments a 94% and 97%, respectively. In the shouted talking environments, male and female speaker identification performance is 71% and 73%, respectively [6] . It is clear that gender-dependent speaker identification architecture based on SPHMMs leads gender-independent speaker identification architecture based on CHMM2s by 10.4% in the shouted talking environments.
The current proposed approach has been evaluated for different values of the weighting factor (. Fig. 7 and Fig. 8 environments.
An informal subjective evaluation based on the proposed architecture using the collected speech database was carried out with ten nonprofessional listeners (human judges). A total of 400 utterances (twenty five speakers per gender, two talking environments and four sentences only) were used in this evaluation. During the assessment, the listeners were asked to answer two questions for every test utterance. The two questions were: identify the unknown gender and identify the unknown speaker. The results of this evaluation were encouraging. Gender identification performance was 95.1%
and 92.2% in the neutral and shouted talking environments, respectively. In the neutral and shouted talking environments, speaker identification performance was 94.6% and 77.1%, respectively. These human results were close to the achieved results based on the proposed approach using SPHMMs.
Concluding Remarks
Some conclusions can be drawn from this work. Firstly, combining and integrating gender recognizer and speaker recognizer into one system based on SPHMMs lead to a significant enhancement in speaker identification performance over that of gender- b) The unknown speaker in the speaker identification recognizer is not 100% correctly identified.
There are some limitations when the SUSAS database has been used to test the proposed approach. First, the number of speakers that has been used in this database is limited to seven. Second, angry talking condition has been used as an alternative to the shouted talking condition. Third, isolated words have been used in this database instead of sentences (in the collected database) to assess the proposed approach. 
