Abstract. We introduce a broad family of generalised self-exciting point processes with CIR-type intensities, and we develop associated algorithms for their exact simulation. The underlying models are extensions of the classical Hawkes process, which already has numerous applications in modelling the arrival of events with clustering or contagion effect in finance, economics, and many other fields. Interestingly, we find that the CIR-type intensity, together with its point process, can be sequentially decomposed into simple random variables, which immediately leads to a very efficient simulation scheme. Our algorithms are also pretty accurate and flexible. They can be easily extended to further incorporate externally excited jumps, or, to a multidimensional framework. Some typical numerical examples and comparisons with other well-known schemes are reported in detail. In addition, a simple application for modelling a portfolio loss process is presented.
Introduction
The square-root diffusion process, later called the CoxIngersoll-Ross (CIR) process (Cox et al. 1985) in finance, was initially studied by Feller (1951) and then widely applied in finance for modelling interest rates (Cox et al. 1985) and stochastic volatilities (Heston 1993) . The distributional properties of this process and its integral over time were well documented in Dufresne (2001) and Dassios and Nagaradjasarma (2006) . On the other hand, the default risk, and more recently, the jump risk are extensively investigated in finance. However, most of the existing literature used simple Poisson processes or Cox point processes, which would not be able to capture contagion effect of jumps or defaults in markets, particularly during crises. Self-exciting (or self-excited) jump processes, in particular the Hawkes process, were then proposed for modelling the arrival of events (such as jumps, defaults, bankruptcies, crises, loss claims, and catastrophes) with clustering, contagion, ripple effects, or herd behaviors; see methodologies developed in Hawkes (1971a, b) , and their associated applications to finance, insurance and economics in ChavezDemoulin et al. (2005) , Bowsher (2007) , Large (2007) , Errais et al. (2010) , Dassios and Zhao (2012) and Aït-Sahalia et al. (2014 . Therefore, it is natural for us now to explore the idea of combining the properties of the CIR diffusion and self-exciting jumps together.
In this paper, we mainly use a mean-reverting CIRdiffusion process to model the intensity of a jump process, which is additionally excited by the jumps themselves, namely, a self-exciting point process with CIR intensity, which extends a point process with CIR stochastic intensity and the classical self-exciting Hawkes process (Hawkes 1971a, b) . This is a generalised Hawkes process with exponentially decaying intensity additionally perturbed by an independent mean-reverting diffusion. By adding a diffusion to the intensity of the classical Hawkes process, the model is then easier to be benchmarked to well-developed CIRtype models in the existing literature. In addition, for applications in finance, this diffusion component could be useful in capturing noises that are persistently and externally existing in markets. This process and its variants were also discussed in Giesecke and Kim (2007) , Errais et al. (2010) , Dassios and Zhao (2011) , Giesecke et al. (2011b) , Zhu (2014) and Zhang et al. (2015) .
In practice, analytic formulas for many financial quantities (such as path-dependent option prices, prices of credit default swap (CDS) and collateralised debt obligation (CDO)) based on this generalised selfexciting jump model are rather limited or difficult to be obtained. Hence, a computationally efficient Monte Carlo simulation scheme for generating this process becomes crucial for model implementation, simulationbased statistical inference, and empirical studies.
Our aim here is to develop an exact simulation algorithm for this point process, rather than conventionally discretising the process and simulating approximately, as the discretisation introduces bias into simulation results (Giesecke and Kim 2007) . The exact simulation method has the primary advantage of generating sample paths according to the process law exactly (Chen and Huang 2013) .
Recently, efficient simulation algorithms for CIRtype stochastic processes were intensively discussed in the literature. Beskos and Roberts (2005) developed an exact simulation based on the acceptance/rejection (A/R) scheme for one-dimensional state-dependent diffusions. It was then extended by Chen and Huang (2013) to exactly simulate a more general class of diffusions via a localisation technique. Broadie and Kaya (2006) presented an exact simulation for the classical Heston (1993) stochastic volatility model. This algorithm has been further enhanced by Glasserman and Kim (2011) using a Gamma expansion.
On the other hand, a self-exciting Hawkes process can be simulated via a branching structure without any discretisation procedure, as it can be equivalently defined as a branching process via its Poisson cluster representation; see the associated algorithms first developed in Brix and Kendall (2002) and then extended by Rasmussen (2005, 2006) . For the simulation within a finite time interval, their algorithms all require the stationary condition and may suffer from edge effects or involve approximations. As an alternative, from a point of view based on the conditional stochastic intensity representation, the exact simulation for the Hawkes process and its variants (on + -time) was first introduced by Giesecke and Kim (2007) . An obvious problem as pointed out by themselves in the conclusion, is that their method needs the numerical evaluation of the inverse of conditional distribution functions of interarrival times. So, a rootfinding procedure is required that involves intensive computations. This work was later refined and generalised by Giesecke and Kim (2011) and Giesecke et al. (2011b) with the aid of an A/R scheme. Moreover, Giesecke et al. (2011a) developed the projection method for exactly sampling point processes with general state-dependent intensities via the sequential thinning (Lewis and Shedler 1979) or A/R implementation. In addition, Giesecke and Smelov (2013) adopted an A/R scheme and further extended the exact simulation method of Beskos and Roberts (2005) to a more general framework of jump-diffusion processes with state-dependent coefficients and jump intensities.
We have to admit that the popular A/R scheme for exact simulation indeed works for a very general class of point processes, whereas the efficiency varies. An evident disadvantage is the mechanism of A/R scheme itself: it brings the uncertainty about the number of loops needed for simulating each step moving forward, as there is a possibility of rejecting the generated candidates; depending on the frequency of these rejections, one may end up with a substantially large number of loops. To avoid this problem, Dassios and Zhao (2013) first developed an efficient, certain, and much simpler exact simulation algorithm for the most widely used self-exciting point process, i.e., a Hawkes process with exponentially decaying intensity (or exponential kernel) and random marks. This scheme is applicable to both one-dimensional and multidimensional cases. The key idea is to decompose the processes into simple random variables sequentially: each interarrival time can be generated exactly and certainly as the minimum of two simple intermediate random variables (one exponential random variable and one simple defective random variable). This certain scheme needs more detailed knowledge about the distribution of the underlying process than the conventional A/R method, requires the targeted process to be more specific, and attempts to identify the underlying distribution as exactly as possible. So, it may not be applicable as generally as the A/R method. However, it has many advantages: it avoids the numerical inversion of distribution functions; it also does not involve any approximation or truncation error and is free of any stationary condition. Moreover, it does not involve any A/R procedure: generating just two simple intermediate random variables can guarantee successfully generating one interarrival time without wasting (or rejecting) any candidate. Hence, the resulting simulation speed is independent of the choices of parameters.
The new approach developed in this paper makes a nontrivial extension of the certain scheme of Dassios and Zhao (2013) . Obviously, our current targeted process is much more complicated and difficult to be simulated: the trajectories of the CIR-type stochastic intensity between two successive jumps (i.e., interarrival intensity processes) are no longer deterministic as in the Hawkes process. To deal with this problem, we have to use the integral transforms of joint distributions of the self-exciting point process with CIR intensity to derive the transition densities as the basis for the algorithm design of exact simulation. Our approach is mainly based on the distributional decomposition for the process. The interarrival times and the intensity levels at the jump arrival times can be sequentially decomposed into simple random variables (uniform, Poisson, and Gamma), so they can be exactly and efficiently simulated, and the entire continuous-time path simulation for the intensity can be avoided. In fact, each interarrival time can be generated as the minimum of two intermediate random variables: one is a simple defective random variable, and the other one is a well-defined random variable. The latter one is the only random variable that needs be generated via a modified (or transformed) A/R scheme, as to our knowledge its distribution cannot be decomposed into simpler ones any further. More interestingly and elegantly, conditional on the realisation of the interarrival time, the associated intensity level at each jump time Downloaded from informs.org by [158.143.233 .108] on 14 November 2017, at 01:28 . For personal use only, all rights reserved.
then can be simply generated from two simple Gamma random variables by conditioning on a single realisation of Poisson random variable.
The key methodological difference from many other relevant literature is that here our principle is to use less A/R scheme as possibleto make most use of simulation candidates generated. It means that if we are able to decompose the distribution of a random variable explicitly, we will abandon the associated A/R scheme and hence reduce the uncertainty from the number of loops needed for each step moving forward during the simulation. This principle of algorithm design leads our scheme to be very accurate, efficient, and flexible: (1) It has no bias or truncation error and does not involve any numerical inversion or root finding procedure. (2) Conventional conditions for the CIR and Hawkes processes 1 are not required. (3) Jumps are allowed to be nonadditive. (4) Both of the cases of stationary and nonstationary (unbounded) intensities can be generated. (5) The path simulation can start from any arbitrary time and any arbitrary initial intensity without truncation or approximation error. (6) In particular, it is also applicable to exactly simulating a point process with pure CIR intensity as a special case. Indeed, this is an important special case, which has many useful applications in practice. For example, Glasserman and Kim (2011) , in the conducing remarks of their paper, also suggested using a Gamma expansion to simulate this process. However, their approach would introduce truncation errors, as the expansion creates infinite summations that need the numerical truncation. Our scheme is exact; thereby, it could provide an improvement over their algorithm for simulating this process. (7) More generally, our algorithm can be easily adjusted to simulate a broad family of more general self-exciting point processes with CIRtype intensities. For example, it can further integrate an additional series of externally excited jumps in the intensity process, which may be useful for modelling external risk factors. (8) Furthermore, it can be easily extended to a multidimensional, mutually exciting framework.
The paper is organised as follows. Section 2 provides the preliminaries, a definition, and some basic distributional properties for this self-exciting point process with CIR intensity. Section 3 investigates the distributional properties of the transition of this process and develops the numerical algorithm for exactly generating a sample path of the point process in one dimension. Numerical examples (including some unconventional cases that are often hard to be generated by other algorithms in the current existing literature) with the associated error and convergence analysis are also demonstrated. Our key algorithm is summarised in Algorithm 3.6. Numerical comparisons with other algorithms (such as the classical discretisation scheme and projection scheme) are conducted and reported in Section 4. Some important extensions, such as a multidimensional version, are provided in Section 5. In Section 6, we apply our method to modelling a portfolio loss process, and cumulative loss distributions for different scenarios are computed by our exact simulation.
Preliminaries
A self-exciting point process with CIR intensity provides a very general framework for modelling event arrivals, and it extends a Cox process with CIR intensity and a self-exciting Hawkes process. We provide an intensity-based definition for this point process in Definition 2.1 as below.
Definition 2.1 (Self-Exciting Point Process with CIR Intensity). A self-exciting point process with CIR intensity is a counting process
with nonnegative t −stochastic (conditional) intensity
where • { · } is the indicator function;
• {T * i } i 1,2,... on + are the associated (ordered) arrival times of point N t , i.e., N ≡ {T * i } i 1,2,... ; • { t } t 0 is a history of the process {N t } t 0 with respect to which {λ t } t 0 is adapted;
• λ 0 > 0 is the initial intensity at time t 0; • a 0 is the constant of reversion level; • δ > 0 is the constant of reversion rate;
• σ > 0 is the constant that governs the diffusive volatility of intensity;
• {W t } t 0 is a standard Brownian motion independent of N t ;
• {Y i } i 1,2,... are the sizes (or marks) of self-excited jumps, a sequence of nonnegative random variables with T * − i -measurable distribution function G(y), y 0. Point process N t is completely characterised by the intensity process λ t and satisfies
where ∆t is a sufficiently small time interval, and o(∆t)/∆t → 0 when ∆t → 0. 
where the jump process J t :
i 1 Y i is a compound selfexciting point process with CIR intensity. The (i + 1)th interarrival time or duration (Engle and Russell 1998) is defined by
The cumulative intensity process (or the compensator of point process) is denoted by Λ t :
∫ t 0 λ u du, and the mean of self-excited jump sizes is denoted by µ 1 G : ∫ ∞ 0 y dG(y). A sample path of the intensity process λ t simulated by the discretisation scheme is presented in Figure 1 .
This self-exciting point process with CIR intensity is a special case of affine point processes. If N t is an independent Poisson process, then, λ t is a basic affine jump-diffusion process, which has been already widely used for pricing in finance; see Duffie et al. (2000 Duffie et al. ( , 2003 . We provide the expectation of N t conditional on λ 0 below in Proposition 2.1, which can be easily proved by explicitly solving ODEs; see Errais et al. (2010) in general. Note that this formula in a simple analytic form is not subject to either the conventional condition for the CIR process or the stationary condition for the Hawkes process, and hence it is convenient to be used later in Section 3 for numerically validating our simulation algorithm and measuring the associated errors. 
where ξ : δ − µ 1 G .
Exact Simulation
In this section, based on the joint distributional properties of pre-jump intensity levels and interarrival times, we first develop the exact simulation for pre-jump interarrival times. Then, conditional on the realisation of these interarrival times, the pre-jump intensities at arrival times can be simulated exactly. Finally, by adding self-excited jumps to the intensity process, the entire series of interarrival times of the process {(N t , λ t )} t 0 can be generated exactly.
Joint Distribution of Pre-Jump Intensity and
Interarrival Time We provide the transition law from the location 
where
Obviously, κ, D, A s , B s , C s , E s , F s are all positive and E s C s > F s B s . Note that (2) is a special case of the bivariate Laplace transform of the intensity and its
, which is given by Proposition 6.2.4 in Lamberton and Lapeyre (2008, p. 162) , and also see the Equation (3.76) in Glasserman (2003, p. 129) . We provide a proof for Proposition 3.1 using the martingale approach in the electronic companion of this paper online.
Based on the integral transform of joint distribution in Proposition 3.1, we will first simulate the prejump interarrival time S * i+1 and then, by conditioning on the realisation of S * i+1 s, the pre-jump intensity level λ T * i +S * − i+1 can be simulated.
Exact Simulation of Pre-Jump
Interarrival Times As later given by Theorem 3.3, any pre-jump interarrival time S * i+1 can be exactly simulated as the minimum of two intermediate random variables, S * and V * i+1 , where S * is well defined and V * i+1 is defective. Note that S * is independent of the step index i, which can be simulated separately; however, it cannot Downloaded from informs.org by [158.143.233 .108] on 14 November 2017, at 01:28 . For personal use only, all rights reserved.
Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 be simulated by distributional decomposition. Hence, we develop a simulation algorithm for S * based on an A/R scheme in Lemma 3.2. It should be noted that S * is the only intermediate random variable in this paper that involves an A/R algorithm for simulation. A numerical test is also provided that shows that this A/R algorithm for S * is very efficient and substantially outperforms the conventional scheme of numerical inversion.
Lemma 3.2. The random variable S * defined by the tail distribution
can be exactly simulated by a modified or transformed A/R scheme as follows 1. Generate a generalised Pareto random variable W g via
Generate a uniformly distributed random variable
then, accept and set
4. Otherwise, reject and go back to Step .
Proof. The random variable S * is well defined, since we have the cumulative distribution function (CDF) of S * ,
with F S * (0) 0, F S * (∞) 1 and the density
We define the random variable W : e κS * − 1. Given the tail distribution of S * in (5), the tail distribution of W is
and the density of W is
Comparing this with the density function of a generalised Pareto random variable W g with the location parameter 0, scale parameter (σ 2 /(2aδ))(2κ/(κ − δ)) and shape parameter (σ 2 /(2aδ))(2κ/(κ − δ))(2κ/(κ + δ)), i.e., with density
and the CDF of W g is
It is much easier to simulate W g than W, as W g can be simulated directly via (6). Since
we can generate W by the classical A/R method (Glasserman 2003, Asmussen and Glynn 2007) . Finally, we can generate S * by taking a simple transformation of (7).
Note that our A/R scheme developed in Lemma 3.2 for simulating S * is not subject to the CIR conventional condition (i.e., Feller's condition) 2δa σ 2 or the Hawkes' stationary condition δ > µ 1 G .
Provided the intermediate random variable S * as simulated by Lemma 3.2, we can then simulate the prejump interarrival time S * i+1 via a simple distributional decomposition as given in Theorem 3.3. 
• S * is exactly simulated by Lemma .
• V * i+1 is a simple defective random variable with Pr{V * i+1
, and it is exactly simulated via
Proof. Setting v 0 in (2), we have the marginal tail distribution of S *
which is a well-defined distribution function, as obvi-
It is impossible to invert the probability function (13) analytically; however, we can decompose S * i+1 into two simpler and independent random variables S * and V * i+1 by S * i+1
where their tail distributions are specified, respectively, by
Note that S * is given by Lemma 3.2, and it is independent of the step index i and the intensity level
is a defective random variable with the CDF
and the density
Hence, V * i+1 is a simple defective random variable defined by Pr{V * i+1
, and it can be simulated via (11) conditional on d i+1 > 0.
Finally, we can simulate S * i+1 via (10). For simulating S * , one may wonder whether the associated numerical inversion scheme would be more efficient than this A/R scheme in Lemma 3.2. So we carry out a numerical test and compare the performance of the A/R algorithm with the associated inversion scheme by setting the parameters (a, λ 0 , δ, σ) (0.9, 0.9, 1.0, 1.0) with the total number of simulation 3 replications n 100,000. The simulated results via the A/R scheme for Pr{S * > s}, the corresponding theoretical (true) values of (5), and the error percentages (Error%) 4 for measuring the accuracy are reported in Table 1 . The simulation experiments for the all 10 different values of s only take about 0.37 seconds and achieve a high level of accuracy. Alternatively, the random variable S * can be simulated by numerically inverting its CDF F S * (s) of (8). With the same parameter setting and the number of replications, we can recreate Table 1. It has a similar level of accuracy but a much lower speed (69.6 seconds) than the A/R scheme. To save space, the associated table is not provided here. Hence, the A/R scheme obviously outperforms the inversion scheme.
Remark 3.4. The efficiency of the A/R scheme of Lemma 3.2 can even be further enhanced. The time needed to obtain a qualified candidate for W or S * is random, and the expected number of random variables we will need before the acceptance is the constantc as given by (9). Hence, to search the optimal efficiency, we wantc to be as small as possible, such that fewer simulated candidate samples of W g would be wasted. The efficiency of this mainly depends on the value of 2aδ/σ 2 . The rest is at most √ 2 which is achieved when κ and therefore σ 2 is large but then 2aδ/σ 2 will not be. The problem is thatc increases exponentially with a. This can be addressed by the following refinement when a is relatively large: we note that Pr{W > w} H (w) a , wherē H( · ) is the tail of a distribution. We can repeat the procedure m times with a replaced by a/m and generate independent W 1 , W 2 , . . . , W m ; then, take W min{W 1 , W 2 , . . . , W m }. The expected number of random variables to be generated is
.
Therefore, we choose m to be the integer that minimisesC(m). Obviously, the minimum of this function is achieved at
so we now take m to be the integer either side of m * that produces the lowest value, i.e., we choose integer m m
is the largest integer not greater than m * . Therefore, the expected number of random variables needed grows approximately linearly with a rather than exponentially.
Exact Simulation of Pre-Jump Intensities
Given the pre-jump interarrival time S * i+1 as simulated by Theorem 3.3, we can derive the distribution explicitly for the pre-jump intensity level λ T * i +S * − i+1 , so it can be simulated exactly as given by Theorem 3.5 without any A/R scheme. Note that only a skeleton of the intensity process (at these jump times) is exactly simulated here rather than the entire continuous-time path. However, this will not hinder us from exactly simulating the entire continuous-time path of the point process N t afterward. 
, with probability w 1s ,
, with probability w 2s , where
,
and B s , C s , D, E s , F s are specified by and .
Proof. Note that λ T
, and here we concisely denote it by
so we have
Using (2) in Proposition 3.1, we have
The last term of (16) in an exponential form can be rearranged and expressed in term of an infinite summation by the Taylor expansion as 
Then, we have
and the weights w 1s , w 2s are given by (15). Obviously, we have w 1s + w 2s 1, and w 1s , w 2s > 0.
j+D+2 are the Laplace transforms of Gamma random variables Gamma(j + D + 1, C s /B s ) and Gamma(j + D + 2, C s /B s ), respectively. By inverting it with respect to v, we have the joint density of
Integrating out λ ∈ [0, ∞), we obtain the marginal density of S * i+1 , Pr{S * i+1 ∈ ds}/ds G s , which can be alternatively derived by setting v 0 in (16). Note that, G s is independent of v.
Given S * i+1 s, we have the conditional density of
Gamma ( s and a Poisson random variable J * s j. Note that although there is an infinite summation in (17), we do not introduce any truncation error.
Exact Simulation of Self-Excited Jumps
Finally, the exact scheme for simulating self-exiting jumps with CIR intensity via induction is summarised below in Algorithm 3.6.
Algorithm 3.6 (Exact scheme)
Based on Theorems 3.3 and 3.5, we can exactly simulate as a mixture of two Gamma random variables Gamma( j + D + 1, C s /B s ) and Gamma(j + D + 2, C s /B s ) with weights w 1s , w 2s of (15).
5. Add a self-excited jump in the intensity process at the jump time T * i+1 by
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Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 6. Add one unit in the point process at the jump time
It is interesting to see that the original randomness we need to simulate throughout the whole procedure of sampling one path by Algorithm 3.6 only involves uniform, Poisson, and Gamma random variables. The original randomness of normal distributions driven by the Brownian motion {W t } t 0 in the intensity process apparently disappears.
Algorithm 3.6 can be numerically validated by the associated theoretical (true) results; for instance, the conditional expectation Ɛ[N T | λ 0 ] provided in Proposition 2.1. For the demonstration purpose, we further assume that the self-excited jump sizes follow an exponential distribution with constant rate β > 0. We implement the simulation for four different parameter settings of Θ : (a, λ 0 , δ, σ, β), including the unconventional cases when the stationary condition δ > µ 1 G 1/β for the Hawkes process or the conventional condition 2δa σ 2 for the CIR process is invalid, i.e., the Cases II, Case III, and Case IV, which are often hard to be generated by other algorithms 5 in the current existing literature:
Case I: Θ I (0.9, 0.9, 1.0, 1.0, 1.2) when the conventional conditions for the Hawkes process and CIR process both hold, i.e., δ > µ 1 G and 2δa σ 2 ; Case II: Θ II (0.9, 0.9, 1.0, 1.0, 0.9) when δ < µ 1 G and 2δa σ 2 ; Table 2 . Comparison Between the Theoretical Formulas and the Associated Simulation Results for Ɛ[N T | λ 0 ] with Four Sets of Parameters Θ I (0.9, 0.9, 1.0, 1.0, 1.2), Θ II (0.9, 0.9, 1.0, 1.0, 0.9), Θ III (0.9, 0.9, 1.0, 1.0, 1.0), Θ IV (0.9, 0.9, 1.0, 2.0, 1.2), Respectively, Based on the Number of Simulated Sample Paths n 100,000 by Algorithm 3.6 Case III: Θ III (0.9, 0.9, 1.0, 1.0, 1.0) when δ µ 1 G and 2δa σ 2 ; Case IV: Θ IV (0.9, 0.9, 1.0, 2.0, 1.2) when δ > µ 1 G and 2δa < σ 2 , note that, the origin is accessible only if 2δa < σ 2 . All four cases are based on the total number of simulated sample paths n 100,000. The simulated results, the corresponding theoretical values, error percentages, and standard errors (SE) 6 for different time T are given by Table 2 , where we can find that the simulation can achieve a high level of accuracy. One simulated sample path of point process {N t } 0 t 50 with the associated histogram for each case is represented in Figure 2 , where the clustering jumps over the time horizon are evident. The convergence analysis of the standard errors against the total numbers of simulated sample paths as well as the computing time for the four cases are also provided in Figure 3 , respectively, with the detailed data reported in Table 3 .
Comparisons with Other Important Algorithms
In this section, we conduct and report the comparisons of numerical performance with the classical discretisation scheme and the recently developed projection scheme in the literature, respectively. To compare the performance among different algorithms, we adopt the conventional measure of root mean square error (RMSE). 7 The numerical examples for our exact simulation in this section are implemented using Algorithm 3.6. Recall that its efficiency can be further improved by the adjustment proposed by Remark 3.4. 
Comparison with Discretisation Scheme
The classical time-scaling method for the discretisation scheme is based on the change of time developed by Meyer (1971) . Given the previous intensity level λ T * i at the ith jump arrival time T * i , the following interarrival intensity process {λ t } T * i t<T * i+1 (i.e., the intensity of interarrival time S * i+1 ) follows a CIR process (or Feller diffusion) with the SDE
By the change of time (Meyer 1971) , the (i + 1)th jump arrival time T * i+1 is given by
where 1. The continuous-time interarrival intensity process λ t of (20) is approximated byλ t via the Euler discretisation schemê Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 T/J is the length of each equally spaced time grid, i.e., t j j for any j;
{ j } is a sequence of i.i.d. standard normal random variables, i.e., j ∼ (0, 1).
2. The associated compensator Λ t is approximated byΛ t asΛ Figure 1 is simulated via Algorithm 4.1 based on the parameter setting Θ I (0.9, 0.9, 1.0, 1.0, 1.2) of Case I and 0.001. Based on the principle of optimal allocation of computation budget proposed by Duffie and Glynn (1995) , in our numerical experiment the number of time-discretisation grids is set equal to the square root of the number of sample paths, i.e.,J √ n where n is the total number of sample paths. The numerical results of the comparison between the discretisation scheme and our exact scheme for the parameter setting Θ I of Case I and T 1, 2, 5, 10, respectively, are provided in Table 4 . By conventionally following Giesecke et al. (2011b) and other relevant literature, the bias column for the exact scheme is set to be zero, and the bias column for the discretisation scheme is estimated based on a very large number of 10 8 sample paths. The associated true values are calculated based on the theoretical analytic formula in Proposition 2.1. The graphic comparison of convergence via the RMSE versus CPU time is plotted in Figure 4 . It shows that our exact scheme produces much smaller RMSE for a given computational budget, in particular for a longer time horizon. Hence, our exact scheme obviously outperforms the discretisation scheme for all different time horizons in term of the convergence rate.
The discretisation scheme is easily implemented. However, comparing with our exact scheme of Algorithm 3.6, it has some obvious disadvantages:
1. Discretisation introduces bias, which is hard to be quantified and measured.
2. The bias and errors are accumulating when time horizon T is increasing. This is evident from the plots in Figure 4 : the RMSE of discretisation scheme becomes much larger when T increases from T 1 to T 10. It would be very time consuming to achieve a high level of accuracy, especially for a large time T, as finer grids for time discretisation (i.e., smaller ) are required. The accuracy of our algorithm does not much depend on T as observed from Table 2. 3. The Feller's condition 2δa σ 2 may be required by the discretisation method. The simulated discretised intensity process still has a small probability to be negative, even when the Feller's condition holds. This is a well-known problem and requires further adjustments. Giesecke et al. (2011a) proved that
Comparison with Projection Scheme
where h i (t) is the projected ith interarrival intensity function (or projection). The idea of the projection method is that, here h i (t) is a time-deterministic function, and if it can be computed exactly (i.e., without Downloaded from informs.org by [158.143.233 .108] on 14 November 2017, at 01:28 . For personal use only, all rights reserved. Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 any numerical approximation, or numerically exact) for any i, then, in theory, the next arrival time T * i+1 can be exactly simulated via the classical thinning scheme (Lewis and Shedler 1979) subject to some upper-bound restriction, just like simulation for a nonhomogeneous Poisson process. Hence, the entire point process can be exactly simulated piecewisely by sequently implementing the thinning scheme. It is just like Ogata's modified thinning scheme (Ogata 1981) for exactly simulating the classical Hawkes process. However, for the numerical implementation in practice, the crucial problem is that function h i may be difficult (or even impossible) to be computed exactly for any i, especially for a large value of i. Giesecke et al. (2011a) developed a recursive scheme for calculating h i in theory as provided by Algorithm 4.2; see also Giesecke et al. (2008) for the version of a fixed initial intensity λ 0 .
For the numerical comparison between the projection scheme and our exact scheme, the targeted estimation is set to be Pr{ J T 1 | λ 0 }. It is a simplified version used in the original numerical experiment of Giesecke et al. (2011a) , as we attempt to keep the targeted estimation simple, without introducing additional complexity irrelevant to the algorithm comparison itself. Let us start with the same setup as Giesecke et al. (2011a) :
• The jump sizes Y i are assumed to follow a uniform distribution over two discrete points {0.4, 0.8}, i.e., Pr{Y i 0.4} Pr{Y i 0.8} 1/2 for any jump index i, which is denoted as Y i ∼ {0.4, 0.8};
• parameters are set as (a, λ 0 , δ, σ) (1.0, 1.0, 1.0, 1.0).
The results of numerical comparison are reported in Table 5 , with the associated graphical comparison in Figure 5 . As both of the two schemes are exact, the biases are set to be zero. Each of the true values Pr{ J T 1 | λ 0 } in the second column of Table 5 is estimated by a very large number of 10 6 sample paths based on our exact algorithm. 8 We can observe that our exact scheme achieves a similar level of accuracy (as measured by RMSE) but a much faster computing speed than the projection scheme.
More importantly, our exact scheme is substantially better at exactly simulating sample paths with a larger number of jumps. Here, to estimate Pr{ J T 1 | λ 0 }, the maximum number of jumps needed to generate within each sample path is only two.
9 However, if one wanted to exactly simulate sample paths containing many jumps, the projection scheme would become very slow. This problem was also pointed out by Giesecke et al. (2011a) . It is due to the intrinsic recursive execution of differentiation in (23) Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 (z). This would be both very time consuming and memory consuming, and might be even hard to handle by a normal computer. Approximations may be required to deal with this problem; however, the resulting scheme would not be exact anymore. Indeed, there is no such issue for our scheme. For instance, it is straightforward to obtain the entire distribution of the jump number N T , i.e., Pr{N T n | λ 0 }, which has numerous applications in finance (e.g., portfolio risk management and asset pricing). For example, the estimated probability distribution for the case T 4 based on 10 6 sample paths is provided in Figure 6 , with the total number of jumps N T 4 ranging from minimum 0 to maximum 82.
In summary, comparing with the projection scheme, our exact scheme of Algorithm 3.6 has some advantages:
1. In practice, the projection scheme is hard to maintain truly exact for simulating scenarios where large numbers of jumps occur within a given time horizon [0, T]. These scenarios are quite common in the real world and often are important to be modelled accurately in practice, in particular for the cluttering arrivals of many events. For example, this point process may be well equipped for modelling arrivals of a large number of trades in a high-frequency trading environment. Since all of the interarrival times and intensity levels are sequentially decomposed into simple random variables (of only uniform, Poisson, and Gamma) to generate, therefore the overall computing speed of our exact simulation does not much depend on the level of jump number i.
The Feller's condition 2δa σ
2 may be required by the projection method.
Summary for Numerical Comparisons
We admit that the discretisation scheme and projection scheme could be applicable to a more general family of point processes than our new exact scheme. However, for such an important process, the efficiency of our algorithm proposed in this paper exceeds that of these existing methods in the literature: our scheme is both theoretically and numerically exact and also very fast. In fact, our approach is not only restricted to this specified process; we provide some important and useful extensions of our exact scheme in the next section.
Extensions
Our Algorithm 3.6 can be easily adjusted to exactly and efficiently simulate a broad family of self-exciting jumps (points) with CIR-type intensities. Some important extensions are listed as follows:
1. The self-excited jump sizes {Y i } i 1,2,... in the intensity process (19) are flexible to be either fixed or following any arbitrary distribution, and they are not restricted to be positive as long as the zero lower bound of the intensity is not overshot, i.e., 
The simulation for this general case might be even more useful to generate different features of self excitements or contagion effects, as the nonlinear structure of the process makes a theoretical treatment very difficult.
4. It can also be adjusted to simulate self-exciting jumps with stationary CIR intensity. For instance, if jump sizes follow an exponential distribution, say, Y i ∼ Exp(β), β > 0, and the stationary condition holds, i.e., δβ > 1, then we can implement the simulation by setting the distribution of the initial intensity as
where the constants b 1 , b 2 > 0 and c − , c + < 0 are given by
The associated proof is provided by Zhao (2012) and Dassios and Zhao (2017) . 5. It is straightforward to integrate an additional series of externally excited jumps in the intensity process to Algorithm 3.6, which may be very useful for modelling some external risk factors; see some similar models in Ogata and Akaike (1982) , Brémaud and Massoulié (2002) and Dassios and Zhao (2011) . For example, if a series of Poisson shot-noise jumps (Dassios and Jang 2003) are added in the intensity process, then the conditional intensity (1) is extended to be • {X k } k 1,2,... are the sizes of externally excited jumps.
A point process with this generalised intensity (25) can be exactly sampled by Algorithm 5.1 as follows.
Algorithm 5.1 (Exact scheme)
Conditional on (λ T n , T n ) where T n is the nth jump time in the intensity (which is either a self-excited jump or an externally excited jump), we can simulate (λ T n+1 , T n+1 ) via the following steps:
(a) Simulate the (n + 1)th interarrival time
where the (n + 1)th self-excited interarrival time S * n+1 is simulated via (10); and E * n+1 is the (n + 1)th externally excited interarrival time following an exponential distribution of rate , i.e., E * n+1 ∼ Exp( ), which can be simulated via
(b) Set the (n + 1)th jump time T n+1 by T n+1 T n + s. as a mixture of two Gamma random variables Gamma(j + D + 1, C s /B s ) and Gamma( j + D + 2, C s /B s ) with weights w 1s , w 2s as (15).
(e) Add a jump in the intensity process at the jump time by
(f) Change the value in the point process at the jump time by
Inspired by the work of Dassios et al. (2015) , Algorithm 5.1 may be further extended to the version where the additional externally excited jumps arrive as a general renewal process rather than a simple Poisson process M t . Then the interarrival times of external shocks could follow any distribution rather than the exponential one.
6. Our exact algorithm is also flexible to be generalised to a multidimensional framework incorporating self-excited and mutually excited jumps: ADdimensional point process {N Operations Research, 2017 , vol. 65, no. 6, pp. 1494 -1515 , © 2017 For a simple numerical implementation for our exact simulation via Algorithm 3.6, we further assume individual losses follow exponential distribution, say, L i ∼ Exp(β) with the parameter setting (a, λ 0 , δ, σ, β, b) (0.9, 0.9, 1.0, 1.0, 1.2, 1.0). One simulated sample path of the joint point process N t and loss process L t for the time period t ∈ [0, 100] is plotted in Figure 7 . We can observe that the histogram of N t reproduces the empirically observed clustering losses in the time horizon. We can also generally compute various quantities for the arrival process {N t } t 0 and the loss process {L t } t 0 , such as the CDF of the cumulative loss process at time T, Pr{L T l}, and call options on the portfolio loss, Ɛ[(L T − K) + ] where K > 0 is the strike price. Here, we take the loss distribution Pr{L T l} for instance. We assume that the individual losses are fixed or follow a standard uniform distribution or an exponential distribution:
Case Constant L i ≡ 0.5 with (a, λ 0 , δ, σ, b) (0.9, 0.9, 1.0, 1.0, 1.0);
Case Uniform Distribution L i ∼ [0, 1] with (a, λ 0 , δ, σ, b) (0.9, 0.9, 1.0, 1.0);
Case Exponential Distribution L i ∼ Exp(β) with (a, λ 0 , δ, σ, β, b) (0.9, 0.9, 1.0, 1.0, 2.0, 1.0).
Estimated probabilities for Pr{L T l} based on the simulation of 100,000 sample paths for each case at T 1, 2, 5, 10, 20, respectively, are given by Figure 8 . Note that for all cases above, they have the same average (expected) loss of 0.5. However, the Case 3 of exponential distribution obviously produces the heaviest tailed loss distributions, whereas the Case 1 has the lightest ones.
