We propose a Bayesian analysis of detection of a change of parameter in a sequence of independent random variables from exponential family. The test uses the highest posterior density credible set. Ó
Introduction
We consider a sequence X 1 ; . . . ; X n of independent random variables such that there exists k P f1; . . . ; ng so that X 1 ; . . . ; X k have a distribution F h 1 and X k1 ; . . . ; X n have a distribution F h 2 .
We suppose that h 1 ; h 2 ; k are unknown and k is the said change-point. The aim of this work is to estimate k from the observed sequence x 1 ; . . . ; x n . By the Bayes formula, we determine the posterior distribution of the change-point k.
The problem of detection of change in Bayesain context was studied by many authors. We can cite the works of Cherno and Zacks [1] , Kander and Zacks [8] and Sen and Srivatana (1973) where the aim is to detect the change in the mean for normal random variables; Menzefricke [11] proposed a test of Applied Mathematics and Computation 124 (2001) 1±15 www.elsevier.com/locate/amc change in the variance for the same family of observations. Smith [12] proposed a Bayesian procedure for both normal and binomial random variables and Kim [9] in linear regression context. Henderson and Matthews [7] proposed a non-Baysian model for Poisson random variables to detect changes in annual number of cases of haemolytic uraemic syndrome (HUS). They studied not only at most one change but also multi-change. West and Ogden [13] used the HUS data for the estimation problem of change-points in a sequence of Poisson random variables approached by allowing the change to range over a continuous time interval 0; T , and derived a Bayesian-based interval estimator. Lee [10] proposed a Bayesian test for an exponential random family based on the Type II maximum likelihood (ML-II) approach. The objectives of these works are dierent from our work. We place our work in a similar situation as in Ghorbanzadeh and Lounes [4] who proposed a Bayesian test for exponential random variables. They introduced a parameter nuisance as in [3] and con®rmed Smith's result, but their con®rmation depended on the value of this parameter. We apply the results obtained to the data in [2] , on the annual volume of discharge from the Nile River at the Aswan dam in the period 1871 to 1970 for the exponential case, and for the Poisson case we use the data in [7] .
Statistical model and test procedure
Let F h denote an exponential family of the form dF h x ax /h bx e Àwhcx dlx relative to some Lebesgue measure l. Our model includes the following cases:
A. Continuous cases
, cx x, /h wh, then X $ Gammaa; wh. 3. If ax 1, bx 1, cx jxj, /h wh, then X $ Double-Exponentialwh.
B. Discrete cases 1. If ax 1=x!, bx x; cx 1, /h wh, then X $ Poisson wh.
In this work, we consider a changing model
& We suppose that h 1 ; h 2 and k are independent.
We build an inference about testing the hypothesis and estimating the change-point k. That is, to test whether or not a change-point occurs, i.e.
The proposed test uses Bayesian analysis, based on the posterior distribution of the ratio k h 1 =h 2 . The hypothesis H 0 meaning``no change'' is equivalent to H H 0 : k n and H 1 equivalent to H
is based on the posterior distribution of the change-point k [3, 10] . The advantage of this procedure is that asymptotics is not required [6] , unlike in non-Bayesian classical procedures [4, 5] .
Choice of prior
To cover many classical distributions, we suppose the following two hypotheses: we impose 1. wh /h h if h P 0; I, 2. wh À log h; /h 1 À h if h P 0; 1.
We suppose that the parameters h j ; j 1; 2, have the Gamma prior distribution: p j h j $ Gammal j ; m j for the case h j P 0; I, and the Beta prior distribution: p j h j $ Betam j ; l j for the case h j P 0; 1 where the parameters, l 1 ; l 2 ; m 1 and m 2 are assumed to be known. These choices are motivated by technical calculus and are usually used in Bayesian change-point literature [3, 6, 12] .
For the prior of k we use discrete families de®ned as f1; . . . ; ng built on a uniform distribution of 0; 1 for a parameter h:
cx i ; and x x 1 ; . . . ; x n :
We have where CÁ and bÁ; Á are the gamma and beta functions, respectively.
We can state that, given as x; k, h 1 and h 2 are independent and follow
if h P 0; I;
Then, the posterior distribution of k is given by m Ã k j x px; k=f x with f x n k1 px; k: We can remark that m and m Ã are conjugate.
Statistic Test
Let k h 1 =h 2 . In this section we suppose that h P 0; I, thus we have
By making the following change of variables: k h 1 =h 2 ; u h 1 we obtain the result.
Let
Then we have
where b II a; b denotes the Beta distribution of the second kind with density
where F n 1 ;n 2 is the Fisher distribution with n 1 ; n 2 degrees of freedom.
Rejection zone
Given as k, a 1 À a credible set for D k k is de®ned by
where F n 1 ;n 2 a is the a-quantile of F n 1 ;n 2 .
The decision rule for rejecting H 0 at the 100a% level is
Given as k, the p-value is
where
Application
For the parameter k, we propose the three following distributions:
The exponential case
In this section, we apply the previous results to the data in [2] , on the annual volume of discharge from the Nile River at the Aswan dam in the period 1871 to 1970. Cobb [2] supposes that the data come from a normal distribution and shows by a dierent technique that there is a change in the mean at k 28 (year 1898). Since for these data, the change occurs for the mean, and because our model for the normal case is adapted for a change in variance, we transform these data to an exponential one.
where Y $ Nm; r and U is the cumulative function of a standard normal random variable; it is easy to show that X $ exp1=r:
In our application, we have replaced m and r by their empirical estimators. For the m 1 prior distribution, we obtain the data presented in Table 1 (see also Fig. 1 ). Table 1 The posterior probability m The posterior probability m Ã 1 k j x is maximized at k 28 corresponding to the conditional p-value : p k1 28 9:3109 Â 10 À11 and to the unconditional p- Tables 4 and 5 ).
The Poisson case
In this section, we apply the previous results to the data used by Henderson and Matthews [7] and West and Ogden [13] . The data represent the number of haemolytic uraemic syndrome (HUS) cases in Birmingham and Newcastle from 1970 to 1989.
Henderson and Matthews [7] propose the following Poisson change-point model
& where X i denotes the number of HUS cases for the year i and Ph is the Poisson distribution with mean h. Henderson and Matthews [7] showed for the at most one change-point case that the change occurs at k 11 for the Birmingham data and k 15 for the Newcastle data. They used the loglikelihood statistic given as the change occurs and the resulting test (v 2 -test) is signi®cant. West and Ogden [13] supposed that data over T unit time periods, X 1 ; . . . ; X T , are observed where X i represents the number of events that occurred in the ith time period. Then they used a Poisson process to suppress the hypothesis that the change is an integer. They used the following model:
where x denotes the greatest integer function of x. They used only the Newcastle data and obtained (maximum-likelihood method), the value s 14:944 which closely corresponds with the estimate of 15 given by Henderson and Matthews [7] . The Birmingham data for the m 1 prior distribution are given in Table 2 (see also Fig. 2) .
The posterior probability m Ã 1 k j x is maximized at k 11 corresponding to the conditional p-value p k1 11 < 10 À15 and to the unconditional p-value 20 k1 m Ã 1 k j xp k1 k < 10 À13 . The 98% HPD credible set is f11g. We obtain the same results as in [7] .
For priors m 2 and m 3 , the results are similar and are given in Appendix A (see Tables 6 and 7) .
The Newcastle data for the m 1 prior distribution are presented in Table 3 (see also Fig. 3 ). Table 2 The posterior probability m The posterior probability m Ã 1 k j x is maximized at k 15 corresponding to the conditional p-value p k1 15 < 10 À13 and to the unconditional p-value
À9 . The 95% HPD credible set is f15g. Table 3 The posterior probability m 
À12
For priors m 2 and m 3 , the results are similar and are given in Appendix A (see Tables 8 and 9 ).
Appendix A
The posterior probability m Ã 2 k j x of the change-point k in Nile data is given in Table 4 .
The posterior probability m
À4 and is omitted. The 95% HPD credible set is f26; 27; 28; 29; 30; 31g.
The posterior probability m Ã 3 k j x of the change-point k in Nile data is given in Table 5 . Table 4 The posterior probability m Table 5 The posterior probability m 
À11
The posterior probability m Ã 3 k j x is maximized at k 28 and corresponding to the conditional p-value p k1 28 9:310910 À11 and to the unconditional pvalue 100 k1 m Ã 3 k j xp k1 k 3:2503 Â 10 À9 . The other posterior probability m Ã 3 k j x is below 10 À4 and is omitted. The 95% HPD credible set is f26; 27; 28; 29; 30; 31g.
The Birmingham data for the m 2 prior distribution are given in Table 6 . The posterior probability m Ã 2 k j x is maximized at k 11 and corresponding to the conditional p-value p k1 11 < 10 À15 and to the unconditional p-value
À13 . The 98% HPD credible set is f11g.
The Birmingham data for the m 3 prior distribution are given in Table 7 . The posterior probability m Ã 3 k j x is maximized at k 11 and corresponding to the conditional p-value p k1 11 < 10 À15 and to the unconditional p-value
À13 . The 97% HPD credible set is f11g.
The Newcastle data for the m 2 prior distribution are given in Table 8 . The posterior probability m Ã 2 k j x is maximized at k 15 and corresponding to the conditional p-value p k1 15 < 10 À13 and to the unconditional p-value
À9 . The 95% HPD credible set is f15g.
The Newcastle data for the m 3 prior distribution are given in Table 9 . Table 6 The posterior probability m Table 8 The posterior probability m Table 7 The posterior probability m 
