Abstract-Facial micro-expression refers to split-second muscle changes in the face, indicating that a person is either consciously or unconsciously suppressing their true emotions and even mental health. Therefore, micro-expression recognition attracts increasing research efforts in both fields of psychology and computer vision. Existing research on micro-expression recognition has mainly used hand-crafted features, for example, Local Binary Pattern-Three Orthogonal Planes (LBP-TOP), Gabor filter and optical flow. Recently, Deep Convolutional neural systems have demonstrated a high degree effectiveness for difficult face recognition tasks. This paper explores the possible use of deep learning for micro-expression recognition. To develop a reliable deep neural network extensive training sets are required with a huge number of labeled image samples. However, micro-expression recognition is a challenging task due to the repressed facial appearance and short duration, which results in the lack of training data. In this paper, we propose to generate extensive training datasets of synthetic images using data augmentation on CASME and CASME II databases. Then, these datasets are combined to tune a satisfactory CNN-based microexpression recognizer. Experimental results demonstrate the effectiveness of the proposed CNN approach in image based micro-expression recognition and present comparable results with the best-related works.
INTRODUCTION
Breaking down facial micro-expression is a relatively new research theme with much-developing interests as of late. The principle explanation behind naturally distinguishing the micro-expression is that micro-expression is a critical emotional sign for different real-life applications. Microexpression is a form of non-verbal communication that unconsciously reveals the true sentiments of a person. As compared to macro-expression, micro-expression has three basic qualities: short duration, subtle movement, and trouble about concealing [32] . Micro-expressions are exhibited subtly and typically occur very briefly, at a length of about 1/5 to 1/25 of a second [7] , and they usually occur in several parts of the face where most people do not realise [18] . Similar to macroexpressions, micro-expressions can be grouped into six basic expressions: happy, surprise, anger, sad, disgust, and fear.
It is not straightforward to recognise the genuine emotion shown on one's face. Thus recognising micro-expressions is beneficial in our daily life as we can read if someone is attempting to cover his/her feeling or trying to deceive you. To solve this challenging problem, Ekman developed the Micro Expression Training Tool (METT) which can help people to detect micro-expression [3] . Some research found that it was still hard for a trained human to detect facial micro-expression. In a psychological experiment [4] conducted using METT micro-expression training dataset, the average microexpression recognition rate was 50%. To solve these problems, the advanced computer vision technology can achieve higher detection and classification performance and solve this issue.
Deep learning is a group of machine learning methods biologically inspired from the structure of the brain. Convolutional Neural Networks (CNN) learns hierarchical features from multiple labelled images. It has been used for various applications including recognition of objects, actions, and places, face recognition [9, 24] and face expression recognition [20] .
The deep convolutional neural network has recently yielded excellent performance in a wide variety of image classification tasks. The careful design for mapping of local to global feature learning with convolution, pooling, and layered architecture renders excellent visual representation ability, making it an effective tool for facial micro-expression recognition. In this paper, we concentrate on the task of the image based static facial micro-expression recognition on CASME, CASME II and both combined (CASME+2) with deep Convolutional Neural Networks (CNN). The input for recognition is a raw image; which is then pre-processed and given as input to CNN to predict the facial micro-expression label which should be one of the labels: Disgust, Fear, Happiness, Neutral, Sadness, and Surprise.
Deep learning requires a lot of data but for microexpression recognition, there is not enough data: there are three spontaneous micro-expression datasets which altogether contain 748 videos. It is also not possible to collect millions of labelled training images from the internet for microexpressions. Considering these limitations, we decided to convert the labelled micro-expression videos into frames and use these labelled frames for training the CNN model for image based micro-expression recognition. The frames are extracted every 0.2 seconds (or 200 milliseconds) from the video. The number of frames per video depends on the length of the video. For example, for a video of length 2 seconds, 157 frames could be extracted. All the images extracted from a video will have the same label as the video. Even though we have extracted the frames from the videos, the number of image samples is not enough to train the deep neural network model. This leads us to the idea of combining the widely used micro-expression datasets to form a large dataset of training samples.
Our significant research contributions can be summarised as follows: 1. We propose a CNN architecture that achieves satisfactory recognition accuracy on micro-expression images; 2. We also aim to present a novel thought to combine the widely used micro-expression databases CASME and CASME II to increase the number of samples for training CNN model.
The structure of the paper is as follows: Section II reviews related work; Section III discusses the existing publicly available and widely used datasets for micro-expressions; Section IV introduces our proposed micro-expression recognition model; Section V presents the experimental setup and results, and the conclusions are drawn in Section VI.
II. RELATED WORK
Studies in psychology demonstrate that facial features of expression are located around mouth, nose and eyes and their locations are essential for categorising facial microexpressions. In this part, we review some existing microexpression analysing approaches as well as the deep learning techniques. Most work on micro-expressions in the field of Computer Vision has mainly focused on micro-expression recognition [10, 19, 22, 23, 28, 29] . Micro-expression recognition task is defined as recognising the emotional label of well-segmented video containing micro-expression from start to end. Micro-expression analysing methods can be separated into two major groups, the local methods and the holistic methods. Initial research work on micro-expression recognition has been conducted on posed micro-expression. According to the Action Units [5] , the local methods partition the face area into some subregions. The reported results were carried out within each face subregions. Wu et al. [28] extracted features using Gabor filters and used Support Vector Machine (SVM) to recognise them. Polikovsky et al. [23] proposed to utilise Active Shape Model (ASM) model to detect facial landmarks which used to segment face area into twelve subregions. In each subregion, 3D-gradient orientation descriptor was extracted as a descriptor of facial muscle movement. Finally, the micro-expression video was divided into onset, apex and offset stages. The holistic methods handled the whole face for analysing the micro-expression category. Pfister et al. [22] proposed a spatiotemporal holistic feature for recognising micro-expression. More specifically, the algorithm detected 68 landmarks in the first sequence by using ASM model. Then, these landmarks were utilised to align face for alleviating the issue of head movements. Temporal Interpolation Model (TIM) was used to each sequence so that the lengths of all the video were normalised [22] . Furthermore, LBP-TOP features were used to extract the feature of micro-expression and SVM, Multiple Kernel Learning (MKL), Random Forest (RF) were used to perform classification. Huang et al. [10] proposed SpatioTemporal Completed Local Quantization Patterns (STCLQ) feature for recognition. Liu et al. [19] proposed Main Directional Mean Optical Flow feature and used SVM for classification. Feng et al. [29] calculated principal optical flow direction resulting Facial Dynamics Map with SVM as a classifier. From the literature review, it was found that the main method for facial landmark localisation is ASM.
Recently, Deep Learning [13] has become very effective image analysis approach, such as image classification, semantic segmentation, object detection and image superresolution. Compare to traditional hand-engineered features, such as Local Binary Pattern (LBP) [31] and Histogram of Gradients (HoG) [1, 16] ; a deep convolutional neural network consists of multiple layers which can automatically learn hierarchies visual features directly from the raw image pixels. In the research [12] , Kim et al. introduced deep learning features for micro-expression recognition. They proposed a new method consisting of two sections. First, the spatial features of micro-expressions at different expression states (onset, onset to apex transition, apex, apex to offset transition, and offset) are converted using convolutional neural networks (CNN). Next, the learned spatial features with expression-state constraints are transferred to learn temporal features of microexpression. The temporal feature learning converts the temporal characteristics of the different states of the microexpression using long short-term memory (LSTM) recurrent neural networks (RNNs) [12] . The time scale dependent information that resides along the video sequences is consequently learned by using LSTM.
Recent advances in micro-expression recognition focus on recognising more spontaneous facial micro-expressions. The Chinese Academy of Sciences Micro-Expression (CASME) [32] and CASME II [30] were collected to mimic more spontaneous scenarios and contain seven basic microexpression categories. Both these datasets contain video clips which were recorded in a controlled environment. The idea is that videos, although not truly spontaneous, at least provide facial micro-expressions in a much more natural and versatile way than posed datasets. With the introduction of deep learning methods, a wide range of image classification work gives the finest performance. The existing works focus on spatiotemporal features for micro-expression recognition whereas we concentrate on the task of image-based static facial microexpression recognition on CASME and CASME II with deep CNNs.
III. DATABASES
There are three publicly available spontaneous microexpression databases for recognition task: spontaneous microexpression dataset (SMIC) [15] , the Chinese Academy of Sciences Micro-Expression (CASME) [32] and CASME II [30] . These datasets have recorded micro-expression faces in frontal view. Table I lists the key features of existing micro-expression databases.
In order to evaluate the proposed architecture, we use two of these known databases, CASME and CASME II, as well as present an additional database which is an aggregation of CASME and CASME II, we will refer it as CASME+2 in our article.
IV. PROPOSED METHOD
The conventional pipeline consists of four stages: 1) face detection; 2) pre-processing; 3) feature extraction; and 4) classification. Fig. 1 shows the basic block diagram of the micro-expression recognition. In this section, we describe the whole structure of our micro-expression recognition. We explain the method to increase the number of samples in the dataset using data augmentation in Section A. Section B discusses the preparation of the training, testing and validation datasets for training and validating the developed CNN model. Section C explains about the method applied for face detection and pre-processing, i.e. steps 1 and 2 of the block diagram. Section D represents steps 3, and 4 of the block diagram where the deep network does the feature extraction and classification. We developed CNN with variable depths to evaluate the performance of our model for facial micro-expression recognition.
A. Data Augmentation
The absence of large training datasets is a crucial bottleneck that keeps the utilisation of profound (deep) learning techniques in such cases, as the models will overfit drastically when utilising small training datasets. To address this issue, a large number of strategies have been proposed: fine-tuning models trained from other large public datasets (e.g. ImageNet [2] ), using the big synthetic training datasets explored by some authors [8, 12, 14] .
There are two critical points of interest of utilising synthetic data (i) one can produce the same number of training samples as required, and (ii) it permits explicit control over the unwanted factors. Data augmentation is a technique that is commonly used to reduce the scarcity problem. It is a set of label-preserving transforms that introduce some new instances without collecting the new data. In this, the existing training images are transformed without affecting the semantic class label. Examples of such transformations are horizontal/vertical mirroring [17] , cropping, small rotations, etc. Flipping and mirroring images vertically or horizontally producing two samples of each is a commonly used data augmentation technique for face recognition. In our evaluations, both original and vertically mirrored images are used for training. Table II demonstrates the data augmentation process has doubled the number of samples.
B. Data preparation
Training and testing of the model have carried on images from CASME, CASME II and CASME+2 databases which comprise of human faces; each labelled with one of 5 emotion categories: disgust, fear, happiness, sadness, and surprise. We have also taken into consideration the 6th category as 'neutral'. The given images are divided into two different sets which are training and testing sets. For data augmentation, mirrored images were generated by flipping images vertically. The training set comprises of 80% of the total images in the synthetic database and remaining 2% of the images are further divided as the testing set (1%) and validation set (1%).
C. Face detection and Pre-processing
We note that all the images are pre-processed so that they form a bounding box around the face region. Using the raw images from the CASME and CASME II database, we implemented the DLib face detector in OpenCV to detect and crop the face region from the raw image. The cropped face is then processed for head pose correction by computing the angle between the eye centroids and later applying the affine transformation. The transformed image is again passed to DLib face detector to crop and save the more accurate face region. Fig. 2 . shows the face detection and pre-processing steps. The face region is detected from the raw image frame given as the input. The Fig. 2 . shows the red bounding box around the detected face region and the cropped face image. Since the frames are extracted from the videos, there is slight head movement observed in some of the videos. In the preprocessing step, the head pose correction method is applied to the cropped face. The head pose is aligned with the use of affine transformation, and the face region is cropped again to ensure that only the face region is given as input to the CNN model. The primary purpose of the Convolutional step is to extract features from the input image. It maintains the spatial relationship between pixels by learning image features using small squares of input data and creates a feature map. ReLU is a non-linear operation. ReLU is a component wise operation (applied per pixel) and replaces all negative pixel values in the feature map by zero. Convolution is a linearity process which is element wise matrix multiplication and addition, so we represent non-linearity by presenting a non-linear function like ReLU. Spatial Pooling (also called subsampling or downsampling) reduces the dimensionality of each feature map but retains the most important information. In case of Max Pooling, the largest element from the rectified feature map within that window is taken.
Unitedly these layers select the useful features from the images, embed non-linearity in the network and reduce feature dimension while intending to make the features to some degree equivariant to scale and translation. The output of the third pooling layer acts as an input to the Fully Connected Layer. The Fully Connected Layer is a conventional Multi Layer Perceptron that uses a Softmax initiation function in the output layer (different classifiers like SVM can likewise be utilised, Putting it all together, the Convolution and Pooling layers act as Feature Extractors from the input image while the Fully Connected later serves as a Classifier.
The network contains five convolutional layers where the Conv1 layer has 11x11 filters and rest with 3x3 filters, three max pooling layers of kernel size 3x3, stride 2 and three fully connected layers (Fig. 4) . The fully connected layers contain dropout, a mechanism for randomization which reduces the risk of the network over fitting. The Rectified Linear Unit (ReLU) was used for activation function. The system operates in two main phases: Training and Testing. During training, the system receives a training data comprising of images of faces with their respective micro-expression label. To ensure that the training performance is not affected by order of presentation of the examples, a few images are separated as a validation set. During testing, the images in the validation set are fed to the network which outputs the predicted micro-expression label using the final network weights learned during training. The base learning rate (base_lr) for the model is set to 0.001, stepsize parameter is set to 10,000, and maximum iterations (max_iter) are 100,000. The batch size of the images is 50 images per batch for training. We also changed the learning policy parameter (lr_policy) value to "step" where the learning rate will drop at every step size. The rest of the parameter settings were used the default. We used a baseline Softmax classifier.
The VGGFace is a network trained on a very large-scale face images dataset (2.6M images, 2.6k people) for the task of face recognition available from Visual Geometry Group at the University of Oxford [21] . Since the dataset was trained for a similar application but on a much larger dataset than ours, we tried fine-tuning the model for micro-expressions.
V. EXPERIMENT AND RESULTS
The proposed micro-expression recognition verifies the effectiveness by conducting experiments on the CASME, CASME II and CASME+2 datasets. All the images in the databases are pre-processed and flipped vertically to increase the number of samples. The new synthetic database is then divided into two groups as Training and Testing. Each image has been categorized as: 0 = Disgust, 1 = Fear, 2 = Happiness, 3 = Neutral, 4 = Sadness, and 5 = Surprise.
We implemented the deep convolutional neural networks based on the Caffe [11] (a fast open framework for deep learning and computer vision) and took 10-12 hours to train this network. The models were trained for 100,000 iterations on CASME and 41,000 iterations on CASME II and CASME+2. The learning rate is changed from 0.001 to 0.0001 when the training iteration reaches 10,000. At each round of iterations in model training, the layer parameters of the network are updated based on the loss. We set a maximum number of iterations, and when the training time reaches the number, we obtain a trained model, which is essentially the parameter of all the filters. We then save the model so we can use the model to predict a micro-expression of images.
The input is given from the Validation sets which are the raw face images collected from the original databases. For each experiment, a corresponding Validation set is used depending on the training database. The confusion matrixes for each experiment are as shown in the Figures 5, 6 and 7.
The recognition accuracy results for the three databases used are summarised in Table III . From the table, we can observe that the recognition accuracy improves as the number . Confusion matrix on CASME + CASME II database of training samples increases. It can be interpreted from the results in Table II that the larger the training dataset is, the better the recognition accuracy is achieved.
Tables IV and V lists the recognition accuracy of using our method and of the state-of-the-art methods in CASME dataset and CASME II dataset respectively. Most of the existing methods are video based, which more or less take advantage of videos temporal information. Our method is image based, which applies CNN on image frames extracted from videos. The tables testify that proposed CNN method exhibits satisfying micro-expression recognition accuracy. These results also demonstrate that image based micro-expression recognition delivers identical results as video based approaches.
Due to larger number samples in CASME II dataset as compared to CASME dataset, the researchers in [12] opted to demonstrate deep learning results on video clips from CASME II dataset. In our research, we have applied data augmentation technique to increase the number of samples. Therefore, our experiments use both CASME and CASME II datasets to showcase the effectiveness of proposed CNN method. 
Method
Accuracy LBP-TOP+ELM [6] 73.82% MDMO+SVM [19] 68.86% LBP-TOP+SVM [25] 61.85% Proposed CNN method 74.25% 
Accuracy LBP-TOP+SVM [26] 75.30% MDMO+SVM [19] 67.37% CNN+LSTM [12] 60.98% Proposed CNN method 75.57%
In [6, 12, 19, 25, 26] , the researchers have considered the temporal factor from the video for recognition of microexpressions which have contributed an additional feature in the calculations. In case of our method, we tried to eliminate the temporal factor and simply exhibit the image based microexpression recognition approach.
A. Difficulties with certain expressions
We observe that some classes appear to be "harder" to train in the sense that, (1) none of our models were able to score highly on them, and (2) our model predictions for those classes tend to fluctuate depending on our training scheme and architecture. This appears to be the case for classes such as "fear", "happiness", and "sadness". There might be two reasons discussed as follows. First, these classes tend to have much fewer training samples compared to classes such as "disgust", "neutral", and "surprise", making it harder to train the CNN to recognise them. Second, these micro-expressions can be very nuanced, making it difficult even for humans to agree on their correct labelling [27] .
We suspect that the inherent difficulty in assigning labels to some of the samples may have caused them to be "mislabelled", thereby affecting the models that were trained on them. Lastly, we note that all except one model (CASME II) were unable to predict a sufficient number of samples for label "fear" correctly. The reason for this could be an imbalance in the training datasets. The imbalance in the number of training samples for each class of micro-expressions most likely caused our models to overfit the micro-expressions with more samples (e.g. "disgust") at the expense of this class. Furthermore, the expression of fear is very subtle, which means that it will be hard for our CNN models to discover features to robustly distinguish this micro-expression from other similarly nuanced expressions such as sad, happiness, and surprise. This can be verified by examining the confusion matrices in Figure 3 , 4 and 5, which indicates that the "disgust" class is often the highest scoring class. The classes "fear", "neutral", "happiness", "sadness", and "surprise" are often mistaken for each other by our models.
The combination of these two factors makes it even harder to train models to predict this micro-expression accurately. The above observations highlight the difficulty in training CNNs using a small unbalanced dataset with classes that are not visually distinctive.
VI. CONCLUSION
We have shown that it is possible to obtain a significant improvement in accuracy over the baseline results for microexpression classification using CNNs pre-trained model utilised for the task for face recognition and fine-tuning it on face micro-expression databases. The experiments also conclude that the small sizes of the datasets do not favour them for being used for training CNNs. However, CNNs trained on sufficiently large face micro-expression datasets also can be used to obtain better results than the baseline without using the data augmentation technique to increase the size of the dataset artificially. This suggests that if we were to exploit deep neural networks such as CNN for face micro-expression recognition to achieve the significant gains seen in other domains, then having bigger datasets is crucial. This is where we implanted the idea of combining the two databases CASME and CASME II to form a larger database. Image based face expression recognition is a popular research topic, but we demonstrated through our experiments that image based micro-expression recognition could also yield acceptable accuracy.
Lastly, we also noted the inherent difficulty in assigning correct labels to faces depicting some of the more nuanced micro-expressions and how that can affect the performance of our models.
