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ABSTRAK1 
Penduga yang konsisten dari fungsi distribusi dan fungsi kepekatan peluang waktu tunggu 
dari proses Poisson periodik dibahas dalam artikel ini. Tidak ada asumsi bentuk parametrik 
tertentu dari fungsi intensitas proses Poisson periodik. Situasi dipertimbangkan ketika hanya 
ada realisasi tunggal dari proses Poisson periodik yang teramati dalam interval terbatas 
[0, 𝑛]. Hasil pembuktian menunjukkan bahwa penduga yang diusulkan konsisten ketika 𝑛 →
∞. 
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ABSTRACT 
The consistent estimator of the distribution and the density functions of the waiting time of a cyclic 
Poisson process is considered and investigated. We do not assume any particular parametric form of 
the intensity function of the cyclic Poisson process. We consider the situation when there is only a 
single realization of the cyclic Poisson process is spotted in a bounded interval [0, 𝑛]. We proved that 
the propose estimators are consistent as 𝑛 → ∞. 
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1.  Pendahuluan 
Proses stokastik adalah sebuah proses yang menggambarkan kejadian-kejadian yang 
terjadi secara acak dan berubah seiring dengan berjalannya waktu. Proses Poisson 
adalah salah satu proses stokastik dengan waktu kontinu. Proses Poisson merupakan 
proses pencacahan dimana banyak kejadian pada interval waktu terdistribusi Poisson. 
Proses Poisson dapat dibedakan menjadi proses Poisson homogen yang fungsi 
 
1 e-ISSN: 2656-1344 © 2021 Fatimah Azzahra, I Wayan Mangku | Under the license CC BY-NC 4.0 
Received: 23 March 2021 | Accepted: 4 May 2021 | Online: 6 May 2021 
 
 
Penduga Konsisten dari Fungsi Sebaran dan Fungsi Kepekatan Peluang Waktu Tunggu … 
JJoM | Jambura J. Math.                                 129                            Volume 3 | Issue 2 | July 2021 
intensitasnya merupakan fungsi konstan dan proses Poisson nonhomogen yang fungsi 
intensitasnya bergantung pada waktu [1]. Salah satu contoh proses Poisson 
nonhomogen adalah proses Poisson dengan fungsi intensitas berupa fungsi periodik. 
 Serangkaian proses dikatakan periodik jika setelah suatu satuan waktu proses tersebut 
cenderung berulang. Suatu periode dapat berupa harian, mingguan, tahunan, atau 
dalam bentuk satuan unit yang lain [2]. Dalam suatu proses Poisson periodik, bentuk 
fungsi intensitas pada periode sebelumnya dengan sesudahnya memiliki pola yang 
serupa. Oleh sebab itu, dalam kehidupan sehari-hari proses Poisson periodik berguna 
untuk memprediksi suatu kejadian pada periode berikutnya. Beberapa contoh 
penerapan proses Poisson dalam kehidupan sehari-hari dapat ditemukan pada [3]-[6]. 
Waktu tunggu kejadian ke-𝑚 dari suatu proses Poisson adalah lama waktu sejak 
proses tersebut diamati sampai kejadian ke-𝑚 terjadi. Dalam kehidupan sehari-hari, 
waktu tunggu suatu kejadian proses Poisson sangat berguna, contohnya untuk 
memprediksi kedatangan pengunjung dalam suatu pusat servis sehingga 
memungkinkan sistem untuk mengetahui jam istirahat yang efisien. Waktu tunggu 
untuk kasus proses Poisson homogen telah diketahui memiliki sebaran eksponensial 
[7], sedangkan belum banyak informasi yang tersedia tentang sebaran waktu tunggu 
proses Poisson nonhomogen. Kajian terhadap waktu tunggu proses Poisson 
nonhomogen sangatlah luas, hasil penelitian yang sudah ada salah satunya mengenai 
proses Poisson periodik dengan tren linear [8], dan proses Poisson periodik dengan 
tren fungsi pangkat [9]. Beberapa penelitian terkait tentang proses Poisson periodik 
yang lainnya dapat ditemukan pada [10]-[13].  
Sebaran dari peubah acak waktu tunggu proses Poisson periodik umumnya tidak 
diketahui, sehingga diperlukan penduga fungsi sebaran dan fungsi kepekatan peluang 
dari peubah acak tersebut. Tujuan dari penelitian ini adalah merumuskan penduga 
dan membuktikan kekonsistenan penduga fungsi sebaran dan fungsi kepekatan 
peluang waktu tunggu proses Poisson periodik.  
Artikel ini disusun dalam 4 bagian, yaitu pendahuluan, metode penelitian, hasil, dan 
kesimpulan. Pada bagian hasil, rumus penduga ditulis pada sub bagian ke-2, beberapa 
lema teknis ditulis pada sub bagian ke-3, kekonsistenan penduga ditulis dalam bentuk 
teorema pada sub bagian ke-4, dan bukti matematis dari teorema tersebut ditulis pada 
sub bagian ke-5.  
 
2.  Metode  
Fokus penelitian ini adalah pengembangan teori. Adapun langkah-langkah yang 
dilakukan dalam penelitian ini adalah sebagai berikut: 
1. Studi pendahuluan 
a. Mempelajari proses Poisson periodik, 
b. Menggali landasan matematika untuk membuktikan teori baru. 
2. Tahapan penelitian 
a. Merumuskan penduga fungsi sebaran dan fungsi kepekatan peluang waktu 
tunggu proses Poisson periodik, 
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3.  Hasil dan Pembahasan 
3.1 Fungsi Sebaran dan Fungsi Kepekatan Peluang Waktu Tunggu Proses Poisson   
      Periodik 
Misalkan proses {𝑁(𝑡), 𝑡 ≥ 0} adalah proses Poisson periodik yang terdefinisi pada 
suatu ruang peluang (Ω, ℱ, P). Dengan kata lain, untuk setiap 𝑠 > 0, fungsi intensitas 𝜆 
dapat dituliskan sebagai berikut 
 λ(𝑠) = λ(𝑠 + 𝑘𝜏), (1) 
untuk setiap  𝑠 ≥ 0 dan 𝑘 ∈ ℕ, dengan ℕ menyatakan himpunan bilangan asli dan 𝜏 
adalah panjang satu periode. Proses tersebut diamati pada suatu interval terbatas 
[0, 𝑛]. Untuk setiap 𝑧 > 0 dan untuk suatu bilangan bulat positif 𝑚, diperoleh fungsi 
sebaran 𝐹𝑇𝑚 dari waktu tunggu kejadian ke-m  𝑇𝑚 sebagai berikut: 
𝐹𝑇𝑚(𝑧) = P(𝑇𝑚 ≤ 𝑧)  
= P(𝑁[0, 𝑧] ≥ 𝑚) 
= 1 − 𝑃(𝑁[0, 𝑧] ≤ 𝑚 − 1) 

















]                                                                           (2) 




Misalkan 𝑧𝑟 = 𝑧 − 𝜏 ⌊
𝑧
𝜏
⌋, dimana untuk suatu bilangan real 𝑥, ⌊𝑥⌋ menyatakan bilangan 
bulat terbesar yang kurang dari atau sama dengan 𝑥, maka untuk setiap 𝑧 > 0 
diperoleh 𝑧 = 𝑧𝑟 + 𝜏 ⌊
𝑧
𝜏





intensitas global dari 𝑁. Untuk setiap 𝑧 > 0, Λ(z) dapat ditulis sebagai berikut 
Λ(z) = ∫ 𝜆(𝑠)
𝑧
0
𝑑𝑠 = ∫ 𝜆(𝑠)
𝑧𝑟
0
𝑑𝑠 + ∫ 𝜆(𝑠)
𝑧
𝑧𝑟
𝑑𝑠 = Λ(𝑧𝑟) + 𝜃𝜏 ⌊
𝑧
𝜏




𝑑𝑠 adalah integral dari fungsi intensitas untuk periode yang tidak 
penuh dengan panjang interval 𝑧𝑟 dan  ∫ 𝜆(𝑠)
𝑧
𝑧𝑟
𝑑𝑠 adalah integral dari fungsi intensitas 
untuk periode yang penuh sebanyak 𝜏 ⌊
𝑧
𝜏




⌋. Untuk setiap 𝑧 > 0 dan untuk suatu bilangan bulat positif 𝑚, diperoleh fungsi 
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− 𝑒−Λ(z) [𝜆(𝑧) +
2Λ(z)𝜆(𝑧)
2!
+ ⋯+ 𝜆(𝑧)(𝑚 − 1)
(Λ(z))
𝑚−2
(𝑚 − 1)(𝑚 − 2)!
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.                                                                                                                 (4) 
3.2 Rumus Penduga 
Penduga fungsi sebaran 𝐹𝑇𝑚(𝑧) dari proses Poisson periodik 𝑁 pada interval [0, 𝑛] 
adalah 
?̂?𝑇𝑚,,𝑛(𝑧) = 1 − 𝑒




)                (5) 
dengan 
?̂?𝑛(𝑧) = ?̂?𝑛(𝑧𝑟) + 𝜃𝑛𝜏 ⌊
𝑧
𝜏
⌋                                               (6) 




                                                             (7) 




∑ 𝑁[𝑘𝜏, 𝑘𝜏 + 𝑧𝑟]
𝑛𝜏−1
𝑘=0
                                            (8) 
dimana 𝑛𝜏 = ⌊
𝑛
𝜏
⌋ menyatakan bilangan bulat terbesar yang lebih kecil atau sama dengan 
𝑛
𝜏
. Dengan kata lain, 𝑛𝜏 adalah banyaknya periode pada interval [0, 𝑛].  






                                    (9) 
(cf. (1) dan (4)) dimana  𝑧 > 0, ?̂?𝑛(𝑧) merupakan 
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𝑁([𝑠 + 𝑘𝜏 − ℎ𝑛, 𝑠 + 𝑘𝜏 + ℎ𝑛] ∩ [0, 𝑛])
∞
𝑘=0
,                           (10) 
yaitu kasus khusus dari penduga fungsi intensitas 𝜆 tipe Kernel yang dikenalkan pada 
[10] dengan fungsi kernel 𝐾 =
1
2
𝐈[−1,1]. Statistik penduga sudah dijelaskan pada [11], 
dengan ℎ𝑛 adalah barisan bilangan real positif sedemikian sehingga ℎ𝑛 ↓ 0 ketika 𝑛 →
∞ dan K menyatakan fungsi kernel 𝐾: 𝑅 →  [0,∞) yang memenuhi sifat-sifat: 
(K.1) K merupakan fungsi kepekatan peluang, 
(K.2) K terbatas, 
(K.3) K memiliki daerah definisi [-1,1], 
(K.4) K kontinu, kecuali mungkin untuk beberapa interval terbatas.  
Beberapa hasil penelitian yang terkait tentang estimasi fungsi intensitas dari proses 
Poisson periodik dapat ditemukan pada [14]-[24]. 
 
3.3 Beberapa Lema Teknis 
Untuk membuktikan kekonsistenan penduga diperlukan  lema-lema sebagai berikut: 
Lema 1. Misalkan fungsi intensitas λ memenuhi persamaan (1) dan terintegralkan 
lokal. Misalkan pula kernel 𝐾 memenuhi asumsi (K.1)-(K.4). Jika bandwidth ℎ𝑛 ↓ 0 dan 
𝑛ℎ𝑛 → ∞ ketika 𝑛 → ∞ maka  
?̂?𝑛,𝐾(𝑠)
𝑝
→ 𝜆(𝑠)                                                                       
ketika 𝑛 → ∞ asalkan 𝑠 adalah titik Lebesgue dari 𝜆. Dengan kata lain, ?̂?𝑛,𝐾(𝑠) adalah 
penduga konsisten untuk 𝜆(𝑠). Bukti dapat dilihat pada [14]. 
Lema 2. Jika fungsi intensitas 𝜆 memenuhi (1) dan terintegralkan lokal, maka 
?̂?𝑛(𝑧𝑟)
𝑝
→𝛬(𝑧𝑟)                                                                     
untuk 𝑛 → ∞. Dengan kata lain, ?̂?𝑛(𝑧𝑟) adalah penduga konsisten untuk 𝛬(𝑧𝑟). Bukti 
dapat dilihat pada [19]. 
Proposisi 1. Misalkan fungsi intensitas memenuhi (1) dan terintegral lokal. Maka,  
 𝜃𝑛
𝑝
→𝜃                                                                       
ketika 𝑛 → ∞. Dengan kata lain,  𝜃𝑛 adalah penduga konsisten untuk θ. 
Dari (6), Lema 2 and Proposisi 1, kita mendapatkan Akibat 1. 
Bukti Proposisi 1. Untuk membuktikan kekonsistenan penduga, kita cukup 
membuktikan bahwa 
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Var(𝜃𝑛) → 0                                                                 (12) 
saat 𝑛 → ∞. 
Pertama-tama kita buktikan persamaan (11). Jelas bahwa, 








































) = 𝜃. 
Selanjutnya, kita buktikan persamaan (12). Jelas bahwa, 

































ketika 𝑛 → ∞. □ 
 
Akibat 1. Misalkan fungsi intensitas memenuhi (1) dan terintegral lokal. Maka, untuk 
suatu 𝑧 > 0 diperoleh 
?̂?𝑛(𝑧)
𝑝
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3.4 Kekonsistenan Penduga 
Syarat perlu agar sebuah penduga layak untuk digunakan adalah penduga tersebut 
harus konsisten. Hasil utama dari penelitian ini dituangkan pada dua teorema. 
Teorema 1 menjelaskan tentang kekonsistenan penduga fungsi sebaran 𝑇𝑚 dan 
Teorema 2 menjelaskan tentang kekonsistenan penduga fungsi kepekatan peluang 𝑇𝑚. 
Teorema 1. Jika fungsi intensitas 𝜆 memenuhi (1) dan terintegralkan lokal, maka untuk 
setiap 𝑧 > 0 dan setiap bilangan bulat positif 𝑚, diperoleh 
?̂?𝑇𝑚,,𝑛(𝑧)
𝑝
→𝐹𝑇𝑚(𝑧)                                                         (13) 
untuk 𝑛 → ∞. 
Bukti. Untuk membuktikan (13), kita menggunakan persamaan (5) dan (2) sebagai 
berikut: 
?̂?𝑇𝑚,,𝑛(𝑧) − 𝐹𝑇𝑚 










= 𝑒−𝛬𝑛(𝑧) (1 + 𝛬(𝑧) +⋯+
(𝛬(𝑧))𝑚−1
(𝑚 − 1)!






















 .                                                                       (14) 
Dengan ekspansi deret Taylor dan Akibat 1, diperoleh 
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= 𝑒−𝛬(𝑧)
(







= 𝑒−𝛬(𝑧)𝑜𝑝(1)  
= 𝑜𝑝(1)  




) ≤ 𝑒𝛬(𝑧) = 𝒪(1), untuk suatu 𝑚 ≥ 1, 
maka kita peroleh suku pertama pada persamaan (14) adalah 𝑜𝑝(1) saat 𝑛 → ∞.  
Untuk mengecek suku kedua pada persamaan (14), perhatikan bahwa untuk suatu 





= 𝑜𝑝(1)                                                 (15) 
saat 𝑛 → ∞. Persamaan (15) dapat dibuktikan dengan induksi matematika. Pertama, 
jelas bahwa ?̂?𝑛(𝑧) − 𝛬(𝑧) = 𝑜𝑝(1) saat 𝑛 → ∞ dari Akibat 1. Selanjutnya, kita 

























(?̂?𝑛(𝑧) − 𝛬(𝑧)) 
= ?̂?𝑛(𝑧)𝑜𝑝(1) + (𝛬(𝑧))
𝑘
𝑜𝑝(1) = 𝑜𝑝(1) 
ketika 𝑛 → ∞. 


















𝑜𝑝(1) = 𝑜𝑝(1) 
Sehingga suku kedua pada persamaan (15) dapat ditulis sebagai 
𝑒−?̂?𝑛(𝑧)
(
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= 𝑒−?̂?𝑛(𝑧)(𝑚 − 1)𝑜𝑝(1) 
= 𝑜𝑝(1)  
ketika 𝑛 → ∞ karena  𝑒−?̂?𝑛(𝑧) ≤ 1 dengan peluang 1. □ 
Teorema 2. Misalkan fungsi intensitas 𝜆 memenuhi (1) dan terintegralkan lokal. Jika 
ℎ𝑛 ↓ 0 dan 𝑛ℎ𝑛 → ∞ untuk 𝑛 → ∞ maka untuk setiap 𝑧 > 0 dan setiap bilangan bulat 
positif 𝑚, diperoleh 
𝑓𝑇𝑚,,𝑛(𝑧)
𝑝
→ 𝑓𝑇𝑚(𝑧)                                                           (16) 
untuk 𝑛 → ∞. 
Bukti. Perhatikan bahwa persamaan (16), juga dapat ditulis sebagai  𝑓𝑇𝑚,,𝑛(𝑧)
𝑝
→ 𝑓𝑇𝑚(𝑧) 










. Dari Lema 1, 
Akibat 1, dan fakta bahwa 𝑓(𝑥) = 𝑒−𝑥 merupakan fungsi kontinu, kita mendapatkan 




−𝛬(𝑧) ketika 𝑛 → ∞. 
Selanjutnya,dari persamaan (15) dengan mengubah  𝑙 dengan suatu bilangan bulat 








= 𝑜𝑝(1), saat 𝑛 → ∞ atau 











4.  Kesimpulan 
Penduga konsisten bagi fungsi sebaran dan fungsi kepekatan peluang waktu tunggu 
proses Poisson periodik berturut-turut adalah 
?̂?𝑇𝑚,,𝑛(𝑧) = 1 − 𝑒
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adalah suatu kernel dan ℎ𝑛 adalah barisan bilangan real positif yang konvergen ke nol, 
yaitu ℎ𝑛 ↓ 0 untuk 𝑛 → ∞ dan 𝑛ℎ𝑛 → ∞. Penelitian ini masih dapat dilanjutkan dengan 
menambahkan simulasi dan studi lanjut mengenai sifat-sifat statistik penduga yang 
lainnya, seperti sebaran asimtotik penduga. Contoh simulasi terkait proses Poisson 
nonhomogen dapat ditemukan pada [25] dan [26]. 
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