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ABSTRACT
We present an implementation of an adaptive ray tracing (ART) module in the Athena hydrodynam-
ics code that accurately and efficiently handles the radiative transfer involving multiple point sources
on a three-dimensional Cartesian grid. We adopt a recently proposed parallel algorithm that uses
non-blocking, asynchronous MPI communications to accelerate transport of rays across the computa-
tional domain. We validate our implementation through several standard test problems including the
propagation of radiation in vacuum and the expansions of various types of H II regions. Additionally,
scaling tests show that the cost of a full ray trace per source remains comparable to that of the hydro-
dynamics update on up to ∼ 103 processors. To demonstrate application of our ART implementation,
we perform a simulation of star cluster formation in a marginally bound, turbulent cloud, finding that
its star formation efficiency is 12% when both radiation pressure forces and photoionization by UV
radiation are treated. We directly compare the radiation forces computed from the ART scheme with
that from the M1 closure relation. Although the ART and M1 schemes yield similar results on large
scales, the latter is unable to resolve the radiation field accurately near individual point sources.
Subject headings: H II regions — methods: numerical — radiation: dynamics — radiative transfer —
stars: formation
1. INTRODUCTION
Radiative feedback plays a vital role in regulating star
formation on various scales (e.g., Krumholz et al. 2014).
On small scales, radiation from (accreting) protostars
raises the temperature of the surrounding gas, affecting
the evolution of individual accretion disks and suppress-
ing fragmentation of the dense cluster-forming gas into
very low mass objects (e.g., Krumholz 2006; Whitehouse
& Bate 2006; Offner et al. 2009). On intermediate scales,
ultraviolet (UV) radiation emitted by massive stars not
only reduces cold neutral gas available for star formation
via photoionization and photodissociation (Whitworth
1979; Williams & McKee 1997; Matzner 2002; Krumholz
et al. 2006), but also produces thermal and radiation
pressure that controls the dynamics of H II regions by
inducing expansion (Krumholz & Matzner 2009; Murray
et al. 2010; Lopez et al. 2011; Kim et al. 2016). Ioniz-
ing radiation that escapes from star-forming regions also
produces diffuse ionized gas in the Milky Way and other
galaxies (e.g., Haffner et al. 2009) and contributes to re-
ionization of the intergalactic medium (IGM) in the Uni-
verse at high redshift (e.g., Barkana & Loeb 2001). On
large scales in galaxies, far UV radiation from young OB
associations is the dominant heating source of the diffuse
neutral interstellar medium (ISM) via the photoelectric
effect on small dust grains (e.g., Wolfire et al. 2003). This
controls the thermal pressure that contributes to sup-
porting the vertical gravitational weight of the ISM in
galactic disks, and thus represents an important feedback
loop that self-regulates star formation (e.g., Ostriker et
al. 2010; Kim et al. 2013). Therefore, it is essential to
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follow effects of radiative feedback to address questions
such as star formation efficiencies and the mechanisms of
cloud destruction for giant molecular clouds (GMCs), as
well as a wide variety of other physical issues in the ISM
and IGM.
Since star formation and feedback involve highly non-
linear processes, radiation hydrodynamic (RHD) simula-
tions have become an indispensable tool in understanding
the impact of radiation on star cluster formation occur-
ring in turbulent clouds. For example, several recent
studies relied on numerical simulations to investigate the
effects of photoionization (Walch et al. 2012; Dale et al.
2012, 2013; Howard et al. 2016; Gavagnin et al. 2017) and
radiation pressure from dust-reprocessed infrared (Skin-
ner & Ostriker 2015) or stellar UV (Raskutti et al. 2016)
radiation on cloud dispersal. Dale et al. (2014) and Dale
(2017) studied the combined effects of ionizing radiation
with stellar winds. More recently, Geen et al. (2016),
Grudic´ et al. (2016), and Shima et al. (2016) explored
how the radiation feedback works together with super-
nova explosions to destroy parent molecular clouds.
To treat radiation feedback properly, it is important to
solve radiative transfer (RT) equation accurately and effi-
ciently. Despite increasing demand for RHD simulations,
RT still remains numerically challenging for a number of
reasons: high dimensionality, non-local and multiscale
behavior of interactions between radiation and matter,
and difficulty in choosing a suitable frame for evaluating
radiation and fluid variables, to name a few (Mihalas &
Auer 2001; Castor 2004). A common approach for the
numerical solution of RT problems is to take the angular
moments of the transfer equation and to adopt a closure
relation to truncate the hierarchy of moments. As the
time-dependent moment equations can be written as hy-
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perbolic conservation laws, high-order Godunov methods
are often adopted to solve the time-dependent RT prob-
lem.
In astrophysics, the most widely-used moment method
is the flux-limited diffusion approximation, in which the
radiation flux is calculated by taking a local gradient of
the radiation energy density (Levermore & Pomraning
1981; Krumholz et al. 2007; Gonza´lez et al. 2015), ap-
plying a limiter if the gradient is very steep to prevent
superluminal transport. RT solvers based on flux-limited
diffusion are suitable for describing radiation fields in
optically-thick fluids. However, they are of limited accu-
racy in treating an optically-thin medium with a complex
source distribution as well as in casting shadows in the
transition zones where the optical depth varies signifi-
cantly (e.g., Hayes & Norman 2003; Davis et al. 2014).
Another approach for RT is to use the M1 closure re-
lation that assumes that the intensity is invariant under
rotation about the direction of radiation flux (e.g., Lev-
ermore 1984; Gonza´lez et al. 2007; Skinner & Ostriker
2013; Rosdahl et al. 2013). For a single point source,
the M1 closure model can correctly describe the radia-
tion field both in the optically thin and thick regimes
(see Skinner & Ostriker 2013). When there are multiple
sources distributed widely, however, M1 can fail in the
optically-thin regime. For example, when two beams go-
ing in different directions interact with each other, they
unphysically merge rather than crossing (e.g., Frank et
al. 2012), since the local flux is assumed to be unidirec-
tional. For diffuse radiation in systems with both op-
tically thin and thick regions, a more accurate closure
relation can be obtained from the formal solution of the
RT equation using the multidirectional method of short
characteristics (Davis et al. 2012). For point-like sources
that have strong angular variations in emissivity, how-
ever, artificial anisotropic structure can arise from inac-
curacy in interpolating intensity over neighboring cells in
the short characteristics method (Finlator et al. 2009).
For problems in which the total emission is dominated
by a small number of point sources (and in which the
reprocessed diffuse radiation is negligible), one may di-
rectly integrate the RT equation by calculating the col-
umn density (or, equivalently, the optical depth) to every
point in the simulation domain starting from the sources.
A method utilizing short characteristics calculates the
column densities from the sources by performing upwind
interpolation over cells (Mellema et al. 2006). Alterna-
tively, the long-characteristics method computes the col-
umn densities to each zone by following rays emitted by
all sources until they reach the domain boundary (Abel
et al. 1999; Lim & Mellema 2003). This allows one to
calculate the radiation field more accurately over the en-
tire domain at the expense of excessively resolving the
regions close to the sources when the number of ray di-
rections is large.
To alleviate the inefficiency of the traditional long char-
acteristics method, Abel & Wandelt (2002) developed a
novel, adaptive ray tracing (ART) technique that has
since been widely used to describe ionizing radiation orig-
inating from massive stars, in various astronomical con-
texts (e.g., Krumholz et al. 2007; Bisbas et al. 2009; Wise
& Abel 2011; Baczynski et al. 2015). In the ART method,
rays are created at point sources and successively split
as they are traced outward based on the Hierarchical
Equal Area isoLatitude Pixelization (HEALPix) scheme
(Go´rski et al. 2005). The salient feature of this method is
that via ray splitting, the angular resolution of radiation
adapts to the local hydrodynamical resolution, such that
the number of rays from each point source intersecting
each grid zone remains approximately constant. While
this RT method is quite efficient in achieving an accurate
solution for the radiation field, existing codes employing
the ART method often suffer from poor parallel perfor-
mance. This is due to excessive overhead for interpro-
cessor communication as rays traverse the interfaces be-
tween subdomains (see Section 2.2), making some imple-
mentations of the ART method essentially inapplicable
to large-scale simulations with multiple point sources.
Very recently, Rosen et al. (2017) developed a hybrid
RHD module for the Orion code by combining the ART
method with the flux-limited diffusion method. It makes
use of the former to describe direct radiation from point
sources, while taking advantage of the latter to treat dif-
fuse radiation arising from gas and dust. Their paral-
lel algorithm for the ART uses completely non-blocking,
asynchronous communication, which greatly improves
the parallel scaling of ray tracing over previous imple-
mentations using a synchronous communication algo-
rithm. The scaling tests in Rosen et al. (2017) showed
that the cost of the ART module in Orion remains com-
parable to that of hydrodynamics up to ∼ 103 processors.
In this work, we describe implementation of an ART
module for multiple point sources in the grid-based mag-
netohydrodynamics (MHD) code Athena (Stone et al.
2008) and present test results. Our implementation
closely follows the parallelization strategy proposed by
Rosen et al. (2017) and includes a few new features that
further improve parallel performance. To model hydro-
gen ionization and recombination processes, we adopt
a simple and efficient explicit scheme based on an ana-
lytic approximation. We first measure the scalability of
our implementation by performing weak and strong scal-
ing tests. We then apply the code to the standard test
problems, namely, the expansion of R-type and D-type
ionization fronts as well as expansion of a dusty H II re-
gion driven by both thermal and radiation pressures. By
comparing the numerical results with analytic or semi-
analytic solutions, we demonstrate the accuracy of our
ART implementation.
A key application for ART is to follow the detailed ef-
fects of radiation produced by OB stars on their natal
GMCs. To this end, we have combined our ART module
with other physics packages implemented in Athena and
run numerical RHD simulations of star cluster forma-
tion in turbulent, self-gravitating, unmagnetized clouds;
these models are similar to the RHD simulations of Skin-
ner & Ostriker (2015); Raskutti et al. (2016), but include
both ionizing and non-ionizing radiation computed using
ART. In this paper, we demonstrate practical applica-
tion of our ART module via an example simulation for
a fiducial model. For comparison to the radiation field
computed using the M1 closure relation in the moment-
based Hyperion code (Skinner & Ostriker 2013), we have
also run an RT model with non-ionizing radiation only,
using an identical set of sources and density distribution.
We find that the large-scale radiation fields from the two
RT methods are quite similar to each other, but there
is non-negligible difference at small scale near the point
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sources, where resolution is inherently limited for pure
moment methods like that in Hyperion.
The rest of this paper is organized as follows. In Sec-
tion 2, we present the basic equations that we solve and
briefly review the algorithm of ART together with our
parallelization strategy. We also describe the subcycling
method to solve the equation for hydrogen ionization and
recombination. Section 3 presents the results of the scal-
ing tests as well as the tests of the expansion of H II re-
gions. In Section 4, we describe the numerical setup for
simulations of star cluster formation in turbulent molec-
ular clouds and compare the radiation fields based on
the ART method with those from the moment method
with the M1 closure relation. Finally, we summarize and
discuss future applications of the code in Section 5.
2. NUMERICAL METHOD
Stellar UV radiation can alter the chemical, thermal,
and dynamical state of the ISM through various pro-
cesses. In this paper, we consider the two most basic
processes: photoionization of hydrogen atoms and direct
radiation pressure applied to the gas/dust mixture. The
governing equations we adopt read:
∂ρ
∂t
+∇ · (ρv) = 0 , (1)
∂
∂t
(ρv) +∇ · (ρvv + P I) = −ρ∇Φ + frad , (2)
∂nH0
∂t
+∇ · (nH0v) = R− I , (3)
∇Φ = 4piGρ , (4)
where ρ = 1.4mHnH is the gas density with nH repre-
senting the total hydrogen number density, v is the ve-
locity, P is the thermal pressure, Φ is the gravitational
potential, and frad is the force per unit volume due to
absorption of stellar UV radiation. In Equation (3), nH0
refers to the number density of neutral hydrogen, and
I and R denote the volumetric ionization and recombi-
nation rates of hydrogen, respectively, whose functional
forms are given in Section 2.3. Numerical solution of
Equations (1) and (2) uses the methods described by
Stone et al. (2008), with the radiation force source term
updated using an operator splitting. The Poisson Equa-
tion (4) is solved using fast Fourier transforms (FFTs)
with vacuum boundary conditions (Skinner & Ostriker
2015). At any location on the grid, the radiation flux
and energy density are required to compute the source
terms frad and I, respectively; these radiation terms are
computed via our implementation of ART.
In what follows, we describe how the radiation fields
are computed in the ART method in Section 2.1, while
our method of parallelization is presented in Section 2.2.
Our algorithms for updating radiation source terms and
advancing Equation (3) are described in Section 2.3.
2.1. Adaptive Ray Tracing
Here we briefly review the RT problem for point
sources in the framework of ART. We refer the reader to
Wise & Abel (2011), Baczynski et al. (2015), and Rosen
et al. (2017) for more detailed descriptions.
We consider only the direct radiation field from mul-
tiple point sources and ignore diffuse emission as well
as scattered light. Under the assumption that the light
crossing time is much shorter than both the sound cross-
ing time and the time scale for the change in opacity,
streaming radiation reaches equilibrium with matter ef-
fectively instantaneously. The radiation intensity should,
therefore, satisfy the time-independent transfer equation
n · ∇I = −χI , (5)
where I is the radiation intensity, χ = ρκ is the
(isotropic) extinction coefficient of matter per unit path
length for κ the opacity, and n is a unit vector parallel
to the propagation direction of radiation. Both I and χ
depend on the position x, time t, and the frequency ν,
which are suppressed for notational simplicity.
We solve Equation (5) along a set of rays that discretize
the directions in solid angle with respect to individual
radiation sources. For simplicity, we consider monochro-
matic radiation emergent from a single point source lo-
cated at xsrc with luminosity L; an extension to poly-
chromatic radiation from multiple sources is straightfor-
ward by taking a summation over a discretized set of
frequencies and over rays from different sources. We in-
ject photon packets from xsrc and carry them radially
outward along the direction of any given ray by calcu-
lating the absorption rates of the photon energy and
momentum over the grid cells they pass through. The
direction of propagation nray is determined using the
HEALPix scheme of Go´rski et al. (2005), which divides
the unit sphere into Nray(`) = 12 × 4` equal-area pix-
els at the level ` ≥ 0. Denoting the initial level by `0,
each injected photon packet on a given ray carries lumi-
nosity Lray(r = 0) = L/Nray(`0), subtends a solid angle
Ωray(`0) = 4pi/Nray(`0) from the source, and propagates
along the ray x = xsrc + rnray, where r = |x − xsrc|
measures the distance from the source.
Integrating Equation (5) over the whole solid angle
gives the radiation energy equation
∇ · F = −cχE , (6)
where c is the speed of light, E is the radiation en-
ergy density, and F is the radiation flux. With F =
rˆLe−τ(r,n)/(4pir2) and E = |F|/c for streaming radiation,
Equation (6) can be written as
∂Lray
∂r
= −χLray , (7)
where Lray(r) = Le
−τ(r,nray)Ωray/(4pi) is the discretized
luminosity at distance r in the region subtended by Ωray.
We compute the length of a line segment ∆r between the
two consecutive cell interfaces intersected by a ray (see,
e.g., Wise & Abel 2011; Baczynski et al. 2015). The
corresponding cell optical depth is ∆τ = χ∆r. The ab-
sorption rates of the radiation energy and momentum by
the material along the path ∆r in a given cell are then
∆Lray = Lray,in(1−e−∆τ ) and nray∆Lray/c, respectively,
where Lray,in is the luminosity of the ray entering the
cell. The luminosity of a photon packet on a given ray is
therefore reduced by ∆Lray as it traverses the cell.
Utilizing the lab-frame equations of RHD (e.g., Mi-
halas & Auer 2001), these quantities are related to the
volume-averaged radiation energy density and flux in a
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given cell as
E = 1
χ∆V
∑
rays
∆Lray
c
, (8)
F =
1
χ∆V
∑
rays
∆Lraynray , (9)
where ∆V is the cell volume and the summation is taken
over all rays passing through the cell. Note that these
expressions satisfy the flux-limiting condition |F| ≤ cE
(Levermore 1984) and tend to the exact value in the
limit of infinite angular resolution. In updating Equa-
tion (2) over time step ∆t, an amount ∆tfrad = ∆tχF/c
is added to the gas momentum in each cell using Equa-
tion (9) for F (see Equation (22) below; in practice these
operator-split increments to the gas momentum are ap-
plied after each radiation subcycle). Since the photon
momentum on a set of rays traversing a cell is reduced
by
∑
rays ∆Lraynray/c per unit time, this update is man-
ifestly conservative of momentum.
To ensure that each grid cell is sampled by at least
mray rays, we split a parent ray into four child rays at
one higher HEALPix level if the solid angle (∆x)2/r2
(corresponding to the maximum angle subtended by a
given face of the current cell as seen from the source) is
smaller than mrayΩray. With a uniform grid spacing of
∆x, this corresponds to the maximum distance rmax(`) =
[3/(pimray)]
1/22`∆x that rays can travel at level `. The
new child rays are cast at positions xsrc + rmax(`)nray.
We follow photon packets as they traverse rays, divid-
ing them equally when a parent ray splits into children.
A ray is terminated and its photon packet is destroyed
either where a ray exits the computational domain or
where the photon packet is completely absorbed. The
latter occurs when the total optical depth τ(r,nray) from
the source is larger than a specified value τmax, which we
set to 7 as a default value. In order to alleviate the ge-
ometrical artifacts arising from the use of the crossing
length rather than the ray-cell volume intersection, we
randomly rotate the injection directions of the rays at
every time step (Krumholz et al. 2007).
2.2. Parallelization
Although conceptually simple and easy to implement,
the major drawback of the ART method so far has been
its poor parallel performance. There are two chief imped-
iments to achieving scalable performance on a distributed
memory platform: load imbalance and communication
overhead. First, the amount of work needed per proces-
sor for the ART is roughly proportional to the number
of the ray-cell crossings. Since this depends not only on
the spatial distribution of sources but also on the opac-
ity of the material, processors most likely have unequal
workload depending on the problem geometry. This im-
poses an inherent limit to scalability of ART with static
domain decomposition. One may alleviate this issue by
dynamically adjusting the local domain sizes to evenly
distribute the workload.
The second problem is more serious and common to
long-characteristic methods implemented with domain
decomposition, in which the data from different sub-
domains are local to individual processors. For rays
traveling across multiple subdomains, processors need to
share information such as the propagation directions of
the rays, optical depth, etc., in order to integrate Equa-
tion (7) along the characteristics. Because a ray may be
terminated by the τ > τmax condition before traversing
a subdomain that lies along the nray direction, it can-
not be determined in advance when, from where, or how
many rays will enter a particular subdomain. The size
and pattern of the data that need to be communicated
among processors are therefore highly irregular. This
poses a major challenge to the parallelization of the ART
code. Indeed, the communication overhead has been the
dominant performance bottleneck in the existing long-
characteristic methods (e.g., Rijkhorst et al. 2006; Wise
& Abel 2011).
Rosen et al. (2017) presented an efficient parallel al-
gorithm for the ART module implemented in Orion, an
adaptive mesh refinement (AMR) code. The key idea
in their algorithm is to make use of the non-blocking
message-passing operations (MPI Isend, MPI Iprobe,
and MPI Test) provided in the MPI-3 standard1 for com-
munication of ray information between processors. This
allows processors to carry on their work (local trans-
port of photon packets along rays) while communication
is pending (see also Baczynski et al. 2015). Thus, the
transport of rays within and between subdomains can be
executed asynchronously, greatly reducing the idle time
spent waiting for other processors to finish their work.
Another hallmark of the Rosen et al. (2017) algorithm
is the use of a global “destroy” counter Ndest, which
keeps track of how many rays have been terminated in
the whole computational domain. Whenever a ray at the
HEALPix level ` is terminated, we increment the local
destroy counter by Ndest,ray = 4
`max−`, where `max is the
maximum level allowed. The global destroy counter is
then a simple sum of the local destroy counters, and it
stays synchronized across the processors by non-blocking
communications. When all rays are terminated, we have
Ndest = Ndest,max = Nsrc × 12 × 4`max , where Nsrc is
the number of point sources in the entire domain. Up-
dating the destroy counter as a global shared variable
allows processors to determine when to exit the work-
communication cycle without relying on synchronous,
blocking communication.
We have implemented ART in Athena following the
parallelization approach of Rosen et al. (2017), with
some additional modifications to improve parallel per-
formance. The schematic overview of the ray tracing al-
gorithm is shown in Figure 1. Our ART algorithm runs
the following steps:
Initialization: (Executed only once at the start of the
simulation) Find neighbor grids2 that share faces,
edges, or corners, and allocate memory for arrays
my pp list and exit pp list, which will store
local and outgoing ray (or photon packet) in-
formation, respectively. Each processor has one
my pp list and nngbr exit pp list, where nngbr
is the number of the neighbor grids.
1 http://mpi-forum.org/docs/mpi-3.1
2 In Athena without mesh refinement, the computational domain
is divided into a set of rectangular “grids”, each of which is owned
by a single processor. Thus, “grid” is equivalent to “subdomain”
for Athena.
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inject rays and compute Ndest,max 
Nexit=0 
call advance_ray() until 
my_pp_list is empty or Nexit > Nexit,max 
for each neighbor: 
if exit_pp_list is not empty: 
MPI_Isend rays to neighbors 
1. check for incoming rays 
(MPI_Iprobe and MPI_Recv) 
2. check for pending MPI_Isend request 
(MPI_Testsome) 
1. if my_Ndest≠0: 
add my_Ndest to Ndest,tot of root 
(MPI_Fetch_and_op), my_Ndest=0 
2. If Ndest,tot of root eq Ndest,max: 
update Ndest,tot of other processors 
ray_tracing 
Ndest,tot=Ndest,max? exit 
yes no 
traverse a cell 
calculating Δr, 
ΔL=Lin(1-e
-Δτ), 𝓔, and F 
need to 
split? 
create 
children 
exit this 
grid? 
τν> τν,max? 
for all ν? 
update my_Ndest or copy 
to exit_pp_list 
with Nexit=Nexit+1 
update my_Ndest 
advance_ray 
exit 
yes 
yes 
yes 
no 
no 
no 
Fig. 1.— Flowchart of the ART algorithm: ray tracing performs one ray tracing throughout the global computational domain while
advance ray traces one ray within a local subdomain (“grid” in Athena).
Step 1: If any sources exist within my grid, create an
initial set of directions nray and corresponding Lray
values and store the photon packet information in
my pp list. ComputeNdest,max fromNsrc summed
over all grids.
Step 2: Transport photon packets along their respective
nray directions within the local domain until either
the total number of photon packets that need to
be passed to neighbor grids exceeds nexit,max or no
local ray is left in my pp list. Each ray is fol-
lowed until it (1) needs to split, (2) reaches the grid
boundaries, or (3) is terminated with τ ≥ τmax.
Stack information on photon packets for rays leav-
ing the local grid in the particular exit pp list
for each neighbor. Calculate radiation energy den-
sity and flux for cells through which rays pass, as
described in Section 2.1.
Step 3: Loop over the list of the neighbors and send
photon packet information in exit pp list to the
neighbor grids (MPI Isend), checking if the previ-
ous operation has completed (MPI Testsome).
Step 4: Check for incoming messages from neighbors
(MPI Iprobe). If there are any, execute a block-
ing receive for each of them (MPI Recv) and copy
the received data to my pp list.
Step 5: If my pp list is empty, add Ndest to the global
destroy counter Ndest,tot in the root processor
(MPI Fetch and op) and reset Ndest to 0.
Step 5-1: (Root processor only) If Ndest,tot = Ndest,max,
update Ndest,tot to Ndest,max in the other processors
(MPI Fetch and op).
Step 6: Go back to Step 2 if Ndest,tot 6= Ndest,max. Exit
the ray tracing when Ndest,tot = Ndest,max.
Our implementation of the ART method has two no-
table differences compared to that of Rosen et al. (2017).
First, in Rosen et al. (2017), photon packets in a given
grid are communicated to neighbors only after all rays
have been traced to the grid boundaries. Therefore, pro-
cessors without a source have to wait, repeatedly check-
ing for rays coming from neighbors, until the intervening
grids toward the sources successively finish their work. In
our implementation, instead of waiting until all local ray-
tracing is complete, communications between neighbors
are initiated as soon as the number of rays traced to the
subdomain boundary exceeds a certain prescribed num-
ber nexit,max, reducing the idle time spent by downstream
processors (see also Baczynski et al. 2015). Although it
is ideal to communicate a single photon packet right af-
ter the ray-tracing reaches the subdomain boundary to
keep the downstream processors busy whenever possible,
there is an optimal granularity, i.e., ratio of computation
to communication, or an optimal value of nexit,max that
gives the best performance due to the finite overhead re-
quired for function calls and synchronization. The choice
of nexit,max certainly depends on the source distribution,
the domain decomposition, and machine specifications.
In the case of a single point source at the box center, we
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find nexit,max = 100 gives the best performance, and we
adopt this value for the rest of this paper.
Second, unlike in Rosen et al. (2017), we perform
atomic (that is, uninterruptible) memory updates3 of the
destroy counter utilizing the MPI Fetch and op function,
which is one of the Remote-Memory-Access (RMA) op-
erations in the MPI library. In the RMA operations, also
called one-sided communications, processors are allowed
to access a remote target memory without involving the
explicit intervention of the remote processor. The RMA
operations have comparatively low overheads since one
processor specifies all communication parameters. We
find that the use of the MPI Fetch and op function helps
to reduce substantially the overall cost of ray tracing
when a large number of processors (Ncore ≥ 256) are
used.
In addition to these differences, we find that the follow-
ing implementation details can further improve parallel
efficiency.
• We use arrays for storing a collection of local and
outgoing/incoming rays, to enable copying data
to/from the communication buffer in one chunk.
We dynamically allocate memory for arrays, which
doubles in size if the old array becomes full.
• As pointed out by Baczynski et al. (2015), we store
only necessary information required for ray tracing,
splitting, etc. in the ray data structure to minimize
the amount of data transferred between processors.
These include the HEALPix level `, HEALPix pixel
number, luminosity Lray, source position xsrc, ray
direction nray, distance from the source, and the
(integer) indices of the current cell in a grid.
• We treat my pp list as a stack and access its ele-
ments in a Last-In-First-Out manner. For example,
if a parent ray splits, child rays are stacked imme-
diately on top of one another or on a sibling of the
parent. This implies that we recursively follow a
ray and its child until the grid boundary is reached
(see also Baczynski et al. 2015).
• In Step 1, photon packets are stacked in such a
way that every 12 contiguous blocks of elements in
my pp list have ray directions that belong to the
distinct 12 pixels at the base HEALPix level. The
pixel numbers (in the nested numbering scheme)
are arranged in 12 hierarchical tree structures, cor-
responding to the 12 base-level pixels. With `0 = 4,
for example, the HEALPix numbers of injected
rays can be ordered as 0, 44, 2×44, · · · , 11×44, 1, 1+
44, 1 + 2× 44, · · · .
All of the above help to distribute workload to down-
stream processors as fast as possible and at a similar rate
in all directions.
2.3. Update of Radiation Source Terms
3 Atomic operations are guaranteed to complete without inter-
ference from other operations, ensuring correct results even when
multiple processors try to access Ndest,tot simultaneously.
We make a number of simplifying assumptions in mod-
eling the photochemistry of hydrogen and its thermody-
namic state. First, we adopt the on-the-spot approxi-
mation in which every diffuse Lyman-continuum photon
resulting from a recombination to the ground state is lo-
cally reabsorbed. We neglect the diffuse ionizing radia-
tion that can be important in the evolution of radiatively-
driven collapse and instabilities of ionization fronts (Ha-
worth & Harries 2012). Second, we do not consider colli-
sional ionizations, which are negligible compared to pho-
toionizations in the temperature range of our interest
(T . 104 K). Third, we do not solve an energy equation
that accounts for radiative heating and cooling. Instead,
we simply assign the gas temperature according to
T = Tion −
(
xn
2− xn
)
(Tion − Tneu) , (10)
where xn ≡ nH0/nH is the neutral gas fraction, and Tion
and Tneu are the prescribed temperatures of the fully ion-
ized (xn = 0) and purely neutral (xn = 1) states, respec-
tively (e.g., Henney et al. 2005; Kim et al. 2016).4 For
our tests presented in this work, we adopt the constant
temperatures Tion = 8000 K and Tneu = 20 K, the lat-
ter of which falls within the temperature range inferred
from the line ratios of low-J rotational transitions of CO
molecules (e.g., Yoda et al. 2010). The gas thermal pres-
sure is then set by P = [1.1 + (1− xn)]nH kBT , account-
ing for a 10% of helium content. The two-temperature
isothermal equation of state has been adopted by numer-
ous numerical studies of H II regions and is valid as long
as the time scale for approaching thermal equilibrium is
short compared to the dynamical time scale (e.g., Lefloch
& Lazareff 1994; Williams 2002; Gritschneder et al. 2009;
Mackey et al. 2014; Steggles et al. 2017). Although ideal-
ized, Equation (10) is a simple and practical approach to
following the pressure-driven dynamical expansion and
internal structure of H II regions.
Equation (3) describes temporal changes of the neutral
hydrogen fraction, with the recombination and ionization
rates given by
R = αBnenH+ , (11)
and
I = nH0
∫ ∞
νL
cEν
hν
σH(ν)dν , (12)
respectively, where Eν is the radiation energy den-
sity per unit frequency, αB = 3.03 × 10−13
(T/8000 K)−0.7 cm3 s−1 is the case B recombina-
tion coefficient (Osterbrock 1989; Krumholz et al. 2007),
nH+ = ne = nH(1−xn) is the number density of protons
and electrons, νL is the Lyman limit corresponding to
hνL = 13.6 eV, and σH(ν) is the photoionization cross
section. In practice, Equation (12) is evaluated as a dis-
crete summation over a finite number of frequency bins.
In this work, we use one frequency bin for ionizing radi-
ation, denoted by the subscript “i”. Equation (12) then
4 In reality, the gas temperature profile exhibits a peak immedi-
ate behind an ionization front due to spectral hardening. However,
Lefloch & Lazareff (1994) found that the detailed functional form
of T (xn) does not significantly affect the dynamics of H II regions.
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becomes
I = nH0 cEi
hνi
〈σH〉 (13)
=
1
∆V
nH0〈σH〉
χi
∑
rays
∆Lray,i
hνi
, (14)
where Ei =
∫∞
νL
Eνdν is the energy density of ionizing
radiation, as evaluated using Equation (8), hνi is the
mean energy of the ionizing photons, and
〈σH〉 =
∫ ∞
νL
Eν/hν
Ei/hνi σH(ν)dν , (15)
is the frequency-averaged effective cross section. The ac-
tual value of 〈σH〉 depends on the spectral shape of the
incident radiation Eν , which in turn depends both on the
optical depth from the source and the spectral types of
ionizing stars. For simplicity, we take the constant values
hνi = 18 eV and 〈σH〉 = 6.3 × 10−18 cm2 in the present
work.
We solve Equation (3) in two steps: hydrodynamic up-
date and source update by treating R and I as source
terms. The source update requires solving
dxn
dt
=
R− I
nH
= αBne(1− xn)− xnΓ , (16)
where Γ ≡ I/nH0 . Since the time scale for changes of
xn is almost always smaller than the hydrodynamic time
step, we update xn explicitly using subcycling, as ex-
plained below.
Assuming that αB and Γ are constant during a sub-
step and using ne = nH(1 − xn), the right-hand side of
Equation (16) is quadratic in xn. Altay & Theuns (2013)
showed that this has an analytic solution5
xn(t) = xeq +
(x+ − xeq)(x0 − xeq)K
(x+ − x0) + (x0 − xeq)K , (17)
where x0 = xn(t0), K =
exp [−(x+ − xeq)(t− t0)αBnH)], x+ = x−1eq , and
xeq =
2αBnH
Γ + 2αBnH +
√
Γ2 + 4αBnHΓ
(18)
is the equilibrium neutral fraction. When Γ = 0, Equa-
tion (16) has a solution
xn(t) =
x0 + (1− x0)αBnHt
1 + (1− x0)αBnHt , (19)
which should be applied to cells completely shielded from
ionizing radiation. While Equation (17) is exact, it is not
computationally robust when the denominator is close to
zero, possibly resulting in inaccurate xn due to amplified
roundoff errors.
Alternatively, if we (incorrectly) treat ne as being con-
stant, Equation (16) yields a solution
xn(t) = xeq,0 + (x0 − xeq,0)e−(t−t0)/ti-r , (20)
5 These expressions can be generalized to include the collisional
ionizations as well as the contribution to ne from heavy elements.
See Appendix C3 in Altay & Theuns (2013).
where ti-r = (Γ+αBne)
−1 is the ionization-recombination
time and xeq,0 = αBne/(Γ + αBne) is the equilibrium
neutral fraction (e.g., Schmidt-Voigt & Koeppen 1987;
Mellema et al. 2006). Mellema et al. (2006) adopted
Equation (20) to implicitly update the time-averaged ion-
ization fraction in their C2-ray method. In the Appendix,
we present the test results of Equation (20) on the tem-
poral changes of xn in a single cell exposed to a fixed
radiation field. It turns out that although Equation (20)
is based on the incorrect assumption of constant ne, in
practice it gives almost identical results to those with
Equation (16). In addition, Equation (20) is robust and
guarantees that xn always lies between x0 and xeq,0. We
also find (see Appendix) that it is more accurate than
methods based on the backward-difference formula often
used in the literature (e.g., Anninos et al. 1997). We thus
use Equation (20) to calculate xn in our implementation
of the subcycle.
We determine the size of substeps as
∆tss = C ×min
(
nH
|I − R|
)
, (21)
with a constant coefficient C. Taking C = 0.1 re-
stricts the change of xn per substep to below 0.1 (see
also Baczynski et al. 2015). The minimum value of
∆tss is usually from the cells in transition layers where
0.1 . xn . 1 and xeq ≈ 0.
Our overall computation procedure is as follows. We
first evolve the hyperbolic terms in Equations (1)–(3)
for a full hydrodynamic time step ∆t using the exist-
ing Godunov-type scheme in the Athena code. The total
gas density nH and the neutral gas density nH0 are then
available as inputs to the ART module for radiation (and
ionization/recombination) subcycles. Next, we perform
the ART for each radiation subcycle to calculate E and
Γ and determine ∆tss. We then update the neutral frac-
tion by using Equation (20); given an updated xn, the
electron density is updated to ne = nH(1− xn). At each
subcycle over ∆tss, we explicitly calculate the radiation
force
frad =
1
c
∑
νj
χνjFνj , (22)
using Equation (9) for each frequency bin and add
frad∆tss to the gas momentum density if radiation pres-
sure is switched on. The total opacity in the ionizing and
non-ionizing bins is calculated as
χi = nH0〈σH〉+ nHσd , (23)
and
χn = nHσd , (24)
respectively, where we use the constant-attenuation cross
section per hydrogen atom σd = 1.17 × 10−21 cm2 H−1
(Draine 2011).
3. RESULTS OF CODE TESTS
We now present the results of various tests intended to
verify the performance and accuracy of our implemen-
tation of the ART, including its ability to simulate the
dynamics of H II regions. Unless otherwise noted, we
adopt mray = 4 and `0 = 4 as fiducial values for the angu-
lar resolution and the initial HEALPix level, respectively
(Baczynski et al. 2015; Rosen et al. 2017).
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Fig. 2.— (a) Wall clock time vs. Ncore in the weak scaling test for the ART (circles) and hydrodynamics solver (triangles) in which
every 323 grid belonging to a given processor has a single point source at the center. The open circles correspond the case in which each
ray is terminated 0.6 pc from its originating source, while filled circles denote the case in which all rays are extended until they hit the
simulation domain boundary. (b) Wall clock time multiplied by Ncore vs. Ncore in the strong scaling test. A single point source is placed
at the center of the box with 256 or 512 cells per side.
3.1. Scaling Tests
To measure the parallel performance of the ART and
its cost relative to that of the hydrodynamic solver, we
conduct weak and strong scaling tests similar to the ones
presented in Rosen et al. (2017). The tests are run on
16-core Intel Sandy Bridge nodes in the Tiger cluster at
Princeton University.
In the weak scaling test, the whole computational do-
main is subdivided into Ncore identical grids, each having
323 cells over a 1 pc3 volume with a source at each grid
center. Each grid is assigned to a processor, and we time
the execution of the ART as well as the hydrodynam-
ics solver, varying the number of processors Ncore. Fig-
ure 2(a) shows the wall clock time 〈tWall〉, averaged over
10 cycles, taken for a single ART (circles) and hydro-
dynamics (triangles) update. We consider problem sizes
between Ncore = 2
3 and 210. The open circles correspond
to the case in which rays are terminated at dmax = 0.6 pc,
such that communication is only with immediately ad-
jacent neighbors. Overall, the wallclock time is nearly
flat with varying Ncore, indicating excellent parallel ef-
ficiency (a horizontal line would represent perfect weak
scaling for this case). Quantitatively, the runtime to per-
form the ray tracing is 0.050 s when Ncore = 8, slightly
shorter than the hydrodynamics update, and increases
to 0.086 s when Ncore = 2
10, with parallel efficiency of
58%. For the weak scaling test, we also consider the case
where rays are followed until they exit the simulation do-
main, which is plotted as filled circles. This is in good
agreement with the prediction of the perfect scaling for
a processor workload that increases with the number of
sources, and hence, rays per cell ∝ Nsource ∝ Ncore, with
〈tWall〉 ∝ Ncore shown as a dotted line, indicating that
the processors are busy most of the time.
In the strong scaling test, the total problem size re-
mains fixed, with the domain decomposed into varying
number of grids. We consider a domain with 2563 or 5123
cells and add a single point source at the domain cen-
ter. We do not restrict the distance that rays can travel
from the source: rays extend to the domain boundaries.
Figure 2(b) plots the wall clock time to complete one
ray tracing (solid) and hydrodynamics update (dashed)
multiplied by Ncore. A horizontal line would represent
perfect strong scaling for this case. For the domain with
2563 cells, the run time increases by a factor of 4.74 as
Ncore varies from 1 to 1024, corresponding to a scaling ef-
ficiency of 21%. For the domain with 5123 cells, we start
from Ncore = 32, since the problem becomes memory
bound, and obtain a relative parallel efficiency of 67% on
1024 cores. It is remarkable that the cost of ray tracing
in our implementation is comparable to that of hydrody-
namic updates even though rays pass through multiple
subdomains to reach the domain boundaries. This in-
dicates that our communication approach is successfully
distributing work throughout the domain, and in partic-
ular, that “downstream” processors do not suffer from
being idle.
Compared to the strong scaling presented by Rosen et
al. (2017) (their Figure 8), our result for the 2563 box
shows a performance improvement by a factor of more
than 10. Differences in machine specifications and hier-
archical grid structures may contribute to these differ-
ences in scaling results. For instance, the Orion AMR
code used by Rosen et al. (2017) employs a patch-based
AMR method in which the domain is decomposed into
a set of grids of uniform cell spacing, and multiple grids
may be assigned to a single core. The same patch-based
method is applied even without mesh refinement. Find-
ing neighbors on the patch-based mesh is non-trivial and
requires looping over local grids until the next grid is
found. This is in contrast to the domain decomposition
method adopted by Athena, in which a single core covers
only a single grid. Therefore, the patch-based scheme re-
quires the additional cost of finding neighbor grids when
a ray needs to be passed between grids even when those
grids reside on a single core. This most likely accounts for
some of the differences in the scaling results. Further op-
timizations described in Section 2.2 may also contribute
to the performance improvement.
3.2. Radiation in a Vacuum
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Fig. 3.— Test of the ART on the radiation field around a single
point source in vacuum. (a) Radiation energy density vs. the
distance from the source (normalized by the grid spacing ∆x) with
(mray, `0) = (4, 4) (blue and green), (mray, `0) = (10, 4) (red), and
(mray, `0) = (103, 10) (yellow). The data for each case are shifted
along the ordinate for clear comparison. The green dots show the
averages of ten ARTs, each with different ray orientation. The
black dashed lines denote the analytic solution E ∝ r−2. (b) The
10th, 50th (median; heavy line), and 90th percentile values of the
relative error in each radial bin. The vertical dashed lines indicate
the distance at which rays split for (mray, `0) = (4, 4).
We now assess the accuracy of our implementation of
the ART method for recovering the inverse-square law
of radiation energy density around a point source in
vacuum. With a limited angular resolution, the ART
method is unable to achieve perfect spherical symmetry
under Cartesian geometry. We study the effects of the
angular resolution parameter mray as well as the ray ro-
tation on the accuracy of the calculated radiation energy
density.
As a computational domain, we consider a cubic box
with a side length of 2 pc and place a point source
with luminosity L = 1 L at the center. The box is
discretized into 1283 cells. Figure 3(a) shows the dis-
tributions of the volume-averaged radiation energy den-
sity E for (mray, `0) = (4, 4) (blue), (mray, `0) = (10, 4)
(red), and (mray, `0) = (10
3, 10) (yellow) against the nor-
malized distance from the source. Each distribution is
shifted by a constant factor along the ordinate for clear
comparison. The deviations of E relative to the cell-
centered value L/(4pir2c), plotted as the black dashed
line, is mostly on the order of a few percent for mray = 4.
We also run 10 different instances of the ray-trace with
mray = 4, randomly varying the ray orientation. The
mean values of the resulting E are plotted as green sym-
bols, demonstrating that the errors introduced by geo-
metrical artifacts can be reduced by rotating the direc-
tions of ray injection (Krumholz et al. 2007).
Figure 3(b) plots as solid lines the 10th, 50th (me-
dian), and 90th percentiles of the relative errors |∆E|/E
within spherical shells centered at the source, after tak-
ing the case with (mray, `0) = (10
3, 10) as the refer-
ence solution. The median value of the relative error
is 1–4% for (mray, `0) = (4, 4). The case with ray ro-
tation achieves a median accuracy similar to that with
mray = 10. The sawtooth patterns in the relative errors
reflect the radial variation of the angular resolution: the
resolution becomes gradually worse with increasing r at
a given HEALPix level and suddenly increases at the ray-
splitting radii rmax(`), plotted as the vertical dashed lines
for (mray, `0) = (4, 4). Varying mray from 2 to 256, we
find that the median value of the relative errors can be fit-
ted as 2.0(mray/4)
−1.32%, which is steeper than ∝ m−0.6ray
obtained by Wise & Abel (2011).
3.3. Expansion of H II Regions
Next we perform three tests of the expansion of an
H II region embedded in a uniform medium. These are
classical problems in astrophysics with well-known ana-
lytic solutions, and have thus been the standard tests for
RHD codes incorporating the effects of ionization and re-
combination (e.g., Mellema et al. 2006; Krumholz et al.
2007; Wise & Abel 2011; Baczynski et al. 2015; Bisbas
et al. 2015). In this section, we adopt Tneu = 100 K and
Tion = 8000 K.
3.3.1. R-type Ionization Front
We consider an R-type ionization front created by a
central source in a uniform static medium with hydrogen
number density nH. At t = 0, the source starts to emit
ionizing photons at a constant rate of Qi. The expansion
of the ionization front is very rapid at early time, with-
out inducing significant gas motions. If there is no dust
extinction and the recombination coefficient is taken as
constant, the ionization front expands as
rIF = RSt,0(1− e−t/trec)1/3 , (25)
where trec = 1/(αBnH) is the recombination time and
RSt,0 =
[
3Qi/(4piαBn
2
H)
]1/3
is the dustless Stro¨mgren
radius (Spitzer 1978). For our test, we take nH =
102 cm−3, Qi = 1049 s−1, σH = 6.3 × 10−18 cm2, and
αB = 3.02 × 10−13 cm3 s−1. The simulation domain
is a cubic box with side of 2.4Rst,0 = 7.2 pc, which
is resolved by a grid of Ncell = 128
3 cells. The opti-
cal depth over one neutral cell is ∆τ = nH0σH∆x =
109(128/N
1/3
cell )(Qi/10
49 s−1)1/3(nH/102 cm−3)1/3, so
that the background medium is highly optically thick
initially. The test simulations are run until t = 8trec,
with the hydrodynamic updates turned off.
We first examine the effect of differing time step in the
subcycling. Figure 4 plots the temporal changes of rIF,
defined as the radius at which xn = 0.5, and the relative
errors compared to Equation (25). The results based on
Equation (17) (Method A) with C = 0.01, 0.1, and 1
in Equation (21) are shown as squares. For C = 0.1,
the simulation results agree with the analytic solution
within . 5%, similar to the results of Baczynski et al.
(2015). The results using Equation (20) (Method B) with
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Fig. 4.— Test of the expansion of an R-type ionization front in a
uniform medium. Method A (squares) and B (circles) refer to using
Equations (17) and (20), respectively. (a) Ionization front radius
vs. time with different time-stepping coefficient C in Equation (21).
The analytic solution is shown as the red solid line. (b) Fractional
errors relative to the analytic solution.
C = 0.1 and 1 are shown as circles, which are almost
identical to those from Equation (17) with the same C.
We also explore the effect of varying spatial resolution
by taking the Method B with C = 0.1. Figure 5 plots
the resulting rIF for Ncell = 64
3, 1283, and 2563, all of
which agree within 2%. The relative errors are ∼ 4–5%
at early time and decrease to less than 1% at t/trec = 8.
The above results suggest that Method B with C =
0.1 reproduces the evolution of R-type ionization fronts
quite well. They can be followed more accurately, albeit
at a higher cost, if one restricts ∆tss more strictly, for
example, by limiting the relative changes in xn to less
than 10% per update (e.g., Krumholz et al. 2007; Mackey
2012).
3.3.2. D-type Ionization Front
As an R-type ionization front approaches RSt,0, its ex-
pansion speed falls below twice the sound speed cion in
the ionized region. This develops an isothermal shock
in front of the ionization front, which in turn undergoes
a transition to a (weak) D-type front (Shu 1992). If the
shell of the swept-up material between the ionization and
shock fronts is geometrically thin, the radius of the shell
rsh ought to satisfy the following momentum equation
d
dt
(
Msh
drsh
dt
)
= 4pir2shc
2
ionρion , (26)
where Msh = (4pi/3)ρ0r
3
sh is the shell mass for ρ0
the density of the background medium, and ρion =
ρ0(rsh/RSt,0)
−3/2 is the density in the ionized region (as-
suming instantaneous ionization equilibrium). Hosokawa
& Inutsuka (2006) found that Equation (26) has a self-
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Fig. 5.— Test of the expansion of an R-type ionization front in a
uniform medium. Same as Figure 4 using Method B with C = 0.1
but with a range of spatial resolution.
similar solution
rsh = RSt,0
(
1 +
7
2
√
3
ciont
RSt,0
)4/7
. (27)
Spitzer (1978) also solved for a self-similar solution by
employing the requirement of ρ0(drsh/dt)
2 ≈ c2ionρion and
derived a similar expression, with 2
√
3 in the denomina-
tor of the coefficient in Equation (27) replaced by 4 (see
also Bisbas et al. 2015).
For the test of D-type fronts, we set up a cubic do-
main with 1283 cells whose side is 20RSt,0 long. The
domain is filled with neutral gas with Tneu = 100 K, and
a source placed at the center starts to emit Qi ionizing
photons per unit time from t = 0. Unlike in the R-type
front tests, we turn on the hydrodynamics updates so
that the gas responds self-consistently to the pressure of
gas at Tion produced by the ionizing radiation. The sim-
ulations are run up to t = 10RSt,0/cion using Method B
with C = 0.1. At each time, we determine the shell ra-
dius rsh as the position where the gas density is maximal.
Figure 6 plots the resulting rsh and the relative errors as
functions of time for (Qi/s
−1, nH/cm−3) = (1049, 102),
(1051, 103), and (1051, 104). Shown also as black solid
and dotted lines are the solutions of Hosokawa & Inut-
suka (2006) and Spitzer (1978), respectively. Our results
agree with the former better, with typical relative errors
less than 3%, which is consistent with the results of Bis-
bas et al. (2015).6 Using a less stringent time step size
with C = 1.0, the errors become slightly larger, but the
computational cost of the radiation module is reduced by
6 We note that the benchmark tests in Bisbas et al. (2015)
considered hydrogen-only gas and adopted Tion = 10
4 K and
αB = 2.7× 10−13 cm3 s−1, corresponding to a ∼ 30% and ∼ 10%
difference in cion and αB from ours, respectively. However, our re-
sult is unlikely to be affected by the specific choice of Tion provided
that Tion  Tneu.
Adaptive Ray Tracing in Athena 11
0
1
2
3
4
5
6
r s
h
/R
S
t,
0
(a) Ncell = 1283
Q49n2 (C= 0. 1)
Q51n3 (C= 0. 1)
Q51n4 (C= 0. 1)
Q51n3 (C= 1. 0)
0 2 4 6 8 10
t/(RSt, 0/cion)
0.04
0.02
0.00
0.02
0.04
R
e
la
ti
ve
 E
rr
o
r
(b)
Fig. 6.— Test of the expansion of a D-type ionization front in a
uniform medium. (a) Shell radius rsh vs. time. The black solid and
dotted lines represent the analytic solution of Hosokawa & Inutsuka
(2006) and Spitzer (1978), respectively. (b) Errors relative to the
analytic solution of Hosokawa & Inutsuka (2006).
a factor of 2.5.
3.3.3. Dusty H II Region with Radiation Pressure
In the preceding tests, we have ignored the presence of
dust grains and radiation pressure on them. They are ef-
ficient in absorbing (both ionizing and non-ionizing) UV
photons and transfer momentum to the gas through col-
lisional coupling. The momentum deposition from radi-
ation pressure may dominate in driving the expansion of
H II regions in dense, massive star-forming environments
(Krumholz & Matzner 2009; Murray et al. 2010; Fall et
al. 2010; Kim et al. 2016). Radiation pressure also causes
a non-uniform density distribution inside an H II region
in static equilibrium (Draine 2011). Time-dependent,
spherical models developed by Kim et al. (2016) con-
firmed that when QinH is large, the expansion of dusty
H II regions is dominated by radiation pressure, with
internal structure non-uniform.
Let Ln denote the photon luminosity below energy
hνL = 13.6 eV from a source, and τedge and ρedge be
the dust optical depth and gas density at the edge of the
ionized region, respectively. The equation of motion of
the shell is then modified to
d
dt
(
Msh
drsh
dt
)
=
Ln
c
e−τedge + 4pir2shc
2
ionρedge (28)
(Kim et al. 2016). Given τedge and ρedge as a function
of rsh from Draine (2011), Equation (28) can readily be
integrated to yield rsh as a function of time, to which our
test results are compared.
We consider an initially uniform medium with nH =
103 cm−3 and a central source with Qi = 1051 s−1 and
Ln = 1.5Qihνi, where hνi = 18 eV is the mean energy of
hydrogen ionizing photons. We take a constant dust ab-
sorption cross section σd = 10
−21 cm2 H−1 and ionized
gas temperature Tion = 8000 K, corresponding to the
dust opacity parameter of γ ≡ (2ckBTionσd)/(αBhνi) =
7.58 (Eq. 7 of Draine 2011)7. We take a computational
domain with side 20RSt,0 = 60 pc, resolved by 128
3
cells. For comparison, we also run a one-dimensional
simulation in spherical coordinates with the same set of
the physical parameters, but resolving the radial domain
0.1 pc < r < 30.1 pc using 512 cells (see Kim et al. 2016
for details of simulation setup).
Figure 7 plots (a) the density distribution in the z = 0
plane at t = 2.26 Myr and (b) the radial profiles of
nH (blue) and nH0 (green) at t = 0.67 and 2.26 Myr.
The corresponding one-dimensional results are compared
as the red lines. As expected, radiation pressure on
dust creates a central cavity devoid of gas and dust,
with the density decaying toward the center approxi-
mately as nH ∝ exp(−r0/r), where r0 = σd(Qihνi +
Ln)/(8pic kBTion) (Rodr´ıguez-Ramı´rez et al. 2016). Al-
though the shocked shell in the three-dimensional model
has a larger thickness than the one-dimensional counter-
part due to poor spatial resolution, the shell radius agrees
quite well. Figure 8 compares rsh(t) in the simulations
with that from the solution of Equation (28), again show-
ing good agreement (within 5% for t > 0.5 Myr) between
the numerical and semi-analytic results. The difference
between rIF and rsh in the three-dimensional model is
primarily due to the limited spatial resolution; the true
physical difference between rIF and rsh is smaller.
4. APPLICATION TO STAR CLUSTER FORMATION IN
TURBULENT CLOUDS
So far our tests have been limited to idealized prob-
lems, in which the background is a uniform medium.
By combining our implementation of ART with other
physics modules already existing in the Athena code, we
now demonstrate application of our ART module to an
important practical astronomical problem, namely the
formation of a star cluster in a molecular cloud. We fol-
low the collapse of a turbulent, self-gravitating cloud and
subsequent star formation until the associated UV radia-
tion feedback from multiple sources halts further star for-
mation and disperses the remaining gas. In this section,
we first describe the numerical setup and report strong
scaling for the fiducial model. We then compare the non-
ionizing UV radiation field computed by the ART with
that based on the M1 closure scheme of Skinner & Os-
triker (2013), as implemented for point sources in the
single-scattering approximation.
4.1. Numerical Setup
We solve Equations (1)–(4) to study evolution of self-
gravitating gas interacting with UV radiation from mul-
tiple point sources. We adopt Athena’s HLLC Riemann
solver, the van Leer integrator (Stone & Gardiner 2009),
piecewise-linear spatial reconstruction, and strict outflow
boundary conditions.
We use the sink particle method of Gong & Ostriker
(2013) to treat cluster formation and gas accretion pro-
cesses. For this, we create a sink particle when a cell
7 For the numerical value of γ, we took αB ' 2.59 ×
10−13(T/104 K)−0.7 cm3 s−1 from Krumholz et al.
(2007), which is slightly different from αB ' 2.56 ×
10−13(T/104 K)−0.83 cm3 s−1 adopted by Draine (2011).
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Fig. 7.— Test of the expansion of a dusty H II region with Qi = 10
51 s−1 and nH = 103 cm−3. (a) Slice of nH through the z = 0 plane
at t = 2.26 Myr. (b) Radial profiles of nH (blue) and nH0 (green) at t = 0.67 and t = 2.26 Myr. The red lines represent the results of
one-dimensional simulation in spherical coordinates.
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Fig. 8.— (a) Shell radius (red) and ionization front radius (green)
vs. time for an expanding dusty H II region with Qi = 10
51 s−1 and
nH = 10
3 cm−3. The black solid line draws the solution of Equa-
tion (28), while the dashed line gives the shell radius obtained from
the one-dimensional simulation. (b) Relative errors with respect to
the solution of Equation (28).
meets the following three conditions simultaneously: (1)
its density exceeds the threshold corresponding to the
Larson-Penston solution of an isothermal collapse; (2) it
is a local minimum of the gravitational potential; and (3)
it has a converging velocity field along all three principal
axes. The mass accretion rate onto the sink particle is de-
termined by the flux returned from the Riemann solver at
the boundary faces of the 33 ghost cells surrounding the
sink particle. The ghost cells in this sink particle control
volume are reset after the hydrodynamics integration by
extrapolation from the nearest active cells. To prevent
spurious mass and momentum flows from the ghost cells
to the active cells, we use the “diode”-like boundary con-
dition.8 When two sink particles come close enough to-
gether to make their control volumes overlap, we simply
merge them in such a way that conserves the total mass
and momentum. We have also tested the sink particle
method of Bleuler & Teyssier (2014) and found similar
results.
The gravitational potential from gas and star par-
ticles are calculated using a FFT Poisson solver with
open boundary conditions (Skinner & Ostriker 2015) af-
ter mapping star particles’ mass onto the mesh via the
triangular-shaped-cloud scheme (Gong & Ostriker 2013).
For the ART, we adopt mray = 4 and C = 0.1 in the sub-
cycling and rotate ray orientation randomly every hydro-
dynamic cycle. Since the control volume encompassing a
star particle is regarded as a ghost zone, we do not allow
radiation to interact with the gas in the control volume.
Due to limited mass resolution, star particles in our
simulation represent subclusters rather than individual
stars. Star particles emit radiation in two frequency
bins: hydrogen ionizing and non-ionizing photons with
luminosity denoted by Li = Qihνi and Ln = L − Li,
respectively. To assign the luminosity, we first calcu-
late the total sink mass M∗ in the whole domain at a
given time. We then use the stellar population syn-
thesis code SLUG based on the Chabrier initial mass
function (Krumholz et al. 2015) to calculate the light-to-
mass ratio Ψ(M∗) and the ionizing photon rate per unit
mass Ξ(M∗) for a cluster with mass M∗ at birth (Kim
et al. 2016)9. Finally, a sink particle with mass m∗ is
assigned to emit L = Ψ(M∗)m∗ and Qi = Ξ(M∗)m∗.
Using these conversion factors, for example, a stellar
cluster of mass (102, 103, 104) M has the total bolo-
metric luminosity and ionizing photon production rate
(1.1× 104, 7.3× 105, 8.9× 106) L and (1.5× 1046, 3.5×
1049, 4.8× 1050) s−1, respectively. For simplicity, we do
8 This boundary condition is the same as the outflow bound-
ary condition, except that the normal velocity component at the
boundaries is set equal to zero if gas flows from the ghost to active
cells.
9 Equation (34) in Kim et al. (2016) for the conversion fac-
tor Ξ(M∗) contains typographical errors. The correct equation
should read Ξ = 1046.7X
7/(7.28+X7) s−1 M−1 , where X =
log10(M∗/ M).
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Fig. 9.— Snapshots of gas surface density (left) and emission measure of ionized gas (right) integrated along the z-axis at t/tff,0 = 1.0
(top) and 1.75 (bottom) for the model with Mcl = 5× 104 M and Rcl = 15 pc. The circles mark the projected positions of star particles,
with color and size representing their age and mass, respectively.
not allow for age variation of Ψ and Ξ and take constant
values of hνi = 18 eV for the mean energy of ionizing
photons and σH = 6.3 × 10−18 cm2 for the photoioniza-
tion cross section.
Our problem initialization is largely similar to the ap-
proach of Skinner & Ostriker (2015) and Raskutti et al.
(2016). We consider an isolated, uniform-density sphere
of mass Mcl and radius Rcl placed at the center of the
cubic box with side L = 4Rcl. The rest of the box is filled
with a rarefied medium with density 103 times smaller
than that of the cloud. The total gas mass inside the
box is thus 1.014Mcl. We impose a turbulent velocity
field realized by a Gaussian random distribution with
power spectrum |v2| ∝ k−4 over the wavenumber range
k ∈ [2, 64]× 2pi/L (Stone et al. 1998). The amplitude of
the velocity field is adjusted such that the total kinetic
energy Ekin is equal to the absolute value of the grav-
itational potential energy EG = − 35GM2cl/Rcl, making
the initial cloud marginally gravitationally bound. The
corresponding virial parameter is αvir ≡ 2EK/|EG| = 2
at t = 0. For the particular model presented here, we set
Mcl = 5×104 M and radius Rcl = 15 pc, and we resolve
the simulation box using 2563 cells. The initial cloud con-
ditions are therefore the same as listed in Table 1 for the
fiducial model of Raskutti et al. (2016), although here
with Tneu = 20 K, the sound speed in the neutral gas is
cs = 0.27 km s
−1 and the opacity for non-ionizing radi-
ation is κ = 500 cm2 g−1 (rather than cs = 0.2 km s−1
and κ = 1000 cm2 g−1 in Raskutti et al. 2016), and also,
here Ψ varies with total stellar mass rather than being
set to a fixed value Ψ = 2000 erg s−1 g−1.
4.2. Overall Evolution & Scaling Test
The initial supersonic turbulence creates filamentary
structure via shock compression. Subsequently, the fila-
ments become gravitationally unstable and fragment into
clumps that undergo runaway collapse to form stars. The
first star particle is spawned at t/tff,0 = 0.44, where
tff,0 = 4.3 Myr is the initial free-fall time of the cloud.
Star formation continues until ∼ 1.7tff,0, creating a total
of 24 sink particles. Figure 9 plots the snapshots of gas
surface density (left) and emission measure of the ionized
gas (right) on the x–y plane at t/tff,0 = 1.0 and 1.75,
when 32% and 99% of the final stellar mass has assem-
bled, respectively. The star particle positions are marked
as circles with their size proportional to the mass. At
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Fig. 10.— Strong scaling test of a star cluster simulation with
Ncell = 256
3. The average zone-cycles per second during 1.16 ≤
t/tff,0 ≤ 1.19 against the number of cores for different physics
modules. During this time interval, there are 13 radiation sources
and the typical number of substeps taken per hydrodynamic update
is 14. The parallel efficiency of the radiation module from 64 to
1024 cores is 72%.
t/tff,0 = 2, the net star formation efficiency is only 12%,
with the most of the gas (& 70%) pushed out of the sim-
ulation box due to photoionization as well as radiation
pressure. We defer to a forthcoming paper a detailed
presentation of simulation results on the star formation
efficiency, cloud lifetime, the role of photoevaporation vs.
radiation pressure in cloud disruption, etc., and their de-
pendence on the cloud parameters.
We perform a strong scaling test for this realistic
star-formation model, varying the number of cores from
Ncore = 64 to 1024. While the time for the hydrody-
namic and self-gravity updates remains roughly constant
throughout the simulation, the cost of the radiation up-
date scales with the number of sources as well as the
number of ART substeps taken per hydrodynamic up-
date (typically ∼ 10–20). Figure 10 plots the average
zone-cycles per second (i.e., the total number of cells di-
vided by the CPU time) for different physics modules
during the time interval of 1.16 ≤ t/tff,0 ≤ 1.19 when
∼ 97% of the computational domain is filled with ion-
ized gas and the number of point sources is 13. The
zone-cycles per second for hydrodynamics and gravity are
weakly-decreasing functions of Ncore because of the in-
creasing computation-to-communication ratio. Although
the radiation update is the most expensive part owing to
multiple sources and subcycling, the cost of the ART
normalized by the number of sources and the number of
substeps remains roughly constant and is in fact cheaper
than the hydrodynamics update. The relative parallel
efficiency from 64 to 1024 processors is 72%, 22%, and
67% for the radiation, gravity, and hydrodynamic up-
dates, respectively.10
4.3. Comparison of Radiation Field Computed from
M1-Closure and ART
Raskutti et al. (2016) performed RHD simulations of
10 Inefficient scaling of the FFT gravity module for the largest
Ncore is likely caused by communication overhead associated with
global transpose of data among processors.
star formation in turbulent molecular clouds regulated by
non-ionizing radiation pressure on dust alone. They used
the Hyperion code (Skinner & Ostriker 2013) employing
the M1-closure relation to evolve the two-moment RT
equations. The Hyperion radiation solver uses explicit
integration in time with a reduced speed of light, em-
ploying an HLL-type Riemann solver to compute radia-
tion fluxes between cells, the piecewise linear spatial re-
construction, and the first-order backward Euler method
for radiation energy and flux absorption source term up-
dates. For their fiducial model with Mcl = 5 × 104 M,
Rcl = 15 pc, and αvir = 2.0, Raskutti et al. (2016) ob-
tained a final star formation efficiency of 42%, larger than
the 12% found in our ART simulation that considers both
ionizing and non-ionizing radiation, as described above.
To study whether the difference in the star formation
efficiency owes to the effect of ionizing radiation and/or
to the method of solving the RT equations, we have run
an additional ART simulation with the same set of cloud
parameters, but by turning off ionizing radiation. To
match the parameters of Raskutti et al. (2016), for this
comparison run we adopt a constant mass-to-light ratio
Ψ = 2000 erg s−1 g−1, dust absorption cross section
σd = 2.34 cm
2 g−1, and an isothermal equation of state
with isothermal sound speed cs = 0.2 km s
−1. While
overall evolution of this model is very similar to that of
Raskutti et al. (2016), the resulting final star formation
efficiency is ε = 0.25. This discrepancy in ε between the
two results can be largely attributed to the difference in
the radiation solvers.
Although the M1-closure scheme has been bench-
marked for a variety of idealized test problems (e.g.,
Gonza´lez et al. 2007; Skinner & Ostriker 2013; Rosdahl
et al. 2013; Rosdahl & Teyssier 2015), it is valuable to
check how reliable its radiation field is compared to that
based on the ART method for a problem with complex
distributions of sources and matter. For this purpose, we
take the data at two different epochs from the ART sim-
ulation with only non-ionizing radiation and use them as
inputs to the Hyperion radiation solver. With Hyperion
we read in the gas density as well as the positions r∗ and
masses m∗ of all sink particles, and assign the source
function j∗ of a Gaussian form to each sink as
j∗(r) =
m∗Ψ
(2piσ2∗)3/2
exp
(
−|r− r∗|
2
2σ2∗
)
, (29)
where the width is taken to be σ∗ = (2 log 2)−1/2 pc:
the corresponding full width at half maximum is 1 pc
(Raskutti et al. 2016). We then perform radiation up-
dates, while fixing hydrodynamic variables and the star
particles. We integrate radiation variables over 103 yr,
sufficiently long for the radiation field to reach a steady
state.
To explore the differences between the two radiation
solutions, we choose two epochs, t10% = 0.7tff,0 and
t90% = 1.75tff,0, when 10% and 90% percent of the fi-
nal stellar mass has assembled, respectively. The former
corresponds to an early stage of cluster formation when
5 sink particles have been created, which are mostly em-
bedded in dense nodes of filaments. At t = t90%, 39
sources are distributed more evenly around the center of
the domain with half-mass radius 8.2 pc; radiation has
cleared out most of the gas in the immediate surround-
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Fig. 11.— Snapshots of the control model with radiation pressure alone in the plane (a) with y = −0.4 pc at t10% = 0.7tff,0 and (b) with
y = 0.3 pc at t90% = 1.75tff,0. All star particles lying within ±3 pc of the slice plane are shown as white circles. The arrows in white and
red represent the direction of the radiation flux F calculated from the ART and M1 method, respectively.
ings. At the latter time, the system is globally super-
Eddington, with the remaining gas actively expelled from
the domain by the radiation force. The center of mass,
rCM, of the sink particles is (−1.9, 5.9,−5.6) pc and
(1.1, 0.3, 0.6) pc at t10% and t90%, respectively.
Figure 11 shows the gas structure for the (a) t10% and
(b) t90% epochs, in slices centered at the star particle
located at rsink = (−0.8,−0.4,−20.3) pc and the center
of mass of the all star particles rCM = (1.1, 0.3, 0.6) pc,
respectively. The white circles mark the positions of star
particles within 3 pc from the slice plane. The arrows in-
dicate the directions of the radiation fluxes computed by
the ART scheme (white) and M1 scheme (red). At t10%,
there are some discrepancies in the direction of the radia-
tion fluxes. In the immediate vicinity of the star particle,
the radiation fluxes computed by the ART scheme are
directed radially outward from the sink particle, while
those from the M1 scheme have non-radial component.
In the upper middle region, the radiation flux computed
by the ART scheme is directed downward (resulting from
a star particle at z ∼ −15 pc outside the panel), while the
M1 radiation flux is directed upward. We note that this
region is heavily shielded by an intervening dense clump
located at (x, y) ∼ (−1,−20) pc and the radiation field is
very weak compared to that in the immediate vicinity of
the sink or in other regions at the same distance from the
sink. Therefore, while the M1 flux is inaccurate in this
region, it is much smaller (typically by a factor of 10–30)
than the mean value at similar distances. At t90%, the
radiation fields from the two methods are in good overall
agreement with each other, although the flux directions
are somewhat different in the lower-middle region where
the gas density is quite low and multiple beams going in
different directions cross.
One quantitative measure of the global dynamical im-
pact of radiation fields is the radial component, frad,r, of
the radiation force (per unit volume) relative to rCM. At
each point r in the domain, this is given by
frad,r =
χF
c
· r− r0|r− r0| , (30)
where r0 = rCM. Figure 12 compares the probability
distribution functions (pdfs) of |frad,r| computed from
ART and from the M1 method at t = t10% (left) and
t90% (right); pdfs are shown weighted by the cell mass
(top) and volume (bottom). Overall, the M1 method re-
produces the ART radiation field reasonably well, with
|frad,r (M1)|/|frad,r(ART)| ≈ 1.0 at t10% and 0.89 at
t90%, when averaged over the entire range of |frad,r|. At
t = t10% there is a significant scatter relative to the one-
to-one relationship (dashed lines), which is likely to be
caused by the inability of the M1 scheme to describe
the superposition of streaming radiation from multiple
sources going in different directions. The scatter is small
at t = t90% because the radiation sources are more cen-
trally concentrated relative to the gas.
A careful examination of Figure 12(a) shows that
|frad,r (M1)|/|frad,r(ART)| ≈ 0.55 for the largest values
of |frad,r(ART)| & 10−29 dyne cm−3 at t = t10%. The
corresponding physical locations are in immediate re-
gions surrounding sink particles where both density and
radiation flux are high. This discrepancy is suggestive of
a possible reason why the total star formation efficiency
in the the Hyperion simulation is larger: with a lower ra-
diation force in the immediate vicinity of sink particles,
accretion of material onto sinks may not be limited as
strongly as it is in the ART simulation.
To investigate this issue in more detail, we exam-
ine the radial component of the radiation force cen-
tered on individual star particles. This is computed
as in Equation (30), except now r0 is the location
rsink of an individual star particle. For example, Fig-
ure 13(a) compares the angle-averaged radiation force
〈frad,r〉 =
∫
frad,rdΩ/
∫
dΩ relative to a sink particle lo-
cated at rsink = (−0.8,−0.4,−20.3) pc, isolated from
other sink particles. Although the M1 radiation force
is in good agreement with the ART radiation force for
|r − rsink| > 1.5 pc, the former significantly underesti-
mates the radiation force within . 1.5 pc of the source.
Since the source function in the M1-scheme (Equation
[29]) is smoothed over the finite width of ∼ 1 pc, it
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Fig. 12.— Comparison of radial component (relative to the CM) of the radiation force (in units of dyne cm−3) computed by the ART
and M1 schemes at times t10% (left) and t90% (right). The upper and lower panels show mass- and volume-weighted probability density
distributions, respectively. For comparison, the dashed lines show the relation that would be obtained if the radiation force were identical
for the two methods.
takes ∼ 4–5 cells to build up the flux expected for a
point source radiation. In contrast, the ART scheme
with the adopted parameters has been proven successful
in reproducing a point source radiation field with errors
of only a few percent (see Section 3.2). Interestingly,
the magnitude of the gravitational force (open circles) at
|r − rsink| . 1 pc is larger than the radiation force from
the M1 scheme, but smaller than that from the ART
scheme. This suggests that the direct radiation pressure
feedback in the former is less effective in halting accre-
tion than in the latter. The difficulty in resolving flux
∝ r−2 near point sources in the M1 scheme may explain
the difference in the star formation efficiency between the
two simulations.
Although the radiation fields from the two meth-
ods are quite different within a few zones of the point
sources, they agree at both larger distances from in-
dividual sources and on global scales, particularly at
late times. Figure 13(b) plots the angle-averaged radial
force as computed with ART and with M1 as functions
of the distance from the center of mass of all sinks at
t = t90%. Despite a complex source geometry, the re-
sults from the two methods agree very well. The frac-
tion of radiation escaping the surface of a sphere of radius
rmax = 2Rcl − |rCM| = 29 pc centered at rCM is equal at
fesc = 0.63 between the two methods.
We also calculate the normalized volume-integrated ra-
dial force
Fout = 4pic
(1− fesc)L∗,tot
∫ rmax
0
〈frad,r〉r2dr , (31)
which would be equal to unity had all sources with to-
tal luminosity L∗,tot been located at rCM. For multiple
sources distributed in space, Fout is reduced due both
to flux cancellation and to misalignment of the radiation
force vectors from the radial direction toward rCM. The
values of fesc and Fout from the ART and M1 schemes
are quite comparable to each other. Table 1 summarizes
these global properties of the radiation fields for the two
radiation solvers at t = t10%, t50%, and t90%.
5. SUMMARY
Radiation feedback from young massive stars has pro-
found influence on the evolution of their natal clouds and
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Fig. 13.— Angle-averaged radial radiation force computed by
ART (blue) andM1 (red) centered (a) at a sink particle at t = t10%,
and (b) at the center of mass of all sinks at t = t90%. The absolute
values of the angle-averaged gravitational forces are shown as open
circles.
TABLE 1
Global properties of the radiation fields from the
ART and M1 schemes
f∗ (%) t/tff,0 fesc,ART fesc,M1 Fout,ART Fout,M1
(1) (2) (3) (4) (5) (6)
10 0.7 0.29 0.28 0.079 0.073
50 1.0 0.29 0.30 0.20 0.15
90 1.75 0.63 0.63 0.64 0.59
Note. — Column (1) is the fraction of the total stellar
mass formed. Column (2) is the time in units of the initial
free-fall time. Columns (3) and (4) are the escape fraction
of the photons through an enclosing sphere computed by the
ART and M1 methods, respectively. Columns (5) and (6) are
the normalized, volume-integrated radial force from the ART
and M1 methods, respectively. The measurements of fesc and
Fout are made for spheres with radii 22 pc, 25 pc, and 29 pc
centered at rCM at t10%, t50%, and t90%, respectively.
subsequent star formation. Stellar radiation that escapes
from dense molecular clouds is also essential in control-
ling the thermal and ionization states of the diffuse ISM
in galaxies and contributes to ionization of the IGM at
even further distances. Because of the long-range, mul-
tiscale nature of the interactions between matter and ra-
diation in three dimensions and of the highly inhomoge-
neous spatial structure of the gas and radiation source
distribution, it is non-trivial to handle RT properly in
hydrodynamic simulations. The ART algorithm devel-
oped by Abel & Wandelt (2002) provides an accurate
means of treating RT from point sources, which retains
spatial resolution at moderate cost by splitting rays as
the distance from a given source increases. Rosen et al.
(2017) recently improved the parallel performance of the
ART method by implementing completely non-blocking,
asynchronous MPI communication.
In this paper, we describe our implementation of ART
in the Eulerian grid-based code Athena and present
results of performance tests. We adopt the non-
blocking, asynchronous parallelization algorithm sug-
gested by Rosen et al. (2017) for exchanges of informa-
tion along rays between processors. We further improve
the parallel performance by (1) passing photon packets
to neighbor processors whenever a certain number of lo-
cal ray-traces have been completed and (2) making use of
one-sided communications to update the “destroy count”
of terminated rays. The radiation source terms, hydro-
gen photoionization, radiation pressure, etc. are all sub-
stepped (relative to the hydrodynamic timestep) and up-
dated in an operator-split manner after each ART sweep,
with the substepping time interval set by the ioniza-
tion/recombination time via Equation (21). To update
the hydrogen ionization state we use an approximate so-
lution (Equation [20]) of the rate equation, which we find
is more numerically robust and gives results that are es-
sentially the same as the full analytic solution (Equa-
tion [17]).
We have verified the performance and accuracy of our
implementation of the ART scheme on a wide variety
of test problems. The results of weak and strong scal-
ing tests (Figure 2) show that the cost of the ART (per
source) remains comparable to that of the hydrodynamic
update on up to 103 processors. The vacuum radiation
test shows that if the number of rays passing through a
cell is mray = 4, the median value of the errors in the
calculated radiation energy density is only ∼ 1–4%, and
the accuracy can be further improved by rotating the
ray directions randomly (Krumholz et al. 2007) at each
step (Figure 3). Through standard test problems for the
expansion of H II regions, we demonstrate that our radi-
ation solver reproduces quite well the expected solutions
of expanding R-type and D-type ionization fronts as well
as the expansion of a dusty H II region with radiation
pressure (Figures 4–8).
As a practical application demonstrating the use of
our code, we conduct a simulation of star cluster forma-
tion in a turbulent, self-gravitating molecular cloud with
Mcl = 5 × 104 M, Rcl = 15 pc, and initial virial pa-
rameter of αvir = 2. We find that the net star formation
efficiency is ε = 0.12, with most of the gas expelled from
the simulation box when both photoionization and radia-
tion pressure from UV radiation are present. The strong
scaling test for this problem (Figure 10) shows that the
parallel efficiency of the ART module is as good as that
of the hydrodynamics module. The total cost is how-
ever dominated by the radiation update, which involves
multiple sources as well as subcycling.
We have also run an analogous model with radiation
pressure alone (i.e., without photoionizing radiation), in
order to directly compare with results obtained from the
Hyperion code, which solves the two-moment radiation
equations with an M1 closure relation. Considering an
18 Kim et al.
identical radiation source and density distribution, the
radiation field computed using the M1 scheme agrees
with that from ART on large scales, even for distributed
sources. Since, however, point sources are smoothed over
a finite volume in Hyperion, it is not able to reproduce
the radiation field accurately near individual sources. As
a consequence of the reduced radiation flux near point
sources, radiation feedback is less able to limit accre-
tion of nearby material, which likely accounts for the in-
creased net star formation efficiency found with Hyperion
(ε = 0.42) compared to that with our ART implementa-
tion (ε = 0.25). We conclude that one should be cautious
when modeling point sources using the M1 scheme if ra-
diation feedback is important to limiting accretion; one
approach might be to expand the control volume of each
sink particle such that the radiation flux is well resolved
at its boundary.
The test results presented in this paper confirm that
our implementation of ART in the Athena code is ac-
curate and efficient. In a subsequent work, we shall
present results from application of the code to cluster
formation and radiation feedback in turbulent molecu-
lar clouds. With an accurate and efficient method for
treating the effects of radiation, we are able to survey
a range of parameters, studying the dependence on the
cloud mass and surface density of the star formation ef-
ficiency and cloud lifetime, as well as the relative roles of
photoevaporation and radiation pressure in shaping and
disrupting GMCs.
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APPENDIX
ONE-CELL TEST OF PHOTOIONIZATION UPDATE
Here we present test results for the hydrogen photoion-
ization update. We consider a single cell with width
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Fig. 14.— (a) Neutral fraction xn vs. time obtained using the
different update schemes for xn with various C. Methods A and B
use Equations (16) and (17), respectively, while Method C employs
Equation (A3). (b) Difference of xn relative to the results with
C = 0.001, shown as the red solid line in (a).
∆x = 2 pc initially filled with completely neutral hydro-
gen of density nH. The cell is exposed to a fixed ionizing
radiation field Qi = 10
49 s−1 from t = 0. The tempo-
ral evolution of the neutral hydrogen fraction in the cell
is described by Equation (16), with the photoionization
rate given as
Γ =
1
nHxn
Qi
(∆x)3
(
1− e−nHxnσH∆x) . (A1)
The cell has initial optical depth τ0 = nHσH∆x =
3880  1, and initial ionization rate Γ0 =
Qi/(nH∆x
3) = 1.7 × 10−6 s−1 ≈ 14αBnH. The cell is
expected to be ionized on the time scale Γ−10 , eventually
settling into a balanced state with equilibrium neutral
fraction of xeq ≈ αBnH/(Γ0τ0) = 1.8× 10−5.
To evolve xn according to Equation (16), we try three
different schemes. First, we directly use the exact expres-
sion of Equation (17) with varying values of C in Equa-
tion (21), which we call Method A. The second method
(Method B) uses Equation (20), again with varying C.
We also use a semi-implicit difference method (Method
Adaptive Ray Tracing in Athena 19
C) to discretize Equation (16) as
xn+1n − xnn
∆tss
= αBnH(1− xnn)(1− xnn)− xn+1n Γ , (A2)
which gives a recurrence relation
xn+1n =
xnn + (1− xnn)2αBnH∆tss
1 + Γ∆tss
, (A3)
where the superscripts “n” and “n+1” denote the values
at t = t0 and t = t0 + ∆tss, respectively.
Figure 14 plots the resulting temporal changes of xn
from the various methods with different C. The results
of Methods A and B with C = 0.001, which are almost
identical to each other, can be regarded as the true solu-
tion. The neutral fraction settles to an equilibrium value
at tΓ0 & 1. The bottom panel plots the errors relative
to the C = 0.001 results. It is remarkable that the dif-
ference between the results of Methods A and B is very
small even for C as large as unity and that they are bet-
ter than those from Method C. The error is largest when
xn ∼ 0.1–0.2, for which |dxn/dt| is quite large.
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