Introduction
Many real-world applications arising in e.g. engineering involve solving multiobjective optimization problems where several conicting objectives must be optimized over a set of feasible solutions. In many occasions, these problems can be complex to solve because they deal with dierent types of functions (nonlinear, nondierentiable, discontinuous, etc.) and dierent types of variables (continuous, integer, binary, etc.). They may even involve black-box functions, whose computational cost can be high. Commonly, there is no solution where all the objectives can reach their individual optima and we look for so-called Pareto optimal solutions. These solutions are dened as solutions where an improvement of any objective always implies a sacrice in at least one of the others. The set of Pareto optimal solutions is called the Pareto optimal set and its image in the objective space is known as the Pareto optimal front. A decision maker (DM), a person who is interested in solving the problem, decides which Pareto optimal solution best satises his/her preferences and this solution is commonly known as the most preferred solution.
There exists a great amount of methods to deal with multiobjective optimization problems in the literature. On the one hand, interactive Multiple Criteria Decision Making (MCDM) methods are widely used due to the gradual incorporation of the DM's preferences into the solution process in order to generate one or a small set of Pareto optimal solutions according to these preferences [13, 16] . On the other hand, during the last decades, Evolutionary Multiobjective Optimization (EMO) algorithms have become very popular for solving dierent types of problems [1, 2] . Their main aim is the approximation of the whole Pareto optimal front. However, although knowing the ranges of the objectives functions and the conict degree among them can be of great help for having a good knowledge of the problem itself, the task of identifying a single preferred Pareto optimal solution that pleases the DM may not be easy. Also, approximating the whole Pareto optimal front may be impossible in e.g. large scale or computationally complex problems. These diculties can be managed by considering an interactive method that uses tools from an EMO algorithm. To be more precise, one can incorporate preference information into EMO algorithms to overcome various (computational and cognitive) challenges [8] .
Some interactive EMO methods have been proposed in the literature, including the following ones. The Reference-Point-Based NSGA-II (R-NSGA-II) proposed in [5] modies NSGA-II [4] as follows. According to one or several reference points given by a DM, the crowding distance used in NSGA-II is replaced by a preference distance, which equally emphasizes objective vectors that are close to any of the reference points with respect to the Euclidean distance. In [21] an interactive EMO method called the Preference Based Evolutionary Algorithm (PBEA) was proposed, which modies the EMO algorithm IBEA [27] . PBEA allows the DM to interactively give reference points, with which the binary quality indicator of IBEA (which measures the minimal distance by which an individual needs to be improved in each objective to become nondominated) is redened using an achievement scalarizing function [24] from MCDM. A Preference-based Interactive Evolutionary (PIE) algorithm was proposed in [18] . Starting from a solution selected from a randomly generated population or from a reference point, PIE progressively improves the objective function values by minimizing an achievement scalarizing function [15] at each iteration using a single-objective evolutionary algorithm. The DM guides interactively the algorithm by deciding from which solution, at which distance from the Pareto optimal front and in which direction the search for the next solutions is continued. iMOEA/D [9] is an interactive version of the well-known MOEA/D method [25] , where a set of solutions is shown to the DM at intermediate generations, who must choose one of them. Then, the search is guided to the neighbourhood of the selected solution by relocating the weight vectors which determine the search directions.
In [23] , an interactive EMO method called iPICEA-G , which is based on the PICEA-G algorithm (Preference-Inspired Co-Evolutionary Algorithm) [22] , was proposed. In this method, the DM's preferences can be given either as a search direction or as a reference point. In the former case, the DM has to indicate the importance (s)he gives to each objective function and an angle between 0 and Π/2 which determine the search range. This kind of information may be dicult to provide for the DM. In the case of a reference point, all objectives are given the same importance and the search range is set according to the number of objective functions. In [19] , an interactive evolutionary algorithm was suggested which tries to nd the most preferred solution with a limited number iterations expecting DM's involvement. The preference information is given by choosing a desirable solution among a set of solutions.
Whatever algorithm is used, the nal purpose of solving any multiobjective optimization problem is that the DM can nd her/his most preferred solution. Thus, once a set of solutions that approximates the Pareto optimal front is found, we cannot overlook the decision making phase in which the DM must make an adequate decision to choose the nal solution. Obviously, the DM plays an active role in the process and an interactive method is supposed to be appealing and acceptable to her/him because (s)he is involved in the process. However, it is important to consider several issues. On the one hand, for decision making purposes, only a few solutions must be analysed by the DM in order not to overwhelm her/him. Comparing too many solutions may be dicult in the presence of a high number of objectives. On the other hand, asking preference information in a format as simple as possible is very important since it makes the interactive process more meaningful. Besides, if the DM feels that the solutions obtained reect well enough her/his wishes, and they are improved progressively, (s)he is more motivated and it is more likely that (s)he wants to keep on iterating until the most preferred solution is found.
Based on this, in this paper, we concentrate on the decision making phase and the interaction with the DM necessary for solving any multiobjective optimization problem. Taking into account the previous ideas, we propose an interactive EMO method that generates a small set of solutions at each iteration and which needs from the DM preference information which is not cognitively demanding. The interactive method proposed is called Interactive WASF-GA and it is an interactive version of a preference-based EMO algorithm called WASF-GA [17] . At each iteration of Interactive WASF-GA, the DM indicates the number of solutions to be compared and a reference point containing aspiration levels, that is, objective function values that are desirable. According to this, WASF-GA is executed iteratively to generate the desired number of solutions in the region of interest dened by the given reference point. However, we do not only propose an interactive algorithm, but we also suggest a user interface aimed at enhancing the interaction with DM when solving a problem with Interactive WASF-GA.
The rest of this paper is organized as follows. In Section 2, we introduce the main concepts and notations used, including a brief overview of the WASF-GA algorithm. Interactive WASF-GA is motivated and described in Section 3, where we also carry out a comparative analysis with respect to other interactive EMO algorithms. In Section 4, a computational implementation is described, showing the graphical user interface proposed and the solution process of a ve-objective optimization problem. Finally, conclusions are drawn in Section 5.
2
Formulation and Background Concepts
Concepts and Notation
A general multiobjective optimization problem is dened by
where
are the objective functions that we wish to optimize (to minimize in our case) simultaneously. The decision variables
T are referred to as solutions or decision vectors and they belong to S ⊂ R Since, in the presence of conicting objective functions, it is not possible to nd a solution where all the objectives can reach their individual optima, there exist solutions that are mathematically incomparable. In these solutions, no objective function can be improved without deteriorating at least one of the others. A solution x ∈ S is said to be Pareto optimal if there does not exist another x ∈ S such that f i (x ) ≤ f i (x) for all i = 1, . . . , k and f j (x ) < f j (x) for at least one index j. The corresponding objective vector f (x) is called a Pareto optimal objective vector. The set of all Pareto optimal solutions is called a Pareto optimal set, denoted by E, and the set of all Pareto optimal objective vectors is called a Pareto optimal front, denoted by f (E).
Given two objective vectors z, z ∈ Z, we say that z dominates z if and only if z i ≤ z i for all i = 1, . . . , k, with at least one strict inequality. In the context of EMO algorithms, we refer to a nondominated set as a set of solutions whose objective vectors are not dominated by the objective vector corresponding to any other solution in the set.
The ideal objective vector and the nadir objective vector are dened, respectively, as z = (z 1 , . . . , z k ) T such that z i = min x∈E f i (x) (i = 1, . . . , k), and as
That is, the ideal and the nadir values are, respectively, the best and the worst values that each objective function can achieve in the Pareto optimal front (that is, they dene lower and upper bounds for the objective functions). While the ideal objective vector can be easily obtained, the nadir objective vector is, in general, more dicult to calculate and typically we need to settle for approximations [3, 20] . In what follows, we assume that the Pareto optimal front is bounded and that there are available estimations of the ranges of the objective function values.
From the mathematical point of view, all Pareto optimal solutions can be regarded as equally desirable and we need information about the preferences of a DM to identify one as the nal solution to be implemented [13] . A natural way to express preferences consists of specifying desirable objective function values, which constitute the components of the so-called reference point. A reference point is given by q = (q 1 , . . . , q k ) T , where q i is an aspiration level for the objective function f i provided by the DM, for all i = 1, . . . , k. Usually, q is said to be achievable for (1) 
that is, if either q ∈ Z or q is dominated by some Pareto optimal objective vector. Otherwise, the reference point is said to be unachievable, that is, for an unachievable reference point, all components cannot be achieved simultaneously (in some situations, a reference point is unachievable because some components cannot be achieved although other ones can be attained).
Once a reference point is given, a so-called achievement (scalarizing) function (ASF) [24] can be minimized over the feasible set in order to nd the Pareto optimal solution which best ts the reference point. These functions combine the original objective functions with the preferences of the DM into a scalar valued function. For an overview about ASFs, see [15] .
WASF-GA Algorithm
As previously mentioned, the interactive method we proposed is based on the preference-based EMO algorithm called WASF-GA [17] . This algorithm tries to approximate the region of interest of the Pareto optimal front dened by a reference point q given by a DM. In [17] , the region of interest of the Pareto optimal front associated to q is dened as followed. When q is achievable, the region of interest is the subset of Pareto optimal objective vectors f (x), with x ∈ E, which verify that f i (x) ≤ q i , for every i = 1, . . . , k. On the other hand, if q is unachievable, the region of interest is formed by the Pareto optimal objective vectors f (x), with x ∈ E, which verify that f i (x) ≥ q i , for every i = 1, . . . , k. Therefore, in the achievable case, this region of interest contains all the Pareto optimal solutions which dominate the reference point and, thus, which are the most interesting solutions for the DM. In the unachievable case, the region of interest is formed by the Pareto optimal solutions which are dominated by the reference point. In this case, solutions lying in this region are likely to be more appealing for the DM than the ones outside it because, at them, the objective function values dier from the aspiration values as little as possible, although they do not improve any of them. The solutions outside this region may improve some of the aspiration levels (and not all of them) but at the expense of a sacrice in the rest of reference levels, what may not be so attractive for the DM.
To approximate the region of interest, WASF-GA maintains a diverse set of nondominated solutions by considering, on the one hand, a predened set of weight vectors in the weight vector space (0, 1) k (let us consider N µ vectors of weights) and, on the other hand, by minimizing at each generation the ASF proposed by Wierzbicki in [24] for the reference point given. Roughly speaking, at each generation of WASF-GA, parents and ospring are classied into several fronts. This classication is done according to the values that each individual takes on the ASF, for the reference point and for each of the weight vectors in the set. To be more precise, the rst front is formed by the solutions which reach the lowest value of the ASF for each of the N µ weight vectors; the second front is constituted by the individuals with the next lowest value of the ASF for each of the N µ weight vectors, and so on until every individual has been included into some front. Afterwards, the solutions which are passed to the next generation are those in the lower level fronts until completing the new population. The solutions selected can be considered as the best individuals at the current generation for minimizing the ASF with respect to the weight vectors considered. The outcome of WASF-GA is the rst front of the last generation, which has N µ individuals. From the practical point of view, the region of interest is approximated by projecting the reference point onto the Pareto optimal front in dierent ways, by using the set of projection directions (or search directions) dened by the inverses of the N µ weight vectors considered. Figure 1 gives a graphical idea of the working procedure of WASF-GA in a biobjective optimization problem. The region of interest in the Pareto optimal front has been highlighted with a bold line in both cases, and the arrows represent the projection directions determined by a set of weight vectors. It can be seen that, by varying the weight vectors and by emphasizing at each generation those individuals which minimize the ASF for each weight vector, the region of interest can be approximated by projecting the reference point onto the Pareto optimal front using several projection directions, for both unachievable and achievable reference points. For more details about WASF-GA, see [17] . Based on the success of interactive MCDM methods, we propose a new interactive method using a preference-based EMO algorithm. In Interactive WASF-GA, the preference information indicated by the DM at each iteration it are aspiration levels for the objective functions, which determine a reference point denoted by q it , and the number of solutions (s)he wants to compare, denoted by N it S . The set of new solutions is generated by applying the WASF-GA algorithm using as many weight vectors as the number of solutions indicated by the DM, that is, Step 1. Initialization. Initialize it = 1.
Step 2. Preference information I. If it > 1 and the DM wants to generate new solutions using the previous reference point, set
. Otherwise, ask the DM to specify a reference point q and set q it = q. . If the DM wishes to Stop, the solution process concludes with x it as the nal solution and f (x it ) as a nal objective vector. Otherwise, set it = it + 1 and go to Step 2.
Next, let us make some remarks about some aspects of the algorithm:
When it = 1, the DM must give a reference point in Step 2 because no reference point was provided previously. The number of solutions to be shown to the DM can be changed at each iteration in Step 3, but (s)he can alternatively maintain the same number along several iterations. In that case, the same set of weight vectors can be used through these iterations and only the reference point changes.
When the DM decides to generate new solutions using the same reference point, only the N it S weight vectors must be recalculated. Given that the procedure described in [17] generates an initial large number of vectors from which the weight vectors needed are selected, the new N it S weight vectors can be obtained using again the same initial vectors to reduce the computational eort. Furthermore, the weight vectors that were already used at the previous iteration must be internally removed in order to assure that dierent solutions are provided to the DM. The nal population generated at one iteration can be used as the initial population at the next iteration, which allows to accelerate the speed of the solution process. This increases the convergence speed of the algorithm since the initial population is already close to the Pareto optimal front. In order to guarantee at least local Pareto optimality of the nal solution, the last solution chosen by the DM can be locally improved by minimizing the ASF proposed in [24] using the objective function values achieved by this solution as the reference point, with some local optimization method.
Comparative analysis
In order to compare Interactive WASF-GA with some of the reference pointbased interactive EMO algorithms mentioned in Section 1, we present Table 1 , which summarizes the main features of each algorithm. Next, we detail the information given on each column and, as an example, we explain this information for the Reference-Point-Based NSGA-II algorithm [5] . In this algorithm, at each iteration, the DM must specify one or several reference points, which is indicated in the 'Preference information' column. At each iteration with preferences, the outcome population shown to the DM consists of individuals in the rst nondominated front of the last generation. This is indicated in the 'Solutions shown to the DM' column. The'Computational cost' column contains the complexity of the basic operations of each algorithm in one iteration, considering their worst cases. In this column, k represents the number of objective functions and N is the population size used. For the Reference-Point-Based NSGA-II algorithm, we have used only one reference point and we have taken into account the computational cost needed for carrying out the nondominated sorting procedure, the preference distance assignment, the preference distance sorting and the -based selection strategy (see [5] ). Finally, if the algorithm needs to set any additional parameters to be executed, they are indicated in the last column. In the example considered, a value for is necessary to compute the niching operator.
Let us now analyse Table 1 . Firstly, from the cognitive point of view, the preference information required from the DM in Interactive WASF-GA is very simple compared to some of the other methods. For example, in the PIE algorithm or in iPICEA-G, the DM is asked for the percentage of distance to the (unknown) Pareto optimal front or for a search angle, respectively. This type of information may not be easy to understand by the DM. Secondly, as it can be seen in the third column, the only method that generates exactly the number of solutions the DM wants to see is Interactive WASF-GA. Except from The N S solutions generated at the last generation
One or several reference points
First nondominated front of the last generation
To control the extent of solutions, an -clearing idea is used in the niching operator PBEA [21] A reference point Population of the last generation 
The number of iterations to be taken and a reduction factor of the preferred region iPECEA-G [23] A reference point or a search direction with a search angle
Population of the last generation
Search angle to control the extent of solutions PIE (which generates one solution at each iteration) and i-MOEA/D, the rest of methods show the solutions generated at the last generation. Consequently, the number of solutions shown to the DM may be too high for making a fair comparison and cannot be known beforehand. Besides, Interactive WASF-GA shows nondominated solutions which approximate the region of interest, instead of showing nondominated solutions generated at intermediate generations, as in i-MOEA/D. This may be seen as a strength of our algorithm, since the solutions found at intermediate generations may be still far from the region of interest and may not give a good idea about the real trade-os among the objectives in this region. Thirdly, regarding the 'Computational cost' column, the algorithm proposed has a much lower computational cost than those needed by other algorithms given that the number of solutions the DM wants to compare in Interactive WASF-GA, denoted by N S , is expected to be much lower than the population size. The only method with a lower computational cost than Interactive WASF-GA is PIE because this method internally solves a single-objective (scalarized) optimization problem with a single-objective algorithm instead of solving the multiobjective optimization problem itself. Finally, it is worthy to mention that Interactive WASF-GA does not need to set any additional parameter during the solution process, while the other algorithms do require some (see last column). In most of them, these additional parameters control the ex-tent of solutions in the region approximated in the Pareto optimal front and, consequently, they aect the outcome of the algorithm. The previous analysis highlights that, in comparison with some of the stateof-art interactive EMO algorithms, Interactive WASF-GA requires very simple preference information from the DM and it is able to generate exactly the number of solutions the DM wants to see in the region of interest. Besides, its computational cost is quite limited and it does not need to set any additional parameter during the solution process. As shortcomings of Interactive WASF-GA, we can say that, on the one hand, the distribution of the N S weight vectors inuences the distribution of the solutions generated and, thus, special emphasis must be taken for using weights which produce well-distributed projection directions [17] . This may be overcome by producing a large number of weight vectors (e.g., 100 or more) and then using the k-means clustering [12] to select the N S most representative ones.
On the other hand, one may think that it may be not assured that the DM is shown exactly N S solutions because minimizing the ASF using dierent weight vectors does not assure to generate dierent Pareto optimal solutions (for example, in problems with discontinuous Pareto optimal fronts). In order to avoid such a situation, more than N S weight vectors may be used in WASF-GA, e.g. we can use N * S = 2 · N S vectors. In this way, more solutions are generated in the region of interest and, afterwards, the set of solutions obtained may be ltered using e.g. the k-means clustering in order to get the N S most representative solutions. This procedure, which is also used in [11] , increases the computational cost and it must only be applied in case this situation is internally detected. 4 Computational Implementation
In this section, we demonstrate the computational implementation created for Interactive WASF-GA, which is in a preliminary development phase. It has been developed in Java by using jMetal [7] , a Java-based framework for multiobjective optimization. In order to check the performance of the method proposed, we have introduced into the platform several test problems from the ZDT, DTLZ and WFG families [6, 10, 26] , respectively by now, for which the number of objectives can vary between 2 and 6. Of course, this implementation must be further improved so that other multiobjective optimization problems considered. The main menu can be seen in Figure 2 , where we consider the DTLZ2 test problem with 5 objective functions. The information is organized as follows:
Algorithm's conguration. There are three parameters in this box: (a) the number of solutions the DM would like to compare at the current iteration; (b) the population size and (c) the number of generations, the latter two being technical parameters. In the implementation, default values are recommended for these technical parameter for each problem although they can be modied if so desired. For example, if the DM thinks that the solutions are not good enough and (s)he wishes to obtain solutions closer to the Pareto optimal front, one can allow more generations to be carried out. , and also the Pareto optimal front is shown if it is known. For multiobjective optimization problems with three or more objective functions, we use a value path [14] representation to shown the solutions obtained, as can be see in Figure 2 In what follows, we illustrate the performance of Interactive WASF-GA with the DTLZ2 problem with 5 objectives. Let us assume that the preference information given by the DM at the rst iteration is the one shown in Figure 2 , that is, he set the rst reference point as q 1 = (0.34, 0.4, 0.3, 0.38, 0.33) and wanted to generate four solutions (N 1 S = 4). Analysing the value path and the objective values of the solutions generated, it can be seen that none of the solutions obtained has improved any aspiration value. Besides, a careful analysis of them highlights the conict degree among the objective functions. It can be observed that, when a solution reaches an objective value closer to the corresponding aspiration value, the values achieved by the rest of objective functions are further from their aspiration values. This can be easily seen, for example, in solutions S2 and S4, which attain values close to the aspiration levels for objective 5 and objective 1, respectively, at the expense of the rest of the objective functions.
According to the above analysis, the DM decided to relax all the aspiration levels and he set the new reference point as Figure  3 and it can be observed that now they are even closer to the reference point. Although the reference point was still unattainable, the DM was satised enough with solution S2. This solution improved the values achieved for the objective functions 1, 2 and 5 when compared to the ones reached by most of the solutions at the previous iteration and, at the same time, it attained the second best values for the objectives 3 and 4. After three iterations the DM found the most preferred solution and was convinced of its goodness.
With this example, we have shown the behaviour of Interactive WASF-GA and the user interface proposed. If the DM changes the reference point, we have seen that the solutions generated are dierent from the ones previously produced. And if the DM indicates a higher or a smaller number of solutions, more or less solutions are produced accordingly. We have not computationally compared our algorithm with other interactive methods because a quantitative assessment of interactive approaches is very dicult in practice when interacting with a DM. Furthermore, traditional comparative tables which evaluate the performance of EMO algorithms after several independent runs are not meaningful for assessing Interactive WASF-GA because we focus on the DM's interaction and the decision making phase, and not only on the approximation of the Pareto optimal front. 5 
Conclusions
In this paper, a new interactive evolutionary algorithm has been proposed for solving multiobjective optimization problems. The new algorithm is called Interactive WASF-GA and it is based on the preference-based EMO algorithm WASF-GA. At each iteration of Interactive WASF-GA, very easy to understand preference information is asked to the DM: just a reference point (containing desirable objective function values) and the number of solutions the DM wishes to compare. According to this information, a set with this number of solutions is generated in order to represent the region of interest of the Pareto optimal front dened by the reference point given. Subsequently, the DM analyses the solutions found and decides either to stop or to carry out a new iteration by redening the preference information. While the original WASF-GA approximates the region of interest with a high number of nondominated solutions, the interactive version only needs to generate few representative nondominated solutions. This fact allows to accelerate the solution process and reduces the computational cost needed. Besides, as the DM just compares a small number of solutions in the region of interest in order to nd her/his most preferred solution, the solution process is not very demanding and requires a low cognitive eort. Furthermore, Interactive WASF-GA is able to generate as many solutions as the DM indicates, and this is a strength in comparison to other interactive EMO algorithms, which provide the DM with sets of solutions that may be too large to be compared. Also, it is noteworthy that Interactive WASF-GA does not need to set any additional parameter.
We have demonstrated the applicability of Interactive WASF-GA with a ve-objective optimization problem which has shown how our algorithm can be used for reaching a solution interesting for the DM. Next, we plan to apply the algorithm proposed to real-life multiobjective optimization problems.
