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Abstract—Several proofs of the monotonicity of the non-
Gaussianness (divergence with respect to a Gaussian random 
variable with identical second order statistics) of the sum of n 
independent and identically distributed (i.i.d.) random variables 
were published. We give an upper bound on the decrease rate of 
the non-Gaussianness which is proportional to the inverse of n, 
for large n. The proof is based on the relationship between non-
Gaussianness and minimum mean-square error (MMSE) and 
causal minimum mean-square error (CMMSE)   in the time-
continuous Gaussian channel. 
I. INTRODUCTION 
The non-Gaussianness of a random variable (random vector, 
random process) ξ  is characterized by the divergence 
( ) ( )D Dξ = ξ ξ between ξ  and ξ  , where ξ  is Gaussian with 
the same second order statistics as that of  ξ . Recently, a 
simple proof of the monotonicity of the non-Gaussianness of 
the sum of n independent and identically distributed (i.i.d.) 
random variables was shown in [1]. In particular, if 
, 1,...,iX i n= are i.i.d. then 
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Results for a more general setting of non-identically 
distributed random variables were also given in [1]. Moreover, 
monotonicity of Fisher information, entropy and other 
information theoretic magnitudes were also analyzed (e. g. [2]-
[4]). However, no estimate of the decrease rate of the non-
Gaussianness was given.  
In this paper we give an upper bound on the decrease rate of 
the non-Gaussianness which is proportional to the inverse of 
n , for large n . The proof is based on the relationship between 
divergence and both minimum mean-square error (MMSE) 
and causal minimum mean-square error (CMMSE),   in the 
time-continuous Gaussian channel.  
In section II we state our main result (Theorem 1) and give an 
example of possible application. The proof of the theorem is 
given in section III. 
II. THE DECREASE RATE OF THE NON-
GAUSSIANNESS OF THE SUM OF IID RANDOM 
VARIABLES             
Let , 1,2,...=iX i  be independent, identically distributed 
random variables with finite variance. Without loss of 
generality we assume all random variables to have zero mean. 
Denote by (2) (0)D the second derivative of the divergence 
1( )+D W q X  at 0=q , where W is a zero mean, unit-
variance Gaussian random variable, independent of 1X . Then 
the following theorem holds. 
Theorem 1: For any positive number Q < ∞  there exists an 
integer N such that for all ≥n N  
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In (2) we use the notation ( )n no uν =  for lim [ / ] 0n n
n
u
→∞
ν = . 
The proof of the theorem is given in the next section. 
 
Let us note that choosing an "optimal" Q  seems to be not 
trivial. Small Q  leads to a small value of the explicit term in 
the right hand side of (2). But then N  must be big (section III 
(14)). As a consequence the theorem may hold only for the 
range of very large sn .   
 
 The theorem could serve several applications. One of them 
will be addressed here. It is well known [5], [6] that the 
capacity of the additive non-Gaussian noise channel increases 
by the amount of the (divergence) non-Gaussianness of the 
noise, relative to the capacity of the channel with additive 
Gaussian noise with the same second order statistics and same 
signal-to-noise ratio. Suppose that a channel is exposed to an 
interference which is composed of a normalized sum of n  
independent interferers (of the type (9) bellow). Then, one can 
evaluate the capacity's convergence rate to its minimum value 
– the Gaussian channel capacity, as n  increases.  
III. PROOF OF THEOREM 
For the Theorem proof the following time-continuous, additive 
Gaussian channel is used. 
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             0( ) ( ) ( ) , 0η = + ξ ≤ ≤∫
t
t w t q s ds t T ,            (3) 
where ξ is the channel's input, 2
0
( )ξ = ξ < ∞∫
T
E t dt  , w  is a 
standard Brownian motion independent of ξ , and q is the 
signal-to-noise ratio. 
We begin with the following lemma which holds for any 
process ξ  that fulfils (3) and Taylor's theorem [7, p95]. 
Lemma 1: As q 0→   
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f q . 
Proof 
In order to prove the lemma we recall the following relations 
between the divergence and the minimum mean-square errors 
[8]: 
          
2( ) ( ) ( )CMMSE CMMSE D
q
ξ − ξ = η ,              (5) 
            ( ) ( ) 2 ( )dMMSE MMSE D
dq
ξ − ξ = η .             (6) 
In (5), (6) ξ   is a Gaussian process with the same covariance 
function as that of ξ ,  
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and ( )CMMSE ξ  , ( )MMSE ξ , are defined in a similar way 
by replacing ξ  in (3) and (7) with ξ .   
It is clear that as q → 0 the values of ( )CMMSE ξ , 
( )CMMSE ξ , ( )MMSE ξ and ( )MMSE ξ  exceed Eξ . 
Therefore, from (5), (6) 
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By Taylor's theorem equation (8) implies (4). 
Let us choose in (3), the following signalξ , 
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In (9) 2 , 1,...,
i
i
k
k i n
T
pi
ω = =  are circular frequencies. We 
assume in the following that 
ikω  for 1,...,i n= , and q are 
known. Using the above lemma, our first step will be to 
evaluate the divergence ( )D η . Let us choose the following 
Fourier family as a complete set of orthonormal 
functions{ ( )}i tφ : 
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We represent the Wiener process by 
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where , 0,1,2,...iW i = are Gaussian i.i.d. (0, 1). Then,  
1 2( ) ( , ,...)D Dη = η η  , where 0 ( ) ( )
T
i it t dtη = η φ∫ . The only 
non-Gaussian components that contribute to the divergence are 
the following         
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where the variables , 1,...,iW i n=  are mutually independent 
Gaussian random variables with unit variance, independent of 
, 1,...,iX i n= . 
Therefore, the divergence ( )D η  is given in this case by the 
sum 
1
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η = η∑ . Moreover, since divergence is not 
sensitive to any normalization factor we can choose for each   
  i  in (10) 1iω = . For the case 1n =  
1 1 1( ) ( )nD D W qX= η = + . 
For the n - dimensional signal's case (9) we have to replace 
q in the divergence expression above by /q n and multiply by 
n . Then, by the lemma, for each q  (no matter how large, but 
fixed) and for large n  
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By the data processing law for divergence, for each n  
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By normalizing the argument of the divergence in the right 
hand side of (12) by a factor of n  we get for each q  
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 Where 
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= ∑  is another unit-variance Gaussian 
random variable, independent of  , 1,...,iX i n= . 
Observe that 
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+ ∑  is a monotonic increasing 
function of q which equals zero at q=0, and converges to the 
limit 
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For any fixed q Q=  we define 
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convergence in the mean-square sense of 
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Gaussian random variable), 
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Therefore, 0n∆ →  as n →∞ . Let ε  be an arbitrary 
positive number. Then there exists an integer N such that for 
all ≥n N  
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Inequality (2) follows from (11), (13) and (14). 
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