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O projeto e escalonamento em tempo real de compressores para operar poços
de petróleo com o método de elevação por injeção contínua de gás, consiste
em resolver um problema não-linear inteiro misto que pode ser visto como
um problema de alocação de instalações. Esta dissertação apresenta uma
formulação revisada que representa as restrições de pressão de descarga do
compressor como uma familía de desigualdades lineares, mostrando-se mais
efetiva que a formulação antecedente (CAMPONOGARA; CASTRO; PLUCENIO,
2007). Para a resolução do problema, aproximações lineares inteiras mistas
da formulação revisada serão obtidas. Isto ocorrerá através da linearização
por partes das funções não lineares presentes na formulação, usando vari-
aveis binárias e um conjunto especialmente ordenado de variáveis de tipo II,
SOS2. Serão propostas durante o decorrer do trabalho desigualdades válidas
para a capacidade do compressor, buscando ganhos computacionais durante a
resolução do problema. Este trabalho apresenta também experimentos com-
putacionais comparando as formulações antiga e revisada, avaliações dos im-
pactos ocasionados pela geração de planos de cortes no tempo de resolução
e algortimos de linearização por partes de funções não lineares, baseados em
programação dinâmica.
Palavras-chave: Escalonamento de compressores. Taxa de injeção de gás.




The design and real-time scheduling of lift-gas compressors in oil fields en-
tails solving a mixed-integer nonlinear problem that generalizes the facility
location problem. This work presents a revised formulation that represents
the constraints on compressor discharge pressure as a family of linear ine-
qualities, which is shown to be tighter than a previous formulation (CAMPO-
NOGARA; CASTRO; PLUCENIO, 2007). The problem is approximates solved by
piecewise-linearizing the nonlinear functions, using binary variables and spe-
cially ordered set of variables. Valid inequalities will be proposed during the
course of the work for the compressor capacity, seeking computational gains
on resolution of the problem. The work also presents computational expe-
riments comparing the formulations, evaluating the impact of cutting-plane
generation on solution speed and piecewise-linearization algorithms for non-
linear functions based on dynamic programming.
Keywords: Compressor scheduling. Artificial lifting by continuous gas in-
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A cada dia que passa a demanda de energia no mundo cresce mais e
mais, aumentando o consumo e dependência do petróleo. Apesar de ainda ex-
istirem em grandes quantidades em nosso planeta, esta fonte é não renovável
e no futuro se esgotará.
Recentemente foram descobertos grandes reservatórios de óleo abaixo
de uma camada de sal, situados em uma camada chamada de pré-sal. Estima-
se que esta camada estende-se por 800 quilômetros do litoral brasileiro desde
Santa Catarina até Espírito Santo, podendo chegar a 200 quilômetros de lagura,
contendo 1,6 trilhão de metros cúbicos de gás e óleo. Porém existem diversas
dificuldades para sua extração, o que torna o custo muito alto e ainda não
viável à produção de petróleo.
Motivados a buscar formas mais eficientes para extração de oléo, as
indústrias petrolíferas buscam usufruir ao máximo de um campo de petróleo
e diminuir os custos de operação deste campo. A chave para estes ganhos é a
tecnologia de campos inteligentes, também conhecidos como campos digitais
e campos do futuro, que defendem a integração dos ativos e operações para
fornecer uma operação do sistema completo (DEVRIES, 2005; MURRAY et al.,
2006). O uso deste modelo de sistema completo implica no desenvolvimento
de modelos matemáticos e algoritmos eficientes para resolver problemas de
operação em campos inteligentes (CAMPONOGARA et al., 2010). Um dos pro-
blemas envolvidos é o projeto e escalonamento em tempo real de compres-
sores para operar campos de petróleo com o método de elevação por injeção
contínua de gás, objetivo do trabalho.
Técnicas artificiais de elevação de petróleo são aplicadas em todo o
mundo. Estas técnicas servem para trazer o petróleo à superfície quando
a pressão interna do reservatório não é suficientemente alta para elevar o
petróleo às instalações de superfície. Uma destas técnicas de elevação é a
injeção contínua de gás de alta pressão no fundo do tubo de produção, conhe-
cida como gas-lift. Esta técnica é muito interessante, pois proporciona uma




O plano de extração de petróleo de um campo, que utiliza o método
de elevação por injeção contínua de gás, estabelece taxas de injeção de gás
e pressões de injeção para os poços. Estas taxas e pressões podem variar
ao longo do tempo em resposta a eventos imprevisíveis, tais como falhas de
equipamentos e manutenções forçadas, mudanças dinâmicas nas condições
do reservatório e oscilações dinâmicas na disponibilidade de gás, entre outros.
Consequentemente, o problema de projeto e escalonamento em tempo real de
compressores para plataformas de produção de petróleo é fundamental para a
otimização da produção.
Esta dissertação tem como um dos seus objetivos propor um modelo
matemático revisado do projeto e escalonamento de compressores que suprem
a demanda de gás de elevação, definir a instalação ou ativação de compresso-
res, escaloná-los para suprir a demanda dos poços com objetivo de alcançar
um ótimo econômico do processo. Este modelo é baseado no modelo pro-
posto em (CAMPONOGARA et al., 2011; CAMPONOGARA; CASTRO, 2008). O
modelo antecedente de (CAMPONOGARA et al., 2011; CAMPONOGARA; CASTRO,
2008) possui dentre suas restrições funções não-lineares o que dificulta sua
resolução, portanto o modelo revisado busca contornar este problema e me-
lhorar o modelo anterior.
Já para a resolução do problema será utilizada uma modelagem de
otimização baseada em programação inteira mista, pois tal classe possui al-
goritmos que podem encontrar uma solução ótima do sistema. Para que seja
possível esta formulação será necessária a linearização por partes das funções
não-lineares, aproximando a curva por vários segmentos de reta. Com este
objetivo foram desenvolvidos algoritmos para se obter uma linearização ótima
levando em conta o número desejado, ou máximo, de segmentos de retas a
serem usados e tendo como função objetivo a minimização de erros quadráti-
cos.
Ao final, outro objetivo do trabalho é propor algoritmos de planos de
corte, baseados em desigualdades de cobertura (WOLSEY, 1998), para o pro-
blema de escalonamento de compressores com a finalidade de se obter ganhos
computacionais durante sua resolução.
1.3 REVISÃO DA LITERATURA
O problema de escalonamento de compressores tem sido abordado de
forma breve em alguns trabalhos (HUPPLER, 1974; DUTTA-ROY; BARUA; HEIBA,
1997). O trabalho de (DUTTA-ROY; BARUA; HEIBA, 1997) já relaciona os poços,
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linhas de fluxo, instalações de superfície e reservatório para a construção de
seu modelo. Neste trabalho assume-se como função objetivo a diferença entre
os rendimentos gerados pela venda do petróleo, ou gás, e o custo de instalação
e operação dos compressores, envolvendo o custo da energia necessária para
a operação dos compressores. A técnica utilizada por (DUTTA-ROY; BARUA;
HEIBA, 1997) para a resolução do problema com a finalidade de obter ganhos
econômicos é conhecida por programação quadrática sucessiva. Esta técnica
é um ótimo mecanismo para se encontrar ótimos locais, porém não assegura
a determinação de um ótimo global. Já em (HUPPLER, 1974), o problema de
escalonamento de compressores é relacionado de uma forma um pouco dife-
rente, onde dada uma demanda de gás exigida pelos poços e uma capacidade
de fornecimento de gás, deve-se otimizar o escalonamento de compresssores
para que se possa perfurar mais poços, considerando a instalação de novos
compressores ou não. Porém, (HUPPLER, 1974) considera que a pressão do
reservatório é uniforme, o que determina que a pressão necessária fornecida
pelo compressor para cada poço do reservatório é a mesma. O problema en-
tão, torna-se um problema de decisão de se perfurar novos poços ou não, e o
qual pode ser resolvido utilizando-se programação dinâmica.
Após abordagens mais superfíciais, o problema de escalonamento de
compressores foi definido formalmente como uma generalização do problema
de alocação de instalações com duas restrições de capacidades e uma função
objetivo não-convexa (CAMPONOGARA; CASTRO; PLUCENIO, 2007; CAMPONO-
GARA; CASTRO, 2008; CAMPONOGARA et al., 2011). O problema relacionado de
selecionar compressores para minimizar o custo de energia, enquanto mantém-
se a pressão suficientemente alta nas linhas de conexão das refinarias é abor-
dado em (NGUYEN et al., 2008). Este trabalho compara métodos de resolução
para o problema, como algortimos de programação inteira-mista, algoritmos
genéticos e sistemas inteligentes.
O problema de alocação de gás de elevação para um grupo de poços
sujeito a restrições de gás e de instalações, também tem sido abordado na
literatura (SAEPUDIN et al., 2010; CAMPONOGARA; NAKASHIMA, 2006; CAMPO-
NOGARA; CONTO, 2009).
O trabalho de (CAMPONOGARA; CASTRO; PLUCENIO, 2007) reformulou
o problema de escalonamento de compressores como um problema de progra-
mação inteira mista (PLIM) pela linearização por partes da função objetivo
e da restrição de pressão de descarga dos compressores. A dificuldade de se
resolver instâncias representativas do problema utilizando solvers de PLIM,
motivou o estudo de planos de cortes baseados em desigualdades de cober-
tura (WOLSEY, 1998) para a pressão de descarga do compressor e a taxa de
injeção de gás. Estes algoritmos de planos de cortes foram propostos em
(CAMPONOGARA et al., 2011).
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Experimentos numéricos indicaram que a resolução do problema com
a utilização dos algoritmos de planos de corte pode reduzir o tempo de solução
em torno de 35% à 50%. Porém, apesar do uso dos planos de corte, um solver
de PLIM levou mais de três horas para resolver algumas intâncias e ainda não
pode lidar com instâncias de grande porte. Recentemente, surgiu a ideia de
que esta formulação PLIM do problema de escalonamento de compressores é
simplificado por uma representação equivalente das restrições sobre a pressão
do compressor com uma família de desigualdades lineares. Esta formulação
alternativa motivou o trabalho aqui relatado.
1.4 VISÃO GERAL DA DISSERTAÇÃO
Esta dissertação está dividida em sete capítulos. No próximo capítulo
serão apresentados, de forma breve, alguns conceitos de otimização necessá-
rios para um melhor entendimento do trabalho. No Capítulo 3 apresentare-
mos detalhadamente o problema de escalonamento de compressores e sua
formulação revisada, comparando-a com a formulação antiga neste mesmo
momento. No Capítulo 4 serão apresentados algoritmos baseados em progra-
mação dinâmica para linearização por partes de funções não lineares. O Capí-
tulo 5 destina-se às formulações lineares por partes do problema de escalona-
mento de compressores, transformando o problema em um problema de pro-
gramação inteira mista. Neste mesmo capítulo também serão apresentados
os planos de corte desenvolvidos. O Capítulo 6 é composto por experimentos
numéricos para demonstrar a efetividade da formulação revisada, comparado-
á à formulação antiga e o impacto dos planos de corte no tempo de resolução
do problema. Por fim, no Capítulo 7 apresentaremos as conclusões deste tra-
balho e perspectivas de trabalhos futuros.
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2 FUNDAMENTOS DE PROGRAMAÇÃO INTEIRA
2.1 INTRODUÇÃO À OTIMIZAÇÃO
A otimização é uma área da matemática aplicada que busca obter o
comportamento ótimo de um processo. Este processo deve conter váriáveis de
decisão, onde a escolha de seus valores influenciará diretamente no compor-
tamento do processo. Estes valores são determinados através de um conjunto
de informações, compostas por uma ou mais funções objetivo e restrições
impostas às variáveis. Este conjunto é chamado de modelo do processo.
O modelo de um processo serve para caracterizar algo real e nos per-
mite o estudo do processo com custos reduzidos. Um modelo pode ser con-
creto, como a miniatura de um avião utilizada em testes em um túnel de vento,
ou abstrato, que usualmente são representações matemáticas da realidade em
estudo. É válido ressaltar que a modelagem de um processo não é trivial e a
diferença entre a solução do modelo e a solução real depende diretamente da
precisão do modelo em descrever a realidade.
A modelagem utilizada em problemas de otimização é a modelagem
matemática. Um modelo matemático contém os seguintes elementos, (AN-
DRADE, 1998):
1. variáveis de decisão e parâmetros: as variáveis de decisão são os va-
lores a serem determinados pela solução do problema e os parâmetros
são valores que possuem aspectos fixos, ou melhor, são valores que
podem variar mas não durante a resolução do problema;
2. restrições: são funções que procuram expressar as limitações físicas
do sistema. O conjunto de restrições definem o espaço das soluções
que podem ser aplicadas ao problema;
3. função objetivo: é a função que define a qualidade da solução em
relação às variáveis de decisão.
Um problema geral de otimização pode ser escrito em programação
matemática como:
P : Maximize f(x)
Sujeito a: g(x) 6 0
x ∈ Rn
onde x representa o vetor de variáveis de decisão, f : Rn → R é a função
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objetivo e g : Rn → Rp são as restrições do problema que limitam o espaço
de soluções factíveis.
Como ilustração, pode-se apresentar um problema onde uma pessoa
deseja escolher entre diversos produtos de um supermercado quais levar para
sua casa. Os produtos devem ser escolhidos de forma que atendam ao máximo
suas necessidades no dia-a-dia, sendo que eles não devem exceder a quantia
de dinheiro disponível.
Os dados do problema são:
• N é o número de produtos disponíveis;
• cn é um valor que representa a utilidade associada ao item n para o
dia-a-dia;
• b é a quantia disponível de dinheiro;
• an é o preço do produto n;
Na especificação do problema, devemos definir as variáveis de deci-
são, a função objetivo e as restrições:
Variáveis de decisão: xn assume valor 1 se o produto n for comprado, e 0
caso contrário;
Função objetivo: O valor da utilidade total dos produtos selecionados f(x) =∑N
n=1 cnxn, que deve ser maximizado.
Restrições: O preço total dos produtos selecionados não deve exceder a quan-
tia disponível e as variáveis de decisão devem assumir valores binários
do conjunto B = {0, 1}.









xn ∈ B n = 1, . . . , N
Dado o modelo, chamamos de instância o conjunto de dados que ca-
racterizam um problema. Para o exemplo acima uma instância é dada na
Tabela 1. Considerando que a quantia diponível seja b = R$ 6, 00, obtemos a
seguinte formulação em programação matemática:
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Tabela 1 – Exemplo de Instância para um Problema de Otimização.
n Item Utilidade Preço
1 Pasta Dental 2 R$ 5,00
2 Carne 7 R$ 5,00
3 Sabonete 2 R$ 4,00
4 Salada 4 R$ 3,00
5 Pão 3 R$ 2,00
6 Arroz 7 R$ 2,00
7 Água 6 R$ 1,00
Maximize 2x1 + 7x2 + 2x3 + 4x4 + 3x5 + 7x6 + 6x7 (2.1)
Sujeito a: 5x1 + 5x2 + 4x3 + 3x4 + 2x5 + 2x6 + x7 6 6
x ∈ B7.
onde sua solução é x1 = 0, x2 = 0, x3 = 0, x4 = 1, x5 = 0, x6 = 1 e
x7 = 1.
Conforme as características da função objetivo e das restrições, os pro-
blemas de otimização podem ser classificados de diferentes formas:
• Programação Linear: é uma classe de problemas de otimização onde
tanto a função objetivo quanto as restrições são funções lineares. Os
problemas de programação linear são interessantes pelo fato de já ob-
terem algoritmos eficientes para sua resolução, como exemplo, o algo-
ritmo Simplex e os métodos de ponto interior (VANDERBEI, 1996);
• Programação Linear Inteira: também conhecida como programa-
ção inteira, é um sub-conjunto dos problemas de programação linear.
Porém, neste caso, além das restrições e o objetivo serem lineares, é
preciso que as variáveis de decisão sejam estritamente inteiras;
• Programação Linear Inteira-Mista: também conhecida como pro-
gramação inteira mista, é uma classe de problemas que contém tanto
variáveis de decisão inteiras quanto contínuas, além das caracteristícas
de um problema de programação linear;
• Programação Não-Linear: é uma classe de problemas mais geral.
Ela contém funções não-lineares tanto nas funções objetivo quanto nas
restrições, podendo conter variáveis de decisão contínuas ou não.
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2.2 PROGRAMAÇÃO LINEAR INTEIRA
Durante o decorrer do trabalho serão necessários alguns conceitos de
programação inteira que podem ser extendidos a problemas de programação
inteira-mista. Estes conceitos serão brevemente abordados nessa seção para
obter o maior entendimento do trabalho. Para abordagens mais profundas das
definições expostas a seguir, recomenda-se a leitura de (WOLSEY, 1998).
A programação inteira, como comentado anteriormente, é um pro-
blema de programação matemática que além de possuir sua função objetivo e
restrições lineares, possui suas variáveis de decisões estritamente inteiras. Em
programação matemática, podemos expressar um problema de programação
inteira como:
PI : Maximize f(x)
Sujeito a: g(x) 6 0
x ∈ Zn
onde x, f e g são respectivamente o vetor de variáveis de decisão, função
objetivo (linear) e restrições (funções lineares). É importante ressaltar aqui,
que a solução do problema acima considerando o vetor de variáveis de decisão
x ∈ Rn pode não ser a mesma, e ainda, pode estar muito distante da solução
do problema PI .
2.2.1 Formulações Alternativas
Considere o problema de minimizar uma função linear f(x1, x2), tal
que x ∈ X , comX = {(1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3)}.
Observe agora a seguintes formulações:
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P1 : min f(x1, x2) (2.2a)
sujeito a:
3, 25x1 − x2 ≥ 0, 875 (2.2b)
0, 7273x1 + x2 ≤ 5.472 (2.2c)
x1 ≤ 3, 8 (2.2d)
0, 75 ≤ x2 ≤ 3 (2.2e)
x1 ∈ Z (2.2f)
x2 ∈ Z (2.2g)
P2 : min f(x1, x2) (2.3a)
sujeito a:
1, 4x1 + x2 ≥ 2, 334 (2.3b)
1.0417x1 − x2 ≥ −1.3333 (2.3c)
2, 5x1 + x2 ≤ 11 (2.3d)
0, 7362x1 − x2 ≤ 1.2975 (2.3e)
x1 ∈ Z (2.3f)
x2 ∈ Z (2.3g)
Definição 1 Um subconjunto do Rn descrito por um conjunto finito de res-
trições lineares P = {x ∈ Rn : Ax ≤ b} é um poliedro.
Definição 2 Um poliedro P ⊆ Rn+p é uma formulação para um conjunto
X ⊆ Zn × Rp se e somente se X = P ∩ (Zn × Rp).
Note através da Figura 1 que, tanto o poliedro P1, quanto o poliedro
de P2, representado por retas tracejadas, juntamente com a restrição de que
(x1, x2) ∈ Z2, são formulações para o conjunto X . Ou seja, representam o
conjunto de pontos factíveis do problema. Portanto, ambas formulações são
corretas. Observe ainda que este mesmo problema possui infinitas formu-
lações. Cabe agora determinar qual a melhor formulação.
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Figura 1 – Poliedros P1 e P2.
Definição 3 Dado um conjunto X ⊆ Rn e duas formulações P1 e P2 para
X , P1 é uma formulação melhor que P2 se P1 ⊂ P2.
Definição 4 O fecho convexo ou envelope convexo de um conjunto X ∈ Rn
é o menor conjunto convexo que contém X .
Proposição 1 Todos os pontos extremos de conv(X), o fecho convexo, per-
tencem a X .
Para o exemplo ilustrado na Figura 1, o fecho convexo de X é ap-
resentado na Figura 2, por retas tracejadas, juntamente com o poliedro P2.
Observe que conv(X) ⊂ P2. Logo a formulação conv(X) é melhor que a
formulação P2.
Figura 2 – Poliedros P2 e Conv(X).
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2.2.2 Otimalidade, Relaxação e Limites
Dado um problema de programação inteira (PI)
z = max
{
cTx : x ∈ X ⊆ Zn} ,
surge a questão de como provar que uma solução x∗ do problema é ótima.
Uma forma de responder esta questão também nos proporciona um critério
de parada para algoritmos de solução desta classe. Deve-se encontrar um
limite inferior z ≤ z e um limite superior z ≥ z, e caso z = z = z, obte-
mos a otimalidade. Basicamente, qualquer algoritmo deverá encontrar uma
sequência decrescente de limites superiores
z1 ≥ z2 ≥ z3 ≥ . . . ≥ zn ≥ z
e uma sequência crecente de limites inferiores
z1 ≤ z2 ≤ z3 ≤ . . . ≤ zm ≤ z.
Dado  ≥ 0, podemos definir um critério de parada como |zm − zn| ≤ ,
onde podemos ter certeza que a solução candidata encontrada neste momento
está a no máximo  unidades da solução ótima.
Limite Primal: Qualquer solucão factível x ∈ X resulta em um limite
primal, que no caso de uma função objetivo de maximização representa um
limite inferior. Encontrar uma solução factível pode ser uma tarefa fácil ou
algumas vezes tão trabalhosa quanto resolver o problema.
Limite Dual: No caso de um problema de maximização este limite
representará um limite superior. Caso contrário, representará um limite in-
ferior para o problema. O método mais utilizado para obtê-lo é chamado de
relaxação. Esta abordagem busca facilitar a resolução do problema obtendo
uma solução no mínimo tão grande quando a solução do problema original
z (caso de maximização). Existem vários métodos de relaxação. A que será
utilizada mais adiante no trabalho é a relaxação linear.
Definição 5 Para um problema de programação linear PI = max
{
cTx :
x ∈ P ∩ Zn} com o poliedro P = {x ∈ Rn : Ax ≤ b}, sua relaxação linear
é PR = max
{
cTx : x ∈ P}.
Observe que a relaxação linear de um problema de programação in-
teira resulta em um problema de programação linear, pois desconsideramos a
restrição de integralidade e, como comentado, este problema pode ser facil-
mente resolvido.
Uma vez obtido o limite dual devemos reduzí-lo. Isto pode ser feito
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através de algortimos de planos de corte e algortimos branch-and-bound. Este
útlimo, além de reduzir o limite dual, pode ao mesmo tempo encontrar e
elevar o limite primal.
2.2.3 Branch-and-Bound
O algortimo branch-and-bound é baseado na estratégia de dividir e
conquistar, ou seja, procura dividir o problema principal em sub-problemas
menores e de resolução mais simples. Esta aboradagem busca, através da
união das soluções dos sub-problemas, solucionar o problema original. Como
o algoritmo não será usado diretamente no trabalho, ilustraremos o funciona-
mento do mesmo através do seguinte exemplo:
S : z = max 4x1 − x2 (2.4a)
sujeito a:
7x1 − 2x2 ≤ 14 (2.4b)
x2 ≤ 3 (2.4c)
2x1 − 2x2 ≤ 3 (2.4d)
x ∈ Z2+ (2.4e)
Bounding: O primeiro passo na resolução do problema utilizando o
algoritmo branch-and-bound é encontrar um limite superior. Para este fim
aplicaremos a abordagem da relaxação linear. Aplicado a relaxação, deve-
se resolver o problema de programação linear resultante. O limite superior
encontrado para o problema acima usando o algoritmo simplex é z = 597 ,





. Note que a solução encontrada não é
factível. Por convenção, como nenhuma solução factível é conhecida, será
assumido o limite primal como z = −∞.
Branching: Como z ≤ z vamos dividir, ou melhor, ramificar. A ideia
para aplicar a ramificação é escolher uma das variáveis não-inteiras e dividir
o problema original em dois sub-problemas do tipo:
S1 = S ∩ {x : xj ≤ bxjc}
S2 = S ∩ {x : xj ≥ dxje}
onde xj = xj /∈ Z. Claramente S = S1 ∪S2 e S1 ∩S2 = ∅. Como x1 = 207 ,
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temos
S1 = S ∩ {x : x1 ≤ 2} e
S2 = S ∩ {x : x1 ≥ 3} .
Observe na Figura 3 a primeira ramificação.
Figura 3 – Branch-and-Bound 1.
Após a subdivisão do problema em dois ramos, deve-se escolher um
dos nós, S1 ou S2, para realizar o mesmo procedimento feito ao ramo S. Ar-
bitrariamente, escolheu-se o ramo S1. O limite dual encontrado para o pro-





. A solução encontrada não é factível, sendo assim, ramifi-
caremos o nó S1 conforme a segunda ramificação da Figura 3, um ramo com
x2 = 0 e outro com x2 ≥ 1. Ramificado S1, novamente deve ser feita a
escolha de um dos nós para sua resolução.
Arbitrariamente será escolhido S2. Durante sua resolução descobre-se
que este problema é infactível, ou seja, z = −∞. Isso faz com que possamos
eliminar o ramo S2, nos restando S1,1 e S1,2.
O nó S1,2 resulta em sua solução z1,2 = 7, com x1,2 = (2, 1). Note
que x1,2 = (2, 1) é factível, então podemos considerar z1,2 = 7 e assim obter
z1,2 = z1,2. Logo x = (2, 1) é a solução ótima para S1,2. Pode-se também
considerar z1,2 como z de S, pois x = (2, 1) é factível, e ainda cortar o nó
S1,2 por otimalidade, ou seja, não é mais necessário examiná-lo pois já está
resolvido. Observe a Figura 4.
Nos resta agora apenas o nó S1,1. A sua resolução resulta em z1,1 = 6.
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Figura 4 – Branch-and-Bound 2.
Como z = max {zk} = 7 e z1,1 < z o nó pode ser eliminado e desconsi-
derado, pois seu limite superior é menor que o maior limite inferior do pro-
blema. Veja a Figura 5.
Figura 5 – Branch-and-Bound 3.
Como não nos resta mais nós a serem analisados, a solução x∗ = (2, 1)
com z = 7 é ótima.
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2.2.4 Planos de Corte
Considere o conjunto de soluçõesX de um problema clássico de otimiza-
ção, o problema da mochila 0-1 (WOLSEY, 1998), que é dado por:
X =
{
x ∈ B5 : 3x1 − 4x2 + 2x3 − 3x4 + x5 ≤ −2
}
. (2.5)
onde B = {0, 1}.
Para x2 = x4 = 0, pode-se observar que a desigualdade jamais será
satisfeita, o que implica que uma solução factível para o problema deve satis-
fazer:
x2 + x4 ≥ 1. (2.6)
A desigualdade (2.6) é válida para a instância apresentada em (2.5),
pois ela é verdadeira para todos os pontos factíveis contidos em X . Podemos
então, propor uma formulação revisada para o problema (2.5):
X =
{
x ∈ B5 : 3x1 − 4x2 + 2x3 − 3x4 + x5 ≤ −2,
x2 + x4 ≥ 1
}
(2.7)
Esta formulação reduz o campo de busca pela solução ótima do pro-
blema da mochila, conforme ilustra a Figura 6. A inclusão da desigualdade
(2.6) ao problema pode ocasionar ganhos computacionais durante sua resolu-
ção.
Definição 6 Uma desigualdade piTx ≤ pi0 é uma desigualdade válida para
um conjunto X ⊆ Rn se, e somente se, piTx ≤ pi0 para todo x ∈ X .
Um poliedro possui infinitas desigualdades válidas. Cabe então saber
quais delas serão utéis se adicionadas à formulação, e quais delas devem ser
descartadas. O que é facilmente observável, é que se deseja desigualdades
que diminuam o volume do poliedro que contenha as soluções factíveis, ou
seja, as desigualdades que levam a uma formulação mais apertada. Tais de-
sigualdades são chamadas de desigualdades fortes.
O algoritmo de planos de corte consiste em um processo iterativo que
pode ser resumido em duas etapas. A primeira é a de resolver a relaxação
linear do problema. Em seguida, deve-se inserir na formulação uma desigual-
dade válida que elimine a solução encontrada, caso esta não seja inteira. De
forma intuitiva, esta desigualdade válida é chamada de corte. O algoritmo
itera até que a solução da relaxação seja inteira, o que implica na obtenção do
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Figura 6 – Ilustração da Desigualdade Válida Para o Problema da Mochila,
com x1 = x3 = x5 = 0.
ótimo global. A obtenção dos cortes é fundamental para o algoritmo. Como
esta é uma tarefa dífícil, nem sempre será possível encontrar cortes até que
seja resolvido o problema.
Existem vários procedimentos para se obter desigualdades válidas para
problemas de programação inteira. O procedimento que será utilizado mais
adiante no trabalho é baseado em um método conhecido como desigualdades
de cobertura(cover inequalites) (WOLSEY, 1998).
2.2.5 Desigualdades de Coberturas e Lifting de Desigualdades Válidas
Considere os conjuntos X = {x ∈ Bn : ∑nj=1 ajxj 6 b} e N =
{1, . . . , n}.
Definição 7 Um conjunto C ⊆ N é uma cobertura se ∑j∈C aj > b. Uma
cobertura é mínima se para todo j ∈ C, C\{j} não é uma cobertura.
Considerando o conjunto X = {x ∈ B7 : 5x1 + 5x2 + 4x3 + 3x4 +
2x5 + 2x6 + x7 6 6} e o conjunto N = {1, . . . , 7} do problema (2.1),
apresentado anteriormente, C = {4, 5, 6} é uma cobertura, pois a4 + a5 +
a6 = 3 + 2 + 2 = 7 > 6.
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Proposição 2 Dado uma cobertura C ⊆ N , a desigualdade de cobertura∑
j∈C
xj 6 |C| − 1 (2.8)
é uma desigualdade válida para X .
Temos então, para a cobertura C = {4, 5, 6} a desigualdade válida
x4 + x5 + x6 6 2.
Após determinado uma cobertura, podemos estender a desigualdade
de cobertura para outras variáveis de decisão, tornando-a mais forte, ou seja,
dado uma cobertura C ⊆ N = {1, . . . , n}, deseja-se encontrar valores para





αjxj 6 |C| − 1
ainda seja válida para X = {x ∈ Bn : ∑nj=1 ajxj 6 b}.
A seguir será apresentado um procedimento para calcular os fatores
αj . Este procedimento é conhecido por lifting.
Então, seja 〈j1, . . . , jr〉 uma ordenação deN\C. Para calcular o maior




j∈C xj 6 |C| − 1














ajxj 6 b− ajt
x ∈ B|C|+t−1
(2.9)
obtendo αjt = |C| − 1− ζt.
Se a cobertura C for mínima, a desigualdade gerada utilizando este
procedimento define uma faceta de conv(X).
Sabemos queC = {4, 5, 6} é uma cobertura para a restrição da mochila
(2.1). Após construir uma ordenação deN\C = 〈j1, j2, j3, j4〉 = 〈1, 2, 3, 7〉,
r = 4, resolve-se o problema (2.9) para cada elemento de N\C em sua orde-
nação. Obtem-se então, a seguinte desigualdade válida:
α1x1 + α2x2 + α3x3 + x4 + x5 + x6 + α7x7 6 2
2x1 + 2x2 + x3 + x4 + x5 + x6 6 2.
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2.3 SUMÁRIO
Neste capítulo vimos que a otimização é uma área que busca obter
o comportamento ótimo de um processo. Vimos que ela é divida conforme
características de suas funções objetivo e restrições. A programação inteira
é uma de suas divisões e alguns de seus conceitos serão utilizados durante
o decorrer do trabalho. Vimos que um mesmo problema inteiro pode ter in-
finitas formulações, podendo algumas vezes compará-las definindo a melhor
formulação. Algoritmos de resolução desta classe de problemas foram aqui
ilustrados, o algoritmo branch-and-bound e o algoritmo de planos de corte.
O algoritmo de planos de corte é fundamental para o trabalho e mais a frente
será abordado novamente. Vale ressaltar mais uma vez que os conceitos aqui
apresentados foram abordados da forma mais sucinta e breve possível. Para
maiores detalhes, recomenda-se a leitura de (WOLSEY, 1998).
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3 DEFINIÇÃO DO PROBLEMA
O problema de escalonamento de compressores (PEC) para operar
poços de petróleo com o método de elevação por injeção contínua de gás, con-
siste na instalação ou ativação de compressores, e escalonamento dos mesmos
para suprir a demanda de gás dos poços.
Os compressores que serão utilizados para sumprir a demanda de um
conjunto de poços M = {1, . . . ,m} podem ser escolhidos dentre um con-
junto N = {1, . . . , n} de compressores, conforme a Figura 7.
Figura 7 – Problema de Escalonamento de Compressores.
As variáveis yj , com j ∈ N , e xi,j , com (i, j) ∈ M × N , são va-
riáveis binárias. A variável yj representará a instalação ou ativação de um
compressor j. Sendo assim, yj assumirá o valor 1 caso o compressor j esteja
operando, e zero caso contrário. Já a variável xi,j representará a linha que
conecta o poço i com o compressor j, com isso, xi,j assumirá o valor 1 caso
o poço i seja operado pelo compressor j, e zero caso contrário.
Cada compressor j é caracterizado por uma curva de performace pcj(q
c
j),
que descreve sua pressão de descarga pcj em relação à taxa de saída de gás
comprimido qcj .
Caso o compressor j seja ativado, este deve operar a uma taxa de saída
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, que denotam respectivamente
a taxa de saída de gás miníma e máxima de operação do compressor.
Cada poço i demanda uma taxa de injeção de gás qwi , que não poderá
resultar em uma pressão de descarga menor que pwi . Esta pressão é a pressão
mínima necessária para que o gás consiga entrar de forma contínua no es-
paço anular do poço e, consequentemente, na coluna de produção através das
válvulas. A entrada do gás na coluna de produção diminui a densidade do
fluido que ali está, tornando a pressão do reservatório maior que a pressão
hidrostática da coluna de produção, fazendo com que o fluido seja levado à
superfície. De forma ilustrativa a Figura 8 pode facilitar a compreensão dos
conceitos dados acima.
Figura 8 – Processo de Elevação por Injeção Contínua de Gás.
Considerando que há uma perda de pressão na linha que liga o com-
pressor j e o poço i, dada por li,j , a taxa de saída de gás qci deverá ser esco-
lhida de forma que
pcj(q
c
j) ≥ pwi + li,j . (3.1)
Devido a esta restrição, considera-se que não serão todos os compres-
sores pertencentes a N que poderão servir o poço i. Sendo assim, será de-
notado por Ni ⊆ N o conjunto de compressores que podem atender a este
poço, assim como Mj ⊆ M denota o conjunto de poços que o compressor j
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pode servir.




j) não aumenta conforme q
c





2. qwi ≤ qc,maxj e pcj(max{qwi , qc,minj }) ≥ pwi + li,j , ∀i ∈Mj .
Definição 8 qc,maxi,j = max{qcj ∈ Rj : pcj(qcj) ≥ pwi + li,j} é a taxa de saída
máxima do compressor j ∈ Ni em que a pressão de descarga é suficiente-
mente alta para servir o poço i.
Note que a condição 2 da Suposição 1 implica que qc,maxi,j ≥ qwi
quando j ∈ Ni. E que para manter a região de operaçãoRj de um compressor
j a mais apertada possível, pode-se considerar qc,minj ≥ min{qwi : i ∈Mj} e
qc,maxj = max{qc,maxi,j : i ∈Mj}.
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3.1 FORMULAÇÃO NÃO LINEAR REVISADA
Em programação matemática, o problema de escalonamento de com-
pressores (PEC) pode ser formulado como:















xi,j ≤ yj , i ∈M, j ∈ Ni (3.2b)∑
j∈Ni
xi,j = 1, i ∈M (3.2c)
qcj ≤ qc,maxi,j xi,j + qc,maxj (yj − xi,j),
j ∈ N, i ∈Mj (3.2d)
qcj ≥ qc,minj yj , j ∈ N (3.2e)∑
i∈Mj
qwi xi,j ≤ qcj , j ∈ N (3.2f)
yj ≤ 1, j ∈ N (3.2g)
xi,j ≥ 0, i ∈M, j ∈ Ni (3.2h)
yj ∈ Z, j ∈ N (3.2i)
xi,j ∈ Z, i ∈M, j ∈ Ni (3.2j)
onde cj é o custo de instalação ou de ativação do compressor j, ci,j é o custo
de instalação ou manutenção das linhas que servem o poço i do compressor
j, e hj é uma função não-linear do custo de operação do compressor j, com
a seguintes variáveis a serem determinadas:
• yj é uma variável binária que assume valor 1 se o compressor j é insta-
lado ou está operando.
• xi,j é uma variável binária que assume valor 1 se o poço i é operado
pelo compressor j.
• qi é taxa de saída de gás do compressor j.
O problema de escalonamento de compressores P é um problema não-
convexo, não-linear inteiro-misto de dificuldade considerável.
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Apesar do PEC ser um problema de natureza estática, podemos lidar
com falhas de equipamentos. As falhas de compressores e as manutenções
nas linhas podem ser solucionadas através de uma nova otimização do pro-
cesso, eliminando o equipamento com falha das variáveis de decisão.
Outra especificação que ainda pode ser inserida ao problema P é a
decisão da utilização do gás excedente inserido nos poços. Uma vez que um
poço i possui um demanda qwi , o excedente a esta demanda pode ser reuti-
lizado, vendido ou até queimado. Caso o gás excedente seja reutilizado ou
exportado, pode-se acrescentar um termo negativo na função objetivo (3.2a),
referente ao lucro obtido. Este termo é negativo, pois tal solução diminuiria
os custos. Porém o que é mais visto em plataformas de petróleo é a queima
deste gás. Caso a plataforma opere com desperdício de gás, pode-se acres-
centar um termo positivo na função objetivo (3.2a), referente ao custo do gás
queimado.
Proposição 3 P é NP-Difícil.
Prova: Para provar que um problema é NP-Difícil, basta mostrar que este
problema é tão difícil de se resolver quanto qualquer outro problema NP.
O problema de alocação de instalações com capacidade ilimitada, de-
nominado pela sigla em inglês UFLP, é conhecido por ser um problema NP-
Difícil (CORNUEJOLS, 1983). Então, seja Iufl uma instância do UFLP dado por
um conjunto N = {1, . . . , n} de instalações, um conjunto M = {1, . . . ,m}
de clientes, um custo cj para construção de uma instalação j e o custo ci,j
para suprir a demanda do cliente i através da instalação j. Esta instância do
UFLP será reduzida a uma instância Ics do problema de escalonamento de
compressores, onde a mesma é caracterizada por Ni = N para todo i ∈ M ,
Mj = M para todo j ∈ N , qc,maxj = m e qc,minj = 0 para todo j ∈ N ,
qc,maxi,j = m para todo (i, j) ∈ M × N , qwi = 1 para todo i ∈ M e hcj = 0
para todo j ∈ N .
Claramente é possível verificar que uma solução ótima de Iufl é dada
por uma solução ótima de Ics, logo P é NP-Difícil. 
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A formulação do problema de escalomento de compressores apresen-
tado acima difere da formulação precedente, que será denominada como for-
mulação antiga, abordada em (CAMPONOGARA et al., 2011; CAMPONOGARA;
CASTRO, 2008). Esta formulação pode ser observada a seguir:















xi,j ≤ yj , i ∈M, j ∈ Ni (3.3b)∑
j∈Ni
xi,j = 1, i ∈M (3.3c)
pcj(q
c
j) ≥ (pwi + li,j)xi,j , i ∈M, j ∈ Ni (3.3d)
qc,minj yj ≤ qcj ≤ qc,maxj yj , j ∈ N (3.3e)∑
i∈Mj
qwi xi,j ≤ qcj , j ∈ N (3.3f)
yj ≤ 1, j ∈ N (3.3g)
xi,j ≥ 0, i ∈M, j ∈ Ni (3.3h)
yj ∈ Z, j ∈ N (3.3i)
xi,j ∈ Z, i ∈M, j ∈ Ni (3.3j)
Note que, na formulação antiga, a restrição de pressão é dada pela ine-
quação não linear pcj(q
c
j) ≥ (pwi + li,j)xi,j . Sendo assim, para tratar este
modelo é preciso assumir duas condições: (i) pcj é côncava, assegurando
a convexidade do conjunto factível da desigualdade não linear; e (ii) pcj é
não-negativa quando o compressor não esteja operando (qcj = 0). O modelo
revisado apresentado nas equações (3.2a) até (3.2j) não exige tais condições.
Em seu lugar, assumimos apenas que pcj é não-crescente. A grande diferença
está na representação da restrição de pressão através da vazão qcj e não mais
através da curva de pressão pcj(q
c
j), que é função não-linear e que trás com-
plexidade ao modelo. Na formulação revisada, a vazão qcj deve ser determi-
nada no intervalo [qc,minj , q
c,max
i,j ], pois neste intervalo a restrição de pressão é
satisfeita através da definição de qc,maxi,j . A visão geométrica de tal mudança
pode ser observada na Figura 9.
Para entender melhor a força da formulação revisada, seja y = (yj :
j ∈ N), q = (qcj : j ∈ N), x = (xi,j : i ∈ M, j ∈ Ni) e u = (y,q,x) o
vetor de variáveis de decisão. O poliedro definido pela formulação revisada
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Figura 9 – Visão Geométrica da Restrição de Pressão.
é dado por P = {u ∈ R2n+s(x) : u satisfaz (3.2b)−(3.2h)}, onde s(x)
representa o número de entradas do vetor x. Isto significa que a região factível
do problema é dada por X = P ∩ (Zn×Rn×Zs(x)). Agora, seja P˜ = {u ∈
R2n+s(x) : u satisfaz (3.3b)−(3.3h)} o poliedro definido pela formulação
antiga.
Proposição 4 Se pcj(qcj) é côncava e não crescente para a região estendida
qcj ∈ [0, qc,maxj ] e todo j ∈ N , então P ⊆ P˜ .
Prova: Seja qualquer u ∈ P . Para provar que P ⊆ P˜ devemos mostrar que
u ∈ P˜ . Pode-se observar facilmente que para qualquer j ∈ N e i ∈ Mj ,
a inequação (3.2d) implica que qcj ≤ qc,maxi,j xi,j + qc,maxj (yj − xi,j) ≤
qc,maxj xi,j + q
c,max
j (yj − xi,j) = qc,maxj yj . Da mesma forma, a desigual-
dade (3.2d) implica que qcj ≤ qc,maxi,j xi,j + qc,maxj (yj − xi,j) ≤ qc,maxi,j xi,j +





i,j ) + (1 − xi,j)pcj(qc,maxj ) ≥ xi,jpcj(qc,maxi,j ) ≥ (pwi + li,j)xi,j ,
onde a primeira desigualdade pode ser explicada pelo fato de que pcj é não
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decrescente. Já a segunda e quarta desigualdades seguem respectivamente da
hipótese de que pcj é côncava e da definação de q
c,max
i,j . Consequentemente, u
atende as restrições qcj ≤ qc,maxj yj e pcj(qcj) ≥ (pwi + li,j)xi,j . Logo, u ∈ P˜ .

Em outras palavras, a Proposição 4 implica que o poliedro resultante
pela formulação revisada é o poliedro mais próximo do fecho-convexo dentre
as duas formulações. Ou seja, a região de busca por um ponto ótimo na
formulação revisada é menor ou igual a região de busca da formulação antiga.
3.2 INSTÂNCIA EXEMPLO
Para eventuais ilustrações que serão realizadas ao problema PEC, será
utilizada uma instância exemplo retirada de (CAMPONOGARA et al., 2011). Esta
instância consiste de n = 5 compressores e m = 6 poços, com as respectivas
propriedades apresentadas nas Tabelas 2, 3 e 4.
Após alguns estudos sobre funções de pressão pcj(q
c
j), pode-se obser-
var que estas seguem um determinado padrão, conforme mostra a Figura 10.
Por este motivo a função de pressão será definida como pcj(q
c









3 + α4,j ln(1 + q
c
j), já que esta função provou
ser um bom ajuste para os dados dos compressores. A curva de pressão pcj(q
c
j)
induzida pelos parâmetros da Tabela 3 é côncava no domínio de qcj como re-
quer a formulação antiga.
Figura 10 – Curva de Pressão de Cinco Compressores Típicos.
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Na Tabela 5 apresenta-se a perda de pressão e custo de manutenção
das linhas.









j) com dj constante e positivo. O custo operacional dado
pelo produto do fluxo de gás comprimido pela pressão, expressa a energia
consumida por um compressor, sendo análogo ao produto da corrente elétrica
pela voltagem.
Tabela 2 – Dados do Compressor





1 8 3 5,3 13,0
2 6 5 4,2 12,0
3 10 1 3,8 10,8
4 4 7 2,0 9,8
5 6 4 1,0 8,5
Tabela 3 – Parâmetros da Curva de Pressão
j α0,j α1,j α2,j α3,j α4,j
1 8,36900 -0,502034 0,0651919 -0,00497000 0,814770
2 7,11148 -0,602903 0,0680301 -0,00507334 0,766603
3 5,30343 -0,309098 0,0401807 -0,00427144 0,324494
4 3,49652 -1,215010 0,1236120 -0,00741996 1,978650
5 2,45413 -0,356522 0,0361532 -0,00363706 0,347968




1 3 5 {1, 2}
2 4 5 {1, 2}
3 2 4 {1, 2, 3}
4 4 3 {1, 2, 3, 4}
5 5 1.5 {1, 2, 3, 4, 5}
6 2 1 {1, 2, 3, 4, 5}
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Tabela 5 – Dados das Linhas
li,j/ci,j
i\j 1 2 3 4 5
1 0,1/8 0,4 /7
2 0,2/9 0,5 /5
3 0,2/6 0,2 /4 0,05/6
4 0,1/10 0,12/8 0,15/7 0,2/1
5 0,1/6 0,1 /4 0,2 /3 0,1/1 0,1/1
6 0,1/7 0,1 /3 0,1 /2 0,1/1 0,1/1
Tabela 6 – Taxa Máxima de Saída dos Compressores para o Atendimento dos
Poços
qc,maxi,j
i\j 1 2 3 4 5
1 12,1291 8,73323
2 12,0331 8,52604
3 12,9134 10,6014 7,71841
4 13,0 11,7701 9,41583 4,64912
5 13,0 12,0 10,8 9,19731 5,63834
6 13,0 12,0 10,8 9,8 7,29901
3.3 SUMÁRIO
A nova forma de se abordar a restrição de pressão, pci (q
c
i ) ≥ pwi + li,j ,
no problema de escalonamento de compressores nos proporcionou uma nova
formulação para o problema. A nova formulação exige menos suposições
sobre a curva pci (q
c
i ) e, como provado no capítulo, é superior a formulação
antiga no sentido de ser mais próxima do fecho convexo do problema.
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4 MODELOS E ALGORITMOS PARA LINEARIZAÇÃO POR
PARTES
O processo de linearização por partes baseia-se na aproximação de
uma função não-linear por uma função seccionalmente linear. Este processo é
muito utilizado em problemas de otimização que contêm funções não lineares
em seu modelo. O PEC, como comentado anteriormente, é um problema
não-linear, não convexo inteiro misto. Os algoritmos desenvolvidos até a
atualidade para este tipo de problema, por mais desenvolvidos que estejam,
podem resultar em ótimos locais, que por sua vez podem estar muito aquém
de um ótimo global do problema.
Na literatura, a forma mais utilizada para contornar este tipo de pro-
blema é a linearização por partes da função não-linear. A linearização desta
função torna possível transformar o problema atual em um problema linear
inteiro misto (MILP), que pode ser resolvido utilizando algoritmos MILP efi-
cientes.
Embora muitos trabalhos utilizem este processo (GUNNERUD; FOSS,
2010; CAMPONOGARA; CONTO, 2009; REJOWSKI; PINTO, 2002; LEE et al., 1996;
CAMPONOGARA et al., 2011), pouca atenção é dada ao problema de se encon-
trar uma linearização ótima para a função não linear. O número de segmentos
de retas para a aproximação é de suma importância. Um número muito alto de
secções pode ser desnecessário e tornar o modelo muito complexo, já um nú-
mero muito pequeno pode não retratar as características princípais da função.
Algumas técnicas para gerar o modelo linear por partes são baseados
em agrupamentos de pontos, como K-means (FERRARI-TRECATE et al., 2003),
agrupamentos Fuzzy (GHOSH; MAKA, 2010) e uma técnica de otimização para
agrupamentos que utiliza algoritmos genéticos (GHOSH et al., 2011).
A seguir serão propostos algoritmos baseados em programação dinâ-
mica, em que a aproximação linear ótima é obtida através da minimização de
erros quadráticos. Os modelos proporcionam ao operador optar por uma li-
nearização com um número fixo ou máximo de segmentos, exigir ou não que
a linearização seja feita de forma a obter um envelope superior ou inferior, e
ainda garantir a continuidade da linearização.
4.1 INTRODUÇÃO AO PROBLEMA DE LINEARIZAÇÃO POR PARTES
Considere uma função não-linear qualquer Φ : D → R, com D ⊆ R e
um conjunto de pontos P = {p1, . . . , pn}, tal que pi = (xi, yi), yi = Φ(xi)
e x1 < x2 < · · · < xn. Deseja-se encontrar um conjunto de segmentos de
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reta R = {r1, . . . , rT } que aproxime a função geradora de P , ou seja, Φ.
Assumindo que os pontos de quebra dos segmentos serão os próprios
pontos deP , uma aproximação pode ser definida em função de uma sequência
de índices I = 〈i(1), i(2), . . . , i(T + 1)〉 tal que:
• i(1) = 1 < i(2) < · · · < i(T + 1) = n; e
• cada subconjunto de pontos Pt = {xi(t), xi(t)+1, . . . , xi(t+1)} ⊆ P , é
aproximado pelo segmento de reta rt =
{
(x, y) : y = atx+ bt, xi(t) ≤
x ≤ xi(t+1)} para t = 1, . . . , T .
Uma aproximação de Pt pode ser definida pela minimização do erro





(atxk + bt − yk)2 (4.1)
sendo at e bt os parâmetros que definem a aproximação linear.
O problema de mínimos quadrados acima é facilmente resolvido cal-

























4.2 MODELO COM NÚMERO FIXO DE SEGMENTOS
O primeiro modelo proposto para linearização por partes é o modelo
com um número fixo de segmentos T , onde os segmentos serão determinados
de forma a minimizar o erro quadrático total da aproximação linear por partes.











(yk − atxk − bt)2 (4.3)
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tendo como variáveis de decisão a sequência I = 〈i(1), i(2), . . . , i(T + 1)〉 e
os parâmetros at e bt para t = 1, . . . , T .
Baseado em uma proposta similar de (KLEINBERG; TARDOS, 2005), este
problema pode ser colocado em uma forma recursiva que leva a um algo-
ritmo de programação dinâmica (BERTSEKAS, 2000). Para tanto, seja F (j, t)
o custo mínimo de se aproximar os pontos {p1, p2, . . . , pj} com exatamente
t segmentos de reta. Então,
F (j, t) = min
t≤i≤j
F (i, t− 1) + E(i, j) (4.4)
onde E(i, j) é o erro de se aproximar os pontos {pi, pi+1, . . . , pj} com um
segmento obtido via mínimos quadrados (4.1). Note queE(i, i) =∞, F (j, t)
= ∞ para j ≤ t e F (j, 1) = E(1, j) para todo j. Pela estrutura da equação
recursiva (4.4), é possível observar que F (n, T ) = minE.
Teorema 1 A solução recursiva dada pela equação (4.4) leva à aproximação
linear por partes ótima de um conjunto de pontos P no plano com exatamente
T segmentos de reta, tendo como função objetivo o desvio quadrático do
segmento de reta.
Prova: Para a demonstração será utilizado o método de indução matemática
em j.
• (Caso base): Para o caso base j = 2 obtemos dois casos, t = 1 ou t >
1. Caso t = 1, temos F (j, t) = 0 que é a solução ótima, pois devemos
aproximar os dois pontos pela reta que os intersectam. Caso contrário
F (j, t) =∞ que também resulta na solução ótima, por definição.
• (Hipótese de Indução): Para o passo de indução, considere j > 2, e
t qualquer. H.I. = F (j, t) leva à aproximação linear por partes ótima
de um conjunto de pontos Pj no plano com exatamente t segmentos,
tendo como função objetivo o desvio quadrático do segmento de reta.
• (Caso j+ 1): F ((j+ 1), t) = min
t≤i≤(j+1)
F (i, t− 1) +E(i, (j+ 1)). O
ponto pi deve ser tomado como aquele que minimiza o custo agregado,
ou seja, custo de aproximar {p1, . . . , pi} com t − 1 segmentos, dado
por F (i, t−1), e o custo de aproximar {pi, . . . , p(j+1)} com apenas um
segmento, dado por E(i, (j + 1)). Uma vez que F (i, t − 1) é, por in-
dução, o custo mínimo de aproximar {p1, . . . , pi} com t−1 segmentos,
a solução recursiva produz a solução ótima para F ((j + 1), t). 
A sequência ótima de índices 〈i(1), i(2), . . . , i(T + 1)〉 é obtida re-
cursivamente, onde, i(T + 1) = n, i(T ) é o índice i que minimiza a função
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F (i(T +1), T ) na equação recursiva (4.4); i(T −1) é o índice i que minimiza
F (i(T ), T − 1) na recursão, e assim sucessivamente até que F (i(2), 1) seja
alcançado, quando se define i(1) = 1.
O pseudo-código do algoritmo de programação dinâmica DPPL-Fixo
para resolução recursiva de F (j, t) é apresentado em Algoritmo 1. O algo-
ritmo registra na tabela I(j, t) os índices i que minimizam a equação recursiva
(4.4), índices estes que representam os pontos de quebra ótimos da lineariza-
ção por partes.
Algorithm 1: DPPL-Fixo(P, T )
1 for i = 1 to n do
2 E(i, i) :=∞;
3 for j = i+ 1 to n do
4 ai,j :=
(j−i+1)∑k=jk=i xkyk−(∑k=jk=i xk)(∑k=jk=i yk)







6 Ai,j := ai,j ; Bi,j := bi,j ;
7 E(i, j) :=
∑j
k=i(yk − ai,jxk − bi,j)2;
8 for j = 1 to n do
9 for t = j to T do
10 F (j, t) :=∞; I(j, t) := 0;
11 F (j, 1) := E(1, j); I(j, 1) := 1;
12 for t = 2 to min{j − 1, T} do
13 F (j, t) :=∞; I(j, t) := 0;
14 for i = t to j do
15 if F (j, t) > F (i, t− 1) + E(i, j) then
16 F (j, t) := F (i, t− 1) + E(i, j);
17 I(j, t) := i;
O algoritmo de programação dinâmica DPPL-Fixo segue a estrutura
recursiva da equação (4.4), portanto, é correto segundo o Teorema 1. Uma
questão relevante refere-se ao desempenho do algoritmo. O loop-for das li-
nhas 1-7 executa em tempo O(n3), enquanto o loop-for nas linhas 8-17 exe-
cuta em tempo O(n2T ). Um vez que T < n, conclui-se que o algoritmo tem
tempo de execução O(n3).
Para eventuais ilustrações deste, e dos demais algoritmos, a Tabela 7
descreve um conjunto de pontos P a serem aproximados por funções lineares
por partes. Os algoritmos deste capítulo foram implementados no software
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Tabela 8 – Valores de F (j, t) e I(j, t) para a Instância Exemplo.
F (j, t) : I(j, t)
j\t 1 2 3
1 ∞ : 1 ∞ : 0 ∞ : 0
2 0 : 1 ∞ : 0 ∞ : 0
3 5,5459e-03 : 1 0 : 2 ∞ : 0
4 2,2611e-02 : 1 1,7718e-03 : 2 0 : 3
5 2,3016e-02 : 1 5,5550e-03 : 2 1,7718e-03 : 4
6 3,5038e-02 : 1 2,3016e-02 : 5 4,0758e-03 : 4
6 4,4083e-02 : 1 2,4617e-02 : 2 1,3596e-02 : 5
8 1,2685e-01 : 1 3,4109e-02 : 5 1,6648e-02 : 5
Matlab versão 2007.
A aplicação do algoritmo DPPL-Fixo à instância exemplo com T = 3
segmentos produz os valores F (i, j) e I(i, j) descritos na Tabela 8. A sequên-
cia ótima é obtida recursivamente da tabela como segue: i(4) = 8; i(3) =
I(8, 3) = 5; i(2) = I(5, 2) = 2; e i(1) = I(2, 1) = 1, conforme indicado
em negrito. Logo, a sequência de índices ótima é 〈1, 2, 5, 8〉, indicando que o
primeiro segmento de reta aproxima os pontos {p1, p2}, o segundo segmento
aproxima os pontos {p2, . . . , p5} e o terceiro segmento aproxima os pontos
{p5, . . . , p8}. O custo total da aproximação é F (8, 3) = 1, 6648×10−2. Esta
aproximação linear por partes é ilustrada na Figura 11.
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Figura 11 – Aproximação Linear por Partes para a Instância Exemplo com 3
Segmentos.
4.3 MODELO COM NÚMERO MÁXIMO DE SEGMENTOS
Uma variação do modelo anterior surge quando se especifica um nú-
mero máximo de segmentos de reta, cada um dos quais incorre um custo c,
que penalizará a construção da linearização cada vez que o conjunto P seja
particionado para incluir um segmento na mesma. O problema pode também
ser expresso em uma forma recursiva. Nesta versão do problema, F (j, t)
passa a ser o custo mínimo de se aproximar os pontos {p1, p2, . . . , pj} com
no máximo t segmentos de retas, que consiste do erro de aproximação e do
custo de cada segmento de reta. Mais precisamente,
F (j, t) = min
1≤i≤j
F (i, t− 1) + E(i, j) + c (4.5)
ondeE(i, j) é definido como anteriormente e as condicões iniciais sãoF (1, t)
=∞ e F (2, t) = E(1, 2) + c para todo t.
Teorema 2 A solução recursiva dada pela equação (4.5) produz a aproxi-
mação linear por partes ótima de um conjunto de pontos P no plano com no
máximo T segmentos de reta, tendo como função objetivo o desvio quadrático
do segmento de reta combinado com o custo c por segmento adicionado à li-
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nearização.
A prova deste teorema será omitida por ser análoga à prova do Teo-
rema 1.
O número de segmentos e a sequência de índices ótima é obtida através
da função recursiva F (j, T ). Para determinar o número ótimo de segmentos,
T ?, segue-se a solução recursiva: i(T + 1) = n; i(T ) é o índice que mini-
miza F (n, T ) na equação recursiva (4.5); i(T − 1) é o índice que que mini-
miza F (i(T ), T − 1) na recursão; e assim a sucessivamente até se chegar ao
primeiro índice i(T + 1 − k) = 1. Portanto, T ? = k é o número ótimo de
segmentos e 〈i(T − k + 1), i(T − k + 2), . . . , i(T + 1)〉 é a sequência ótima
de pontos de quebra.
O pseudo-código do algoritmo de programação dinâmica DPPL-Max
para resolução recursiva (4.5) é apresentado em Algoritmo 2. O algoritmo, da
mesma forma que DPPL-Fixo, registra os índices i que minimizam a equação
recursiva (4.5) na tabela I(j, t).
Algorithm 2: DPPL-Max(P, T )
1 for i = 1 to n do
2 E(i, i) :=∞
3 for j = i+ 1 to n do
4 ai,j :=








6 E(i, j) :=
∑j
k=i(yk − ai,jxk − bi,j)2
7 for t = 1 to T do
8 F (1, t) :=∞, I(1, t) := 0
9 F (2, t) := E(1, 2) + c, I(2, t) := 1
10 for j = 3 to n do
11 F (j, 1) := E(1, j) + c, I(j, 1) := 1
12 for t = 2 to T do
13 F (j, t) := E(1, j) + c, I(j, t) := 1
14 for i = 2 to j do
15 if F (j, t) > F (i, t− 1) + E(i, j) + c then
16 F (j, t) := F (i, t− 1) + E(i, j) + c
17 I(j, t) := i
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Tabela 9 – Valores de F (j, t) e I(j, t) para a Instância Exemplo.
F (j, t) : I(j, t)
j\t 1 2 3 4 5
1 ∞ : 0 ∞ : 0 ∞ : 0 ∞ : 0 ∞ : 0
2 0,010000 : 1 0,010000 : 1 0,010000 : 1 0,010000 : 1 0,010000 : 1
3 0,015546 : 1 0,015546 : 1 0,015546 : 1 0,015546 : 1 0,015546 : 1
4 0,032611 : 1 0,021772 : 2 0,021772 : 2 0,021772 : 2 0,021772 : 2
5 0,033016 : 1 0,025555 : 2 0,025555 : 2 0,025555 : 2 0,025555 : 2
6 0,045038 : 1 0,043016 : 5 0,034076 : 4 0,034076 : 4 0,034076 : 4
7 0,054083 : 1 0,044617 : 2 0,043596 : 5 0,043596 : 5 0,043596 : 5
8 0,136850 : 1 0,054109 : 5 0,046648 : 5 0,044208 : 6 0,044208 : 6
Seguindo a mesma estrutura de análise de execução do algoritmo DPPL-
Fixo, pode-se concluir que o algoritmo de programação dinâmica DPPL-
Máximo executa em tempo O(n3).
Ao aplicar o algoritmo DPPL-Max sobre a instância exemplo com
um limite de T = 5 segmentos de retas e custo c = 0.01 por segmento de
reta, o algoritmo de programação dinâmica gera os valores F (j, t) e índices
I(j, t) apresentados na Tabela 9. A partir dos valores I(j, t), verifica-se que
I(8, 5) = 6, I(6, 4) = 4, I(4, 3) = 2, I(2, 2) = 1 e portanto T ? = 4.
A aproximação linear por partes ótima utiliza 4 segmentos dos 5 seg-
mentos permitidos em função do custo por segmento. O custo total da aprox-
imação é F (8, 5) = 0, 044208.
Uma vez que a sequência de índices ótima é 〈i(1), . . . , i(5)〉 = 〈1, 2,
4, 6, 8〉, o primeiro segmento de reta aproxima os pontos {p1, p2}, o segundo
aproxima {p2, p3, p4}, o terceiro {p4, p5, p6} e, por fim, o quarto segmento
aproxima os pontos {p6, p7, p8}. A aproximação linear por partes obtida é
ilustrada na Figura 12.
4.4 APROXIMAÇÃO LINEAR POR PARTES CONTÍNUA
Os modelos de linearização por partes apresentados até o momento po-
dem produzir funções aproximativas descontínuas, conforme ilustra a Figura
11. Se as funções aproximativas forem semicontínuas inferiormente, o en-
velope inferior de tais funções será uma função convexa que não comprom-
eterá a convexidade de um problema de otimização (VIELMA; NEMHAUSER,
2010). No entanto, o usuário poderá exigir que as funções aproximativas
por partes sejam contínuas, seja porque a função real é de fato contínua, ou
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Figura 12 – Aproximação Linear por Partes para a Instância Exemplo com 4
Segmentos.
porque a continuidade oferece propriedades que facilitam a solução numérica
ou modelagem em programação matemática. Surge assim o interesse em im-
por condições que garantam continuidade.
4.4.1 Assegurando Continuidade com os Pontos de Quebra
Uma alternativa para se garantir continuidade é fazer com que cada
conjunto de pontos Pj seja aproximado pelo segmento de reta que passa pelos
pontos pi(j) e pi(j+1). Para se obter um algoritmo que produz a aproximação
linear por partes que minimiza o erro quadrático, tanto com um número fixo
quanto um número máximo de segmentos, basta calcular os coeficientes ai,j




xj − xi (4.6a)
bi,j = yj − ai,jxj (4.6b)
Teorema 3 Definindo os coeficientes do segmento de reta que aproxima os
pontos {pi, . . . , pj} conforme o equacionamento (4.6), as soluções recursivas
(4.4) e (4.5) produzem a aproximação linear por partes contínua ótima de um
conjunto de pontos P no plano com exatamente e no máximo T que intersec-
tam os pontos pi e pj , respectivamente, tendo como função objetivo o desvio
quadrático do segmento de reta e o custo por segmento, respectivamente.
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Prova: A continuidade do modelo pode ser assegurada, pois os coeficientes
das retas de aproximação são determinados de forma a traçar apenas retas
que intersectam os extremos de um conjunto Pj de pontos. Já a questão de
otimalidade pode ser provada de forma análoga ao do Teorema 1 
A execução do algoritmo DPPL-Max com um limite de T = 5 seg-
mentos de retas e custo c = 0, 01, porém com os segmentos de reta definidos
pelas equações (4.6), produz a linearização por partes ilustrada na Figura 13.
Note que a aproximação linear por partes é contínua nos pontos de quebra,
sendo a aproximação definida pela sequência de índices 〈i(1), . . . , i(5)〉 =
〈1, 2, 4, 6, 8〉 que, coincidentemente, é muito semelhante à sequência obtida
sem a garantia de continuidade. A solução obtida tem custo de aproximação
F (8, 5) = 0, 046556, superando o valor ótimo 0, 044208 da aproximação
sem garantia de continuidade. Esta condição é sempre verificada devido à
convexividade de (4.1).
Figura 13 – Linearização por Partes da Instância Exemplo com 4 Segmentos
e Garantia de Continuidade nos Pontos de P .
4.4.2 Garantindo Continuidade Através de Restrições
Outra forma de se assegurar a continuidade consiste em modificar as
funções recursivas (4.4) e (4.5) para que se rejeite aproximações que não
sejam contínuas. Para o modelo em que o número de segmentos de reta é
fixo, com t > 1, a função recursiva assume a forma:
F (j, t) = min
i∈Sj,t
F (i, t− 1) + E(i, j) (4.7)
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onde Sj,t = {i : t ≤ i ≤ j e a reta que aproxima Pj e a reta que aproxima
Pj−1 se interceptam no intervalo xmax{1,i−1} ≤ x ≤ xmin{n,i+1}}, sendo
F (j, t) =∞ se Sj,t = ∅. Além disso, E(i, i) =∞, F (j, t) =∞ para j ≤ t
e F (j, 1) = E(1, j).
O pseudo-código do algoritmo de programação dinâmica que deter-
mina a linearização por partes ótima utilizando um número fixo de segmen-
tos de reta, T , sujeito à restrição de continuidade dos segmentos para resolu-
ção recursiva (4.7), é apresentado em Algoritmo 3. Como pode-se observar,
DPPL-Fixo-Cont-Restrição é uma versão modificada de DPPL-Fixo.
Algorithm 3: DPPL-Fixo-Cont-Restrição(P, T )
1 Linhas 1 - 7 iguais de DPPL-Fixo
2 for j = 1 to n do
3 for t = j to T do
4 F (j, t) :=∞; I(j, t) := 0; X(j, t) := 0;
5 F (j, 1) := E(1, j); I(j, 1) := 1; X(j, 1) := 0;
6 for t = 2 to min{j − 1, T} do
7 F (j, t) :=∞; I(j, t) := 0; X(j, 1) := 0;
8 for i = t to j − 1 do
9 k := I(i, t− 1);
10 a := A(k, i); b := B(k, i);
11 a¯ := A(i, j); b¯ := B(i, j);
12 if a 6= a¯ then
13 x := (b− b¯)/(a− a¯);
14 if xmax{1,i−1} ≤ x ≤ xmin{n,i+1} and
F (j, t) > F (i, t− 1) + E(i, j) then
15 F (j, t) := F (i, t− 1) + E(i, j); I(j, t) := i;
X(j, t) := x;
A execução do algoritmo DPPL-Fixo-Cont-Restrição à instância exem-
plo com T = 3 segmentos de reta produz a linearização por partes ilustrada
na Figura 14. Note que a aproximação linear por partes é contínua, sendo
a aproximação definida pela sequência de índices ótima 〈i(1), . . . , i(4)〉 =
〈1, 5, 6, 8〉, a qual difere da sequência ótima sem restrição de continuidade.
O custo da aproximação linear é F (8, 3) = 0, 023148 que excede o custo
0, 016648 de aproximação sem restrição de continuidade.
Note, no entanto, que o primeiro segmento de reta terá como domínio
[x1, 0, 31207] = [0, 011420, 0, 31207], o segundo, [0, 31207, 0, 32160], e por
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fim o terceiro terá como domínio [0, 32160, x8] = [0, 32160, 0, 910477].
Figura 14 – Linearização por Partes da Instância Exemplo com 3 Segmentos
de Reta e Continuidade Assegurada por Restrições.
4.5 INDUZINDO ENVELOPE SUPERIOR E INFERIOR
Será apresentado nesta seção como se obtém o envelope superior de
aproximação linear por partes. O envelope inferior é construído de forma
análoga. Para tanto, basta calcular os coeficientes ai,j e bi,j que induzem a
reta y = ai,jx + bi,j que minimiza o erro quadrático de aproximação dos
pontos {pi, . . . , pj}, enquanto garante-se que a reta está acima destes pontos.






(ai,jxk + bi,j − yk)2 (4.8a)
s.a : ai,jxk + bi,j ≥ yk, pk ∈ {pi, . . . , pj} (4.8b)
Os algoritmos que geram a linearização por partes ótima com exata-
mente e no máximo T segmentos são facilmente modificados para resolver
o problema em questão. Basta trocar o procedimento de cálculo da reta que
aproxima os pontos {pi, pi+1, . . . , pj} pela resolução do problema Li,j , o
qual consiste de um problema de programação quadrática. O tempo de exe-
cução do algoritmo resultante será O(n3g(n)) onde g(n) define um limite
para o tempo de solução do problema de programação quadrática.
A execução do algoritmo DPPL-Fixo, com coeficientes computados a
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Figura 15 – Linearização por Partes da Instância Exemplo com 3 Segmentos
de Reta que Definem o Envelope Superior dos Pontos.
partir da solução dos problemas Li,j , à instância exemplo com T = 3 seg-
mentos de reta gerou a linearização por partes ilustrada na Figura 15. O custo
da aproximação é F (8, 3) = 0, 028762, sendo induzido pela sequência ótima
〈i(1), . . . , i(T + 1)〉 = 〈1, 2, 5, 8〉.
Vale ressaltar que as linearizações que induzem envelopes superior e
inferior podem ser sujeitas a restrições de continuidade. Os modelos e al-
goritmos que asseguram a continuidade da aproximação com o emprego de
restrições podem ser aplicados de maneira direta, sendo suficiente o uso dos
coeficientes ai,j e bi,j do segmento de reta obtidos através da solução do pro-
blema Li,j .
O algoritmo DPPL-Fixo-Cont-Restrição, aplicado à instância exemplo
com T = 3 segmentos de reta que definem o envelope superior, produz a
linearização por partes apresentada na Figura 16. O custo desta aproximação
é F (8, 3) = 0, 04609, estando acima do custo sem a imposição de restrição
de continuidade, como era de se esperar.
A sequência ótima é 〈i(1), . . . , i(T + 1)〉 = 〈1, 5, 6, 8〉. Já o domínio
dos segmentos de reta são [x1, 0, 31531] = [0, 011420, 0, 31531] para o pri-
meiro segmento, [0, 31531, 0, 32229] para os segundo e [0, 32229, x8] = [0,
32229, 0, 910477] para o terceiro.
4.6 SUMÁRIO
Aplicações de modelos lineares por partes são inúmeras na ciência
e na engenharia. Em nosso contexto, a engenharia de petróleo, a curva de
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Figura 16 – Linearização por Partes da Instância Exemplo com 3 Segmentos
de Reta que Definem o Envelope Superior dos Pontos e com Restrição de
Continuidade.
pressão de descarga dos compressores pode ser aproximada por uma função
linear por partes. Na otimização, problemas não-lineares são convertidos em
problemas de programação inteira-mista através da aproximação das funções
não-lineares por modelos lineares por partes. Dada a sua importância, neste
capítulo foram apresentados algoritmos desenvolvidos para a linearização por
partes de funções não-lineares com o compromisso da qualidade da aproxi-
mação. Os modelos e algoritmos servem como ferramentas para auxiliar en-
genheiros à encontrar modelos lineares por partes que se adequam melhor às
necessidades e características das aplicações.
Os algoritmos aqui desenvolvidos consideravam uma variedade de
condições, incluindo um número fixo ou máximo de segmentos lineares, pro-
cedimentos e restrições para aplicação de continuidade e restrições para en-
velope inferior e superior. Estas condições podem ser combinadas criando
modelos e algoritmos específicos, tais como uma função linear por partes
aproximanda pelo envelope superior, com continuidade.
Um trabalho futuro ligado as estes algortimos é a extensão dos mes-
mos para funções multidimensionais.
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5 FORMULAÇÕES LINEARES POR PARTES
A não-convexidade da função custo de operação hcj em (3.2a) torna
o problema consideravelmente difícil, além do problema ser NP-Difícil. En-
quanto algoritmos de programação inteira (PI) podem lidar com problemas
de alocação de instalações, algoritmos e teorias de otimização global não são
efetivos quando não se tem a convexidade da função objetivo e das restrições.
Uma alternativa viável é a convexificação do PEC.
Através da linearização por partes da função hcj , a formulação não-
linear inteira é aproximada por um programa linear inteiro misto (PILM).
Diferentes formulações inteiras-mistas para funções lineares por partes pode
ser encontradas na literatura, algumas que explicitam as restrições por meio
de variáveis binárias (PADBERG, 2000; SHERALI, 2001; FLOUDAS, 1995) e ou-
tras que aplicam as restrições de forma implícita por meio de variáveis SOS2
(specially ordered set variables of type II) durante o processo de enumera-
ção implícita tipo branch-and-bound (BEALE; TOMLIN, 1970; TOMLIN, 1988;
KEHA; FARIAS; NEMHAUSER, 2006).
Serão aplicadas a seguir no problema em questão modelos lineares por
partes com e sem variáveis inteiras para linearizar a função custo hcj . Estas
formulações serão então avaliadas e comparadas mais adiante na resolução
do PEC.
5.1 FORMULAÇÃO LINEAR POR PARTES UTILIZANDO VARIAVÉIS
BINÁRIAS
Para a formulação do problema linear por partes com variáveis biná-
rias, será utilizada a formulação proposta por Sherali (SHERALI, 2001) devido
a sua caracterização intuitiva e propriedades quanto à relaxação contínua.
Definição 9 Qj = {(qc,0j , hc,0j ), . . . , (qc,κ(j)j , hc,κ(j)j )} é um conjunto de pon-
tos, onde qc,ij é a vazão de gás do compressor j e h
c,i
j seu respectivo custo de
operação para a linearização por partes, com:
1. qc,k−1j < q
c,k
j para todo k ∈ K(j), com K(j) = {1, . . . , κ(j)};







Neste trabalho assume-se que os n pontos utilizados para a lineari-
zação por partes são encontrados e avaliados por um engenheiro de campo.
Tipicamente n = κ(j), K(j) = {1, . . . , n} e hc,kj = hc,kj (qc,kj ), mas tanto
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o número de pontos a serem utilizados, como o possível desejo de se obter
um envelope superior para a aproximação, podem ser realizados utilizando os
algoritmos apresentados no capítulo anterior.
Seguindos os passos descritos por Sherali (SHERALI, 2001), a aproxi-
mação linear por partes do problema PEC é dado por:








































, j ∈ N (5.1c)
∑
k∈K(j)





j , j ∈ N, k ∈ K(j) (5.1e)
λk,Lj , λ
k,R
j ≥ 0, j ∈ N, k ∈ K(j) (5.1f)
zkj ∈ Z, j ∈ N, k ∈ K(j) (5.1g)
com as seguintes variáveis:
• λk,Lj (λk,Rj ) representa o peso do ponto da esquerda (direita) do inter-
valo de qc,k−1j a q
c,k
j ;
• zkj assume o valor 1, se e somente se, qcj é aproximado linearmente
pelos pontos qc,k−1j e q
c,k











• yj , qcj e xi,j são definidos da mesma forma que em P , assim como os
demais parâmetros.
Buscando facilitar a compreensão do modelo de Sherali a linearização
por partes de uma curva h(q) é ilustrada na Figura 17.
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Figura 17 – Modelo Linear por Partes de Sherali.
5.2 FORMULAÇÃO LINEAR POR PARTES SEM A UTILIZAÇÃO DE
VARIAVÉIS BINÁRIAS
Em um trabalho pioneiro, Beale e Tomlin (BEALE; TOMLIN, 1970) su-
gerem representar funções lineares por partes utilizando variáveis λ como
peso para a combinação convexa enquanto aplicam a restrição de que apenas
duas destas variáveis devem ser diferentes de zero e ainda consecutivas du-
rante a busca Branch-and-bound. Tal restrição foi denominda como specially
ordered set variables of type II (SOS2).
Como exemplo, suponha que {λ0j , . . . , λκ(j)j } sejam SOS2 e seja {λ˜0j ,
. . . , λ˜
κ(j)
j } a solução atual, onde λ˜k1j , λ˜k2j > 0 para k1, k2 ∈ {0, . . . , κ(j)},
com k1 < k2 e k2 − k1 ≥ 2. Então, esta infactibilidade pode ser descartada
adicionando a restrição λ0j = · · · = λk1j = 0 em um branch, e adicionando a
restição λk1+2j = · · · = λκ(j)j = 0 no outro branch.
A aproximação linear inteira mista do problema PEC utilizando variá-
veis SOS2 e descartando a utilização de variáveis binárias para a linearização
por partes da função custo é dada por:

























j , j ∈ N (5.2c)
∑
k∈K̂(j)
λkj = yj , j ∈ N (5.2d)
λkj ≥ 0, j ∈ N, k ∈ K̂(j) (5.2e)
{λkj }k∈K̂(j) is SOS2, j ∈ N (5.2f)
onde K̂(j) = K(j) ∪ {0}. Como definido anteriormente, a restrição SOS2
sobre {λkj }k∈K̂(j) significa que não mais do que duas variáveis são positivas
e, caso duas delas forem positivas, então estas devem ser consecutivas.
Buscando facilitar a compreensão do modelo SOS2 a linearização por
partes de uma curva h(q) é ilustrada na Figura 18.
Figura 18 – Modelo Linear por Partes SOS2.
5.3 PLANOS DE CORTE
Nas seções a seguir, será apresentado uma família de desigualdades
válidas para o PEC buscando desigualdades fortes que auxiliarão a resolução
do problema. Como já comentado, estas desigualdades serão baseadas nas
desigualdades de cobertura para o problema da mochila (cover inequalites)
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(WOLSEY, 1998).
5.3.1 Desigualdades de Cobertura de Instalações
As desigualdades de cobertura foram descobertas no contexto do pro-
blema da mochila. Intensas pesquisas foram realizadas até serem desenvolvi-
das teorias consistentes para a definição de facetas, procedimentos de lifting
eficientes e extensões para problemas relacionados (BALAS; ZEMEL, 1978).
Estas desigualdades provaram ser efetivas na resolução deste problema e tam-
bém em problemas semelhantes. Buscando os mesmos ganhos, utilizaremos
a técnica de desigualdade de cobertura para propor desigualdades válidas para
o fecho convexo do problema de escalonamento de compressores.
Antes de serem apresentadas a definição de cobertura e a desigualdade
de cobertura, considere que:





i , para Ci,j ⊆Mi,j .
Observe que o conjunto Mi,j representa o conjunto de poços para os
quais a taxa máxima de saída do compressor execede a taxa máxima de saída
do compressor para o poço i. O valor q(C) expressa o total de gás nescessário
para atender os poços em C.
Claramente,
pwl + ll,j ≤ pwi + li,j =⇒ l ∈Mi,j e
qc,maxl,j ≥ qc,maxi,j =⇒ Ml,j ⊆Mi,j .
Definição 10 Um conjunto Ci,j ⊆ Mi,j é uma cobertura para a instalação
j que serve o cliente i, se q(Ci,j) > q
c,max
i,j .
Definição 11 Ci,j é uma cobertura mínima se q(Ci,j − {l}) ≤ qc,maxi,j para
todo l ∈ Ci,j .
Como ilustração, observe a instância exemplo. Note que M3,2 =
{3, 4, 5, 6} e C3,2 = {3, 4, 5} defini uma cobertura, pois q(C3,2) = 2 +
4 + 5 = 11 > 10, 6014 = qc,max3,2 . Esta cobertura é mínima dado que
q(C3,2 − {3}) = 9 < qc,max3,2 ,
q(C3,2 − {4}) = 7 < qc,max3,2 ,
q(C3,2 − {5}) = 6 < qc,max3,2 .
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Proposição 5 A desigualdade de cobertura induzida pela coberturaCi,j para
a instalação j que serve o poço i,∑
l∈Ci,j
xl,j ≤ |Ci,j | − 1, (5.3)
é uma desigualdade válida para conv(X ).
Prova: Qualquer solução candidata a violar a desigualdade deverá ter xl,j =
1 para todo l ∈ Ci,j e, assim, q(Ci,j) > qc,maxi,j .
A prova desta proposição será dividida em dois casos. Primeiro, se
qc,maxi,j < q
c,max
j , então a pressão de descarga p
c
j ≤ pcj(q(Ci,j)) < pcj(qc,maxi,j )
= pwi , tornando a solução infactível uma vez que o cliente i é atendido. No
segundo caso, se qc,maxi,j = q
c,max





que torna a solução infactível. Sendo assim, qualquer que seja o caso, toda
solução candidata que viola a desigualdade é infactível. 
Como demonstrado acima, a desigualdade (5.3) é uma desigualdade
válida para o PEC. Precisa-se agora obter uma forma de utilizá-la e ainda, se
possível, estendê-la a outras variáveis.
5.3.2 Lifting para a Desigualdade de Cobertura de Instalações
Seja V = Mj\Ci,j e T = |Mj\Ci,j |. Por definição, V contém to-
dos os poços que não foram relacionados na cobertura Ci,j e que podem ser
atendidos pelo compressor j. O objetivo agora é estender a cobertura às variá-
veis de decisão relacionadas a estes poços contidos em V , para que possamos
tornar a desigualdade ainda mais forte.
Aplicando o procedimento de lifting descrito em (NEMHAUSER; WOLSEY,






αi(t),j(Ci,j)xi(t),j ≤ |Ci,j | − 1 (5.4)
onde αi(t),j(Ci,j) são constantes não negativas. Para a determinação destas
constantes é necessário uma ordenação C¯i,j = 〈i(1), i(2), . . . , i(T )〉 em que
as variáveis xl,j serão sujeitas ao lifting, com l ∈ V . Só assim, o coeficente
αi(t),j(Ci,j) é determinado pela solução do problema:
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qcj ≤ qc,maxi(t),j (5.5b)
qcj ≤ qc,maxi(t),j + (qc,maxl,j − qc,maxi(t),j )xl,j ,
l ∈ Ci,j ∪ {i(1), . . . , i(t− 1)},




qwl xl,j ≤ qcj − qwi(t), (5.5d)
xl,j ∈ {0, 1}, l ∈ Ci,j ∪ {i(1), . . . , i(t− 1)} (5.5e)
e recursivamente definindo αi(k),j(Ci,j) = |Ci,j | − 1 − ξi(k),j(Ci,j) para
k = 1, . . . , t.
O problema L(t) torna-se um problema padrão da mochila para todo
t, se as variáveis xl,j , com l ∈ V , são submetidas ao litfing em ordem de-
crescente de qc,maxl,j . Tal ordem implica que q
c,max
i(t),j ≤ qc,maxl,j para todo
l ∈ Ci,j ∪ {i(1), . . . , i(t− 1)} e assim L(t) terá apenas a restrição∑
l∈Ci,j∪{i(1),...,i(t−1)}
qwl xl,j ≤ qc,maxi(t),j − qwi(t)
além da restrição 0-1.
Proposição 6 A desigualdade de cobertura com o lifting (5.4) é válida para
o conv(X ).
A prova desta proposição será omitida por ser similar à prova de lifting
padrão descrita em (NEMHAUSER; WOLSEY, 1988) e seguindo do fato que
αi(t),j(Ci,j) = |Ci,j | − 1− ξi(t),j(Ci,j)






αi(l),j(Ci,j)xi(l),j : u ∈ X},
pois o espaço solução das variáveis xl,j , l ∈ V , é menos restrito em L(t) do
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que em X .
De forma ilustrativa, a aplicação do procedimento de lifting à cober-
tura C3,2 = {3, 4, 5}, da instância exemplo, produz a desigualdade x1,2 +
x2,2 + x3,2 + x4,2 + x5,2 ≤ 2, independente da ordem em que as variáveis
xi,2 sejam submetidas ao lifting, i ∈M3,2\C3,2 = {1, 2, 6}.
Ao invés de um lifting exato como foi feito acima, foi sugerido por
Crowder em (CROWDER; JOHNSON; PADBERG, 1983) a relaxação contínua do
problema de lifting para reduzir o seu custo computacional. Para entender
esta opção, seja L˜(1) a relaxação de L(1) em que xl,j ∈ [0, 1] substitui a
restrição (5.5e). O lifting aproximado produz a desigualdade
∑
l∈Ci,j xl,j +
α˜i(1),j(Ci,j)xi(1),j ≤ |Ci,j |−1, onde α˜i(1),j(Ci,j) = |Ci,j |−1−bξ˜i(1),j(Ci,j)c
e ξ˜i(1),j(Ci,j) é o valor ótimo do objetivo da relaxação. Continuando o pro-
cesso para t = 2, . . . , T obtém-se uma desigualdade válida
∑
l∈Ci,j xl,j +∑T
t=1 α˜i(t),j(Ci,j)xi(t),j ≤ |Ci,j | − 1 para conv(X ), onde α˜i(t),j(Ci,j) =
|Ci,j | − 1 − bξ˜i(t),j(Ci,j)c, ξ˜i(t),j(Ci,j) é o objetivo de L˜(t) e α˜i(l),j(Ci,j)
substitui αi(l),j(Ci,j) no objetivo (5.5a) para l = 1, . . . , t− 1.
A aplicação do procedimento de lifting aproximado para a cobertura
C3,2 = {3, 4, 5} da instância exemplo com C¯i,j = 〈(1, 2), (2, 2), (6, 2)〉,
resulta em ξ˜i(1),j(Ci,j) = 1, 9333, o que implica em α˜i(1),j(Ci,j) = 1,
ξ˜i(2),j(Ci,j) = 1, 8420 e α˜i(2),j(Ci,j) = 1, e finalmente ξ˜i(3),j(Ci,j) =
2, 7574 e α˜i(3),j(Ci,j) = 0. Portanto, a desigualdade obtida é x1,2 + x2,2 +
x3,2 + x4,2 + x5,2 ≤ 2.
5.3.3 Problema de Separação das Desigualdades de Cobertura
Dado uma solução fracionária para um problema inteiro misto e uma
família de desigualdades válidas, o problema de separação é definido como a
procura por uma desigualdade que é violada por esta solução fracionária. A
capacidade de realizar a separação é chave para o uso prático das desigual-
dades válidas em algoritmos de planos de cortes e em software de otimização
especializados. Para muitas famílias de desigualdades, um procedimento de
separação eficiente não é conhecido ou tem-se mostrado um problema NP-
Difícil.
A seguir será apresentado um método de separação para a família de
desigualdades de cobertura de instalações. Este método é baseado em uma
estratégia de separação para as desigualdades de cobertura da mochila.
Suponha que u¯ é uma solução fracionária da relaxação contínua P¯ de
P . Deseja-se encontrar uma cobertura Ci,j para uma instalação j que atenda
o cliente i e induza uma desigualdade violada por u¯. Note, antes de mais
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nada, que a desigualdade de cobertura apresentada na inequação (5.3) pode
ser escrita como ∑
l∈Ci,j
(1− xl,j) ≥ 1 (5.6)
tal que q (Ci,j) ≥ qc,maxi,j .
Então, para j e i fixos, com i ∈Mj , a procura pela desigualdade mais
violada, ou pelo menos viável induzida, por uma cobertura Ci,j é represen-
tada por um programa inteiro baseado na formulação de separação padrão
(CROWDER; JOHNSON; PADBERG, 1983):
Si,j : vi,j = min
∑
l∈Mi,j\{i}
(1− x¯l,j)sl,j − x¯i,j (5.7a)
sujeito a: ∑
l∈Mi,j\{i}
qwl sl,j > q
c,max
i,j − qwi (5.7b)
sl,j ∈ {0, 1}, l ∈Mi,j\{i} (5.7c)
onde a cobertura de instalações é Ci,j = {l : sl,j = 1} ∪ {i}. Observe
que Ci,j induz um plano de corte para u¯ se vi,j < 0 e, que pela forma com
que é descrito o objetivo, a cobertura produzida é a cobertura mais violada
pela solução u¯. Caso vi,j ≥ 0, então não existe cobertura que é violada pela
solução com os respectivos j e i definidos.
Para dimensões pequenas, Si,j pode ser resolvido usando algoritmos
de programação inteira e programação dinâmica com a solução produzida
por P . Uma alternativa computacional é a solução da relaxação contínua
S¯i,j de Si,j , obtida pela representação de sl,j por s¯l,j ∈ [0, 1], seguido
pelo arredondamento para o número superior mais próximo das variáveis fra-
cionárias s¯l,j para se obter uma cobertura Ci,j .
Indiferentemente da forma com que a cobertura Ci,j é produzida, uma
cobertura mínima C ′i,j ⊆ Ci,j pode ser encontrada pela retirada de elementos
de Ci,j , e uma desigualdade de cobertura válida (5.3) é obtida. Aplicar o
lifting à desigualdade produz uma desigualdade de cobertura aumentada que
pode cortar a solução fracionária u¯. Se assim for, o plano de corte resultante
dado pela inequação (5.4) pode ser adicionado ao conjunto de restrições.
Considere uma solução fracionária u¯ para a instância exemplo do pro-
blema, onde x¯1,1 = 1, x¯2,1 = 1, x¯3,1 = 0, 550827, x¯3,3 = 0, 449173, x¯4,3 =
1, x¯5,3 = 0, 665383, x¯5,5 = 0, 334617, x¯6,3 = 0, 595285, x¯6,5 = 0, 404715.
Procurando por uma cobertura para instalação 3 que serve o cliente 3, a re-
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laxação S¯3,3 produziu a solução v3,3 = −0, 114556 com s4,3 = 1, s5,3 =
0, 34682 e s6,3 = 0, onde M3,3 = {3, 4, 5, 6}. O conjunto C3,3 = {3, 4, 5}
é obtido após o arredondamento para o número superior mais próximo das
variáveis fracionárias, que como pode ser visto é uma cobertura, desde que
q(C3,3) = 2 + 4 + 5 = 11 > 7, 71841 = q
c,max
3,3 . Note que a desigualdade re-
sultante x3,3 +x4,3 +x5,3 ≤ 2 elimina a solução u¯, pois x¯3,3 + x¯4,3 + x¯5,3 =
0, 449173 + 1 + 0, 665383 = 2, 114556 > 2.
A solução do problema inteiro S3,3 produz v3,3 = −0, 114556 com
s4,3 = 1, s5,3 = 1 e s6,3 = 0, induzindo a mesma cobertura.
5.4 SUMÁRIO
Devido a não-convexidade da função objetivo do PEC, algoritmos e
teorias de otimização global não são efetivos. Buscando contornar este pro-
blema e encontrar um ótimo global, a função objetivo do PEC foi linearizada
por partes. Esta abordagem transforma o problema inicial em um problema
de programação linear inteira-mista, que possui algoritmos eficientes para
otimização global.
Motivado por Beale e Tomlin (BEALE; TOMLIN, 1970), abordou-se duas
formas de modelagem de funções lineares por partes, uma utilizando variáveis
binárias e a outra utilizando variáveis tipo SOS2. Buscando analisar qual das
representações é a melhor, as mesmas serão comparadas durante a resolução
do PEC no capítulo seguinte.
Ainda buscando melhorias para a resolução do problema em questão,
apresentou-se neste capítulo um algoritmo de planos de corte baseados em de-
sigualdades de cobertura. Deseja-se com o algoritmo, obter ganhos computa-
cionais durante a resolução do problema. Conforme citado anteriormente,
existem uma infinidade desigualdades válidas para um problema. O algo-
ritmo de planos de corte tem como objetivo a obtenção de desigualdades váli-
das de alta dimensionalidade que devem ser adicionadas à formulação inicial,
diminuindo o poliedro das soluções factíveis. O algoritmo aqui apresentado
será analisado quanto a sua efetividade no capítulo seguinte.
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6 ANÁLISE NUMÉRICA
Neste capítulo serão apresentados os resultados obtidos durante a re-
alização de alguns experimentos. Experimentos estes que visam comparar
as formulações antiga e revisada do PEC, os ganhos obtidos com aplicação
dos planos de corte, desenvolvidos na seção 4.3, e também a comparação das
formulações lineares por partes com e sem a utilização de váriaveis binárais.
6.1 COMPARAÇÃO ENTRE AS FORMULAÇÕES ANTIGA E REVISADA
O modelo revisado dado pelas equações (3.2a)–(3.2j) é melhor do que
a formulação antiga, apresentada nas equações (3.3a)–(3.3j), no sentido de
que o poliedro resultante pela formulação revisada é mais próximo do fecho
convexo dentre as duas formulações, conforme estabelece a Proposição 4. O
objetivo agora é comparar as formulações computacionalmente.
O programa não-linear inteiro-misto P e a formulação antiga P˜ não
são passíveis de otimização direta. Por este motivo, a comparação computa-
cional será baseada em suas formas lineares por partes P 01pl e P˜
01
pl , respecti-
vamente. Conforme comentado no Capítulo 2, a formulação de P˜ é obtida a
partir de P , removendo a restrição (3.2d) e introduzindo as restrições (3.3d)
e (3.3e). Já sua forma linear por partes, P˜ 01pl , pode ser obtida com o modelo
de Sherali (SHERALI, 2001), de forma semelhante à formulação P 01pl .
As instâncias utilizadas para os experimentos do problema foram obti-
das combinando curvas de performace de compressores de fornecedores com
demandas de poços plausivéis. Conforme a formulação antiga requer, todas
as curvas de performace são côncavas. Três casos que serão utilizados para a
comparação das formulações são indênticos aos usados em (CAMPONOGARA
et al., 2011), as intâncias com n = 7 compressores e m = 16 poços, n = 8 e
m = 18, e n = 9 e m = 14. Além destes casos, foram projetados também,
instâncias maiores para os experimentos, consistindo de n = 14 compresso-
res e m = 20 poços, n = 14 e m = 32, e n = 16 compressores e m = 34
poços. Para mais detalhes sobre tais instâncias, ver os Anexos A, B, C.
Os experimentos aplicados ao problema utilizam um procedimento de
cut-and-branch (WOLSEY, 1998), consistindo de duas fases. Na primeira fase,
a relaxação contínua será resolvida iterativamente através da introdução de
desigualdades válidas até que não seja mais possível encontrar um plano de
corte para a solução fracionária. Para a formulação antiga, as desigualdades
válidas utilizadas foram as desigualdades fortes flow cover, obtidas com um
procedimento de lifting aproximado (CAMPONOGARA et al., 2011). Já para a
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formulação revisada, a geração de cortes consistiu em executar as seguintes
etapas iterativamente:
1. resolver a relaxação em programação linear (PL);
2. resolver o problema de separação exatamente pela solução do problema
Si,j para todo i ∈ M e j ∈ Ni, se yj > 0, obtendo a cobertura mais
violada ou a cobertura menos satisfeita Ci,j ;
3. realizar o procedimento de lifting da desigualdade de cobertura (5.3)
seguindo uma ordem aleatória C¯i,j e resolver os problemas L(t) com
o software CPLEX; e
4. adicionar a desigualdade (5.4) se esta eliminar a solução PL fracionária
atual.
Na segunda fase, as formulações aumentadas com os planos de corte
são enviadas a um solver de PLIM (programação linear inteira-mista) que
contém estratégias de branch-and-cut. O solver utilizado é o solver CPLEX
versão 11 com a geração de planos de cortes padrão ativada. A estação de
trabalho utilizada pelo solver é equipada com um processador Intel Xeon,
com 2.50 GHz, 3.5 Gb of RAM e GNU Linux kernel 2.6.18-5-686.
Tabela 10 – Comparação Entre as Formulações I
Formulação Antiga
n m nós CPU (s) iterações
7 16 96 845 120,52 806 831
8 18 53 069 51,76 576 455
9 14 11 357 12,22 93 548
14 20 139 027 249,93 1 388 901
14 32 ?10 573 690 ?42 203,72 ?190 492 932
10 873 990 42 638,15 19 3358 668
Os resultados dos experimentos podem ser obervados nas Tabelas 10 e
11. As estatísticas (nós do algoritmo branch-and-bound, iterações e tempo de
CPU) são médias sobre 7 experimentos independentes das instâncias do PEC
com um número variado de intervalos para a linearização por partes. A função
custo em ambas formulações e a curva de performace de poços na formulação
antiga foram linearizadas com 10, 15, 20, 25, 30, 35 e 40 intervalos.
A estatística computacional em termos de ciclos de CPU, nós e intera-
ções não levam em conta a geração de planos de corte, pois muitas das instân-
cias da antiga formulação estavam apenas disponíveis no formato CPLEX,
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Tabela 11 – Comparação Entre as Formulações II
Formulação Revisada Ganhos (%)
n m nós CPU (s) iterações nós CPU (s) iterações
7 16 4 552 6,84 44 887 95,30 94,32 94,44
8 18 1 295 4,23 15 403 97,56 91,82 97,33
9 14 1 469 4,12 11 458 87,07 66,25 87,75
14 20 3 541 12,2 51 242 97,45 95,12 96,31
14 32 94 811 1 221,05 2 694 790 99,10 97,11 98,59
105 668 1 248,45 2 817 780 99,03 97,07 98,54
com cortes já dados. O tempo de CPU para a geração de cortes na formu-
lação revisada tem na média 1.5s, 3.1s, 1s, 2.7s e 7.1s para as instâncias da
tabela, respectivamente. As instâncias com n = 14 e m = 32 marcadas com
“?” não puderam ser resolvidas usando a formulação antiga: os resultados
apresentados na tabela são somente para a linearização com 10 intervalos,
que foi interrompida devido ao overflow de memória. O ganho global, dado
na última linha das Tabelas 10 e 11, refere-se às estatísticas globais (CPU,
iteração e nós gerados) ao longo de todas as cinco instâncias. Não se refere à
melhoria percentual média sobre estas instâncias.
Com base no subconjunto de instâncias do problema considerado nos
experimentos, os resultados computacionais mostram que a formulação re-
visada é muito melhor que a anterior. As instâncias do problema revisado
foram resolvidas em torno de 10 vezes mais rápido que as instâncias anti-
gas correspondentes. Além disso, apenas a formulação revisada possibilitou
tratar maiores instâncias com o solver de PLIM.
6.2 ANÁLISE COMPUTACIONAL DAS DESIGUALDADES DE COBER-
TURA DE INSTALAÇÕES
As experiências anteriores com a formulação antiga mostraram que os
planos de corte flow cover podem reduzir o tempo de CPU em mais de 30%
quando comparado à resolução do problema sem a utilização dos planos de
corte. Assim, uma questão natural é se a desigualdade de cobertura de insta-
lações pode ou não reduzir o tempo de solução da formulação revisada. As
mesmas instâncias do experimento anterior, juntamente com outra instância
de maior escala foram resolvidas usando a geração de planos de corte com
as desigualdades de coberturas de instalações e sem a geração de planos de
corte usando diretamente o CPLEX na formulação P 01pl . O solver CPLEX
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Tabela 12 – Análise da Desigualdade de Cobertura I
Sem Planos de Corte
n m nós CPU (s) iterações
7 16 4 679 6,73 39 803
8 18 1 588 4,81 22 409
9 14 1 879 4,84 13 712
14 20 4 616 16,3 79 194
14 32 132 273 1 878,57 3 866 940
16 34 283 691 2 206,94 5 298 905
428 726 4 118,13 9 320 963
Tabela 13 – Análise da Desigualdade de Cobertura II
Com Planos de Corte Ganho (%)
n m nós CPU (s) iter cortes nós CPU (s) iter
7 16 4 552 8,34 44 888 14 2,72 -23,98 -12,77
8 18 1 296 7,33 15 403 12 18,44 -52,26 31,26
9 14 1 469 5,12 11 458 15 21,81 -5,72 16,44
14 20 3 541 14,89 51 242 17 23,29 8,26 35,3
14 32 94 811 1 228,15 2 694 790 6 28,32 34,62 30,31
16 34 226 275 1 891,33 4 588 610 33 20,24 14,30 13,40
331 944 3 155,16 7 406 390 97 22,57 23,38 20,54
foi configurado com sua geração de planos de corte padrão na resolução de
ambas formulações, com e sem cortes de cobertura de instalações.
Os resultados destes experimentos estão expostos nas Tabelas 12 e 13.
Note que na Tabela 13, referente à resolução do problema com a utilização
dos planos de corte, também é dado o número de cortes utilizados e, neste
caso, o tempo para gerá-los é adicionado às estatísticas no tempo de CPU.
Estes resultados indicam que os planos de cortes não ocasionam um grande
impacto na eficiência da resolução, com um ganho na ordem de 20% para
as instâncias utilizadas na análise experimental. Novamente, o ganho global
refere-se às estatísticas globais geradas pelo solver PLIM sobre todos os seis
casos, não se referindo à melhoria percentual média sobre esses casos.
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6.3 COMPARAÇÃO ENTRE AS FORMULAÇÕES LINEARES POR PAR-
TES COM E SEM A UTILIZAÇÃO DE VARIÁVEIS BINÁRIAS
A comparação entre as formulações lineares por partes baseadas na
utilização de variáveis binárias e na utilização da restrição SOS2, foi moti-
vada por bons resultados obtidos por Misener (MISENER; GOUNARIS; FLOUDAS,
2009) em um problema semelhante. As formulações P 01pl e Ppl foram re-
solvidas utilizando novamente o solver CPLEX versão 11 para as mesmas
instâncias utilizadas nos experimentos anteriores. Visando avaliar neste mo-
mento somente a utilização de variáveis binárias nas formulações, não foram
aplicados a elas os planos de corte desenvolvidos.
Tabela 14 – Comparação Entre as Formulações Com/Sem Variáveis Binárias
Formulação SOS2
n m nós CPU (s) iter
7 16 70 000 62,21 952 817
8 18 7 698 7,12 99 612
9 14 15 763 8,84 108 427
14 20 19 837 32,7 391 499
14 32 688 837 7 520,47 29 685 420
16 34 ?5 730 714 ?68 315,02 ?393 261 150
6 532 849 75 946,34 42 4498 924
Tabela 15 – Comparação Entre as Formulações Com/Sem Variáveis Binárias
Com Variáveis Binárias Ganhos (%)
n m nós CPU (s) iter nós CPU (s) iter
7 16 4 679 6,73 39 803 93,32 89,19 95,82
8 18 1 588 4,81 22 409 79,37 32,44 77,50
9 14 1 879 4,84 13 712 88,08 45,30 87,35
14 20 4 616 16,3 79 194 76,73 50,15 79,77
14 32 132 273 1 878,57 3 866 940 80,80 75,02 86,97
16 34 283 691 2 206,94 5 298 905 95,05 96,77 98,65
331 944 3 155,16 7 406 390 93,44 94,58 97,80
As Tabelas 14 e 15 apresentam os resultados obtidos nos experimentos
computacionais. A instância da formulação SOS2 marcada com uma estrela
indica que esta foi interrompida após várias horas de computação com κ(j) =
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10 para todo j ∈ N . Levando em conta este resultado, nenhuma tentativa
foi realizada para resolver instâncias com um número maior de intervalos
lineares por partes.
Ao contrário de Misener (MISENER; GOUNARIS; FLOUDAS, 2009), os re-
sultados aqui obtidos indicam que a linearização por partes baseada em variá-
veis binárias é superior à formulação baseada em um conjunto especialmente
ordenado de variáveis de tipo II, SOS2.
6.4 SUMÁRIO
Após os testes aplicados neste Capítulo pode-se dar ênfase a alguns
resultados. A comparação entre as formulações antiga e revisada, através de
suas respectivas formulações linearizadas, expressa que a modelagem pro-
posta na formulação revisada reduziu o tempo de solução em torno de dez
vezes quando comparado com o modelo anterior. A partir do momento em
que o problema faz parte de um sistema em tempo real esta melhoria pode ser
significativa.
Com base nas desigualdades de cobertura, a proposta era de fortalecer
a formulação inicial aplicando os planos de cortes. Mostra-se que tal proposta
rendeu algumas economias em termos de recurcos computacionais.
Já a comparação entre o modelo linear por partes com e sem a uti-
lização de variáveis binárias, mostrou-se que, para o problema em questão, a
formulação usando variáveis binárias é mais adequada para sua resolução.
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7 CONCLUSÃO E TRABALHOS FUTUROS
A tecnologia de campos inteligentes pode ser vista como a integração
das instalações horizontalmente no espaço e verticalmente no nível de tomada
de decisões. No espaço, simuladores e modelos para instalações como reser-
vatórios, poços e equipamentos de superfície, estão sendo integrados para
criar um modelo completo de um campo de petróleo. Já no nível de tomada de
decisões, o sistema de automação responsável pela operação em tempo-real
está sendo integrado com o sistema de planejamento de produção, visando a
redução de custos enquanto procura-se a maximizar a produção.
Independentemente da localização geográfica e do nível de tomada
de decisão, os problemas para se operar campos de petróleo modernos estão
aumentando em complexidade e precisam ser resolvidos rapidamente para
aplicações em tempo-real. Para este fim, este trabalho melhorou a mode-
lagem de um problema de escalonamento de compressores, que pode servir
como ferramenta para otimização em tempo-real de operações em um campo
de petróleo operado por injeção contínua de gás, e também auxiliar no pro-
jeto de instalações de compressores durante a fase de planejamento. Através
da nova abordagem das restrições sobre a pressão de descarga do compres-
sor, o modelo revisado reduziu o tempo de resolução em torno de dez vezes
quando comparado com o modelo anterior. Já com base nas desigualdades
de cobertura, a proposta era de criar planos de cortes para fortalecer a formu-
lação inicial, proposta esta que nos rendeu algumas economias em termos de
recursos computacionais.
A programação inteira mista é uma ferramenta poderosa à síntese de
soluções ótimas globais. Para esse fim, foram propostas formulações desta
classe para o problema de escalonamento de compressores. Como um pro-
blema de programação inteira mista necessita que as funções, tanto objetivo
como as de restrições sejam lineares, algumas funções não-lineares da for-
mulação revisada deveriam ser linearizadas. Para linearização por partes das
funções não-lineares, os algoritmos propostos no trabalho demostraram-se
boas ferramentas para problemas de otimização, levando em conta que o nú-
mero de politopos, retas, infuencia no tempo de resolução do problema. Caso
conheça-se a função a ser linearizada é possível definir o número desejado ou
máximo de retas a serem utilizadas e, ainda, obter uma garantia de otimili-
dade da linearização.
Através da comparação entre os modelos lineares por partes com e
sem a utilização de variáveis binárias, mostrou-se que, para o problema em
questão, a formulação usando variáveis binárias é mais adequada para sua
resolução.
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Como sugestão de trabalhos futuros, deseja-se aplicar um procedi-
mento de branch-and-cut, mudando a forma de aplicarmos os planos de cortes.
Não mais será aplicando um procedimento de cut-and-branch, assim, será en-
viando a formulação diretamente para o solver, aplicando os cortes baseados
em desigualdades de coberturas somente quando nescessário. Esta proposta é
um pouco audaciosa, pois o solver CPLEX é o estado da arte até o momento e
interferir em sua resolução visando ganhos não é tarefa fácil. No algortimo de
planos de corte, deseja-se ainda verificar se é sempre possível encontrar uma
cobertura mínima que ainda corte o ponto fracionário fornecido pela relaxa-
ção linear. Outra proposta é a de criar novas famílias de planos de corte para
o problema de escalonamento de compressores que sejam mais eficientes do
que os cortes baseados em desigualdades de cobertura. A fim de avaliar as
aproximações lineares inteiras-mista do PEC, deseja-se resolver o problema
não-linear inteiro-misto P fornecendo como ponto inicial, ao algoritmo de
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ANEXO A -- Instância com 7 Compressores e 16 poços
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Tabela 16 – Dados do Compressor I





1 8,00 3,00 5,3 13
2 6,00 5,00 4,2 12
3 10,00 1,00 3,8 10,8
4 4,00 7,00 2,0 9,8
5 6,00 4,00 1,0 8,5
6 4,20 2,03 2,64 8,65
7 4,19 3,48 1,83 5,43
Tabela 17 – Parâmetros da Curva de Pressão I
j α0,j α1,j α2,j α3,j α4,j
1 8,36900 -0,502034 0,0651919 -0,00497000 0,814770
2 7,11148 -0,602903 0,0680301 -0,00507334 0,766603
3 5,30343 -0,309098 0,0401807 -0,00427144 0,324494
4 3,49652 -1,215010 0,1236120 -0,00741996 1,978650
5 2,45413 -0,356522 0,0361532 -0,00363706 0,347968
6 4,1899 -0,3789 0,0375 -0,0028 0,5832
7 2,8493 -0,2794 0,0295 -0,0021 0,4508
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1 3 5 {1, 2}
2 4 5 {1, 2}
3 2 4 {1, 2, 3}
4 4 3 {1, 2, 3, 4}
5 5 1,5 {1, 2, 3, 4}
6 2 1 {1, 2, 3, 4}
7 2,03 2,05 {1, 2, 3, 4, 5, 6, 7}
8 1,01 1,63 {1, 2, 3, 4, 5, 6, 7}
9 2,18 1,79 {1, 2, 3, 4, 5, 6, 7}
10 2,78 1,48 {1, 2, 3, 4, 5, 6, 7}
11 3,06 1,87 {1, 2, 3, 4, 5, 6, 7}
12 2,01 0,92 {1, 2, 3, 4, 5, 6, 7}
13 2,57 1,94 {1, 2, 3, 4, 5, 6, 7}
14 1,69 1,07 {1, 2, 3, 4, 5, 6, 7}
15 2,49 1,54 {1, 2, 3, 4, 5, 6, 7}
16 2,17 1,35 {1, 2, 3, 4, 5, 6, 7}
Tabela 19 – Dados da Perda de Pressão nas Linhas I
li,j
i\j 1 2 3 4 5 6 7
1 0,03 0,01
2 0,08 0,20
3 0,15 0,31 0,15
4 0,27 0,22 0,11 0,09
5 0,22 0,09 0,15 0,02
6 0,03 0,01 0,2 0,2
7 0,3 0,08 0,08 0,01 0,02 0,21 0,06
8 0,27 0,14 0,3 0,24 0,23 0,11 0,05
9 0,25 0,26 0,3 0,28 0,12 0,21 0,24
10 0,23 0,33 0,27 0,23 0,16 0,04 0,22
11 0,08 0,29 0,17 0,24 0 0,32 0
12 0,16 0,3 0,2 0,11 0,16 0,2 0,05
13 0,16 0,13 0,15 0,2 0,02 0,1 0,2
14 0,23 0,26 0,33 0,16 0,3 0,15 0,27
15 0,07 0,15 0,06 0,32 0,12 0,01 0,25
16 0,12 0,27 0,01 0,2 0 0,09 0,29
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Tabela 20 – Dados dos Custos das Linhas I
ci,j
i\j 1 2 3 4 5 6 7
1 0,24 0,22
2 0,28 0,08
3 0,26 0,24 0,23
4 0,23 0,15 0,21 0,3
5 0 0,15 0,18 0,11
6 0,18 0,14 0,15 0,1
7 0,16 0,01 0,07 0,12 0,04 0,13 0,02
8 0,21 0,23 0,29 0,12 0,02 0,11 0,2
9 0,29 0,17 0,29 0,15 0,26 0,07 0,07
10 0,19 0,22 0,04 0,12 0,02 0,27 0,25
11 0,29 0,15 0,12 0,3 0 0,23 0
12 0,06 0,26 0,07 0,21 0,29 0,13 0,05
13 0,01 0 0,25 0,27 0,22 0,06 0,07
14 0,2 0,12 0,03 0,14 0,17 0,09 0,19
15 0,22 0,27 0,28 0,28 0,23 0,11 0,25
16 0,03 0,21 0,2 0,14 0 0,16 0,09
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ANEXO B -- Instância com 8 Compressores e 18 poços
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Tabela 21 – Dados do Compressor II





1 8,00 3,00 5,3 13
2 6,00 5,00 4,2 12
3 10,00 1,00 3,8 10,8
4 4,00 7,00 2,0 9,8
5 6,00 4,00 1,0 8,5
6 4,20 2,03 2,64 8,65
7 4,19 3,48 1,83 5,43
8 3,89 2,93 1,80 5,5
Tabela 22 – Parâmetros da Curva de Pressão II
j α0,j α1,j α2,j α3,j α4,j
1 8,36900 -0,502034 0,0651919 -0,00497000 0,814770
2 7,11148 -0,602903 0,0680301 -0,00507334 0,766603
3 5,30343 -0,309098 0,0401807 -0,00427144 0,324494
4 3,49652 -1,215010 0,1236120 -0,00741996 1,978650
5 2,45413 -0,356522 0,0361532 -0,00363706 0,347968
6 4,1899 -0,3789 0,0375 -0,0028 0,5832
7 2,8493 -0,2794 0,0295 -0,0021 0,4508
8 2,633 -0,2750 0,0315 -0,0025 0,3879
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1 3 5 {1, 2}
2 4 5 {1, 2}
3 2 4 {1, 2, 3}
4 4 3 {1, 2, 3, 4}
5 5 1.5 {1, 2, 3, 4}
6 2 1 {1, 2, 3, 4, 5, 6}
7 2,03 2,05 {1, 2, 3, 4, 5, 6, 7}
8 1,01 1,63 {1, 2, 3, 4, 5, 6, 7}
9 2,8 1,79 {1, 2, 3, 4, 5, 6, 7}
10 2,78 1,48 {1, 2, 3, 4, 5, 6, 7}
11 3,06 1,87 {1, 2, 3, 4, 5, 6, 7}
12 2,01 0,92 {1, 2, 3, 4, 5, 6, 7}
13 2,57 1,94 {1, 2, 3, 4, 5, 6, 7}
14 1,69 1,07 {1, 2, 3, 4, 5, 6, 7}
15 2,49 1,54 {1, 2, 3, 4, 5, 6, 7}
16 2,17 1,35 {1, 2, 3, 4, 6, 7}
17 2,14 1,58 {1, 2, 3, 4, 5, 6, 7}
18 2,49 1,86 {1, 2, 3, 4, 5, 6, 7}
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Tabela 24 – Dados da Perda de Pressão nas Linhas II
li,j
i\j 1 2 3 4 5 6 7 8
1 0,03 0,01
2 0,08 0,20
3 0,15 0,31 0,15
4 0,27 0,22 0,11 0,09
5 0,22 0,09 0,15 0,02
6 0,03 0,01 0,2 0,2 0 0 0,06 0,02
7 0,3 0,08 0,08 0,01 0,02 0,21 0,06 0,06
8 0,27 0,14 0,3 0,24 0,23 0,11 0,05 0,06
9 0,25 0,26 0,3 0,28 0,12 0,21 0,24 0,3
10 0,23 0,33 0,27 0,23 0,16 0,04 0,22 0,05
11 0,08 0,29 0,17 0,24 0 0,32 0 0
12 0,16 0,3 0,2 0,11 0,16 0,2 0,05 0,32
13 0,16 0,13 0,15 0,2 0,02 0,1 0,2 0,21
14 0,23 0,26 0,33 0,16 0,3 0,15 0,27 0,05
15 0,07 0,15 0,06 0,32 0,12 0,01 0,25 0,09
16 0,12 0,27 0,01 0,2 0 0,09 0,29 0,02
17 0,27 0,09 0,25 0,22 0,07 0,2 0,2 0,06
18 0,06 0,12 0,09 0,26 0,1 0,21 0,33 0,31
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Tabela 25 – Dados dos Custos das Linhas II
ci,j
i\j 1 2 3 4 5 6 7 8
1 0,24 0,22
2 0,28 0,08
3 0,26 0,24 0,23
4 0,23 0,15 0,21 0,3
5 0 0,15 0,18 0,11
6 0,18 0,14 0,15 0,1 0,03 0,08 0,16 0.,4
7 0,16 0,01 0,07 0,12 0,04 0,13 0,02 0,3
8 0,21 0,23 0,29 0,12 0,02 0,11 0,2 0,21
9 0,29 0,17 0,29 0,15 0,26 0,07 0,07 0,27
10 0,19 0,22 0,04 0,12 0,02 0,27 0,25 0,09
11 0,29 0,15 0,12 0,3 0 0,23 0 0
12 0,06 0,26 0,07 0,21 0,29 0,13 0,05 0,2
13 0,01 0 0,25 0,27 0,22 0,06 0,07 0,7
14 0,2 0,12 0,03 0,14 0,17 0,09 0,19 0,09
15 0,22 0,27 0,28 0,28 0,23 0,11 0,25 0,21
16 0,03 0,21 0,2 0,14 0 0,16 0,09 0,12
17 0,17 0,08 0,03 0,22 0,25 0,25 0,16 0,11
18 0,06 0,19 0,04 0,15 0,03 0,01 0,02 0,05
ANEXO C -- Instância com 9 Compressores e 14 poços
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Tabela 26 – Dados do Compressor III





1 8,00 3,00 5,3 13
2 6,00 5,00 4,2 12
3 10,00 1,00 3,8 10,8
4 4,00 7,00 2,0 9,8
5 6,00 4,00 1,0 8,5
6 4,20 2,03 2,64 8,65
7 4,19 3,48 1,83 5,43
8 3,89 2,93 1,80 5,5
8 3,25 2,07 1,00 3,12
Tabela 27 – Parâmetros da Curva de Pressão III
j α0,j α1,j α2,j α3,j α4,j
1 8,36900 -0,502034 0,0651919 -0,00497000 0,814770
2 7,11148 -0,602903 0,0680301 -0,00507334 0,766603
3 5,30343 -0,309098 0,0401807 -0,00427144 0,324494
4 3,49652 -1,215010 0,1236120 -0,00741996 1,978650
5 2,45413 -0,356522 0,0361532 -0,00363706 0,347968
6 4,1899 -0,3789 0,0375 -0,0028 0,5832
7 2,8493 -0,2794 0,0295 -0,0021 0,4508
8 2,8633 -0,2750 0,0315 -0,0025 0,3879
9 1,5440 -0,1402 0,0153 -0,0012 0,1984
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1 3 5 {1, 2}
2 4 5 {1, 2}
3 2 4 {1, 2, 3}
4 4 3 {1, 2, 3, 4}
5 5 1,5 {1, 2, 3, 4}
6 2 1 {1, 2, 3, 4, 5, 6, 7}
7 2,03 2,05 {1, 2, 3, 4, 5, 6, 7}
8 1,01 1,63 {1, 2, 3, 4, 5, 6, 7}
9 2,18 1,79 {1, 2, 3, 4, 5, 6, 7}
10 2,78 1,48 {1, 2, 3, 4, 5, 6, 7}
11 3,06 1,87 {1, 2, 3, 4, 6}
12 2,01 0,92 {1, 2, 3, 4, 5, 6, 7, 8, 9}
13 2,57 1,94 {1, 2, 3, 4, 5, 6, 7, 9}
14 1,69 1,07 {1, 2, 3, 4, 5, 6, 7, 8, 9}
Tabela 29 – Dados da Perda de Pressão nas Linhas III
li,j
i\j 1 2 3 4 5 6 7 8 9
1 0,03 0,01
2 0,08 0,20
3 0,15 0,31 0,15
4 0,27 0,22 0,11 0,09
5 0,22 0,09 0,15 0,02
6 0,03 0,01 0,2 0,2 0 0 0,06 0,02
7 0,3 0,08 0,08 0,01 0,02 0,21 0,06 0,06
8 0,27 0,14 0,3 0,24 0,23 0,11 0,05 0,06
9 0,25 0,26 0,3 0,28 0,12 0,21 0,24 0,3
10 0,23 0,33 0,27 0,23 0,16 0,04 0,22 0,05
11 0,08 0,29 0,17 0,24 0 0,32 0 0
12 0,16 0,3 0,2 0,11 0,16 0,2 0,05 0,27 0,32
13 0,16 0,13 0,15 0,2 0,02 0,1 0,2 0,21
14 0,23 0,26 0,33 0,16 0,3 0,15 0,27 0,27 0,05
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Tabela 30 – Dados dos Custos das Linhas III
ci,j
i\j 1 2 3 4 5 6 7 8 9
1 0,24 0,22
2 0,28 0,08
3 0,26 0,24 0,23
4 0,23 0,15 0,21 0,3
5 0 0,15 0,18 0,11
6 0,18 0,14 0,15 0,1 0,03 0,08 0,16
7 0,16 0,01 0,07 0,12 0,04 0,13 0,02
8 0,21 0,23 0,29 0,12 0,02 0,11 0,2
9 0,29 0,17 0,29 0,15 0,26 0,07 0,07
10 0,19 0,22 0,04 0,12 0,02 0,27 0,25
11 0,29 0,15 0,12 0,3 0 0,23 0
12 0,06 0,26 0,07 0,21 0,29 0,13 0,05 0,2
13 0,01 0 0,25 0,27 0,22 0,06 0,07 0,27
14 0,2 0,12 0,03 0,14 0,17 0,09 0,19 0,09 0,16
