Abstract. We prove a multiplicity result for a class of strongly indefinite nonlinear second order asymptotically linear systems with Dirichlet boundary conditions. The key idea for the proof is to bring together the classical shooting method and the Maslov index of the linear Hamiltonian systems associated to the asymptotic limits of the given nonlinearity.
Introduction
In this paper we deal with a second order nonlinear boundary value problem of the form Ju ′′ (t) + ∇V (t, u(t)) = 0 with ∇V (t, 0) = 0 is of the form Ju ′′ (t) + S(t, u(t))u(t) = 0. Indeed, it is sufficient to set S(t, u) :
We are concerned with the existence and multiplicity of solutions to (1) with prescribed nodal properties. Before describing the set of assumptions on the nonlinearity and the method of the proofs and developing some remarks with the literature, we focus on some motivations arising from the study of differential equations on manifolds. More precisely, we wish to (very briefly) describe the question of the study of the conjugate points along a perturbed geodesic in a semi-Riemannian manifold in relation with systems of the form Ju ′′ (t) + S(t)u(t) = 0. For a general reference, we quote the book [4] ; recent results can be found, among others, in [20] , [28] , [29] , [30] , [32] . See also [16] . Let M be a smooth semi-Riemannian manifold, i.e. a C ∞ , n-dimensional manifold M endowed with a (semi)-Riemannian metric (i.e. a non-degenerate symmetric two-form g of constant index ν ∈ {0, . . . , n}). Denoted by D and by D dt respectively the associated Levi-Civita connection and the covariant derivative of a vector field along a smooth curve γ, a perturbed geodesic or briefly a p-geodesic is a smooth curve γ : [0, 1] → M which satisfies the differential equation (4) D dt γ ′ (t) + ∇ g V (t, γ(t)) = 0
where ∇ g V denotes gradient of V (t, −) with respect to the metric tensor g.
Let γ be a p-geodesic between two fixed points p, q ∈ M . A vector field ξ along γ is called a Jacobi field if it verifies the linear second order differential equation
dt 2 ξ(t) + R(γ ′ (t), ξ(t))γ ′ (t) + D ξ(t) ∇V (t, γ(t)) = 0, where R is the curvature tensor of D. Given a p-geodesic γ, an instant t ∈ (0, 1] is said to be a conjugate instant if there exists at least one non zero Jacobi field with ξ(0) = ξ(t) = 0. The corresponding point q = γ(t) on M is said to be a conjugate point to the point p = γ(0) along γ. Equation (5) can be then written in the form Ju ′′ (t) + S(t)u(t) = 0. Indeed (we refer for more details to [28] ), given a perturbed geodesic γ, a vector field ξ along γ can be written as ξ(t) = n i=1 u i (t)e i (t), being {e 1 , . . . , e n } a g-frame along γ (this means that the e i s are pointwise gorthogonal and g(e i (t), e i (t)) = ǫ i , with ǫ i = 1 for i = 1, . . . , n − ν and ǫ i = −1 for i = n − ν + 1, . . . , n, for all t). Equation (5) can be thus transformed into the second order system of the form: (6) ǫ i u
S ij (t)u j (t) = 0, i = 1, . . . , n,
where S ij = g(R(γ ′ , e i )γ ′ + D e i ∇V (·, γ), e j ). Here we deal with a class of nonlinearities S which have an "asymptotically linear" behaviour at zero and infinity; more precisely, we assume (V 0 ) S(t, ξ)ξ = S 0 (t)ξ + o(|ξ|) for |ξ| → 0, uniformly in t; (V ∞ ) S(t, ξ)ξ = S ∞ (t)ξ + o(|ξ|) for |ξ| → +∞, uniformly in t.
In the study of nonlinear boundary value problems, it is quite frequent to meet this set of hypotheses; they give rise, in the suitable context, to two indices which contain some information on the behaviour of the problem at zero and infinity. Then, roughly speaking, the bigger the gap between these two indices the greater the number of solutions of the nonlinear BVP. As for BVPs with separated boundary conditions, we refer, among others, to [6] , [7] , [8] , [10] , [11] , [13] , [17] , [23] , [31] , [36] , [38] . For results in the same spirit but for the periodic problem we refer to the pioneering work of Amann-Zehnder [3] and to the more recent works [5] , [15] , [22] , [24] , [26] , [37] . We take as a starting point of the present research the paper [8] , where it is treated the particular case ν = 0. By classical shooting methods, when n = 1 (a scalar equation) and ν = 0 (the positive definite case) a gap condition expressed in terms of the rotation number is sufficient for the existence of multiple solutions with a prescribed number of zeros. However, also in the positive definite case, when n ≥ 2 more assumptions on S (together with the use of the Maslov index) are needed (cf. Remark 4.10 in [8] ). More problems arise in case ν = 0. In this paper, in order to deal with systems we require (on the lines of [8] ) a diagonality condition (cf. (V 3 )) on the restriction of S to the (n − 1) coordinate hyperplanes of R n ; the difficulty due to the indefiniteness of J is treated by assuming that S is J-commuting (the "split" condition (V 1 )). In order to distinguish the solutions we use a generalized shooting method initiated in the linear case by L. Greenberg in [19] (similar ideas can be found also in [33] ). Indeed, taking advantage of the symplectic structure of the linear Hamiltonian system associated to a linear second order system of the form (1), L. Greenberg [19] has generalized the well-known concepts of elementary phase-plane analysis; he has developed the concepts of lagrangian plane, phase angle and crossing, which correspond, in the case of planar systems, to the notions of line through the origin, polar coordinate and zero of a real function, respectively. Thus, in the present paper we adapt the notion of h-type solution given in [8] (inspired by [19] ) to our more general (indefinite) framework. For the statement of our main results (Theorems 1, 2, 3), we focus on the Maslov indices m 0 and m ∞ of the linear systems Ju ′′ + S 0 (t)u = 0 and Ju ′′ + S ∞ (t)u = 0, respectively. By these indices, we define (cf. (60)) a set T whose non-emptiness is a sufficient condition (Theorem 1) for the existence of multiple solutions to the given BVP. Theorems 2 and 3 provide sufficient conditions for the non-emptiness of T (cf. also Proposition 4.9 and Proposition 4.11). For the proofs, we employ the concept of phase angle and the generalized shooting method in order to reformulate the problem in terms of the existence of zeros of an N -dimensional vector field. Then, we apply a version of the Miranda fixed point theorem given in [8] .
Our results extend the main result in [8] to the case ν = 0. In particular, they represent a generalization to indefinite systems of one-dimensional results (we refer, among others, to [11] , [12] , [14] , [18] , [36] ) where multiplicity is obtained through a comparison between the behaviour of the nonlinearity at zero and infinity. It is worth noticing (as it is explained in detail in Remark 4.8) that our approach is similar to the one in [8] , but our results are not a consequence of Theorem 4.7 in [8] . Some final comments on the literature are in order. Indeed, we wish to point out that multiplicity for asymptotically linear problems has been achieved, with various different methods, by some authors without a diagonality condition of the form (V 3 ); however, other restrictions are needed. For a comprenhensive reference, we refer to the book by J.Mawhin-M.Willem [27] . In particular, in [13] , [31] and [38] (the second and third in the framework of elliptic PDEs) the potential V in (3) is even; in our work, we do not deal with such kind of restriction (cf. Proposition 4.9 for more details). It is also worth noticing that no diagonality condition is imposed also in [10] , where, in turn, it is required (for the planar case) a sign condition on S and solutions which are not of h-type are obtained. Last but not least, it is important to remark that by using the Maslov index we have been able to treat indefinite problems, which may have an infinite Morse index (and whose related action functional is unbounded). We end this Section with a list of notations. In what follows, we set N * := N \ {0} and n := {i ∈ N : i ∈ [1, n]}. We denote by 1 the vector whose components are equal to 1 and we write j for the vector whose components are the elements on the diagonal of the matrix J. The (n × n) identity matrix is denoted by Id n . Given the posets (Z 1 , ) and (Z 2 , op ), where op denotes its dual order, we define the poset (Z 1 ⊕ Z 2 , ⊖ ) as the direct sum of the above defined posets; we also define the poset (Z 1 ⊕ Z 2 , ⊕ ) as the direct sum of the posets (Z 1 , ) and (Z 2 , ). By ·, · we mean the scalar product. We denote by B sym (R n ) and Sp(n) the set of (n × n) symmetric and symplectic matrices, respectively. Consider the (2n × 2n) matrix (7) σ n = 0 Id n −Id n 0 , and the standard symplectic form ω(z 1 , z 2 ) := σ n z 1 , z 2 for z i ∈ R 2n . We denote by L := L (R 2n , ω) the set of all Lagrangian subspaces of the symplectic space (R 2n , ω). For l 0 ∈ L , the set Σ(l 0 ) = {l ∈ L : l ∩ l 0 = {0}} is the train or the Maslov cycle of l 0 . The Lagrangian subspace {0} ⊕ R n ⊂ R 2n will be denoted by L 0 and we refer to it with the name of vertical Lagrangian.
Linear symplectic preliminaries
In this section we first recall (according to [34] ) the definition of Maslov index; then, we introduce the notion of phase angle (on the lines of [19] ). Finally, we state and prove a Sturm-type theorem.
The Maslov index. The Maslov index is a semi-integer homotopy invariant with fixed endpoints of paths l of Lagrangian subspaces of the symplectic vector space (R 2n , ω) which gives an algebraic count of non transverse intersections of the family {l(t)} t∈[0,1] with a given Lagrangian subspace
and denote by W a lagrangian complement of l(t 0 ). For z ∈ l(t 0 ) and t in a neighbourhood of t 0 , let w(t) be the unique vector s.t.
w(t) ∈ W, z + w(t) ∈ l(t). Let us then set, for z ∈ l(t 0 ),
Note that Q is independent of W . At each crossing t 0 ∈ [0, 1] we define the crossing form Γ as the quadratic form
The crossing t is regular if the crossing form is nonsingular. It is easy to check that regular crossings are isolated and therefore on a compact interval they are in a finite number. Assuming that l has only regular crossings, we can give the following Definition 2.1. The Maslov index of the Lagrangian path l relative to the Lagrangian subspace l 0 is the semi-integer defined by
where sgn denotes the signature of a quadratic form and the summation runs over all crossings t.
It is a standard fact that the above definition can be extended to the case when there exist nonregular crossings. The above definition comes from [34] , to which we refer for all the details; we just note that the construction in [34] is developed on the basis of the form −σ n instead of σ n . For other useful references on the Maslov index, we refer to [1] , [2] , [25] . Given ψ : [0, 1] → Sp(2n) a continuous path of symplectic matrices and l 0 a lagrangian subspace, then we define the Maslov index of ψ as follows
We finally give the following
of the intersection between l 0 and l(t 0 ).
A phase angle analysis. Let S : [0, 1] → B sym (R n ) be a continuous path of symmetric matrices and let us consider the linear second order system
where J is defined in (2) . By performing the change of coordinates v = Ju ′ , (9) can be written as the following first order system u
By taking w = (u, v), (9) takes the Hamiltonian form
. Under this change of variables the Dirichlet boundary conditions become
In what follows, we shall need the following Definition 2.3. A split matrix is any matrix commuting with J.
It is easy to see that any split matrix has the form:
where A and B are symmetric (n − ν × n − ν) and (ν × ν) matrices, respectively. From now on, we will assume the following condition:
(S) the continuous path of symmetric matrices S :
Let K be the continuous path defined pointwise by
and let U be the block matrix
Denote by K the continuous path defined pointwise by
By the change of coordinates w = U w, since U K = KU , system (10) reduces to w ′ = K w. If w := ( w 1 , w 2 ), the first order system w ′ = K w can be written as
, the Dirichlet boundary conditions can be written as
For each t ∈ [0, 1], let us consider the n − ν independent solutions w 1 1 (t), . . . , w n−ν 1 (t) of (16) w
and the ν independent solutions w
, we can define the two matrices X 1 (t) :
T have rank n − ν and ν, respectively; hence the matrix X ′ j (t)− iX j (t) is invertible for each j ∈ 2. Now we define, for each t ∈ [0, 1], the unitary symmetric matrices
let us denote by {λ j l (t)} their spectrum. Here we refer, for instance, to [19, Section 6] . By Kato's selection Theorem (cf. [21, Chapter II, Section 6]), for each l ∈ {1, . . . , n − ν} there exists a unique continuous map ϑ With this setting, we shall write
The following lemma explains the relation between the notions of crossing and of phase angle. To this end, we denote by ψ the fundamental solution associated to the Hamiltonian system (15).
Lemma 2.5. The following facts are equivalent:
Proof. This result can be proved by arguing as in [8, Proposition 3.13] . The sign of the phase angles can be easily deduced by [19, Lemma 8.2] .
2
In what follows we shall write, for each t ∈ [0, 1], the phase angles in the following form
Let us now turn to a step which will be crucial for the proof of our main results.
Sturm Comparison Principle for scalar equations. Let us consider the initial value problem (20) u
for some continuous function a. In this case, for every t ∈ [0, 1], the matrix Y (t) reduces to the complex number
where ϕ is the solution of (20) . It is easy to show that the unique phase angle θ(t) is the argument, in polar coordinates, of the complex number ϕ(t) = ϕ ′ (t) + iϕ(t). We point out that θ(t) does not coincide exactly with the usual polar coordinate in the phase-plane; indeed, the phase angle θ(t) is measured in the standard Euclidean plane (x, y, O) starting from the y-axis and in the clockwise sense.
Lemma 2.6. Consider
Denoting by ϑ 
Proof. We prove (1) . By using Prüfer coordinates in the phase plane (u, u ′ ), the following relation holds:
Now the first conclusion in (2) readily follows by the Sturm comparison principle (cf. [9] ). By (1), we also deduce that if
(1) and this concludes the proof. 2
Remark 2.7. Given a i , b j ∈ C 0 ([0, 1]) with i ∈ {1, . . . , n − ν}, j ∈ {n − ν + 1, . . . , n}, consider the following uncoupled second order problem
where ∆(t) := diag (a 1 (t) , . . . , a n−ν (t), b n−ν+1 (t), b n (t)). Recalling the definition of (not yet arranged) phase angles ϑ Let us now denote (cf. [9] ) by η j (a) the monotone sequence of the simple eigenvalues of the problem
Recall that lim j→+∞ η j (a) = +∞. Moreover, the eigenfunction corresponding to η j (a) has exactly (j − 1) zeros on (0, 1). From Sturm's theory, a relation can be established between the eigenvalues η j (a) and the phase angle ϑ 1 a+η (t) associated to
More precisely,
We remark that when a is constant, it is possible to write the explicit expression of η j (a) for each j ∈ N. More precisely, if a(t) = a ∈ R for every t ∈ [0, 1], then
Asymptotically linear Hamiltonian systems
We shall be concerned with the differential system
where ∇V (t, 0) = 0 for all t. In what follows, we shall assume that V : [0, 1] × R n → R is such that uniqueness and global continuability of solutions to the initial value problems associated to (29) are guaranteed. Since u = 0 is a trivial solution of (29) , it follows that the linearized system at zero takes the form Ju
system (29) can be written as follows
In this Section we describe the set of assumptions used for our main results; we then discuss some useful facts, in terms of Maslov index and phase angles, which hold in this framework. Let us first give the following Definition 3.1. Given a path of symmetric matrices S, we say that the equation Ju ′′ (t) + S(t)u(t) = 0 is non-degenerate if the (linear) Dirichlet boundary value problem (32) Ju
has only the trivial solution.
From now on we always assume that the strongly indefinite system (29) is asymptotically linear at zero and infinity meaning that there exist two continuous paths of symmetric and split matrices S 0 and S ∞ such that the following conditions hold:
Moreover, in what follows we suppose (V 1 ) S(t, x) is split for every (t, x) ∈ [0, 1] × R n ; (V 2 ) the equations Ju ′′ (t) + S ∞ (t)u(t) = 0 and Ju ′′ (t) + S 0 (t)u(t) = 0 are non-degenerate.
The absence of (V 2 ) would not affect the possibility of obtaining a multiplicity result like our Theorem 1; the only difference would then be in the exact count of the solutions with prescribed "nodal properties". The choice we make of using (V 2 ) depends on the availability of useful formulas for the computation of the Maslov index (cf. (39), (40)). Finally, denoting by W i the i-th (n − 1)-dimensional coordinate hyperplane in R n , we assume (as in [8] ) that the following condition is fulfilled (V 3 ) for every i ∈ n, the restriction of the matrix S to [0, 1] × W i is diagonal; i.e.
S(t, x)
From (V 3 ), it follows that S 0 and S ∞ are diagonal matrices too. Observe now that under the assumption (V ∞ ) there exists a constant M > 0 such that
We refer to [8] for more details on this so-called "elastic property". For the (nonlinear) self-adjoint second order boundary value problem (34) Ju ′′ (t) + S(t, u(t))u(t) = 0 u(0) = 0 = u(1), let us now consider for every α ∈ R n the Cauchy problem:
Under the regularity assumptions on S, we know that, for each α ∈ R n , there exists a unique solution u α to (35) . Observe that u α is a solution of (34) if and only if u α (1) = 0. Definition 3.2. We call L -system associated to (31) at u α the linear second order system (36) Ju
where S α (t) := S(t, u α (t)) for each t ∈ [0, 1].
For every α ∈ R n , we can develop the phase angle analysis for the linear system (36) and in particular we can define, according to the previous notation, the matrices X α,j (t), X 
l,α with l ∈ n and the poset (Θ α , ≺ ⊕ ). Analogous definitions can be given for the "asymptotic linear systems"' at zero and infinity Ju ′′ (t) + S 0 (t)u(t) = 0, and Ju ′′ (t) + S ∞ (t)u(t) = 0, respectively. In what follows we shall associate an index to a linear second order system of the form (9); then, we will show how it can be computed in some particular cases. 
Remark 3.6. The existence of the constant ε is guaranteed by the fact that the crossing instants of φ cannot accumulate at 0 (cf. [28]). Thus, the Maslov index m(S) is well defined and it is independent of the choice of ε.
In what follows we shall be concerned with some results on the computation of the Maslov index.
The Maslov index for constant and split matrices. Consider the second order Dirichlet boundary value problem
For any real number a, let us consider the integer (38) N (a) := #{i ∈ N * |i 2 π 2 < a}.
Assume that (37) has only the trivial solution. It is shown in [29] that the following formula holds:
where λ i and µ i are the eigenvalues of A and B, respectively. In the particular case when ν = 0 the previous formula reduces to:
On the other hand, if the equation in (37) is degenerate then, by Definition 2.1, the following estimate holds: 
where the integers k j l have been defined in (19) .
Denote byψ A the fundamental solution of the first order system in R 2(n−ν)
and by ψ B the fundamental solution of the first order system in R 2ν (44) u
The direct sum property of the Maslov index implies that
If we denote byψ −B the fundamental solution of the first order system in R
Systems (43) and (45) are equivalent to the second order systems
. These systems are of the form studied in [8] . Now the thesis follows by using [8, Proposition 3.12].2 Lemma 3.9. The following equality holds
Proof. Let us introduce on R 2n the symplectic form ω 1 , by setting ω 1 (z 1 , z 2 ) := σz 1 , z 2 for all z i ∈ R 2n with i = 1, 2. The proof then immediately follows by the naturality property of the Maslov index (cf. [35] ), combined with the fact that the matrix U :
We end this section with some preliminary consequences of our assumptions.
Maslov index and phase angles. We denote by m 0 and m ∞ , respectively, the Maslov indices of the fundamental solution of the linear Hamiltonian systems at zero and at ∞. (As a direct consequence of Lemma 3.9, we do not need to specify the symplectic structure we are referring to). Assuming m 0 + n < m ∞ , we define the following set
Remark 3.10. In the case m ∞ + n < m 0 , it is enough to define the set S as follows
Lemma 3.11. If S = ∅ then there exists ε > 0 such that the following inequalities hold:
Moreover, there exists α 0 := α ε small enough such that
Furthermore there exists α ∞ > α ε > 0 such that
Proof. The conclusion follows from Corollary 3.5 and Lemma 3.8. 2
Define R := α ∞ . By (33) it follows that there exists M > 0 such that
Recall that, for each i ∈ n, we denote by W i the i-th (n − 1)-dimensional coordinate hyperplane in the Euclidean space R n . Let
α0 ∩ W i and let us consider the corresponding L -system given by:
where S α i (t) := S(t, u α i (t)) for the solution u α i of the initial value problem (35) with α = α i . Consider also the eigenvalues λ
whence we deduce that λ
Notice that
For each i, we define the two sets of permutations For each h = (h 1 , . . . , h n ) ∈ (N * n , ⊖ ) we set (recalling that η hi are the eigenvalues of problem (23)) (59)
, and we introduce the following set
In the next section we shall give sufficient conditions which guarantee that T is not empty. Note that, according to (28) , in the positive definite case ν = 0, T coincides with the set T defined in [8] .
The main results
The main idea in order to prove our results is to use the Miranda's fixed point theorem. For the sake of completeness, we recall it in a formulation suitable for the situation we are dealing with. (1) ; for any h ∈ S , define f : D → R n as the continuous vector field whose components are given by
where, for j ∈ 2, θ j i,α are the phase angles associated to the L -system (36).
. Then the following inequalities hold:
Proof. These are consequences of the second and third inequalities in Lemma 3.11 and (49). 2
We are now ready to state and prove our main result.
Then the boundary value problem (34) has 2 n distinct h-type solutions, for every h ∈ T .
Proof. We fix h ∈ T and we prove at first the existence of α = ( α 1 , . . . , α n ) ∈ D and of a solution u of h-type such that Ju ′ (0) = α. To this end, let f : D → R n be the continuous vector field whose components are defined in the equation (61). By taking into account Lemma 4.3 it follows that the first condition of Theorem 4.1 holds. In order to conclude the proof of the Theorem it is enough to show that also the second condition of Theorem 4.1 holds, i.e.
Let us fix α i ∈ D ∩ W i . As observed in (53), by assumption (V 3 ) it follows that for each i ∈ n
Hence, taking into account Remark 2.7 and the definition of phase angles for (36), we first note that
First, we fix i ∈ {1, . . . , n − ν}. Observe that (due to the Sturm comparison principle stated in Lemma 2.6) the permutation σ (65) ϑ
On the other hand, in general the permutation σ 1 i does not arrange the angles ϑ
(1). However, recalling that the definition of θ (1), or, equivalently, of the angles ϑ
(1), we infer that
Now, we fix i ∈ {n − ν + 1, . . . , n}. Taking into account that the permutation σ 2 i introduced in (56) arranges in increasing order the constants λ i k , by applying Lemma 2.6 it is easy to verify that (67) ϑ
Moreover, recalling that also θ 2 i,α i
(1) comes from the arrangement in increasing order of the angles ϑ
(1), we conclude that
As a next step, taking into account the relations (55) and (64), we apply the Sturm comparison principle stated in Lemma 2.6 to prove that
Thus, by combining (66), (69) and (65) with the fact that k i ≤ i, we deduce that
(1), i ∈ {1, . . . , n − ν}.
To complete the proof, we recall that η hi λ i σ 1
Hence, by (27) , we obtain ϑ
which implies the validity of the first inequalities in (63), i.e.
To prove the validity of the second inequalities of (63), we first combine (68), (70) and (67) with the fact that l i ≤ i to infer
(1), i ∈ {n − ν + 1, . . . , n}.
Secondly, recall that η hi −λ (1) < −h i π, i ∈ {n − ν + 1, . . . , n}.
We can finally conclude that f i (α i ) := θ 2 i,α i (1) + h i π < 0, ∀ i ∈ {n − ν + 1, . . . , n}, which completes the proof of (63). Thus, Theorem 4.1 guarantees the existence of α in the interior of D such that f i ( α) = 0 for every i ∈ n. Taking into account Lemma 2.5, we deduce that all the solutions of (73) Ju ′′ + S e α (t)u(t) = 0, u(0) = 0 verify u(1) = 0. Since u e α solves (73), we have proved the existence of a solution u of (34) of h-type such that Ju ′ = α and u ′ (0) ⊖ 0. In order to prove the existence of the other solutions it is enough to apply the abstract result in the remaining 2 n−1 conical shells contained in the remaining hyper-octants determined by the coordinate planes. 
Thus, we have learnt that the non-emptiness of T is possible when (51) (which deals with the whole vector Θ α ) is not a consequence of (86). In other words, we are implicitely requiring that (90) α ∞ <α ∞ .
According to Proposition 4.9, condition (90) can be interpreted as the requirement that the radial symmetry of Ju ′′ + S ∞ (t)u(t) = 0 must not be preserved away from infinity.
