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Hochschild cohomology of a smash product in the
nonsemisimple case
Eduardo do Nascimento Marcos ∗ and Yury Volkov †
Abstract
In this paper we explore the relations between the Hochschild cohomology of an
algebra over some field and the Hochschild cohomology of its smash product with
a finite group. Basically we are concentrated on the case where the group under
consideration is an extension of a cyclic p-group by some p′-group, where p is the
characteristic of the ground field.
1 Introduction
Hochschild cohomology is a very important derived invariant of an algebra. It contains many
important information about its derived category. It is also related to various properties, for
instance it is connected with its simple connectedness, the fundamental group of a presen-
tation etc. In the commutative case it tells a lot about the smoothness. It is also important
to know how the Hochschild cohomology of related algebra are related. This work looks at
some aspects of such relations, namely, at the relation between the Hochschild cohomology
of an algebra with a group action and of its skew group algebra.
Let A be a finite-dimensional unital algebra over a field k and G be a finite group acting
on A. Then we can define a smash product of A and kG (sometimes it is called a skew group
ring), which is denoted by A#kG. Let M be an A#kG-algebra. It is well known that in
this case G acts on HH∗(A,M). Moreover, there is a spectral sequence of algebras
Ei,j2 = H
i(G,HHj(A,M))⇒ HHi+j(A#kG,M).
If chark does not divide |G|, then this sequence gives an isomorphism of algebras
HH∗(A,M)G ∼= HH∗(A#kG,M). All these facts were proved in many works, see, for
example, [1], [2], and [3].
The facts mentioned above give a good relation between the Hochschild cohomology of
A and the Hochschild cohomology of A#kG in the case where the group algebra kG is
semisimple. On the other hand, there is no good connection in the p-modular case. Among
works in this direction the work [5] have to be mentioned. Its authors construct a bimodule
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projective resolution of A#kG using bimodule projective resolutions of A and kG satisfying
some properties. The authors of [3] do the same using a bimodule projective resolution of
A and a kG-projective resolution of a trivial module. They use this construction to obtain
a spectral sequence connecting the Hochschild homology of A and A#kG. In this paper we
use a similar construction to explore the Hochschild cohomology.
An attempt to obtain some results in the p-modular case was made by the second author
in [4]. The results obtained there do not give a good general answer, but they allow to
connect the Hochschild cohomology of A and the Hochschild cohomology of A#kC3 for
some specific algebra A over a field of characteristic 3.
This work was motivated by the following situation. Let R be an algebra, TR be its
trivial extention by DR and Rn be an algebra Rˆ/νn∞, where Rˆ is a repetetive algebra of R
and ν∞ its Nakayama automorphism. Then it is well known that TR is Morita equivalent
to Rn#kCn, where Cn is generated by a Nakayama automorphism of Rn. To see this
one can apply the duality theorem of Cohen-Montgomery (see [10]) to the fact that Rn
is a smash product of TR with the cyclic group Cn. Using results of [6] we see that any
Nakayama automorphism acts trivially on Hochschild cohomology with coefficients in the
regular module and so HH∗(Rn) is a subalgebra of HH
∗(TR) if chark ∤ n. So the description
of HH∗(Rn) can be easily obtained from the description of HH
∗(TR). The examples which
we know indicates that almost same fact has to be true in the case char k | n. This motivates
us to study this case and obtain a desirable result (see Theorem 14.4).
We recall that an algebra B = A/I is called a singular extension of A by I if I2 = 0. The
current work is mainly devoted to the case where G is a trivial extension of a cyclic p-group
by some p′-group, where p = chark. Moreover, the most powerful results were obtained in
the case where the spectral sequence mentioned above is (3, 2)-degenerated, i.e. its third
page has only two nonzero columns. In the most general terms, our result in this case is as
follows. There is a subalgebra AGM and an ideal W
G
M ⊂ A
G
M of HH
∗(A,M)G such that
HH∗(A,M)G/WGM
∼= (AGM/W
G
M)[x,D]/〈x
2 − a〉,
where D is some graded derivation and a is some element of AGM/W
G
M . It is also true that
HH∗(AG,M) is a singular extension of the algebra AGM by some A
G
M -bimodule X
G
M . And
moreover, there are filtrations
0 = Xq−1 ⊂ · · · ⊂ X0 = X
G
M and 0 = Yq−1 ⊂ · · · ⊂ Y0 = (A
G
M/W
G
M)[−1]
such that Yi/Yi+1 ∼= Xq−2−i/Xq−1−i for 0 6 i 6 q−2. These results are contained in Theorem
12.3 and Theorem 13.1. Note also that D = 0 if M = A or M = A#kG, and, if additionally
p 6= 2, then a = 0 for the same M .
Among other results of this work we want to mention Theorem 9.1 and Theorem 10.2.
Theorem 9.1 gives a way to check if the spectral sequence considered in this work de-
generates (i.e. some of its pages have only finite number of nonzero columns). Dur-
ing its proof we obtain also the following interesting fact. If G is a finite group, then
there is some integer S such that for any kG-module L we have H∗(G,L) = H∗(G,k) ⌣
⊕Si=0H
i(G,L). Theorem 10.2 establishes some relations between dimkHH
n(A,M)G and
dimkHH
n(AG,M) in the case where G is an extension of cyclic p-group by some p′-group.
It says that dimkHH
n(A,M)G 6 dimkHH
n(AG,M) for any n and dimkHH
1(A,M)G =
dimkHH
1(AG,M) iff dimkHH
n(A,M)G = dimkHH
n(AG,M) for any n > 0.
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2 Hochschild cohomology
In this section we recall the definition of Hochschild cohomology and related notions. All
algebras in this paper are unital over some fixed field k. We write simply ⊗ instead of ⊗k.
All modules in this paper, if otherwise is not stated, are left modules and we will denote by
ModA the category of modules over the algebra A.
Definition 1 (Complexes). An A-complex is a Z-graded A-module P with a differen-
tial of degree −1, i.e. an A-module P with some fixed A-module direct sum decomposition
P = ⊕n∈ZPn and an A-module homomorphism dP : P → P such that dP (Pn) ⊂ Pn−1
and d2P = 0. Let dP,n denote dP |Pn. The n-th homology of P is the vector space Hn(P ) =
(Ker dP,n)/(Im dP,n+1). An A-complex P is called acyclic if Hn(P ) = 0 for all n ∈ Z. A mor-
phism of A-complexes is a homomorphism of A-modules that respects the respective grading
and differential. A complex is called positive if Pn = 0 for n < 0.
If P is a complex, then we denote by P [t] the complex, which equals P as an A-module,
with grading P [t]n = Pt+n and differential defined as dP [t] = (−1)tdP .
Given an A-complex P and M ∈ ModA, HomA(P,M) denotes the k-complex
⊕n60Hom(P−n,M) with differential dHomA(P,M),n = HomA(dP,−1−n,M). Given M ∈ ModA,
an A-resolution of M is a pair (P, µP ), where P is a positive A-complex. and µP : P0 → M
is a homomorphism of A-modules, which induces an isomorphism H0(P ) ∼= M .
From now on if A is an algebra we denote by µA : A⊗ A→ A the multiplication map.
Given an algebra A, we denote by Ae the algebra A⊗Aop, which is called the enveloping
algebra of A. Let Bar(A) be the positive Ae-complex with n-th member Barn(A) = A
⊗(n+2)
for n > 0 and the differential dBar(A) defined by the equality
dBar(A)(a0 ⊗ · · · ⊗ an+1) =
n∑
i=0
(−1)ia0 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ an+1
for n > 0 and ai ∈ A (0 6 i 6 n+1). Then (Bar(A), µA), is a projective A
e-resolution of A,
which is called bar resolution.
Definition 2 (Hochschild Cohomology). The Hochschild cohomology of the
algebra A with coefficients in the Ae-module M is the homology of the complex
C(A,M) = HomAe(Bar(A),M).
We write Cn(A,M) instead of C−n(A,M) and δ
n
M instead of dC(A,M),−1−n. Note that
C0(A,M) ≃M and Cn(A,M) ≃ Homk(A⊗n,M).
Given f ∈ Cn(A,M), we introduce the notation
δin(f)(a1 ⊗ · · · ⊗ an+1) :=


a1f(a2 ⊗ · · · ⊗ an+1), if i = 0,
(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1), if 1 6 i 6 n,
(−1)n+1f(a1 ⊗ · · · ⊗ an)an+1, if i = n + 1.
Then δnM =
n+1∑
i=0
δin. We have HH
n(A,M) = (Ker δnM)/(Im δ
n−1
M ). From now on we write
Cn(A) and HHn(A) instead of Cn(A,A) and HHn(A,A) respectively. It follows from the
definition that HHn(A,M) = ExtnAe(A,M).
2.1 Tensor Product of Complexes, Cup Products
We continue by defining tensor product of complexes and various ways cup products, which
are graded algebra products on the cohomology.
Let HH∗(A,M) denote the direct sum ⊕n>0HH
n(A,M).
Definition 3 ( A-algebra). If M is an A-bimodule and there is an A-bimodule map,
M⊗AM →M , which defines a k-algebra structure on M , then M will be called an A-algebra.
Definition 4 (Cup Product). Assume that M is an A-algebra, f ∈ Cn(A,M) and
g ∈ Cm(A,M). Then f ⌣ g ∈ Cn+m(A,M) = Homk(A
⊗(n+m),M) is defined by the formula
(f ⌣ g)(a1 ⊗ · · · ⊗ an+m) := f(a1 ⊗ · · · ⊗ an) · g(an+1 ⊗ · · · ⊗ an+m).
If M has a unity, then 1M ∈ C
0(A,M) is a unity for the multiplication ⌣.
In this case ⌣ induces a graded k-algebra structure on HH∗(A,M)
⌣: HHn(A,M)⊗ HHm(A,M) −→ HHn+m(A,M).
This product is know as cup product.
Definition 5 (Tensor Product of Complexes). Given M an Aop-complex and N an
A-complex, we define the tensor product complex M ⊗A N by the equality (M ⊗A N)n =∑
i+j=nMi⊗ANj. The differential dM⊗N is defined by the equality dM⊗AN(u⊗v) = dM(u)⊗A
v + (−1)iu⊗A dN(v) for u ∈Mi, v ∈ N .
Definition 6 (Comultiplication on a Projective Resolution). Given a projective Ae-
resolution (P, µP ) of A, a morphism ∆P : P → P ⊗A P of Ae-complexes will be called a
comultiplication on P if µA(µP ⊗ µP )∆P = µP .
If (P, µP ) is a projective A
e-resolution of A, ∆P is a comultiplication on it, and M is an
A-algebra, then we can define a map
⌣∆P : HomAe(P,M)⊗ HomAe(P,M)→ HomAe(P,M)
by the equality f ⌣∆P g = µM(f⊗g)∆P . This multiplication induces a well defined product
on HH∗(A,M), which coincides with the cup product ⌣. Note also that the bar resolution
of A admits a comultiplication ∆ defined by the equality
∆(a0 ⊗ · · · ⊗ an+1) =
n∑
i=0
(a0 ⊗ · · · ai ⊗ 1A)⊗A (1A ⊗ ai+1 ⊗ · · · ⊗ an+1).
Note also that the multiplication ⌣∆ on C(A,M) coincides with ⌣ and that
(∆⊗ IdBar(A))∆ = (IdBar(A) ⊗∆)∆.
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3 Group Cohomology
In this section we review some facts on group cohomology. Most of the facts stated here can
be generalized for the setting of Hopf algebras.
Let G be a group. For M,N ∈ ModkG we define the kG-module structure on M ⊗ N
and Homk(M,N) by the formulas
α(x⊗ y) = (αx)⊗ (αy); (αf)(x) = α
(
f(α−1x)
)
for x ∈ M , y ∈ N , f ∈ Homk(M,N) and α ∈ G. For α ∈ G we denote by pα ∈ kG∗ the
map such that pα(α) = 1 and pα(β) = 0 for β ∈ G \ {α}.
We define next a special kG-projective resolution of the trivial module k. Which we will
denote by Bark. Since k can be considered as an algebra, there are two distint objects, which
are denoted by Bark, nevertheless there will be no confusion, since, in this paper, Bark will
always have the meaning below.
Definition 7 (Bar Resolution of the Trivial Module, and Group Cohomology).
The bar resolution (Bar(k),
∑
α∈G pα) of the trivial kG-module k is the projective resolution
defined in the following way. Its n-th component is Barn(k) = kG
⊗(n+1). The differential
dBar(k) is defined by the equality
dBar(k)(α0 ⊗ α1 ⊗ · · · ⊗ αn) =
n−1∑
i=0
(−1)iα0 ⊗ · · · ⊗ αi−1 ⊗ αiαi+1 ⊗ αi+2 ⊗ · · · ⊗ αn
+ (−1)nα0 ⊗ α1 ⊗ · · · ⊗ αn−1
for n > 0 and αi ∈ G (0 6 i 6 n). The cohomology of the group G with coefficients in the
kG-module M is the holomogy of the complex C(G,M) = HomkG(Bar(k),M).
Note that Bar(k) = Bar(kG) ⊗kG k. We write Cn(G,M) instead of C−n(G,M) and
δnM instead of dC(G,M),−1−n. Then C
n(G,M) ∼= Homk(kG⊗n,M) and δn : Cn(G,M) →
Cn+1(G,M) is defined by the equality
δnM(uˆ)(α1 ⊗ · · · ⊗ αn+1) = α1uˆ(α2 ⊗ · · · ⊗ αn+1)
+
n∑
i=1
(−1)iuˆ(α1 ⊗ · · · ⊗ αi−1 ⊗ αiαi+1 ⊗ αi+2 ⊗ · · · ⊗ αn+1) + (−1)
n+1uˆ(α1 ⊗ · · · ⊗ αn)
for uˆ ∈ Cn(G,M), for αi ∈ G (1 6 i 6 n + 1). By definition the group cohomogy of G
with coefficients in M is H∗(G,M) = ⊕n>0H
n(G,M), where Hn(G,M) = Ker δnM/Im δ
n−1
M .
It follows from our definition that Hn(G,M) = Extn
kG(k,M).
Let A be some k-algebra and G be a group. We say that G acts on A if we fix some group
homomorphism η : G→ Autk(A). For an action of a group G on an algebra A, we write αa
instead of η(α)(a) for α ∈ G, a ∈ A. Note that any vector space can be equipped by trivial
multiplication and so we define what is an action of a group on a vector space. If a group G
acts on some vector space V , then V G denotes the subspace {v ∈ V | αv = v ∀α ∈ G} of V .
If G acts on an algebra M , then there is a product ⌣: C(G,M)⊗C(G,M)→ C(G,M),
where for uˆ ∈ Cn(G,M) and vˆ ∈ Cm(G,M) the element uˆ ⌣ vˆ ∈ Cn+m(G) is defined by
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the equality (uˆ ⌣ vˆ)(α1 ⊗ · · · ⊗ αn+m) = uˆ(α1 ⊗ · · · ⊗ αn)
(
α1 . . . αnvˆ(αn+1 ⊗ · · · ⊗ αn+m)
)
.
This product determines a well-defined product ⌣ on H∗(G,M)
Let (Q, µQ) be a kG-projective resolution of k and M be a kG-module, a morphism
∆Q : Q → Q ⊗ Q of kG-complexes will be called a comultiplication on Q if it satisfies the
equality µk(µQ ⊗ µQ)∆Q = µQ.
Assume that G acts on an algebra M . Then we can define a map
⌣∆Q: HomkG(Q,M)⊗ HomkG(Q,M)→ HomkG(Q,M)
by the equality f ⌣∆Q g = µM(f ⊗ g)∆Q. This map induces a well defined product on
H∗(G,M), which coincides with the product ⌣. Note that if we have a nonassociative
multiplication on M (but such that the multiplication by α is an automorphism for any
α ∈ G), then we still can define the map ⌣∆Q on HomkG(Q,M) and H
∗(G,M). In this case
the obtained algebra will not be associative, but the algebra structure on H∗(G,M) still does
not depend on the choice of Q and ∆Q.
Note that the bar resolution of k admits a comultiplication ∆ defined by the equality
∆(α0 ⊗ α1 ⊗ · · · ⊗ αn) = ⊕
n
i=0(α0 ⊗ · · · ⊗ αi)⊗ (α0 · · ·αi ⊗ αi+1 ⊗ · · · ⊗ αn).
It is clear that the map ∆ induces a map ⌣: C(G,M)⊗ C(G,M)→ C(G,M).
Note that analogously we can define an H∗(G,k)-module structure on H∗(G,M) for any
kG-module M . By the Golod-Venkov-Evens theorem (see [7], [8] and [9]) if |G| < ∞, then
the algebra H∗(G,k) is finitely generated and for any finitely generated kG-module M the
H∗(G,k)-module H∗(G,M) is finitely generated.
4 Smash product
In this section we recall some results on the smash product. In this paper there are two
situations where it appears, which are, as actions of groups associated with the group algebra
and as G-gradings associated with kG∗.
LetH be a bialgebra with the counit ǫ : H → k and the comultiplication ∆ : H → H⊗H .
We use the standard notation for the comultiplication ∆(h) =
∑
(h) h(1) ⊗ h(2).
Definition 8. The unital algebra A is an H-module algebra if there is a map · : H⊗A→ A
such that
(1) · determines an H-module structure on A,
(2) h · ab =
∑
(h)(h(1) · a)(h(2) · b) (a, b ∈ A, h ∈ H),
(3) h · 1A = ǫ(h)1A (h ∈ H).
Definition 9. Let A be an H-module algebra. We define the smash product A#H in the
following way. The algebra A#H is isomorphic to A⊗H as a vector space. The multiplication
of the elements a⊗ α, b⊗ β ∈ A#H is defined by the formula
(a⊗ α)(b⊗ β) =
∑
(α)
a(α(1) · b)⊗ (α(2)β).
From now on we write aα instead of a⊗ α.
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Example 1. Let H = kG for some group G. In this case an H-module algebra structure on
A corresponds to a G-action. We write simply AG instead of A#kG. Then ∆(α) = α ⊗ α
and the multiplication on AG is defined by the formula
(aα)(bβ) = (aαb)(αβ) (a, b ∈ A, α, β ∈ G).

We say that A is G-graded if there is some direct sum decomposition A = ⊕α∈GAα such
that AαAβ ⊂ Aαβ for all α, β ∈ G. In this case aα (a ∈ A, α ∈ G) denotes the image of a
under the canonical projection from A to Aα.
Example 2. Let H = kG∗ for some finite group G. In this case an H-module algebra
structure on B corresponds to a G-grading. We write simply BG∗ instead of B#kG∗. The
elements pα (α ∈ G) constitute a basis of kG∗. Moreover, ∆(pα) =
∑
β∈G pαβ−1 ⊗pβ and the
multiplication on BG∗ is defined by the formula
(apα)(bpβ) = (abαβ−1)pβ (a, b ∈ B, α, β ∈ G).

Definition 10 (Graded Bimodule, Homomorphism of Graded Bimodule). Let B be
a G-graded algebra. We say that a B-bimodule M is G-graded if M is equipped with a direct
sum decomposition M = ⊕α∈GMα such that BαMβBγ ⊂ Mαβγ for all triples (α, β, γ) ∈
G×G×G..
A homomorphism of G-graded bimodules is a homomorphism of bimodules that preserves
G-grading.
A resolution (P, µP ) of B is called a G-graded projective resolution if each bimodule Pi
is equipped with a G-grading in such a way that the differential dP and the map µP are
morphisms of G-graded bimodules. For example, Bar(B) becomes a G-graded resolution of
B if we define (B⊗(n+2))α as the space generated by such a0 ⊗ · · · ⊗ an+1 that ai ∈ Bαi and
α0 . . . αn+1 = α.
Definition 11. Let B be a G-graded algebra and M and N be G-graded B-bimodules, we
define HomBe(M,N)0 as the vector subspace of HomBe(M,N) consisting of grading preserv-
ing homomorphisms, i.e.
{f ∈ HomBe(M,N) | f(x)α = f(x) for any α ∈ G and any x ∈Mα}.
We also define a complementary subspace HomBe(M,N)1 as the set
{f ∈ HomBe(M,N) | f(x)α = 0 for any α ∈ G and any x ∈Mα}.
The following equality holds: HomBe(M,N) = HomBe(M,N)0 ⊕HomBe(M,N)1.
Let us fix G-graded projective bimodule resolution (P, µP ) of B. Let HomBe(P,B)k
denote ⊕i>0HomBe(Pi, B)k for k = 0, 1. Then it is easy to see that there is a direct sum
decomposition
HomBe(P,B) = HomBe(P,B)0 ⊕HomBe(P,B)1
of complexes. It defines a decomposition HH∗(B) = HH∗(B)0 ⊕ HH
∗(B)1. It is easy to see
that this decomposition does not depend on the choice of G-graded resolution.
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Moreover, it is clear that we can construct a comultiplication ∆P on P that at the same
time is a morphism of G-graded bimodules. Then the algebra HomBe(P,B)0 turns into a
subalgebra of HomBe(P,B) and HH
∗(B)0 turns into a subalgebra of HH
∗(B). Moreover,
HomBe(P,B)1 is a HomBe(P,B)0-bimodule and HH
∗(B)1 is a HH
∗(B)0-module.
Let A = BG∗. In this case there is a natural G-action on A defined by the equality
α(apβ) = apβα−1 (a ∈ A, α, β ∈ G). The algebra AG has a canonical G-grading defined by
the equality (AG)α = Aα for α ∈ G. It is well known that AG is Morita equivalent to B
(see [10]). This equivalence can be defined in the following way. Firstly, by results of [10]
we have A ∼= p1AGp1. It is easy to see that it turns into isomorphism of graded algebras if
we define (p1AGp1)α = p1Aαp1 for α ∈ G (see the proof of [10, Lemma 3.4]). Then the
AG-bimoduleM corresponds to p1AGp1-bimodule p1Mp1 and a morphism of AG-bimodules
f : M → N corresponds to the morphism p1fp1 : p1Mp1 → p1Np1 of p1AGp1-bimodules
that sends x ∈ p1Mp1 to f(x) ∈ p1Np1. It is clear that the constructed functor gives
a functor between the categories of G-graded bimodules and so the isomorphism of
graded algebras HH∗(B) ∼= HH∗(AG) induces isomorphisms HH∗(B)0 ∼= HH
∗(AG)0 and
HH∗(B)1 ∼= HH
∗(AG)1.
The Morita equivalence between the algebras above were generalized in the setting of
k-categories with group actions, in [11].
5 G-action on Hochschild complex
In this section we work with some fixed algebra A equipped with an action of the group G.
In particular, A and Ae are kG-modules. Note also that HomA(M,N) is a kG-submodule
of Homk(M,N) if M,N ∈ ModAG.
There is an inclusion of algebras φ : AeG → (AG)e given by φ
(
(a ⊗ b)α
)
= aα ⊗ α−1b
for a, b ∈ A, α ∈ G. If M is an AG-bimodule, then we also write αx instead of αxα−1
for α ∈ G, x ∈ M . In this case, the inclusion above defines by restriction of scalar an
AeG-module structure on M , which is given by the formula (a ⊗ b)αx = aαxb for a, b ∈ A,
α ∈ G and x ∈ M . Note also that A is a left AeG-module with multiplication defined by
the formula (a⊗ b)αc = aαcb for a, b, c ∈ A and α ∈ G. If M is an AeG-module and N has a
structure of kG-module, then we define the AeG-module structure onM⊗N by the equality
aα(x ⊗ y) = (aαx) ⊗ (αy) for a ∈ Ae, α ∈ G, x ∈ M , y ∈ N . At the same time, if M is
a left AG-module and N is a right AG-module, then for any vector space V we define the
(AG)e-module structure on M ⊗ V ⊗N by the equality (a⊗ b)(x⊗ v⊗ y) = (ax)⊗ v⊗ (yb)
for a, b ∈ AG, x ∈M , y ∈ N and v ∈ V .
Definition 12 (AeG-module Algebra). An AeG-module M will be called an AeG-module
algebra if M is a kG-module algebra and A-algebra at the same time.
LetM be in ModAeG. Then Cn(A,M) is equipped with a kG-module structure described
above.
Let us recall now some results of [4].
Firstly, the kG-module structure on Cn(A,M) induces a G-action on HH∗(A,M). In
addition, if there is an algebra structure onM such that it becomes an AeG-module algebra,
then we obtain G-action on the graded algebras (C(A,M),⌣) and (HH∗(A,M),⌣). The
G-action on C(A,M) defines new complex C(A,M)G with differential δGM : C(A,M)
G →
C(A,M)G, whose homology we denote by HHn(A,M)G↑ = (Ker δG,nM )/(Im δ
G,n−1
M ). IfM is an
AeG-module algebra, then HH∗(A,M)G↑ is a graded k-algebra and there is a homomorphism
of algebras ΘGM : HH
∗(A,M)G↑ → HH∗(A,M)G induced by the inclusion of C(A,M)G →֒
C(A,M). Finally, if G is a finite group such that char k ∤ |G|, then ΘGM is an isomorphism.
Let now (P, µP ) be an A
e-projective AeG-resolution of A. Then HomAe(P,M) is a kG-
complex, in this case we get a G-action on HHn(A,M) which coincides with the action
defined above by [4, Lemma 2].
Consider next the complex HomAeG(P,M). Let
HHn(A,M)G↑P = Ker
(
HomAeG(dP,n,M)
)
/Im
(
HomAeG(dP,n−1,M)
)
denote its homology. The inclusion HomAeG(P,M) →֒ HomAe(P,M) induces
a map ΘGP,M : HH
∗(A,M)G↑P → HH
∗(A,M)G. In particular, it is clear that
HH∗(A,M)G↑Bar(A) = HH
∗(A,M)G↑. Note also that for m > 0 we can apply the functor
Hm(G,−) to the kG-complex HomAe(P,M). We denote by HH
n(A,M)G,mP the n-th homol-
ogy of the complex Hm(G,HomAe(P,M)). It is clear that HH
n(A,M)G,0P = HH
n(A,M)G↑P ,
since H0(G,HomAe(P,M)) = HomAeG(P,M).
Assume now that M is an AeG-module algebra. Assume additionally that there is a
comultiplication ∆P : P → P ⊗A P , which is a morphism of A
eG-modules. Then we have a
map ⌣∆P : HomAeG(P,M)⊗ HomAeG(P,M)→ HomAeG(P,M). If the maps (∆P ⊗ IdP )∆P
and (IdP ⊗ ∆P )∆P are homotopic as morphisms of AeG-complexes, then the map ⌣∆P
induces a well-defined multiplication ⌣∆P on HH
∗(A,M)G↑P . It is clear that if P is an A
eG-
projective resolution of A, then the map ∆P exists and induces a well-defined product on
HH∗(A,M)G↑P . Moreover, in this case any comultiplication on P , which is a morphism of
AeG-modules, defines the same product on HH∗(A,M)G↑P . We can see that for any A
e-
projective AeG-resolution (P, µP ) of A and any comultiplication ∆P the map Θ
G
P,M is a
homomorphism of graded algebras (one of which can be nonassociative in general).
Usually the role of M is played by A or AG. It is well known that HH∗(A) is a graded
commutative algebra. The next result shows that this is not true for HH∗(A,AG) in general.
On the other hand, we will show that the algebra HH∗(A,AG)G is graded commutative.
Note that there is a direct sum decomposition HH∗(A,AG) = ⊕α∈G HH
∗(A,Aα).
Lemma 5.1. Let f¯ be an element of HHi(A,Aα) and g¯ be an element of HHj(A,Aβ), where
i, j > 0, α, β ∈ G. Then the equality
f¯ ⌣ g¯ = (−1)ij g¯ ⌣ β
−1
f¯
is satisfied in HH∗(A,AG).
Proof. The proof, in fact, is analogous to the proof of [12, Theorem 3], we give it here for
the sake of completeness.
Let f ∈ C i(A,Aα) and g ∈ Cj(A,Aβ) be the elements representing f¯ and g¯ correspond-
ingly. Note that g(X)β−1 lies in A for any X ∈ A⊗n and so we can define the elements
f ◦n g ∈ C
i+j−1(A,Aαβ) (1 6 n 6 i) by the equality
(f ◦n g)(a1 ⊗ · · · ⊗ ai+j−1)
= (−1)n(j−1)f(a1 ⊗ · · · ⊗ an−1 ⊗ g(an ⊗ · · · ⊗ an+j−1)β
−1 ⊗ βan+j ⊗ · · · ⊗
βai+j−1)β
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for ak ∈ A (1 6 k 6 i+ j − 1). Let us define f ◦ g =
i∑
n=1
f ◦n g. Note that
δki+j−1(f ◦n g) =


(−1)j−1δki (f) ◦n+1 g, if 0 6 k 6 n− 1,
(−1)n−1f ◦n δ
k−n+1
j (g), if n 6 k 6 n+ j − 1,
(−1)j−1δk−j+1i (f) ◦n g, if n+ j 6 k 6 i+ j,
δn−1i (f) ◦n g =
{
(−1)j+nf ◦n−1 δ0j (g), if 2 6 n 6 i+ 1,
(−1)j−1g ⌣ β
−1
f, if n = 1,
δni (f) ◦n g =
{
(−1)j+n+1f ◦n δ
j+1
j (g), if 1 6 n 6 i.
(−1)(i+1)jf ⌣ g, if n = i+ 1,
Let now apply δi+j−1AG to the element f ◦ g:
δi+j−1AG (f ◦ g) =
i+j∑
k=0
i∑
n=1
δki+j−1(f ◦n g) =
i∑
n=1
( n−1∑
k=0
(−1)j−1δki (f) ◦n+1 g
+
n+j−1∑
k=n
(−1)n−1f ◦n δ
k−n+1
j (g) +
i+j∑
k=n+j
(−1)j−1δk−j+1i (f) ◦n g
)
= (−1)j−1
i+1∑
n=1
(δiAG(f)− δ
n−1
i (f)− δ
n
i (f)) ◦n g
+
i∑
n=1
(−1)n−1f ◦n (δ
j
AG(g)− δ
0
j (g)− δ
j+1
j (g)) = −g ⌣
β−1f + (−1)ijf ⌣ g.
Thus, the lemma is proved.

Corollary 5.2. HH∗(A,AG)G is a graded commutative algebra.
6 From AeG to (AG)e
In this section we explain how the (AG)e-projective resolution of AG can be obtained from
AeG-projective resolution of A. Also it is noted above that there is a homomorphism of
algebras φ : AeG → (AG)e defined by the formula φ
(
(a ⊗ b)α
)
= aα ⊗ α−1b for a, b ∈ A,
α ∈ G. This inclusion makes (AG)e anAeG-projective module and induces a forgetful functor
from Mod(AG)e to ModAeG, for which there is a left adjoint functor T = (AG)e ⊗AeG −.
So we have natural isomorphisms
χN,M : HomAeG(N,M)→ Hom(AG)e(TN,M)
for all M ∈ Mod(AG)e and N ∈ ModAeG.
Lemma 6.1. Let (P, µP ) be an A
eG-projective resolution of A. Then TP is an (AG)e-
projective resolution of AG. In particular, the map χP,M induces a bijective map χ¯P,M :
HH∗(A,M)G↑P → HH
∗(AG,M) for any AG-bimodule M . Moreover, if M is an AG-algebra,
then χ¯P,M is an isomorphism of graded algebras.
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Proof. It is clear that the functor T is exact and sends projective AeG-modules to projective
(AG)e-modules. So it remains to prove the last assertion. Let ∆P : P → P ⊗A P be a
comultiplication, which is a morphism of AeG-modules. Let ψ : T(P ⊗A P )→ TP ⊗AG TP
be defined by the equality
ψ
(
(a⊗ b)⊗AeG (x⊗A y)
)
=
(
(a⊗ 1A)⊗AeG x
)
⊗AG
(
(1A ⊗ b)⊗AeG y
)
for a, b ∈ AG and x, y ∈ P . Then we can define a comultiplication ∆TP by the equality
∆TP = ψT∆P . Note that for x ∈ P , a ∈ (AG)e and f ∈ HomAeG(P,M) we have χP,M(f)(a⊗
x) = af(x).
Let us prove that
χP,M
(
µM(f ⊗ g)
)
= µM
(
χP,M(f)⊗ χP,M(g)
)
ψ : T(P ⊗A P )→M
for f, g ∈ HomAeG(P,M). For a, b ∈ AG and x, y ∈ P we have
χP,M
(
µM(f ⊗ g)
)(
(a⊗ b)⊗ (x⊗ y)
)
= (a⊗ b)f(x)g(y) = af(x)g(y)b.
and
µM
(
χP,M(f)⊗ χP,M(g)
)
ψ
(
(a⊗ b)⊗ (x⊗ y)
)
= µM
(
χP,M(f)⊗ χP,M(g)
)((
(a⊗ 1A)⊗ x
)
⊗
(
(1A ⊗ b)⊗ y
))
= af(x)g(y)b.
Then we have
χP,M
(
µM(f ⊗ g)∆P
)
= χP,M
(
µM(f ⊗ g)
)
T∆P
= µM
(
χP,M(f)⊗ χP,M(g)
)
ψT∆P = µM
(
χP,M(f)⊗ χP,M(g)
)
∆TP .

Definition 13. We call the AeG-module P almost AeG-projective if the module P ⊗ kG is
AeG-projective.
It is clear that a module P in ModAeG is almost AeG-projective iff P ⊗ Q is AeG-
projective for any kG-projective module Q. Note that for any kG-module M the module
Ae ⊗ M is almost AeG-projective. In particular, the bar resolution of A is almost AeG-
projective, because A⊗(n+2) ∼= Ae ⊗A⊗n as AeG-module.
The next lemma can be found in [13, Proposition 1.7].
Lemma 6.2. Let G be a finite group and A be a kG-algebra. Then the following statements
are equivalent:
1. A is kG-projective;
2. there is such a ∈ A that
∑
α∈G
αa = 1A;
3. A is AG-projective.
Corollary 6.3. Let G be a finite group and A be a kG-algebra. If A is a kG-projective
module, then the bar resolution of A is an AeG-projective resolution.
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Proof. Since A is kG-projective, Ae is kG-projective too. So Ae is a projective AeG-module
by Lemma 6.2. So Barn(A) ∼= Ae ⊗ A⊗n is AeG-projective.

If |G| < ∞ and A is a projective kG-module, then it follows from Lemma 6.1 and
Corollary 6.3 that there is an isomorphism of graded spaces χBar(A),M : HH
∗(A,M)G↑ →
HH∗(AG,M) for any AG-bimodule M . Moreover, χBar(A),M is an algebra isomorphism if M
is an AG-algebra.
7 Constructing spectral sequences from the zero page
Let (P, µP ) be an almost A
eG-projective resolution of A and (Q, µQ) be a kG-projective
resolution of the trivial kG-module k. Then P ⊗Q is an AeG-projective resolution of A by
the arguments above. We can compute the Hochschild cohomology of AG with coefficients
in an (AG)e-module M using the complex HomAeG(P ⊗Q,M) accordingly to Lemma 6.1.
Definition 14. A double A-complex is a Z × Z-graded A-module P with two differentials
of degrees (−1, 0) and (0,−1), i.e. an A-module P with some fixed A-module direct sum
decomposition P = ⊕(n,m)∈Z×ZPn,m and A-module homomorphisms dhP , d
v
P : P → P such
that dhP (Pn,m) ⊂ Pn−1,m, d
v
P (Pn,m) ⊂ Pn,m−1 and (d
h
P )
2 = (dvP )
2 = dhPd
v
P + d
v
Pd
h
P = 0.
The totalization of P is the complex Tot(P ), which equals P as A-module, has grading
Tot(P )n = ⊕i+j=nPi,j and differential dhP + d
v
P .
As a tensor product of complexes P and Q the complex P ⊗ Q is a totalization of
the double complex B, whose (i, j)-member is Bi,j = Pi ⊗ Qj and differentials are defined
by the equalities dhB(x ⊗ y) = dP (x) ⊗ y and d
v
B(x ⊗ y) = (−1)
ix ⊗ dQ(y) for x ∈ Pi,
y ∈ Q. Aplying the functor HomAeG(−,M) to the double complex B we obtain the double
complex HomAeG(B,M) whose totalization is isomorphic to HomAeG(P ⊗ Q,M). As any
double complex HomAeG(B,M) has two filtrations: column filtration and row filtration.
Correspondingly we obtain two spectral sequences. Let IE and IIE denote these spectral
sequences. We write δhM and δ
v
M instead of HomAeG(d
h
B,M) and HomAeG(d
v
B,M).
Let firstly consider the sequence IE that is obtained from the filtration
· · · ⊂ F I1 ⊂ F
I
0 = HomAeG(B,M), F
I
n = HomAeG(⊕i>n,j>0Bi,j,M).
The zero page of IE is defined by the equality IEi,j0 = HomAeG(Pj⊗Qi,M). There are natural
isomorphisms
φi,j : HomAeG(Pj ⊗Qi,M) ∼= HomkG(Qi,HomAe(Pj,M))
defined by the equality
(
(φi,jf)(x)
)
(y) = f(y ⊗ x) for f ∈ HomAeG(Pj ⊗ Qi,M), x ∈ Qi,
y ∈ Pj. Because of that one sees that the first page is IE
i,j
1
∼= HomkG(Qi,HH
j(A,M)) and
the second page is IEi,j2
∼= Hi(G,HHj(A,M)). Since spectral sequence of double complex
converges to the homology of its totalization, we obtain that
IEi,j2
∼= Hi(G,HHj(A,M)) =⇒ HHi+j(AG,M). (7.1)
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This fact is well known, its analogues can be found in [1], [2] or [3]. Note that the authors
of [3] use similar constructions to the ones we make here.
Let now consider the sequence IIE that is obtained from the filtration
· · · ⊂ F II1 ⊂ F
II
0 = HomAeG(B,M), F
II
n = HomAeG(⊕i>0,j>nBi,j ,M).
The zero page of IIE is defined by the equality
IIEi,j0 = HomAeG(Pi ⊗Qj ,M)
∼= HomkG(Qj ,HomAe(Pi,M)).
It is clear that IIEi,j1
∼= Hj(G,HomAe(Pi,M)) and IIE
i,j
2
∼= HHi(A,M)
G,j
P . So
IIEi,j2
∼= HHi(A,M)G,jP =⇒ HH
i+j(AG,M). (7.2)
If HomAe(P,M) is a kG-projective module, then
IIEi,j2 = 0 for j > 0 and this means
that any element of HHn(A,M)G↑P⊗Q
∼= HHn(AG,M) can be represented by an element of
HomAeG((P ⊗ Q)n,M), which equals 0 on Pi ⊗ Qj for j > 0. In particular, we obtain that
ΘGP,M : HH
∗(A,M)G↑P → HH
∗(A,M)G is an isomorphism if HomAe(P,M) is a kG-projective
module. Note that HomAe(P,M) can be kG-projective even if P is not A
eG-projective. For
example, it is so if P is the bar resolution of A and M is a kG-projective module.
It is easy to see that the composition of edge maps
IIE∗,02 ։
IIE∗,0∞ →֒ HH
∗(AG,M)։ IE0,∗∞ →֒
IE0,∗2
is simply ΘGP,M . If HomAe(P,M) is kG-projective, then
IIE∗,02 ։
IIE∗,0∞ →֒ HH
∗(AG,M) is
an isomorphism and so IE0,∗∞
∼= ImΘGP,M .
Let Idr :
IEr → IEr and IIdr : IIEr → IIEr denote the r-th differentials of spectral
sequences.
8 Multiplication on the zero page
Let now M be an AG-algebra. Let P and Q be as in the previous section. Assume addition-
ally that we have some comultiplication ∆P on P , which is a morphism of A
eG-modules, and
some comultiplication ∆Q on Q. It always exists, because Q is a kG-projective resolution.
Let
ψ : (P ⊗A P )⊗ (Q⊗Q)→ (P ⊗Q)⊗A (P ⊗Q)
be defined by the equality ψ(x1 ⊗A x2 ⊗ y1 ⊗ y2) = (−1)ijx1 ⊗ y1 ⊗A x2 ⊗ y2 for x1 ∈ P ,
x2 ∈ Pi, y1 ∈ Qj , y2 ∈ Q. It is easy to see that ψ is an isomorphism of AeG-complexes.
Let us define ∆P⊗Q = ψ(∆P ⊗∆Q). Then ∆P⊗Q is a comultiplication on P ⊗Q, which is a
morphism of AeG-complexes. Thus, we can define the multiplication ⌣∆P⊗Q on the complex
HomAeG(P ⊗ Q,M). Since P ⊗ Q is AeG-projective, we can describe the multiplication ⌣
on the Hochschild cohomology of AG describing the multiplication induced by ⌣∆P⊗Q on
HH∗(A,M)G↑P⊗Q accordingly to Lemma 6.1.
On the other hand ∆P⊗Q induces an A
eG-homomorphism from B to B ⊗A B, which
respects the Z× Z-grading and both differentials of B. So ⌣∆P⊗Q induces a map
⌣B: HomAeG(B,M)⊗HomAeG(B,M)→ HomAeG(B,M),
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which respects the Z× Z-grading and the both differentials of HomAeG(B,M). Such a map
induces maps ⌣Ir:
IEr ⊗ IEr → IEr and ⌣IIr :
IIEr ⊗ IIEr → IIEr for all 0 6 r 6 ∞. Thus,
we obtain two spectral sequences of algebras (IEr,⌣
I
r) and (
IIEr,⌣
II
r ), and both of them
converge to HH∗(AG,M).
Note that modulo isomorphism HomAeG(B,M) ∼= HomkG(Q,HomAe(P,M)) the multi-
plication ⌣B is simply the multiplication ⌣∆Q on the complex HomkG(Q,L), where L is
the kG-module algebra HomAe(P,M) with the multiplication ⌣∆P . If ∆P and ∆Q are coas-
sociative, then ⌣∆P , ⌣∆Q and ⌣B are associative, but in general all of this multiplications
may be nonassociative. On the other hand, the multiplication induced by ⌣B on
IE2 is the
multiplication ⌣ on the complex H∗(G, L¯), where L¯ is the kG-module algebra HH∗(A,M)
with the multiplication ⌣. So ⌣B always induces an associative multiplication on
IE2.
Remark 8.1. Let P ′ be some AeG-projective resolution of A and Q′ be some kG-projective
resolution of k. Let IE ′ and IIE ′ be the spectral sequences constructed using P ′ and Q′. There
are a homomorphism of AeG-complexes Φ : P ′ → P lifting IdA and a homomorphism of kG-
complexes Ψ : Q′ → Q lifting Idk. Then the map Φ ⊗ Ψ : P ′ ⊗ Q′ → P ⊗ Q induces some
maps IΥr :
IEr → IE ′r and
IIΥr :
IIEr → IIE ′r for all r > 0. It is easy to see that the map
IΥ2 is an isomorphism of algebras (for any choice of ∆P ′ and ∆Q′). So the map
IΥr is an
isomorphism of algebras for any r > 2 (see [14, Theorem 3.4]). This means that beginning
from the second page the sequence IE does not depend on the choice of P and Q.
Example 3. Let us take P = Bar(A), ∆P = ∆, Q = Bar(k) and ∆Q = ∆ (see the definitions
in Sections 2 and 3). Then
HomAeG(Bi,j,M) ∼= C
j
(
G,C i(A,M)
)
∼= C i(A,M)⊗ Cj(G,k).
For f ∈ C i(A,M), uˆ ∈ Cj(G,k) we have
δhM(f ⊗ uˆ) = δ
i
M(f)⊗ uˆ, δ
v
M(f ⊗ uˆ) = (−1)
i
(
f ⊗ δj(uˆ) +
∑
α∈G
(αf − f)⊗ (pα ⌣ uˆ)
)
.
Finally, the map ⌣B is defined by the equality
(f ⊗ uˆ)⌣B (g ⊗ vˆ) = (−1)
j1i2
∑
α∈G
(f ⌣ αg)⊗ (uˆα ⌣ vˆ)
for f ∈ C i1(A,M), g ∈ C i2(A,M), uˆ ∈ Cj1(G,k), and vˆ ∈ Cj2(G,k), where
uˆα(α1 ⊗ · · · ⊗ αj1) =
{
uˆ(α1 ⊗ · · · ⊗ αj1), if α1 . . . αj1 = α,
0, otherwise.

For a finite subgroup H of G such that chark ∤ |H| we define eH =
∑
α∈H α
|H|
. If HEG, then
eH is a central idempotent and the subalgebra (kG)eH is isomorphic to k(G/H). Moreover, if
(Q, µQ) is a projective kG-resolution of k, then (eHQ, µQ|eHQ0) is a projective kG-resolution
of k too. Assume that Q = eHQ initially. Then Q is a k(G/H)-resolution and we have
HomAeG(B,M) ∼= HomkG(Q,HomAe(P,M)) ∼= Homk(G/H)(Q, eHHomAe(P,M)). (8.1)
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Example 4. In this example we take P = Bar(A) and ∆P = ∆ again. Assume that
chark = p, where p is some prime. Let q be a power of p and Cq be a cyclic group of order
q. Let G be an extension of Cq by a finite group H , whose order is not divisible by p, i.e.
H EG and G/H ∼= Cq. Let ρ be a generator of Cq. Let us denote by N the element
q−1∑
i=0
ρi.
Let us define a kG-projective resolution (Q,
∑
α∈G pα|(kG)eH ) of k. We define Qn = (kG)eH
for all n > 0. Given some x ∈ (kG)eH , we write x[n] for the corresponding element of Qn.
Then the differential dQ is defined by the equality
dQ(eH [n]) =
{
N eH [n− 1], if 2 | j and j > 0,
(eH − ρeH)[n− 1], if 2 ∤ j.
Accordingly to (8.1) we have HomAeG(Bi,j,M) ∼= C i(A,M)H . Given some f ∈ C i(A,M)H ,
we write f [j] for the corresponding element of HomAeG(Bi,j,M). Then for f ∈ C
i(A,M)H
we have
δhM(f [j]) = δ
i
M (f)[j], δ
v
M(f [j]) =


(−1)i(f − ρf)[j + 1], if 2 | j,
(−1)i
q−1∑
t=0
ρtf [j + 1], if 2 ∤ j.
Let now define the map ∆Q : Q→ Q⊗Q by the equalities
∆Q(eH [2n]) =
n∑
m=0
eH [2m]⊗ eH [2(n−m)]
+
n−1∑
m=0
q−1∑
i=0
i−1∑
j=0
ρieH [2m+ 1]⊗ ρ
jeH [2(n−m)− 1],
∆Q(eH [2n+ 1]) =
n∑
m=0
eH [2m]⊗ eH [2(n−m) + 1] +
n∑
m=0
ρeH [2m+ 1]⊗ eH [2(n−m)]
for n > 0. Then the map ⌣B is defined by the equality
f [j1]⌣B g[j2] =


(f ⌣ g)[j1 + j2], if 2 | j1,
(−1)i2(ρf ⌣ g)[j1 + j2], if 2 ∤ j1 and 2 | j2,
(−1)i2
(
q−1∑
n=0
n−1∑
m=0
ρnf ⌣ ρ
m
g
)
[j1 + j2], if 2 ∤ j1 and 2 ∤ j2.
for f ∈ C i1(A,M)H , g ∈ C i2(A,M)H .

9 When IE degenerates
Definition 15. Spectral sequence E is called (R, S)-degenerated if Ei,jR = 0 for i > S. In
particular, (R, S)-degenerated spectral sequence collapses at the max(R, S) page.
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Let G be a finite group and M be an AeG-module algebra. In this section we consider
the following question. Do integers R and S such that IE is (R, S)-degenerated exist?
Let us formulate an enough condition for (R, S)-degenerating of IE. We call the family of
elements uˆt ∈ H
it(G,k) (t ∈ X ) an S0-generating system if H
i(G,L) =
∑
t∈X
Hi−it(G,L)⌣ uˆt
for any i > S0 and any simple kG-module L. Since there are only finitely many simple kG-
modules, then by the Golod-Venkov-Evens theorem there is a finite S0-generating system for
some integer S0.
Theorem 9.1. Let uˆt ∈ H
it(G,k) (1 6 t 6 s) be an S0-generating system for H
∗(G,k).
Assume that R > 2 is some integer. Then
1. if the sequence IE is (R, S)-degenerated, then the class of uˆktt ⌣ 1H∗(G,HH∗(A,M)) in
IEitkt,0R
equals 0 for any 1 6 t 6 s, where kt =
⌈
S
it
⌉
;
2. if the integers kt (1 6 t 6 s) are such that the class of uˆ
kt
t 1H∗(G,HH∗(A,M)) in
IEitkt,0R equals
0 for any 1 6 t 6 s, then IE is (R, S)-degenerated for some S 6 S0 +
s∑
t=1
(kt − 1)it.
Proof. The first assertion is obvious. We write simply uˆt instead of uˆt ⌣ 1H∗(G,HH∗(A,M)).
Let us prove that IEi,jR =
s∑
t=1
IEi−it,jR ⌣
R
I uˆt for i > S0. We may assume that (Q, µQ) is
a minimal kG-projective resolution of k. Let ut : Qit → k (1 6 t 6 s) be an element
representing uˆt. There are morphisms of complexes Tt : Q→ Q[−it] such that µQTt,it = ut.
Let us define U = ⊕st=1Q[−it]. Let Φ =
s∑
t=1
Tt : Q → U . Let us take some i > S0. Let J
be the Jacobson radical of kG and πi : Qi → Qi/JQi be the canonical projection. Since
Q is a minimal resolution of k, the map πi defines a cocycle πˆi ∈ H(G,Qi/JQi). Since
i > S0, it is clear that H
i(G,L) =
s∑
t=1
Hi−it(G,L) ⌣ uˆt for any semisimple kG-module L.
Hence, there are some vˆt ∈ H
i−it(G,Qi/JQi) such that πˆi =
s∑
t=1
vˆt ⌣ uˆt. Let vt : Qi−it → k
(1 6 t 6 s) be an element representing vˆt and let Γi =
s∑
t=1
vt : Ui → Qi/JQi. It is
easy to see that ΓiΦi represents πˆi in H(G,Qi/JQi). Since Qi/JQi is semisimple and Q is
minimal, we have πi = ΓiΦi. Since U is projective, there is a map Ψ¯i : Ui → Qi such that
πiΨ¯i = Γi, i.e. πi(IdQi − Ψ¯iΦi) = 0. Then the image of fi = IdQi − Ψ¯iΦi lies in JQi and
so Ψ¯iΦi is invertible. Let us define Ψi = (Ψ¯iΦi)
−1Ψ¯i. We have ΨiΦi = IdQi. It is easy to
show that ΨidU,i = dQ,iΨi+1 for i > S0. Let now w¯ be an element of
IEi,jR , where i > S0.
Then there is some element w ∈ HomkG(Qi,HomAe(Pj ,M)) that represents w¯. We have
w = (wΨi)Φi =
s∑
t=1
(wΨi)|Qi−itTt,i. Then it is not hard to show that (wΨi)|Qi−it represents
some element wˆt ∈ IE
i−it,j
R for any 1 6 t 6 s and w¯ =
s∑
t=1
wˆt ⌣
R
I uˆt in
IEi,jR .
Assume now that the condition of the second assertion is satisfied. Let w be an element
of IEi,jR , where i > S0 +
s∑
t=1
(kt − 1)it. It is easy to show that w =
s∑
t=1
vt ⌣
R
I uˆ
kt
t for some
vt ∈ IE
i−itkt,j
R . Sinse uˆ
kt
t = 0 in
IEitkt,0R , w = 0 in
IEi,jR .

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Remark 9.2. Note that it follows from the proof of Theorem 9.1 that for any kG-module L
the H∗(G,k)-module H∗(G,L) is generated by elements whose degrees are less or equal than
S0, where S0 is a minimal integer such that HH
∗(G,k) is an S0-generating system.
Corollary 9.3. Let R > 2 be some integer. If Qs is periodic with period n, then
IE is
(R, S)-degenerated for some S iff uˆm1H∗(G,HH∗(A,M)) = 0 in
IEmn,0R for some m, where uˆ is
an element of Hn(G,k) represented by the map µQ : Qn → k. If m is the minimal integer
satisfying the required equality, then the minimal S such that IE is (R, S)-degenerated is
more than (m− 1)n and less or equal than mn.
Proof. It is easy to see that uˆ is an n-generating system. So everything follows from
Theorem 9.1.

Corollary 9.4. If there are such T and R > 2 that IEi,0R = 0 for i > T , then
IE is (R, S)-
degenerated for some integer S. If there is such T that IEi,0∞ = 0 for i > T , then
IE is
(R, S)-degenerated for some integers R and S
10 Some facts about IE in the case of cyclic group
From this moment to the end of the paper we assume that chark = p and G is a group from
Example 4. This means that there is a finite normal subgroup H of G such that p ∤ |H| and
G/H ∼= Cq, where q is a power of p. As in Example 4 we denote by ρ the generator of Cq.
Let ∆ρ = 1 − ρ ∈ kCq. Note that
q−1∑
i=0
ρi = ∆q−1ρ . In this section we formulate and prove
some properties of IE, which follow from the results of previous sections.
Proposition 10.1. Let A be a kG-module algebra, M be an AeG-module algebra. Then
the following statements are true:
1. If IE is (R, S)-degenerated for some integers R and S, then MH is kCq-projective.
2. Let MAH be a kCq-nonprojective module. Then
IE1,0∞ 6= 0. In particular, we have
dimkHH
1(AG,M) > 0 in the case where M is an (AG)e-module.
3. Let MAH be a kCq-projective module. Then
IE is (2, 1)-degenerated. In particu-
lar, HH∗(AG,M) ∼= HH∗(A,M)G as graded algebra in the case where M is an (AG)e-module.
Proof. 1. We may assume that the sequence IE is constructed using P and Q from Ex-
ample 4. Also we use the notation introduced there. There is some integer k such that the
image of H2k(Cq,M
AH) in IE2k,0R is zero. In particular, the class of 1M ∈ M
AG ⊂ MAH ∼=
HomkCq(Q2k,M
AH) in IE2k,0R is zero. Let us prove that for any 0 6 i 6 2k there is such
ui ∈ MH that the class of 1M − ∆q−1ρ ui in
IE2k,0i+1 is zero. We can take u2k = 0. Suppose
that we have constructed ui+1. Then there is some h¯i ∈ IE
2k−i−1,i
i+1 satisfying the equality
Idi+1(h¯i) = 1M −∆q−1ρ ui+1 in
IE2k,0i+1 . Let h¯i be represented by hi ∈ C
i(A,M)H . Then there
are such hj ∈ Cj(A,M)H (0 6 j 6 i− 1) that δhM (hj[2k− 1− j]) = δ
v
M (hj+1[2k − 2− j]) for
0 6 j 6 i− 1. Then Idi+1(h¯i) is represented by δvM(h0[2k− 1]) = ∆
q−1
ρ h0[2k]. So we can take
ui = ui+1 + h0. Now we know that 1M − ∆q−1ρ u0 equals 0 in
IE2k,01 = Homk(Q2k,M
AH) ∼=
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MAH , i.e. 1M = ∆
q−1
ρ u0 for some u0 ∈ M
H . By Lemma 6.2 the kCq-module M
H is projec-
tive.
2. The statement is obvious, since IE1,0∞ =
IE1,02 = H
1(Cq,M
AH) and H1(Cq, L) 6= 0 for
any kCq-nonprojective module L. Note that this statement is true for any A
eG-module M .
3. It is enough to prove that HH∗(A,M)H is a kCq-projective module. By Lemma 6.2
there is an element a ∈MAH ⊂ HH∗(A,M)H such that
∑
α∈Cq
αa = 1MAH = 1HH∗(A,M)H . Using
Lemma 6.2 again we obtain that HH∗(A,M)H is kCq-projective.

Now we prove a theorem that gives some connections between the dimensions of
HHn(AG,M) and the dimensions of HHn(A,M)G.
Theorem 10.2. Let A be a kG-module algebra, M be an (AG)e-module. Then
dimkHH
n(AG,M) > dimkHH
n(A,M)G
for any n > 0. Moreover, if M is additionally an AeG-module algebra, then the following
conditions are equivalent:
1. IE is (3, 2)-degenerated;
2. dimkHH
n(AG,M) = dimkHH
n(A,M)G for any n > 0;
3. dimkHH
1(AG,M) = dimkHH
1(A,M)G.
Proof. Let (P, µP ) be an A
eG-projective resolution of A. Let us introduce some notation
for this proof. Let Cn and δn denote HomAe(Pn,M) and dHom(Ae,P ),−1−n correspondingly.
Note that Cn is a kG-projective module. Let Zn = Ker δn ⊂ Cn and Bn = Im δn ⊂ Cn+1.
During this proof we write simply HHn instead of HHn(A,M). Note also that for any kCq-
module L and any n > 1 the equality dimkH
n(Cq, L) = dimkH
1(Cq, L) holds, since both
parts of the equality equal 0 for projective indecomposible L and equal 1 for nonprojective
indecomposible L. So
dimkH
n(G,L) = dimkH
n(Cq, L
H) = dimkH
1(Cq, L
H) = dimkH
1(G,L)
for any kG-module L and any n > 1.
We have the following two exact sequences of kG-modules:
Zn−1 ֌ Cn−1 ։ Bn−1 and Bn−1 ֌ Zn ։ HHn . (10.1)
From the second of them we obtain the long exact sequence
(Bn−1)G ֌ (Zn)G → (HHn)G → H1(G,Bn−1)→ · · · (10.2)
From the first sequence from (10.1) we obtaint an exact sequence
(Zn−1)G ֌ (Cn−1)G → (Bn−1)G ։ H1(G,Zn−1) (10.3)
and an isomorphism H1(G,Bn−1) ∼= H2(G,Zn−1). Therefore, we obtain from (10.2) that
dimk(HH
n)G + dimk(B
n−1)G 6 dimk(Z
n)G + dimkH
1(G,Bn−1)
= dimk(Z
n)G + dimkH
2(G,Zn−1) = dimk(Z
n)G + dimkH
1(G,Zn−1).
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On the other hand it follows from (10.3) that
dimk(Z
n−1)G + dimk(B
n−1)G = dimk(C
n−1)G + dimkH
1(G,Zn−1).
So we have
dimk(HH
n)G 6 dimk(Z
n)G + dimk(Z
n−1)G − dimk(C
n−1)G.
We know from Lemma 6.1 that HHn(AG,M) ∼= HHn(A,M)G↑P . By definition of
HHn(A,M)G↑P we have an exact sequence
(Zn−1)G ֌ (Cn−1)G → (Zn)G ։ HHn(A,M)G↑P .
So
dimkHH
n(AG,M) = dimk(Z
n)G + dimk(Z
n−1)G − dimk(C
n−1)G > dimkHH
n(A,M)G.
Let now prove the second part of the theorem. Note that the implication ”2 ⇒ 3” is
obvious.
”1⇒ 2.” For any n > 2 we have two exact sequences:
IEn,03 ֌ (HH
n)G → H2(G,HHn−1)→ · · · → H2n−2(G,HH1)։ H2n(G,HH0)
and
IEn−1,13 ֌ H
1(G,HHn−1)→ H3(G,HHn−2)→ · · · → H2n−3(G,HH1)։ H2n−1(G,HH0).
So we have
dimkHH
n(AG,M) = dimk
IEn,03 + dimk
IEn−1,13
= dimk(HH
n)G +
n∑
i=1
(−1)i dimkH
2i(G,HHn−i) +
n∑
i=1
(−1)i−1 dimkH
2i−1(G,HHn−i)
= dimk(HH
n)G +
n∑
i=1
(−1)i
(
dimkH
2i(G,HHn−i)− dimkH
2i−1(G,HHn−i)
)
= dimkHH
n(A,M)G.
”3⇒ 1.” We have
dimkHH
1(AG,M) = dimkH
1(G,HH0) + dimk
IE0,13
= dimkH
1(G,HH0) + dimk(HH
1)G + dimk
IE2,03 − dimkH
2(G,HH0)
= dimkHH
1(A,M)G + dimk
IE2,03 .
So we have IE2,03 = 0. Hence,
IE is (3, 2)-degenerated by Corollary 9.3.

Remark 10.3. Note that Theorem 10.2 becomes true for any AeG-module M if we change
everywhere HHn(AG,M) by HHn(A,M)G↑P , where (P, µP ) is some A
eG-projective resolution
of A.
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11 (3,2)-degeneration of IE
Now we are going to explore the case where the sequence IE is (3, 2)-degenerated. Let us
recall that for an algebra A and an A-bimodule M a k-linear map f from A to M is called
derivation if f(ab) = af(b) + f(a)b for all a, b ∈ A. Let Der(A,M) denote the set of all
derivations from A to M . For x ∈M we denote by φx the inner derivation defined by x, i.e.
φx : A→M is the map defined by the equality φx(a) = ax− xa for a ∈ A.
Lemma 11.1. Let A be a kG-module algebra, M be an AeG-module algebra. Then the
sequence IE is (3, 2)-degenerated iff there are such m ∈ MH and h ∈ Der(A,M)H that
∆q−1ρ m = 1M and ∆ρh+ φm = 0.
Proof. We may assume that the sequence IE is constructed using P and Q from Example
4. By Corollary 9.3 the sequence IE is (3, 2)-degenerated iff the class of 1M ∈ MAG ∼=
HomkG(Q2,M
A) in IE2,03 equals 0. Let
IE be (3, 2)-degenerated. This means that there is
such element h¯ ∈ HH1(A,M)G that Id2(h¯) equals to the class of 1M in H
2(G,MAH). Let
h ∈ C1(A,M)H be a map representing h¯. Since δ1M(h) = 0, h is an element of Der(A,M)
H .
Since h¯ ∈ HH1(A,M)G, there is some element m0 ∈ C0(A,M)H = MH satisfying the
equality φm0 = ∆ρh. Then the class of
Id2(h¯) equals to the class of−∆q−1ρ m0 in H
2(G,MAH).
So there is some element m1 ∈ MAH satisfying the equality ∆q−1ρ (m1 −m0) = 1M . Let us
take m = m1 −m0. Since φm1 = 0, the required m and h are constructed. Conversely, if
the elements m and h satisfy the conditions of the theorem, then h represents some element
h¯ ∈ HH1(A,M)G such that Id2(h¯) equals to the class of 1M in H
2(G,MAH) and so IE is
(3, 2)-degenerated.

Let M be an AeG-module algebra. If m ∈ MH and h ∈ Der(A,M)H satisfy the con-
ditions of Lemma 11.1, then we call M an (m,h)-degenerated algebra. Note that any
(m,h)-degenerated algebra is a kG-projective module. In particular, the map χBar(A),M is
an isomorphism in this case and IE0,∗∞
∼= ImΘGM by arguments of Section 7.
Remark 11.2. IfM is an (m,h)-degenerated algebra andm′ ∈MH is such that ∆q−1ρ (m
′) =
1M , then M is an (m
′,h′)-degenerated algebra for some h′. Really, since MH is kCq-
projective module and ∆q−1ρ (m − m
′) = 0, there is such x ∈ MH that ∆ρx = m − m′
and we can take h′ = h+ φx.
Let M be an (m,h)-degenerated algebra. Then we have the following commutative
diagram of algebras with exact rows:
KerΘGM
// // HH∗(A,M)G↑ // // ImΘGM
∼=

IE1,∗−1∞
// // HH∗(A,M)G↑ // // IE0,∗∞ .
This means that KerΘGM =
IE1,∗−1∞ and so (KerΘ
G
M)
2 = (IE1,∗−1∞ )
2 = 0. So HH∗(A,M)G↑
(which is isomorphic to HH∗(AG,M) ifM is an AG-algebra) is some singular extension of the
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algebra ImΘGM by the ImΘ
G
M -bimodule KerΘ
G
M . On the other hand ImΘ
G
M is a subalgebra
of HH∗(A,M)G and so we have an exact sequence of ImΘGM -bimodules
ImΘGM ֌ HH
∗(A,M)G ։ HH∗(A,M)G/ImΘGM .
For simplicity we introduce the following notation:
AGM = ImΘ
G
M , X
G
M = KerΘ
G
M , Y
G
M = HH
∗(A,M)G/ImΘGM , W
G
M = ∆
q−1
ρ HH
∗(A,M)H .
Note that WGM ⊂ A
G
M . It is easy to check that if Cq acts on some algebra B, then
∆ρ(ab) = ∆ρ(a)b+ a∆ρ(b)−∆ρ(a)∆ρ(b) (11.1)
for any a, b ∈ B. Then it is easy to see that WGM is an ideal of HH
∗(A,M)G. Really, for
w ∈ HH∗(A,M)H and f ∈ HH∗(A,M)G we obtain usinig the equality (11.1) that ∆q−1(w)f =
∆q−1(wf) and f∆q−1(w) = ∆q−1(fw). Let A¯GM denote the quotient algebra A
G
M/W
G
M .
12 Describing Hochschild cohomology
During this section we assume that A is a kG-module algebra andM is an (m,h)-degenerated
AeG-module algebra. Let h¯ denote the class of h in HH1(A,M). Then we have the following
result.
Lemma 12.1. The element h¯ ⌣ h¯ lies in AGM . Moreover, for any a¯ ∈ (A
G
M)i the element
h¯⌣ a¯− (−1)ia¯ ⌣ h¯ lies in AGM too.
Proof. Let us construct IE as in Example 4. We know that
IE0,i∞ = (A
G
M)i =
IE0,i3 = Ker
Id2|IE0,i
2
.
Let us calculate Id2(h¯⌣ h¯). Using (11.1) we obtain
∆ρ(h⌣ h) = −(φm ⌣ h+ h⌣ φm + φm ⌣ φm) = −δ
1
M(m⌣ h− h⌣m+m⌣ φm).
Direct calculations using formula (4) show that
∆lρ(m⌣ h) = ∆
l
ρ(m)⌣ h+
l∑
i=0
l−1∑
j=0
(−1)i+j−l
(
l
i
)(
i
l − j − 1
)
∆iρmφ∆jρm,
∆lρ(h⌣m) = h⌣ ∆
l
ρm+
l−1∑
i=0
l∑
j=0
(−1)i+j−l
(
l
i+ 1
)(
i+ 1
l − j
)
φ∆iρm∆
j
ρm,
∆lρ(m⌣ φm) =
l∑
i=0
l∑
j=0
(−1)i+j−l
(
l
i
)(
i
l − j
)
∆iρmφ∆jρm.
Since δ0M(∆
i
ρm∆
j
ρm) = φ∆iρm∆
j
ρm+∆
i
ρmφ∆jρm, we have φ∆iρm∆
j
ρm = −∆
i
ρmφ∆jρm in
IE2,12 .
Note also that(
l
i
)(
i
l − j − 1
)
+
(
l
i+ 1
)(
i+ 1
l − j
)
+
(
l
i
)(
i
l − j
)
=
(
l + 1
i+ 1
)(
i+ 1
l − j
)
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for all i, j, l ∈ Z. So Id2(h¯⌣ h¯) is the class of
∆q−1ρ (m⌣ h− h⌣m+m⌣ φm) =
q−1∑
i=0
q−1∑
j=0
(−1)i+j+1−q
(
q
i+ 1
)(
i+ 1
q − 1− j
)
∆iρmφ∆jρm.
in IE2,12 = H
2(Cq,HH
1(A,M)H). Since p |
(
q
i+1
)
for 0 6 i 6 q − 2, we have
Id2(h¯⌣ h¯) =
q−1∑
j=0
(−1)j
(
q
j + 1
)
φ∆jρm = 0.
So h¯⌣ h¯ lies in (AGM)2.
Any a¯ ∈ (AGM)i can be represented by such a ∈ C
n(A,M)H that δiMa = 0 and ∆ρa = 0.
Then −∆ρ(h ⌣ a) = φm ⌣ a = δiM(m ⌣ a). So
Id2(h¯ ⌣ a¯) can be represented by the
element ∆q−1ρ (m ⌣ a) = a. Analogously
Id2(a¯ ⌣ h¯) can be represented by the element
(−1)ia. So h¯⌣ a¯− (−1)ia¯ ⌣ h¯ lies in Ker Id2 = AGM .

Corollary 12.2. Id2
(
(h¯⌣ a¯)[0]
)
= a¯[2] for any a¯ ∈ AGM .
Proof. The statement follows from the proof of Lemma 12.1.

Let A be a kG-module algebra and M be an (m,h)-degenerated AeG-module algebra.
Let Dh : AGM → A
G
M be a map defined by the equality Dh(a) = h¯ ⌣ a − (−1)
ia ⌣ h¯ for
a ∈ (AGM)i. It is easy to see that Dh sends W
G
M to W
G
M . We denote the induced map from
A¯GM to itself by Dh too. Note that Dh is a graded derivation of A¯
G
M , i.e. Dh(a ⌣ b) =
Dh(a)⌣ b+ (−1)ia ⌣ Dh(b) for a ∈ (A¯GM)i, b ∈ A¯
G
M .
Definition 16. Let B be a graded algebra and D : B → B be a graded derivation. Let us
define the graded algebra B[x,D]. Its underlining graded vector space is the space B[x] with
n-th component generated by the elements of the form bxi where b ∈ Bn−i. The multiplication
of two elements from B ⊂ B[x,D] or two elements from k[x] ⊂ B[x,D] is defined as usual.
We define the left multiplication of b ∈ Bi by the elemet x by the equality xb = (−1)ibx+D(b).
Now we are ready to almost describe the algebra HH∗(A,M)G.
Theorem 12.3. Let A be a kG-module algebra and M be an (m,h)-degenerated AeG-module
algebra. Then there is an isomorphism of graded algebras
HH∗(A,M)G/WGM
∼= A¯GM [x,Dh]/〈x
2 − h¯⌣ h¯〉.
Let B be a graded algebra and L be a graded B-bimodule. Then we write L[t] for the
graded B-bimodule, which equals to L as vector space, has the grading defined by the equality
L[t]n = Ln+t and has the bimodule structure defined by the equality al[t]b = (−1)it(alb)[t]
for a ∈ B, l ∈ L and b ∈ Bi, where l[t] denotes the element of L[t] corresponding to l. To
prove Theorem 12.3 we need some lemmas.
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Lemma 12.4. Let ψ(a¯) (a¯ ∈ AGM) be the class of the element a¯ ⌣ h¯ ∈ HH
∗(A,M)G in Y GM .
Then ψ : AGM → Y
G
M [1] is a homorphism of graded A
G
M-bimodules. Moreover, Kerψ =W
G
M .
Proof. By Lemma 12.1 for any a¯ ∈ AGM and b¯ ∈ (A
G
M)i there is such c¯ ∈ A
G
M that
(a¯ ⌣ b¯)⌣ h¯ = a¯ ⌣ (b¯ ⌣ h¯) = a¯ ⌣ ((−1)ih¯⌣ b¯+ c¯) = (−1)i(a¯ ⌣ h¯)⌣ b¯+ a¯c¯.
So we have ψ(a¯ ⌣ b¯) = a¯ ⌣ ψ(b¯) = ψ(a¯)⌣ b¯, i.e. ψ is an AGM -bimodule homomorphism.
Let now take some a¯ ∈ (AGM)i. The class of a¯ ⌣ h¯ equals to zero in Y
G
M iff a¯ ⌣ h¯ ∈
AGM . But a¯ ⌣ h¯ ∈ A
G
M is equivalent to 0 =
Id2
(
(a¯ ⌣ h¯)[0]
)
= (−1)ia¯[2] (see Corollary
12.2). But the class of a¯[2] equals to zero in IE2,i2 = H
2(Cq,HH
i(A,M)H) iff there is such
b¯ ∈ HHi(A,M)H that ∆q−1ρ b¯ = a¯. But the last condition is eqivalent to the fact that a¯ lies
in WGM . We obtain that Kerψ =W
G
M .

The next lemma says that the homomorphism ψ from the previous lemma is surjective.
This fact can be deduced from dimension conditions, but we give a proof that do not use
arguments related to finiteness of any dimension.
Lemma 12.5. Any element of HH∗(A,M)G can be represented in the form a¯+ b¯ ⌣ h¯, where
a¯, b¯ ∈ AGM .
Proof. We prove using induction that HHi(A,M)G = (AGM)i+(A
G
M)i−1 ⌣ h¯. This statemen
is true for i = 0, since HH0(A,M)G = (AGM)0. Suppose that we know that our statement
is true for i = n. Let us take some f ∈ HHn+1(A,M)G. We have Id2(f [0]) = g[2] for some
g ∈ HHn(A,M)G. By induction hypothesis we obtain g = a¯ + b¯ ⌣ h¯. Since Id2(g[2]) = 0,
we have Id2(g[0]) = 0 and so b¯ ∈ WGM by Lemma 12.4. Then g ∈ (A
G
M)n and we have
Id2(f [0]− (−1)n(g ⌣ h¯)[0]) = 0, i.e. f − (−1)ng ⌣ h¯ lies in (AGM)n+1. The lemma is proved.

Proof of Theorem 12.3. Let us define the map
Φ : A¯GM [x,Dh]/〈x
2 − h¯⌣ h¯〉 → HH∗(A,M)G/WGM
by the formula Φ
(
(a¯ +WGM) + (b¯ +W
G
M)x
)
= a¯ + b¯ ⌣ h¯ +WGM for a¯, b¯ ∈ A
G
M . It is clear
that the definition of Φ is correct and it is not hard to check that Φ is a homomorphism of
algebras. It follows from Lemma 12.5 that Φ is surjective. Assume now that
0 = Φ
(
(a¯ +WGM) + (b¯+W
G
M)x
)
= a¯+ b¯ ⌣ h¯+WGM ,
i.e. a¯ + b¯ ⌣ h¯ ∈ WGM . Then b¯ ⌣ h¯ ∈ A
G
M and so b¯ ∈ W
G
M by Lemma 12.3. But then we
obtain that a¯ ∈ WGM too and so (a¯ +W
G
M) + (b¯+W
G
M)x = 0. We prove the injectivity of Φ
and so Φ is an isomorphism of algebras.

Remark 12.6. If M = A or M = AG, then the algebra HH∗(A,M)G is graded commutative
(see Section 5). In this case we have HH∗(A,M)G/WGM
∼= A¯GM [x, 0]/〈x
2 − h¯ ⌣ h¯〉. If
additionally we have h¯ ⌣ h¯ = 0 (this equality is automatically true if HH∗(A,M) is graded
commutative and chark 6= 2), then HH∗(A,M)G/WGM
∼= A¯GM [x, 0]/〈x
2〉 is a trivial singular
extension of A¯GM by A¯
G
M [−1].
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13 Comparing a kernel and a cokernel of ΘGM
In this section we assume again that A is a kG-module algebra and M is an (m,h)-
degenerated AeG-module algebra. The aim of this section is to prove the following result,
which gives some additional relation between Y GM and X
G
M (and so between HH
∗(A,M)G and
HH∗(A,M)G↑).
Theorem 13.1. Let A be a kG-module algebra and M be an (m,h)-degenerated AeG-module
algebra. Then there are two filtrations of graded AGM-bimodules
0 = Xq−1 ⊂ Xq−2 ⊂ · · · ⊂ X1 ⊂ X0 = X
G
M
and
0 = Yq−1 ⊂ Yq−2 ⊂ · · · ⊂ Y1 ⊂ Y0 = Y
G
M
such that Yi/Yi+1 ∼= Xq−2−i/Xq−1−i for 0 6 i 6 q − 2. Moreover, if ∆iρHH
∗(A,M)H =
HH∗(A,M)G for some 0 6 i 6 q − 1, then Xq−1−i = 0 = Yi+1 and Xq−2−i = X ∼= Y = Yi.
On one hand, Theorem 13.1 says that there is some relation between XGM and Y
G
M , but,
on the other hand, it says that this relation is very complicated in general. To prove this
result we need some auxilary facts.
Lemma 13.2. Let f ∈ Cj(A,M)H be such that δjMf = 0 and ∆
i
ρf = 0 for some 0 6 i 6 q.
Then there are f0 ∈ C
j(A,M)H and f1 ∈ C
j+1(A,M)H such that ∆q−iρ f0 = f , δ
j
Mf0 = ∆
i
ρf1
and δj+1M f1 = 0.
Proof. If i = 0 or i = q, then the lemma is obvious. Assume that 0 < i < q. Let us take
f1 = (−1)j−1f ⌣ h and
f0 =
i−1∑
k=0
i−1∑
l=0
(−1)l+k−i−1
(
i
k
)(
k
i− l − 1
)
∆kρf∆
l
ρm.
It is clear that δj+1M f1 = 0. Easy computation using (11.1) shows that δ
j
Mf0 = ∆
i
ρf1. The
equality ∆q−iρ f0 = f can be obtained by direct computation too. Since it is more complicated,
let us perform it. Using (11.1) we obtain that ∆q−iρ f0 equals to
i−1∑
k=0
i−1∑
l=0
(−1)l+k−i−1
(
i
k
)(
k
i− l − 1
) q−i∑
s=0
q−i∑
t=0
(−1)s+t−q+i
(
q − i
s
)(
s
q − i− t
)
∆k+sρ f∆
l+t
ρ m
=
i−1∑
s=0
q−1∑
t=0
(−1)s+t+q−1
(
s∑
k=0
t∑
l=0
(
i
k
)(
k
i− l − 1
)(
q − i
s− k
)(
s− k
q − i− t+ l
))
∆sρf∆
t
ρm.
For any integers n, s and l such that 0 6 l 6 n we have
s∑
k=0
(
l
k
)(
n−l
s−k
)
=
(
n
s
)
. To prove
this, it is enough to calculate the coefficient of xs on both sides of the eqaulity (x + 1)n =
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(x+ 1)l(x+ 1)n−l. Then for 0 6 s 6 i− 1 and 0 6 t 6 q − 1 we have
s∑
k=0
t∑
l=0
(
i
k
)(
k
i− l − 1
)(
q − i
s− k
)(
s− k
q − i− t+ l
)
=
s∑
k=0
(
i
k
)(
q − i
s− k
) t∑
l=0
((
k
i− l − 1
)(
s− k
q − i− t + l
))
=
s∑
k=0
(
i
k
)(
q − i
s− k
)(
s
q − t− 1
)
=
(
q
s
)(
s
q − t− 1
)
.
Since p |
(
q
s
)
for 0 < s < q, we have ∆q−iρ f0 = f.

Corollary 13.3. Let f ∈ C(A,M)H be such that δM∆iρf = 0 for some 0 6 i 6 q. Then
there is f0 ∈ C(A,M)H such that ∆q−iρ f0 = δMf and δMf0 = 0.
Proof. It follows from Lemma 13.2 that there are such g0, g1 ∈ C(A,M)H that ∆iρg0 = ∆
i
ρf ,
δMg0 = ∆
q−i
ρ g1 and δMg1 = 0. Since ∆
i
ρ(f−g0) = 0 and C(A,M)
H is a projective Cq-module,
we have some g2 ∈ C(A,M)H such that ∆q−iρ g2 = f − g0. Then we can take f0 = g1+ δMg2.

Proof of Theorem 13.1. Let π denote the canonical projection HH∗(A,M)G → Y GM . Let
us define Zi (0 6 i 6 q − 1) by the equality Zi = AGM ∩ ∆
i
ρHH
∗(A,M)H . Let introduce
Yi = π(h¯⌣ Zi) for 0 6 i 6 q − 1. Since Zq−1 =WGM and Z0 = A
G
M , it follows from Lemmas
12.4 and 12.5 that Yq−1 = 0 and Y0 = Y
G
M . It is clear that Zi is a graded A
G
M -subbimodule
of AGM and so Yi is a graded A
G
M -subbimodule of Y
G
M for any 0 6 i 6 q − 1. Moreover, if
∆iρHH
∗(A,M)H = HH∗(A,M)G for some i, then Zi+1 = 0, Zi = A
G
M and so Yi+1 = 0 and
Yi = Y
G
M .
Let now define Xi (0 6 i 6 q − 1) as a set of elements a¯ ∈ XGM that can be represented
by an element from C(A,M)G ∩ δM∆iρC(A,M)
H . By definition of XGM we have X0 = X
G
M
and Xq−1 = 0. Moreover, Xi is a graded AGM -subbimodule of X
G
M since b ⌣ (δM∆
i
ρf)⌣ c =
(−1)kδM∆
i
ρ(b ⌣ f ⌣ c) for b ∈ C
k(A,M)G and c ∈ C l(A,M)G such that δkMb = δ
l
Mc = 0.
It remains to prove that Yi/Yi+1 ∼= Xq−2−i/Xq−1−i for 0 6 i 6 q − 2. Let us take some
y¯ ∈ Yi. Then we have y¯ = π(h¯⌣ a¯), where a¯ is the class of some element a ∈ C(A,M)G of
the form a = ∆iρf +δMg, where f, g ∈ C(A,M)
H and δMf = 0. Then we have δM∆
q−i
ρ g = 0.
By Corollary 13.3 there is some g0 ∈ C(A,M)H satisfying the conditions δMg0 = 0 and
∆iρg0 = δMg. Let us consider an element u = a ⌣ ∆
q−1−i
ρ m− f − g0. It is easy to see that
∆iρu = 0 and so there is such v ∈ C(A,M)
H that ∆q−iρ v = u. It is easy to see that the element
δM∆
q−2−i
ρ (a ⌣m−∆ρv) lies in C(A,M)
G ∩ δM∆q−2−iρ C(A,M)
H . Let v¯ denote the class of
δM∆
q−2−i
ρ (a ⌣ m −∆ρv) in Xq−2−i. We define the map Φi : Yi/Yi+1 → Xq−2−i/Xq−1−i by
the formula
Φi(y¯ + Yi+1) = v¯ +Xq−1−i.
Let us prove the correctness of the definition of Φi. It is enough to prove that v¯ ∈ Xq−1−i
for any choice of intermediate elements if y¯ ∈ Yi+1. Let a¯, a, f , g, g0, u and v be the
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elemets used in construction of v¯ above. Since y¯ ∈ Yi+1, we have y = π(h¯ ⌣ a¯′), where
the elemet a¯′ can be represented by a′ ∈ C(A,M)G of the form a′ = ∆i+1ρ f
′ + δMg
′, where
f ′, g′ ∈ C(A,M)H and δMf ′ = 0. We have a¯− a¯′ ∈ WGM by Lemma 12.4 and so
a = a′ +∆q−1ρ x+ δMy = ∆
i+1
ρ (f
′ +∆q−2−iρ x) + δM(g
′ + y),
where x, y ∈ C(A,M)H and δMx = 0. Let w = f ′ + ∆q−2−ix, z = g′ + y. Then we have
a = ∆iρf + δMg = ∆
i+1
ρ w + δMz. Since δM∆
q−1−i
ρ z = 0, Corollary 13.3 gives us an element
z0 such that δMz0 = 0 and ∆
i+1
ρ z0 = δMz. Let consider the element r = f + g0−∆ρ(w+ z0).
Since ∆iρr = 0, there is r0 ∈ C(A,M)
H such that ∆q−iρ r0 = r. Then
v¯0 = δM∆
q−2−i
ρ
(
a ⌣m−∆ρ(v + r0)
)
represents some element of Xq−2−i and, moreover, v¯ +Xq−1−i = v¯0 +Xq−1−i. Since
δM∆
q−2−i
ρ
(
a ⌣m−∆ρ(v + r0)
)
= δM
(
a ⌣ ∆q−2−iρ m−∆
q−1−i
ρ (v + r0)− w − z0
)
and ∆ρ
(
a ⌣ ∆q−2−iρ m−∆
q−1−i
ρ (v+ r0)−w− z0
)
= 0, we have v¯0 = 0 in X
G
M . So v¯ ∈ Xq−1−i
and the correctness is proved.
Let a ∈ Ck(A,M)G, b ∈ C l(A,M)G be such that δkMa = δ
l
Mb = 0. By Lemma 12.1 there
are c ∈ C l+1(A,M)G and u ∈ C l(A,M)H such that δlMc = 0 and
h⌣ b = (−1)lb ⌣ h+ c+ δlMu.
Then we have
δk+lM ∆
q−2−i
ρ (a ⌣m⌣ b) = (−1)
ka ⌣ φ∆q−2−iρ m ⌣ b = (−1)
k+1∆q−1−iρ (a ⌣ h⌣ b)
= (−1)k+l+1∆q−1−iρ (a ⌣ b ⌣ h)− (−1)
k∆q−1−iρ
(
a ⌣ (c+ δlMu)
)
= δk+lM ∆
q−2−i
ρ (a ⌣ b ⌣m)− δ
k+l
M ∆
q−1−i
ρ (a ⌣ u).
for a ∈ Ck(A,M)G, b ∈ C l(A,M)G such that δkMa = δ
l
Mb = 0. Now it is easy to see that Φi
is a homomorphism of AGM -modules.
Let us prove that Φi is injective. Assume that y¯ ∈ Yi is such that Φi(y¯) = 0. Let a¯, a, f ,
g, g0, u, v and v¯ be as above. Then Φi(y¯) = 0 iff v¯ ∈ Xq−1−i. This means that
δM∆
q−2−i
ρ (a ⌣ m−∆ρv) = δM∆
q−1−i
ρ w + δMz
for some w ∈ C(A,M)H and z ∈ C(A,M)G. Then a ⌣ ∆q−2−iρ m − ∆
q−1−i
ρ (v + w) − z
represents some element of HH∗(A,M). On the othe hand,
∆i+1ρ
(
a ⌣ ∆q−2−iρ m−∆
q−1−i
ρ (v + w)− z
)
= a.
So h¯⌣ a¯ ∈ Zi+1, i.e. y¯ represents zero element of Yi/Yi+1.
It remains to prove that Φi is surjective. Let us take some x¯ ∈ Xq−2+i. By definition x¯ can
be represented by δM∆
q−2−ia for some a ∈ C(A,M)H such that δM∆
q−1−ia = 0. Let consider
y¯ = π(h¯⌣ a¯), where a¯ is the class of ∆q−1ρ a in A
G
M . Since ∆
q−1
ρ a = ∆
i
ρ(∆
q−1−i
ρ a), it is clear
that y¯ ∈ Yi and Φi(y¯+Yi+1) = v¯+Xq−1−i, where v¯ is the class of δM∆q−2−iρ (∆
q−1
ρ a ⌣m−∆ρv)
in Xq−2−i for some v ∈ C(A,M)H such that
∆q−iρ v = ∆
q−1
ρ a ⌣ ∆
q−1−i
ρ m−∆
q−1−i
ρ a
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(see the construction above). But then x¯− v¯ is the class of
δM∆
q−2−i(a−∆q−1ρ a ⌣m+∆ρv)
in Xq−2−i. Since
∆ρ∆
q−2−i(a−∆q−1ρ a ⌣m+∆ρv) = ∆
q−1−i
ρ a−∆
q−1
ρ a ⌣ ∆
q−1−i
ρ m+∆
q−i
ρ v = 0,
we have x¯ = v¯ and so x¯+Xq−1−i = Φi(y¯).

14 The case of a Hopf-Galois covering
In this section we consider the case where A is a kG-covering of some algebra B, i.e. there
is some G-graded algebra B such that A = BG∗ (see Example 2). The G-action on such A
is defined in Section 5. It is clear that A ∼= (kG)dimk B as kG-module. In particular, we have
1A = ∆
q−1
ρ m, where m denotes the element
∑
α∈H
pα ∈ AH . On the other hand it is possible
that there is no such h ∈ Der(A,A)H that A is an (m,h)-degenerated algebra. It is shown
in the following example.
Example 5. Let char k = 2, G = C2 and B = k[x, y]/〈x2 − y2, xy〉. Let introduce such
G-grading on B that Bρ = k〈x〉. Then A = BG∗ ∼= kQ/I, where (Q, I) is the quiver
Q =
0DD
y0
1
((
x0
hh
x1
DD
y1 with ideal of relations I = 〈x1x0 − y20, x0x1 − y
2
1, x0y0, y1x0, x1y1, y0x1〉.
The G-action on A is defined by the equalities
ρ(xi) = xi+1, ρ(yi) = yi+1, ρ(ei) = ei+1 (i ∈ Z2),
where ei is an idempotent corresponding to a vertex i of the quiver Q. Then we can take
m = e0 and it is easy to check that ∆ρh 6= φe0 for any h ∈ Der(A,A)
H .

Nonetheless, there is a case in which the algebra A = BG∗ is (m,h)-degenerated. We
say that a G-grading on B is Cq-singular if BαBβ = 0 for α, β ∈ G, α, β 6∈ H .
Lemma 14.1. Assume that the G-grading on B is Cq-singular. Then the algebra A = BG
∗
is an (m,h)-degenerated AeG-module algebra. Moreover, the map h ∈ Der(A,A)H can be
choosen in such a way that h⌣ h = 0 in C2(A,A).
Proof. Let us take m =
∑
α∈H
pα and
h(apρjβ) =
{
apρjβ, if i < j,
0, otherwise
(a ∈ Bρiα, 0 6 i, j 6 q − 1, α, β ∈ H).
Direct calculations show that h ∈ Der(A,A)H and the equalities (∆ρh)(apα) = mapα−apαm
and h(apα)h(bpβ) = 0 are true for all a, b ∈ B and α, β ∈ G.
27
Since the algebras HH∗(B), HH∗(A) and HH∗(A,AG)G are graded commutative we have
the following corollaries.
Corollary 14.2. Let B be equipped with a Cq-singular G-grading. Then there are a graded
subalgebra AGAG of HH
∗(A,AG)G and an ideal XGAG of HH
∗(B) such that
(XGAG)
2 = 0 and HH∗(B)/XGAG
∼= AGAG.
Moreover, there is also an ideal WGAG ⊂ A
G
AG of HH
∗(A,AG)G such that
HH∗(A,AG)G/WGAG
∼= (AGAG/W
G
AG)[x, 0]/x
2
and for any i > 0 the equality dimk(W
G
AG)i + dimk(X
G
AG)i+1 = dimk(A
G
AG)i holds.
Corollary 14.3. Let B be equipped with a Cq-singular G-grading. Then there are a graded
subalgebra AGA of HH
∗(A)G and an ideal XGA of HH
∗(B)0 such that
(XGA )
2 = 0 and HH∗(B)0/X
G
A
∼= AGA.
Moreover, there is also an ideal WGA ⊂ A
G
A of HH
∗(A)G such that
HH∗(A)G/WGA
∼= (AGA/W
G
A )[x, 0]/x
2
and for any i > 0 the equality dimk(W
G
A )i + dimk(X
G
A )i+1 = dimk(A
G
A)i holds.
Let R be a finite dimensional k-algebra. We denote by DR the R-bimodule Homk(R,k).
Let TR be a trivial singular extension of R by DR, i.e. TR is an algebra, whose underlining
space is R⊕DR and the multiplication is defined by the equality (a, uˆ)(b, vˆ) = (ab, avˆ+ uˆb)
for a, b ∈ R and uˆ, vˆ ∈ DR. There is a Z-grading on TR such that (TR)0 = R, (TR)1 = DR
and (TR)i = 0 for i 6∈ {0, 1}. The algebra Rˆ = TR#kZ
∗ is called the repetitive algebra
of R. Since the notion of kG∗-algebra was introduce only for finite group G, let us explain
what does TR#kZ∗ means. As a space it is simply ⊕i∈ZTRpi. The multiplication is defined
by the equality xpiypj = xyi−jpj (x, y ∈ TR, i, j ∈ Z).
On the other hand, for any n > 1 there is a group epimorphism πn : Z → Cn and it
defines a Cn-grading on TR. Let Rn denote the algebra TR#kC∗n. In particular, we have
R1 = TR. There is a linear map ε : TR → k that sends (a, uˆ) (a ∈ R, uˆ ∈ DR) to uˆ(1).
This map defines a nondegenerated symmetric associative bilinear form 〈, 〉 : TR×TR→ k
by the equality 〈x, y〉 = ε(xy) (x, y ∈ TR). So TR is a symmetric algebra. On the other
hand ε induces linear maps εn : Rn → k (n > 1) and ε∞ : Rˆ → k by the rules εn(xpα) = ε(x)
and ε∞(xpi) = ε(x) for x ∈ TR, α ∈ Cn and i ∈ Z. These maps define nondegenerated
associative bilinear forms 〈, 〉n : Rn×Rn → k (n > 1) and 〈, 〉∞ : Rˆ×Rˆ → k. So Rn (n > 1)
and Rˆ are Frobenius algebras. They have Nakayama automorphisms νn ∈ Autk(Rn) (n > 1)
and ν∞ ∈ Autk(Rˆ) defined by the equalities νn(xpα) = xppin(−1)α and ν∞(xpi) = xpi−1 for
x ∈ TR, α ∈ Cn and i ∈ Z. In some sense we can interpret Rn as Rˆ/〈νn∞〉.
Since the action of Cn on Rn is defined by a map η : Cn → Autk(Rn) that sends some
generator of Cn to νn, it follows from [6, Corollary 2] that
HH∗(Rn) = HH
∗(Rn)
Cn . (14.1)
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In particular, if char k ∤ n, then HH∗(Rn) ∼= HH
∗(TR)0.
If chark = p, q is a positive power of p and n = qs, where p ∤ s, then we have an exact
sequence of groups Cs ֌ Cn ։ Cq and so the results of this paper can be applied to this
case. In view of (14.1) our formulas are simplified and we obtain the following theorem.
Theorem 14.4. Let R be a finite dimensional k-algebra and n > 1 be some integer such
that chark | n. Then there is a graded algebra An such that HH
∗(Rn) is a trivial singular
extension of An by An[−1] and HH
∗(TR)0 is some singular extension of An by An[−1]. In
other words,
HH∗(Rn) ∼= An[x, 0]/x
2
and there is an exact sequence of An-modules
An[−1]֌ HH
∗(TR)0 ։ An,
which becomes an exact sequence of algebras if we equip An[−1] with zero multiplication.
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