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In this paper, we examine the dynamical properties of vortices in atomic Bose-Einstein condensates in the
presence of phenomenological dissipation, used as a basic model for the effect of finite temperatures. In the
context of this so-called dissipative Gross-Pitaevskii model, we derive analytical results for the motion of single
vortices and, importantly, for vortex dipoles which have become very relevant experimentally. Our analytical
results are shown to compare favorably to the full numerical solution of the dissipative Gross-Pitaevskii equa-
tion in parameter regimes of experimental relevance. We also present results on the stability of vortices and
vortex dipoles, revealing good agreement between numerical and analytical results for the internal excitation
eigenfrequencies, which extends even beyond the regime of validity of this equation for cold atoms.
I. INTRODUCTION
Much of the recent work regarding the emerging topic of
nonlinear phenomena in Bose-Einstein condensates (BECs)
has revolved around the theme of vortices. The latter
constitute the prototypical two-dimensional (or quasi-two-
dimensional) excitation that arises in BECs and bears a topo-
logical charge. The volume of work on BECs focusing on the
theme of vortices can be well appreciated from the existence
of many reviews on the subject [1–5]. Part of the fascination
with vortices bears its roots in the significant connections of
this field with other areas of Physics, including hydrodynam-
ics [6], superfluids [7], and nonlinear optics [8, 9].
While vortices [10–12] and even robust lattices thereof [13–
15] were observed shortly after the experimental realization
of BECs, recent years have shown a considerable increase
in the interest in vortex dynamics. This is in good measure
due to the activity of many experimental groups. Among
them, we highlight the pioneering work of Ref. [16] enabling
the formation of vortices through the so-called Kibble-Zurek
mechanism [17, 18]; the latter was originally proposed for the
formation of large scale structure in the universe, by means
of a quench through a phase transition. In Ref. [16], the
quench through the phase transition led to the BEC forma-
tion and hence to the spontaneous trapping of phase gradients
and emergence of vortex excitations. In many of these ex-
periments, not only single vortices, but also vortex dipoles
were observed. This is where another remarkable contribu-
tion came to play [19]. By pumping a small fraction of the
atoms to a different (unconfined by the magnetic trap) hyper-
fine state, it is possible to extract atoms (e.g. ≈ 5% of the
BEC) and image them, enabling for the first time (in BEC) a
minimally destructive unveiling of the true vortex dynamics as
it happens. This work and the follow-up efforts of Ref. [20],
as well as yet another remarkable experiment [21] revealed the
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key dynamical relevance of multi-vortex clusters in the form
of vortex dipoles (VDs). In the experiment of Ref. [21], the
superfluid analogue of flow past a cylinder was realized, lead-
ing to the spontaneous emergence of such VDs. In Ref. [20],
the full (integrable at the level of two vortices) dynamics of
the VD case was revealed. The theme of few-vortex crystals
has garnered interest in the case of higher number-of-vortices
variants in the works of Ref. [22] (3 vortices) and in the very
recent co-rotating (same charge) vortex case of Ref. [23] (3 as
well as 4 same charge vortices).
On the other hand, another topic of increasing attention has
concerned the role of finite-temperature induced damping of
the BEC [24] that, in turn, leads to anti-damping in the mo-
tion of the coherent structures therein. In particular, the sim-
pler case of dark solitons in single-component BECs has been
studied at some length [25–33]. In this context, the work of
Ref. [25] (see also Ref. [26]) provided originally a kinetic-
equation along with a study of the Bogolyubov-de Gennes
(BdG) equations. There, it was argued that the dark soliton
obeys an anti-damped harmonic oscillator equation, result-
ing into trajectories of growing oscillating amplitudes around
the center of the trap confining the BEC: the first experi-
ments [34–36] observed the motion of a dark soliton created
by phase imprinting at the center of the trap towards the edge
of the trap [36]; one/more full soliton oscillations were subse-
quently demonstrated in two distinct experiments [37, 38] (see
also related theoretical work of Refs. [39, 40]). More recently,
the effect of anti-damping was actually directly observed for
the first time [41] in the related context of dark soliton oscil-
lations in the unitary Fermi gas.
Anti-damped dynamical equations for dark solitons (in
the context of bosons) were derived in Ref. [27] by means
of a Hamiltonian perturbation approach [42] applied to the
dissipative variant of the Gross-Pitaevskii equation (DGPE).
The DGPE was originally introduced phenomenologically by
Pitaevskii [43] as a simplified means of accounting (through a
damping term) for the role of finite temperature induced fluc-
tuations in the condensate dynamics; see, e.g., Refs. [24, 44–
47] for the microscopic interpretation of such a term. It
2should be noted here that, at least in the dark soliton con-
text, the DGPE model was found [27] to yield predictions
that compared favorably with more complex stochastic Gross-
Pitaevskii equation (SGPE) [48, 49] when comparing to ap-
propriately averaged quantities with the same dissipation pa-
rameter; for this reason, we adopt the DGPE in what follows.
The DGPE has been employed in more complex settings in-
volving multiple dark solitons [50] and dark-bright solitons in
multiple component BECs [51], yet it has arguably received
somewhat less attention in higher dimensions, and especially
so in the case of single- and multiple vortex states. The dy-
namics of vortices under the influence of thermal effects, has
been considered in some computational detail recently [52–
56], and a semi-classical limit case in the absence of a trap
has been of mathematical interest as well [57, 58] (see also
Ref. [59] for the role of quantum effects, mostly relevant at
extremely low temperatures, as well as atom numbers, where
they dominate over thermal effects). While the case of a sin-
gle trapped vortex has been considered in the pioneering work
of Ref. [60] (see also Ref. [61]), a comparison of numerical
computations to analytical results, and more importantly, its
generalization to multi-vortex settings is still an open prob-
lem; it is the aim of the present work to contribute towards
this direction.
We start by developing in Sec. II an energy-based method
that provides a dynamical equation characterizing the single
vortex dynamics, with our results also supplemented by an-
other technique (cf. Appendix A) based on methods similar
to the ones of Refs. [57, 58]. We believe that our method
provides a useful alternative to the approach of Ref. [60] (the
relevant connections are discussed herein). The main focus
of this paper (Sec. III) is to generalize this to the experimen-
tally relevant case of a vortex dipole, using the relevant set
of first-order ordinary differential equations (ODEs). The re-
sulting ODEs are then compared to the full DGPE model. We
also perform a linear stability analysis in the absence/presence
of the phenomenological damping, and characterize the inter-
nal modes of the single and dipole vortex systems (cf. Ap-
pendix B). Our results for the single vortex and vortex dipole
stability and dynamics reveal the following: already in the
regime of small but experimentally-relevant chemical poten-
tials, where the vortices can be well approximated as parti-
cles fully characterized by their position, the model provides
a qualitatively accurate and semi-quantitative approximation
of the relevant stability and dynamical properties of the origi-
nal equation (DGPE) for typical low temperature BEC exper-
iments. We summarize and discuss the broader context of our
results in Sec. IV.
II. SINGLE VORTEX SOLUTIONS OF THE DISSIPATIVE
GROSS-PITAEVSKII EQUATION
The dissipative GPE model can be expressed in the fol-
lowing dimensionless form for a pancake shaped BEC (see
e.g., Ref. [54] for the reductions that lead to such a quasi-two-
dimensional description)
(i− γ)ut = −1
2
∆u+ V (r)u + |u|2u− µu. (1)
Here, u represents the quasi-two-dimensional BEC wavefunc-
tion, ∆ represents the Laplacian operator, V (r) = 12Ω
2r2
is the external harmonic trap (Ω is the normalized trap fre-
quency, while r2 = x2+y2), and µ stands for the chemical po-
tential. The latter is directly related to the number of atoms in
the BEC, with the limit of large µ being suitable for a particle-
based description of coherent structures (in a semi-classical
fashion; see e.g., Ref. [62]). Finally, the dimensionless pa-
rameter γ is associated with the system’s temperature, based
on the earlier treatment of Ref. [44] —see also Refs. [24, 45–
47, 60] for more details. Physically relevant cases correspond
to γ ≪ 1 [63], as also discussed in the specific applications of
Refs. [27, 28, 30].
In the case of a single vortex, the stationary state is well-
known to exist at the center of the parabolic trap; in the Hamil-
tonian case of γ = 0, upon displacement from the trap center,
the vortex executes a circular precession around it [1] which
has been also very accurately quantified experimentally [19].
However, for γ 6= 0, the anomalous (internal) mode of the
vortex associated with the precessional motion becomes un-
stable. This anomalous mode, as explained, e.g., in Ref. [54],
is associated with the fact that the vortex does not represent
the ground state of the system. Nevertheless, it is a dynam-
ically stable entity in the absence of a dissipative channel,
as it cannot shed energy away to spontaneously turn into the
ground state. Yet, as was rigorously proved in Ref. [64], the
existence of any dissipation typically renders such anomalous
modes (so-called negative Krein sign modes) immediately un-
stable, as it provides a channel enabling the expulsion of the
coherent structure and the conversion of the system into its
corresponding ground state. This is evident from the presence
of a positive imaginary part of the eigenfrequency (i.e., a real
part of the corresponding eigenvalue), which directly signals
the relevant instability for any non-zero value of γ. This is
discussed further in Appendix B, which also shows how the
spectrum of the Hamiltonian (γ = 0) case gets modified by γ.
Motivated by the above discussion (and corresponding nu-
merical results in Appendix B), we now develop a systematic
approach based on the time evolution of the vortex energy for
accounting the effect of the anti-damping term proportional
to γ. In particular, we will seek to identify the equations of
motion for the center of a single vortex (x0, y0) as a first step
towards investigating the vortex dipole case.
In the case of γ = 0, the energy of the system [i.e., the
Hamiltonian associated with Eq. (1)] reads:
E =
1
2
∫∫ {(|ux|2 + |uy|2)+ (|u|2−µ)2 + 2V |u|2} dx dy.
(2)
It is then straightforward to confirm by means of direct calcu-
lation that, in the case of γ 6= 0,
dE
dt
= −2γ
∫∫
|ut|2dx dy, (3)
which forms the starting point of our analysis.
3A. Single Vortex Dynamics
For the case of a single vortex inside the BEC, it can be
found [65] that the energy reads:
E =
πρ0
2
[(
1− r
2
0
R2TF
)
log
(
R2TF
ξ20
)
+
(
R2TF
r20
+ 1− 2 r
2
0
R2TF
)
log
(
1− r
2
0
R2TF
)]
, (4)
where r0 =
√
x20 + y
2
0 and (x0, y0) is the location of the
vortex center, RTF =
√
2µ/Ω is the Thomas-Fermi radius,
ρ0 = µ and ξ0 = (2µ)−
1
2 are, respectively, the density and
the value of the healing length at the trap center. For small
r0/RTF, i.e., for vortices close to the trap center, the first term
in Eq. (4) dominates and thus:
E ≈ πρ0
2
(
1− r
2
0
R2TF
)
log
(
R2TF
ξ20
)
. (5)
Then, we have
dE
dt
≈ πρ0
2
[
log
(
R2TF
ξ20
)(
− 1
R2TF
)
(2x0x˙0 + 2y0y˙0)
]
≈ −ωpr(2x0x˙0 + 2y0y˙0) (6)
where ωpr = piρ02 log(
R2TF
ξ20
)( 1
R2TF
) is an approximation to the
vortex precession frequency.
Now, we turn our attention to the right hand side of Eq. (3).
Starting from Eq. (1) with γ = 0 and substituting the fol-
lowing polar representation of a single vortex u(r, θ) =√
ρ(r) eiθ to Eq. (1), we obtain the familiar ODE for the ra-
dial vortex profile:
ρ′′ − ρ
′2
2ρ
+
ρ′
r
− 2ρ
r2
+ 4 [µ− ρ− V (r)] ρ = 0. (7)
The proposed form for ρ (from a Pade´ approximation —see
e.g., Ref. [66]) is:
ρ(r) =
r2(a1 + a2r
2)
1 + b1r2 + b2r4
e−Ω
2r2 , (8)
where a2 = µb2. The coefficients a1, b1, and b2 computed
by substitution for different choices of chemical potential µ
considered before, and for a trap frequency of Ω = 0.2, are
depicted in Table I.
A subsequent substitution and direct evaluation for the right
µ a1 a2 b1 b2
0.4 0.06698 0.01470 0.3795 0.03676
0.8 0.3676 0.05004 0.4961 0.0625
1 0.6021 0.0972 0.6215 0.0972
1.6 1.6359 0.4123 1.0121 0.2577
TABLE I: Coefficients for the Pade´ approximation (8) of a unitary
charge vortex for different values of the chemical potential µ for a
trap strength of Ω = 0.2.
hand side of Eq. (3) reads as follows:
− 2γ
∫∫
|ut|2dx dy
= −2γ
∫∫
|ut(x− x0(t), y − y0(t))|2dx dy
= −2γ
∫∫ (
∂v
∂ξ
(−x˙0) + ∂v
∂η
(−y˙0)
)
(
∂v∗
∂ξ
(−x˙0) + ∂v
∗
∂η
(−y˙0)
)
dξ dη
= −2γ (x˙20s+ y˙20s) (9)
where
s =
∫∫
∂v
∂ξ
∂v∗
∂ξ
=
∫∫
∂v
∂η
∂v∗
∂η
, (10)
and Re(
∫∫
∂v
∂η
∂v∗
∂ξ ) = 0. Here, we have used the variables
ξ = x − x0(t) and η = y − y0(t), so that v(ξ, η) = u(x −
x0(t), y − y0(t)). The resulting integral constant s can be
directly evaluated using the above Pade´ approximation u =√
ρ eiθ, finding that s = 0.5864, 1.5977, 2.1003, 3.5911 for
µ = 0.4, 0.8, 1, 1.6 respectively.
Using the above results at hand, one can combine the left
and right hand side of Eq. (3) and obtain
ωpr(x0x˙0 + y0y˙0) = sγ
(
x˙20 + y˙
2
0
)
. (11)
From this, we can infer the equations of motion of the single
vortex state. Looking for equations of motion that correspond
to rotation with anti-damping, we add a term proportional to
x˙0y˙0 to both sides of Eq. (11) and split it into the following
two equations:
ωprx0 + y˙0 = sγx˙0, (12)
ωpry0 − x˙0 = sγy˙0. (13)
Then, the analytical expression for the complex eigenfre-
quency ω = ωr + i ωi is
ωi = Im(ω) =
ωprsγ
1 + (sγ)2
, (14)
ωr = Re(ω) =
ωpr
1 + (sγ)2
. (15)
4At this level of approximation, the vortex (outward spiraling)
trajectories can be given explicitly as:
x = eωit [y0 sin (ωrt) + x0 cos (ωrt)] , (16)
y = eωit [y0 cos (ωrt)− x0 sin (ωrt)] . (17)
This is a result which parallels the one derived for the case of
the dark soliton (see, e.g., Ref. [27]). We now provide a num-
ber of connections of this to earlier analytical considerations.
First, we should note that our approach here is based on
a particle picture that is most suitable to use in the semi-
classical or Thomas-Fermi limit of large µ. As discussed,
e.g., in Ref. [62], this is the regime where it is relevant to
consider the vortex as a “particle” without internal structure,
characterized solely by (x0, y0). On the other hand, earlier
works [60, 61] have explored both dissipative and stochastic
effects on the motion of the vortex, but in a different regime
wherein the wavefunction can be approximated in a Gaussian
form [67]. The latter is applicable closer to the linear regime
of the system. In light of these differences, we will not at-
tempt a direct comparison of these predictions, but we do note
the close proximity of the final result of Eqs. (12)-(13) with,
e.g., Eq. (25) in Ref. [60]. Moreover, using the dimensional
estimates presented therein, we evaluate typical values of the
parameter γ in the regime 0.00023–0.0023 for temperatures
of the order of 10–100 nK. Our present work will focus on the
two cases of γ = 0 (no damping), and γ = 0.0023, which
represents an upper “realistic” limit for experiments, beyond
which the use of the DGPE may not be well justified for the
particular physical system.
An additional class of techniques for deriving such effective
equations, also based on conservation laws, has been devel-
oped from a rigorous perspective in Refs. [57, 58]. However,
the latter work considers settings where the vortices evolve on
a homogeneous background in the absence of a trap. More
recently, these rigorous methods have been explored in the
presence of a trap as well [68]. In Appendix A we provide an
outline of how to utilize this class of methods in the current
setting. This, in turn, leads to a result similar to the one ob-
tained above in Eqs. (12)-(13) and thus further corroborates
our theoretical predictions.
B. Vortex Dipole Dynamics
The above considerations can be generalized to the case of
the vortex dipole following a similar approximation as the one
used in Ref. [20]. In particular, if we assume that the effect
of interaction of the “point vortices” (in the large chemical
potential regime) is independent of the anti-damped motion
of each single vortex, then the equations of motion combining
the two effects for the vortices constituting the dipole state
read:
x˙1 = −S1ωpr,1y1 −BS2 y1 − y2
2ρ212
+ sγy˙1, (18)
y˙1 = S1ωpr,1x1 +BS2
x1 − x2
2ρ212
− sγx˙1, (19)
x˙2 = −S2ωpr,2y2 −BS1 y2 − y1
2ρ212
− sγy˙2, (20)
y˙2 = S2ωpr,2x2 +BS1
x2 − x1
2ρ212
+ sγx˙2, (21)
where the centers of the vortices are (x1, y1) and (x2, y2),
with respective charges S1 = 1 and S2 = −1, and s defined
similarly as in the case of the single vortex case. For the rest
of our analysis, in order to capture the precession frequency
increase as we depart from the BEC center and approach its
outer rim, we will consider a slightly modified form for the
precession frequency for each vortex used by Ref. [20]:
ωpr,i =
ωpr
1− r2i
R2TF
, (22)
where ri =
√
x2i + y
2
i is the distance of each vortex to the trap
center, ωpr = Ω
2
2µ log
Aµ
Ω is the precession frequency close to
the trap center, and A = 8.88. Finally, the coefficient B is
a factor that takes into account the screening of the vortex
interaction due to the modulation of the density within the
Thomas-Fermi background cloud in which the vortices are
seeded. In the case of a homogeneous background, B = 2
which will be adopted for cases of sufficiently large chemical
potential (such as µ = 4) herein. For modulated densities this
value needs to be suitably modified; see, e.g., Ref. [69] for
the form of the interaction in the latter case. Here, adopting
an approach similar to that of Ref. [70], we use an effective
B = 1.35 for computations with considerably lower chem-
ical potentials (such as µ ≤ 1.6). This approach has been
shown to yield accurate results for multi-vortices in the case
of γ = 0 [20].
The effective equations of motion for two opposite charge
vortices (18)–(21) admit a steady state solution correspond-
ing to a stationary VD [20]. The equilibrium positions for
the VD are (xeq, yeq) = (0,± B4ωpr+B/R2TF ). In the next sec-
tion we investigate the dynamics of single vortices and VDs
in the presence of the phenomenological dissipation and we
compare them with predictions from the analytical results ob-
tained in this section.
We now turn to numerical computations to examine the va-
lidity of our analytical approximations.
III. NUMERICAL RESULTS
We start by briefly discussing the key findings concerning
the predictions of the eigenfrequencies of the unstable system
and their dependence on the phenomenological dissipation pa-
rameter, with further details left to Appendix B.
5FIG. 1: (Color online) Isosurfaces of anti-damped single vortex motion for γ = 0 (left) and γ = 0.0023 (right), showing the full PDE [Eq. (1)]
numerical results (green) and the analytical result obtained from the vortex ODEs (red). Here, the initial position is (x0, y0) = (0, 1.5), the
chemical potential µ = 1.6 and the trap frequency Ω = 0.2.
Both in the cases of a single vortex and a symmetric vortex
dipole, we observe good agreement of our theoretical predic-
tion with the anomalous mode (complex) frequency associ-
ated with the vortex motion over the regime of physical rele-
vance of the DGPE; mathematically, this agreement actually
extends far beyond the physically relevant γ ≪ 1 regime, a
feature presumably associated with the non-perturbative na-
ture of our approach. On the other hand, we find the method to
be most accurate in the case of large chemical potential, where
the vortex can be characterized as a highly localized “particle”
(a nearly point vortex without internal structure), while it is
less successful very close to the linear limit of the problem.
Moreover, the relevant complex pair of eigenfrequencies cor-
responding to the anomalous mode never becomes real, i.e.,
the motion always remains a spiral one independently of the
strength of the dissipation parameter. We highlight this here,
as it is in contrast to what is known in one-dimension for the
case of the dark soliton: in the latter case, for sufficiently
large γ, an over-damped regime of exponential expulsion of
the dark soliton emerges [27].
We now turn to the dynamical evolution of both the sin-
gle vortex and the counter-rotating vortex pair. To that effect,
we resort to direct numerical integration of Eq. (1) for these
states. In order to determine the position of the vortex as a
function of time, we compute the fluid velocity
vs = − i
2
u∗∇u− u∇u∗
|u|2 (23)
and the fluid vorticity is defined as ωvor = ∇× vs. Since the
direction of the fluid vorticity is always the z-direction, we can
treat it as a scalar. We can determine the position of the vor-
tex via a local center of mass of the vorticity ωvor (around its
maxima or minima). However, in what follows, we represent
the vorticity iso-contours, which also enables us to explore
the full (2+1)-dimensional space-time motion (x, y, t) of the
vortex.
Figure 1 compares the full space-time vorticity dynamics of
the single vortex for γ = 0 (i.e., the Hamiltonian case of pure
condensate) with the “finite temperature” case of γ = 0.0023.
The figure compares the actual vorticity isocontours (thick
green lines) to the theoretical prediction based on our ODEs of
Eqs. (12)-(13) for the respective γ (red lines). On the whole,
agreement for the single vortex case is extremely good in all
cases studied. As evident from the figure for any γ > 0,
the “particle” ODEs yield a well-defined anti-damped pattern,
whereas the full numerical simulation reveals a small amount
of modulation on top of the underlying trajectory —this is pre-
sumably related to the (nonlinear) role of continuous vortex-
sound interactions within a trap (anticipated to be at most of
order few % [28]) which is not accounted for in our analyti-
cal model. In addition to this, closer inspection reveals a very
slight deviation (typically less than 1% in the case of a single
vortex) in the evolution timescales, associated with tiny shifts
in both the amplitude and the frequency of the anti-damped
motion. As anticipated, the agreement improves further with
increasing values of µ, and as such deviations are not expected
to lead to any experimentally noticeable effects, they will not
be discussed any further here.
The situation becomes slightly more complicated in the
case of a vortex dipole (Fig. 2), as both the vortex anti-damped
motion and the vortex-sound interactions acquire an addi-
tional channel associated with the vortex-vortex (and, indi-
rectly, sound-sound) interactions [71]. Here we need to dis-
tinguish two cases, based on the symmetry of the case under
study (or its absence).
Initially, we consider the case of a symmetric vortex dipole
(Fig. 2, left column), focusing for consistency on the same
parameters as for the single-vortex case (Fig. 1), where excel-
lent agreement has already been reported; here, we effectively
excite the epicyclic precession mode of the vortex dipole. We
find that for the relatively small chemical potentials µ ∼ O(1)
considered here, there is a small noticeable deviation even for
γ = 0; this is presumably due to the neglect of vortex-sound
interactions in the analytical model. We note that in the case of
finite γ, the epicyclic trajectory will continue to expand out-
ward until the vortices essentially merge with the vanishing
6FIG. 2: (Color online) Motion for a symmetric (left column) and an asymmetric (right column) vortex dipole in the absence (top panels)
and presence (bottom panels) of dissipation. The initial positions of the two vortices are: Left Column: (x1, y1) = (0, 1.75), (x2, y2) =
(0,−1.75), Right Column: (x1, y1) = (0, 3.00), (x2, y2) = (0,−1.25), while the chemical potential µ = 1.6 and the trap frequency
Ω = 0.2. Other parameters as in Fig. 1.
background of the cloud and disappear thereafter; here, the
corresponding analytical anti-damped pattern (γ 6= 0) con-
sistently predicts a slightly lower amplitude of oscillations,
with the discrepancy increasing with increasing γ (at constant
small value of µ). However, a slight increase in the value of
µ can considerably suppress such differences (see subsequent
Fig. 3 and related discussion).
Fig. 2 also shows the case of an asymmetric vortex dipole
(right columns), revealing that this deviation becomes more
pronounced in this case, with an increase in the relative dif-
ference in off-centered locations of the two vortices ampli-
fying such an effect. To display this effect, we have chosen
to show here a highly asymmetric initial VD configuration,
which nonetheless yields reasonable qualitative agreement.
In particular, Fig. 2 (top right panel) shows that in the
Hamiltonian case of γ = 0, one of the vortices rotates closer to
the trap center, while the other one precesses further outside.
On the other hand, in the presence of anti-damping (bottom
right panel), the vortices rapidly spiral towards the Thomas-
Fermi radius and cannot be accurately tracked thereafter. It is
important to note that in this case, involving dynamics of the
vortices fairly close to the Thomas-Fermi radius, we have gen-
erally found (in dynamical evolutions not shown herein) that
our theoretical analysis and particle model are least likely to
properly capture the vortex dynamics. This is because in this
case the condensate’s density modulation in fact affects most
significantly both of the dynamical elements contained in our
model, namely the precession and the inter-vortex interaction.
As regards the precession, we have found that Eq. (22) is pro-
gressively less accurate for distances approximately satisfying
r > 0.7RTF. At the same time, this density modulation most
significantly affects the screening effect discussed above (and
detailed, e.g., in Ref. [69]). As a result, in settings such as
those of Fig. 2 (right column) we may expect a rough quali-
tative agreement between the numerical observations and our
simple ODE model, but a quantitative match would require a
considerably more complex particle model accounting for the
above traits, which is beyond the scope of the present work.
We note that this trend seen in the dependence of the VD
motion is in qualitative agreement with previous findings in
the related case of two interacting dark solitons in a single
harmonic trap. In particular, Ref. [72], highlighted the in-
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FIG. 3: (Color online) Left four panels: Analytical versus numerical trajectories of the vortex dipole epicycle for µ = 4, γ = 0, Ω = 0.1,
B = 2 case. In particular, the upper left subpanel is the three-dimensional comparison of the vortex instantaneous positions (x, y) versus t, the
upper right subpanel is the projection of the motion on the (x, y) plane, the bottom left subpanel is the projection on the (y, t) plane and the
bottom right subpanel is the projection on the (x, t) plane. Here the thick blue and green lines correspond to the analytical predictions while
the thin red and black lines correspond to the numerical results. Right four panels: As in the left panels, but with γ = 0.0023.
creased role of soliton-sound interactions for two solitons lo-
cated in asymmetric positions in a one-dimensional harmonic
trap, which allowed significant energy exchange.
In the spirit of exploring the relevance of the model to other
parametric regimes, we have also attempted to probe simi-
lar features, as e.g. in Fig. 2, for different sets of parameter
values. Our conclusion from this study is that for larger val-
ues of the chemical potential and smaller values of the trap
frequency Ω, the model becomes generally and progressively
more accurate. This is confirmed not only by the eigenvalue
computations and more accurate linearization predictions (see
Appendix B), but also by direct numerical computations of the
vortex dynamics as, e.g., in the dipole epicyclic evolution of
Fig. 3. The figure shows two epicyclic evolution examples for
the cases of γ = 0 (left) and γ = 0.0023 (right), while reduc-
ing Ω to 0.1 and increasing the chemical potential µ to 4 [73].
Both the fully three-dimensional evolution of (x, y) as a func-
tion of t and the cross sections in the (x, y), (x, t) and (y, t)
planes reveal a very accurate capturing of the motion of the
vortices. Nevertheless, we should note here that even slight
“detunings” from the exact vortex motion (e.g. due to the im-
perfect capturing of the screening effect) lead to a cumulative
effect over the long integration times displayed e.g. in Fig. 3.
This renders more difficult (and, arguably, less meaningful)
the introduction of a quantitative measure of the proximity of
the trajectories as measured at any given time instance, such
as a relative position error.
IV. CONCLUSIONS AND FUTURE CHALLENGES
In this work, we have provided an energy-based, semi-
analytic method for deriving the effective dynamics of vor-
tices in the presence of both an inhomogeneous background,
and importantly, a damping term that accounts phenomeno-
logically for the qualitative effect of the thermal cloud. In
the context of the simple, yet accurate at sufficiently low
temperatures, dissipative Gross-Pitaevskii equation, the single
vortices were confirmed (in accordance with earlier reported
works) both analytically and numerically to spiral outwards
towards the rim of the condensate, disappearing in the corre-
sponding background. While this DGPE model is only valid
far from the critical temperature due to the result of ignoring
fluctuations, this is nonetheless a relevant regime for numer-
ous experiments given the excellent experimental control cur-
rently available. Starting from such a model (and ignoring
stochastic fluctuations which are expected to become signifi-
cant at higher temperatures and closer to the critical region as
discussed, e.g., in Refs. [60, 61]), our considerations provide
an explicit analytical description of such spiraling (for a given
dissipation parameter), enabling the quantification of the rele-
vant effect in the Thomas-Fermi regime where the vortex can
be considered as a “particle”. In fact, one can envision a “re-
verse” process, whereby from experiments such as the ones
of Ref. [19], one can quantitatively infer an “effective” value
of such a dissipation coefficient γ, through comparison with
the analytical predictions of Eqs. (12)-(13). Importantly, we
have subsequently generalized such considerations to the case
of a vortex dipole, a setting of intense recent physical inter-
est also experimentally [20, 21]. We have illustrated in the
latter how the internal epicyclic motion of the vortices is also
converted into an outward spiraling. In this setting, the ana-
lytical approximation provided a qualitative description of the
corresponding dynamics, with deviations becoming generally
less pronounced with larger condensates and more symmetric
initial vortex configurations.
The present work paves the way for a multitude of future
possibilities. On the one hand, one can consider more com-
plex two-dimensional settings including larger vortex clus-
ters, and co-rotating vortex patterns (see recent experimental
8and theoretical results in Ref. [23]), instead of purely counter-
rotating ones, such as the dipoles considered herein. An ad-
ditional direction that could be very relevant to explore, par-
ticularly in the case of asymmetric vortex dipoles, concerns
the interplay of vortices with sound waves as the sound emit-
ted from each of the vortices could be affecting the motion
of the other vortex within the pair, in a way reminiscent of
the recent analysis of Ref. [71]. On the other hand, a very
natural extension would be to attempt to provide effective
equations for a single vortex ring in the context of a three-
dimensional space-time generalization of the dissipation con-
sidered herein. Such vortex rings may appear even sponta-
neously in three-dimensional space-time BECs [74] and even
their interactions have been experimentally monitored [75]
(see also the relevant review of Ref. [76]), hence the devel-
opment of a particle based formulation for their motion seems
like a particularly exciting topic for future study.
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Appendix A: An Alternative approach to the vortex center
dynamics
We start by considering the PDE of the form of Eq. (1). We
then define the following quantities
j(u) := − i
2
(u∗∇u− u∇u∗) , (A1)
J(u) :=
1
2
curl j(u). (A2)
which correspond, respectively, to the momentum density and
(half of) the vorticity, but we will treat them here as mathe-
matical quantities.
It can then be shown directly that:
∂tJ(u) = γ curl(∂tu,∇u)− 1
2
curl div(∇u ⊗∇u)
− 1
2
curl(|u|2∇V ),
(A3)
where (a, b) = 12 (ab
∗+a∗b) is the complex inner-product and
⊗ denotes the tensor product.
We will now examine the magnitude of the different terms
in the identity (A3) by direct calculation based on an ansatz of
the form u(x, t) =
√
ρTF(x)v(x − a(t)) where v = √ρeiθ
will denote the vortex of the homogeneous problem; in turn,
the Thomas-Fermi density ρTF(x) = µ(1 − |x|
2
R2TF
). Then
we have for the momentum term: j(v)(x) = ρ(x)∇θ(x) =
1
|x|ρ(|x|)τ where τ = (−y, x)/|x|. Notice that for the spa-
tial scales of interest to this calculation, we will have: r =
(2µ)−
1
2 with r, |a| ≪ RTF, i.e., r denotes a spatial scale of
the order of the healing length of the vortex. In particular
ρ(r) ≈ 1. The symbol a will be used to denote the vector
position of the vortex, which is assumed to be well within the
Thomas-Fermi radius RTF.
Integrating J(u) against a spatial variable xk (where the
subscript index k = 1, 2 denotes the two dimensions) yields
∫
Br(a)
xkJ(u)dx =
ρ2(r)
2r
∫
∂Br
(xk + ak)ρTF(x + a)dℓ
+
1
2
∫
Br
ρTF(x+ a)ρ(|x|)∇θ × ekdx.
Here Br(a) is a ball of radius r around the center position
(a) of the vortex and ∂Br(a) denotes the boundary of such a
region. The first among these terms yields:
ρ(r)µ
2r
[
2πrak
[
1− r
2 + |a|2
R2TF
]
− πr
3ak
R2TF
]
= πρ(r)µak
(
1− |a|
2
R2TF
)
+O
(
µr2|a|
R2TF
)
,
and the second term is found to be also of O(µr
2|a|
R2TF
). From the
time derivative of the Jacobian term, we thus obtain to leading
order:
∂t
∫
Br(a)
xkJ(u)dx = πρ(r)µa˙. (A4)
A longer calculation for the moment of the dissipa-
tive term in Eq. (A3) leads to an integral of the form∫
Br(a)
xk curl(∂tu,∇u)dx. Based on the ansatz, we get a
dominant contribution of the form
− γµ
[
1
2
∫
Br
|∇v|2 dx− πρ(r)
]
a˙× ek (A5)
with error terms bounded by O(µ|a|
2|a˙|
R2TF
).
The interaction term can be reshaped using
the following identity: curl div(∇u ⊗ ∇u) =
curl
[
(∆u,∇u) + 12∇|∇u|2
]
= curl(∆u,∇u), and a
calculation shows∫
Br(a)
xk curl div (∇u⊗∇u) dx
=
∫
∂Br
(xk + ak) (∆u, ∂τu) dℓ
+
∫
∂Br
(∂νu,∇u× ek) dℓ
−
∫
∂Br
1
2
τ · ek |∇u|2 dℓ.
Using that
∫
∂Br
(∂νv, ∂kv)dℓ =
∫
∂Br
τ · ek|∇v|2dℓ = 0, then
a similar calculation shows that in the absence of a second
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vortex the terms on the right hand side can be bounded by
O( µ
R2TF
).
Finally, a critical contribution is made by the potential term.
If V (x) = Ω
2
2 |x|2 then ∂jV (x) = Ω2xj and
− 1
2
∫
Br(a)
xk curl(|u(x)|2∇V )dx
= −Ω
2
2
∫
∂Br
(xk + ak)|u(x+ a)|2τ · a dℓ
− Ω
2
2
∫
Br
|u(x+ a)|2(x+ a)× ek dx
which comes to
Ω2
2
µ
[
πρ(r)r2 −
∫
Br
ρ(x)dx
]
(a× ek) (A6)
up to an error of O(Ω
2µ|a|5
R2TF
).
Putting the different contributions together from Eqs (A4)–
(A6) and dividing by πρ(r)µ = πµ, we arrive at an effective
ODE for the motion of the vortex,
a˙+ γA(a˙× ek) = −Ω
2
µ
B(a× ek),
where
A =
1
2π
∫
B
(2µ)
−
1
2
|∇v|2 dx− 1,
B =
1
4πµ−1
∫
B
(2µ)
−
1
2
ρ(x)dx − 1.
Since (1 − |a|2
R2TF
)a˙ = a˙ up to O( 1
R2TF
), we achieve the analo-
gous ODE to the result of Eqs. (12)-(13), up to terms logarith-
mic in µ/Ω and errors of O( 1
R2TF
). Thus, this higher order
moment method yields a similar conclusion to the one ob-
tained by the energy methods earlier in the text. In order to
discern the higher order corrections using this method, one
should look at the situation when the healing length is signifi-
cantly smaller than the vortex position, r≪ |a|.
Appendix B: Stability analysis of vortices and vortex dipoles in
the DGPE framework
We present here some further details related to the eigenfre-
quency spectrum of the single vortex and vortex dipole cases;
for mathematical completeness, we present our results for val-
ues of γ in the range 0 ≤ γ ≤ 3, noting that values of γ well
beyond the interval outlined previously (in the main text) have
no physical relevance for the particular problem.
First, Fig. 4 (left plots) depicts real and imaginary parts of
the eigenfrequency associated with the anomalous mode of
the vortex centered at the origin for different values of µ ver-
sus γ for the DGPE [Eq. (1)]. This shows that the mode has a
positive imaginary part of the eigenfrequency (i.e., a real part
of the corresponding eigenvalue, directly signaling the rele-
vant instability) for any non-zero value of γ. In Fig. 4 (right
plots), we show how the spectrum of the Hamiltonian case
(γ = 0) gets modified by a γ 6= 0 term depicting also the
“trajectory” of the relevant eigenvalues of the spectrum for
different values of the chemical potential µ.
Next, turning to numerical computations based on our an-
alytical approximations, we now examine the linearization
(BdG) analysis around a single vortex (Fig. 5, left plots), as
well as around a stationary VD (Fig. 5, right plots). In the for-
mer case, we observe the good agreement of our theoretical
prediction of Eqs. (12)-(13) in comparison with the anomalous
mode (complex) frequency associated with the single vortex
spiraling outward motion; note that the real part of the rele-
vant eigenfrequency is associated with the precession around
the center, while its imaginary part with the growing radius of
the relevant motion.
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FIG. 5: (Color online) Left Images: The upper four subpanels show the comparison of the imaginary (growth) part of the vortex linearization
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associated with the anomalous mode from the BdG numerical analysis (dashed blue) against the dissipation term γ for µ = 0.71, 0.80, 1, 1.6
versus the analytical prediction (solid red), for Ω = 0.2.
As an aside, we note in passing that for sufficiently large
γ in the vortex dipole case, there is a collision of the relevant
vortex pair epicyclic internal mode eigenfrequencies. This,
in turn, results in the exponential expulsion of the VD con-
stituents, a feature that is never possible to observe for iso-
lated vortices. However, a note of caution should be added
here. The values of γ [of O(1)] where such phenomenology
arises are roughly 3 orders of magnitude above the physically
relevant values at least for the thermal damping DGPE model
of BECs considered herein. Consequently, such phenomenol-
ogy is simply of mathematical, rather than physical relevance.
Recall that in the case of the VD, in accordance to what
was shown in Ref. [70], there is a pair of internal modes of
the two-vortex bound state. One of these is a Goldstone mode
of vanishing frequency associated with the free rotation of the
pair around the trap center. However, the second mode refers
to the epicyclic motion around the vortex dipole equilibrium
observed in Ref. [20]; this motion is also hinted at by the vor-
tex dynamics of Ref. [21]. It is the latter motion that leads to
the instability (oscillatory or purely exponential, for small or
large γ, respectively) observed herein. Finally, it is reassuring
to note that in the dipole case, as in the single vortex case of
Fig. 5, the theoretical approximation for the eigenfrequency
becomes more accurate as the chemical potential µ gets larger
where the vortices behave more like point particles.
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