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Abstract
In this paper we relate the minimization problems for general submodular functions and sym-
metric submodular functions. We characterize the contractions and restrictions of symmetric
submodular functions. The latter we show to be the same as posimodular functions. Finally,
we prove the equivalence of various symmetric submodular function minimization problems and
the general submodular function minimization problem. We also give a preprocessing algorithm
for the general submodular function minimization problem which could lead to substantial size
reduction.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we relate the general submodular function minimization problem to the
symmetric submodular function minimization problem. The former has been recently
(July, 1999) solved by Iwata et al. [1] and independently by Schrijver [9], while the
latter was solved by Queyranne in 1994 [7] using the ideas of Nagamochi and Ibaraki,
[2,3,5] and Stoer and Wagner [10].
In [8], Queyranne proves the equivalence of the general submodular function min-
imization problem to that of @nding a minimizing set for a symmetric submodular
function under the condition that out of two speci@ed elements, one should belong to
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the set and the other should be outside it. In the present paper we break this proce-
dure of constructing equivalence into two parts of lifting, which amounts to reversing
the restriction and contraction operations going through intermediate symmetric sub-
modular functions. We solve the natural problems that arise during this process, such
as characterizing the restriction and contraction of symmetric submodular functions. In
particular, we show that the class of restrictions of symmetric submodular functions and
the class of posimodular functions are identical. Using these ideas we give a number
of equivalent versions of the submodular function minimization problem.
2. Preliminaries
Let S be a @nite set and let f : 2S → R. We then say f(:) is a set function. We
say f(:) is symmetric iH f(X ) = f(S − X ); X ⊆ S.
We say f(:) is a (fully) submodular function iH
f(X ) + f(Y )¿f(X ∪ Y ) + f(X ∩ Y ); ∀X ⊆ S:
We say f(:) is (fully) posimodular iH
f(X ) + f(Y )¿f(X − Y ) + f(Y − X ); ∀X; Y ⊆ S:
In this paper we only consider ‘fully’ submodular, posimodular, etc. functions. So this
adjective will be omitted henceforth.
Let T ⊆ S. The restriction f:T (:) on 2T is de@ned through f:T (Y ) ≡ f(Y ); Y ⊆ T .
The contraction f×T (:) on 2T is de@ned through f×T (Y ) ≡ f(Y∪(S−T ))−f(S−T ).
Let T1 ⊆ T2 ⊆ S. Then the function (f× T2):T1(:) on 2T1 is called a minor of f(·). It
is easily seen that (f × T2):T1(:) can also be written as (f:T ′2)× T ′1(:) for appropriate
sets T ′1; T
′
2.
Let (·) be a set function on subsets of S and let 	 be a partition (≡ {S1; : : : ; Sk})








 ; Xf ⊆ 	:
Where the partition is clear from the context, we would omit ‘relative to 	’. It is easy
to see that the fusion of a submodular function is also submodular.
Let S be a set, let a; b∈ S and let T ⊆ S. We say T separates a; b iH |T ∩{a; b}|=1.
We next state the two minimization problems that we are concerned with in this
paper.
General submodular function minimization (GSM) problem: Let f(:) be a submod-
ular function on subsets of S. Find a subset of S on which f(:) reaches minimum
value.
Symmetric submodular function minimization (SSM) problem: Let f(:) be a sym-
metric submodular function on subsets of S. Find X;  ⊂ X ⊂ S on which f(:) reaches
minimum value.
H. Narayanan /Discrete Applied Mathematics 131 (2003) 513–522 515
Generalizing the ideas of Nagamochi, Ibaraki, Stoer and Wagner, Queyranne gave
an elegant solution to the symmetric submodular function minimization problem. In
brief, the algorithm is as follows:
Input: A submodular function g(:) on 2S .
Output: A set Xˆ ;  ⊂ Xˆ ⊂ S on which f(X ) ≡ g(X )+g(S−X ) reaches a minimum.
Steps: Pick any element say x∈ S. Find a2 ∈ S − x such that g(x ∪ a2) − g(x) is a
minimum. Suppose by repeating this procedure we reach X ⊆ S. Grow X further by
@nding ai ∈ S − X , such that g(X ∪ ai)− g(X ) is a minimum. Let x; a1; a2; : : : ; an−1; an
be the sequence of the elements obtained through this process. Then (it can be shown
that) {an} minimizes f(:) over all sets which contain precisely one of an−1; an. This
completes one phase. We call X1 ≡ {an}, the minimum set of phase one. Merge (fuse)
an−1; an into a single element y2, i.e., de@ne the following fusion of g(:).
Let g2(X ) ≡ g(X ), if y2 ∈ X and g2(X ) ≡ g(X −y2 ∪{an−1; an}), if y2 ∈X . Repeat
with g2(:). Similarly build g3(:); : : : ; gn−1(:), the last being on subsets of a two element
set. Let Xi be the minset of the ith phase. De@ne fi(X ) ≡ gi(X ) + gi(S − X ). Let
fj(Xj) be the minimum among all fi(Xi) and let Xˆ j ⊆ S be the corresponding subset
of the set S obtained by undoing the fusions. Then Xˆ j is the required set minimizing
the function f(·).
We will call the above algorithm the Q-algorithm.
Given any set function g(:), we can make it the restriction of (essentially) the con-
traction of an appropriate symmetric set function. This latter symmetric function is
constructed through one of the following two procedures.
• Anti-restriction: g(:) on 2S ; f(:) on 2S∪{a}; a ∈ S.
f(X ) ≡ g(X ); X ⊆ S:
f(X ) ≡ g(S − X ); a∈X ⊆ S ∪ {a}:
We would say that f(·) is an anti-restriction of g(·) on subsets of S ∪ {a}, where
a ∈ S.
• Anti-contraction: g(:) on 2S ; f(:) on 2S∪{a}; a ∈ S.
f(X ) ≡ g(S − X ); X ⊆ S:
f(X ) ≡ g(X − a); a∈X ⊆ S ∪ {a}:
(Note that f × S(Y ) = f(Y ∪ a)− f(a) = g(Y )− f(a).)
We would say that f(·) is an anti-contraction of g(·) on subsets of S ∪ {a}, where
a ∈ S.
If g(·) is a submodular function on subsets of S; fa(·) is a submodular function
on 2S∪{a}; a ∈ S s.t. g(·) = fa(·):S and fab(·) is the anti-contraction of fa(·)
on 2S∪{a}∪{b}; a; b ∈ S; a = b, then we say that fab(·) is the symmetric (a; b) lifting
of g(·).
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3. Contraction and restriction of symmetric submodular functions
The symmetric submodular function minimization algorithm (Q-algorithm) is capable
of minimizing the restriction of such a function to a set, say T , over all sets X s.t.
∅ ⊂ X ⊆ T and the contraction of such a function to a set T , over all sets X s.t.
∅ ⊆ X ⊂ T .
In case of the restriction,
if g(:) = fˆ:T (:), where fˆ(:) is a symmetric submodular function on 2S , then build
f(:) on 2T∪{a} as follows:
f(X ) ≡ g(X ); X ⊆ T
and
f(Y unionmulti (S − T )) ≡ g(T − Y ) = f(T − Y ); Y ⊆ T;
where unionmulti denotes disjoint union. Now if we identify S−T with a (i.e., fuse S−T into
a single element a) we see (with a slight abuse of notation) that
f(X ) = fˆ(X ); X ⊆ T ∪ {a}:
Thus f(:) (the anti-restriction of g(:)) is a symmetric submodular function on 2T∪{a}.
Suppose Xˆ minimizes f(:) over ∅ ⊂ X ⊂ T ∪ {a}. Then g(Xˆ ) and g(T − Xˆ ) are,
respectively, the minimum values for the cases a ∈ Xˆ and a∈ Xˆ .
Suppose the minimizing set for g(:) over ∅ ⊂ X ⊂ T is sought. In this case, if
Xˆ = T , we should have the minimum value of g(:) occurring over T . To avoid this,
for each phase we could start the legal sequence with a as the @rst element. So the
min set of no phase would be identi@able with T (unless the total number of elements
becomes two). The least valued among these would be the desired set.
In the case of contraction, if g(:)= fˆ×T (:), where fˆ(:) is a symmetric submodular
function on 2S , build f(:) on 2T∪{a} as follows:
f(X ) ≡ g(T − X ); X ⊆ T
f(X ) ≡ g(X − a); a∈X ⊆ T ∪ a:
This function f(:) is symmetric. Now we know that
g(X − a) = fˆ((X − a) ∪ (S − T ))− fˆ(S − T )
and
g(T − X ) = fˆ((T − X ) ∪ (S − T ))− fˆ(S − T )
= fˆ(S − X )− fˆ(S − T )
= fˆ(X )− fˆ(S − T );
using symmetry of fˆ.
It is thus clear that if we identify (S − T ) with a, then:
f(X ) = fˆ(X )− fˆ({a}); X ⊆ T ∪ {a}:
Thus f(:) (the anti-contraction of g(:)) is a symmetric submodular function. Also,
minimization of f(:) over all X s.t. ∅ ⊂ X ⊂ T ∪ {a} is equivalent to minimizing
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fˆ(:) over the same class of subsets (treating S − T as a single element). Suppose Xˆ
minimizes f(:) over ∅ ⊂ X ⊂ T ∪{a}. Then g(T − Xˆ ); g(Xˆ − a) are, respectively, the
minimum values for the cases a ∈ Xˆ and a∈ Xˆ . Suppose the minimizing set of g(:)
over ∅ ⊂ X ⊂ T is sought. In this case, if Xˆ = a, we would have the min value of
g(:) occurring over ∅. To avoid this, for each phase we would start the legal sequence
with a as the @rst element. So the min set of no phase would contain a as a member.
Next suppose the anti-restriction (anti-contraction) of g(:) is a symmetric submodular
function. Essentially by going through the above argument, it is clear that g(:) is also
the restriction (contraction) of a suitable symmetric submodular function.
We summarize the above discussion in the following theorem.
Theorem 1. Let g(:) be a submodular function on 2T . Then g(:) is the restriction (con-
traction) of a symmetric submodular function i5 its anti-restriction (anti-contraction)
is a symmetric submodular function. The Q-algorithm permits minimization of g(:)
over ∅ ⊂ X ⊂ T; ∅ ⊆ X ⊂ T; ∅ ⊂ X ⊆ T and over ∅ ⊆ X ⊆ T , when g(:) is the
contraction or restriction of a symmetric submodular function.
We will refer to contractions and restrictions of symmetric submodular functions as
C-type and R-type submodular functions respectively.
It is clear that addition and non-negative scalar multiplication of R-type (C-type)
submodular functions results in R-type (C-type) submodular functions.
We now characterize the R-type and C-type submodular functions. We begin with a
preliminary lemma (from [6], Solved Problem 9.17). Similar techniques may also be
found in [4].
Lemma 2. Let h(:) be a submodular function on 2T .
(a) If h(:) satis7es
h(X − e)− h(X )6 h(T − (X − e))− h(T − X ); e∈X ⊆ T
then the anti-restriction of h(:) is a symmetric submodular function.
(b) if h(:) satis7es
h(X − e)− h(X )¿ h(T − (X − e))− h(T − X ); e∈X ⊆ T
then the anti-contraction of h(:) is a symmetric submodular function.
The proof is routine.
We now have:
Theorem 3. Let h(:) be a submodular function on 2T .
(a) h(:) is R-type i5 h(:) satis7es
h(X − e)− h(X )6 h(T − (X − e))− h(T − X ); e∈X ⊆ T:
(b) h(:) is C-type i5 h(:) satis7es
h(X − e)− h(X )¿ h(T − (X − e))− h(T − X ); e∈X ⊆ T:
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Proof. The suOciency follows from Lemma 2 and Theorem 1. We prove the necessity
only for case (b). Case (a) is similar and is omitted. Let h(:) = f × T (:), where f(:)
is a symmetric submodular function on 2s. Now
h(X )− h(X − e) =f(X ∪ (S − T ))− f((X − e) ∪ (S − T ))− f(S − T )
+f(S − T )
=f(X ∪ (S − T ))− f((X − e) ∪ (S − T )):
Next
h(T − X )− h(T − (X − e)) =f((T − X ) ∪ (S − T ))
−f((T − (X − e)) ∪ (S − T ))
=f(S − X )− f(S − (X − e))
=f(X )− f(X − e):
By submodularity of f(:),
f(X ∪ (S − T ))− f((X − e) ∪ (S − T ))6f(X )− f(X − e):
We thus conclude that
h(X )− h(X − e)6 h(T − X )− h(T − (X − e)); e∈X ⊆ T;
as required.
We now have the following corollaries.
Corollary 4. (a) Let g1(:); g2(:) be R-type (C-type) submodular functions. Then (g1+
g2)(:) is R-type (C-type) and g1(:); ¿ 0 is R-type (C-type).
(b) Every symmetric submodular function is both C-type and R-type.
(c) Every increasing submodular function is R-type.
(d) If w(X ) =
∑
e∈X w(e) and w(e)¿ 0 (w(e)6 0) then w(:) is R-type (C-type).
Corollary 5. A submodular function f(:) on 2S is R-type i5 it is posimodular, i.e.,
f(X ) + f(Y )¿f(X − Y ) + f(Y − X ); ∀X; Y ⊆ S.
Proof. Let f(:) be posimodular, then applying posimodularity,
f(X ) + f(S − (X − e))¿f(X − e) + f(S − X ); X ⊆ S, i.e., f(:) is R-type.
Next let f(:) be R-type.
Then (it is easy to show that) f(X )−f(X−Z)¿f(S−X )−f(S−(X−Z)); Z ⊆ X .
So, taking Z ≡ X ∩ Y , we have
f(X )− f(X − Y )¿f(S − X )− f(S − (X − Y ))
¿f(Y − X )− f(Y )
(by the submodularity of f(·) using (S − (X − Y ))− (S − X ) = Y − (Y − X ) = X ∩ Y
and the fact that Y ⊆ S)
i.e. f(:) is posimodular.
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4. Minors of symmetric submodular functions
In this section we show that all submodular functions are essentially minors of
symmetric submodular functions and this relates the two minimization problems GSM
and SSM. We begin with a well known result.
Lemma 6. Let g(:) be a submodular function on 2S . Then g(:) = (:) + w(:), where
(:) is an increasing submodular function and w(:) is a nonpositive weight function
(i.e. w() = 0 and w(X ) =
∑
e∈X w(e)). Thus every submodular function is the sum
of an R-type submodular function and a C-type submodular function.
Sketch of proof. Take wˆ(e) = g(S)− g(S − e). Then
(g− wˆ)(X )− (g− wˆ)(X − e); e∈X
¿ (g− wˆ)(S)− (g− wˆ)(S − e) (submodularity)
¿ g(S)− g(S − e)− wˆ(e)
¿ 0:
Thus (g − wˆ)(:) is an increasing submodular function. Next let wˆ = w + wp, where
w is a nonpositive weight function and wp is a non negative weight function. Take
= g− wˆ + wp. We now have (:); w(:) with the desired properties.
Theorem 7. Let g(:) be a submodular function on 2S .
(a) There exists a submodular function f(:) which is a symmetric (a; b) lifting of
g(:).
(b) g(:)− g() is a minor of a symmetric submodular function.
Proof. (a) Let g(:) =  + w, where  is increasing and w(:) is a nonpositive weight
function. Let f1 be the symmetric anti-restriction of  on 2S∪a and let w1(a)=0; w1=S=
w. Let g1(:) = f1 + w1. Clearly g1:S(:) = g(:). Now f1 is a symmetric submodular
function and therefore also C-type, w1 is nonpositive and therefore C-type. So g1(:) is
also C-type. Let f(:) be the (symmetric) anti-contraction of g1(:) on 2S∪{a}∪{b}. We
now have f(:) as the desired symmetric submodular function.
(b) Observe that f×(S∪{a})(X )=f(X ∪b)−f(b); (X ⊆ S∪{a})=g1(X )−g1().
So if X ⊆ S; (f× (S ∪ a):S)(X )= g1(X )− g1(); X ⊆ S =f1(X )+w1(X )−f1()=
(X ) + w(X )− () = g(X )− g(), as desired.
It may be noted that the proof of Theorem 7 contains a constructive procedure
for building a submodular function f(:) that is a symmetric (a; b) lifting of a general
submodular function g(:) on 2S . We note that g(X )=f(X ∪b)+constant; X ⊆ S. Thus
the minimization of g(:) is equivalent to the minimization of f(:) under the condition
that the set in question contains b but does not contain a. This is essentially the same
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as a result due to Queyranne [8]. However his construction uses a bound M which
depends on the minimum and maximum values of g(:).
We now present an equivalence between four types of minimization problems. (The
equivalence of (2) and (4) was proved by Queyranne in [8].)
Theorem 8. The following problems are equivalent.
(1) Minimization of a symmetric submodular function f(:) on 2S over all sets X such
that ∅ ⊂ A ⊆ X ⊆ B ⊂ S.
(2) Minimization of a symmetric submodular function fˆ(:) on 2T∪{a}∪{b} over all
sets Xˆ which separate a; b.
(3) Minimization of the minor of a symmetric submodular function.
(4) Minimization of a general submodular function.
Proof. The equivalence of (3) and (4) follows from Theorem 7. Next (2) is clearly a
special case of (1). To see the equivalence of (1) and (2), treat A as a single element
a and S−B as a single element b. Take T=S−(A∪(S−B)) and fˆ(X ) ≡ f(X ); a; b ∈
X; fˆ(X ∪ {a}) ≡ f(X ∪ A); fˆ(X ∪ {b}) ≡ f(X ∪ (S − B)); fˆ(X ∪ {a} ∪ {b}) ≡
f(X ∪ A ∪ (S − B)).
Clearly if f(:) is a symmetric submodular function, so is fˆ(:): Xˆ separates a and
b (without loss of generality a∈ Xˆ ; b ∈ Xˆ ) iH A ⊆ (Xˆ − a) ∪ A ⊆ B. So (1) reduces
to (2).
To see the equivalence of (1) and (3) observe that f × T1:T2(X ) = f(X ∪ (S −
T1))− f(S − T1); X ⊆ T2 ⊆ T1. So minimizing f × T1:T2(:); X ⊆ T2 is the same as
minimizing f(:) over (S − T1) ⊆ Y ⊆ (S − T1) ∪ T2. This proves the result.
5. A preprocessing algorithm
We now give a preprocessing algorithm for the general submodular function mini-
mization problem.
This algorithm suggests itself if we attempt to use Queyranne’s algorithm to reduce
the size of the general submodular function minimization problem. One of the byprod-
ucts of this algorithm is that for the general submodular function problem, we may
take the function to be ‘reduced’ (as de@ned at the end of the algorithm) without loss
of generality.
Input: A submodular function g(:) on 2S .
Output: A partition 	 of S such that one of the sets that minimizes g(:) is a
union of some of the blocks of 	. (In the worst case this could be the partition into
singleton sets.)
Steps: Let f(:) be a symmetric (a; b) lifting of g(:). Thus f(:) is a symmetric
submodular function on S∪{a; b}. Use the Q-algorithm on f(:). Let T1 be a minimizing
set under the condition of being nonvoid and not being the full set. (If T1 separates
a; b, without loss of generality containing b, then T1 − b minimizes f(:), solving
the main minimization problem.) Without loss of generality let T1 ⊆ S. Fuse T1 with
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{a; b}. Let f1 be the resulting submodular function on (S − T1) ∪ {t1}, where t1 ≡
{T1; {a; b}}. Let T2 ⊆ S minimize (under non-null, non-full condition) the symmetric
submodular function f1. Fuse T2 with t1 yielding t2. More generally let fi be the
symmetric submodular function on (S − ⋃ij=1 Ti) ∪ {ti} and let Ti+1 ⊆ S minimize
fi(:) (under condition as above). Then fi+1 is de@ned on (S−
⋃i+1
j=1 Ti)∪{ti+1}, where
ti+1 ≡ {{Ti+1; ti}}. Let
⋃k
i=1 Ti = S. The required partition is 	 ≡ {T1; : : : ; Tk}.
Justi'cation of the preprocessing algorithm. We observe that Ti; i=1; : : : ; k have prop-
erty that f(Y )¿f(Ti); ∅ ⊂ Y ⊆ Ti. It follows from the submodular inequality that
any (a; b) separating minimizing set of f(:), say X , can be assumed to either contain
Ti or not to intersect it. (f(X ) + f(Ti)¿f(X ∩ Ti) + f(X ∪ Ti); from the property
of f(Ti) it follows that if X ∩ Ti is not null then X ∪ Ti (which is not the full set)
minimizes f(:) (under non-null, non-full, condition)). Thus a minimizing set say X ′
of g(:) has the same property that if X ′ ∩ Ti is not null then X ′ ∪ Ti minimizes g(:).
But then we would be justi@ed in restricting ourselves to the unions of blocks of 	
in our search for a minimizing set of g(·). This is equivalent to minimizing gfus	.
The preprocessing algorithm shows the following:
Let f(:) be a symmetric submodular function on 2S∪{a;b} with the property that
if S ≡ {x1; x2; : : : ; xn}; f:S minimizes on x1 and for i = 1; : : : ; (n − 1); f:(S − Ti),
where Ti ≡ {x1; : : : ; xi}, minimizes on xi+1. Let g(:) ≡ f × (S ∪ {a}):S(:). Let us call
submodular functions such as g(:) reduced. Then the general submodular function min-
imization problem is equivalent to the minimization problem for reduced submodular
functions.
We saw above that gfus	(:), where 	 is the output of the above algorithm, may
be taken as the submodular function to be minimized. Thus, if we had some al-
ternative algorithm which yields a partition 	 guaranteed not to be composed only
of singleton blocks, then by repeated use of it we can minimize the submodular
function.
6. Conclusion
In this paper we have studied the restrictions and contractions of symmetric sub-
modular functions. We have also constructed a number of equivalences to the general
submodular function minimization problem in terms of the symmetric submodular func-
tion minimization problem. Finally, we have given a preprocessing algorithm for the
general submodular function minimization problem which in some cases may reduce
the size of the problem.
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