(AC) 7 = 4>(L) for some lattice automorphism <f> of C{H) and some commutative subspace lattice £ Ç C{H).
Then 7 satisfies (AC) if and only if 7 Ç 8 for some Boolean algebra subspace lattice B Ç C(H) with the property that, for every K, L G B, the vector sum K + L is closed. If 7 is finite, then 7 satisfies (AC) if and only if 7
is distributive and K + L is closed for every K,L € 7. In finite dimensions 7 satisfies (AC) if and only if 7 is distributive. Every 7 satisfying (AC) is reflexive. For such 7, given vectors x,y £ H, the solvability of the equation Tx = y for T G Alg 7 is investigated.
Preliminaries.
Throughout this paper H will denote a complex, separable, nonzero Hubert space. The inner product on H is denoted (• | •). Let B(H) denote the set of (bounded, linear) operators acting on H and, for T G B(H), let R.(T) denote the range of T. Let C(H) denote the set of (closed) subspaces of H. By a lattice of subspaces of H is meant a subset 7 Ç C(H) which is closed under intersections and closed linear spans, i.e., M, N G 7 implies MON G 7 and M\lN G 7■ A lattice of subspaces 7 is complete if f) Ma G 7 and \J Ma G 7 for every family {Ma} of elements of 7; it is commutative if PkPl = PlPk for every K,L G 7 (Pk denotes the orthogonal projection with range K). A subset 7 Ç C(H) is strongly closed if {Pk-K G 7} is closed in the strong operator topology. By a subspace lattice on H is meant a complete lattice of subspaces containing (0) and H. As usual, for any subset 7 Ç C(H) we let Alg J = {T G B(H):TM Ç M for every M G 7} and let Lat . 4 
= {N G C(H):TN Ç N for every T G A} for any subset A ç B(H). The subset 7 Ç C(H) is called reflexive if 7 = Lat Alg / and transitive if Lat Alg 7 = C(H). An automorphism <f> of C(H) is a bijection of C(H) onto itself satisfying M C N if and only if <j>(M) Ç </>(N). Every automorphism <f> satisfies
<p(f)Ma) = f)(j)(Ma) and <t>(\JMa) = \J<t>(Ma) for every family {Ma} Ç C(H).
The image <f>(£) of a subspace lattice £ under an automorphism <p of C(H) is obviously a subspace lattice. If S G B(H) is invertible, M -► S M (M G C(H))
defines an automorphism. The image of any subset 7 Ç C(H) under this automorphism will be denoted S7. Much is known about commutative subspace lattices (for example, see [1, 6] ). It is easy to show that commutativity is not preserved by automorphisms. (For example, let H = K © K, L = {(0), K 8 (0), (0) © K, H), and let 4> be the automorphism induced by the invertible operator 5 G B(H) defined by S(x,y) = (x + y,y), so that <¡>:M -> SM(M Ç C(H)).) Denote by (AC) the following condition that a subspace lattice 7 Ç C(H) may or may not satisfy:
(AC) 7 -4>(ù) for some lattice automorphism <j> of C(H) and some commutative subspace lattice t on H.
Every commutative subspace lattice on H is reflexive. It is shown in [9] that, if H is infinite-dimensional, automorphisms of C(H) preserve reflexivity (and transitivity). This result is extended to finite-dimensional spaces below. Thus every subspace lattice satisfying condition (AC) is reflexive. A subspace lattice 7 is called
It is well known that commutative subspace lattices are distributive. Clearly, if 7 satisfies (AC), then 7 is distributive. We show that the converse is true in fiinte dimensions. A subspace lattice S is complemented if, for every K G B, there
exists an element K' G B such that K n K' = (0) and KvK' = H. Call S a
Boolean algebra if it is complemented and distributive. In Boolean algebras, the complement K' of any element K is unique. It is shown that a subspace lattice 7 satisfies (AC) if and only if 7 Ç S for some Boolean algebra subspace lattice B with the property that, for every K,L G B, the vector sum K + L is closed. Also, a finite subspace lattice 7 satisfies (AC) if and only if 7 is distributive and K + L is closed for every K,L G 7. We conclude with an investigation of the solvability of the equation Tx = y for T G Alg 7, where x, y are given vectors and J is a given subspace lattice satisfying (AC). Most of the results, notation and terminology we use concerning abstract lattices can be found in [7] .
Main results.
We begin by briefly describing a Boolean notion, applicable to subspaces, that has been studied by several authors in connection with the theory of spectral operators (see [8] ). A Boolean algebra of projections in H [8, p. 1928 ] is a family Q of commuting bounded idempotents on H, containing 0 and 1, with the property that Q contains EF, E + F -EF and 1 -E whenever it contains E and F. A Boolean algebra Q of projections [8, p. 2195] is bounded if there exists c > 0 such that \\E\\ < c for every E G Q, and Q. is complete if, for every family {Ea} Ç Q, there exist elements E, F G Q. such that \j k(Ea) = H(E) and f| R(Ea) = Z(F). PROPOSITION 1. If Q is a complete Boolean algebra of projections in H, then B = {R(E):E G Q} is a Boolean algebra subspace lattice on H in which all vector sums are closed, i.e., K + L is closed for every K,L G B. Conversely, if B is a Boolean algebra subspace lattice on H in which all vector sums are closed, then Q = {QK:K G B}, where Qk denotes the (not necessarily orthogonal) projection onto K along its complement K', is a complete Boolean algebra of projections in H.
PROOF. First, let B = {Z(E):E G Q} with Q a complete Boolean algebra of projections. Clearly S is a subspace lattice. Since Z(E)+Z(F) = H(E+F-EF) for every E,F G Q, all vector sums in B are closed. Since also R(E) n R(F) = Z(EF), B is complemented and distributive.
Conversely, let S be a Boolean algebra subspace lattice on H in which all vector sums are closed. Let Q = {Qk-K G B}, where Qk denotes the projection onto K along K'. Let K,LgB and let xGH. Then 
Thus QLQK(l -Qk<il)x = 0. Hence QLQK(1 -Qkhl) = QlQk -Qkhl = 0, so Q is commutative. Clearly 0,1 G Q. UK,LgB, then Qk + Ql~ QkQl = Qk+l since Qk + Ql -QkQl and Qk+l are commuting idempotents with the same ranges. Since also 1-Qk = Qk1 for every K G B, it now follows that Q is a Boolean algebra of projections. For every family {Ka} Ç B,\f Z(QKa) = \f Ka = Z(QvKa) and Ç\HiQKa) = Ç)Ka = R(QnKa), so Q is complete. This completes the proof.
The following definition provides a measure of the "(cosine of the) angle between two subspaces". closed. Indeed, if dim H < oo the result is obvious. If H is infinite dimensional, the result can be obtained as a consequence of the preceding lemma using the fact that, for incomparable subspaces K and L, K + L is closed if and only if a(K,L) < 1. Alternatively, the result in this case follows almost directly from the fact that <f> is spatially induced by a bicontinuous, linear or conjugate linear, bijection S: 
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PROOF. First, let S = Lat 21' with 21 Ç B(H) an abelian von Neumann algebra.
It is easy to show that S is a subspace lattice. Since M G B if and only if Pm G 21, B is commutative and so distributive. Also M G B implies M1 G B, so B is complemented.
Conversely, let S be a commutative Boolean algebra subspace lattice on H. We show that B = Lat21', where 21 = {Pk'-K g B}" is the von Neumann algebra PROOF. Let t be a commutative subspace lattice on H. Let 21 = {Pk: K G t}" be the von Neumann algebra generated by {Pk'-K G t}. Then 21 is abelian and clearly t Ç Lat 21'.
Since H is separable, the preceding corollary can be proved by using Arveson's representation theorem for commutative subspace lattices [1, Theorem 1.3.1]. By this theorem, if £ is a strongly closed commutative subspace lattice on H, there exist a compact metric space X, a finite positive Borel measure m on X and a unitary mapping U:H -> L2(X,m) such that Ut Ç B, where S is the strongly closed commutative Boolean algebra subspace lattice on L2 (X, m) consisting of the ranges of those orthogonal projections PE: L2 -> L2, where P is a Borel subset of X and Pe is multiplication by the characteristic function \e of E. In [10] it is shown that, whether H is separable or not, every strongly closed lattice of subspaces of H is complete. We now use the above-mentioned representation theorem to point out that the converse is true, on a separable space, for commutative lattices. PROOF. Let £ be a commutative complete lattice of subspaces of H. We can assume that (0), H G t-If ~t denotes the set of subspaces M oî H for which Pm belongs to the strong closure of {P^:N G t}, then Z is a commutative strongly closed subspace lattice on H. By Arveson's representation theorem, there exist X, m and S as in the statement of the proposition and a unitary mapping U:H -> L2(X,m) such that Ut Ç P. By the proposition, Ut is strongly closed, so Ut = U~t. Thus t =t, and the proof is complete.
By Theorem 1.6.3 of [1] , it now follows that every commutative subspace lattice on H is reflexive. Corollary 5.1 is a special instance of this. PROPOSITION 7. Let 7 be a subspace lattice on H. Then 7 satisfies (AC) if and only if 7 Ç B for some Boolean algebra subspace lattice on H satisfying (AC).
PROOF. Suppose first that 7 = 4>(t) for some automorphism <f> and some commutative subspace lattice t-By Corollary 5.2, t Ç Bo for some commutative Boolean algebra subspace lattice Bo-Thus 7 Ç B = 4>(Bo).
Conversely, suppose 7 Ç B where B = 4>(Bo) is a Boolean algebra subspace lattice, (p is an automorphism and So is commutative. Then 7 = 4>(t), where t = <f)~1(7) Ç So is a commutative subspace lattice. COROLLARY 7.1. Let 7 be a subspace lattice on H. The following conditions are equivalent.
(1) 7 = St for some positive invertible operator S G B(H) and some commutative subspace lattice t on H.
(2) 7 satisfies (AC).
(3) 7 Ç B for some Boolean algebra subspace lattice B on H with the property that K + L is closed for every K,L G B.
PROOF. Obviously (1) implies (2). Also, (2) and (3) are equivalent by Theorem 3 and Proposition 7. We now show that (2) implies (1). Suppose (2) is true. By the proposition 7 Ç S for some Boolean algebra subspace lattice satisfying (AC). By Theorem 3, there exists an invertible operator T G B(H) such that T~~1B is commutative. Let T* = US be the polar decomposition of T*. Then U is unitary and S is positive and invertible. Now 7 = St, where t = S~17 = U*(T-X7) Ç U*(T_1B) is commutative. The proof is complete. The characterization of (AC) provided by the equivalence of conditions (2) and (3) of the preceding corollary is somewhat unsatisfactory because condition (3) is not intrinsic to 7. If J is a Boolean algebra, Theorem 3 provides an intrinsic necessary and sufficient condition for (AC). Intrinsic characterisations of (AC) can also be found if 7 is finite or if H is finite dimensional, as we now show. PROOF. Let 7 be a finite subspace lattice on H. If 7 satisfies (AC), then 7 is distributive and K + L is closed for every K,L G 7, by Corollary 7.1.
Conversely, suppose 7 is distributive and K + L is closed for every K,L G 7. We show that 7 Ç S for some Boolean algebra subspace lattice S on H with the property that K + L is closed for every K, L G S. Then 7 satisfies (AC) by Corollary 7.1. Let KX,K2, ■.. ,Kn be the nonzero join-irreducible elements of 7. For j = 1,2,..., n let P° be the unique element of 7 covered by Kj and put Hj = Kj e P°. For each nonzero element M G 7 set fi(M) = {j: Kj Ç M}.
Then [7, Theorem 147 As noted earlier, every commutative subspace lattice on H is reflexive. It follows that every subspace lattice 7 on H satisfying (AC) is reflexive. For, by Corollary 7.1, if 7 satisfies (AC), then 7 = St for some (positive) invertible operator S G B(H) and some commutative subspace lattice t. Thus Alg 7 = S(Alg £)S_1 and Lat Alg J = S (Lat Alg t) = St = 7. It is shown in [5] that not every Boolean algebra subspace lattice on a Hubert space is reflexive, and the author asks if every strongly closed Boolean algebra subspace lattice is reflexive. A partial answer is furnished by Theorem 3 and the fact that every reflexive subspace lattice on a Hubert space is strongly closed [10] : Every Boolean algebra subspace lattice S on H with the property that K + L is closed for every K, L G B is reflexive and strongly closed. In [9] it is shown that if H is infinite dimensional (not necessarily separable) every automorphism <¡> of C(H) preserves the property of being strongly closed; i.e., 7 Ç C(H) strongly closed implies <j> (7) is. This is not true in finite dimensions.
EXAMPLE. Let 2 < dimP < oo. For any vector z G H let (z) denote the linear span of {z}. We will use the fact that if z, zx,Z2, z%,... are nonzero vectors of P, then P(z") -* P(z) strongly if and only if there exists a sequence (Mn)ï° of scalars such that /in2n/||zn|| -* z/lkll-Let {ex,e2, ■ ■ ■ ,em} be a basis of P. Let r be a discontinuous field automorphism of C. Define S: H -» H by Sx = S(Y^T=X Oíjt3) = Y^jLi T(aj)ejThen 5 is an additive bijection and S(ax) = r(a)Sx for every
x G H and every scalar a. The map 4>: C(H) -> C(H) defined by <j>(M) = S M is an automorphism of C(H). Let / G P be a nonzero vector and let (A")i°b e a sequence of nonzero complex numbers satisfying Xn -+ 0, r(Xn) -^ 0. Now <j){f) ^ H, so there exists a unit vector Se such that (Sf\Se) = 0. Now e + Xnf -► e and e + Xnf (n > 1) and e are nonzero. Thus P(e+xnf) -* P(e) strongly. Suppose that P<t>(e+xnf) -> P/,(e> strongly. Then there exists a sequence (pn)T ol scalars such that pnS(e + An/)/||S(e + An/)|| -> Se. Taking inner products with respect to Se gives /¿"/||S(e + An/)|| -* 1. Thus S(e + A"/) = Se + r(Xn)Sf 7* Se, so
•r(An) -► 0. This is a contradiction, so (P<¿(e+A"./'))ÍC does not converge strongly to P</,(e)-Hence the automorphism cf> of C(H) is not continuous in the induced strong operator topology (for every subspace M, identity M with the orthogonal projection Pm)i and so its inverse </>-1 is an automorphism which does not preserve the property of being strongly closed.
It is also shown in [9] that if H is infinite dimensional (not necessarily separable) every automorphism <p of C(H) preserves reflexivity and transitivity. It may be of some interest to note that this is true in finite dimensions as well. PROPOSITION 9 . Let H be finite dimensional and let <j> be an automorphism of C(H). For every nonempty subset 7 Ç C(H), Lat Alg 0(7) = 0(LatAlgJ). From this, Lat Alg 0(7) = 0(Lat Alg 7) for every nonempty subset 7 Ç C(H). Recently, it has been shown [11] that condition (t) is also sufficient for the existence of T G Alg 7 satisfying Tx = y, provided that 7 is commutative. 
