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2035年は 49,568億円と，20年で約 13倍になると予測されている [1]．この数値か
ら，世界からのロボットのサービス分野での活躍に対する期待の高さが伺える．
ホームサービスロボットとは，家庭や店舗など人間の生活空間で人と共存し，仕事

















るカメラや Laser Range Finder (LRF)，耳に相当するマイク，頭脳に相当する PC




























Neural Network (CNN)を用いたものが主流である [9]．2012年に Krizhevskyらに




の登場以前では，Histogram of Oriented Gradients (HOG)[11] や Scale-Invariant
Feature Transform (SIFT)[12]などのように，抽出する特徴量の設計を人間が行い，





るブレイクスルーが起こり，特に CNNが流行するきっかけとなった ILSVRC 2012
では AlexNetが他チームに 10%以上もスコア差をつけて優勝した．






か提案されてきた．それには Surface Normalize法 [15]や HHA法 [16]，ColorJET
法 [17]などが挙げられる．また，これらを用いてニューラルネットワークをトレーニ









速処理のために，Graphics Processing Unit (GPU)を用いる手法がよく使われてい
る．強力な行列演算ライブラリが組み込まれている Pythonは，CNNを実装するた
めのプログラミング言語として注目を集め，様々なライブラリとともに使われてき
た．これらのライブラリは，CNNを Central Processing Unit (CPU)に実装する労
力と比べて，大きな差異なく GPU への実装を実現することが可能であり，それに
伴って多くの CNNモデルやアルゴリズムが Pythonを用いた GPU上で開発されて
きた [19, 20, 21, 22, 23]．しかし GPUは消費電力が大きいため，電力に制約のある
ロボットへ実装するには，より消費電力の小さいデバイスの方が良い．
GPUよりも電力効率の良い演算デバイスの一つとしてFPGAが存在する．FPGA



















並び替えアルゴリズムの 1 つである Smith-Waterman アルゴリズムの実装例では，
FPGAは GPUに比べ約 18.8倍電力効率が良いという報告もある [24]．使用可能な





Binary Connect [25]や Binarized Neural Network (BNN) [26]，XNOR-Net[27]な
どが提案されている．Binary Connectは Courbariauxらによって 2015年に提案さ
れた手法である．この手法では CNN 内の結合荷重を 2 値として取り扱うことで，
ネットワークの軽量化を実現している．また，従来乗算で行わなれていた演算を加算
器で実現できるようになったため，CNNのハードウェア実装を実現するための重要
なアイデアの 1 つとなった．次に述べる BNN は Hubara によって提案された手法




















や GoogLeNet[29] のような CNN モデルそのものの進化がある．またこれと別に，
従来 CNN で用いられてきた RGB 画像だけでなく，Depth 画像を併用することで
認識精度を向上させようとする手法がある [15, 16, 17, 18]．特に Eitelの手法では，










































































































第 3章と第 4章は，提案手法と，その検証実験について述べる．初めに第 3章では，
RGB画像と Depth画像を学習するネットワークである Dual Stream VGG-16 (DS-
VGG16) や，そのネットワークのハードウェア指向アルゴリズムである Binarized





Processing Unit (CPU) や Graphics Processing Unit (GPU) といった他デバイス
への実装と比較したので報告する．さらに，提案回路をホームサービスロボットで使










[2, 3, 4, 5, 6, 7]．具体的には散らかった部屋の整理や，レストランで注文された
品物を持ってくるなど機能が挙げられる．これらのロボットは近年では少子高齢化
社会の影響などで需要が大きく伸びると予想される．New Energy and Industrial
Technology Development Organization (NEDO)の調査によると，サービス分野で
のロボットの市場は 2015年の 3733億円に比べて 2035年は 49,568億円と，20年で
13倍になると予測されている [1]．
Figure 2.1 にホームサービスロボット “Exi@”[8] を示す．このロボットは人間の
活動を支援するために，様々なアクチュエータ，センサ，演算装置を備えている．セ































































































































































































































Fig.2.6 無加工の Depth画像と，RMFを適用した Depth画像
などの影響を受け，距離測定に失敗する可能性がある．距離測定に失敗すると，その
点は欠損値となり，Depth画像上ではノイズとなって表れる．このノイズはデータ上
では NaNや 0で表現されることが多く，特に RGB-D Object Dataset[35]のように
画像ファイルとして保存されるデータでは 0で表現される．このノイズを修復するた





いることが分かる．これを Depth 画像の値域が 0～255 になるよう線形変換する正
規化の適用を考える．(c)，(d)はそれぞれ (a)，(b)を正規化した画像である．また，
(e)，(f)はそれぞれ (c)，(d)のヒストグラムである．(f)では値が 0から 255付近に
散らばっていることが分かるが，(e)ではノイズが外れ値となり，ノイズを示す値が
0に立っている他は，値が 150付近から 255付近に固まっている．ここから，(e)に




a. RGB b. Depth
(Adjusted the brightness)
c. Surface Normalized d. HHA e. ColorJET
Fig.2.7 Depth画像のエンコード手法
2.1.3 Depth画像のエンコード手法
Depth 画像の特徴を適切に取り出すため，Depth 画像を CNN で学習させる前の
エンコード手法が提案されている．これらのエンコード手法では，1 チャンネルの
Depth画像を 3チャンネルの画像に拡張する．Figure 2.7(a)に appleの RGB画像，
(b) に (a) と対応するエンコード前の Depth 画像，(c)～(e) に (b) を各手法でエン
コードした画像を示す．各手法の特徴は下記の通りである．
1. Surface Normals 法 (c)：Surface Normals 法は Bo らによって提案された
[15]．Figure 2.7 (c) にこの手法でエンコードされた画像を示す．この手法で
は，Depth画像の各画素の表面法線ベクトルを計算し，そのベクトルの要素で
ある x, y, zを 3つのチャンネルに直接代入する．
2. HHA 法 (d)：A Horizontal disparity, Height above ground, and Angle
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高値を赤に割り当てる．Figure 2.7 (e)にこの手法でエンコードされた画像を
示す．





FPGA とは，ユーザーが再構成可能な大規模集積回路 (Large-Scale Integration;
LSI)である．Figure 2.8 に，FPGAのアーキテクチャを示す．FPGAは Look Up










イスとして使用される [4, 37, 38, 39, 40, 41]．
2.2 Deep Neural Network
生物の脳の神経細胞を模した数理モデルとして，ニューロンモデルがある．ニュー
ラルネットワークとは，これを複数並べた「層」をつなぎ合わせることで，問題の解

















































ロック・ピッツのモデル [42]が挙げられる．モデルを視覚化したものを Fig. 2.10に
示す．また，モデルを数式的に表現したものを式（ 2.1），（ 2.2）に示す．
本モデルの処理について述べる．各ニューロンは，接続されている他ニューロンか
らの入力として多次元の入力 x = {xi|x1, x2, · · · , xn}を得る．i番目の入力 xi に対







wixi + b (2.1)
2.2 Deep Neural Network 21
Input Layer Hidden Layer Output Layer
𝑘 = 1
























1 (u ≥ 0)















Figure 2.11 を例として，各層の値を算出する．入力層のユニットを i = {1, 2, 3}
で表し，それぞれのユニットの出力を ｘi とする．また，中間層のユニットを
j = {1, 2, 3}で，結合荷重を wlij でそれぞれ表すと，中間層の各ユニットの出力 y′i


















ネットワークの出力データ，N がユニット数である．この関数では r と y の値が近


































2.2.6 Convolutional Neural Network（CNN）
これまでに述べたとおり，DNN が画像認識分野で良好な成績を示すことが知ら




Convolutional Layerや Pooling Layerと呼ばれる特殊な層を内部に持つことで，生
物の視覚野におけるニューロン結合パターンを模倣している．
典型的な CNNの一例を Fig. 2.13に示す．CNNは，Input Layer，Convolutional
Layer，Pooling Layer，Fully Connected Layer，Output Layerから構成される．構
造は，Input Layer以降は Convolutional Layerと Pooling Layerが繰り返し挿入さ
れ，Fully Connected Layerが挿入された後で Output Layerが挿入される．なお，


























Convolutional Layerの模式図を Fig. 2.14に示す．Convolutional Layerではフィ
ルタを用意し，入力データをフィルタに与えて，出力結果として特徴マップを得る．











ズは入力データより小さくなる．図中では 5× 5のサイズであったものが 3× 3に縮





Output Feature MapInputFeature Map
Filter
Fig.2.14 Convolutional Layerの処理
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1 4 2 7
2 3 7 8
3 3 0 8




Output Data from Conv. Layer
FeatureMap (2x2)
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CaffeNet とは，Y. Jia らにより 2014 年に提案された CNN である [30]．ネット
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VGG-16 とは，Karen Simonyan らが 2014 年の ILSVRC で提案した CNN であ
る [28]．ネットワーク構造を Fig. 2.18に示す．ILSVRCで使われる ImageNet1000
クラス分類問題 [45]では TOP5エラー率が 8.8%と高精度であり，準優勝している．







画像を用いた物体認識手法の 1 つである [17]．構造を Fig. 2.19 に示す．本ネット
ワークには，RGB画像を学習するための「RGB Stream」と，Depth画像を学習す
るための「Depth Stream」が用意されており，それぞれの Streamは CaffeNetと同
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2. CaffeNet と RGB Stream のユニット構造は同じなので，CaffeNet の学習後
の各ユニットの重みを RGB Streamの対応するユニットへコピーする．
3. ColorJET 法により 3ch にエンコードした Depth 画像を用いて CaffeNet の
学習を行う．
4. RGB画像と同様に，各ユニットの重みパラメータを Depth Streamにコピー
する．
5. コピーした値を固定して，最終層のみ学習を行う．
この手法により，本ネットワークは RGB-D Object Dataset[35] を用いた精度測定
において 94.1%の精度を実現している．
2.4.2 Schwarzらの手法
Schwarz らが提案する手法では，RGB の特徴を取り出す CNN と Depth を取り
出す CNN をそれぞれ用意し，得られた特徴量を Support Vector Machine (SVM)
へ入力することで物体認識とポーズ推定を実施する [18]．Schwarz らの手法の構造
を Fig. 2.20 に示す．この手法の大きな特徴は，RGB 画像と Depth 画像の特徴量
























Table 2.2 RGB画像と Depth画像を学習するネットワークのまとめ
画像のエンコード方法 特徴量抽出部 物体識別部
Eitelらの手法 [17] ColorJET CaffeNet Fully Connected Layer Layer
Schwarzらの手法 [18] ColorJET CaffeNet SVM
を取り出す CNN に事前学習された CNN をそのまま使うことである．この 2 つの
CNNはそれぞれ CaffeNetが使われているが，このネットワークの重みは ImageNet
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Table 2.3 ニューラルネットワークの 2値化手法
重みのバイナリ化 活性化のバイナリ化 大規模データセットへの対応
Binary Connect 〇 × ×
Binarized Neural Network 〇 〇 ×




Binarized Neural Network，XNOR-Net が挙げられる．それぞれ，Table 2.3 に特
徴を示す．
2.5.2 Binary Connect




























2.5 CNNを FPGAへ実装するための方策 31
合荷重をバイナリ勾配を用いて更新する．





b(l) = b(l) − η ∂E
∂b(l)
(2.11)
実数の重みを [-1, 1] にクリッピングすることで，実数の重みの発散を防いで学習
する．











可能である．Table 2.5は 1と-1を用いた乗算を示しているが，これは 2ビット必要
である．一方，Table 2.6は 1と 0の XNOR算を示しているが，Table 2.5の-1を 0
に置換したものと同じ形状を示しているため，ネットワーク内の 1と-1の乗算を 1と
0の XNOR算と見なすことが可能である．このように見なすことで，1と-1を用い
た BNNを，回路中では 1と 0による XNOR算を用いた演算として実装可能である．
2.5.4 XNOR-Net
Binary Connectでは，順伝播・逆伝播時の結合荷重の演算のみをバイナリ化した．
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Table 2.4 BNNと従来のニューラルネットワークの比較
BNN Neural Network
Weight Binary Number Floating Point
representation Wbi = Sign(Wi) Number
The sum of u =
∑n
i=1 xbiWbi + b u =
∑n
i=1 xiWi + b
neurons outputs Replaceable Required
of each layer with XNOR Multiplication
Activation Binary Number Floating Point Number
Function y = Sign(u) y = f(u)
Output
Table 2.5 multiplication table





Table 2.6 XNOR truth table









Binarized Dual Stream 型物
体認識 CNN の提案
これまで述べたことを踏まえ，本研究では下記の 2点に取り組む．






本研究では，RGB-D Object Dataset[35] を用いてネットワークモデルの認識精
度を評価する．Figure 3.1 にデータセットの一部を示す．このデータセットは 51
クラスのオブジェクトを含んでおり，各オブジェクトには図中 (a)(b) に示すリン
ゴ，(c)(d) に示すバナナ，(e)(f) に示すコーヒーマグカップなどの家庭用品が選ば
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の有効性を評価する．検証には 3.1 節でセットアップした RGB-D Object Dataset
のうち Depth 画像のみを用いる．本実験では，Binarized VGG-16 を 2 つ用意し，
ColorJET法のみを適用した Depth画像と RMFと ColorJET法の両方を適用した
3.3 予備実験：ネットワーク構造の検討 35
ColorJET Proposed(RMF and ColorJET)
Noise
(a) (b)
Fig.3.2 無加工の Depth画像と RMFを適用した Depth画像に ColorJET法を適用した例
Table 3.1 ColorJETのみを用いた手法と RMFを加えた手法のテスト精度
Methods Depth
ColorJET 58.5%
Proposed (RMF and ColorJET) 61.5%
Depth画像をそれぞれ学習させ，学習後のテスト精度を比較する．
3.2.3 実験結果
Table 3.1 に実験結果を示す．RMF の適用後に ColorJET 法を適用したデータ
セットを用いた学習の方が，ColorJET法のみを適用したデータセットを用いた学習





RGB 画像と，RMF と ColorJET 法で前処理済みの Depth 画像を同時に学習す
るネットワークを検討するにあたり，Eitel らが提案した形状のネットワークの他
に，RGB 画像と Depth 画像を併せた 6 チャンネルデータを学習するものが考えら
れる．Figure 3.3 に，RGB 画像や Depth 画像，およびその両方を学習可能なネッ
トワークを示す．(a)は RGB画像のみを学習する一般的なネットワークである．(b)











(a) Single Stream CNN for RGB Images (b) Single Stream CNN for Depth Images








































C: Color Image (RGB Image)
D: Depth Image
Fig.3.3 ネットワーク構造の比較
は Depth 画像のみを学習する一般的な形状のネットワークである．(c) は，先に述
べた 6チャンネルのデータを 1つの Streamで学習するネットワークである．(d)は
Eitalらが提案している，Streamを 2つ持つタイプのネットワークである．Eitelや
Schwarz らは (d) の構造を持つネットワークを提案している．本節では，図中に示
す 4つの構造のネットワークの精度を確認し，特に (c)の構造と (d)の構造のネット
ワークのどちらが良いか確認する．
3.3.2 実験結果
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Table 3.2 4つの構造のネットワークの精度比較
Network Structure Accuracy
(a) Single Stream CNN for RGB Images 69.1%
(b) Single Stream CNN for Depth Images 61.5%
(c) Single Stream CNN for RGB & Depth Images 86.9%







: Max Pooling Layer
: Convolutional Layer
: Input Layer
















(c) Fully Connected Layer Part
Fig.3.4 DS-VGG16のネットワーク構成図
3.4 Dual Stream VGG-16 (DS-VGG16)
まずは RGB 画像のみを学習する従来のネットワークに，Depth 画像を学習する
ストリームを追加して，高い認識精度を達成するネットワークを提案する．本研
究では元から高い認識精度を持つ VGG-16 を Dual Stream 構造に改変した，Dual
Stream VGG-16 (DS-VGG16)を提案する．DS-VGG16の構造を Fig. 3.4に示す．
このネットワークは Eitelらの提案したネットワークと同じく，RGB画像を学習す
るための (a) RGB Streamと，Depth画像を学習するための (b) Depth Streamを
持つ．本ネットワークは，それに加えて RGB Stream と Depth Steam の結合部に
当たる (c) 全結合層の 3部分により構成される．














: Binarized Max Pooling Layer
: Binarized Convolutional Layer
: Binarized Input Layer
: Binarized Fully Connected Layer






: Binarized Final Fully Connected Layer
Fig.3.5 BDS-VGG16のネットワーク構成図
Table 3.3 DS-VGG16と BDS-VGG16の相違点
DS-VGG16 BDS-VGG16 note
Convolutional Layer Binarized Convolutional Layer Convolutional 層は各重みと活性
化関数の出力を 2 値化した Bina-
rized Convolutional層へ変更する
Max Pooling Layer Max Pooling Layer Max Pooling Layer層は最大値を
選び取る機能のみを持つため，ア
ルゴリズムを変更せず使用する
Fully Connected Layer Binarized Fully Connected Layer 全結合の Linear 層は実数値を持
つため，結合荷重と発火を 2 値化
した Binary Linear層へ変更する
N/A BN Layer BDS-VGG16では，学習を安定さ
せるために BN層を挿入した
3.5 Binarized Dual Stream VGG-16
(BDS-VGG16)
次に DS-VGG16 に BNN のアイデアを取り込み，ハードウェア指向アルゴリズ
ムへ改変した Binarized Dual Stream VGG-16 (BDS-VGG16) を提案する．BDS-
VGG16の構造を Fig. 3.5に示す．本ネットワークは，各層が 2値化されている．具
体的には，ネットワークの順伝播時，逆伝播時に用いられる結合荷重の重みが 2値化
され，また活性化関数の出力も 2値化される．さらに学習を安定させるため，各層に









Deep Learning Framework Chainer1.17.0
3.6 実験
本研究では，物体認識のためのニューラルネットワークである VGG-16 をベー
スに，Depth 画像を活用する Dual Stream 化と，ハードウェアへ実装するための
Binary 化を行った．実験環境を，Table 3.4 に示す．本実験では，提案手法である
DS-VGG16，BDS-VGG16の精度検証を行ったので，その結果について述べる．
3.6.1 実験手法
本実験では，データセットに 3.1 節でセットアップした RGB-D Object Dataset








VGG-16と比較すると 12.8ポイント高い精度を示した．これは Dual Stream構造に
より Depth画像を併せて学習した効果が表れたものだと考えられる．また，Eitelの
モデルと比較して 5.2ポイント，Schwarzのモデル比較して 8.0ポイント精度が向上
した．以上のことから，提案する BDS-VGG16は Eitelのモデルや Schwarzのモデ
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Table 3.5 BDS-VGG16と他手法のテスト精度の比較
RGB RGB-D
Eitel et al.. (2015) [17] 92.1% 94.1%
Schwarz et al.. (2015) [18] 84.1% 91.3%
Binarized VGG-16 86.5% –
DS-VGG16 (Our) – 99.9%










(1) 3.1 節でセットアップしたテストデータのうち 1 組の画像を，学習済みの
DS-VGG16へ入力する（Figure 3.6(a)）
(2) 該当データの推論が正解しているとき，RGB Streamと Depth Streamの出
力であり，全結合層に入力される特徴量を抜き出す（Figure 3.6(a)の，(A)と
(B)の特徴量を抜き出し，Fig. 3.6(b)のデータを得る）
(3) (A)と (B)は Fig. 3.4のようにそれぞれ 4096次元あるので，それぞれで値の
総和を求める（Figure 3.6(c)）




















































































































































































































































































また，Fig. 3.8は，Fig. 3.7の各クラスについて，RGBの特徴量の総和から Depth
の特徴量の総和を引いたものである．このグラフをみると，例えば (A)で示す pear




















































































































































































































































さらに Fig. 3.8 の (B) では，stapler は RGB 画像と Depth 画像の特徴量の入力
の割合がほぼ同じであることを示す．Figure 3.9(b) は stapler のクラスの画像のう
ち 2組を取り出したものであるが，このクラスには色や模様，形状が他に似ているク













































ることが分かる．また Depth Streamでは，図中 yに示す通りサッカーボールの「形
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状」情報を獲得できていることが分かる．この結果より，両 Streamで別の情報が獲
得できているといえる．
次に玉ねぎを入力画像として与えた Fig. 3.10(B) に着目する．この場合，RGB
Streamの特徴マップでは玉ねぎの特徴があまり獲得できていない．これは玉ねぎと
背景がともに白いためだと考えられる．一方で Depth Stream では玉ねぎの形状特
徴が獲得できており，図中 zに示す特徴マップでも形状が見える．
この結果を参考に，Dual Streamは下記の特徴を持つのではないかと考察できる．
1. RGB Streamと Depth Streamでは，別の特徴を獲得することができる
2. RGB Stream と Depth Stream は，RGB 画像での認識が難しいオブジェク
















VGG16 Tiny を提案する．この回路は，ロボットに搭載可能な，CPU と中規模
FPGAを 1チップ化した System on a Chip (SoC)である XCZU9EG[48]上で動作
するように軽量化を行ったものである．本章では，BDS-VGG16 Tinyの回路実装を
行い，電力効率について CPUや GPUと比較を行う．また，ホームサービスロボッ
トで一般的に使われるミドルウェアである Robot Operating System (ROS)と接続
するシステムの提案を行い，ROS上で動作させた際の評価も行う．































に示す．この回路アーキテクチャは，Binarized Input Layer Unit，Binarized Con-
volutional Layer Unit，Binarized Max Pooling Layer Unit，Binarized Fully Con-
nected Layer Unit，Binarized Final Fully Connected Layer Unitを内包している．
このアーキテクチャでは，ネットワークモデルにおける Convolutional Layerの計算
をするときには毎回同じ Binarized Convolutional Layer Unitを用いるなど，入力と
重みを変えて何度も同じユニットを用いることで，回路面積を節約している．また，
特に Binarized Input Layer Unit，Binarized Convolutional Layer Unit，Binarized
Fully Connected Layer Unit，Binarized Final Fully Connected Layer Unitでは，
Fig. 3.5 のモデルでそれぞれの Layer の後段に接続されている BN Layer も内包し
ている．この BN Layer について，米川らより BNN においては BN Layer は単純
な加算で実現できると報告されている [49]．本提案ではこの手法を取り入れる．ま
た，本研究では中原ら，米川らのアーキテクチャをベースに Dual Streamへ拡張す
る [49, 31]．具体的に各 Unit では，Dual Stream になるよう RGB Stream 用回路
と Depth Stream用回路を並列に設置する．各 Stream用回路には中原ら，米川らの
アーキテクチャを実装する．また，最終層である Binarized Final Fully Connected
Layer Unitは Single Streamであるので，前の層である Binarized Fully Connected
Layer Unitでは，入力された 2つのデータを連結する．
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4.2.1 Binarized Input Layer Unit
Figure 4.2に Binarized Input Layer Unitを示す．このユニットは，Input Layer
の畳み込み演算をする．なお図中 xc,ch，xd,ch はそれぞれ入力 RGB画像，Depth画
像から切り出した ROI のうち，ch チャンネル目を示す．また wc,ch，wd,ch はそれ
ぞれ RGB Stream の重み，Depth Stream の重みであり，ch チャンネル目を示す．
CH は入力チャンネル数，フィルタ数，であり，3で固定である．K はフィルタサイ
ズであり，3で固定である．B は BNの値である．fc，fd は現在注目している ROI
に対応する特徴マップの出力である．
この回路では，入力の 3チャンネルは 0～255の整数であり，xc,ch と wc,ch，xd,ch
と wd,ch の乗算は，wc,ch，wd,ch が 2値化されているため，Selectorで実現できる．




4.2.2 Binarized Convolutional Layer Unit
Figure 4.3 は，Binarized Convolutional Layer Unit を示す．なお図中 fc,ch,n，
fd,ch,n はそれぞれ RGB Streamの特徴マップ，Depth Streamの特徴マップから切
り出した ROIのうち，chチャンネル目の n番目の値を示す．また wc,ch,n，wd,ch,n
はそれぞれ RGB Streamの重み，Depth Streamの重みであり，chチャンネル目の
n番目の重みを示す．この回路ではK は 3で，CH は層により変動する．
このユニットの入力である fc,ch,n と wc,ch,n，fd,ch,n と wd,ch,n はいずれも 2値な
ため，XNOR で演算できる．この回路では fc,ch,n と wc,ch,n，fd,ch,n と wd,ch,n の
乗算を，各 Streamでそれぞれ CH 数分の XNORを用いて並列で行う．
Adder Treeは fc,ch,n と wc,ch,n，fd,ch,n と wd,ch,n の乗算の総和を求める．また，
本回路では特徴マップや重みを 0と 1で表現しているが，コンパレータでは 0の基準
値と比較するため，定数を加算する．本回路では，定数と BN値を同時に加算する．
これらの演算は RGB画像と Depth画像が並列で処理される．

































































































Fig.4.2 Binarized Input Layer Unit
4.2.3 Binarized Max Pooling Layer Unit
Figure 4.4は，Binarized Max Pooling Layer Unitを示す．この回路では，K は
2である．また，chは処理対象のチャンネルを表す．
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Fig.4.3 Binarized Convolutional Layer Unit
4.2.4 Binarized Fully Connected Layer Unit
Figure 4.5 は，Binarized Fully Connected Layer Unit を示す．回路図における
fc,n と fd,n はそれぞれ，RGB Streamと Depth Streamの特徴量である．また wc,n
と wd,n はそれぞれ，RGB Stream と Depth Stream の重みである．特徴量は各
Stream毎に N 個あり，nはそのインデックスである．
他のユニットと同様にこのユニットでも，RGB Streamと Depth Streamは同時
に処理される．
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Fig.4.4 Binarized Max Pooling Layer Unit
4.2.5 Binarized Final Fully Connected Layer Unit
Figure 4.6は，Binarized Final Fully Connected Layer Unitを示す．このユニッ
トは Figure 3.5(c)を表現し，2つの Streamを結合する．入力 f は，fc，fd を結合
したものである．また，y はユニットの出力である．
この層では出力の 2値化を行わず，計算後の値をクラス確率として扱う．
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を評価する．本研究では Xilinx SDx 2018.3[50] を用いて，高位合成 (High-Level
Synthesis; HLS)により回路合成を行う．
Table 4.1 に回路の合成結果を示す．この結果から，提案回路は大規模 FPGA で
ある XCVU190上に実装可能であることが分かった．一方で中規模 FPGAを搭載し
た SoCである XCZU9EGには，規模が大きく実装できないことが分かった．
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Table 4.1 BDS-VGG16の FPGA合成結果
BDS-VGG16
XCVU190[47] XCZU9EG[48]
Resource Usage Available Resource Usage Available
BRAM 2,589 ( 68.49%) 3,780 2,628 (288.16%) 912
FF 91,797 ( 4.27%) 2,148,480 159,111 ( 29.03%) 548,160
LUT 141,548 ( 13.18%) 1,074,240 176,556 ( 64.42%) 274,080
DSP 1 ( 0.06%) 1,800 0 ( 0%) 2,520
4.4 BDS-VGG16 Tinyの提案











結果を Table 4.2 に示す．N/A はテストが行われていないことを示す．結果より
入力画像サイズが 128× 128で，チャンネル数が 192のモデルが最も BRAMの容量
を活用しており，対象 FPGA である XCZU9EG で最も大規模なネットワークを実
装できると分かった．
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Table 4.2 ネットワークが要する BRAM使用率のまとめ
Number of Input Image Size
Channel 48× 48 96× 96 112× 112 128× 128 224× 224
64 30.15% 34.98% 35.80% 36.90% 57.29%
128 53.84% 60.96% 65.57% 68.64% 102%
192 79.77% 89.42% 95.56% 99.73% N/A
256 102% N/A N/A N/A N/A
: Binarized Max Pooling Layer
: Binarized Convolutional Layer
: Binarized Input Layer
Depth Image
(b) Depth Stream













: Binarized Average Pooling Layer




Fig.4.7 BDS-VGG16 Tiny の構造
4.4.2 ネットワークの提案
本研究では Table 4.2の結果を基に，BDS-VGG16 Tinyを提案する．Figure 4.7
に提案したネットワークモデルを示す．このネットワークは BDS-VGG16と比較し
て，次の点が変更されている．(1) 入力画像のサイズを 128 × 128 に変更した．各
画像のサイズは元の 1/4倍になっている．(2) Input Layerを除く全ての Binarized
Convolutional Layerで，チャンネル数を 192に変更した．(3) 中原らより，BNNに
おいては最終層以外の Fully Connected Layerを Average Pooling Layerに置換し
てもほぼ同じ効果があると報告されている [51]．そこで最終層前の Binarized Fully
Connected Layerを Binarized Average Pooling Layerに置換した．
また，BDS-VGG16 Tiny で用いる Binarized Average Pooling Layer Unit を，
Fig. 4.8 に示す．この回路では Average Pooling を Adder Tree と Selector で実現
する．カーネルサイズ K は 8 × 8である．また，入力特徴マップのチャンネル数は
1である．
最後に，BDS-VGG16 Tiny を FPGA で実装するための回路構成を提案する．
BDS-VGG16 Tinyを実現するユニットの動作フローを Fig. 4.9に示す．
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𝑓𝑐 ,1,1 .. 𝑓𝑐 ,1,8
: 𝑓𝑐 ,1,𝑛 :
𝑓𝑐 ,1,56 .. 𝑓𝑐 ,1,64
𝑓𝑑 ,1,1 .. 𝑓𝑑 ,1,8
: 𝑓𝑑 ,1,𝑛 :
𝑓𝑑 ,1,56 .. 𝑓𝑑 ,1,64
↑ ROI of feature map of RGB Stream

























































提案した BDS-VGG16 Tinyを，ターゲットデバイスを XCZU9EGとして Xilinx









BRAM 909.50 ( 99.73%) 912
FF 51,449 ( 9.39%) 548,160
LUT 76,195 ( 27.80%) 274,080
DSP 1 ( 0.04%) 2,520
Table 4.4 BDS-VGG16 Tinyと，他の 2値化手法との精度比較
RGB RGB-D
Binarized VGG-16 86.5% –
BDS-VGG16 (Ours) – 99.3%
BDS-VGG16 Tiny (Ours) – 91.2%
4.5.1 BDS-VGG16 Tinyの認識精度評価実験
BDS-VGG16 Tinyの学習を行い，2値化された他のネットワークとの精度比較を
行う．実験では 4.1 節でセットアップしたデータセットを用いて，4.3 節と同様の







速度と消費電力を測定する．本計測では，組み込み CPU として XCZU9EG に内
蔵されている ARM Cortex-A53 を使用する．CPU，GPU の測定には Table 4.5
に示すスペックの Laptop PC を用いる．推論速度の測定では，FPGA，組み込み
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Table 4.5 実験に用いた Laptop PCのスペック
CPU Intel Core i7-7850HK
Memory 32GB





ZCU 102 LaptopPC (AlienWare)
This Research (ZCU102) Embedded-CPU Idling CPU GPU Idling
XCZU9EG (ARM Cortex-A53) (Core i7-7850HK) (Nvidia GTX 1080)
Inference Speed [msec/Frame] 12.5 1,456.9 N/A 58.8 23.3 N/A
(FPS) (80.0) (0.69) (17.0) (42.9)
Power Consumption [W] 21.3 20.7 20.5 89.2 92.4 32
Efficiency [FPS/W] 3.756 0.033 N/A 0.191 0.464 N/A
CPU，CPU，GPU上に実装された BDS-VGG16 Tinyモデルを用いて，1つのデー
タを 100回推論した場合の平均時間を求める．1つのデータには RGB画像と RMF，
ColorJET法を適用済みのDepth画像が含まれる．また，FPGAでは PS-PL間通信
の，GPUではGPUメモリへのデータ転送時間を含む．電力測定方法として，FPGA
と組み込み CPU の測定では，FPGA ボードと AC アダプタの間に電圧計と電流計
を接続して求めた．CPUと GPUの測定では，PCの ACアダプタとコンセントの
間にワットメータを接続した．
測定結果を Table 4.6 に示す．なお表中の Frame とは，RGB 画像 1 枚と Depth
画像 1枚を併せて処理することを指す．表より FPGA実装の推論速度は，組み込み
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本論文は，FPGAに実装された BDS-VGG16 Tinyと ROSを接続し，物体認識シ
ステムを構築する．
システムの構造を Fig. 4.10 に示す．ROS のシステム内では，各プログラムは
ノードとして実装される．また，各ノードはトピックと名付けられたデータを送受信
（Publish，Subscribe）しながら協調動作している．システムは次の流れで動作する．
(1) Intel RealSense (RGB-D カメラ)[52] が物体を撮影する．(2) realsense driver
ノードは，RealSenseから RGB画像と Depth画像を受け取り，それぞれをトピック
として Publishする．(3) crop imgsノードは RGB画像と Depth画像を Subscribe
し，トリミングして Publishする．(4) recursive median filterノードは，Depth画
像を Subscribe し，RMF によってノイズを除去して，Publish する．(5) pre proc
ノードは RGB 画像と Depth 画像を Subscribe し，両画像をリサイズして，Depth
画像の ColorJET適用後に両画像を Publishする．(6) inference hwノードは両画像
を Subscribeし，ソケット通信を通じて FPGAへ画像を送る．(7) FPGAの PSに
実装された PS Unitが RGB画像と Depth画像を受け取り，BDS-VGG16 Tinyの
実装された PLへデータを送る．(8) FPGAの PLに実装された BDS-VGG16 Tiny
が RGB 画像と Depth 画像から物体のクラスを推論する．(9) FPGA の PS に実装
された PS Unitが推論結果を受け取り，ソケット通信により inference hwノードへ
推論結果を送信する．(10) inference hwノードは推論結果を Publishする．
4.6.2 システム評価実験
実験では，RealSense が仕様である 30[FPS] で動作している時の Results Topic
の出力周期を測定することで，システムの動作周期を調べる．また，RealSense が






Original RGB Image Topic Original Depth Image Topic
Cropped RGB Image Topic Cropped Depth Image Topic
Processed Depth Image Topic
Images are cropped
Missing depth values are deleted
using a recursive median filter.
Resized RGB Image Topic Resized Depth Image Topic
- RGB images and depth images
- are resized for input layer.


































(8) FPGA infers object class from
RGB and depth images




30[FPS]で動作していることを確認するために，併せて Original RGB Image Topic
の出力周期を測定し，realsense driverノードの動作周期を確認する．出力周期は 10
回連続で計測し，平均と分散を求める．ROSの動作環境として，Table 4.5に示すス
ペックの Laptop PC を用いる．
実験結果は，Original RGB Image Topic の出力周期が平均 29.912[FPS]，分散
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第三章では，RGB 画像と Depth 画像を組み合わせて推論するネットワークでる
DS-VGG16や，DS-VGG16をハードウェア志向化した BDS-VGG16を提案した．





次に，ネットワークの構造について検討した．3ch の RGB 画像のみを学習する
Single Streamなネットワーク，3chの Depth画像のみを学習する Single Streamな
ネットワーク，3chの RGB画像と 3chの Depth画像を併せた 6chのデータを学習
する Single Streamなネットワーク，3chの RGB画像を学習する Streamと 3chの
Depth画像を学習する Streamを併せ持つ Dual Streamなネットワークに，それぞ
れ RGB-D Object Datasetを学習させて精度を比較した．その結果，Dual Stream
構造なネットワークが最も高精度であった．
以上の予備実験を踏まえて，まずは RGB画像と Depth画像を組み合わせて CNN
の高精度化を狙う DS-VGG16を提案した．この手法では，シンプルな構造かつ高精
度な CNNであるVGG-16を基に，RGB画像とDepth画像をそれぞれ学習できるよ
う Dual Stream構造に改変した．この改変により，このネットワークは VGG-16で
は得られなかった Depthの特徴を得られるようになった．RGB-D Object Dataset
を用いた精度検証実験では 99.9%を達成した．
また，DS-VGG16 に BNN のアイデアを組み合わせてハードウェア志向化した
BDS-VGG16 を提案した．この手法では，まずネットワークの各層を 2 値化した．
また，バッチノーマライゼーション層を追加することで学習を安定させた．
ここまでに提案したネットワークを対象に，精度検証実験を実施した．この実験
において，DS-VGG16 は 99.9%，BDS-VGG16 は 99.3% の精度を達成した．特に
BDS-VGG16 は，RGB 画像のみを用いて推論を実施する Binarized VGG-16 の精
度 86.5%に比べて 12.8%高い精度を示している．これは，Depth画像を併せて学習
できるように Dual Stream化した効果が現れているものだと考えられる．





する Binarized Input Layer Unit，畳み込み層を実現する Binarized Convolutional
Layer Unit，最大値プーリングを行う Binarized Max Pooling Layer Unit，全結合
層を実現する Binarized Fully Connected Layer Unit，2つの Streamの入力を統合
し，最終層を実現する Binarized Final Fully Connected Layer Unit から構成され
る．各 Unitはそれぞれ RGBの特徴マップと Depthの特徴マップを併せて処理でき
るよう，RGB Stream用 Unitと Depth Stream用 Unitが並列で実装され，処理時
間の削減を実現している．
本章ではまず，大規模な FPGAである XCVU190をターゲットデバイスとして，
先に提案した BDS-VGG16 の高位合成を行い，その結果 FPGA に実装可能である
ことが分かった．
さらに本章では BDS-VGG16 Tinyを併せて提案し，ロボットに搭載可能な，CPU
と中規模 FPGA を 1 チップ化した SoC である XCZU9EG へ実装して各種測定を
行った．この結果より BDS-VGG16 Tinyを提案した実装手法で実現した回路は，認
識速度が CPU実装した場合に比べて約 4.7倍，GPU実装に比べて約 1.9倍高速だ
と分かった．また，約電力効率が CPUに比べて約 20倍，GPUに比べて約 8倍良い
ことが分かった．
本章では加えて，ホームサービスロボットのミドルウェアとしてデファクトスタ
ンダードになっている ROS との接続実験を行った．このシステムは，RGB-D 画
像を取得するドライバノードを除けば 4 つのノードで成り立っている．すなわち，
元画像から認識エリアを切り抜く crop imgs ノード，Depth 画像に RMF を適用












高速化・低消費電力化を狙った BDS-VGG16 と，ロボットと通信可能な，CPU と
FPGAを 1チップ化した SoCへ実装可能な BDS-VGG16 Tinyを実現した．
まず精度の向上に関して，本研究では VGG-16 を Dual Stream にすることで実
現を目指した．特に 3.6.3節での考察では，RGB画像と Depth画像を組み合わせる
Dual Stream 構造について，「RGB Stream と Depth Stream では別の特徴を獲得
することができる」「各 Streamでの特徴の獲得が難しいオブジェクトでは，他方の
Streamが特徴を獲得するよう補完し合っている」という特徴があることが分かった．
3.6.2節での実験結果では Dual Stream構造な BDS-VGG16は Single Stream構造
な Binarized VGG-16 などに比べて高精度を達成しているが，高精度の理由は上記
のような特徴を Dual Stream型ネットワークが持っているからだと考えられる．
次に上記の特徴を持つ BDS-VGG16や，小型モデルである BDS-VGG16 Tinyの
FPGA実装を実現した．4.3節や 4.4.3節では，大規模な FPGAである XCVU190
に実装可能で高精度なネットワークである BDS-VGG16と，ロボットに搭載可能な，
CPUと中規模 FPGAを 1チップ化した SoCである XCZU9EGに実装可能で ROS
と接続可能な BDS-VGG16 Tinyのハードウェア実装時の消費リソースを検証した．






なモデルである VGG-16より速度・消費電力に優れる．また Binarized VGG-16の
ように FPGAへ実装される従来手法より精度に優れる．精度・速度・消費電力の指
標はホームサービスロボットにおける物体認識システムにおいて重要であり，本研究




































物体検出の要素が必須である．さらに，近年では You Only Look Once (YOLO)[53]

































[1] NEDO, “ロ ボ ッ ト の 将 来 市 場 予 測 を 公 表,”
https://www.nedo.go.jp/news/press/AA5 0095A.html, [accessed Nov.
16, 2020].
[2] T. Yamamoto, K. Terada, A. Ochiai, F. Saito, Y. Asahara and K. Murase,
“Development of Human Support Robot as the research platform of a do-
mestic mobile manipulator,” ROBOMECH J., vol. 6, no. 4, 2019.
[3] Y. Ishida and H. Tamukoh, “Semi-Automatic Dataset Generation for Object
Detection and Recognition and its Evaluation on Domestic Service Robots,”
J. Robot. Mechatron., vol. 32, no. 1, pp. 245-253, 2020.
[4] Y. Ishida, T. Morie and H. Tamukoh, “A Hardware Intelligent Processing
Accelerator for Domestic Service Robots,” Advanced Robotics, vol. 34, no.
14, pp. 947-957, 2020.
[5] A. Magassouba, K. Sugiura and H. Kawai, “A Multimodal Target-Source
Classifier with Attention Branches to Understand Ambiguous Instructions
for Fetching Daily Objects,” IEEE Robotics and Automation Letters, vol. 5,
no. 2, pp. 532-539, 2020.
[6] Y. Nakagawa and N. Nakagawa, “Relationship Between Human and Robot
in Nonverbal Communication,” J. Adv. Comput. Intell. Intell. Inform., vol.
21, no. 1, pp. 20-24, 2017.
[7] J. Cai and T. Matsumaru, “Human Detecting and Following Mobile Robot
Using a Laser Range Sensor,” J. Robot. Mechatron., vol. 26, no. 6, pp. 718-
734, 2014.
[8] S. Hori, Y. Ishida, Y. Kiyama, Y. Tanaka, Y. Kuroda, M. Hisano, Y. Ima-
mura, T. Himaki, Y. Yoshimoto, Y. Aratani, K. Hashimoto, G. Iwamoto,
72 参考文献
H. Fujita, T. Morie and H. Tamukoh, “Hibikino-Musashi@Home 2017 Team
Description Paper,” arXiv:1711.05457, 2017.
[9] Y. LeCun, L. Bottou, Y. Bengio and P. Haffner, “Gradient-Based Learning
Applied to Document Recognition,” Proceedings of the IEEE, vol. 86, no.
11, pp. 2278-2324, 1998.
[10] A. Krizhevsky, I. Sutskever and G. E. Hinton, “Imagenet Classification with
Deep Convolutional Neural Networks,” Advances in Neural Information Pro-
cessing Systems, vol. 25, pp. 1097-1105, 2012.
[11] N. Dalal and B. Triggs, “Histograms of Oriented Gradients for Human De-
tection,” Proc. IEEE Computer Vision and Pattern Recognition,” vol. 1, pp.
886-893, 2005.
[12] D. G. Lowe, “Distinctive Image Features from Scale-Invariant Keypoints,”
International Journal of Computer Vision, vol. 60, no. 2, pp. 91-110, 2004.
[13] Y. Freund and R.E. Schapire, “A Decision-Theoretic Generalization of On-
Line Learning and an Application to Boosting,” Journal of Computer and
System Sciences, vol. 55, no. 1, pp. 119-139, 1997.
[14] C. Cortes and V. Vapnik, “Support-Vector Networks,” Mach. Learn., vol.
20, no. 3, pp. 273-297, 1995.
[15] L. Bo, X. Ren and D. Fox, “Unsupervised Feature Learning for RGB-D Based
Object Recognition,” Experimental Robotics: The 13th Int. Symposium on
Experimental Robotics, pp. 387-402, 2013.
[16] S. Gupta, R. Girshick, P. Arbelez and J. Malik, “Learning Rich Features
from RGB-D Images for Object Detection and Segmentation,” European
Conference on Computer Vision (ECCV) 2014, pp. 345-360, 2014.
[17] A. Eitel, J. T. Springenberg, L. Spinello, M. Riedmiller and W. Bur-
gard, “Multimodal Deep Learning for Robust RGB-D Object Recognition,”
IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (IROS) 2015, pp.
681-687, 2015.
[18] M. Schwarz, H. Schulz and S. Behnke, “RGB-D Object Recognition and Pose
Estimation based on Pre-trained Convolutional Neural Network Features,”
IEEE International Conference on Robotics and Automation (ICRA) 2015,
pp. 1329-1335, 2015.
73
[19] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Cor-
rado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. J. Goodfellow, A. Harp,
G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Leven-
berg, D. Mane, R. Monga, S. Moore, D. G. Murray, C. Olah, M. Schuster,
J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. A. Tucker, V. Vanhoucke,
V. Vasudevan, F. B. Viegas, O. Vinyals, P. Warden, M. Wattenberg, M.
Wicke, Y. Yu and X. Zheng, “TensorFlow: Large-Scale Machine Learning
on Heterogeneous Distributed Systems,” arXiv:1603.04467, 2016.
[20] S. Tokui, K. Oono, S. Hido and J. Clayton, “Chainer: a next-generation open
source framework for deep learning,” Proceedings of Workshop on Machine
Learning Systems (LearningSys) in The 29th Annual Conference on Neural
Information Processing Systems (NIPS), 2015.
[21] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, Z. Lin, A.
Desmaison, L. Antiga and A. Lerer, “Automatic differentiation in PyTorch,”
2017 Neural Information Processing Systems (NIPS) Workshops, 2017.
[22] Keras, https://keras.io, [accessed Nov. 16, 2020].
[23] F. Bastien, P. Lamblin, R. Pascanu, J. Bergstra, I. Goodfellow, A. Bergeron,
N. Bouchard, D. Warde-Farley and Y. Bengio, “Theano: new features and
speed improvements,” arXiv:1211.5590, 2012.
[24] B. Khaled, A. Ali, L. Cheng, S. Yang, L. Ying and T. Xiang, “High Perfor-
mance Biological Pairwise Sequence Alignment: FPGA versus GPU versus
Cell BE versus GPP,” International Journal of Reconfigurable Computing,
2012.
[25] M. Courbariaux, Y. Bengio and J.P. David, “BinaryConnect: Training Deep
Neural Networks with binary weights during propagations,” Advances in
Neural Information Processing Systems (NIPS), vol. 2, pp. 3123-3131, 2015.
[26] I. Hubara, M. Courbariaux, D. Soudry, R. El-Yaniv and Y. Bengio, “Bina-
rized Neural Networks,” Advances in Neural Information Processing Systems
(NIPS), vol. 29, pp. 4107-4115, 2016.
[27] M. Rastegari, V. Ordonez, J. Redmon and A. Farhadi, “XNOR-Net:
ImageNet Classification Using Binary Convolutional Neural Networks,”
arXiv:1603.05279v4, 2016.
74 参考文献
[28] K. Simonyan and A. Zisserman, “Very Deep Convolutional Networks for
Large-Scale Image Recognition,” Int. Conf. on Learning Representations
(ICLR), 2015.
[29] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V.
Vanhoucke and A. Rabinovich, “Going deeper with convolutions,” Proceed-
ings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), 2015.
[30] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick, S.
Guadarrama and T. Darrell, “Caffe: Convolutional Architecture for Fast
Feature Embedding,” Proc. of the 22nd ACM Int. Conf. on Multimedia, pp.
675-678, 2014.
[31] H. Nakahara, H. Yonekawa, T. Fujii, M. Shimoda and S. Sato, “GUINNESS:
A GUI Based Binarized Deep Neural Network Framework for Software Pro-
grammers,” IEICE Trans. on Information and Systems 2019, vol. E102.D,
no. 5, pp. 1003-1011, 2019.
[32] M. Quigley, B. Gerkey, K. Conley, J. Faust, T. Foote, J. Leibs, E. Berger,
R. Wheeler and A. Ng, “ROS: an open-source Robot Operating System,”
IEEE Int. Conf. on Robotics and Automation (ICRA) workshop on open
sourcesoftware, vol. 3, no. 3.2, p. 5, 2009.
[33] ROS Community Metrics Report 2020, http://download.ros.org/downloads/
metrics/metrics-report-2020-07.pdf, [accessed, Dec. 1, 2020].
[34] M. Morita, T. Nishida, Y. Arita, M. Shige-eda, E. d. Maria, R. Gallone and
N. I. Giannoccaro, “Development of Robot for 3D Measurement of Forest
Environment,” J. Robot. Mechatron., vol. 30, no. 1, pp. 145-154, 2018.
[35] K. Lai, L. Bo, X. Ren and D. Fox, “A Large-Scale Hierarchical Multi-View
RGB-D Object Dataset,” IEEE Int. Conf. on Robotics and Automation
(ICRA) 2011, pp. 1817-1824, 2011.
[36] D. Kanaoka, Y. Ishida and H. Tamukoh, “Object Recognition Using Tactile
Information and Its Application to Service Robots,” Proc. of Int. Workshop
on Smart Info-Media Systems in Asia (SISA2020), 2020.
[37] Y. Tanaka and H. Tamukoh, “Hardware Implementation of Brain-Inspired
Amygdala Model,” IEEE Int. Symposium on Circuit and Systems (ISCAS),
75
Paper ID 2254, 2019.
[38] Y. Tanaka and H. Tamukoh, “Live Demonstration: Hardware Implementa-
tion of Brain-Inspired Amygdala Model,” IEEE Int. Symposium on Circuit
and Systems (ISCAS), Paper ID 2351, 2019.
[39] Y. Tanaka, T. Morie and H. Tamukoh, “An Amygdala-Inspired Classical
Conditioning Model on FPGA for Home Service Robots,”, IEEE Access,
vol. 8, pp. 212066-212078, 2020.
[40] H. Hagiwara, Y. Touma, K. Asami and M. Komori, “FPGA-Based Stereo
Vision System Using Gradient Feature Correspondence,” J. Robot. Mecha-
tron., vol. 27, no. 6, pp. 681-690, 2015.
[41] M. Muroyama, H. Hirano, C. Shao and S. Tanaka, “Development of a Real-
Time Force and Temperature Sensing System with MEMS-LSI Integrated
Tactile Sensors for Next-Generation Robots,” J. Robot. Mechatron., vol. 32,
no. 2, pp. 323-332, 2020.
[42] W. S. McCulloch and W. Pitts, “A Logical Calculus of the Ideas Immanent in
Nervous Activity,” Bulletin of Mathematical Biophysics, vol. 5, pp. 115-133,
1943.
[43] F. Rosenblatt, “The Perceptron: a Probabilistic Model for Information Stor-
age and Organization in the Brain,” Psychological Review, vol. 65, no. 6, pp.
386-408, 1958.
[44] B. Widrow, M. A. Lehr, “Perceptrons, Adalines and Backpropagation,” The
Handbook of Brain Theory and Neural Networks, 1995.
[45] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang,
A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg and L. F. Feiet, “Ima-
geNet Large Scale Visual Recognition Challenge,” International Journal of
Computer Vision, vol. 115, no. 3, pp. 211-252, 2015.
[46] S. Ioffe and C. Szegedy, “Batch Normalization: Accelerating Deep Network
Training by Reducing Internal Covariate Shift,” Proc. of the 32nd Int. Conf.
on Machine Learning, vol. 37, pp. 448-456, 2015.
[47] Xilinx Virtex UltraScale FPGA VCU110 Development Kit,
https://japan.xilinx.com/products/boards-and-kits/dk-u1-vcu110-g.html,
[accessed Nov. 16, 2020].
76 参考文献
[48] Zynq UltraScale+ MPSoC ZCU102 Evaluation Kit,
https://japan.xilinx.com/products/boards-and-kits/ek-u1-zcu102-g.html,
[accessed Nov. 16, 2020].
[49] H. Yonekawa and H. Nakahara, “On-chip Memory Based Binarized Convolu-
tional Deep Neural Network Applying Batch Normalization Free Technique
on an FPGA,” 2017 IEEE International Parallel and Distributed Processing
Symposium Workshops (IPDPSW), pp. 98-105, 2017.
[50] Xilinx SDAccel Development Environment, https://www.xilinx.com
/support/documentation/sw manuals/xilinx2018 3/ug1238-sdx-rnil.pdf,
[accessed Nov. 16, 2020].
[51] H. Nakahara, T. Fujii and S. Sato “A Fully Connected Layer Elimination for
a Binarized Convolutional Neural Network on an FPGA,” 2017 27th Inter-
national Conference on Field Programmable Logic and Applications (FPL),
2017.
[52] Intel RealSense Depth Camera D435i, https://www.intelrealsense.com/depth-
camera-d435i/, [accessed Nov. 20, 2020].
[53] J. Redmon, S. Divvala, R. Girshick and A. Farhadi, “You Only Look Once:
Unified, Real-Time Object Detection,” 2016 IEEE Conf. on Computer Vision
and Pattern Recognition (CVPR), pp. 779-788, 2016.
[54] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C. Fu and A. C. Berg,
“SSD: Single Shot MultiBox Detector,” European Conference on Computer
Vision, pp. 21-37, 2016.
[55] Y. Abe, Y. Ishida, T. Ono and H. Tamukoh, “Acceleration of training dataset
generation by 3D scanning of objects,” 2020 International Conference on
Artificial Life and Robotics (ICAROB), pp. 197-200, 2020.
[56] J. Jordon, J. Yoon and M. van der Schaar “PATE-GAN: Generating Syn-
thetic Data with Differential Privacy Guarantees,” 2018 International Con-
ference on Learning Representations (ICLR), 2018.
[57] A. Radford, L. Metz and S. Chintala, “Unsupervised Representation





• Yuma Yoshimoto and Hakaru Tamukoh, “FPGA Implementation of a Bi-
narized Dual Stream Convolutional Neural Network for Service Robots,”
J. Robot. Mechatron., Accepted.
学会発表（筆頭著者，査読有）
• Yuma Yoshimoto, Hakaru Tamukoh, “Hardware-Oriented Dual Stream Ob-
ject Recognition System using Binarized Neural Networks,” 2020 IEEE In-
ternational Symposium on Circuits and Systems (ISCAS2020), Paper ID
1725, Online, October 10-21 (19), 2020.
• Yuma Yoshimoto, Hakaru Tamukoh, “Live Demonstration: Hardware-
Oriented Dual Stream Object Recognition System using Binarized Neural
Networks,” 2020 IEEE International Symposium on Circuits and Systems
(ISCAS2020), Paper ID 2234, Online, October 10-21 (16), 2020.
• Yuma Yoshimoto, Daisuke Shuto, Hakaru Tamukoh, “FPGA-enabled
Binarized Convolutional Neural Networks toward Real-time Embedded
Object Recognition System for Service Robots,” 2019 4th IEEE In-
ternational Circuits and Systems Symposium (ICSyS2019), Paper ID
1570588777, September 18-19 (19), 2019, Best Paper Award.
• Yuma Yoshimoto, Muhammad Farhan Mustafa, Wan Zuha Wan Hasan,
Hakaru Tamukoh, “A Quick Data Generation Method for Training Object
Detection Algorithms in Home Environments,” 2019 International Work-
78 研究実績
shop on Smart Info-Media Systems in Asia (SISA2019), SS1-2, pp. 7-10,
Tokyo, Japan, September 4-6 (4), 2019.
• Yuma Yoshimoto, Hakaru Tamukoh, “Object Recognition System using
Deep Learning with Depth Images for Service Robots,” 2018 International
Symposium on Intelligent Signal Processing and Communication Systems
(ISPACS2018), FM1B-4, Okinawa, Japan, November 27-30(30), 2018.
学会発表（筆頭著者，査読無）
• Yuma Yoshimoto, Hakaru Tamukoh, “Object Recognition System using
Depth Image for Home Service Robots,” 5th International Symposium on
Applied Engineering and Sciences (SAES2017), Nov. 14-15(15) 2017, Uni-
versiti Putra Malaysia.
• 吉元 裕真, 田向 権, “Depth 画像を活用した深層学習によるホームサービス
ロボット向け一般物体認識システムの構築,” 電子情報通信学会スマートイン
フォメディアシステム研究会: 信学技報, Vol.117, No.349, pp. 123-128, 鳥取
県立生涯学習センター, 2017年 12月 14-15日
• 吉元 裕真, 田向 権, “RoboCup@Homeにおけるホームサービスロボットのた
めの一般物体認識システム,” SOFT 九州支部夏季ワークショップ 2017in 指
宿, 2017年 8月 24日-8月 25日 (24)
• 吉元裕真, 田向権, “物体認識アルゴリズムを FPGAに実装するための基礎研
究,” 電子情報通信学会 2017総合大会, 学生ポスターセッション, ISS-SP-194,
2017年 3月 22日-25日 (23), 愛知, 名城大学天白キャンパス
論文誌（共著者，査読有）






• Yutaro Ishida, Yuichiro Tanaka, Sansei Hori, Yuta Kiyama, Yuki Kuroda,
Masataka Hisano, Hiroto Fujita, Yuma Yoshimoto, Yoshiya Aratani, Goki
Iwamoto, Kohei Hashimoto, Dinda Pramanta, Yushi Abe, Takashi Morie
and Hakaru Tamukoh, “Approach to accelerate the development of practi-
cal home service robots − RoboCup @Home DSPL,” RO-MAN Workshop:
HRI for Service Robots in RoboCup@Home, Lisbon, Portugal, Aug. 28-
Sep. 1(1), 2017.
受賞
• Yuma Yoshimoto, Daisuke Shuto, Hakaru Tamukoh, Best Paper Award






• 九州工業大学 生命体工学専攻人間知能システム工学専攻, 2017年度修論発表
最優秀賞
• トヨタ自動車第 2回 HSRユーザ会 ポスター＆デモセッション，優秀ポスター
プレゼンテーション賞（国内学会）
• RoboCup 2017 ＠ Home Domestic Standard Platform League（DSPL）世
界優勝（世界大会）
• 日本ロボット学会 Intelligent Home Robotics Challenge 2016，総合優勝，ロ
ボットマニピュレーション部門 1位，ロボット聴覚部門 1位（国内大会）
• RoboCup Japan Open 2017 @Home DSPL準優勝（国内大会）
• RoboCup Japan Open 2016 @Home準優勝に係る，九州工業大学 学生表彰
技術賞の部
