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Abstract
There is a large body of work, built on tools developed in mathematics and physics,
demonstrating that financial market prices exhibit self-similarity at different scales. In
this paper, we explore the use of analytical topology to characterize financial price series.
While wavelet and Fourier transforms decompose a signal into sets of wavelets and power
spectrum respectively, the approach presented herein decomposes a time series into com-
ponents of its total variation. This property is naturally suited for the analysis of scaling
characteristics in fractals.
1 Introduction
Financial market data provide some of the most complete historical measurements reflecting
human social interaction. Quantitative financial analysts submit these data to a wide range of
analysis methods in an attempt to produce superior investment techniques, and in the process,
often provide insight into the nature of interactions between humans as an ensemble.
As early as the 1930’s, the scaling property of price series was studied using the analysis of
repeatable patterns at various scales [1]. Early in his prolific career, Mandelbrot investigated
the properties of price series [2] and following his work on establishing the theory of fractals,
published papers on the fractal nature and complexity of financial data [3] [4] [5] [6]. Scaling
relationships in price series have since been studied in various ways [7] [8] [9] [10] [11] and it
has become widely accepted that self-similarity in prices is an emergent property of complex
human interaction occurring in the market place.
The Fractal Market Hypothesis (FMH) [12] was established around the stylized fact that
price series exhibit scaling characteristics. The assumption that markets are instantaneously
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and completely efficient (Efficient Market Hypothesis) was modified to introduce terms that
support self-similarity at various time frames and price ranges. According to the FMH, orderly
markets are a result of the interaction between participants with a diverse set of investment
horizons and views about current, and future asset valuations. The scaling characteristics
originate from the diversity of these market participants [13]. Consequently, it is plausible that
scaling may be linked to the distribution of participants, and could be used as a measure of
market condition.
The determination of Hurst coefficients using the standard rescaled-range analysis [14] was
performed by Lo [15]. Di Matteo et al.[9] then generalized the approach by using the qth-
moment of the return distribution to estimate a generalized Hurst coefficient. This method has
the advantage of being less sensitive to tail events than Hurst’s rescaled range method which
relies on observed measurement extrema. A large number of scaling relationships were identified
by Muller et al.[7], and Dupuis and Olsen [16], most of which were related to the count of price
change events. In recent years, the Fourier transform [17] and its fractional version [18] were
also employed, as well as the Wavelet transform [19]. In all cases, the scaling characteristics of
price series were demonstrated.
More recently, there has been an increased interest in topological data analysis (TDA).
Lemire et al. [20], Brooks [21] and Seversky et al.[22] have used TDA for analyzing various
data sets. In particular, Brooks has developed a method consisting of decomposing the data
into components of its total variation and has applied it to the analysis of medical images [23].
This paper presents results obtained from the application of TDA to price data. The
topological decomposition of the total variation is used to demonstrate the scaling property of
financial instruments, both globally and as a time-varying property. The paper is structured
in the following way: first we introduce the topological concepts required to understand the
decomposition, we then apply the algorithm, and finally we demonstrate the results of applying
the proposed analysis method to price series for a foreign exchange market and a stock market
index. The estimated scaling characteristics are presented for each instrument, as well as its
variation in time.
2 Topology Based Decomposition
2.1 Total Variation for Single-Valued Real Functions
Total variation refers to the total length of a curve over a closed subset of the domain. For a
single-valued real differentiable function f(x) over an interval x ∈ [a, b], the total variation is
defined as
TV (a, b) =
∫ b
a
∣∣∣∣df(x)dx
∣∣∣∣ dx (1)
where df(x)
dx
is Riemann integrable.
For a prices series p = {p0, p1, ..., pk} which consists of k discrete samples, the total variation
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is obtained by summing up all price variations (i.e. coastline),
TV (p) =
k∑
i=1
|ri| (2)
where ri = |pi − pi−1| is the price return at time i.
2.2 Persistent Pairs in Single-Valued Real Functions
Persistence is a concept in algebraic topology, well described by Edelsbrunner [24] for single
variable functions and simplical homologies. For this paper, we concentrate solely on the
definition for single variable functions and introduce the persistent extrema pairing process for
discrete price samples.
As per Edelsbrunner [24], persistent pairs can be obtained by progressively increasing the
detection level L from the lowest value to the largest value in the set. For a differential function
f : X → Y , the sublevel set <(x) = {η ∈ X|f(η) ≤ f(x)} is the set of disjoint components
representing continuous pieces of the domain X. This is depicted in Figure 1 where the bold
horizontal line at level f(x) = L represents <(L). As L increases, a new contiguous component
is created every time a local minimum is reached. Whenever a local maximum is reached, two
components join into one. At that point, a persistent pair is formed, consisting of the local
maximum and the highest local minimum in the newly formed joined component. Referring
to Figure 1 and starting from the bottom, we first encounter local minimum A, then local
minimum B, then local minimum C and finally local minimum D. The process continues to
the local maximum E, at which point two components merge into one. The local maximum
E creates a first persistent pair with local minimum D. As the level progresses further, local
maximum F is reached, which is paired with local minimum B to create a second persistent
pair FB. The process continues until no more pairing is possible. In the event that a local
extrema has the same value for multiple samples, the persistent pair may not be uniquely
defined. In that case, either symbolic perturbation is used to perturb the critical points and get
an approximate solution, or the earliest extrema in the time-series is selected for persistence.
The latter approach is used here. The algorithm presented in Appendix A was taken from
Lemire [20] [25]. It extracts persistent movements on the fly, as new data points are provided.
The output is composed of a list of persistent pairs as well as a top structure.
In Figure 1, the dashed lines are the persistent movements while the dash-dot lines are the
non-persistent movements defining the top structure T made up of extrema that are not yet
persistent. The price movements described by the persistent pair extrema are called persistent
movements. They are price variations that do not contain a reversal larger than their own size,
hence the term persistent movements. The difference in value between extrema of a persistent
pair is called the persistent movement size µj. It defines the price variation amplitude associated
with the persistent movement. The total variation provided by a persistent movement j is in
fact twice its size µj.
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Figure 1: Persistent Pairing Process and Persistent Pairs
A property of persistent movements is that the total variation is maintained, such that for
a prices series p = {p0, p1, ..., pk},
TV (p) =
k∑
i=1
|ri|= TV (T ) +
np∑
j=1
2µj (3)
where ri = |pi − pi−1|, TV (T ) is the total variation associated with the top structure T and np
is the number of persistent pairs.
2.3 Persistent Movement Spectrum
In a way similar to Fourier analysis where the spectrum indicates the signal energy at given
frequencies, it is possible to define the persistent movement spectrum which indicates the
contribution of each persistent movements of size mj to the total variation. For price series, the
set of discrete sizes mj is well defined since price data exists only at discrete values specified
by the smallest price variation of the asset. So the spectrum simply consists of counting the
number of persistent movements nj of size mj. Like the Fourier transform where trends need
to be removed and the data windowed to prevent distortion, the persistent movement spectrum
applies only to the persistent price movements, and does not include the top structure. The
persistent movement spectrum is defined as
S(mj) = 2njmj (4)
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where nj is the number of persistent movements with size mj.
2.4 Scaling Property of the Persistent Movement Spectrum
We will demonstrate later that the persistent movement spectrum of a price series is in fact well
represented by a power-law. This indicates that the contribution to the total variation exhibits
self-similarity with respect to the persistent movement size. Based on this stylized fact, it is
possible to assume that
S(mj) = 2njmj ≈ Am−αj (5)
where A is an amplification factor, and α is a scaling factor indicating the roughness of the
price sample. In the case where α is a constant, we refer to a single fractal, while if α is a
function of persistent movement size α(mi), it represents a multifractal [5].
The power-law assumption leads to a relationship between the expected number of persistent
movements as a function of the persistent movement size. This relationship is
nj =
1
2
Am−α−1j (6)
Therefore, simply investigating the power-law scaling characteristics of the number of persistent
movements against the persistent movement size is analogous to analyzing the contribution of
each persistent movement size to the overall total variation.
The area under the persistent movement spectra curve is representative of the persistent
part of the total variation, or
npm∑
i=1
2µi =
nm∑
j=1
njmj ≈
nm∑
j=1
Am−αj (7)
where nm is the number of sizes used to categorize the persistent movement sizes.
The simple interpretation of the scaling exponent is that if α decreases, we should expected
fewer smaller size price reversals in any larger persistent price movements, and conversely if α
increases, the price will exhibit more smaller price reversals in any given larger persistent price
movements.
3 Demonstration of the Method
3.1 Data Description
The analysis is performed on price series for two of the most heavily traded financial instruments
available: EURUSD spot FX and the S&P 500 index. For EURUSD, The mid-price obtained
from the best bid-offer data from August 2006 to October 2014 is used. The data is plotted in
Figure 2. For the S&P 500, e-Mini futures price data spanning June 2009 to August 2016 is
analyzed. Since the data spans multiple contract expiry periods, the price sets of the selected
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Figure 2: EURUSD Mid-Price
contracts terms are merged into a differentially forward adjusted continuous contract price
series. This data maintains the price variations throughout history while removing the steps
associated with rolling from one contract to the next, and hence maintains the effect of carrying
charges and dividends. The roll convention utilized for this example consists of rolling out of
the current contract 6 days prior to the expiration date and into the next valid contract where
only March, June, September and December contracts are considered. The resulting continuous
contract price series is shown in Figure 3. The minimum price variations, called tick sizes, are
0.0001 USD per EUR for the EURUSD spot FX data, and 0.25 USD for the S&P 500 futures
data.
3.2 Decomposition Results
The algorithm described in Appendix A is used to extract the persistent movements for each
data set. Visualization of all persistent movements is not practical. The decomposition covers
all price reversals, from single tick-size variations to large macro movements. It is difficult
to create a good global picture in a static chart. For demonstration, Figure 4 shows each
component of the persistent movement decomposition of EURUSD data for the week of August
6 2006. The non-persistent top structure is demonstrated by joining the non-persistent extrema
of the price in that week. All other parts shown in solid lines are the persistent movements
displayed by joining persistent extrema with a line. This single week of data generates 7641
persistent movements with sizes ranging from 1 tick to 65 ticks. Larger price movements
observed in that week are not yet persistent and therefore, their contribution to the persistent
movement spectrum is not yet reflected. The density of persistent movements in time is a
natural business-time [26] delineation.
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Figure 3: S&P 500 Continuous Contract Price
Figure 4: EURUSD Week of August 6 2006 Decomposition
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Figure 5: Persistent Movement Spectra
3.3 Persistent Movement Spectra and Scaling
The persistent movement spectra results for the analysis of both data sets are shown in Figure
5, which also includes a power law fit obtained using the maximum likelihood power-law fitting
method presented by Clauset [27]. The fitted curve is provided up to the largest available
persistent movement size in the sample. The empirical spectra has a finite resolution dictated
by the number of movement in the sample while the fitted spectra is the expected one over an
infinite time horizon.
The power-law fitting algorithm provides both a scaling exponent and a minimum price
movement size for which the power law applies. For EURUSD, the scaling exponent is estimated
to α = 1.97, valid as a single fractal characteristic for persistent movement sizes higher than
11 ticks. Smaller size variations seem to be better characterized by multifractals. This value of
scaling exponent matches the exponent obtained by Dupuis and Olsen [16] for the EURUSD
spot FX market. Similarly, the estimated scaling exponent of the S&P 500 Futures price series
over the complete period is α = 1.985, valid as a single fractal characteristic for persistent
movement sizes higher than 13 ticks. Again, smaller size variations are better characterized by
multifractals. The straight lines at the bottom of the actual empirical spectra are related to
having only one persistent movement of that size in the data. As a consequence, its contribution
to the total variation is proportional to its size, hence forming a line.
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Figure 6: 8-Week Recursive Estimate of Scaling Parameter
The global estimates of the persistent movement scaling exponent provide an interesting
insight into the characteristics at a high level. But more important would be to estimate the
evolution of the scaling characteristics over time. In that case, it could be used as a local
market state to inform trading decisions. A minimum look-back period is required to ensure
that enough events are observed for the estimation. The flow of events depends on volatility
and on the minimum price variations. Figures 6 shows recursive estimates over periods of 8
weeks and updated every second week. These plots indicate that the scaling characteristics of
sub periods are different from the scaling characteristics of the complete set they belong to.
The results show that from 2013 to 2015, one should have expected less mean reversion
(a.k.a. higher scaling exponent) in the price of the S&P 500 than in the price of EURUSD.
This is obvious with hindsight by looking at the price history directly (Figures 3 and 2). The
scaling exponent estimation would have detected that fact in late 2012 at which time the
recursive estimate of the scaling exponent for both assets diverged significantly. The scaling
estimate for EURUSD also shows that in early 2008, there was a significant shift in the scaling
property, a change which preceded the 2008 financial crisis, also visible in the fall of 2008.
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4 Conclusions
The persistent movement decomposition was used to decompose the time series of the price for
two important financial instruments. The method decomposes prices into pairs of persistent
local extrema representing persistent movements with sizes summing up to its total variation.
The decomposition maintains all price reversals, while providing a natural insight into the
complex micro-structure of price series or, for that matter, any time series exhibiting fractal
characteristics.
Results of the decomposition for Spot FX EURUSD and the S&P 500 Futures were pre-
sented. The persistent movement spectrum, representing the contribution of persistent move-
ments of all sizes to the total variation, is shown to follow a power law. This stylized fact about
the market price evolution is indicative of the self-similarity present in complex fractional pro-
cesses. The scaling characteristics of price data support the validity of the Fractal Market
Hypothesis. According to FMH, prices evolve in response to a multitude of participants with
distinct views about asset prices over various time horizons. The investigations of the scaling
characteristics of an asset price can therefore be interpreted as a way to detect the distribution
of such participants, and could potentially be used to inform trading.
Finally, a fundamental property of persistent movement decomposition not discussed in this
paper is the tree structure of persistent movements whereby smaller components are contained
in larger ones. The properties of the resulting tree structure, indicative of the evolution of
dependence between movements at various sizes, contains further valuable information about
markets.
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A Persistent Pairs Detection Algorithm
The algorithm to extract persistent pairs from time series was taken from Lemire [20] [25] and
is shown here. It detects the persistent pairs on the fly and generates a list of persistent pairs
pp as well as a top structure Top.
• Initialization
firstSample = true
prevDirection = 0
Define a dynamic array Top (to contain extrema of non-yet persistent elements)
Define an output array pp (to contain extrema of persistent pairs)
• Extracting persistent pairs
For i = 1 . . . n (scan each point in the time series)
If (firstSample = true)
# handle initialization
firstSample = false
time = ti
sample = xi
Else if |sample− xi|< 
#Update time only - same sample
time = ti
Else (New sample to be processed)
# get and process the direction of current variation
di = sign(xi − sample)
If (di ∗ prevDirection ≤ 0)
prevDirection = di
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push{time, sample} → Top
If (di > 0)
If (topIndexmin == −1)
topIndexmin = size(T )
Else if (di < 0)
If (topIndexmax == −1)
topIndexmax = size(T )
time = ti
sample = xi
# Check for new persistent pairs
loopOn = true
while (loopOn)
lastIndex = size(Top)
prevIndex = lastIndex− 1
If (lastIndex => 0)
xext = Top(prevIndex).sample
If (di > 0)
If (topIndexmax > −1)
If (topIndexmax = prevIndex)and(xi ≥ xext)
topIndexmax = −1
Endif
Endif
If (topIndexmin = lastIndex)and(pi < xext)
loopOn = false
Endif
ElseIf (di < 0)
If (topIndexmin > −1)
If (topIndexmin = prevIndex)and(xi ≤ xext)
topIndexmin = −1
Endif
Endif
If (topIndexmax = lastIndex)and(pi > xext)
loopOn = false
Endif
If (loopOn)
# Persistent Pair Detected
pp(ppCount) = {Top(lastIndex), T op(prevIndex)}
ppCount = ppCount+ 1 (increment persistent pair counter)
pop Top twice (remove last 2 entry in array)
Endif
Endwhile
Endif
Endfor
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