Abstract-One of the main research issues of digital data is defined by copyright protection, and digital watermarking is a potential solution to this issue. While there is an abundance of research on digital watermarking for image data, there is far less research on digital watermarking for vector map data, a data format used to store complex information in Geographical Information Systems (GIS). Recently, data mining methods have been used in the process of watermarking vector data. In this paper, we argue that the security of the watermarked vector maps can be increased by employing more suitable data mining methods. In particular, in this paper, we advocate the use of kmedoids partition clustering and compare its deployment with a previous watermarking scheme in which k-means partition clustering is used. The experimental results show that it outperforms the approach based on k-means according to a set of evaluation metrics.
I. INTRODUCTION
In last four years, the compelling need for protecting the copyright of digital vector maps has become an emergent topic within the GIS (Geographic Information System) research community that stemmed from the rapid growth of intelligent tools and devices [1] , [2] . One of the main economic, social and legal aspects of using GIS data is defined by copyright protection [3] . This has been enforced and administrated internationally by UN-WIPO (United Nations -World Intellectual Property Organization), by considering the digital maps as software products [4] .
Unlike other physical data, digital data has its own features of being intangible and dynamic, which make it easy to be copied, modified or distributed through different media such as CDs, DVDs, USBs or via internet servers [5] .
In the digital context, the copyright offers an exclusive right to secure and protect the livelihood of original work producers. This helps prevent illegal digital copies being distributed on internet web sites and used instead of the original productions. In case of copyright dispute, digital watermarking can be used for claiming ownership. Digital watermarking has been proposed, in recent years, as an effective solution to combat this threat of piracy.
In watermarking research, digital multimedia data such as images, text, audio and videos received more attention by researchers and scholars than digital vector map data [6] . The spatial structure and topological relations within the vector map type of data are features that make it different from other multimedia data. The key difference between vector data and image data, as illustrated in Table I , is the small redundancy available to hide the watermark due to the precision intolerance of vertices' coordinates. In addition, digital vector data has great economic significance due to the value of its accurate content [7] . Digital maps are developed for complex data, which makes them suitable to be used in many applications where accuracy is important, such as navigation, strategic planning, military services and decision making [1] . In recent years, a considerable amount of research has been carried out to solve the issue of copyright protection in the context of digital vector data, e.g., [3] , [6] , [8] . A handful of research papers proposed watermarking methods that use data mining tools in the context of digital vector data copyright protection [9] - [12] . These methods can be categorized into two main categories: clustering-based methods [9] - [11] and classification-based methods [12] . In the literature, clusteringbased methods are more prevalent than classification-based methods; consequently, we focus on clustering methods.
In particular, we advocate that the clustering method used has an influence on the security of the watermarked vector map, where security is measured through specific evaluation metrics, which are outlined in Section II. More specifically, we propose the use of a k-medoids partition clustering approach; there are several implementations of this approach, of which the PAM (Partitioning Around Medoids) method is the most popular [13] , [14] . In this paper, we investigate whether the use of PAM leads to a more secure watermarked map in comparison with a k-means partition clustering method.
The rest of this paper is organized as described in the following. In section II, a detailed overview of relevant previous work is presented. Section III describes the geospatial data format and the platform that has been utilized for the experimental evaluation of the approach proposed in this paper. Section IV presents the full explanation of our approach including: selecting the embedding positions and implementing the embedding and extraction strategy. Section V describes our experiments and discusses the findings. Section VI concludes the paper.
II. RELATED WORK
In GIS vector map data, a sequence of vertices' coordinates is used to represent geographical locations of the digital map object, which can take one of three types of geometry shapes: point, polyline and polygon [8] .
A digital vector map watermarking system, as shown in Fig. 1 , consists of two substantial stages: embedding and extraction. The embedding stage refers to the process of inserting copyright information, which is called a watermark, into the host data.
In the former stage, one or more secret keys are used for adding more security to the embedded locations in the digital map, as well as keeping these locations unknown to potential attackers. The stage of watermark extraction aims to obtain the watermark from the host data by using the aforementioned secret key(s). The purpose of extraction is to obtain the watermark so that the original map can be retrieved.
In the literature, digital map watermarking algorithms are classified into two main types: spatial domain and transform domain. Spatial domain algorithms are concerned with embedding the watermark directly into different spaces, such as Cartesian coordinates, polar coordinates, blocks and topology relations. Transform domain algorithms deal with inserting the watermark into a transformed form of data. The most frequently used data transformations in the watermarking context are wavelet transform, Fourier transform and cosine transform [8] .
The security of a watermarked map is evaluated by looking at four aspects: capacity, fidelity, computational time and robustness [8] .
Capacity refers to the number of bits that can be embedded in the host data [15] , [16] . In addition to the number of embedded bits in the host data, these bits should be spread across the whole map in order to provide more robustness to cropping attacks, which refer to cutting parts of the host map [17] . The use of clustering methods in the process of watermarking ensure a good spread by identifying locations for embedding throughout the map.
Fidelity refers to the fact that the watermark embedding process should not affect the quality of the host data and that the watermark should not be noticeable to the human eye [18] .
There is a trade-off between capacity and fidelity: inserting many watermark bits, i.e., increased capacity, leads to a loss of fidelity or quality of the host map [8] . Consequently, there is a need to balance the capacity of the map with its fidelity to achieve good security without loss of quality.
Computation time/complexity refers to the period of time that is required to perform the embedding process and obtaining the watermarked data [19] .
Robustness refers to the ability of the watermaked map to withstand any kind of modifications, called attacks, to the host data [15] . Examples of these attacks are geometric modifications processes such as rotation, translation and scaling [9] .
To the best of our knowledge, there are only three published watermarking methods that used clustering data mining approaches to watermark GIS vector map data. In the following, we review these watermarking methods and outline their advantages and disadvantages in relation to the evaluation metrics mentioned above.
Jianguo et al. [10] proposed an algorithm that used fuzzy spatial clustering analysis for embedding a 1-dimensional binary code watermark into a digital vector map. Their evaluation indicated that the algorithm outperforms some shifting, cosine transform and Fourier transform based algorithms in terms of data fidelity. Although this algorithm maintains the fidelity of the map data features, it is vulnerable to geometric attacks such as rotation, translation and scaling, which can easily result in the loss of the embedded watermark.
Haowen [11] proposed a watermarking algorithm for embedding a 2-dimensional binary image watermark with a size of 32x96, into a vector point data set. In this approach, however, neither the capacity nor the trade-off between capacity and fidelity metrics were taken into account, which have crucial implications on the security of the digital map.
The approach of Huo et al. [9] used k-means partition clustering for watermarking a digital map based on the polygon geometry type of the ESRI shapefile; properties of this particular format are described in the next section. Polygons' centers were clustered into 80 clusters, equal to the number of watermark bits. 80 random centers were used as initial centers for the k-means clustering method. The watermark bits were embedded into the mean-distance, also called averagedistance [20] length of polygons. This algorithm used 3-keys for accomplishing a good security. Unlike the previous two approaches, this watermarking method took into consideration both the robustness to attacks and the trade-off between capacity and fidelity.
In this paper we argue that the partition clustering method used in the process of identifying the location for embedding the watermark has an influence on the security of the watermarked map measured in terms of capacity, fidelity, computational time and robustness. To investigate this, we propose a k-medoids approach and compare it with the approach of Huo et al. [9] as a best representative of partition clusteringbased watermark embedding approaches, because it takes into consideration both the trade-off between capacity and fidelity, and the robustness to geometric attacks.
III. MATERIALS
This section describes the data format used and the platform that has been utilized for implementing the proposed approach in this paper.
A particular data format is used, which is called shapefile (.shp) and was developed by ESRI 1 , a major company supplying Geographic Information System (GIS) software and geodatabase management applications which are widely used in over 200 countries. The shapefile is a popular format used in GIS applications due to its prominent characteristics. These characteristics can be summarized as [21] :
1) It requires less storage space than image data;
2) It has considerable speed in drawing and editing shapes; 3) It stores spatial features, in the form of coordinates, and their attribute information; 4) It supports all types of geometry, i.e points, lines and polygons; 5) It is easy to read and write.
Three maps covering three countries in Africa were used for the research presented in this paper, which are illustrated in Fig. 2 ; these maps are freely available from the Map Library website 2 . As shown in Fig. 2 , we used the administrative areas map of three countries: Tunisia (27 polygons), Swaziland (53 polygons) and Burundi (132 polygons).
For the watermark embedding and extraction processes, and for measuring the computational time, MATLAB was used with the following details: version R2013b (8.2.0.701), 32-bits and license No. 484067. For more information regarding MATLAB, see the Mathworks website 3 .
IV. THE PROPOSED APPROACH
Our proposed approach aims to assess the influence of kmedoids in comparison with k-means partition clustering on the trade-off between the capacity and fidelity metrics, as well as on the computational complexity and robustness metrics. For this purpose, we use the approach of Huo et al. [9] and vary the two aspects highlighted in Fig. 3 .
The GIS map watermarking approach, as illustrated in Fig. 3 , consists of determining the embedding positions (first four steps) and embedding the watermark into the host map by applying odd-even indexing method (last three steps). These steps are explained in sub-sections IV-A and IV-B, respectively. Regarding the watermark extraction, the last part of the watermarking process illustrated in Fig. 1 , it is explained in sub-section IV-C.
A. The Watermark Embedding Positions
Embedding positions refer to a set of map locations to be modified by inserting the watermark bits. In Huo et al. [9] , the process of selecting the embedding positions includes the following steps: calculation of polygons' centers, selecting random centers to be used as initial cluster centers for k-means clustering and selecting the centers of polygons to be used for embedding. The last step is accomplished for each cluster, by choosing the closest point to the center of the cluster. Finally, the mean distance length is calculated, to be used in the watermark embedding method.
Our approach uses k-medoids instead of k-means and is presented in detail below.
• The calculation of polygons' centers: Polygons' centres are calculated in both axes [22] , as shown in Equations (1) and (2), by summing all vertices coordinates for each polygon and then dividing by the (a) Huo et.al Scheme [9] (b) Our Proposed Approach number of vertices minus one; the subtraction of one is due to the last vertex coordinates being the same as for the first vertex, according to the polygon shapefile format [21] .
where: x c and y c are the coordinates of polygon's center in both x and y axes respectively; n is the number of all vertices within the same polygon; i is the order of the vertex in the polygon.
• Clustering of polygons' centers. In contrast to the scheme of Huo et al. [9] , our approach uses a k-medoids based partition clustering method called PAM (Partitioning Around Medoids). PAM method works firstly by arbitrarily assigning initial representative objects, called seeds. Subsequently, it replaces the seeds by other representative objects iteratively. This process continues until the resulting medoids, i.e. clusters' representative objects, can not be improved or changed [13] , [14] . Polygons' centers are clustered into k-clusters and the resulting medoids are kept as a secret key (key1). The k-medoids mechanism [14] is summarized in Algorithm 1. Unlike k-means, the centers of clusters are actual polygon centers, not artificial points which did not exist in the initial data set of polygon centers [14] . The k-medoids method outperforms the k-means method by its robustness to outliers, i.e. objects that are far from the majority of the data within the same cluster. Both k-means and k-medoids need the number of clusters to be specified by the user [14] , [23] , which has an advantage of controlling the number of watermark embedding locations, which have a good influence on increasing the capacity. Another specific advantage of applying k-medoids method in the context of watermarking GIS vector data, is that clusters' centers are actual data points from the map data sets. In contrast, the clusters' centers in the k-means method are artificial points, which introduces an element of approximation that is not present in the k-medoids algorithm.
• Calculating the mean distance length. The meandistance length is the average of distances from the polygon's center to each of its surrounding vertices within the same polygon [9] , [20] . The values of Algorithm 1 k-medoids (PAM) method for partitioning based on medoid. Input: k: the number of clusters, D: a data set containing n objects. Output: A set of k clusters. M ethod:
• arbitrarily choose k objects in D as the initial representative objects or seeds;
• repeat • assign each remaining object to the cluster with the nearest representative object in terms of Euclidean distance;
• randomly select a non-representative object, O random ;
• compute the total cost, S, of swapping representative object, O j , with O random ; • if S < 0 then swap O j with O random to form the new set of k representative objects;
• until no change; mean-distance lengths are kept as another secret key (key2) and used as targeted positions for watermark embedding. Equation (3) demonstrates the way of calculating the mean-distance length of polygons that are selected by using the k-medoids partition clustering method.
where: L c is the mean distance length; n is the number of vertices in a polygon; v is the vertex order; x c and y c are the center coordinates in x and y axes, respectively; x v and y v are the vertex coordinates in x and y axes, respectively.
B. The Watermark Embedding Method
The watermark is structured on the basis of the zero watermark concept [9] . Zero watermarking aims to utilize some key characteristics of the host map data in order to generate a more robust watermark. In this case, the characteristic of the host map data that is used is the mean-distance length of polygons. The watermark is constructed by adding or subtracting a bit value of 1 from the mean-distance length of polygons.
The watermark is embedded by applying an odd-even indexing condition [9] , [24] , as outlined in Equation (4). The index of each mean-distance value is used in this approach, instead of using an additional random sequence proposed by [9] , to simplify the implementation and also to have more consistent positions for embedding the watermark.
This indexing plays a vital role in combination with the clustering process by: 1) Maintaining the security of the watermark position by storing the index values as a key instead of utilizing a random sequence that is not relevant to the used data; 2) Ensuring that all selected polygons are used as watermark carriers to attain a maximum value of capacity; 3) The ability to increase the watermark capacity while preserving the map fidelity, whereas the use of random sequence and indexing condition in [9] will limit that choice of control.
where: W i is the ith bit value of the watermark; OES stands for Odd-Even Status; I is the order index of the mean-distance length value in the matrix; T is the value of the 4th digit of the mean-distance length value, after the decimal point [9] .
As shown in Equation (4), the watermark is embedded by comparing the OES (Odd-Even Status) of both I and T variables. The conditions are set based on two scenarios as following:
• If the OES of I is odd, 1 will be subtracted from the value of T .
• In contrast, if the OES of I is even, 1 will be added to the value of T .
After applying the OES to change the values of the meandistance length L c , the new values will be represented by L * c . This new mean-distance length values are stored as an additional secret key (key3), to secure the positions in which the watermark is embedded. Following, the change rate α c is calculated as depicted in Equation (5):
The change rate α c is used to change all vertices of polygons that belong to each cluster's center on the basis of embedding condition, as given in equations 6 and 7:
where: v * x and v * y are the new vertices' coordinates after embedding the watermark according to the aforementioned condition, in Equation (4).
C. The Watermark Extraction Method
The watermark extracting process is flexible and quite similar to the embedding process. It is performed by using the keys stored during the embedding process. Firstly, we calculate the center of each polygon, then dividing all centers into k number of clusters by using the k-medoids partition clustering algorithm. In the next stage, the mean-distance length is computed for the watermarked map in the same way as given in the watermark embedding process.
V. EXPERIMENTAL RESULTS AND DISCUSSION
To assess the difference introduced by the k-medoids partition clustering method, we carried out a set of experiments regarding fidelity, robustness and capacity, which are described in the following sub-sections, i.e. V-A, V-B, V-C and V-D respectively. These experiments are carried on the three maps that are shown in Fig. 2 .
To enable this comparison, we simulated the scheme of Hou et al. [9] , as given in their paper and implemented our approach as described previously. This enabled us to compare the two schemes and assess the improvement that could be achieved regarding map data protection. Table II shows the experimental results of the our implementation in terms of capacity and fidelity, which will be discussed in the following subsections in more detail; the compared results according to computation time, are given in Table III , while robustness is discussed separately. We used different proportions of map size, i.e. 25%, 33% and 50%, to verify the consistency of results.
A. The Watermark Capacity Evaluation
Capacity refers to the number of watermark bits that is embedded in the host map. In this paper, the watermark capacity is expressed by the number of vertices that carry the watermark bits. Table II compares the effectiveness of our approach against the approach in [9] , in relation to the map size proportions of 25%, 33% and 50%, respectively. These percentages represent the amount of watermarked polygons within the original map, and has a vital implication on adding more resilience to cropping attacks. Cropping refers to the process of cutting some parts in the host map [17] . It is required that each cluster should contain more than one polygon's center, therefore it does not make sense to work with more than 50% of the map data. To illustrate the relation between the map size proportions and the number of clusters, Map 1, Map 2 and Map 3 are used. Thus, for Map 1, 25%, 33% and 50% corresponds to 7, 9 and 13 clusters, respectively, and for Map 2, 25%, 33% and 50% corresponds to 14, 18 and 27, respectively, while for Map 3, 25%, 33% and 50% corresponds to 33, 44 and 66 clusters, respectively. Table II shows that our approach results in a higher capacity compared with the approach of Hou et al. [9] . Moreover, this is done without negatively affecting the fidelity. When using a quarter of the polygons, the capacity achievement of our approach was more than 58% higher than the compared approach, whereas using a third and half of the polygons, the capacity was raised by more than 50%.
As shown in Table II , our approach outperforms the compared approach due to the indexing mechanism of k-medoids partition clustering. This mechanism selects the centers of polygons in relation to surrounding vertices which result in embedding the watermark in more vertices.
B. The Map Fidelity Evaluation
The fidelity metric aims to measure the perceptual similarity between the watermarked map data and the original map data. It reflects the degree of invisibility the embedded watermark could have. Hou et al. [9] measured this invisibility by using PSNR (Peak Signal to Noise Ratio), in decibels. There is no specific range for PSNR values but a higher PSNR would normally indicate that the data is of higher quality [25] . The typical values are considered to be between 30 and 50 dB, in the context of digital images [26] .
We used the same metric and Table II shows that although both our approach and the compared approach give the same fidelity results, our approach (k-medoids-based) outperforms the k-means-based approach in balancing the trade-off between the watermarked map fidelity and the watermark capacity. This is achieved by increasing the capacity without decreasing the fidelity of GIS map data. According to this, the fidelity value of infinity, as shown in Table II , is definitely considered as ideal outcome for the required invisibility. Fig. 4 compares the original map in Fig. 4(a) with the watermarked maps using the clustering methods of k-means in Fig. 4(b) and k-medoids in Fig. 4(c) , respectively. The figure illustrates that in both approaches, the watermarked maps are not different from the original one to the human eye.
C. The Computation Time Evaluation
Computational time refers to the time period, in seconds, for embedding the watermark bits into the host map. Table III compares our approach versus the scheme of Hou et al. [9] , in terms of the time required to create the watermarked map. This table shows that our approach uses half the time in comparison to [9] , making it more computationally efficient.
D. The Watermark Robustness Evaluation
Robustness reflects the watermark's resistance to a set of attacks or modifications. This paper focuses on geometric attacks such as rotation, translation and scaling because they are more relevant to the geometric nature of polygons in the digital maps context.
Using the mean-distance length values of the selected polygons as watermark carriers has a good implication on the effectiveness of the proposed watermarking approach due to the robustness of mean-distance values to both rotation and translation attacks, and having a way of estimating the scaling factor in the case of scaling attack. These characteristics of using the mean-distance values make the described watermarked approach robust to the geometric attacks [9] , [20] .
More specifically, attacks like rotation and translation have no effect on the embedded watermark because they affect equally all vertices' coordinate values, which, in turn, means TABLE III. THE COMPARED COMPUTATIONAL TIME RESULTS OF OUR APPROACH AND THE SCHEME OF HOU ET.AL, [9] .
Our Approach (seconds) Hou et al. [9] that the distances between these vertices are not affected. Consequently, since the mean-distance length is used to construct the watermark, such attacks do not affect it.
In the case of a scaling attack, the scaling factor could be computed by dividing the mean-distance values of the modified/attacked map by the mean-distance values of the original map. Consequently, it is easy to retrieve the modified map to its original form before scaling was applied.
E. The Watermark Position Security Evaluation
In the described watermarking approach, securing the positions of the embedded watermark is achieved by the use of a set of secret keys. The first key is the values of clusters' centers, the second is the values of mean-distance lengths of the selected polygons by using the technique of OES, and the third key is the indexes of the of mean-distance values. These keys are stored for two main purposes: to be used in the extraction process, and for security purposes because they are kept secret from the attackers.
VI. CONCLUSIONS
In this paper we investigated the influence of the partition clustering method used in the watermarking process on the security of the watermarked map. We worked with the scheme proposed by Huo et al. [9] by replacing (a) their k-means clustering step with a k-medoids clustering approach, and (b) changing the indexing condition. While in k-medoids partition clustering the centers of clusters are data points from the data sets, in k-means partition clustering, the centers of clusters are artificial points. Consequently, k-means comes with an element of approximation that is not present in the k-medoids approach.
To evaluate the influence the partition clustering method had on the security of the watermarked map, we looked at four aspects: capacity, fidelity, computational time and robustness. The experimental results show that both k-medoids and kmeans approaches result in high fidelity, while the k-medoidsbased approach achieves a more balanced trade-off between capacity and fidelity, as well as better computational efficiency due to the k-medoids characteristics. In terms of robustness, the results are similar, although an argument could be put forward that this is improved indirectly in the k-medoids approach because of the higher capacity.
For measuring fidelity, PSNR was used to be consistent with Huo et al. [9] . This metric is used widely in image watermarking and has also been utilized for vector map data [15] , [16] , [27] . The map is converted to an image format to meet the applicability of PSNR. In future work we will investigate different metrics that would be more suitable for this type of data.
For further research, we will experiment with a fixed set of initial representatives for our k-medoids-based watermarking approach to achieve more efficiency and predictability, thus eliminating the randomness involved in the initial selection of the centers involved in the typical PAM-based k-medoids partition clustering method. Also, we will experiment with density-based spatial clustering approaches proposed in the data mining literature to thoroughly explore the influence of different clustering methods on the security of the watermarked maps.
