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Часто говорят, что цифры управляют миром; 
по крайней мере нет сомнения в том, что цифры показывают, как он управляется. 
Иоганн Вольфганг Гёте 
В жизни, как правило, преуспевает больше других тот, кто располагает лучшей информацией. 
Бенджамин Дизраэли 
Ни за что не поверю в статистику, к изменению которой я не приложил руку. 
Уинстон Черчилль 
I. ВВЕДЕНИЕ 
К сожалению, вплоть до настоящего времени большая часть биомедицинских исследо-
ваний, планируемых и выполняемых в Республике Беларусь и Российской Федерации, не со-
ответствует стандартам доказательной медицины. Последствия этого серьезнее, чем кажется 
на первый взгляд – это не только невозможность для исследователей публиковаться в серь-
езных рецензируемых западных научных изданиях, но еще и то, что получаемым результа-
там нельзя верить, и выводы, сделанные на их основе, могут быть (и, скорее всего, являются) 
более или менее ошибочными (речь не идет о самоочевидных выводах). С учетом того, что 
результаты биомедицинских исследований нередко являются основанием для внедрения но-
вых технологий обследования или схем лечения, а зачастую – и новых медикаментозных 
препаратов, становится понятной опасность неверной интерпретации этих результатов 
вследствие ошибок при планировании, выполнении и анализе результатов научной работы. 
Вот только некоторые из обычно допускаемых ошибок: в изучаемую группу, как прави-
ло, включаются лица, произвольно отобранные исследователями. Контрольная группа нередко 
отсутствует; если она все же имеется, то формируется по тем же принципам, что и опытная. 
Опытную группу наиболее часто составляют больные с изучаемым заболеванием, госпитали-
зированные в определенный стационар или его отделение за период исследования. Четко 
сформулированные правила включения в исследование отсутствуют; рандомизация не прово-
дится; при формировании групп обычно имеет место ряд грубых систематических ошибок, что 
вносит существенные искажения в получаемые результаты, делая их малопригодными для 
экстраполяции на генеральную совокупность. При проведении исследований на базе стацио-
нара в выборку не включаются лица с изучаемым заболеванием, получающие терапию амбу-
латорно; при этом ряд важных показателей опытной группы (средний возраст, соотношение 
полов и т.п.) существенно отличается от таковых в генеральной совокупности. Если исследо-
вание базируется на каком-либо отделении стационара, то либо дети, либо взрослые в группу 
испытуемых вынужденно не попадают. Каждое отделение конкретного стационара может 
иметь устоявшийся возрастной, половой и социальный состав пациентов; встречаются и его 
сезонные колебания. Большинство пациентов, обслуживаемых ведомственными медицински-
ми учреждениями – работники соответствующих предприятий и организаций, чей возрастной 
и половой состав могут существенно отличаться от таковых у населения в целом, кроме того, у 
них могут развиваться специфические профессиональные заболевания. 
Если исследуемых групп несколько, отсутствие рандомизации при их формировании 
приводит к несопоставимости групп по ряду основных характеристик (полу, возрасту и т.п.), 
что приводит к невозможности их корректного сравнения. Размер исследуемых групп обыч-
но произволен и выбирается исходя из личных представлений исследователей о «достаточ-
ности», ввиду чего анализируемая выборка может оказаться репрезентативной только слу-
чайно. Если исследование является ретроспективным и базируется на архивных материалах, 
данные недостатки еще более усугубляются, поскольку к необъективности исследователей 
примешивается необъективность клиницистов, имеющая место при установлении диагноза, 
назначении терапии и определении сроков госпитализации. 
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Контрольная группа обычно формируется из доступных для исследования здоровых лиц 
(доноров крови, спортсменов, военнослужащих); при этом контрольная и опытная группы не-
сравнимы по половому, возрастному составу, условиям жизни, спектру сопутствующих забо-
леваний и т.п., и, следовательно, не могут быть корректно сопоставлены друг другу. 
Уровень доказательности подобных исследований может быть несколько повышен пу-
тем проведения стратификации, т.е. разделения сравниваемых исследуемых групп на не-
сколько подгрупп в соответствии с половым составом, возрастом, социальным статусом и 
т.д. с последующим сравнением тех подгрупп, где данные показатели совпадают или близки 
по значениям. Стратификация всегда проводится post factum, после завершения исследова-
ния; при этом размер сравниваемых групп обычно существенно уменьшается, что приводит к 
снижению статистической значимости полученных результатов. 
Частные и недостоверные результаты, полученные в подобного рода исследованиях, 
ничтоже сумняшеся распространяются исследователями на генеральную совокупность и не-
редко являются основанием для разработки методических рекомендаций, написания диссер-
таций, монографий, учебных пособий и инструкций на метод (а иногда и приказов по службе 
здравоохранения); вред, приносимый подобным подходом, трудно переоценить. 
Примеры «плохих исследований» (ссылки на конкретные публикации отсутствуют из 
соображений научной этики): 
Изучено 796 возбудителей различных гнойно-воспалительных осложнений хирургиче-
ских вмешательств, выделенных от больных, находившихся на лечении только в одном отде-
лении гнойной хирургии областного стационара за период с 1997 по 2004 гг., подбор боль-
ных в исследуемые группы – произвольный. Полученные данные экстраполированы на всю 
страну; разработаны протоколы эмпирической антибактериальной терапии, обязательные к 
исполнению всей службой здравоохранения. 
В похожем исследовании анализировалась клиническая и этиологическая структура 
гнойных хирургических заболеваний на основе наблюдения за 59 больными хирургического 
профиля (51 мужчина, 8 женщин), госпитализированных в различные хирургические отделе-
ния городских больниц. На основе анализа профиля антибиотикоустойчивости выделенных 
63 клинических изолятов различных бактерий сделаны выводы о формировании резистент-
ности типичных возбудителей к ряду препаратов (в частности, к аминогликозидам и цефало-
споринам) в масштабах края, из чего, по мнению авторов, вытекает необходимость ряда ур-
гентных мер по контролю антибиотикоустойчивости. 
Проанализировано 112 штаммов S. flexneri (n=74) и S. sonnei (n=38), собранных со всей 
территории страны; выявлена устойчивость к ряду обычно применяемых антибактериальных 
препаратов, включая хинолоны (единичный штамм). Территория государства огромна, под-
борка штаммов – произвольная. Возбудители госпитальных инфекций анализировались вме-
сте с возбудителями внегоспитальных. Производилось сравнение с результатами похожего 
исследования, выполненного в предыдущем десятилетии. Сделан вывод о неуклонном 
нарастании уровня антибиотикоустойчивости возбудителей ОКЗ в стране; поднят вопрос о 
необходимости смены национальных протоколов обследования и лечения диарей. 
Проведено микологическое обследование 96 больных с клинически манифестными за-
болеваниями ЛОР-органов, обратившихся или направленных в профильное отделение об-
ластного стационара; отбор больных в группу – произвольный. В ряде случаев (n=72, т.е. 
75% выборки) получен рост грибковых патогенов из носоглоточного отделяемого. Сделаны 
выводы: 1) случаи ЛОР-патологии, при которых из носоглоточной слизи выделялись грибко-
вые агенты, вызваны указанными агентами; 2) установлена сравнительная частота грибковых 
патогенов, вызывающих (?) заболевания ЛОР-органов (преимущественно C. albicans, 
C. krusei и Aspergillus fumigatus), полученные частные сведения экстраполированы на всю 
страну. 
Изучена эффективность применения препарата «Хилак-форте» для коррекции дисбиоза 
кишечника (исследователи считают дисбиоз кишечника реально существующим заболевани-
ем). Препарат давали 76 произвольно подобранным больным, переносящим ОКЗ. Больные 
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были по желанию исследователей разделены на опытную (40 больных) и контрольную (36 
больных) группы; в опытной группе больные, помимо обычной терапии, получали «Хилак-
форте», в контрольной – только обычную терапию. Рандомизация больных в группы не про-
изводилась (т.е. о степени сопоставимости опытной и контрольной групп ничего определен-
ного сказать нельзя); сокрытие применяемых схем лечения также не выполнялось. Показано, 
что применение «Хилак-форте» статистически значимо снижает частоту развития дисбиоза 
кишечника – 22,5% в опытной группе против 52,8% в контрольной, р<0,05 (доверительные 
интервалы не вычислялись). Критерии диагностики дисбиоза в публикации отсутствуют. 
Подобных примеров можно приводить десятки, читая любой сборник научных работ. 
Очевидно, назрел момент для перевода отечественной науки на качественно новые рель-
сы – работу с учетом требований современных принципов доказательной медицины. Прини-
маясь за написание лежащей перед читателем книги, авторы изучили большой объем литера-
туры, посвященной современным принципам организации научных исследований. К сожале-
нию, в подавляющем большинстве случаев это была англоязычная литература. Русскоязычные 
публикации на данную тему в основном представлены поверхностными и разрозненными ста-
тьями научно-популярного толка. Несколько особняком стоит книга О.Ю. Ребровой, в меру 
подробно и достаточно доходчиво описывающая методы статистического анализа данных с 
использованием семейства программ Statistica [6]; тем не менее, собственно организация био-
медицинских исследований в данной книге изложена весьма поверхностно (вероятно, это не 
входило в задачи автора). Можно констатировать, что отечественный исследователь, и, осо-
бенно, молодой ученый, традиционно отличающийся слабым знанием английского языка, не 
имеет шансов ознакомиться с современными принципами организации научного процесса 
сколь бы то ни было системно и обречен на прозябанье на обочине научного прогресса. 
Авторы вполне отдают себе отчет в том, что читатели данной книги будут искать в ней 
конкретные рекомендации по проведению научных исследований, поэтому руководство 
написано так, чтобы при необходимости послужить пошаговой инструкцией, или, по край-
ней мере, помочь найти нужных специалистов и задать им правильные вопросы. 
Авторы надеются, что их труд не пропадет зря, и молодые исследователи – студенты, 
аспиранты и соискатели – найдут в этой книге полезные для себя сведения, которые помогут 
им правильно спланировать и осуществить научную работу, избежав общеизвестных оши-
бок. Надеемся, что приобретенный молодыми учеными опыт ляжет в основу новой отече-
ственной науки, способной реализовывать научные проекты на уровне лучших мировых 
стандартов. Авторы не возражают против свободного распространения текста данной книги 
и одобряют внесение в него изменений и дополнений, если это послужит к вящей славе оте-
чественной науки и медицины. 
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II. ОСНОВЫ СТАТИСТИЧЕСКОГО АНАЛИЗА 
 
1. Программы, используемые для статистического анализа 
 
Некоторые простейшие статистические расчеты могут быть выполнены в табличном 
редакторе MS Excel. Это прежде всего касается определения центральной тенденции и раз-
броса количественных данных, коэффициента линейной корреляции Пирсона и т.п. Тем не 
менее, для серьезной статистической обработки Excel не приспособлен, хотя в нем удобно 
производить предварительную подготовку данных для анализа. Наиболее известными и ча-
сто употребляющимися программами, специализированными для выполнения статистиче-
ского анализа любой сложности, являются различные версии Statistica, SPSS и SAS. Есть и 
менее известные программы – MedCalc, GraphPad Prism, StatGraphics, StataSE, MathCad, 
Maple и т.д. Некоторые из них достойны эксклюзивного применения в отдельных областях 
статистической обработки данных. Так, например, в MedCalc реализован лучший в инду-
стрии модуль ROC-анализа, а GraphPad Prism ориентирован на обработку графической ин-
формации (в частности, позволяет выявлять достоверность различий графиков функций, 
подбирать формулы, описывающие кинетические кривые, определять МПК и т.д.). 
В Республике Беларусь стандартом de facto является программа Statistica, которая пред-
ставляет собой своеобразную «золотую середину» мира программ для статанализа, позволяя 
выполнять все его основные разновидности и в то же время отличаясь интуитивно понятным 
интерфейсом, не требуя знания внутреннего макроязыка программирования (как SPSS, SAS 
и StataSE). Наиболее распространенной в наших учебных учреждениях является взломанная 
версия Statistica 6.0 с частичной русификацией интерфейса. Автор не рекомендует пользо-
ваться указанной версией программы, предпочитая ей Statistica 7.0 или 8.0 с англоязычным 
интерфейсом, и не потому, что осуждает пиратство (все серьезные программы для статисти-
ческого анализа стоят невыносимо дорого для аспирантов и соискателей отечественных ВУ-
Зов; сами же ВУЗы крайне редко озабочиваются покупкой лицензионных копий соответ-
ствующих программ, исповедуя принцип «и так все как-то сходит»), а потому, что перевод 
пунктов меню и подменю в половине случаев некорректен, работа программы нестабильна 
(часты зависания и «вылеты» на рабочий стол, вероятно, из-за некорректной русификации), 
русский язык в меню все равно исчезает, начиная с подменю второго уровня вложенности, 
интерфейс в ряду версий программы самый неудобный и непонятный (уже в следующей вер-
сии он был радикально переработан), и, кроме того, знание английской статистической тер-
минологии очень полезно при чтении научных статей на языке оригинала. 
Автор рекомендует пользоваться программами Statistica 7.0 (вчетверо меньше по раз-
меру, чем 8.0, при аналогичной базовой функциональности, которая перекрывает 99,9% по-
требностей обычных соискателей и аспирантов, и общей структуре меню и подменю) и SPSS 
19 (идеальна для построения красивых, запоминающихся графиков, позволяет производить 
какой-никакой ROC-анализ, а также имеет относительно удобный модуль корреляционного 
анализа). Для ROC-анализа (и только для него) оптимально использование программы 
MedCalc любой из последних версий. 
 
2. Понятие о базе данных. Принципы создания и заполнения базы данных 
 
Любой статистический анализ данных, полученных в ходе исследования, начинается с 
разработки и заполнения базы данных. 
Собственно, база данных – совокупность информации, структурированной таким об-
разом, чтобы сделать возможной обработку указанной информации при помощи ЭВМ. 
Обычно база данных представляет собой двумерную таблицу, где по горизонтали рас-
полагаются т.н. «случаи» (cases), а по вертикали – т.н. «переменные» (variables). Каждый 
«случай» обычно соответствует одному пациенту, включенному в исследование, каждая «пе-
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ременная» – это некая характеристика пациента, замеряемая либо иным образом учитывае-
мая в ходе исследования (см. рис. 1). 
 
 
Рис. 1. Образец базы данных, оформленной в виде двумерной таблицы. Строки данной 
базы соответствуют отдельным пациентам (т.н. случаи), столбцы – важным параметрам, ре-
гистрируемым в ходе исследования (т.н. переменные); в представленном случае в качестве 
переменных выступают данные биохимического анализа крови. 
 
Возможно и иное построение таблицы данных, когда столбцы соответствуют случаям, 
а строки – переменным, но данное построение неудобно, поскольку обычно количество учи-
тываемых переменных существенно превышает число пациентов, включенных в исследова-
ние. Кроме того, статистические программы по умолчанию считают, что данные о перемен-
ных содержатся именно в столбцах; таким образом, описанное построение таблицы данных 
(случаи – по горизонтали, переменные – по вертикали) является стандартом de facto. 
База данных может состоять не из одной, а из нескольких связанных таблиц. В этом 
случае ячейки двумерной таблицы содержат ссылки на другую таблицу (или несколько таб-
лиц). В частности, одни и те же пациенты могут быть включены в состав нескольких таблиц 
(например, в случае неоднократной их госпитализации в лечебные учреждения; амбулатор-
ный этап наблюдения пациента также может быть оформлен в виде отдельной записи). В 
этом случае наличие перекрестных ссылок позволяет компьютеру отыскать все данные, 
имеющиеся на пациента с известными паспортными данными. Ссылки на другие таблицы 
такого рода (их называют «связанными») обычно имеются в ячейках, однозначно идентифи-
цирующих «случаи» (например, там, где хранится ФИО пациентов и дата их рождения). 
Возможно также построение трехмерных таблиц, где, помимо «случаев» (Х) и «пере-
менных» (Y), имеется еще одна координата (Z), обычно – время. Такие таблицы образуют 
многослойные «сэндвичи», где каждому временному отрезку соответствует свое значение 
учитываемых переменных для каждого пациента, включенного в исследование. 
Компьютерный вариант простейшей базы данных – описанный выше двумерный мас-
сив – называется «электронная таблица». Ее создание и заполнение обычно осуществляются 
при помощи специальных программ – менеджеров электронных таблиц. Наиболее известной 
и популярной из них (фактически, отраслевым стандартом) является MS Excel всех версий – 
компонент пакета офисных программ MS Office. К прочим представителям семейства отно-
сятся LibreOffice Calc и OpenOffice.org Calc, входящие в состав офисных пакетов LibreOffice 
и OpenOffice.org, соответственно. Практика показывает, что для подавляющего большинства 
биомедицинских исследований достаточно базы данных в виде простого двумерного масси-
ва, который может быть легко сформирован в MS Excel. Более сложные базы данных обычно 
требуются для ведения отчетности (финансовой либо медицинской). Для создания и управ-
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ления базами данных со связанными либо трехмерными таблицами используются т.н. СУБД 
– системы управления базами данных. Наиболее известная и общеупотребительная из ука-
занных программ – MS Access, также являющаяся компонентом пакета MS Office. Из других 
СУБД следует отметить FoxPro, Oracle, Paradox, dBase, MySQL. СУБД удобны для автомати-
ческой генерации разнообразных отчетов, а также для оперативного структурирования ин-
формации, накапливающейся в учреждениях за длительные отрезки времени. 
 
Имеется три типа переменных, которые крайне важно отличать друг от друга: 
1. Количественные (числовые) переменные – содержат данные, обязательно выражае-
мые только числами, причем такие переменные могут быть «непрерывными» (когда их вели-
чина в некоторые пределах может принимать любые значения, в т.ч. дробные – рост, вес, ар-
териальное давление и т.п.) и «дискретными» (когда их величина может быть только цело-
численной – например, число половых партнеров, возраст (полных лет) и т.п.); 
2. Порядковые переменные – представлены описательными (текстовыми) данными, ко-
торые могут быть условно ранжированы от наименьшего к наибольшему, что позволяет 
формализовать эти данные с использованием целочисленных кодов, расположенных по 
нарастающей; при этом интервал, разделяющий числовые значения кодов, не имеет матема-
тического смысла. Типичный пример порядковых переменных – степени тяжести любого за-
болевания (легкая, средней тяжести, тяжелая, крайне тяжелая, которые обычно кодируются 
соответственно как «1», «2», «3» и «4»). Еще один пример – уровень устойчивости микроор-
ганизма к антибиотику ( «0» – чувствителен, «1» – умеренно чувствителен, «2» – устойчив). 
В ряде случаев к порядковым переменным можно относиться как к количественным и обра-
батывать их с использованием тех же статистических методов. Простейший случай порядко-
вой переменной – переменная, отражающая наличие либо отсутствие некоего состояния / 
признака и кодируемая двумя кодами: «0» – нет признака, и «1» – есть признак (например, 
переменные «инфаркт миокарда» или «пациент получал антибактериальную терапию»). Лю-
бая качественная (номинальная, категориальная) переменная, содержащая описательные 
данные, может быть разложена на несколько порядковых переменных подобного вида, кото-
рые, в свою очередь, могут быть подвергнуты полноценной статистической обработке; 
3. Качественные (номинальные, категориальные) переменные – представлены тексто-
выми данными, которые не могут быть ранжированы от наименьшего к наибольшему, по-
скольку являются чисто описательными и совершенно не связаны между собой. Типичный 
пример качественной переменной – диагноз заболевания (если число изучаемых диагнозов 
более одного) или пол пациентов. Как указывалось ранее, качественные переменные могут 
быть разделены на несколько простейших порядковых, при этом число порядковых пере-
менных равно количеству вариантов значений качественной переменной. Например, при 
включении в исследование пациентов с 5 различными диагнозами в базе данных естествен-
ным образом образуется качественная переменная «диагноз», имеющая 5 возможных значе-
ний. Эту переменную необходимо разбить на 5 простых порядковых. Каждая из указанных 
простых переменных соответствует наличию (либо отсутствию) одного из пяти анализируе-
мых заболеваний. Существует очень ограниченное количество методов, пригодных для ста-
тистической обработки качественных переменных, не преобразованных в порядковые. 
Качественные и порядковые переменные перед статистической обработкой необходимо 
формализовать, т.е. представить текстовые признаки в цифровой форме. При этом каждый 
из описательных признаков, составляющих данные переменные, кодируется определенным 
числом; именно это число и вносится в соответствующую ячейку таблицы. В случае поряд-
ковой переменной цифровые коды должны ранжироваться по нарастанию от наименьшего к 
наибольшему, причем наименьшее число соответствует отсутствию качественного признака, 
а наибольшее – его максимальной выраженности; численные интервалы между такими кода-
ми («рангами») должны быть одинаковыми. Качественная же переменная до формализации 
подвергается разложению на несколько простых порядковых (см. выше). 
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Существует ряд правил построения электронных таблиц для обеспечения их макси-
мальной совместимости с программами, выполняющими статистическую обработку: 
1. Случаи располагаются в строках, переменные – в столбцах (см. выше); 
2. Случаи должны быть уникальными, т.е. каждая строка таблицы должна соответство-
вать одному уникальному пациенту. Соответственно, каждый случай должен иметь уникаль-
ный (неповторяющийся) идентификатор (порядковый номер); 
3. Заголовки столбцов должны быть уникальными (неповторяющимися), короткими (не 
длиннее 10-12 символов) и, желательно, набранными латиницей (допустимо употребление 
цифр, дефисов и знаков подчеркивания); 
4. Необходимо четкое разделение всех переменных таблицы на качественные, порядко-
вые и количественные; 
5. Значения всех переменных, вносимые в таблицу, должны быть числовыми; символь-
ные значения (вида «да», «нет» и т.п.) не допускаются. В том случае, если переменные явля-
ются качественными либо порядковыми (т.е. по природе своей требуют словесного описа-
ния), их необходимо формализовать, т.е. разработать схему цифрового кодирования описа-
тельных признаков и строго ее придерживаться по ходу заполнения базы; 
6. Сложные качественные переменные, для которых число цифровых кодов превышает 
2, необходимо разбивать на более простые с вариантами значений «1» (есть данное состоя-
ние) и «0» (нет данного состояния); 
7. При заполнении переменных, содержащих даты, необходимо придерживаться едино-
го формата представления данных (например, дд/мм/гггг). Аналогично, при внесении в ячей-
ки таблицы цифровых значений необходимо следить за тем, чтобы точность указанных зна-
чений была единообразной в пределах переменной (например, количество эритроцитов дол-
жно всюду указываться с точностью до второго знака после запятой); 
8. По возможности следует избегать пустых ячеек на месте отсутствующих данных; в 
таких случаях лучше использовать специальные коды, резко отличающиеся от всех возмож-
ных значений учитываемого признака (например, 9999); 
9. После заполнения электронную таблицу обязательно необходимо проверить на 
предмет неправильно внесенных данных. Обычно встречающиеся при этом ошибки: 
– значения пропущены либо сдвинуты; 
– случайное изменение формата ячеек (например, дата или текст вместо числа); 
– формат даты не соответствует оговоренному для данной базы; 
– значения дат не соответствуют срокам выполнения исследования (вариант: возраст 
пациентов выходит за рамки, оговоренные для исследования); 
– числовые данные результатов обследований явно выходят за возможные пределы ко-
лебаний соответствующих параметров; 
– не соблюдена оговоренная точность указания результатов замеров (указано больше 
либо меньше знаков после запятой, чем необходимо); 
– не все данные в качественных либо порядковых переменных формализованы (помимо 
числовых данных, в таблицу внесены текстовые); 
– идентификаторы случаев неуникальны (повторяются); 
– нарушение принятой схемы кодировки качественных либо порядковых переменных 
(указаны ошибочные коды). 
Как правило, все подобные ошибки легко вычленяются при внимательном неоднократ-
ном осмотре электронной таблицы; возможна также автоматизированная проверка при по-
мощи формул и специальных «проверочных» переменных. 
 
3. Вариационный ряд, его построение. Полигон частот. Гистограмма частот 
 
Первым этапом практически любого метода статистического анализа является построе-
ние вариационного ряда. Обычно этот этап выполняется программами статанализа автомати-
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чески, незаметно для пользователя, но полезно знать, что из себя представляет вариацион-
ный ряд, т.к. это понятие является одним из базовых в статистике. 
Итак, вариационный ряд – это ряд числовых значений случайным образом изменяю-
щегося признака, упорядоченных по величине (обычно – по нарастанию, от минимального к 
максимальному). Значения в вариационном ряду называют вариантами. Для удобства вос-
приятия и анализа (чтобы не указывать одинаковые варианты, количество которых может 
быть весьма велико) вариационный ряд обычно представляют в виде упорядоченного списка 
значений вариант с указанием количества повторов каждой из них. Это количество повторов 
называется «частота варианты». Например, приведем экзаменационные оценки 45 студен-
тов к виду вариационного ряда: 
1) Исходный вид: 5 3 3 4 2 4 4 3 5 4 4 5 5 4 4 3 3 3 2 5 5 4 4 4 3 4 3 4 5 4 4 4 4 3 3 4 3 4 3 2 
3 2 3 3 3. При таком представлении информации трудно делать какие-либо выводы об успе-
ваемости студентов, поскольку данные визуально не воспринимаемы. 
2) Приведем список оценок к виду вариационного ряда – список вариант оценок по 
нарастающей с указанием частоты каждой из них (в скобках): 2 (n=4), 3 (n=16), 4 (n=18), 5 
(n=7). Таким образом, вместо 45 чисел осталось 8, при этом повысилась информативность 
представления данных: видно, что более 50% студентов сдали предмет на хорошо и отлично. 
Вариационный ряд используется для построения эмпирической функции распределения, 
о которой пойдет речь в следующем разделе. 
Графическим выражением вариационного ряда является т.н. полигон частот – график 
(обычно – линейный), где значения оси Х соответствуют ряду вариант, упорядоченных по 
величине, а значения оси Y – частотам соответствующих вариант (см. рис. 2). 
 
 
Рис. 2. Полигон частот как графическое отображение вариационного ряда. 
 
Построение полигона частот – первый этап анализа эмпирической функции распреде-
ления данных. Помимо этого, полигон частот позволяет путем визуального анализа сделать 
ряд предварительных выводов о центральной тенденции и дисперсии (разбросе) данных в 
вариационном ряду, преобладании в анализируемой выборке более высоких или более низ-
ких значений изучаемого признака, (не)однородности выборки и т.п. 
В том случае, когда количество вариант очень велико, что затрудняет визуальное вос-
приятие полигона частот, а анализируемый признак является непрерывным (не дискретным), 
весь диапазон значений вариант разбивается на произвольные (лучше – равные) интервалы, 
число которых, как правило, составляет 8-15 (границы интервалов не должны пересекаться). 
Вариационный рад, представленный в подобном виде, называется интервальным. При гра-
фическом отображении интервального вариационного ряда на оси Х отмечаются границы 
интервалов, сами интервалы упорядочиваются по возрастанию, а значения, откладываемые 
по оси Y, равны суммарным частотам всех вариант, попадающих в соответствующие интер-
валы. Образующаяся при этом диаграмма в виде сдвинутых прямоугольников («столбчатая») 
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носит название «гистограмма частот», причем площадь указанных прямоугольников прямо 
пропорциональна частотам соответствующих вариант. 
Так, например, в таблице 1 приведено количество лиц, умерших от несчастных случаев 
в различном возрасте за один год наблюдения, причем весь диапазон учтенных возрастов для 
удобства исследователей разделен на 10 интервалов: 
 
Таблица 1. Количество лиц различного возраста, умерших за 1 год наблюдения. 
 
Возраст при смерти (годы) Число смертей 
0-4 0 
5-14 251 
15-24 4924 
25-34 6655 
35-44 5132 
45-54 3707 
55-64 3650 
65-74 3428 
75-84 2402 
85+ 634 
Итого: 30783 
 
Соответствующая данной таблице гистограмма частот приведена на рис. 3. 
 
Рис. 3. Гистограмма частот, соответствующая интервальному вариационному ряду, 
приведенному в таблице 1 (повозрастная смертность). 
 
4. Анализ распределения данных. Виды вероятностных распределений. Нормаль-
ное распределение и его свойства 
 
Каждый вариационный ряд характеризуется особой формой полигона частот, опреде-
ляемой специфическими закономерностями соответствующего явления / признака. Вид по-
лигона частот при количестве замеров величины признака, стремящемся к бесконечности, 
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называется вероятностным распределением данных. Вероятностное распределение (далее – 
просто «распределение» или «распределение данных») – одно из основных понятий теории 
вероятностей и математической статистики. Распределение может быть дискретным (описы-
вается вероятностями отдельных значений) и непрерывным (описывается плотностями веро-
ятности). К дискретным относятся распределения Бернулли, биномиальное, геометрическое, 
гипергеометрическое, логарифмическое, отрицательное биномиальное, Пуассона и дискрет-
ное равномерное. К непрерывным относятся распределения Вейбулла, гиперэкспоненциаль-
ное, Колмогорова, Коши, Лапласа, логнормальное, нормальное (Гаусса), логистическое, 
Накагами, Парето, полукруговое, непрерывное равномерное, Райса, Рэлея, Стьюдента, Фи-
шера, хи-квадрат, экспоненциальное, гамма и бета. 
Один из важнейших видов распределений – т.н. нормальное или Гауссово распределе-
ние (может также называться «второй закон Лапласа» или «распределение Гаусса-Лапласа»). 
Для ученого, занятого обработкой результатов биомедицинских исследований, фактически 
существует два варианта вероятностных распределений – нормальное и все остальные, по-
скольку в случае нормального (или близкого к нему) распределения анализируемых данных 
возможно применение т.н. параметрических методов статистической обработки, все же про-
чие варианты требуют использования т.н. непараметрических методов (подробно см. ниже). 
Распределение вероятностей, соответствующее нормальному (Гауссову), задается фун-
кцией плотности вероятностей: 
 
( )2
221( )
2
x
f x e
µ
σ
σ pi
−
−
=
, где 
 
µ – математическое ожидание (в данном случае – медиана и мода распределения, пояс-
нения см. далее); 
σ – стандартное отклонение распределения (σ2, соответственно – его дисперсия). 
 
Стандартным нормальным распределением называется нормальное распределение с 
математическим ожиданием 0 и стандартным отклонением 1 (см. рис. 4). 
 
 
Рис. 4. Вид графика плотности вероятности нормального распределения для разных 
значений σ и µ (зеленым цветом отмечен график стандартного нормального распределения). 
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Важное значение нормального распределения в математической статистике вытекает из 
центральной предельной теоремы теории вероятностей: если результат наблюдения является 
суммой многих случайных слабо взаимозависимых величин, каждая из которых вносит ма-
лый вклад относительно общей суммы, то при увеличении числа слагаемых распределение 
центрированного и нормированного результата стремится к нормальному. Проще говоря, 
распределение значений некоего признака стремится к нормальному, если разница между 
результатами замеров величины данного признака обусловлена только случайными факто-
рами, а число замеров стремится к бесконечности. Данное свойство нормального распреде-
ления (благодаря которому оно и получило свое название) чрезвычайно широко использует-
ся в различных методах статистического анализа, являясь их отправной точкой. 
Нормальное распределение часто встречается в природе. Например, следующие слу-
чайные величины хорошо моделируются нормальным распределением: 
– отклонение при стрельбе; 
– погрешности большинства измерений; 
– ряд характеристик живых организмов (в том числе – человека). 
 
Нормальное распределение обладает рядом особенностей, позволяющих его более или 
менее точно идентифицировать на основании весьма поверхностного анализа: 
1. График плотности вероятности нормального распределения имеет колоколообразную 
форму и симметричен относительно вертикальной оси (см. рис. 4); 
2. У графика нормального распределения одна мода, причем значения моды, медианы и 
среднего арифметического вариационного ряда в случае нормального распределения совпа-
дают (определения среднего арифметического, медианы и моды будут даны позднее); 
3. В случае нормального распределения расстояние от 25-го процентиля (1-го квартиля, 
25‰) до медианы (2-го квартиля, 50‰) вариационного ряда равно расстоянию от медианы 
до 75-го процентиля (3-го квартиля, 75‰). Смысл понятий «квартиль» и «процентиль» будет 
объяснен в следующем разделе, пока просто запоминайте, стараясь не упустить суть); 
4. Главнейшим свойством графика плотности вероятности нормального распределения 
является то, что расстояние по абсциссе (горизонтальной оси) от среднего арифметического 
вариационного ряда (М), измеренное в единицах стандартного отклонения (σ), всегда дает 
одинаковую общую площадь под кривой: между ±1 стандартным отклонением находится 
68,26% площади, между ±2 стандартными отклонениями – 95,44% площади, между ±3 стан-
дартными отклонениями – 99,72% площади (см. рис. 5). 
 
 
Рис. 5. Главное свойство графика плотности вероятности нормального распределения. 
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Проще говоря, в пределах М ± 1σ всегда должно находиться приблизительно 68,3% ва-
риант (при условии, что распределение анализируемого вариационного ряда соответствует 
нормальному), в пределах М ± 2σ – 95,4% вариант, и в пределах М ± 3σ – 99,7%. Соответ-
ственно, вероятность того, что значение, относящееся к данному вариационному ряду, ока-
жется удалено от его среднего арифметического более, чем на три «сигмы», очень мала, со-
ставляя ≈0,3% (этот факт известен как «правило трёх сигм»). 
Всякий вариационный ряд, полученный в результате измерений какого-либо признака в 
анализируемой выборке (понятие выборки также будет дано позднее), перед началом стати-
стического анализа должен быть проанализирован на предмет соответствия нормальному 
распределению с целью выбора адекватных методов статобработки (параметрических либо 
непараметрических). Следует отметить, что широкая распространенность нормального рас-
пределения данных в биомедицинских исследованиях сильно преувеличена: на самом деле 
нормальное распределение в чистом виде почти никогда не встречается. Как правило, иссле-
дователи имеют дело либо с более-менее хорошим приближением наблюдаемого распреде-
ления к нормальному (см. рис. 6), либо с ассиметричными распределениями (см. рис. 7, 8). 
 
 
Рис. 6. Хорошее приближение наблюдаемого распределения к нормальному (уровень 
тревожности среди респондентов на Украине (n=1725), данные 2008 г.). 
 
Графики распределений на рис. 4 симметричны. Распределения многих изучаемых в 
медицине признаков также выглядят достаточно симметрично. Однако это не всегда так. 
Например, график на рис. 7, на котором показаны данные по концентрации простатического 
специфического антигена (ПСА) в сыворотке крови, является асимметричным. Асиммет-
ричное распределение называют также смещенным распределением. 
Распределение, пик которого сдвинут влево, а «хвост» – вправо, называется «положи-
тельно смещенным» или «смещенным вправо». На рис. 7 распределение смещено вправо 
(также см. рис. 8, распределение концентраций щелочной фосфатазы). Распределение, пик 
которого находится справа, а «хвост» – слева, называется «отрицательно смещенным» или 
«смещенным влево». На рис. 8 распределение уровня гемоглобина смещено влево. В обоих 
случаях распределение данных, внешне напоминая «колокол», не является нормальным и не 
подходит для обработки параметрическими методами статистического анализа. К сожале-
нию, в большинстве случаев распределение данных, полученных в ходе биомедицин-
ских исследований, является ассиметричным. 
Следует помнить и о том, что нормальное распределение может иметь место только для 
непрерывных количественных признаков (переменных), таких, как рост, вес, возраст, кон-
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центрация и т.п. Если изучаемый признак – качественный, порядковый либо даже количе-
ственный дискретный (например, число членов семьи, количество назначенных антибиоти-
ков, число смен антибактериальной терапии, количество комнат в помещении и т.д.), его 
распределение априори не может быть нормальным, и статистическая обработка подобных 
признаков должна производиться с использованием непараметрических методов. 
 
 
Рис. 7. Пример распределения, смещенного вправо (концентрация простатического 
специфического антигена (ПСА) в сыворотке крови). 
 
 
 
Рис. 8. Примеры распределений, похожих на нормальное, но не являющихся таковым 
(калий сыворотки и глюкоза плазмы – избыточный эксцесс, пик заострен; щелочная фосфа-
таза – распределение смещено вправо, гемоглобин – соответственно, влево). 
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Способы выявления нормального характера распределения: 
1. Визуальный анализ предварительно построенного полигона (гистограммы) частот – 
симметричность, колоколообразный вид; 
2. Строгое доказательство симметричности распределения: среднее арифметическое = 
медиана = мода, расстояние от 25‰ до медианы равно расстоянию от медианы до 75‰; 
3. Асимметрия (skewness) нормального распределения равна 0. Асимметрия распреде-
ления с длинным правым хвостом (смещенного вправо) положительна, с длинным левым 
хвостом (смещенного влево) – отрицательна; 
4. Эксцесс (kurtosis), показывающий «остроту пика» распределения, для стандартного 
нормального распределения равен 0. Если эксцесс положителен, то пик заострен, если отри-
цателен – соответственно, закруглен; 
5. Для проверки нормальности распределения можно также использовать построение 
графиков квантилей (т.н. Q-Q plot, данная опция предоставляется всеми программами стати-
стического анализа). На таких графиках изображаются квантили двух распределений – эмпи-
рического (т.е. построенного по анализируемым данным) и теоретически ожидаемого стан-
дартного нормального распределения. При нормальном распределении проверяемой пере-
менной точки на графике квантилей должны выстраиваться в прямую линию, исходящую из 
левого нижнего угла графика под углом 45° (см. рис. 9). Графики квантилей особенно полез-
ны при работе с небольшими по размеру выборками, для которых невозможно построить ги-
стограммы, принимающие какую-либо определенную форму. 
 
 
Рис. 9. Пример графика квантилей для нормально распределенной совокупности дан-
ных, состоящей из 500 наблюдений. 
 
Следует отметить, что интерпретация графиков квантилей при работе с небольшими 
выборками, происходящими из нормально распределенных генеральных совокупностей, тре-
бует определенного навыка. Дело в том, что при небольшом числе наблюдений точки на 
графике квантилей не всегда могут образовывать четко выраженную прямую линию. В каче-
стве иллюстрации на рис. 10 приведены графики квантилей для 5 случайным образом сгене-
рированных нормально распределенных выборок по 20 наблюдений каждая. Обратите вни-
мание на то, что фигура, в которую выстраиваются точки, местами далека от прямой линии. 
Тем не менее, если график квантилей имеет однозначно криволинейный вид при боль-
шом числе наблюдений в выборке, это определенно свидетельствует о том, что распределе-
ние значений изучаемого признака в данной выборке не является нормальным (см. рис. 11). 
В тех же нередких случаях, когда график квантилей практически прямолинеен, за ис-
ключением нескольких крайних значений (как на рис. 12), можно попробовать удалить не-
сколько наименьших и наибольших вариант из анализируемой выборки (рассматривая их как 
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артефакты, не соответствующие общей тенденции и, вероятнее всего, связанные с погрешно-
стями при измерениях крайне низких и крайне высоких значений изучаемого признака); при 
этом распределение совокупности данных приобретет вид нормального. Тем не менее, такой 
подход нельзя рекомендовать, пока не исключены все остальные причины отличия вида 
наблюдаемого в эксперименте распределения от нормального; 
 
 
 
Рис. 10. Графики квантилей для пяти случайным образом сгенерированных нормально 
распределенных выборок (для каждой n=20). 
 
 
Рис. 11. График квантилей для выборки, распределение которой очевидным образом 
отличается от нормального (n=200). 
 
 
Рис. 12. График квантилей для выборки, распределение которой почти не отличается от 
нормального, за исключением нескольких крайних значений изучаемого признака (n=200). 
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6. Более точную информацию о форме распределения можно получить с помощью кри-
териев нормальности: критерия хи-квадрат, критерия Колмогорова-Смирнова и W-критерия 
Шапиро-Уилка. Общепринятым методом проверки формы распределения является тест Кол-
могорова-Смирнова с поправкой Лиллиефорса (программа Statistica предлагает его по умол-
чанию). Считается, что указанный метод применим при числе наблюдений не менее 60; если 
же размер выборки (n) менее 60, предпочтительно использование критерия Шапиро-Уилка. 
В общем виде проверяемую при помощи обоих тестов нулевую гипотезу можно сфор-
мулировать так: «Анализируемая выборка происходит из генеральной совокупности, имею-
щей нормальное распределение». Если вычисляемая при помощи любого из перечисленных 
методов вероятность нулевой гипотезы Р (она же – т.н. «уровень значимости») оказывается 
ниже некоторого заранее принятого уровня (обычно – менее 0,05, но иногда – менее 0,1), ну-
левая гипотеза отклоняется, т.е. анализируемое распределение не является нормальным. 
Наоборот, если вычисленное значение Р оказывается больше или равно 0,05 (либо 0,1), ана-
лизируемое распределение признается соответствующим нормальному. 
Объяснение терминов «нулевая гипотеза», «выборка», «генеральная совокупность» и 
«уровень значимости» будет дано при последующем изложении материала. 
 
5. Представление и описание распределений количественных данных 
 
Любое вероятностное распределение может быть охарактеризовано при помощи пока-
зателей центральной тенденции и разброса (дисперсии) данных. 
К показателям центральной тенденции относятся: среднее арифметическое, медиана, 
мода и (в особых случаях) среднее геометрическое. 
Мода – показатель, реже всего применяемый для описания распределения. По сути 
своей мода – это варианта, которая наиболее часто встречается в вариационном ряду. Проще 
всего вычислить моду, построив таблицу частотного распределения, в которую вносят часто-
ту встречаемости каждой из вариант (см. выше). Например, мода набора данных (0, 0, 1, 1, 1, 
1, 2, 2, 2, 3, 4, 6) равна 1, так как эта варианта встречается 4 раза – чаще любой другой. 
Если окажется, что все значения в вариационном ряду встречаются с одинаковой ча-
стотой (например, однократно), то у такого распределения не будет моды. Подобное распре-
деление называется равномерным (см. рис. 13). 
 
 
Рис. 13. Равномерное распределение – распределение, не имеющее выраженной моды. 
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Если какая-либо одна варианта в вариационном ряду встречается чаще других, такое 
распределение называется унимодальным (см. рис. 14). 
 
 
Рис. 14. Унимодальное распределение, имеющее вид нормального (симметричный, ко-
локолообразный). Мода в данном случае соответствует 30. 
 
Унимодальный вид типичен для распределений практически любых признаков в био-
медицинских исследованиях (при условии однородности исследуемой выборки и ее доста-
точной репрезентативности – см. Главу III), поскольку соответствует фундаментальному 
биологическому принципу, согласно которому, среднее значение любого признака преобла-
дает, а остальные его значения встречаются тем реже, чем больше отклоняются от среднего. 
Впрочем, ассиметричные распределения тоже являются унимодальными (см. рис. 7, 8). 
 
Если окажется, что две и более варианты встречаются в распределении чаще других, у 
распределения будут две и более моды. Подобное распределение называется полимодальным 
(бимодальным, тримодальным и т.п.) – см. рис. 15. Полимодальное распределение обычно 
является признаком выраженной неоднородности изучаемой выборки, о чем свидетельствует 
наличие двух и более пиковых значений изучаемого признака. 
 
 
Рис. 15. Полимодальное (в данном случае – бимодальное) распределение. 
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Медиана – среднее значение набора данных, упорядоченных по возрастанию (т.е. ва-
риационного ряда). Проще говоря, медиана – это значение, делящее набор данных на две по-
ловины, одна из которых состоит из вариант, величина которых меньше величины медианы, 
а другая – из вариант, величина которых больше величины медианы. Медиана – часто при-
меняемая характеристика центральной тенденции вариационного ряда. 
Будучи центральным значением в вариационном ряду, медиана является также вторым 
квартилем или 50-м процентилем (50‰). Вместе с медианой часто определяют первый квар-
тиль (Q1, 25-й процентиль, 25‰) и третий квартиль (Q3, 75-й процентиль, 75‰). Первый 
квартиль – значение в вариационном ряду, делящее набор данных на 2 части, в одной из ко-
торых – 25% значений, меньших, чем первый квартиль, а в другой – 75% значений, больших, 
чем первый квартиль. Соответственно, третий квартиль – это значение в вариационном ря-
ду, делящее набор данных на 2 части, в одной из которых – 75% значений, меньших, чем 
третий квартиль, а в другой – 25% значений, больших, чем третий квартиль. Численное вы-
ражение расстояния между 1-м и 3-м квартилями называется «межквартильный размах». 
Порядковый номер варианты, являющейся медианой вариационного ряда с общим чис-
лом вариант n, вычисляется по формуле (n+1)/2. Если n нечетное, то полученному порядко-
вому номеру соответствует одна из вариант, которая и будет являться медианой. Если n чет-
ное, то вычисленный порядковый номер попадет между двумя вариантами, и медиана будет 
равна среднему арифметическому обоих вариант. Позиция первого квартиля (Q1) вычисля-
ется по формуле 0,25×(n+1), третьего квартиля (Q3) – по формуле 0,75×(n+1). 
При определении медианы в интервальных вариационных рядах сначала определяется 
интервал, в котором она находится (медианный интервал). Этот интервал характерен тем, 
что его накопленная сумма частот равна или превышает полусумму всех частот ряда. Расчет 
медианы интервального вариационного ряда производится по формуле: 
 
Ме = ХМе + iМе × (1/2∑f – SМе-1)/fМе, где 
 
Ме – медиана интервального вариационного ряда; 
ХМе – начальное значение медианного интервала; 
iМе – величина медианного интервала; 
∑f – сумма частот вариационного ряда (численность ряда); 
SМе-1 – сумма накопленных частот в интервалах, предшествующих медианному; 
fМе – частота медианного интервала. 
 
Аналогично, первый и третий квартили интервальных вариационных рядов рассчиты-
ваются по следующим формулам: 
 
Q1 = XQ1 +iQ1 × (1/4∑f – SQ1-1)/fQ1 
 
Q3 = XQ3 + iQ3 × (3/4∑f – SQ3-1)/fQ3 
 
В отличие от средней арифметической, медиана не так сильно подвержена воздействию 
крайних значений распределения. Обратите внимание, что следующие наборы данных раз-
личаются только одним (последним) наблюдением: 
 
Набор А – 24, 25, 29, 29, 30, 31: среднее = 28,0, медиана = 29 
 
Набор В – 24, 25, 29, 29, 30, 131: среднее = 44,7, медиана = 29 
 
Различие в одном наблюдении значительно изменяет величину средней арифметиче-
ской, но совершенно не меняет значение медианы. Таким образом, использование медианы 
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более предпочтительно, если вариационный ряд смещен в одну или в другую сторону, или 
если набор данных имеет несколько очень больших или очень маленьких значений. 
 
Среднее арифметическое – сумма величин всех вариант в вариационном ряду, разде-
ленная на общее количество вариант (численность ряда). Вычисляется по формуле: 
1
n
i
i
X
M
n
=
=
∑
, где 
 
М – среднее арифметическое; 
Хi – варианта с положением i в вариационном ряду; 
n – общее количество вариант (численность вариационного ряда). 
 
Пример: Во время вспышки гепатита А заболело 6 человек, клинические симптомы у 
которых появились в промежутке между 24 и 31 днями после заражения. Продолжитель-
ность инкубационного периода у заболевших лиц составила 29, 31, 24, 29, 30 и 25 дней. Со-
ответственно, среднее арифметическое продолжительности инкубационного периода вычис-
ляется в данном случае как (29 + 31 + 24 + 29 + 30 + 25)/6 = 28 суток. 
Среднее арифметическое используется чаще других видов характеристик центральной 
тенденции, т.к. оно обладает удобными статистическими свойствами. Например, сумма от-
клонений отдельных значений от среднего арифметического равна нулю. Поясним это на ра-
нее рассмотренном примере вспышки гепатита А. Ниже в таблице 2 приведены данные, по-
лученные вычитанием среднего инкубационного периода из отдельных инкубационных пе-
риодов, также приведена сумма полученных разностей – она равна нулю. Это означает, что 
среднее арифметическое является арифметическим центром распределения. 
 
Таблица 2. Сумма отклонений отдельных значений вариационного ряда от его среднего 
арифметического равна нулю. 
 
Значение Значение – среднее (28) 
24 –4 
25 –3 
29 +1 
29 +1 
30 +2 
31 +3 
Сумма: –7 + 7 = 0 
 
Среднее арифметическое иногда называют «центром тяжести» распределения. Это зна-
чит, что распределение будет находиться в равновесии, если поместить точку опоры в сред-
нее значение, как показано на рис. 16. 
 
 
Рис. 16. Среднее арифметическое – «центр тяжести» распределения. 
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Величина среднего арифметического находится в «центре тяжести» распределения, но 
в действительности плохо отражает центральную тенденцию. При наличии в вариационном 
ряду одного очень большого (выступающего, экстремального) значения средняя арифмети-
ческая может стать больше, чем все остальные варианты в распределении, за исключением 
выступающего (например, в наборе данных 24, 25, 29, 29, 30, 131 среднее = 44,7). Из-за того, 
что среднее арифметическое настолько чувствительно к воздействию экстремальных значе-
ний, оно неприменимо для описания асимметрично распределенных данных (смещенных 
распределений); для этого лучше подходит медиана (см. выше). 
 
Среднее геометрическое – аналог среднего арифметического для дискретных распре-
делений, которые описываются формулами экспоненциальной (1, 2, 4, 8, 16 и т.д.) или лога-
рифмической (1/2, 1/4, 1/8, 1/16 и т.д.) функций. Примером из повседневной медицинской 
практики являются массивы данных, состоящие из замеров титров специфических антител в 
сыворотке крови. Среднее геометрическое вычисляется извлечением корня степени n из про-
изведения всех значений – вариант признака Х: 
 
1 2 ...
n
ãåî ì nM x x õ= ⋅ ⋅ ⋅ , где 
 
х1…хn – все значения вариант в вариационном ряду; 
n – общее количество вариант (численность вариационного ряда). 
 
На практике среднее геометрическое подсчитывается по формуле: 
 
( )1exp logãåî ì iM x
n
 
=  
 
∑
 
 
Покажем на примере, как подсчитать среднюю геометрическую следующего набора 
данных: 10, 10, 100, 100, 100, 100, 10000, 100000, 100000, 1000000. Так как все значения в ря-
ду представляют собой степени 10, имеет смысл использовать 10 в качестве основания лога-
рифмов. Прологарифмируем каждое значение вариационного ряда по основанию 10: 
 
log10(xi) = 1, 1, 2, 2, 2, 2, 4, 5, 5, 6 
 
Подсчитаем среднее значений логарифмов, сложив их и разделив на число наблюдений 
(в данном случае 10): 
 
Среднее log10(xi) = (l + l + 2 + 2 + 2 + 2 + 4 + 5 + 5 + 6)/10 =30/10 =3 
 
Возведя основание логарифма (10) в степень среднего значения логарифмов, вычис-
ленного на предыдущем этапе (3), получаем значение среднего геометрического: 103 = 1000. 
 
К показателям разброса (дисперсии) данных относятся: размах, минимальное значение, 
максимальное значение, процентили, квартили, межквартильный размах, дисперсия, средне-
квадратическое отклонение, стандартная ошибка среднего, доверительный интервал. 
Размахом набора данных называется разница между наибольшим (максимальным) и 
наименьшим (минимальным) значениями вариационного ряда. В математической статистике 
размах обычно выражают одним числом – разностью максимального и минимального значе-
ний. В эпидемиологии величину размаха принято показывать двумя цифрами – минималь-
ным и максимальным значениями вариант. 
N-й процентиль распределения – значение варианты, которому равно или меньше его 
N процентов вариант в данном ряду данных. Медиана делит вариационный ряд строго попо-
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лам, вследствие чего является 50-м процентилем (иногда говорят также «2-й квартиль» или 
Q2). Помимо медианы, часто используются 25-й и 75-й процентили (соответственно, Q1 и 
Q3, см. выше). Межквартильный размах подсчитывается как разность между первым и тре-
тьим квартилями. В этом диапазоне лежит примерно половина набора нормально распреде-
ленных данных, вне его с каждой стороны находится примерно по четверти наблюдений. 
Ранее было показано, что если вычесть среднее арифметическое из значения каждой 
варианты, сумма полученных разностей будет равна 0. Эта идея вычитания средней из каж-
дого наблюдения лежит в основе расчета двух показателей разброса данных – дисперсии 
(называемой также вариансой) и среднеквадратического отклонения. Для получения этих 
показателей все разности между вариантами и средним арифметическим возводятся в квад-
рат с целью устранения отрицательных чисел. Затем квадраты разностей складываются и де-
лятся на n-1 для нахождения «среднего» квадрата разности. Такая «средняя» величина назы-
вается дисперсией и обозначается латинской буквой «сигма» в квадрате (σ2, или s2). Чтобы 
вернуться к первоначальной размерности, из σ2 (значения дисперсии) извлекается квадрат-
ный корень. Квадратный корень из дисперсии называется среднеквадратическим отклонени-
ем (σ, s, СКО). Формулы для расчета дисперсии и СКО приведены ниже. 
 
2
2 ( )
1
ix x
n
σ
−
=
−
∑ , где 
 
σ2 – дисперсия; 
xi – значение варианты с номером i в вариационном ряду, причем значение i варьирует 
от 1 до n; 
x  – среднее арифметическое вариационного ряда. 
 
Соответственно, 2σ σ=  
 
Для иллюстрации данных формул вернемся к примеру, где сумма отклонений отдель-
ных вариант от среднего арифметического вариационного ряда равна нулю (см. таблицу 2): 
 
Значение Значение – среднее (28) Квадрат разности 
24 –4 16 
25 –3 9 
29 +1 1 
29 +1 1 
30 +2 4 
31 +3 9 
Сумма: –7 + 7 = 0 40 
 
Дисперсия (s2) = (сумма квадратов разностей)/(n–1) = 40/5 = 8 
 
Среднеквадратическое отклонение (s) = 2σ  = 8  ≈ 2,83 
 
Как указывалось ранее в предыдущем разделе, при условии нормального вероятностно-
го распределения вариационного ряда в пределах М ± 1σ всегда должно находиться прибли-
зительно 68,3% вариант, в пределах М ± 2σ – 95,4% вариант, и в пределах М ± 3σ – 99,7% 
вариант. Таким образом, любое нормальное распределение может быть однозначно охарак-
теризовано простым указанием среднего арифметического и соответствующего ему средне-
квадратического отклонения (обычно в формате «М ± σ»). 
Несколько особняком стоят понятия «стандартная ошибка среднего арифметическо-
го» и «доверительный интервал». 
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Как известно, общая совокупность лиц, имеющих интересующий исследователей при-
знак либо подверженных интересующему исследователей воздействию, называется гене-
ральной совокупностью (подробное определение с примерами см. в следующей главе). Как 
правило, исследователи не могут работать непосредственно с генеральной совокупностью 
ввиду ее большого размера и, соответственно, непомерной сложности и дороговизны подоб-
ных исследований. Ввиду этого, повсеместно практикуется работа с т.н. выборками, т.е. 
случайным образом отобранными из генеральной совокупности группами лиц. Для того, 
чтобы результаты исследования, проведенного с использованием выборки, в максимальной 
степени соответствовали аналогичным результатам, полученным на генеральной совокупно-
сти, выборка должна быть репрезентативной, т.е. должна в максимальной степени соответ-
ствовать генеральной совокупности по всем характеристикам (половой, возрастной состав, 
вредные привычки, фоновые заболевания, характер питания, годовой доход, место прожива-
ния участников и т.д.), важным для результата проводимого эксперимента. Обычно репре-
зентативность достигается применением рандомизации в процессе формирования исследуе-
мых групп, т.е. собственно выборки (см. следующую главу). Таким образом, при статистиче-
ской обработке результатов, полученных при исследовании выборки, замещающей генераль-
ную совокупность, предполагается, что она: 
– сформирована случайным образом, без вмешательства каких бы то ни было прогно-
зируемых систематических факторов отбора; 
– репрезентативна, т.е. максимально соответствует генеральной совокупности по всем 
основным параметрам, влияющим на результаты эксперимента. 
Тем не менее, в соответствии с базовыми принципами теории вероятностей, выборка не 
может абсолютно соответствовать по своим характеристикам генеральной совокупно-
сти, и степень этого соответствия тем меньше, чем меньше размер выборки по сравнению с 
таковым генеральной совокупности. В этой связи показатели центральной тенденции, рас-
считанные по данным выборки, должны быть экстраполированы на генеральную совокуп-
ность с указанием точности экстраполяции. Стандартная ошибка среднего и доверительный 
интервал как раз и являются показателями точности экстраполяции. 
Стандартная ошибка среднего (m) – это теоретическое среднеквадратическое откло-
нение всех средних арифметических, полученных из всех выборок размера n, извлекаемых из 
генеральной совокупности, зависящее от совокупной дисперсии (сигма) и размера выборки 
(n). Проще говоря, стандартная ошибка среднего – это усредненная разница по модулю 
(«среднеквадратическое отклонение») между средним арифметическим генеральной сово-
купности и всеми средними арифметическими, которые могут быть рассчитаны при работе 
со всеми выборками размера n, которые теоретически можно сформировать из данной гене-
ральной совокупности. Стандартная ошибка среднего рассчитывается следующим образом: 
 
m
n
σ
=
 
 
Здесь: 
m – стандартная ошибка среднего; 
σ – среднеквадратическое отклонение для данного вариационного ряда; 
n – численность (размер) выборки. 
 
Широко распространен ошибочный подход, при котором для описания дисперсии не-
прерывных количественных данных используют стандартную ошибку среднего вместо сред-
неквадратического отклонения, пытаясь продемонстрировать малую вариабельность своих 
данных, так как по определению величина m всегда меньше σ (в квадратный корень из n раз). 
Другим частым поводом для использования m вместо σ является то, что исследователи 
сталкиваются с ситуацией, когда σ превышает величину среднего арифметического (М), и, 
соответственно, запись «M±σ» в большинстве случаев (когда переменная может принимает 
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только положительные значения) оказывается бессмысленной. Не зная, как описывать рас-
пределения, отличные от нормального, авторы указывают «M±m», так как m всегда меньше 
σ, и это позволяет избежать заведомо некорректной ситуации. В подобных случаях точность 
оценки среднего рекомендуется приводить в виде 95% доверительного интервала (ДИ). В 
случае нормального распределения границами такого ДИ являются M±1,96m (см. далее). 
Смысл понятия «доверительный интервал» близок к таковому стандартной ошибки 
среднего, но есть и различия: если стандартная ошибка может быть вычислена только для 
среднего арифметического, то доверительный интервал можно рассчитать для любого стати-
стического показателя, включая среднее арифметическое, медиану и квартили, а также доли, 
частоты и отношения, включая отношения рисков и шансов, о которых пойдет речь далее. 
Х%-й доверительный интервал – это интервал значений, в который с вероятностью 
Х (%) попадает соответствующая характеристика генеральной совокупности. Естественно, 
предполагается, что данная характеристика была определена при исследовании рэндомной 
(сформированной случайным образом), репрезентативной выборки. Обычно при проведении 
биомедицинских исследований Х принимают равным 95%, что считается достаточным, и то-
гда выражение выглядит как «95% доверительный интервал (95% ДИ)». Тем не менее, никто 
не мешает взять другое значение Х; иногда так и делается – в этом случае обычно использу-
ют 99%. Программы для статистической обработки данных позволяют подсчитать довери-
тельный интервал для среднего арифметического с любым заданным Х; возможность же 
определить доверительный интервал для других статистических показателей, таких, как ме-
диана или отношения шансов/рисков, встречается гораздо реже. Доверительный интервал 
имеет нижний и верхний пределы (соответственно, минимальное и максимальное значения 
интервала, которые и приводятся в качестве характеристик точности оценки статистического 
параметра). 95% ДИ для среднего арифметического нормально распределенного вариацион-
ного ряда рассчитывается по следующим формулам: 
 
Нижний 95% доверительный предел = М – (1,96×m) 
 
Верхний 95% доверительный предел = М + (1,96×m), где 
 
М – среднее арифметическое ряда данных; 
1,96 – коэффициент для вычисления 95% вероятности (для других значений Х% он бу-
дет другим, например, для 99% данный коэффициент равен 2,58, а для 99,9% – 3,28); 
m – стандартная ошибка среднего (см. выше). 
 
Формулы подсчета 95% ДИ для медианы и квартилей следующие: 
 
 
Здесь: 
j – нижний предел доверительного интервала; 
k – верхний предел доверительного интервала; 
1,96 – коэффициент для вычисления 95% вероятности (соответственно, 2,58 для 99% 
вероятности, 3,28 – для 99,9%); 
n – общее число наблюдений в выборке (численность вариационного ряда); 
q – квартиль (Q1 – 0,25, Q2 (Me) – 0,5, Q3 – 0,75). 
 
Формат представления рассчитанного доверительного интервала следующий: 
М (95% ДИ: j…q) или Me (95% ДИ: j…q), например: М = 96,6 (95% ДИ: 90,2…101,4). 
1,96 (1 )
1,96 (1 )
j nq nq q
k nq nq q
= − −
= + −
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Вместо троеточия можно использовать дефис, как в (95% ДИ: 90,2–101,4) – данный 
формат еще не устоялся, у него нет стандарта de facto. Тем не менее, в западной научной ли-
тературе указание доверительного интервала вместо стандартного отклонения – общеприня-
тая практика; там ДИ обозначают как CI, т.е. «Confidence Interval». 
Рис. 17 иллюстрирует расположение пределов 95% доверительного интервала относи-
тельно среднего арифметического вариационного ряда. 
 
 
Рис. 17. Среднее арифметическое вариационного ряда и расположение нижнего и верх-
него пределов его 95% доверительного интервала на графике полигона частот. 
 
Важное замечание: 
Обычно в результате вычислений различных статистических показателей возникает 
большее число значащих цифр, чем это было в исходных данных. Здесь необходимо пом-
нить, что результаты расчетов не могут быть точнее, чем первичные данные измерений. 
Соответственно, в этом случае числовые данные необходимо округлять до десятичного зна-
ка, соответствующего таковому в исходных данных. Так, например, если артериальное дав-
ление измерялось с точностью до единиц мм рт. ст., то распределение должно описываться 
следующим образом: М = 145 ± 27 мм рт. ст. 
Кроме того, следует учитывать, что читатель обычно хорошо воспринимает числа, со-
держащие не более трех значащих цифр. Если приводятся дробные числа, не рекомендуется 
указывать более трех знаков после запятой (лучше – меньше). 
Помните, что никакая статистическая обработка не улучшит результаты плохо 
спланированного и неподобающим образом выполненного исследования. Это хорошо иллю-
стрирует поговорка «garbage in – garbage out», т.е. «мусор на входе – мусор на выходе!» 
 
Заключение: 
Среднее арифметическое вариационного ряда – простой для понимания и удобный для 
использования статистический показатель, характеризующий центральную тенденцию веро-
ятностных распределений данных. Тем не менее, в этом качестве у него есть ряд недостат-
ков, ограничивающих его применение: 
1. Среднее арифметическое может быть рассчитано только для непрерывных вариаци-
онных рядов. В случае дискретных либо интервальных вариационных рядов среднее арифме-
тическое не имеет смысла, как не имеет смысла «средний пол» либо 2,66 землекопа; 
2. Среднее арифметическое хорошо характеризует центральную тенденцию в симмет-
рично (например, нормально) распределенных рядах данных. В случае ассиметричных (сме-
щенных) распределений значение среднего арифметического смещается в сторону бóльших 
значений ряда, что хорошо иллюстрирует рис. 18. 
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Рис. 18. Смещение среднего арифметического относительно других показателей цен-
тральной тенденции вариационного ряда в ассиметричных распределениях. Данное распре-
деление смещено вправо; Мо – мода, Ме – медиана, М – среднее арифметическое. 
 
Таким образом: 
1. Распределения, являющиеся приближенно нормальными (и только они), должны 
описываться средним арифметическим и среднеквадратическим отклонением (M±σ); 
2. Для описания распределений, не являющихся нормальными (а это большинство рас-
пределений медико-биологических параметров), рекомендуется применять медиану и меж-
квартильный размах. Межквартильный размах указывается в виде 25% и 75% процентилей 
(допускается и указание других процентилей, симметричных относительно медианы, напри-
мер 10% и 90%). Пример: Ме (25%; 75%) = 60 (23; 78). 
3. Во всех случаях, при любом виде распределений анализируемых данных допустимо 
использование 95% доверительного интервала как характеристики разброса значений в вари-
ационном ряду. Если распределение симметричное, то его описание будет иметь вид «М 
(95% ДИ: нижний предел…верхний предел), если ассиметричное – то «Ме (95% ДИ: нижний 
предел…верхний предел). 
Вышеприведенные рекомендации кратко резюмированы в таблице 3. 
 
Таблица 3. Способы описания центральной тенденции и разброса (дисперсии) данных в 
различным образом распределенных вариационных рядах. 
 
Вид распределения Тип средней Показатель разброса 
Нормальное Среднее арифметическое Среднеквадратическое отклонение 
или доверительный интервал 
Смещенное 
(ассиметричное) 
Медиана Межквартильный размах 
или доверительный интервал 
Экспоненциальное 
или логарифмическое 
Среднее геометрическое Доверительный интервал 
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Важно! Общее требование к представлению результатов исследований – указание ко-
личества наблюдений (n) для каждой исследуемой переменной. 
 
При необходимости графического представления вышеперечисленных характеристик 
распределений количественных данных наиболее удобно пользоваться т.н. диаграммами ви-
да «ящик-с-усами» («box-and-whisker plot»), или, проще, ящичными диаграммами. Подобные 
диаграммы действительно напоминают ящики с усами, установленные вертикально, и могут 
быть построены при помощи любой из обсуждавшихся выше программ для статистической 
обработки научных данных (рис. 19). 
 
 
Рис. 19. Ящичные диаграммы – удобное и наглядное графическое отображение харак-
теристик распределений количественных данных. 
 
Обычно центр «ящика» – это, по выбору исследователя, либо среднее арифметическое, 
либо медиана вариационного ряда. Нижняя кромка «ящика» – чаще Q1, реже – (М–σ). Верх-
няя кромка «ящика» – обычно Q3, реже – (М+σ). Нижняя и верхняя засечки «усов» – обычно 
минимальное и максимальное значения вариант в ряду данных, соответственно. Тем не ме-
нее, по выбору исследователя (либо программы) это могут быть 10-й и 90-й (или другие) 
процентили, а точки выше и ниже их будут показаны как т.н. «выбросы» – случайные арте-
факты измерений. Ящичные диаграммы позволяют полностью представить себе все свойства 
анализируемых вероятностных распределений, ввиду чего их используют чаще, чем постро-
ение полигона частот либо гистограммы частот (см. выше). 
 
6. Представление и описание относительных данных (долей, частот и отношений) 
 
Для описания качественных и порядковых переменных обычно используют относи-
тельные показатели – доли, частоты и отношения. В самом деле, если мы имеем дело с при-
знаком, не имеющим численной меры, остается определить частоту его встречаемости (т.н. 
распространенность – prevalence) либо вероятность появления. 
Строго говоря, с точки зрения математической статистики, существует лишь две разно-
видности относительных величин, называемые «риск» и «шанс». 
Риск определяется как отношение количества лиц в выборке, имеющих изучаемый 
признак, к общему количеству лиц под наблюдением (т.е. к размеру выборки), выражаемое в 
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долях единицы либо процентах. Соответственно, величина риска выражается неким числом в 
интервале от 0 до 1 (или от 0 до 100%). 
 
Риск = 	
Число	лиц	с	изучаемым	признаком
Общее	количество	лиц	под	наблюдением
 
 
Риск в общем случае соответствует частоте встречаемости либо вероятности развития 
изучаемого признака. Именно риск обычно используется в отечественной научной литерату-
ре как характеристика вероятности наступления события либо распространенности признака. 
 
Шанс определяется как отношение количества лиц в выборке, имеющих изучаемый 
признак, к количеству лиц в той же выборке, не имеющих данного признака. Соответствен-
но, шанс – некоторое число между 0 и бесконечностью. Шанс приблизительно равен риску, 
если частота исследуемого признака либо события невелика. 
 
Шанс = 	
Число	лиц	в	выборке, имеющих	изучаемый	признак
Число	лиц	в	выборке, не	имеющих	изучаемого	признака
 
 
Вычисление шанса какого либо события или признака редко используется отечествен-
ными исследователями, зато весьма часто – западноевропейскими и североамериканскими 
учеными, для которых понятие «шанс» является одной из национальных культурных тради-
ций англосаксонского общества, заложенных с детства. Так, величинами шансов постоянно 
оперируют биржевые маклеры и букмекерские конторы, выражая их в виде пропорций. Так, 
выражение «ставлю три против одного…» описывает шанс, величина которого может быть 
записана как 3:1 или просто 3. Означает это, что, с точки зрения говорящего, вероятность 
наступления некоего события в 3 раза выше, чем того, что данное событие не наступит. Как 
видно, общий смысл понятия шанса примерно такой же, как и понятия риска. 
И риск и шанс используются для установления взаимосвязи между воздействием и по-
явлением признака (т.н. «исхода») – для этого вычисляются отношения шансов и отношения 
рисков, о чем пойдет речь далее. 
 
Для величины риска можно рассчитать доверительный интервал по формуле: 
 
 
Здесь: 
P – частота события, выраженная десятичной дробью (например, 0,65 вместо 65%); 
n – число объектов в выборке; 
t – значение коэффициента (t-критерия Стьюдента), соответствующего объему уровню 
значимости ДИ (1,96 для 95%, 2,58 для 99%). 
 
Для величины шанса также можно рассчитать доверительный интервал по формуле: 
 
Нижний предел ДИшанс = нижний предел ДИриск/(1 – нижний предел ДИриск) 
 
Верхний предел ДИшанс = верхний предел ДИриск/(1 – верхний предел ДИриск) 
 
Важно! Если число наблюдений в исследовании не превышает 20, то такую совокуп-
ность наблюдений условно принято считать малой выборкой. Для описания таких вариаци-
онных рядов не следует пользоваться вышеприведенными методами описательной статисти-
(1 ) 1
2
P PP t
n n
 
−± × + 
 
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ки, так как они могут неадекватно отражать распределения в малых выборках. Например, 
может не хватить данных, чтобы установить соответствие распределения нормальному, хотя 
формально М и σ могут быть рассчитаны даже для двух наблюдений. В случае малых выбо-
рок результаты исследования рекомендуется приводить в виде таблицы первичных данных. 
Доли и частоты при описании малых выборок вообще не должны использоваться. 
 
7. Понятие о норме и патологии с точки зрения статистики (приводится по [7]) 
 
Хотя распределения, с которыми имеет дело клиническая медицина, часто напоминают 
нормальные, это сходство поверхностное. Согласно экспериментальным данным, для боль-
шинства физиологических переменных частотные распределения представляют собой глад-
кие унимодальные ассиметричные кривые, причем площадь под кривой, ограниченная сред-
ним арифметическим ± 2σ, не включает желаемых ≈95% значений. Математических, стати-
стических или каких-либо иных теорем, которые позволили бы нам предсказать форму рас-
пределения результатов физиологических измерений, не существует. 
Соответственно, большинство значений переменных, встречающихся в клинической 
практике, непросто разделить на «нормальные» и «патологические», поскольку эти перемен-
ные по природе своей не дихотомические и не имеют двух различных пиков, из которых 
один соответствовал бы нормальному результату, а другой – патологическому. Разделение 
популяции по лабораторным показателям на больных и здоровых невозможно и с теоретиче-
ской точки зрения. Заболевание может развиваться незаметно, проявляясь постепенным пе-
реходом от низких значений показателя к высоким по мере нарастания дисфункции соответ-
ствующих органов. Более того, у разных больных один и тот же показатель может принимать 
различные значения, перекрываясь со значениями этого показателя у здоровых. 
Пример. Фенилкетонурия (ФКУ) – заболевание, характеризующееся прогрессирую-
щей умственной отсталостью в детском возрасте. Наличие ряда мутантных аллелей гена, ко-
дирующего фенилаланингидроксилазу, обусловливает отсутствие этого фермента, что при 
обычной диете приводит к накоплению в организме фенилаланина. Диагноз, который стано-
вится очевидным уже в первый год жизни, подтверждается устойчиво высоким (в несколько 
раз превышающим норму) уровнем фенилаланина и низким уровнем тирозина в крови. При-
меняемый в клинической практике скрининг новорожденных на ФКУ по анализу крови на 
фенилаланин через несколько дней после рождения предназначен для своевременного начала 
лечения и предупреждения необратимых последствий. Однако в некоторых случаях резуль-
таты теста оказываются неправильными, так как распределения концентраций фенилаланина 
сыворотки у больных и здоровых новорожденных перекрываются, к тому же среди всех про-
ходящих скрининг доля младенцев с ФКУ очень невелика, примерно 1 на 10000 (рис. 20). 
 
 
Рис. 20. Диапазон концентраций фенилаланина сыворотки крови у здоровых (белая 
кривая) и пациентов с фенилкетонурией (серая кривая). 
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У некоторых новорожденных с ФКУ уровень фенилаланина находится в пределах 
нормы либо в связи с тем, что они еще не потребляют достаточного количества белка, либо 
потому, что они имеют такой генотип, при котором заболевание протекает мягко. Вместе с 
тем, у некоторых детей, не имеющих ФКУ, регистрируются относительно высокие уровни 
фенилаланина, например, из-за нарушений его метаболизма у матери. Ввиду этого, результат 
теста принято считать положительным уже в нижней области патологических значений, не-
смотря на то, что она перекрывается с областью нормальных показателей; сделано это для 
того, чтобы выявить максимально возможное число младенцев с ФКУ, даже если среди пяти 
детей с положительным результатом скрининга болезнь разовьется лишь у одного. 
Итак, если между нормой и патологией не существует четкой границы, и врач выби-
рает ее по своему усмотрению, то какими основными правилами ему следует руководство-
ваться в случае принятия решения? Доказано, что целесообразно использование трех крите-
риев оценки состояния как патологического: состояние должно быть необычным, проявлять-
ся болезнью и улучшаться при лечении. Эти три критерия не связаны между собой, поэтому, 
оценивая конкретный показатель, мы можем обнаружить, что по одним критериям он дол-
жен рассматриваться как патологический, а по другим – как нормальный. 
 
Патология – необычное состояние 
Норму принято рассматривать как наиболее часто встречающееся (обычное) состоя-
ние. Все, что случается часто, считается нормальным, и, наоборот, редкие события рассмат-
риваются как патологические. Это статистическое определение, основанное на исследовани-
ях частоты и уровня изучаемого признака в определенной популяции. 
Заманчиво было бы дать определение необычного в математических терминах. Стан-
дартный подход, используемый для разграничения нормы и патологии, состоит в том, что, 
если предположить, что рассматриваемое распределение приближается к нормальному 
(гауссову), все значения признака, выходящие за два среднеквадратических отклонения от 
средней величины, считаются патологическими. 
Однако, как уже указывалось, большинство биологических процессов описывается 
распределениями, отличными от нормального. Поэтому лучше представить необычные ве-
личины как часть (или процентиль) фактического распределения. Подобный подход позво-
ляет непосредственно оценить, насколько редко встречается тот или иной признак, не вдава-
ясь в предположения о форме его распределения. При этом считается, что все величины, вы-
ходящие за пределы оговоренного промежутка значений, например, >95‰ или <5‰ распре-
деления, являются патологическими (типичный пример – процентильные таблицы соотно-
шения роста и веса детей в зависимости от их возраста, позволяющие оценить темпы ро-
ста). В основе подобного определения нормы и патологии лежат тщательные многолетние 
популяционные исследования соответствующих признаков, важных для диагностики и лече-
ния (например, уровня гемоглобина и лейкоцитов у здоровых лиц), причем подобные иссле-
дования необходимо регулярно (1 раз в 20-30 лет) повторять, поскольку человек и его усло-
вия обитания постепенно меняются, и параллельно изменяется характер распределения мно-
гих важнейших антропометрических и лабораторных признаков (роста, веса, уровня эритро-
цитов и лейкоцитов, скорости взросления и т.п.). 
Некоторые крайние, явно необычные значения на самом деле предпочтительнее 
«нормальных». Это в первую очередь относится к величинам, находящимся вблизи нижней 
границы некоторых распределений. Такие значения свидетельствуют о том, что уровень со-
стояния здоровья у обследуемого выше среднего, а риск заболевания – ниже среднего. 
И наконец, иногда пациенты могут быть явно больны, несмотря на отсутствие откло-
нений результатов лабораторных диагностических тестов от обычных значений. Примерами 
служат гидроцефалия с низким внутричерепным давлением, глаукома без повышения внут-
риглазного давления, гиперпаратиреоз при нормокальциемии и т.д. 
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Патология – болезнь 
Более строгий подход к разграничению нормы и патологии состоит в том, чтобы 
называть патологическими те признаки, которые обусловлены болезнью, инвалидностью или 
смертью, т.е. проявляются клинически значимыми отклонениями от здорового состояния. 
Пример. Потребление какого количества алкоголя (этилового спирта) следует считать 
«нормальным»? Некоторые исследования показали U-образную зависимость между потреб-
лением алкоголя и смертностью: высокая смертность среди воздерживающихся, низкая – 
среди потребляющих умеренно и высокая – среди потребляющих неумеренно. Было сделано 
предположение, что снижение смертности при умеренном потреблении алкоголя (нижний 
участок кривой) обусловлено повышением уровня липопротеидов высокой плотности, ока-
зывающих антиатерогенное действие. С другой стороны, когда люди заболевают, они (обыч-
но) сокращают потребление алкоголя, что объясняет высокую смертность при низком по-
треблении алкоголя. Что касается высокой смертности при значительном потреблении алко-
голя, то здесь цепь рассуждений проще: алкоголь вызывает ряд смертельных заболеваний 
(болезни сердца, злокачественные новообразования, ОНМК). Определение причин U-образ-
ности этой кривой позволит решить вопрос о том, действительно ли отказ от потребления 
алкоголя столь же ненормальное явление, как и его неумеренное потребление (пьянство). 
 
Патология – состояние, поддающееся лечению 
При некоторых состояниях, особенно таких, которые не сопровождаются жалобами 
(т.е. протекают бессимптомно), тот или иной признак следует считать патологическим 
только в случае, если лечение по поводу состояния, связанного с наличием этого признака, 
улучшает исход. Представления о том, изменение каких признаков следует считать суще-
ственным в процессе лечения, меняются со временем. Например, накопленные данные о ле-
чении больных артериальной гипертензией показали, что чем ближе значения диастоличе-
ского давления к норме, тем лучше эффект лечения. 
 
Смещение к среднему 
Когда результат теста слишком сильно отличается от нормы, врач склонен повторить 
анализ. Часто повторный результат оказывается ближе к норме. Почему это происходит? И 
следует ли доверять результатам повторного обследования? 
У пациентов, отобранных по крайним значениям в распределении, при последующих 
измерениях можно в среднем ожидать значения, меньше отклоняющиеся от нормы. Это обу-
словлено чисто статистическими причинами, а не улучшением состояния. Явление называет-
ся «смещение к среднему» (regression to the mean). 
Феномен смещения к среднему можно объяснить следующим образом (рис. 21). Па-
циентов отбирают для включения в исследование или для дальнейшей диагностики из-за то-
го, что результат первого тестирования некоего показателя у них оказался выше произвольно 
выбранной точки его разделения на норму и патологию. Для многих пациентов результат 
останется патологическим и при последующих измерениях, поскольку у них истинные зна-
чения данного показателя действительно выше среднего. Однако у некоторых пациентов в 
момент первого измерения высокие значения были зарегистрированы лишь в силу случайной 
вариации; на самом деле для них характерны более низкие значения изучаемого показателя. 
При повторном измерении у таких пациентов определяются более низкие значения, чем во 
время первого тестирования. Это явление определяет тенденцию к смещению среднего зна-
чения при повторных замерах в сторону средней популяционной величины для всей под-
группы лиц, имевших при первом измерении значение признака выше точки разделения. 
Таким образом, у пациентов, отобранных в группу по необычно низкому или необыч-
но высокому результату лабораторного теста, при повторном тестировании следует в сред-
нем ожидать сдвига результатов к центру распределения. Более того, результаты повтор-
ных измерений будут все больше приближаться к истинному значению признака, а именно к 
тому, которое можно было бы получить при многократном повторении измерения у одного и 
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того же пациента. Таким образом, проверенную временем практику повторения лаборатор-
ных тестов, результаты которых оказались патологическими, и использования зачастую нор-
мальных результатов повторных тестов в качестве истинных следует признать статистически 
обоснованной. Для этого есть как теоретические, так и практические основания. Например, 
показано, что среди всех лиц, у которых при скрининге выявляется патологический уровень 
тироксина (Т4) в сыворотке крови, при повторном измерении у половины уровень тироксина 
оказывается нормальным. Однако чем сильнее первоначальные значения отклоняются от 
нормы, тем выше вероятность обнаружения патологии и при повторном тестировании. 
 
 
Рис. 21. Объяснение феномена «смещения к среднему» (см. текст). 
 
8. Статистические гипотезы и проверка их значимости 
 
Теория вероятности – строгая математическая дисциплина; в основе всех методов ста-
тистической обработки лежат ранее доказанные теоремы (нередко – названные именами до-
казавших их математиков). Во всех случаях статистических методов доказательство ведется 
«от противного»: на основании имеющихся данных исследователь пытается доказать, что 
исходная посылка ложна, т.е. разница между сравниваемыми результатами отсутствует, зна-
чения переменной в контрольной и опытной группах не различаются, следовательно, явля-
ются выборками из одной генеральной совокупности. В том случае, если указанное предпо-
ложение удается доказать, результат статистического теста считается отрицательным (нет 
различий между сравниваемыми данными), если не удается – положительным. Все статисти-
ческие тесты сводятся к анализу различий между рядами данных – либо реально полученных 
в эксперименте, либо экспериментальных и «математически ожидаемых», соответствующих 
предполагаемому виду вероятностного распределения. 
Описанная выше гипотеза, предполагаемая при доказательстве «от противного» и соот-
ветствующая отрицательному результату статистического теста, называется «нулевая гипо-
теза» и обозначается «Н0». Понятие «нулевой гипотезы» является одним из ключевых в ма-
тематической статистике. Альтернативная гипотеза (Н1) логически отрицает Н0 и соответ-
ствует положительному результату статистического теста (т.е. между сравниваемыми дан-
ными есть различия, они являются выборками из разных генеральных совокупностей). 
Поскольку статистические методы обработки данных имеют дело лишь с вероятностью 
того или иного факта / события / заключения, то результатом их применения является т.н. 
«показатель вероятности нулевой гипотезы», или «р». Мало кто понимает, что означает 
знаменитый показатель «латинское пэ малое», приводимый в качестве доказательства стати-
стической значимости результатов во множестве научных работ – а это всего лишь уровень 
вероятности того, что нулевая гипотеза об отсутствии различий верна. Соответственно, вы-
ражение «р≤0,05» означает, что вероятность нулевой гипотезы составляет 5% или менее (и 
соответственно, вероятность альтернативной гипотезы равна 95% или более). 
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Для оценки результатов статистической обработки данных научных исследований 
пришлось ввести т.н. «уровень значимости». Уровень значимости (α, significance level) – это 
пороговое значение показателя вероятности нулевой гипотезы («р»), необходимое для при-
нятия отклоняющего решения (т.е. необходимое для признания результата статистического 
теста положительным или отрицательным). Для биомедицинских исследований величина 
уровня значимости обычно устанавливается ≤0,05 (5%), реже – ≤0,01 (1%), что считается до-
статочным. Предположение, при проверке которого вычисленный показатель р соответству-
ет заранее оговоренному уровню значимости либо ниже его, называют «статистически зна-
чимым» (говорить «статистически достоверный» – ошибочно). 
Нельзя при этом забывать о смысле понятия «уровень значимости». Чем ниже α, тем 
ниже вероятность ошибочного отклонения Н0, но эта вероятность никогда не равна нулю! 
Так, α=0,05 (т.е. 1/20) показывает, что имеется 5% вероятность того, что найденная связь 
между переменными в выборке является лишь случайной особенностью данной выборки. 
Данное свойство лежит в основе т.н. «проблемы множественных сравнений». 
Суть проблемы состоит в том, что при проведении большого числа статистических те-
стов на одной выборке данных существует вероятность, прямо пропорциональная количе-
ству тестов, что результаты по крайней мере некоторых из них окажутся ложноположи-
тельными вследствие ненулевой вероятности Н0 (т.е. ввиду наличия уровня значимости). 
Например, при проведении 100 сравнений и заданном уровне значимости α=0,05 (т.е. 5% ве-
роятности нулевой гипотезы) по крайней мере 100×0,05=5 из обнаруженных статистически 
значимых различий в реальности окажутся не существующими (ложноположительными). 
Классическое решение данной проблемы было предложено Карло Бонферрони в 
1935 г.: при проведении m независимых статистических тестов значимы только те результа-
ты, для которых р≤0,05÷m. Таким образом, если было выполнено 10 сравнений с использо-
ванием одного и того же массива данных, то величина р, необходимая для признания выяв-
ленных различий статистически значимыми, должна быть не более 0,05÷10=0,005. 
Критерий Бонферрони – очень строгий критерий: поскольку он существенно повышает 
специфичность эксперимента, он, соответственно, пропорционально понижает чувствитель-
ность, т.е. мощность исследования; вследствие этого, при использовании поправки Бонфер-
рони вероятность сделать открытие там, где его нет, очень низка, но и вероятность упустить 
открытие там, где оно есть, очень высока. С целью уменьшить негативное влияние поправки 
Бонферрони на количество и качество получаемых результатов в 1995 г. был предложен ме-
тод FDR (False Discovery Rate control). Согласно указанному методу, все выполненные стати-
стические тесты вначале упорядочиваются по уровню величин р: р1 ≤ р2 ≤ р3… ≤ рm. Затем 
для контроля FDR на уровне α (например, 0,05) вычисляют: 
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j* – уровень FDR; 
j – порядковый номер статистического теста; 
m – общее число тестов; 
pj – величина р для j-ого теста; 
α – желаемый уровень значимости. 
 
При рj ≤ j* различия считаются значимыми, при рj > j* - незначимыми. 
Проще говоря, допустимый уровень FDR для теста j равен (0,05×j)/m, где m – общее чис-
ло выполненных тестов. Понятно, что поправка FDR значительно менее консервативна, чем 
поправка Бонферрони, вследствие чего мощность эксперимента существенно повышается. 
В случае, если контроль FDR также является чрезмерно консервативным, используют 
т.н. перестановочный тест (permutation test): в базе эксперимента случайным образом произво-
дится перестановка пометок «опыт» и «контроль» при помощи компьютерного алгоритма. По-
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сле перестановки заново вычисляется уровень р для каждого статистического теста. Процедура 
повторяется не менее 10.000 раз, причем все случаи, когда вычисленные значения р меньше 
исходных, фиксируются. Затем вычисляется откорректированное значение р по формуле: 
 ( )
N
pp
p perm
≤
=
 случаев Число
' , где 
 
рperm – величины р, вычисленные при выполнении перестановочного теста; 
N – количество повторений процедуры перестановки (permutation test). 
 
Подробнее о данной проблеме см. Главу III, пункт 6 (рандомизированные контролиру-
емые клинические испытания, РКИ), где, в числе прочего, даются определения чувствитель-
ности («мощности») и специфичности исследования. 
При публикации результатов научных исследований рекомендуется указывать величи-
ну р как есть, с округлением до 2-й значащей цифры (например, р=0,00014). Существует ме-
нее рекомендованный альтернативный подход, когда указывается, что р не превышает некий 
стандартный уровень значимости (например, р<0,01). В обоих случаях должно быть выдер-
жано единообразие представления результатов исследования (т.е. избранная форма пред-
ставления р должна быть одинаковой на протяжении всей публикации). 
 
Статистические гипотезы, выдвигаемые исследователями, могут быть направленные и 
ненаправленные. Ненаправленная гипотеза предполагает, что значения переменной в первой 
выборке отличаются от значений во второй (two-tails), при этом направление различий неиз-
вестно. Направленная гипотеза предполагает, что заранее известно, что значения переменной 
в первой выборке больше значений во второй (one-tail). В научной практике ситуация, опи-
сываемая ненаправленной гипотезой, встречается намного чаще, чем соответствующая 
направленной гипотезе, ибо результат научного поиска, как правило, неизвестен заранее. Это 
существенно, поскольку большинство программ для статистической обработки вычисляет и 
предоставляет исследователю величины р для обоих вариантов гипотез (т.н. односторонний, 
или one-tailed p, и двусторонний, или two-tailed p), при этом величина одностороннего р в два 
раза меньше величины двустороннего, что создает соблазн использовать при формулировке 
статистического заключения именно ее. Делать этого не следует, дабы статистическая обра-
ботка не превращалась в совсем уж наглую ложь; в каждом случае нужно отчетливо пред-
ставлять, какого рода гипотеза выдвигалась перед началом исследования. 
Если величина р больше принятого уровня значимости, это не означает, что резуль-
тат соответствующего статистического теста должен непременно игнорироваться при 
анализе результатов работы. Как уже говорилось, р – это всего лишь степень вероятности 
нулевой гипотезы, а уровень значимости выбирается произвольно. Проще говоря, если в хо-
де исследования были получены интересные, логически обоснованные и практически важ-
ные результаты, статистическая значимость которых оказалась недостаточной, то их необхо-
димо опубликовать как предварительные (с указанием уровня р), а в дальнейшем – провести 
еще одно исследование большей мощности, увеличив размер выборки в соответствии с по-
лученными данными (см. рекомендации в Главе III, раздел 6.5). Автору неоднократно встре-
чались публикации в уважаемых зарубежных журналах, где р составлял от 0,06 до 0,20. 
В дальнейшем повествовании будет неоднократно встречаться понятие «число степе-
ней свободы», или df. Это условный параметр, необходимый для статистических расчетов; 
для выборки размером n число степеней свободы (df) вычисляется как n–1. 
 
9. Анализ достоверности различий количественных и качественных данных 
 
Прежде всего, хотелось бы напомнить о том, что существуют параметрические и непа-
раметрические методы статистического анализа. Параметрические методы используются для 
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обработки нормально распределенных данных (и только их), поскольку базируются на цен-
тральной предельной теореме теории вероятностей (см. раздел 4 настоящей главы). Непара-
метрические методы могут использоваться как для обработки нормально распределенных 
данных, так и данных с иными типами распределения (т.е. любых). Предполагается, что не-
параметрические методы должны использоваться для разведочного анализа в ситуациях, ко-
гда вид распределения изучаемых данных неизвестен. Данная рекомендация не лишена ос-
нований, поскольку параметрические методы более чувствительны, иначе говоря, при обра-
ботке одинаковых наборов данных параметрические методы возвращают меньшее значение 
р, что может быть существенно для оценки результатов исследования. 
Тем не менее, в реальности нормальное распределение данных в биомедицинских ис-
следованиях встречается чуть чаще, чем никогда, ввиду чего непараметрические методы со-
ставляют основу математического аппарата медицинского статистика. Это не исключает ис-
пользования параметрических методов анализа в тех случаях, когда ситуация это позволяет 
(все анализируемые данные нормально распределены). Способы проверки распределения 
данных на соответствие нормальному были приведены в разделе 4 настоящей главы. 
Второе, на что хотелось бы указать, начиная рассмотрение прикладных методов меди-
цинской статистики – это на мнение зарубежных экспертов, согласно которому, «…правиль-
но спланированное и тщательно выполненное исследование не нуждается в сложных мето-
дах статистической обработки» [10]. 
Анализ количественных и качественных данных на предмет достоверности их различий 
– одна из наиболее распространенных разновидностей статистического анализа. Действи-
тельно, задача биомедицинских исследований преимущественно состоит в том, чтобы срав-
нить некие важные параметры пациентов до лечения и после, или в группе пациентов – с 
группой здоровых (контрольной), или у пациентов с несколькими различными заболевания-
ми – между собой, причем на основе результатов сравнения делаются выводы об эффектив-
ности (или сравнительной эффективности) различных методов терапии, роли изучаемого яв-
ления в патогенезе определенного заболевания, диагностической ценности определения раз-
личных параметров организма и т.д. 
Проводя сравнение экспериментальных данных на предмет статистической значимости 
их различий, нельзя забывать о нескольких обязательных правилах данной процедуры: 
1. Сравниваемые наборы данных (переменные) должны относиться к одному и тому же 
параметру и иметь одинаковую размерность. Проще говоря, нельзя сравнивать метры с кило-
граммами, а также дюймы с сантиметрами; 
2. Сравниваемые группы должны быть корректно сформированы (в идеале – таким об-
разом, чтобы все важные параметры в обоих группах, кроме сравниваемых, не различались). 
Указанный аспект подробно рассмотрен в Главе III настоящего руководства; 
3. При сравнении данных зависимых (парных) и независимых (непарных) наблюдений 
необходимо пользоваться разными статистическими методами, учитывающими особенности 
обоих вариантов сравнения. 
Зависимые (парные) наблюдения – это серия наблюдений, полученных от одного и того 
же участника (участников) исследования до и после некоего вмешательства, либо одновре-
менно – при проведении нескольких вмешательств на различных участках тела испытуемого. 
Суть подобного метода заключается в том, что данные сравниваются между собой попарно, 
и каждая пара наблюдений получена при исследовании одного и того же подопытного лица. 
С определенными оговорками к зависимым наблюдениям можно причислить исследования, 
выполненные на парах однояйцевых близнецов, включенных в разные группы сравнения, а 
также на пациентах, тщательно подобранных в пары по совпадению всех важнейших пара-
метров, могущих оказать влияние на результат исследования. 
Независимые (непарные) наблюдения – это наблюдения, полученные путем замера 
определенного параметра в группах сравнения (в общем случае – в опытной и контрольной). 
При этом пары не формируются, попарное сравнение данных не производится; лица, под-
вергшиеся и не подвергшиеся изучаемому воздействию – разные люди. 
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Рекомендации по использованию конкретных статистических (параметрических и не-
параметрических) методов для сравнения количественных и качественных данных, получен-
ных в зависимых и независимых наблюдениях, приведены в таблице 4. 
 
Таблица 4. Рекомендации по использованию методов вариационной статистики для 
анализа статистической значимости различий данных биомедицинских исследований. 
 
Вид данных Параметрический тест Непараметрический тест 
Непрерывный ряд данных (количественные и порядковые переменные) 
Попарные сравнения (н-р, параметр 
до- и после вмешательства) в преде-
лах одной группы испытуемых 
Парный (одновыбороч-
ный) t-тест 
Ранговый знаковый тест 
Уилкоксона (Wilcoxon) 
Непарные данные (одна и та же пе-
ременная, две независимые выборки) 
Непарный (двухвыбо-
рочный) t-тест 
U-тест Манна-Уитни 
(Mann-Whitney) 
Непарные данные (одна и та же пе-
ременная, три и более независимые 
выборки) 
ANOVA (дисперсионный 
анализ) 
Тест Краскела-Уоллиса 
(Kruskal-Wallis) 
Бинарные данные (номинальные переменные) 
Сравнение двух и более групп Тест по критерию Chi-квадрат (χ2), точный тест Фи-
шера 
 
Анализ статистической значимости различий признака в независимых и зависимых вы-
борках с использованием t-критерия Стьюдента имеет несколько критериев применимости: 
1. Значения признака в каждой из сравниваемых групп должны иметь нормальное рас-
пределение (т.к. данный тест – параметрический); 
2. Дисперсии распределения признаков в сравниваемых группах должны быть равны 
(проверяется при помощи F-критерия или критерия Левена; данная проверка включена во все 
программные пакеты для прикладного статанализа). 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05 
(при р>0,05 для критерия Левена, т.е. при равенстве дисперсий в группах сравнения). 
Анализ достоверности различий по t-критерию Стьюдента – частный случай однофак-
торного дисперсионного анализа (ANOVA) при сравнении двух групп. 
 
Параметрическим методом, применяемым для сравнения трех и более независимых ря-
дов данных, является однофакторный дисперсионный анализ (ANOVA). Основной целью 
дисперсионного анализа является исследование значимости различий между средними 
арифметическими сравниваемых рядов данных. 
Критерии применимости данного метода анализа: 
1. Анализируемый признак должен быть количественным; 
2. Анализируемый признак в каждой из сравниваемых групп должен иметь нормальное 
распределение; 
3. Дисперсии распределения признаков в сравниваемых группах должны быть равны; 
4. Группирующий признак должен являться качественным. 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05 
(при р>0,05 для критерия Левена, т.е. при равенстве дисперсий в группах сравнения). 
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При выявлении статистически значимых различий между тремя и более сравниваемы-
ми группами (р<0,05) компьютерная реализация однофакторного дисперсионного анализа 
позволяет сравнить указанные группы еще раз – попарно, уточнив характер этих различий. 
Обычно для этого используется метод множественных сравнений Шеффе. 
 
Непараметрические методы статистического анализа, используемые для попарного 
сравнения рядов данных, полученных из независимых выборок – U-тест Манна-Уитни-
Уилкоксона (стандарт de facto), тесты Колмогорова-Смирнова и Вальда-Вольфовитца. 
Критерии применимости данных методов анализа: 
1. Анализируемые признаки должны быть количественные или порядковые; 
2. Допускается любая форма частотного распределения, т.к. проверяется гипотеза о ра-
венстве средних рангов (вместо средних арифметических); 
3. Позволяет выявлять различия в значении параметра при сравнении переменных, по-
лученных из малых выборок. В каждой из сравниваемых переменных должно быть не мень-
ше 3 значений признака (допустимо 2 значения в одной из переменных, но тогда во второй 
сравниваемой переменной должно быть не менее 5 значений). 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05 
(одно- либо двусторонний, в соответствии с исходной гипотезой). 
 
Непараметрические методы статистического анализа, используемые для сравнения трех 
и более переменных, полученных из независимых выборок – тест Краскела-Уоллиса, а также 
медианный тест). 
Тест Краскела-Уоллиса предназначен для проверки равенства медиан нескольких вы-
борок (функциональный аналог ANOVA). Данный критерий является многомерным обобще-
нием критерия Манна-Уитни-Уилкоксона, ввиду чего имеет те же свойства и ограничения. 
Медианный тест – грубый вариант теста Краскела-Уоллиса, предназначенный для 
случаев, когда шкала измерения признака искусственно ограничена, т.к. большое число зна-
чений приходится на крайние области шкалы. Использует анализ таблиц сопряженности при 
помощи критерия χ2. 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05. 
При получении р<0,05 рекомендуется провести попарное сравнение групп с использованием 
U-теста Манна-Уитни-Уилкоксона. 
 
Непараметрические методы статистического анализа, используемые для сравнения 
двух переменных, полученных из зависимых выборок – ранговый критерий знаков (signed-
rank test), Т-критерий Уилкоксона. 
Критерии применимости данных методов анализа: 
Ранговый критерий знаков: анализируемый признак должен быть количественный, а 
вид его распределения – неизвестен (либо не является нормальным хотя бы в одной из выбо-
рок). Используется при проверке нулевой гипотезы о равенстве медиан двух непрерывно 
распределенных случайных величин. 
Критерий Уилкоксона: анализируемый признак может быть как количественный, так и 
порядковый. Данный способ более мощный, чем ранговый критерий знаков. Объем анализи-
руемой выборки должен составлять от 5 до 50 элементов. Критерий Уилкоксона целесооб-
разно применять, когда амплитуда колебаний значений исследуемого признака составляет не 
менее 10-15% от его максимальной величины. 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05. 
 
Непараметрические методы статистического анализа, используемые для сравнения 
двух качественных (номинальных) переменных – тест по критерию Chi-square (χ2), точный 
тест Фишера. При этом производится сравнение частоты встречаемости изучаемых каче-
ственных признаков в двух выборках (обычно – в опытной и контрольной группах). 
40 
Оба метода требуют построения и заполнения т.н. «четырехпольной таблицы сопря-
женности», или «таблицы 2×2» (см. таблицу 5). 
 
Таблица 5. Принцип построения четырехпольной таблицы (таблицы 2×2). 
 
Группа Признак есть 
Эффект есть 
Исход наступил 
Признака нет 
Эффекта нет 
Исход не наступил 
Экспонированные 
Вмешательство 
Опытная группа 
А В 
Неэкспонированные 
Нет вмешательств 
Контрольная группа 
C D 
 
Пример. Сравниваются 2 группы пациентов по 60 человек. В группе №1 – 21 больной 
стенокардией напряжения, в группе №2 – 34 больных. Четырехпольная таблица сопряженно-
сти для указанных данных имеет следующий вид: 
 
Группа Признак есть Признака нет 
№1 21 39 
№2 34 26 
 
Таблицу подобного вида придется строить также при вычислении отношений рисков 
(RR) и отношений шансов (OR) (см. далее). 
 
Условия применимости теста по критерию Хи-квадрат: 
1. Сравниваемые переменные – номинальные или порядковые; 
2. Наблюдения в сравниваемых выборках – независимые; 
3. В каждой из сравниваемых переменных – не менее 5 наблюдений; 
4. Используются только количественные характеристики изучаемого признака (как в 
четырехпольной таблице, приведенной выше), но не доли или проценты. 
Если количество наблюдений в любой из ячеек менее 10, используется поправка Йетса 
на непрерывность, которая увеличивает значение р. 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05. 
 
Условия применимости точного теста Фишера: 
1. Используется при количестве наблюдений менее 5 в любой из ячеек четырехпольной 
таблицы (т.е. данный тест пригоден для сравнения ОЧЕНЬ МАЛЫХ выборок); 
2. Сравниваемые переменные – номинальные или порядковые; 
3. Наблюдения в сравниваемых выборках – независимые; 
4. Используются только количественные характеристики изучаемого признака (как в 
четырехпольной таблице, приведенной выше), но не доли или проценты. 
Критерий наличия статистически значимых различий сравниваемых данных: p<0,05. 
По мере увеличения размера сравниваемых групп (n) результаты точного теста Фишера 
приближаются к таковым, полученным с помощью теста по критерию Хи-квадрат. 
Программа Statistica позволяет быстро проверить статистическую значимость различий 
двух коэффициентов корреляции, средних арифметических (происходящих из нормально 
распределенных выборок) и пропорций при помощи особого диалогового окна (см. рис. 22). 
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Рис. 22. Диалоговое окно программы Statistica версий 7.0 и 8.0, используемое для быст-
рой проверки статистической значимости различий пары средних арифметических, коэффи-
циентов корреляции и пропорций. 
 
Необходимо отметить, что отечественные исследователи наиболее часто сравнивают 
частоты и доли с помощью t-критерия Стьюдента, то время как за рубежом для таких срав-
нений чаще всего используется критерий Хи-квадрат (χ2) Пирсона. Причина, вероятно, кроется 
в простоте применения критерия Стьюдента и в слабой информированности исследователей об 
ограничениях применения данного критерия. Биномиальное распределение приближается к 
нормальному лишь при наличии больших выборок и при частотах, близких к 0,5. Игнорирова-
ние ограничений метода может приводить к обнаружению различий там, где их нет, так как 
оценка статистической значимости в подобном случае дает слишком оптимистичные резуль-
таты для ситуаций, когда частота события меньше 0,25 или больше 0,75 [2]. 
 
10. Статистический анализ взаимосвязи и взаимозависимости признаков 
 
Анализ взаимосвязи различных признаков очень часто встречается в процессе обработ-
ки данных биомедицинских исследований. В самом деле, нередко бывает необходимо строго 
доказать взаимосвязь между неким воздействием и изучаемым эффектом («исходом»), а 
также оценить силу и характер подобной взаимосвязи. 
 
Корреляционный анализ 
 
Корреляция – статистическая взаимосвязь двух параметров между собой; сила этой вза-
имосвязи измеряется т.н. коэффициентом корреляции. 
Коэффициент корреляции (r) – показывает, в какой степени значения одного параметра 
изменяются при пропорциональном изменении значений другого параметра. Проще говоря, 
коэффициент корреляции показывает, на какую величину изменится значение одного пара-
метра при изменении значения другого параметра на единицу. Т.о., если коэффициент кор-
реляции равен +0,85, то при изменении значения любого из параметров на +1 значение дру-
гого параметра также вырастет на 0,85; если же коэффициент корреляции равен –0,47, то при 
изменении величины любого из параметров на +1 значение другого параметра изменится на 
–0,47, т.е. уменьшится на 0,47. Величина коэффициента корреляции изменяется от –1 до +1, 
причем 0 означает отсутствие корреляции. 
Если значение коэффициента корреляции положительное (больше нуля), такая корре-
ляция называется прямой или положительной. Если значение коэффициента корреляции от-
рицательное (меньше нуля), то соответствующая корреляция называется обратной или от-
рицательной. Прямая корреляция означает, что при увеличении одного параметра другой 
также увеличивается, в случае обратной корреляции – соответственно, уменьшается. 
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Как для остальных видов статистического анализа, для корреляции рассчитывается по-
казатель вероятности нулевой гипотезы (р), который должен быть равен или меньше зара-
нее оговоренного уровня значимости (α) – см. раздел 8 настоящей главы. Обычно уровень 
значимости устанавливается равным 0,05 (что обычно для биомедицинских исследований), с 
возможным внесением поправки на проблему множественных сравнений (см. выше). 
В зависимости от величины по модулю коэффициента корреляции сила корреляцион-
ной взаимосвязи классифицируется как: 
| r | ≤ 0,25 – слабая корреляция; 
0,25 < | r | < 0,75 – умеренная корреляция (корреляция средней силы); 
| r | ≥ 0,75 – сильная корреляция. 
Возможны ситуации, когда найденная корреляционная зависимость не может быть 
корректно учтена и использована при формулировке выводов исследования: 
1. Корреляция статистически значима (р меньше или равен принятому уровню значи-
мости, например, 0,05), но коэффициент корреляции слишком мал (≤0,25). Такие корреляции 
могут представлять интерес для исследователей неявных тенденций в больших популяциях, 
но для клиники они, как правило, не важны, поскольку описываемые ими взаимообуслов-
ленные изменения параметров организма слишком незначительны. Проще говоря, такая кор-
реляция статистически значима, но клинически незначима. Подобные зависимости во мно-
жестве выявляются при анализе выборок большого размера. Обычно в клинических исследо-
ваниях принимают во внимание как минимум корреляции средней силы; 
2. Коэффициент корреляции высок, но она статистически незначима (р>0,05 либо иного 
уровня значимости, принятого исследователями). Проще говоря, такая корреляция клиниче-
ски значима, но статистически незначима. Подобные ситуации, как правило, имеют место 
при малом размере анализируемой выборки; при этом увеличение размера выборки до реко-
мендованного (см. Главу III, раздел 6.5) может повысить статистическую значимость корре-
ляции до приемлемой (в случае, если корреляционная зависимость действительно имеет ме-
сто). Необходимо помнить о том, что в малых выборках высока вероятность выявления вза-
имосвязей, обусловленных исключительно случайным сочетанием значений параметров, 
причем чем меньше размер выборки, тем выше роль случайности в результатах статистиче-
ской обработки. Как указывалось ранее, статистическая обработка данных, полученных при 
анализе выборок, включающих менее 20 наблюдений, почти всегда не имеет смысла. 
Методы корреляционного анализа могут быть параметрическими (предназначенными 
для анализа взаимозависимости нормально распределенных данных) и непараметрическими. 
 
Параметрический корреляционный анализ – Пирсона. 
Критерии применимости корреляционного анализа Пирсона: 
1. Все учитываемые признаки должны быть нормально распределены; 
2. Все учитываемые признаки должны быть количественными. 
 
Непараметрический корреляционный анализ – Спирмена, Тау Кендалла, Гамма. 
Критерии применимости перечисленных разновидностей корреляционного анализа: 
1. Учитываемые признаки – количественные, распределения которых не являются нор-
мальными либо неизвестны (по крайней мере, для одного из признаков); 
2. Возможен анализ смеси количественных и качественных (порядковых) признаков; 
3. Возможен анализ нескольких качественных (порядковых) признаков. 
Ранговая корреляция Спирмена (ρ) – универсальный метод, используется для оценки 
взаимосвязи количественных (независимо от вида распределения) и/или порядковых (каче-
ственных) признаков. Наиболее популярный метод корреляционного анализа. 
Ранговая корреляция Тау Кендалла (τ) – используется для оценки взаимосвязи порядко-
вых признаков или смеси количественных и порядковых признаков. 
Гамма-корреляция (γ) – используется, когда в анализируемых переменных имеется 
много вариант, значения которых совпадают. 
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Как и для прочих статистических показателей, для коэффициента корреляции может 
быть рассчитан доверительный интервал. Вычисляется он следующим образом: 
1. Вычисляется функция z: 
 
 
Здесь r – коэффициент корреляции. 
 
2. Вычисляется стандартная ошибка m для z: 
 
 
Здесь n – количество наблюдений в переменных, для которых рассчитывается коэффи-
циент корреляции. 
 
3. Вычисляются нижний и верхний пределы функции z (z1 и z2): 
 
 
Здесь t – значение t-критерия для данного числа степеней свободы (см. выше: df = n–1) 
и заданного уровня значимости α (обычно р≤0,05). Подсчет t-критерия обычно выполняется 
при помощи специальной функции программы статистической обработки. Например, в про-
граммах семейства Statistica этот подсчет реализован следующим образом (см. рис. 23): 
 
 
Рис. 23. Подсчет t-критерия Стьюдента для данного числа степеней свободы и заданно-
го уровня значимости α, реализованный в программах Statistica 7.0 и 8.0. 
 
4. Вычисляются нижний и верхний пределы ДИ для коэффициента корреляции r: 
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С вероятностью 95% истинное значение коэффициента корреляции, вычисленное на 
основе анализа генеральной совокупности, находится в указанных границах. 
 
Коэффициенты корреляции можно попарно сравнивать. Для проверки гипотезы о ра-
венстве двух корреляций (H0) величины сравниваемых коэффициентов корреляций r1 и r2 
подвергаются z-преобразованию Фишера: 
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После этого вычисляется стандартная ошибка разницы по формуле: 
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Здесь: 
n1 – количество пар значений переменных для первого коэффициента корреляции; 
n2 – количество пар значений переменных для второго коэффициента корреляции. 
 
Затем вычисляется значение t-критерия Стьюдента по формуле: t = (z1 – z2)/Sd 
Для дальнейших расчетов берется абсолютное значение этого числа. 
 
Затем вычисляется количество степеней свободы (df). В данном случае df = (n1 + n2) – 2 
 
Зная t и df, при помощи таблицы критических значений t-критерия Стьюдента можно 
определить р (см. рис. 24). 
 
 
Рис. 24. Сокращенная таблица критических значений t-критерия Стьюдента. Здесь df – 
число степеней свободы, α – уровень значимости (в данном случае будет соответствовать р). 
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Можно также вычислить доверительные интервалы для обоих сравниваемых коэффи-
циентов корреляции и посмотреть, не пересекаются ли они: если ДИ пересекаются (границы 
ДИ накладываются друг на друга), то коэффициенты корреляции значимо не различаются. 
 
Вышеописанные вычисления можно быстро выполнить при помощи описанного ранее 
диалогового окна программы Statistica версий 7.0 и 8.0 (см. рис. 22). Для этого необходимо 
знать величины собственно сравниваемых коэффициентов корреляции, число наблюдений 
(n) для каждого из них, а также тип статистической гипотезы (направленная или ненаправ-
ленная, т.е. одно- или двусторонняя – см. выше). 
 
Ведя речь о корреляционном анализе, необходимо указать, что нельзя слепо доверяться 
его результатам!!! Дело в том, что довольно простая формула, по которой рассчитывается 
коэффициент корреляции, ничего не знает о том, существует ли взаимосвязь между анализи-
руемыми признаками в действительности – она лишь анализирует по ряду формальных кри-
териев функции, описывающие изменение этих признаков, и сравнивает полученные резуль-
таты друг с другом. Проще говоря, если два признака по чистой случайности изменяются 
сходным образом, они будут коррелировать между собой. Естественно, выявленные при по-
мощи таких корреляций «взаимосвязи» пополняют копилку научных анекдотов. Так, на 
рис. 25 представлена взаимосвязь между количеством убийств в США и частотой использо-
вания браузера Internet Expolrer с очевидной сильной прямой корреляцией между указанны-
ми факторами, причем данные удивительным образом даже не подтасованы [4, 3]. 
 
 
Рис. 25. Взаимосвязь между количеством убийств в США и доли браузера Internet Ex-
plorer на рынке браузеров (данные за 2006-2011 гг.). 
 
Еще один замечательный пример абсурдной корреляции показан на рис. 26, где отчет-
ливо прослеживается взаимосвязь между количеством скачиваний известной свободной опе-
рационной системы Linux и количеством поисковых запросов по поводу прыщей (данные из 
кэша поисковых запросов портала Yandex). 
В целом, выявление при анализе взаимосвязи неких факторов А и В статистически зна-
чимого коэффициента корреляции, соответствующего взаимозависимости средней силы и 
более, может свидетельствовать о том, что в реальности: 
1. Признак А влияет на признак В; 
2. Признак В влияет на признак А; 
3. На оба признака влияет неизвестный третий фактор С; 
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4. Признаки А и В не влияют друг на друга, но по чистой случайности изменяются 
сходным образом (параллельно). 
 
 
Рис. 26. Взаимосвязь между количеством скачиваний операционной системы Linux и 
количеством поисковых запросов по поводу прыщей (данные из кэша Yandex). 
 
Таким образом, корреляционный анализ устанавливает наличие и силу только стати-
стической связи, и наличие корреляции двух признаков (любой силы) не может интер-
претироваться как доказательство причинно-следственной связи этих признаков. 
Говоря о практической стороне дела, при анализе коэффициентов корреляции необхо-
димо принимать во внимание следующие соображения: 
1. Корреляция, даже статистически высокозначимая, должна характеризоваться доста-
точным числом наблюдений в коррелирующих переменных (не менее 20 в каждой); 
2. Лучше устанавливать уровень значимости (α) с поправкой на множественность срав-
нений, т.е. он должен быть разумно низким, например, ≤0,01 или даже ≤0,001 – это повышает 
вероятность того, что такая корреляция не будет являться результатом случайного совпаде-
ния значений анализируемых признаков; 
3. Каждая выявленная корреляционная зависимость должна получать четкое логиче-
ское обоснование, подтверждая некоторый известный науке феномен либо внятную, обосно-
ванную гипотезу экспериментаторов. 
 
Существует универсальная мера качества (объясняющей способности) причинных ста-
тистических моделей, применяющаяся, главным образом, в дисперсионном и регрессионном 
анализах (см. далее), но также и при вычислении коэффициентов корреляции. Это т.н. доля 
объясненной дисперсии, которая рассчитывается по формуле: r2×100 (%). Более точно – это 
единица минус доля необъяснённой дисперсии (дисперсии случайной ошибки модели) в об-
щей дисперсии зависимой переменной. Чем больше величина доли объясненной дисперсии, 
тем выше качество объясняющей модели. 
 
Регрессионный анализ 
 
Регрессионный анализ – статистический метод исследования влияния одной или не-
скольких «независимых» переменных на «зависимую» переменную. Независимые перемен-
ные называют также регрессорами или предикторами, а зависимые переменные – критери-
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альными. Терминология зависимых и независимых переменных отражает лишь математиче-
скую зависимость переменных, а не причинно-следственные отношения между ними. 
 
Цели регрессионного анализа: 
1. Определение степени обусловленности вариации зависимой переменной изменением 
предикторов (независимых переменных); 
2. Предсказание значения зависимой переменной с помощью независимых (одной или 
нескольких), т.е. построение математической модели поведения критериальной переменной 
в зависимости от изменения переменных-предикторов; 
3. Определение вклада отдельных независимых переменных (предикторов) в вариацию 
зависимой переменной. 
Регрессионный анализ нельзя использовать для определения наличия связи между пере-
менными, поскольку наличие такой связи и есть предпосылка для применения анализа. Т.о., 
регрессионный анализ относится к методам математического моделирования. Подобный вид 
анализа является технически сложным и почти никогда не производится вручную – все не-
обходимые операции выполняет программа статистической обработки данных. 
 
Различают следующие разновидности регрессионного анализа: 
1. Однофакторный (один независимый признак) и многофакторный (два и более неза-
висимых признака); 
2. Линейный (моделируется полиноминальная функция первой степени) и нелинейный 
(моделируются более сложные функции – логит, пробит, пропорциональных рисков по Кок-
су, экспоненциальная регрессия и т.п.). 
 
Классический регрессионный анализ не предусматривает использования количествен-
ных дискретных и качественных признаков – в анализ могут включаться только количе-
ственные непрерывные переменные (но есть специальные модификации, позволяющие рабо-
тать и с дискретными, и с порядковыми признаками). Результат регрессионного анализа – 
построение регрессионного уравнения с наибольшим коэффициентом детерминации (R2). 
 
1. Однофакторный линейный регрессионный анализ (простая регрессия) – один из ва-
риантов двумерного статистического анализа. 
Критерии применимости однофакторного линейного регрессионного анализа: 
1. Число наблюдений в исследуемой выборке (n) должно быть в несколько раз больше 
числа независимых признаков; 
2. Все анализируемые признаки должны быть количественные, непрерывные и нор-
мально распределенные; 
3. Каждому значению Х (т.е. независимого признака) должно соответствовать только 
одно значение Y (т.е. зависимого признака); 
4. В случае множественного регрессионного анализа необходимо также отсутствие 
линейных корреляций между независимыми признаками (т.н. «отсутствие мультиколлинеар-
ности объясняющих признаков»). 
 
Формула простой линейной регрессии имеет вид: Y = a + bX, 
Y – значение зависимой переменной; 
X – значение независимой переменной; 
где а – константа, при необходимости вводимая программой статистической обработки 
(т.н. «свободный член»); 
b – коэффициент при аргументе (независимой переменной). 
 
Соответственно, результат выполнения однофакторного линейного регрессионного ана-
лиза – вычисленные величины свободного члена и коэффициента при аргументе. Качество по-
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строенной математической модели характеризуется показателем р (должен быть меньше или 
равен заранее оговоренному уровню значимости), а также коэффициентом детерминации R2 
(должен максимально приближаться к единице). Напоминаем, что R2×100 (%) – это т.н. доля 
объясненной дисперсии, о которой шла речь ранее. Смысл данного понятия в том, что измене-
ние признака Х приводит к изменению признака Y в R2×100 процентах случаев. 
 
2. Многофакторный линейный регрессионный анализ (множественная регрессия) – 
способ анализа связи между несколькими независимыми переменными и зависимой пере-
менной, выражающий данную связь в виде уравнения множественной линейной регрессии: 
 
 
Здесь: 
Y – значение зависимой переменной; 
а – константа, при необходимости вводимая программой статистической обработки 
(т.н. «свободный член»); 
b1…n – коэффициент при аргументах (независимых переменных) X1…n; 
X1…n – значения соответствующих независимых переменных (№1, 2 и т.д., вплоть до n). 
 
Критерии применимости многофакторного линейного регрессионного анализа такие 
же, как и однофакторного (см. выше). 
Результат выполнения многофакторного линейного регрессионного анализа – вычис-
ленные величины свободного члена и коэффициентов при всех введенных в уравнение аргу-
ментах. Качество построенной математической модели характеризуется показателем р (дол-
жен быть меньше или равен заранее оговоренному уровню значимости), а также коэффици-
ентом детерминации R2 (должен максимально приближаться к единице). 
 
3. Нелинейный регрессионный анализ («подгонка кривых») – способ анализа связи 
между одной или несколькими независимыми переменными и зависимой переменной, выра-
жающий данную связь в виде уравнения какой-либо нелинейной функции. 
Различают два класса нелинейных регрессий: 
– регрессии, нелинейные относительно включенных в анализ объясняющих перемен-
ных, но линейные по оцениваемым параметрам; 
– регрессии, нелинейные по оцениваемым параметрам. 
 
Примером регрессии, нелинейной по включаемым в нее объясняющим переменным, мо-
гут служить следующие функции: 
 
– полиномы разных степеней (т.н. степенные функции): 
 
Y = а + bX + cX2 (квадратичная, или параболическая функция) 
Y = а + bX + сX2 + dX3 (кубическая функция) 
Y = а + bX + сX2 + dX3 + eX4 и т.д. 
 
Здесь: 
Y – значение зависимой переменной; 
а – константа, при необходимости вводимая программой статистической обработки 
(т.н. «свободный член»); 
b, с, d, e и т.д. – коэффициенты при аргументе (независимой переменной) X; 
X – значение независимой переменной; 
 
– равносторонняя гипербола: Y = a + b/X (обозначения те же – см. выше). 
1 1 2 2 n nY a b X b X b X= + + +…+
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– полулогарифмическая функция: Y = a + b×lnX 
 
К регрессиям, нелинейным по оцениваемым параметрам, относятся функции: 
 
– степенная: Y = aXb 
 
– показательная: Y = abX 
 
– экспоненциальная: Y = ea+bX, где e – т.н. число Эйлера, или основание натурального 
логарифма (≈2,718). 
 
– гиперболическая (не равносторонняя): Y = a√"# $ % 
 
– логистическая (S-образная, сигмоида): Y = &
'()*+,
 
 
– обратная: Y = '
&()-
 
 
Графики некоторых из перечисленных функций показаны на рис. 27: 
 
 
Рис. 27. Графическое отображение различных (линейных и нелинейных) функций, при-
меняемых при выполнении нелинейного регрессионного анализа («подгонки кривых»). 
 
Пример результата успешно выполненного нелинейного регрессионного анализа при-
веден на рис. 28. В данном случае R2=0,999, а математическая модель соответствует функции 
полинома второго порядка (т.е. квадратичной функции). 
 
Общие замечания по регрессионному анализу: 
 
Цель выполнения регрессионного анализа – нахождение математической модели, 
наилучшим образом описывающей наблюдающуюся в эксперименте закономерность. Данная 
модель в дальнейшем может использоваться для предсказания поведения той или иной си-
стемы в зависимости от изменения некоторых контролируемых факторов, что может быть 
весьма полезно и в медицине (например, предсказание прогноза заболевания и возможности 
развития его осложнений по некоторым ключевым параметрам, отслеживаемым при поступ-
лении пациента в стационар или на ранних этапах госпитализации). Хорошие математиче-
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ские модели могут лечь в основу разработки анкет, опросников и шкал для диагностики раз-
личных заболеваний и определения лечебной тактики. 
 
 
Рис. 28. Результат успешного применения нелинейного регрессионного анализа (под-
гонки кривых). Функция полинома второго порядка (квадратическая, или параболическая) 
идеально описывает поведение отслеживаемого параметра. 
 
Признаки «хорошей» модели: 
Обычно для построения «хорошей» работоспособной модели и сравнения ее с другими 
возможными моделями необходимо учитывать следующие свойства (критерии): 
Скупость (простота). Модель должна быть максимально простой. Данное свойство 
определяется тем фактом, что модель не отражает действительность идеально, а является ее 
упрощением. Поэтому из двух моделей, приблизительно одинаково отражающих реальность, 
предпочтение отдается модели, содержащей меньшее число объясняющих переменных. 
Единственность. Для любого набора статистических данных определяемые коэффици-
енты должны вычисляться однозначно. 
Максимальное соответствие. Уравнение тем лучше, чем большую часть разброса за-
висимой переменной оно может объяснить. Поэтому стремятся построить уравнение с мак-
симально возможным скорректированным коэффициентом детерминации R2. Считается, что 
для хорошей модели значение R2 должно составлять не менее 0,93…0,95. 
Согласованность с теорией. Никакое уравнение не может быть признано качествен-
ным, если оно не соответствует известным теоретическим предпосылкам. Другими словами, 
модель обязательно должна опираться на теоретический фундамент, т.к. в противном случае 
результат ее использования может быть (и обязательно будет) весьма плачевным. 
Прогнозные качества. Модель может быть признана качественной, если полученные на 
ее основе прогнозы подтверждаются реальностью. 
 
Важно также отметить, что результаты регрессионного анализа применимы только к 
тому интервалу значений данных, на котором они получены. 
Например, если в результате выполнения регрессионного анализа была построена ма-
тематическая модель вероятности развития некоего заболевания в зависимости от величины 
определенных биохимических показателей, причем при построении модели были использо-
ваны данные биохимических тестов для лиц в возрасте 20-50 лет, то для лиц старше 50 и мо-
ложе 20 лет данную модель использовать некорректно. Аналогично, если построена матема-
тическая модель эпидемиологии некоего заболевания на основании отрывочных данных о 
заболеваемости, датированных 1960-2000 гг., то данную модель можно использовать для 
определения недостающих показателей заболеваемости только в пределах 1960-2000 гг., но 
не ранее 1960 г и не позднее 2000 г. Проще говоря, математические модели нельзя экстра-
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полировать за пределы интервала значений переменных, использованных при их построении, 
а что получается при нарушении этого правила, показано на рис. 29. 
 
 
 
– Как видишь, к концу следующего месяца у тебя будет более четырех дюжин мужей… 
– Постой, но ведь нужно использовать более двух точек данных??! 
– Упс, ты права… (все значительно хуже, чем представлялось сразу). 
 
Рис. 29. Причина, по которой результаты регрессионного анализа применимы только к 
тому интервалу значений данных, на котором они получены. Проще говоря, вне указанного 
интервала описанная математической моделью закономерность может (хоть и не обязана) 
случайным образом отличаться от таковой в пределах интервала. 
 
 
Анализ взаимозависимости качественных признаков (установление взаимосвязи 
между воздействием и исходом) 
 
Качественные признаки не имеют количественной размерности, но можно учесть в 
числовой форме сам факт их наличия либо отсутствия (1 – есть, 0 – нету), а также подсчитать 
частоту встречаемости качественного признака в анализируемой выборке («риск») и сравни-
тельную вероятность его обнаружения («шанс»). 
Напомним, риск определяется как отношение количества лиц в выборке, имеющих изу-
чаемый признак, к общему количеству лиц под наблюдением (т.е. к размеру выборки), вы-
ражаемое в долях единицы либо процентах. Соответственно, величина риска выражается 
неким числом в интервале от 0 до 1 (или от 0 до 100%). 
 
Риск  	
Число	лиц	с	изучаемым	признаком
Общее	количество	лиц	под	наблюдением
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Риск в общем случае соответствует частоте встречаемости либо вероятности развития 
изучаемого признака. Именно риск обычно используется в отечественной научной литерату-
ре как характеристика вероятности наступления события либо распространенности признака. 
 
Шанс определяется как отношение количества лиц в выборке, имеющих изучаемый 
признак, к количеству лиц в той же выборке, не имеющих данного признака. Соответствен-
но, шанс – некоторое число между 0 и бесконечностью. Шанс приблизительно равен риску, 
если частота исследуемого признака либо события невелика. 
 
Шанс  	
Число	лиц	в	выборке, имеющих	изучаемый	признак
Число	лиц	в	выборке, не	имеющих	изучаемого	признака
 
 
Шанс с величиной N означает, что вероятность наступления некоего события в N раз 
выше, чем того, что данное событие не наступит. 
 
Для оценки влияния каких-либо факторов на развитие интересующего исследователей 
исхода можно определять и шанс, и риск. 
Вначале составляется четырехпольная таблица, или таблица 2×2 (как описано в разде-
ле 9 настоящей главы, см. таблицу 5): 
 
Группа Признак есть 
Эффект есть 
Исход наступил 
Признака нет 
Эффекта нет 
Исход не наступил 
Экспонированные 
Вмешательство 
Опытная группа (1) 
А (n=…) В (n=…) 
Неэкспонированные 
Нет вмешательств 
Контрольная группа (2) 
C (n=…) D (n=…) 
 
Затем подсчитываются величины шансов и рисков по формулам: 
 
Рискнаступления	исхода	в	опытной	группе 	
/
/ $ 0
 
Рискнаступления	исхода	в	контрольной	группе 	
2
2 $ 3
 
Шанснаступления	исхода	в	опытной	группе 	
/
0
 
Шанснаступления	исхода	в	контрольной	группе 	
2
3
 
 
Сравнение частоты развития исхода в различных группах (в общем случае – опытной и 
контрольной) производится путем вычисления относительных характеристик – относитель-
ного риска (relative risk, risk ratio, RR) и отношения шансов (odds ratio, OR) по формулам: 
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Подставляя в данные уравнения формулы для расчета величин рисков и шансов, приве-
денные выше, получаем: 
 
 
В связи с характерным видом формулы для вычисления отношения шансов его еще 
называют «перекрестным отношением». Отношение рисков показывает, во сколько раз риск 
некоего события («исхода») в опытной группе больше или меньше, чем в контрольной. Со-
ответственно, отношение шансов показывает, насколько шанс некоего события в опытной 
группе больше или меньше, чем в контрольной. 
 
При простом сравнении между опытной (экспериментальной) и контрольной группами: 
1. Отношение рисков либо шансов, равное 1, означает, что между опытной и контроль-
ной группами нет разницы в вероятности либо, соответственно, шансе события; 
2. Отношение рисков либо шансов, меньшее 1, означает, что в опытной группе изучае-
мые событие либо параметр встречаются реже, чем в контрольной; 
3. Отношение рисков либо шансов, большее 1, означает, что в опытной группе изучае-
мые событие либо параметр встречаются чаще, чем в контрольной; 
 
Поскольку логика научного эксперимента предполагает, что в опытной группе имело 
место некое исследуемое воздействие, отсутствующее в контрольной группе, RR или OR, 
превышающее 1, свидетельствует о наличии статистической взаимосвязи между данным 
воздействием (фактором) и учитываемым исходом, причем воздействие увеличивает веро-
ятность развития исхода. 
Соответственно, RR или OR, меньшее 1, также свидетельствует о наличии статистиче-
ской взаимосвязи между воздействием (фактором) и учитываемым исходом, причем воздей-
ствие уменьшает вероятность развития исхода. В такой ситуации можно сказать, что ис-
следуемый фактор оказывает на подопытных лиц протективное воздействие, уменьшая у них 
вероятность развития соответствующего исхода. 
В том случае, если RR или OR равны 1, статистическая взаимосвязь между воздей-
ствием и исходом отсутствует. 
 
Расчет отношений рисков и/или шансов широко используется при выполнении т.н. ис-
следований вида «случай-контроль» (case-control studies), где как раз и требуется доказать 
либо опровергнуть взаимосвязь между неким воздействием и неким исходом (см. Главу III 
настоящего руководства, раздел 4). При этом принципиальной разницы, что именно вычис-
лять – отношение рисков или отношение шансов, нет, но в западной научной литературе от-
ношение шансов (odds ratio, OR) прижилось в качестве стандарта de facto, вероятно, вслед-
ствие многолетних культурных традиций западного общества, где смысл шанса близок и по-
нятен всем, кто делает ставки любого рода (например, играет на бирже). 
При этом расчет отношений шансов либо рисков является простым, но одновременно 
и довольно грубым способом установления статистической взаимосвязи между воздействи-
ем и исходом, поскольку он не учитывает изменения объема исследуемой группы (выборки) 
в ходе исследования. Существуют гораздо более сложные, точные и изящные методы для 
выявления такой взаимосвязи и оценки ее выраженности – например, анализ дожития по Ка-
плану-Мейеру (product limit Kaplan-Meier estimation), который будет подробно рассмотрен в 
следующей главе настоящего руководства (именно, в Главе III, пункте 5). 
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Для установления статистической значимости отношений шансов и рисков необходимо 
вычисление верхнего и нижнего пределов их доверительного интервала (как правило – 95%). 
 
1. Вычисление доверительного интервала для отношения рисков (RR, ОР): 
 
Вначале подсчитывают фактор ошибки относительного риска по формуле: 
 
 
Здесь 1,96 – константа, необходимая для расчета 95% доверительного интервала (см. 
раздел 5 настоящей главы). Для 99% ДИ эта константа будет равна 2,58, а для 99,9% – 3,28. 
 
Затем вычисляют верхний и нижний пределы доверительного интервала по формулам: 
 
 
2. Вычисление доверительного интервала для отношения шансов (OR, ОШ): 
 
Вначале подсчитывают фактор ошибки отношения шансов по формуле: 
 
 
Здесь 1,96 – константа, необходимая для расчета 95% доверительного интервала (см. 
раздел 5 настоящей главы). Для 99% ДИ эта константа будет равна 2,58, а для 99,9% – 3,28. 
 
Затем вычисляют верхний и нижний пределы доверительного интервала по формулам: 
 
 
В том случае, если отношение шансов либо рисков >1, а нижний предел рассчитанного 
доверительного интервала ≤1, изучаемый фактор не может быть статистически значимой 
причиной интересующего нас исхода. 
Обратно этому, если отношение шансов либо рисков >1, но при этом нижний предел 
доверительного интервала также >1, данный фактор (воздействие) может быть причиной 
изучаемого исхода, поскольку их взаимосвязь статистически значима. 
Если же отношение шансов либо рисков <1, и верхний предел вычисленного ДИ также 
<1, то изучаемый фактор оказывает статистически значимое протективное влияние, предот-
вращая появление интересующего нас события (исхода). 
Когда отношение шансов либо рисков <1, а верхний предел вычисленного ДИ >1, то 
изучаемый фактор не оказывает статистически значимого протективного влияния на разви-
тие интересующего исследователей события (исхода). 
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Вывод о наличии клинически значимого влияния изучаемого фактора (воздействия) на 
интересующий исследователей исход делается, если вычисленные величины OR или RR до-
статочно велики (обычно >2 или <0,5). 
 
Анализируя отношения шансов и рисков, полученные для различных воздействий, 
предположительно связанных с изучаемыми исходами, необходимо помнить о т.н. «смеши-
вании эффектов» (confounding). Данный феномен наблюдается в том случае, если изучаемое 
воздействие (А) и интересующий исследователей исход (В) вместе определяются каким-либо 
неизвестным фактором С. Указанный фактор называется «вмешивающийся» (confounder). 
При этом интересующий нас исход очевидным образом не связан с изучаемым воздействием, 
но проведение вышеописанных вычислений может показать не только значительную вели-
чину OR (RR), но и пределы соответствующих им доверительных интервалов, отвечающие 
критериям статистической значимости (см. выше), что приведет к ложному заключению о 
наличии прямой взаимосвязи; иногда выявляемые таким образом «зависимости» поражают 
исследователей своей неожиданностью, парадоксальностью и «необъяснимостью». 
Как пример курьезных выводов, получаемых из-за «смешивания эффектов», можно при-
вести исследование, где доказывается, что частота урогенитального хламидиоза у скейтборди-
стов достоверно выше, чем у лиц, не имеющих скейтборда [28]. На самом деле наличие 
скейтборда не оказывает никакого влияния на заболевания, передаваемые половым путем; 
просто оба факта «наличие скейтборда» и «инфицирование урогенитальным хламидиозом» 
зависят от не включенного в исследование критерия «изучаемое лицо – молодой мужчина с 
физической активностью выше средней». Если провести аналогичный анализ, набрав в кон-
трольную группу только молодых, физически здоровых и активных мужчин в возрасте от 18 
до 23 лет, не имеющих скейтборда, всякая разница в заболеваемости хламидиозом исчезнет. 
 
11. Вычисление порогов отсечения для методов диагностики, оценка их диагно-
стической ценности, ROC-анализ 
 
Распространенная разновидность научных исследований – разработка и практическое 
внедрение новых методов диагностики. Статистическая обработка результатов подобных ис-
следований достаточно специфична: 
1. Необходимо сравнить результаты, полученные с использованием новой методики, с 
результатами применения существующих методов обследования и оценить направление и 
статистическую значимость имеющихся различий; 
2. Необходимо определить значение оцениваемого параметра, при достижении которо-
го будет приниматься решение о наличии патологии – т.н. точку отсечения (cut-off value); 
3. Необходимо оценить диагностическую значимость новой методики и выразить ее в 
неких интегральных показателях, допускающих удобное сравнение эффективности предла-
гаемой методики с таковой у других известных методов обследования. 
 
Для решения указанных задач разработан особый метод статистического анализа, назы-
ваемый «ROC-анализ» (Receiver Operator Characteristic, т.е. «операционная характеристика 
приёмника», и не спрашивайте меня, что это значит). ROC-анализ пригоден для описания ха-
рактеристик диагностических методов, осуществляющих т.н. «бинарную классификацию», т.е. 
выявляющих наличие некоего состояния (условно обозначаемое «1») либо его отсутствие 
(условно обозначаемое «0»). К счастью, подобные методы диагностики преобладают в практи-
ческой медицине, т.к. в основном задача любого диагностического исследования сводится к 
ответу на вопрос, болен или здоров исследуемый субъект. Соответственно, два варианта выяв-
ляемого состояния должны быть взаимоисключающими – либо, образно говоря, у пациента 
есть ВИЧ-инфекция, либо уж ее нет. Такая ситуация, когда наличие некоего исхода однознач-
но исключает его отсутствие, называется «исключительное событие» (exclusive event). 
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В основе ROC-анализа лежит описанное выше уравнение логистической функции, а 
сам анализ является специальной разновидностью логистической регрессии (см. предыду-
щий пункт настоящей главы). Напомним, уравнение логистической функции (также называ-
емой S-образной, или сигмоидой: Y = &
'()*+,
 
 
Множественный регрессионный анализ сам по себе можно использовать для оценки 
вероятности исхода любого события, вычислив стандартные коэффициенты регрессии, но 
здесь есть проблема: выходные значения большинства уравнений регрессионных функций не 
только являются непрерывными, но и выходят за пределы интервала [0…1], а нам нужны 
дискретные значения – 0 или 1, т.к. переменная отклика бинарна по своей природе. Таким 
образом, множественная регрессия игнорирует ограничения на диапазон значений для Y. 
Для решения проблемы задача регрессии может быть сформулирована иначе: вместо 
вычисления бинарной переменной мы вычисляем непрерывную переменную со значениями, 
лежащими на отрезке [0…1] при любых значениях независимых переменных. Это достигает-
ся применением специального регрессионного уравнения (т.н. логит-преобразования): 
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Здесь: 
P – вероятность того, что произойдет интересующее событие; 
e – основание натурального логарифма (2,718); 
Y – стандартное уравнение множественной регрессии. 
 
Зависимость, связывающая вероятность события и величину Y, показана на рис. 30. 
 
 
Рис. 30. Логистическая (S-образная) кривая. 
 
Существует несколько способов нахождения коэффициентов логистической регрессии. 
На практике чаще всего используют метод максимального правдоподобия. 
На самом деле, логистическую регрессию можно представить в виде однослойной 
нейронной сети с сигмоидальной функцией активации, веса которой – коэффициенты логи-
стической регрессии, а вес поляризации – константа регрессионного уравнения. Подобная 
однослойная нейронная сеть является классическим вариантом перцептрона, который может 
успешно решать лишь задачу линейной сепарации, ввиду чего возможности по моделирова-
нию нелинейных зависимостей у логистической регрессии отсутствуют. К счастью, разбор 
принципов работы с нейронными сетями выходит далеко за рамки настоящего руководства. 
Для оценки качества модели логистической регрессии существует эффективный ин-
струмент – упоминавшийся выше ROC-анализ. 
ROC-кривая (Receiver Operator Characteristic) – кривая, которая наиболее часто исполь-
зуется для представления результатов бинарной классификации. Название ее заимствовано 
из терминологии машинных систем обработки сигналов (также известна как кривая ошибок). 
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ROC-анализ оперирует двумя классами событий – с положительными исходами и с 
отрицательными исходами. ROC-кривая показывает зависимость количества верно класси-
фицированных положительных исходов от количества неверно классифицированных отри-
цательных исходов. В терминологии ROC-анализа первые называются истинно положи-
тельным множеством, вторые – ложно отрицательным множеством. При этом предпола-
гается, что у классификатора (исследуемой независимой переменной) имеется некоторый па-
раметр, варьируя который, мы будем получать то или иное разбиение значений Р на два вы-
шеупомянутых класса. Этот параметр называют порогом, или точкой отсечения (cut-off 
value). В зависимости от него будут получаться различные величины ошибок I и II рода. 
Для понимания сути ошибок I и II рода рассмотрим неоднократно упоминавшуюся ра-
нее четырехпольную таблицу сопряженности (confusion matrix), или таблицу 2×2, которая 
строится на основе результатов классификации с использованием регрессионной модели и 
фактической (объективной) принадлежностью наблюдений к двум вышеописанным классам: 
 
Ожидаемый результат 
классификации согласно 
регрессионной модели 
Фактически наблюдаемый 
результат классификации 
положительный отрицательный 
положительный TP FP 
отрицательный FN TN 
 
Здесь: 
TP (True Positives) – верно классифицированные положительные случаи (т.н. истинно 
положительные случаи);  
TN (True Negatives) – верно классифицированные отрицательные случаи (т.н. истинно 
отрицательные случаи);  
FN (False Negatives) – положительные случаи, классифицированные как отрицательные 
(ошибка I рода). Это т.н. «ложный пропуск» – интересующее нас событие имеет место, но 
ошибочно не обнаруживается (т.н. ложноотрицательные случаи);  
FP (False Positives) – отрицательные случаи, классифицированные как положительные 
(ошибка II рода); Это т.н. «ложное обнаружение» – при фактическом отсутствии изучаемого 
события ошибочно принимается решение о его наличии (ложноположительные случаи). 
 
Что именно является положительным событием, а что – отрицательным, зависит от 
стоящей перед учеными конкретной задачи. Например, если прогнозируется вероятность 
наличия заболевания, то положительным исходом будет класс «больной», а отрицательным – 
«здоровый». Наоборот, если необходимо оценить вероятность того, что человек здоров, то 
положительным исходом будет класс «здоровый», а отрицательным – «больной». 
При анализе чаще оперируют не абсолютными показателями, а относительными – до-
лями (rates), выраженными в процентах. Так, доля истинно положительных случаев (True 
Positives Rate, TPR) вычисляется как отношение количества верно классифицированных по-
ложительных случаев к фактическому количеству положительных случаев: 
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Доля истинно положительных случаев (TPR) называется также «чувствительность мо-
дели», или просто «чувствительность» (sensitivity, или Se). 
 
Соответственно, доля ложноположительных случаев (False Positives Rate, FPR) вычис-
ляется как отношение количества неверно классифицированных отрицательных случаев к 
фактическому количеству отрицательных случаев: 
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Доля истинно отрицательных случаев (True Negative Rate, TNR) вычисляется как от-
ношение количества верно классифицированных отрицательных случаев к фактическому ко-
личеству отрицательных случаев: 
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Доля истинно отрицательных случаев (TNR) называется также «специфичность моде-
ли», или просто «специфичность» (specificity, или Sp). Заметим, что FPR=100–Sp. 
 
Модель с высокой чувствительностью часто дает истинный результат при наличии 
положительного исхода (хорошо обнаруживает положительные случаи). Наоборот, модель с 
высокой специфичностью чаще дает истинный результат при наличии отрицательного ис-
хода (хорошо обнаруживает отрицательные случаи). Если рассуждать в рамках решения за-
дачи диагностики заболевания, где модель классификации пациентов на больных и здоровых 
называется диагностическим тестом, то получится следующее: 
– чувствительный диагностический тест обусловливает гипердиагностику ввиду боль-
шой вероятности ложноположительных ответов; 
– специфичный диагностический тест страдает гиподиагностикой ввиду большой веро-
ятности ложноотрицательных ответов. 
Обе разновидности тестов полезны при определенных ситуациях. Так, скрининговые 
тесты, предназначенные для массовых обследований, должны быть высокочувствительными 
и «широко грести» – все потенциально больные должны быть выявлены, и гипердиагностика 
в данном случае допустима ввиду предварительного характера указанных тестов. Ложнопо-
ложительные ответы исключаются на следующем этапе обследования путем применения 
специальных «подтверждающих» (конфирматорных) тестов, которые, в свою очередь, долж-
ны обладать высокой специфичностью, чтобы обеспечить надежное выявление истинно 
больных. Подобная схема обследования, когда вначале применяется скрининговый тест с 
высокой чувствительностью, а при его положительном результате – конфирматорный с вы-
сокой специфичностью, широко распространена в диагностике инфекционных заболеваний. 
 
ROC-кривая строится следующим образом: 
1. Для каждого значения порога отсечения от 0 до 1 с известным шагом dx (например, 
0,01) рассчитываются значения чувствительности Se и специфичности Sp. При альтернатив-
ном подходе значение dx не вводится, в качестве аргумента логистической функции после-
довательно используются все неповторяющиеся значения исследуемого признака в вариаци-
онном ряду, а полученные значения функции подставляются в качестве порога отсечения; 
2. Строится график зависимости, где по оси Y откладывается чувствительность Se, а по 
оси X – доля ложноположительных случаев (FPR), т.е. 100–Sp (%). В результате получается 
некоторая кривая, косвенно отражающая зависимость чувствительности диагностическо-
го теста от его специфичности (см. рис. 31). 
 
При использовании компьютерных программ (например, MedCalc) для выполнения 
ROC-анализа необходима специальная переменная – т.н. классификатор, которая позволяет 
программе отличать отрицательные случаи от положительных и, соответственно, содержит 
перечень закодированных исходов (0 – отрицательных, 1 – положительных), который ставит-
ся в попарное соответствие известным значениям некоторого изучаемого параметра, кото-
рый и оценивается в рамках внедряемого нового метода диагностики. 
59 
Ввиду этого, для успешного выполнения ROC-анализа необходим метод диагностики, 
используемый как эталонный и позволяющий установить фактическое количество поло-
жительных и отрицательных исходов, в противном случае анализ теряет смысл. Но, как бу-
дет показано далее, ни один метод диагностики не может иметь чувствительность и специ-
фичность, равные 100%, ввиду чего, проводя ROC-анализ, мы фактически сравниваем пред-
лагаемый нами новый метод диагностики не с реальным положением дел, а с другим мето-
дом, использованным в качестве эталонного, и это ограничение нельзя преодолеть. 
 
 
Рис. 31. ROC-кривая типичного вида. Такой график часто дополняют прямой y=x, про-
ходящей по диагонали из левого нижнего угла в верхний правый. 
 
График ROC-кривой идеального классификатора проходит через верхний левый угол, 
где доля истинно положительных случаев составляет 100% или 1,0 (идеальная чувствитель-
ность), а доля ложноположительных случаев равна нулю. Ввиду этого, чем ближе ROC-
кривая подходит к верхнему левому углу, тем выше предсказательная способность модели. 
Наоборот, чем меньше изгиб кривой и чем ближе она расположена к диагональной прямой 
(у=х), тем менее эффективна модель. Диагональная линия соответствует «бесполезному» 
классификатору, т.е. полной неразличимости двух классов. 
При визуальной оценке ROC-кривых расположение их друг относительно друга указы-
вает на сравнительную эффективность соответствующих методов диагностики: кривая, рас-
положенная выше и левее, свидетельствует о большей предсказательной способности моде-
ли. Так, на рис. 32 две ROC-кривые совмещены на одном графике, причем отчетливо видно, 
что способ диагностики A лучше, чем способ В. 
Визуальное сравнение ROC-кривых не всегда позволяет выявить наиболее эффектив-
ную модель. Более строгим методом сравнения является оценка площадей под кривыми. 
Теоретически она изменяется от 0 до 1,0, но, поскольку ROC-кривые всегда расположены 
выше диагонали, то обычно говорят об изменениях площади под кривой от 0,5 («бесполез-
ный классификатор») до 1,0 («идеальная модель»). Численный показатель площади под кри-
вой называется AUC (Area Under Curve), см. рис. 33. Вычислить его можно, например, с по-
мощью метода трапеций. С большими допущениями можно считать, что чем больше показа-
тель AUC, тем лучшей прогностической силой обладает модель. Однако следует знать, что: 
– показатель AUC предназначен только для сравнительного анализа нескольких моде-
лей (диагностических тестов); 
– AUC не содержит никакой информации о чувствительности и специфичности модели 
(исследуемого диагностического теста). 
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Рис. 32. Сравнение ROC-кривых. 
 
 
 
Рис. 33. Площадь под ROC-кривой. 
 
 
В литературе иногда приводится следующая экспертная шкала для значений AUC, по 
которой можно судить о качестве модели: 
 
Интервал AUC Качество модели 
0,9-1,0 Отличное 
0,8-0,9 Очень хорошее 
0,7-0,8 Хорошее 
0,6-0,7 Среднее 
0,5-0,6 Неудовлетворительное 
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Для показателей AUC можно вычислить доверительные интервалы (обычно – 95%), 
сравнение которых позволяет строго установить статистическую значимость различий ROC-
кривых (в том случае, если доверительные интервалы этих кривых не пересекаются). 
 
Идеальный диагностический тест обладает 100% чувствительностью и такой же специ-
фичностью. Однако на практике добиться этого невозможно; более того, невозможно одно-
временно повысить и чувствительность, и специфичность модели. Компромисс находится с 
помощью т.н. порога отсечения, т.к. его величина влияет на соотношение Se и Sp. Можно 
говорить о задаче нахождения оптимального порога отсечения (optimal cut-off value). 
Порог отсечения нужен для того, чтобы применять диагностический тест на практике – 
относить новые случаи к одному из двух классов. Проще говоря, порог отсечения – это та 
величина измеряемого диагностическим тестом параметра, по достижении которой прини-
мается решение о наличии патологического состояния. Для определения оптимального поро-
га отсечения нужно задать критерий его определения, т.к. в разных задачах присутствует 
своя оптимальная стратегия. Критериями выбора порога отсечения могут выступать: 
– требование максимальной величины чувствительности либо специфичности теста. 
Например, нужно обеспечить чувствительность методики не менее 80%. В этом случае порог 
отсечения должен соответствовать максимальной специфичности, достижимой при величине 
чувствительности ≈80% (таких значений может быть несколько из-за дискретности ряд); 
– требование максимальной суммарной чувствительности и специфичности модели; 
– требование баланса между чувствительностью и специфичностью, т.е. когда чувстви-
тельность ≈ специфичности. В данном случае величина порога отсечения определяется как 
точка пересечения двух кривых, когда по оси X откладывается порог отсечения, а по оси Y –
чувствительность и специфичность модели (рис. 34). 
При этом следует учитывать, что при повышении чувствительности неизбежно падает 
специфичность, и наоборот – это вытекает из самой сущности ROC-анализа. Уменьшение 
величины порога отсечения повышает чувствительность, увеличение – специфичность. 
 
 
Рис. 34. Нахождение «точки баланса» между чувствительностью и специфичностью. 
 
Таким образом, ROC-анализ позволяет: 
1. Определить величину порога отсечения теста применительно к конкретной диагно-
стической задаче (см. выше перечень возможных задач); 
2. Рассчитать чувствительность и специфичность диагностического теста, соответ-
ствующие найденному значению порога отсечения; 
3. Построить ROC-кривую, определить для нее AUC и его 95% ДИ; 
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4. Сравнить несколько диагностических тестов при помощи сравнения величин AUC их 
ROC-кривых, показать статистическую значимость различий путем сравнения ДИ. 
 
Соответственно, при оформлении научной публикации для каждого предлагаемого ди-
агностического теста необходимо указывать: 
– величину порога отсечения, установленную для решаемой диагностической задачи; 
– соответствующие этой величине чувствительность и специфичность; 
– AUC и его 95% доверительный интервал; 
– величину р (показатель вероятности нулевой гипотезы), которая должна быть равна 
или меньше оговоренного уровня значимости (α); обычно α≤0,05. 
Помимо перечисленных характеристик, для каждого диагностического теста можно 
рассчитать ряд дополнительных показателей, характеризующих его практическую ценность: 
 
Предсказательная значимость положительного теста (ПЗПТ) – вычисляется как про-
центное отношение количества истинно положительных результатов к общему числу поло-
жительных результатов, полученных при использовании диагностического теста: 
 
ПЗПТ 
94
;4 $ 94
∗ 100% 
 
Предсказательная значимость отрицательного теста (ПЗОТ) – вычисляется как про-
центное отношение количества истинно отрицательных результатов к общему числу отрица-
тельных результатов, полученных при использовании диагностического теста: 
 
ПЗОТ =
9<
;< $ 9<
∗ 100% 
 
Диагностическая эффективность (значимость) теста (ДЭТ) – вычисляется как про-
центное отношение количества истинных результатов диагностического теста к общему чис-
лу полученных результатов: 
 
ДЭТ =
9< $ 94
;< $ 9< $ ;4 $ 94
∗ 100% 
 
 
12. Заключение 
 
Описанные в данной главе методы статистического анализа являются минимально до-
статочными для осуществления статистической обработки результатов правильно спланиро-
ванного и должным образом выполненного исследования биомедицинской направленности. 
В настоящем руководстве будут описаны и более сложные статистические приемы примени-
тельно к специальным типам научного дизайна – когортным исследованиям, рандомизиро-
ванным клиническим испытаниям и мета-анализу (см. Главу III). Ряд вопросов, непосред-
ственно касающихся приемов работы с интерфейсом программ для статистического анализа, 
специально не рассматривался, поскольку даже автор настоящей главы, не будучи професси-
ональным статистиком, использует в своей повседневной практике ЧЕТЫРЕ таких програм-
мы. Более того, постоянно выходят их обновленные версии, так что любое описание пошаго-
вых приемов работы с актуальными версиями таких программ обречено на скорое и немину-
емое устаревание. Автор считает, что подобные вопросы должны разбираться на семинар-
ских занятиях, и желает читателям успехов на исследовательском поприще, равно как и в де-
ле освоения современных приемов статистической обработки научных данных.
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III. ВИДЫ ДИЗАЙНА БИОМЕДИЦИНСКИХ ИССЛЕДОВАНИЙ 
 
Существует ряд парных разновидностей медицинских исследований, принципы орга-
низации которых в рамках пары противоположны: 
 
1. Ретроспективные и проспективные. 
Ретроспективные исследования базируются на архивных данных, при этом исследуемая 
группа подбирается на основе анализа историй болезни либо амбулаторных карт уже проле-
ченных больных; контрольная группа формируется по тому же принципу; все данные, инте-
ресующие исследователей, к этому моменту уже собраны в плановом порядке. Понятно, что 
клинические испытания не могут иметь ретроспективный дизайн, однако таким образом 
можно изучать факторы риска какого-либо заболевания или состояния или сравнивать эф-
фективность нескольких общепринятых схем терапии. 
Принцип проспективных исследований – формирование опытных и контрольных групп 
до начала сбора данных. При этом обычно формируются определенные правила включения 
изучаемых объектов (например, больных) в исследование; в дальнейшем они обследуются 
и/или получают лечение согласно заранее разработанному и утвержденному протоколу. 
Проспективный дизайн позволяет планировать лечебные вмешательства и, соответственно, 
используется для проведения клинических испытаний новых методов лечения либо лекар-
ственных средств; тем не менее, он пригоден и для других исследований, не подразумеваю-
щих активное вмешательство в течение исследуемого процесса. Опытные и контрольные 
группы могут формироваться и на основе уже имеющейся на момент начала научной работы 
информации, например, данных из архивных историй болезни, но, если данное исследование 
предполагает анализ не архивной, а вновь получаемой лечебной и/или диагностической ин-
формации, то оно будет являться проспективным. 
 
2. Экспериментальные и основанные на наблюдении (observational). 
Экспериментальные исследования подразумевают активное вмешательство со стороны 
исследователей в ход исследуемого процесса; данное вмешательство планируется заранее, 
причем лица, включенные в контрольную группу (группы), таковому вмешательству не под-
вергаются, с тем, чтобы в дальнейшем использовать их для сравнительной оценки эффектив-
ности и/или побочных эффектов вмешательства в сравнении с общепринятыми. Соответ-
ственно, экспериментальные исследования вынужденно подразумевают наличие контроль-
ной группы. Обычно в ходе исследования планируется одно активное вмешательство, реже – 
несколько последовательных (в этом случае значительно сложнее оценить эффект, произво-
димый каждым из них в отдельности). 
Исследования, основанные на наблюдении, предполагают пассивное наблюдение за изу-
чаемым процессом без каких-либо внешних вмешательств. В этом случае также могут форми-
роваться контрольные группы, например, состоящие из лиц, не подверженных действию тех 
или иных факторов риска либо не страдающих какими-либо заболеваниями; тем не менее, ис-
следуемая группа может быть и единственной. Исследования, основанные на наблюдении, в 
основном используются для изучения естественного течения заболеваний, выявления значи-
мых факторов риска развития того или иного состояния, а также для исследования отдаленных 
эффектов различных вмешательств, которым исследуемые лица подвергались в прошлом. 
 
3. «Продольные» (longitudinal) и поперечные, или срезовые (cross-sectional). 
При проведении поперечных исследований более или менее репрезентативная выборка 
объектов исследования (например, лиц, подверженных действию того или иного фактора 
риска) одномоментно (или за короткий промежуток времени) и однократно обследуется на 
предмет наличия какого либо заболевания или состояния (возможно, на предмет уровня ка-
кого-либо лабораторного показателя, например, холестерина). Результатом выполнения по-
перечного исследования является величина распространенности (prevalence, не путать с ча-
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стотой – frequency) какого-либо явления на момент / короткий временной интервал проведе-
ния исследования. Поперечные исследования недороги, непродолжительны и быстро прино-
сят результат, но чреваты серьезными систематическими ошибками в зависимости от прин-
ципов подбора исследуемой выборки; даже при должной рандомизации степень репрезента-
тивности выборки невозможно оценить до начала исследования, если хотя бы приблизитель-
ные данные о распространенности изучаемого явления отсутствуют. По завершении иссле-
дования может оказаться, что группа обследуемых лиц была исходно слишком мала (чрез-
мерно высокая дисперсия значений изучаемого признака), либо, наоборот, избыточно велика 
(при низкой дисперсии значений). Из-за простоты выполнения и дешевизны поперечные ис-
следования нередко используются для первичной, предварительной оценки распространен-
ности какого-либо явления в целевой популяции; в дальнейшем полученные данные исполь-
зуются для создания репрезентативных выборок (процедура sample size calculation). 
В продольных исследованиях группа изучаемых лиц наблюдается в течение определен-
ного (обычно – длительного), предварительно запланированного отрезка времени. Группы 
исследуемых лиц обычно называются когортами; возможно пополнение когорт непосред-
ственно в ходе исследования. Обычно члены когорты находятся под наблюдением вплоть до 
момента выявления у них заранее оговоренного исхода (например, до развития острого либо 
хронического заболевания, выздоровления либо смерти). Кроме того, число участников ис-
следования может уменьшаться по естественным причинам (смерть от причин, не связанных 
с изучаемым заболеванием / состоянием, переезд, мотивированный или немотивированный 
отказ от участия в исследовании и т.д.). Те участники, у которых ожидаемый исход так и не 
был выявлен, наблюдаются вплоть до окончания запланированного периода исследования 
(если он не будет продлен). Продольные исследования позволяют выявлять отдаленные ре-
зультаты различных вмешательств, факторы риска инфекционных и соматических заболева-
ний, уровень и динамику заболеваемости в течение длительного времени, феномен взаимо-
действия лекарственных препаратов и т.п. Поскольку многие из ожидаемых исходов - отно-
сительно редкие явления, размеры когорт обычно весьма велики; нередко когорты бывают 
национальными или интернациональными, т.е. охватывают всю целевую популяцию в одной 
или нескольких странах. Продольные исследования могут быть как экспериментальными, 
так и основанными на наблюдении. 
Согласно B.R. Kirkwood [10], продольные исследования могут быть трех основных типов 
– когортные, исследования выживаемости (survival studies) и исследования вмешательств 
(intervention studies). В первом случае (когортные исследования) группа лиц наблюдается в те-
чение оговоренного времени, при этом регистрируется частота встречаемости интересующих 
исследователя событий (т.н. «исходов» – см. далее), также производится учет воздействия од-
ного или более факторов риска. Во втором случае (исследования выживаемости) индивидуумы 
включаются в изучаемую группу после появления у них некоего интересующего исследовате-
лей признака, например, какого-либо заболевания; регистрируется время, прошедшее до раз-
вития обострения заболевания либо смерти больного. Смысл исследований вмешательств, 
также называемых клиническими испытаниями (clinical trials), заключается в том, что исследу-
емые лица случайным образом распределяются в две или более исследуемых группы (обычно 
одна из этих групп не подвергается исследуемому вмешательству, либо пациенты из этой 
группы получают стандартную общепринятую терапию). В дальнейшем производится учет 
появления заранее оговоренных «исходов» во всех группах, после чего частота регистрации 
исходов в «опытных» группах сравнивается с таковой в контрольной. Кроме того, исследова-
ния могут предприниматься для выдвижения гипотезы либо проверки уже имеющейся гипо-
тезы; данный аспект исследований не имеет никакого отношения к их дизайну. 
 
Разновариантное сочетание вышеперечисленных характеристик биомедицинских ис-
следований создает различные типы их организации (дизайна). В порядке увеличения дока-
зательности эти разновидности дизайна располагаются следующим образом: 
1. Описание отдельных случаев (единичных объектов наблюдения – case study); 
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2. Описание серии случаев (case series study); 
3. «Срезовые» исследования (cross-sectional studies) 
4. Исследование «случай-контроль» (case-control study); 
5. Когортные исследования (cohort studies); 
6. Рандомизированные контролируемые исследования (рандомизированные контроли-
руемые клинические испытания – randomized controlled clinical trials); 
7. Мета-анализ (meta-analysis). 
 
Далее в руководстве будут представлены описания различных типов дизайна биомеди-
цинских исследований с несколькими практическими примерами для каждой их разновидно-
сти; при возможности вместе с описанием будет приведена пошаговая инструкция по выпол-
нению биомедицинских исследований, имеющих соответствующий дизайн. 
 
1. Описание отдельных случаев 
Исторически этот тип исследований является наиболее старым и одновременно – наиме-
нее доказательным. Данный тип дизайна подразумевает описание одного, реже – нескольких 
случаев редко встречающегося или ранее не описанного заболевания, состояния либо ослож-
нения известного заболевания (обычно – выполняемое не исследователями, а клиницистами). 
Подобные исследования обычно являются ретроспективными (реже – проспективными), осно-
ванными на наблюдении и «продольными». Контрольная группа отсутствует, рандомизация 
при включении больных в исследуемую выборку не проводится, корректный статистический 
анализ полученных результатов невозможен, и основная ценность таких исследований – более 
или менее точное феноменологическое описание ранее неизвестного заболевания (либо редко-
го осложнения, неожиданного пути передачи инфекции и т.д.); полученная информация нуж-
дается в последующей проверке путем организации исследования с более доказательным ти-
пом дизайна. Описание отдельных случаев ни при каких условиях не может претендовать на 
создание типичной, обобщенной картины какого-либо состояния. 
Примеры: 
Т.Ф. Бурак и А.Е. Луговой описывают единичный случай редкого осложнения тяжело-
го течения трихинеллеза энцефалитом с наличием клинических проявлений энцефалита, 
накладывающихся на проявления собственно трихинеллеза, изменений в ликворе и множе-
ственных паразитарных кист в белом веществе головного мозга на МРТ [1]. 
О.П. Литуев описывает единичный случай завозной трехдневной малярии, заболевания, 
нетипичного для северных регионов Республики Беларусь; данный случай был первоначаль-
но госпитализирован с диагнозом «лептоспироз», но в дальнейшем точный диагноз удалось 
установить и подтвердить [5]. 
E.R. de Lemos и T. Rozental описывают закончившийся летально случай бразильской 
пятнистой геморрагической лихорадки у молодой женщины; продолжительность заболева-
ния составила 12 дней с момента появления лихорадки. Диагноз был ретроспективно под-
твержден серологически и иммунофлуоресцентным исследованием [15]. 
Данные наблюдения не преследуют целью формулировку неких общих закономерностей 
течения описываемых болезней – скорее они указывают клиницистам на необходимость по-
стоянно иметь в виду возможность развития редких заболеваний и необычных осложнений. 
 
2. Описание серии случаев 
Исследования этого типа обладают низкой доказательностью, но широко используются 
для получения предварительных данных о распространенности либо свойствах какого-либо 
объекта или явления; для уточнения полученных данных необходима организация исследова-
ний с иными типами дизайна. Кроме того, эти исследования позволяют дать описание есте-
ственного течения заболевания или широко практикуемых методов диагностики и лечения. 
Данные исследования по определению чаще ретроспективные, продольные, основан-
ные на наблюдении; они не предполагают организации контрольной группы, а посему при 
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анализе результатов невозможно установить соответствие между воздействием какого-либо 
фактора и развитием изучаемого заболевания / состояния. Кроме того, данный тип дизайна 
не предполагает активных вмешательств в естественное течение изучаемого процесса; груп-
па изучаемых лиц подбирается исследователем произвольно на основе ранее собранных дан-
ных, рандомизация не проводится, выборка, как правило, не является репрезентативной, по-
скольку структура изучаемого явления на момент начала исследования обычно неизвестна. 
В качестве примера описания серии случаев можно привести исследование частоты по-
бочных эффектов антиретровирусной терапии у ВИЧ-инфицированных детей, получающих 
невирапин-содержащую схему лечения. В исследование было включено 74 ребенка, госпита-
лизированных в инфекционное отделение одного стационара между августом 1997 г. и мар-
том 1999 г. Показано, что схема лечения с невирапином хорошо переносилась больными; у 
20% детей отмечены эпизоды высыпаний, но тяжелые аллергические осложнения развились 
только у 4 пациентов [48]. 
Замечено, что отечественные исследователи излишне злоупотребляют данным типом 
дизайна, а полученные результаты склонны считать окончательными и пригодными для экс-
траполяции на генеральную совокупность, что уже отмечалось нами ранее. 
 
3. «Срезовые» исследования 
В общих чертах данный тип исследований был описан выше. Здесь следует уточнить, 
что группа исследуемых лиц формируется исследователями произвольно; каждый участник 
исследования обследуется (или интервьюируется) однократно, никаких дальнейших обсле-
дований или наблюдений не проводится. Наличия контрольной группы не предполагается. 
Исследуемая выборка редко бывает репрезентативной, поскольку структура изучаемого яв-
ления на момент начала исследования часто неизвестна (как и при описании серии случаев). 
Данный тип исследований позволяет предварительно оценить распространенность изу-
чаемого явления, описать текущую ситуацию либо выявить соотношение мнений и/или по-
зиций в обществе. Для детального исследования выявленных закономерностей необходимо 
проведение углубленных исследований с более доказательными типами дизайна. 
Достоинствами этого вида дизайна являются простота, быстрота и дешевизна проведе-
ния исследования. 
Недостаток – невозможность оценить частоту изучаемого явления (можно только рас-
пространенность). 
Как пример можно привести исследование распространенности ВИЧ-инфекции и рис-
кованного поведения у клиентов проституток в г. Абиджан, Кот Д’Ивуар. Было проведено 
интервью с 526 клиентами, покидающими публичный дом (всем интервьюируемым предла-
галось сдать образец слюны на анализ). 423 (80,4%) всех опрошенных лиц согласились сдать 
слюну; распространенность ВИЧ-инфекции в этой группе составила 13,4%. Если верить 
опрашиваемым, частота использования презервативов оказалась очень высокой (92,7% 
опрошенных используют их всегда, 95,4% – во время данного визита). Показано, что стар-
ший возраст и факт пребывания в браке (либо наличия постоянной сожительницы) положи-
тельно коррелируют с наличием ВИЧ-инфекции [49]. 
Следует отметить, что отечественные исследователи злоупотребляют данным типом 
дизайна (как и упомянутыми выше описаниями серии случаев) и склонны преувеличивать 
надежность и достоверность получаемых при этом результатов. 
 
4. Исследования вида «случай-контроль» 
Данный дизайн исследований преимущественно используется в клинической эпиде-
миологии при проведении эпидемиологического расследования с целью выявления источни-
ка инфекции, факторов передачи заразного начала, факторов риска того или иного заболева-
ния (в том числе – неинфекционного) и т.п. 
В основе данного дизайна исследований лежит следующее предположение: если факт 
того или иного воздействия (т.н. экспозиция) достоверно чаще встречается в опытной груп-
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пе, чем в контрольной – данное воздействие может быть связано с развитием изучаемого за-
болевания / состояния или являться его первопричиной. 
При проведении исследований данного типа создаются две исследуемых группы – 
«случаи» и «контроли». К первой группе относятся только лица, имеющие проявления изу-
чаемого заболевания или состояния, ко второй группе – лица, их не имеющие, но, ввиду ряда 
обстоятельств (определенные возраст, социальный статус, пол, место работы, учебы или 
проживания, факт обслуживания в конкретном учреждении общественного питания в опре-
деленное время и т.д. – в зависимости от ситуации) имевшие тот же шанс оказаться в числе 
«случаев», что и заболевшие. Соответственно, члены группы «случаев», в случае, если они 
остались бы здоровыми, должны иметь равную возможность оказаться в числе «контролей», 
что и прочие здоровые лица. Этот момент является очень важным – группа «контролей» 
должна быть сопоставима с группой «случаев» по обстоятельствам (месту, времени, нали-
чию определенных воздействий и факторов риска), которые теоретически могли бы привести 
к инфицированию / проявлению изучаемого заболевания или состояния. Строгое соответ-
ствие случаев и контролей по характеристикам, гарантированно не имеющим отношения к 
изучаемому состоянию, необязательно. Например, если проводится расследование вспышки 
кишечных инфекций в ресторане, в группу случаев попадут те посетители, у которых имело 
место развитие кишечной инфекции, а в группу контролей – те люди, которые посещали ре-
сторан в время вспышки и употребляли какие-либо из перечня блюд, которые ели заболев-
шие; использовать в качестве контролей здоровых посетителей соседнего ресторана будет 
некорректно. В то же время, если известно, что представители различных возрастных групп 
инфицируются данным заболеванием с одинаковой или сравнимой частотой, то средний воз-
раст лиц, относимых к группам случаев и контролей, не обязан быть сопоставимым. Размер 
обоих групп также может не совпадать – это не имеет значения в рамках данного дизайна. 
Поскольку исследуемые объединяются в группы post factum, на основании ранее со-
бранных данных и сведений, данный тип исследования всегда является ретроспективным. В 
большинстве случаев исследователи не имеют возможности работать с генеральными сово-
купностями случаев и контролей – вместо этого они вынуждены иметь дело с двумя выбор-
ками, более или менее репрезентативными, размер которых определяется усилиями исследо-
вателей и случаем. В процессе анализа данных производится расчет т.н. шансов (odds) разви-
тия интересующего исследователей состояния отдельно для группы «случаев» и «контро-
лей». При этом шанс рассчитывается как отношение числа лиц в конкретной группе, под-
вергшихся действию изучаемого фактора («экспонированных») к числу лиц данной группы, 
таковому воздействию не подвергшихся: 
 
ювоздействитакомусяподвергшихнегруппежетойвлицчисло
фактораизучаемогодействиюсяподвергшихлицчисло
шанс
,
,
=  
 
Затем рассчитывается отношение шансов (ОШ или OR – odds ratio): 
 
контролейгруппевшанс
случаевгруппевшанс
ОШ =  
 
После этого рассчитывается доверительный интервал (ДИ) для значения ОШ: 
1. Рассчитывается т.н. «фактор ошибки»: 
 
dcbaeошибкиФактор
111196,1 +++×
= , 
 
где  a – число экспонированных случаев; 
  b – число экспонированных контролей; 
  c – число неэкспонированных случаев; 
  d – число неэкспонированных контролей. 
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При использовании коэффициента 1,96 производится расчет 95% доверительного ин-
тервала, т.е. в такой интервал значение отношения шансов в генеральной совокупности по-
падает с 95% вероятностью. 
 
2. Рассчитываются верхний и нижний пределы доверительного интервала: 
 
ошибкиФактор
ОШ
пределНижний =  
 
ошибкиФакторОШпределВерхний ×=  
 
В том случае, если нижний предел рассчитанного доверительного интервала ≤1, изуча-
емый фактор достоверно не может быть причиной интересующего нас явления. Обратно 
этому, если ОШ >1, и при этом нижний предел ДИ также >1, данный фактор может (но не 
обязан!) быть причиной изучаемого явления. Если же ОШ <1, и верхний предел ДИ также 
<1, то изучаемый фактор оказывает протективное влияние, предотвращая появление интере-
сующего нас события [28]. 
Для облегчения представления исходных данных используют т.н. таблицу 2×2; она вы-
глядит следующим образом: 
 
 Экспонированные Неэкспонированные  
Случаи a b a+b 
Контроли c d c+d 
 a+c b+d Всего 
 
Анализируя отношения шансов, полученные для различных воздействий, предположи-
тельно связанных с изучаемым явлением, необходимо помнить о т.н. «смешивании эффек-
тов» (confounding). Данный феномен наблюдается в том случае, если изучаемое воздействие 
и интересующее исследователей явление вместе зависят от какого-либо неизвестного факто-
ра (либо известного, но не включенного в перечень учитываемых по недосмотру либо иным 
соображениям). Указанный фактор называется «вмешивающийся эффект» (confounder). При 
этом интересующее нас явление с изучаемым воздействием напрямую не связано, но в ре-
зультате анализа таблицы 2×2 окажется, что ОШ и нижний предел доверительного интервала 
>1, что приведет к ложному заключению о наличии такой взаимосвязи; иногда выявляемые 
таким образом взаимосвязи поражают исследователей своей неожиданностью, парадоксаль-
ностью и «необъяснимостью». Так, предположим, что мы исследуем вспышку пищевой ток-
сикоинфекции среди посетителей некоего ресторана. Из анамнестических данных известно, 
что многие из заболевших посетителей заказывали фаршированную щуку. При подсчете 
шансов выявлено, что ОШ = 5,2 при доверительном интервале 1,65-16,4. Таким образом, ви-
ну за вспышку бактериального пищевого отравления предполагается возложить на фарширо-
ванную щуку. На самом деле инфицирован майонез, которым заправлялось данное блюдо, но 
он не вошел в число исследуемых факторов, а щука совершенно ни при чем. Заподозрить 
майонез и включить его в исследование можно, если обратить внимание на фактор «упо-
требление в пищу салата» (ОШ = 6,5 при ДИ 2,27-24,8) – он тоже заправлялся майонезом, 
причем несколько большим его количеством. В данном случае явление «смешивания эффек-
тов» привело к ложным выводам о причине вспышки. 
Как пример парадоксальных выводов, получаемых из-за «смешивания эффектов», 
можно привести исследование, где доказывается, что частота урогенитального хламидиоза у 
скейтбордистов достоверно выше, чем у лиц, не имеющих скейтборда [28]. На самом деле 
наличие скейтборда не оказывает никакого влияния на заболевания, передаваемые половым 
путем; просто факты «наличие скейтборда» и «инфицирование урогенитальным хламидио-
зом» оба определяются не включенным в исследование фактором «изучаемое лицо – моло-
69 
дой физически активный мужчина». Если провести аналогичный анализ, взяв в качестве кон-
тролей только молодых физически здоровых мужчин в возрасте от 18 до 23 лет, не имеющих 
скейтборда, всякая разница в заболеваемости исчезнет. 
Типичный пример исследования вида «случай-контроль» – исследование размера «сек-
суальной сети» у беременных женщин с ВИЧ-инфекцией и неинфицированных [29]. В груп-
пу «случаев» были отнесены 75 ВИЧ-инфицированных беременных, посещавших одну из 
перуанских больниц. К «контролям» было причислено 137 здоровых беременных, посещав-
ших ту же больницу. Изучались факторы: число половых партнеров женщины, число поло-
вых партнеров у полового партнера данной женщины (половые контакты второй генерации), 
а также половые контакты третьей генерации. Показано, что размер «сексуальной сети» од-
нозначно определяет риск ВИЧ-инфицирования, независимо от числа половых партнеров у 
конкретной женщины. Соответственно, вероятность инфицирования женщин в основном за-
висит от поведения их половых партнеров – мужчин. 
К достоинствам исследований вида «случай-контроль» относятся дешевизна, быстрота 
проведения, невозможность выхода больных из исследования и возможность изучать редкие 
заболевания и осложнения. 
К недостаткам указанных исследований относятся существенная вероятность система-
тических ошибок при наборе групп, невозможность точно установить момент, когда про-
изошло интересующее нас явление (бывает трудно оценить причинную взаимосвязь), а также 
невозможность определить процентную долю (частоту или распространенность) изучаемого 
явления, т.к. количество «случаев» и «контролей» – жесткая константа исследования, задан-
ная исходно произвольным выбором исследователей. 
 
5. Когортные исследования 
Данные исследования обладают большой доказательной силой и широко используются 
исследователями США и стран Западной Европы. Эти исследования основаны на наблюде-
нии и не предполагают активного вмешательства исследователей в естественное течение 
изучаемого процесса; они также всегда являются «продольными», и почти всегда – проспек-
тивными (бывают и ретроспективные когортные исследования). 
Основная цель когортных исследований – установить, влияет ли определенное воздей-
ствие (или несколько) на последующее развитие определенного исхода (например, клиниче-
ски манифестного заболевания). 
Кроме того, исследования подобного типа предпринимаются для точного описания ти-
пичного течения и характерных осложнений различных заболеваний, частоты встречаемости 
каких-либо событий, интересующих ученых, изучения побочных эффектов и взаимодействия 
лекарственных препаратов, выявления факторов риска различных заболеваний и состояний и 
оценки степени их вклада в развитие изучаемого исхода и т.п. Это лучший вид клинических 
исследований для тех случаев, когда эксперимент невозможен. 
Принцип когортных исследований – в продолжительном наблюдении за одной (реже 
– несколькими) группами исследуемых лиц (эти группы и называют «когорты»). Срок 
наблюдения варьирует от нескольких месяцев до десятков лет и оговаривается заранее (хо-
тя в дальнейшем может быть при необходимости увеличен – в соответствии с результатами 
промежуточных анализов полученных данных). Размер когорты обычно стараются сделать 
как можно большим; в идеале когорта совпадает по численности с исследуемой генераль-
ной совокупностью. В случае, если исследуется широко распространенное заболевание или 
состояние, представляющее большую социальную значимость, и все случаи таких заболе-
ваний тщательно регистрируются на государственном уровне, описанный выше идеальный 
вариант достижим практически; так, ученые ряда стран исследуют национальные когорты 
ВИЧ-инфицированных или больных атеросклерозом. При согласованном объединении ко-
горт нескольких стран образуются огромные интернациональные когорты; как правило, так 
поступают при организации больших международных мультицентровых исследований. 
Примером такого исследования является EuroSIDA, согласованно проводимая на 6 когор-
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тах ВИЧ-инфицированных, проживающих во многих странах Евросоюза, включая Польшу 
и страны Балтии, а также в России, Белоруссии и на Украине; общий размер объединенной 
когорты – более 11.200 больных [39]. Другим примером мультицентрового когортного ис-
следования является D:A:D – The Data Collection on Adverse events of Anti-HIV Drugs (сбор 
данных о побочных эффектах антиретровирусных препаратов). Объединенная когорта дан-
ного исследования включает 11 национальных когорт ВИЧ-инфицированных лиц, прожи-
вающих в 21 европейской стране, а также в США и Австралии и наблюдающихся в 188 
клиниках; суммарный размер данной когорты составляет 23.468 больных (данные на 
2003 г.) [27]. Если в когорту удалось (или планируется) включить всех зарегистрированных 
больных с изучаемой патологией, она называется регистром. Регистр может быть регио-
нальный, национальный и (в основном для редких заболеваний) – международный; как 
пример можно привести регистр больных с острым коронарным синдромом Global Registry 
of Acute Coronary Events (GRACE) [20, 18], его приблизительным аналогом в России явля-
ется регистр ОКС РЕКОРД (www.acs-registry.ru). 
Чем больше размер когорты, тем точнее получаемые данные и тем ближе они прибли-
жаются к таковым в генеральной совокупности; при этом пропорционально возрастает стои-
мость исследования и сложность его организации. Большие мультицентровые когортные ис-
следования по силам только большим интернациональным научным коллективам при под-
держке влиятельных спонсоров, как правило – фармацевтических компаний. 
Когортные исследования бывают фиксированные (после достижения определенного 
размера когорты включение в исследование новых пациентов прекращается) и динамические 
(возможно пополнение когорты новыми участниками в ходе наблюдения). 
Лица, включенные в когорту, находятся под наблюдением до проявления у них изучае-
мого исхода (outcome, endpoint). Исходом может быть, например, развитие какого-либо забо-
левания либо его осложнения, выздоровление или смерть больного, неудача лечения, появ-
ление побочного эффекта терапии; такие исходы называют истинными, поскольку они отра-
жают реальные клинически значимые события в жизни исследуемого лица. Кроме того, бы-
вают суррогатные исходы – обычно достижение определенного уровня каким-либо показа-
телем, полученным при лабораторных либо инструментальных исследованиях (например, 
уровня CD4+ лимфоцитов, вирус-нагрузки плазмы крови, холестерина и т.п.). Суррогатные 
исходы косвенно указывают на развитие тех или иных истинных исходов (например, неуда-
чи лечения или обострения заболевания), но сами таковыми не являются, поскольку пред-
ставляют собой лишь симптом, вырванный из контекста общего патологического процесса; 
как правило, они неспецифичны для изучаемого состояния. В целом, не рекомендуется ис-
пользовать суррогатные исходы вместо истинных; тем не менее, их применение возможно, 
если достоверно известно, что суррогатный исход надежно коррелирует с истинным и пол-
ностью отражает влияние изучаемого воздействия на клинический исход. 
Одновременно может анализироваться несколько исходов; в этом случае выделяют бо-
лее важные первичные исходы (например, развитие заболевания, выздоровление или смерть 
больного) и менее важные вторичные (нередко – суррогатные: достижение пороговых уров-
ней тех или иных лабораторных показателей, отказ от терапии, завершение курса лечения, 
появление побочных эффектов терапии и т.д.). Первичные исходы должны соответствовать 
основной цели проводимого исследования. Два или более независимых события, последова-
тельного или одновременного наступления которых ждет исследователь, могут объединяться 
в т.н. составной (composite) исход (например, развитие СПИДа и/или смерть больного). 
Классическое когортное исследование строится по схеме, показанной на рис. 1. 
При анализе результатов когортных исследований наиболее часто используется метод 
анализа времени до наступления исхода (также называется «анализ вероятности наступления 
изучаемого исхода в определенный период времени» или «анализ дожития»). Кроме того, 
можно косвенно оценить влияние тех или иных факторов (по отдельности и вместе) на про-
явление регистрируемого события (исхода). 
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Рис. 1. Классическая схема когортного исследования (по материалам Royal Free & Uni-
versity College Medical School, London, 2005). 
 
При этом корректные результаты могут быть получены только при анализе синхрони-
зированной когорты, т.е. такой когорты, каждый из членов которой был включен в исследо-
вание в строго определенный и одинаковый для всех момент развития своего заболевания / 
состояния. Это может быть наступление определенной стадии заболевания по клиническим, 
лабораторным или клинико-лабораторным признакам, первичное проявление симптомов за-
болевания или его обострение, факт госпитализации, начала лечения, оперативного вмеша-
тельства и т.п. Данное условия требует тщательной формулировки критериев включения 
участников в исследование; в дальнейшем эти критерии должны неукоснительно соблюдать-
ся. Когорта не обязательно должна формироваться одномоментно, но следует иметь в виду, 
что больные, включенные в исследование в разное время, могут быть несопоставимы по ряду 
признаков. Например, в случае хронических инфекционных заболеваний (вирусные гепатиты 
В, С, ВИЧ-инфекция и т.п.) методы диагностики и лечения достаточно быстро улучшаются с 
течением времени; в этой связи, если сравнить больных, включенных в исследование 15 лет 
назад и в настоящий момент, то окажется, что у современных больных заболевание было вы-
явлено на более ранней стадии, а прогноз (и, соответственно, выживаемость к определенно-
му сроку) существенно лучше, чем 15 лет назад, из-за радикального улучшения терапевтиче-
ских подходов. Систематическая ошибка данного рода, связанная с улучшением методов ди-
агностики и лечения по ходу продолжительного исследования, называется «ошибка времен-
ного сдвига» (lead-time bias); примером такой ошибки является исследование выживаемости 
ВИЧ-инфицированных больных, заболевание у которых было выявлено до и после 1985 г., из 
которого ожидаемо следует, что у больных, выявленных до 1985 г., выживаемость ниже [38]. 
Аналогично, при исследовании выживаемости ВИЧ-инфицированных лиц на фоне 
ВААРТ, начатой при различных уровнях CD4+ лимфоцитов (50 клеток/мм3 и 350 клеток/мм3, 
соответственно) оказалось, что при начале ВААРТ на фоне выраженной иммуносупрессии (50 
клеток/мм3) выживаемость больных существенно ниже по сравнению с исходно высоким уров-
нем CD4+ лимфоцитов; при этом исследователи не учли, что процесс снижения уровня Тh-
лимфоцитов с 350 до 50 клеток/мкл занимает несколько (2-7) лет, которые стоило бы приплюсо-
вать к вычисленной выживаемости лиц с глубоким иммунодефицитом [38]. Данный пример 
также подчеркивает необходимость синхронизации формируемой когорты по ключевым показа-
телям, способным оказать критическое влияние на предполагаемый результат исследования. 
Другой систематической ошибкой, которая может быть связана с исследованиями по-
добного рода, является т.н. ошибка дожития (survivorship bias). Данная ошибка возникает в 
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случае, если сравнивается выживаемость больных, получавших или не получавших опреде-
ленную терапию, причем анализируемый метод лечения стал доступен для использования на 
определенном этапе уже проводимого когортного исследования. В этом случае для того, 
чтобы подвергнуться определенному лечению, больные должны были дожить до его введе-
ния в клиническую практику, а все больные, умершие до этого момента, не имели шанса по-
лучить указанную терапию. Соответственно, оказывается, что лечение получили больные, у 
которых прогноз заболевания исходно был наиболее благоприятным, и в результате эффек-
тивность оцениваемой терапии может быть существенно завышена [38]. 
В целом, для обеспечения корректности анализа выживаемости необходимо соблюде-
ние следующих условий: 
1) выборка лиц, вошедших в когорту, случайна и репрезентативна; 
2) наблюдения независимы; 
3) в период исследования не происходило изменений в методах диагностики, лечения и 
процедурах наблюдения (т.е. критерии включения не изменялись); 
4) в период исследования для всех больных, входящих в когорту, вероятность наступ-
ления изучаемого исхода не изменялась; 
5) случаи смерти, выбывания из исследования и включения новых больных в когорту 
происходили более или менее равномерно на всем периоде наблюдения [6]. 
 
Для оценки влияния каких-либо факторов на развитие изучаемого исхода определяют 
следующие численные показатели: 
 
1) Риск наступления изучаемого события (исхода) к моменту Х (risk of event by time t) 
 
мнаблюдениеподлицколичествоОбщее
ХмоментукисходомизучаемымслицЧисло
Риск =
 
 
Риск – некоторое число в интервале между 0 и 1. 
 
2) Шанс наступления изучаемого события (исхода) к моменту Х (odds of event by time t) 
 
ХмоментукисходаизучаемогобезлицЧисло
ХмоментукисходомизучаемымслицЧисло
Шанс =
 
 
Шанс – некоторое число между 0 и бесконечностью. Шанс приблизительно равен рис-
ку, если частота исследуемого события (исхода) невелика; соответственно, чем реже встре-
чается событие, тем больше величина шанса приближается к величине риска. 
 
3) Частота наступления события (исхода) – incidence rate (также просто incidence или 
просто rate) 
 
мнаблюдениеподлетчеловекоСумма
исходомизучаемымслицЧисло
исходаЧастота
−
=
 
 
Частота события – некоторое число между 0 и бесконечностью, может быть выражена в 
любых единицах времени (дни, недели, месяцы, годы). 
 
Сумма человеко-лет под наблюдением (person-years at risk) – это сумма времени, про-
веденного всеми участниками исследования под наблюдением в ожидании наступления изу-
чаемого события (как бы общее число лет, проведенных всеми участниками исследования с 
риском наступления изучаемого исхода). 
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∑=− 1 ),(
t
tn
летлетчеловекоСумма
 
 
где n – общее количество лиц в когорте, а tn – время, проведенное участником n под 
наблюдением исследователей; суммируется число лет, проведенных под наблюдением каж-
дым из участников исследования (независимо от того, наблюдались ли они весь срок иссле-
дования, или вышли из него, не дожидаясь окончания). Данное высказывание иллюстрирует-
ся нижеприведенным рисунком (см. рис. 2), на котором изображен принцип учета человеко-
лет, проведенных под наблюдением участниками когортного исследования. 
 
      = цензурировано  Человеко-лет 
№ участника     = исход   под наблюдением 
1          0,8 
2          2,0 
3          1,7 
4          1,3 
5          2,0 
6          2,0 
7          2,0 
8          0,8 
9          2,0 
10          1,2 
11          2,0 
12          2,0 
13          2,0 
14          0,9 
15          0,4 
16          2,0 
17          2,0 
18          1,6 
19          2,0 
20          0,6 
21          2,0 
22          1,4 
                    34,7 человеко-лет 
 
начало              окончание 
исследования              исследования 
 
Рис. 2. Принципы учета человеко-лет в когортном исследовании, а также принятый способ 
обработки неполных данных наблюдений в случае, если участник когорты вышел из иссле-
дования до его завершения по любым причинам (исключая наступление ожидаемого исхода). 
 
Определение частоты события предпочтительнее, чем оценка риска или шанса, по-
скольку при этом учитывается тот факт, что не все члены когорты находятся под наблюде-
нием в течение одинакового временного интервала. Если какой-либо из наблюдаемых ин-
дивидуумов вышел из исследования до его завершения по любым причинам (кроме 
наступления ожидаемого исхода), считается, что время до наступления исхода в данном 
случае цензурировано моментом последнего планового осмотра данного лица (см. рис. 2). 
Такое наблюдение называется неполным, незавершенным или цензурированным. К непол-
ным относятся также те наблюдения, в которых изучаемый исход не наступил на момент 
0  0,5 1  1,5 2 
(годы) 
74 
окончания исследования. Полным, завершенным или нецензурированным считается такое 
наблюдение, в котором изучаемый исход наступил до окончания исследования, и при этом 
точно известен интервал времени между наступлением исхода и включением больного в 
исследование. В случае цензурированных наблюдений интервал времени с момента вклю-
чения до наступления исхода неизвестен, зато точно известен интервал времени между 
включением и выбытием наблюдаемого лица из исследования. Данный интервал называет-
ся «время до отказа» (time to failure). 
Частота события – величина постоянная для всего периода исследования, т.к. вычисля-
ется на основании суммарных данных за весь период (так, для ситуации, изображенной на 
рис. 2, частота исхода составляет 5÷34,7=0,14 на 1 человеко-год). В то же время ясно, что ве-
роятность появления ожидаемого исхода на разных временных отрезках неодинакова и с те-
чением времени может закономерно изменяться (например, вероятность умереть возрастает 
пропорционально возрасту, начиная приблизительно с 40 лет). Вероятность развития интере-
сующего нас исхода в данный момент времени характеризуется показателем, называемым 
«частота (потенциальной) опасности события» (event hazard rate). 
 
4) Частота (потенциальной) опасности события (event hazard rate) вычисляется как от-
ношение числа лиц с ожидаемым исходом, развившимся за интересующий нас отрезок 
времени (определенный день, неделю, месяц, год) в пределах общего срока исследования к 
количеству человеко-лет (месяцев, недель, дней), проведенных под наблюдением всеми 
наличными участниками исследования на данном временном отрезке. Размерность частоты 
риска события соответствует использованной единице времени. 
 
5) Собственно сравнение частоты развития исхода в различных группах внутри ко-
горты, выделенных по факту наличия и/или отсутствия признака (признаков), влияние ко-
торых на исход изучается в данном исследовании (например, в группах мужчин и женщин, 
леченных и нелеченых, получавших схему лечения А и схему лечения В, подвергшихся и 
не подвергшихся воздействию факторов риска и т.д.) производится при помощи вычисле-
ния относительных характеристик – относительного риска (также отношения рисков – re-
lative risk, risk ratio) и отношения частот (rate ratio). Также может рассчитываться отно-
шение шансов (odds ratio). 
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Величины отношения шансов и относительного риска практически совпадают, если ко-
личество наблюдаемых исходов мало, а размер когорты велик. 
 
Доверительный интервал для относительного риска (risk ratio) вычисляется почти так 
же, как для отношения шансов (см. описание исследований вида «случай-контроль»). Внача-
ле подсчитывают фактор ошибки относительного риска: 
 
)/1/1(96,1 ba
eОРошибкифактор
+×
= , 
 
где:  a – число лиц с искомым исходом в группе 1; 
  b – число лиц с искомым исходом в группе 2. 
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При использовании коэффициента 1,96 производится расчет 95% доверительного ин-
тервала, т.е. в такой интервал значение отношения рисков в генеральной совокупности попа-
дает с 95% вероятностью. 
 
Затем вычисляют верхний и нижний пределы доверительного интервала: 
 
ошибкиФактор
ОР
пределНижний =  
 
ошибкиФакторОРпределВерхний ×=  
 
Доверительный интервал для отношения частот (rate ratio) вычисляется точно так же, 
по тем же формулам, что и для относительного риска. 
 
Напомним, что 95% доверительный интервал для отношения шансов (odds ratio) в ко-
гортных исследованиях вычисляется следующим образом: 
 
dcbaeОШошибкиФактор
111196,1 +++×
= , 
 
где:  a – число лиц с искомым исходом в группе 1; 
  b – число лиц с искомым исходом в группе 2; 
  c – число лиц в группе 1, у которых исход не наступил; 
  d – число лиц в группе 2, у которых исход не наступил. 
 
ошибкиФактор
ОШ
пределНижний =  
 
ошибкиФакторОШпределВерхний ×=  
 
Результатам когортных исследований о влиянии каких-либо факторов на частоту появ-
ления определенного события можно доверять, если: 
1) выявленное влияние изучаемого фактора на регистрируемый исход велико (относи-
тельный риск, отношение частот, отношение шансов >2 или <0,5); 
2) аналогичные результаты получены более чем в двух независимых исследованиях; 
3) систематические ошибки и явление «смешивания эффектов» при наборе когорт, 
наблюдении за участниками исследования и анализе результатов отсутствуют, либо система-
тические ошибки имеются, но в разных исследованиях они имеют различную направлен-
ность (т.е. неодинаковы). 
 
6) Время-зависимая относительная опасность (time-specific relative hazard) – отношение 
частоты опасности события (event hazard rate) в одной группе к частоте опасности со-
бытия в другой сравниваемой группе, при условии, что частоты в обеих группах рассчита-
ны для одного и того же временного интервала. 
Относительная опасность, или отношение опасностей (relative hazard, hazard ratio) - 
средняя арифметическая всех время-зависимых относительных опасностей, последователь-
но рассчитанных для всех временных отрезков настоящего исследования. Продолжитель-
ность же временных отрезков произвольно устанавливается исследователями в соответ-
ствии с целями научной работы. Обычно данная продолжительность устанавливается рав-
ной промежутку времени между плановыми обследованиями (follow-ups) членов когорты. 
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При расчете всех разновидностей относительных опасностей исходно предполагается, 
что истинная относительная опасность одинакова и постоянна в каждой временной точке 
анализируемого периода. 
 
Оценка времени до наступления ожидаемого исхода также называется «анализ вероят-
ности наступления изучаемого исхода в определенный период времени» или «анализ дожи-
тия». Обычно данная оценка производится по методике Каплана-Мейера (Kaplan-Meier esti-
mation). Для описания принципа применения указанной методики вновь воспользуемся при-
мером, приведенным на рис. 2. 
 
Вначале строится таблица следующего вида: 
 
Промежуток 
времени, лет, 
прошедший с 
момента 
начала ис-
следования 
Число лиц 
под наблю-
дением без 
исхода (в 
данный вре-
менной ин-
тервал) 
Количество 
развившихся 
исходов (в 
данный вре-
менной ин-
тервал) 
Количество 
неполных 
наблюдений 
(«censored») 
в данный 
временной 
интервал 
Вероятность 
развития 
исхода в 
данный мо-
мент (ин-
тервал) вре-
мени 
Вероятность 
отсутствия 
исхода в 
данный мо-
мент (ин-
тервал) вре-
мени 
Вероятность от-
сутствия исхода 
за все время с 
начала исследо-
вания, вплоть до 
данного момента 
0,1 22 0 0 0 1,00 1,0 
0,2 22 0 0 0 1,00 1,0×1,0=1,0 
0,3 22 0 0 0 1,00 1,0×1,0=1,0 
0,4 22 0 1 0 1,00 1,0×1,0=1,0 
0,5 21 0 0 0 1,00 1,0×1,0=1,0 
0,6 21 1 0 1÷21=0,048 0,952 1,0×0,952=0,952 
0,7 20 0 0  1,00 1,0×0,952=0,952 
0,8 20 1 1 1÷20=0,050 0,950 0,952×0,950=0,904 
0,9 18 1 0 1÷18=0,056 0,944 0,904×0,944=0,853 
1,0 17 0 0  1,00 1,0×0,853=0,853 
1,1 17 0 0  1,00 1,0×0,853=0,853 
1,2 17 0 1  1,00 1,0×0,853=0,853 
1,3 16 1 0 1÷16=0,063 0,937 0,853×0,937=0,799 
1,4 15 0 1  1,00 1,0×0,799=0,799 
1,5 14 0 0  1,00 1,0×0,799=0,799 
1,6 14 1 0 1÷14=0,071 0,929 0,799×0,929=0,742 
1,7 13 0 1  1,00 1,0×0,742=0,742 
1,8 12 0 0  1,00 1,0×0,742=0,742 
1,9 12 0 0  1,00 1,0×0,742=0,742 
2,0 12 0 12  1,00 1,0×0,742=0,742 
 
Из таблицы видно, что число лиц под наблюдением без исхода (см. колонку №2) умень-
шается всякий раз после регистрации очередного исхода или выхода члена когорты из ис-
следования (регистрации неполного, или цензурированного, наблюдения) на суммарное чис-
ло лиц, покинувших исследование за рассматриваемый временной интервал (исходы + не-
полные наблюдения), причем указанное уменьшение регистрируется начиная со следующего 
за текущим временного интервала. 
Наиболее удобно вначале заполнять колонки №3 и №4 («количество развившихся ис-
ходов…» и «количество неполных наблюдений…»), после чего значительно проще произво-
дить заполнение колонки №2 («число лиц под наблюдением без исхода…»). В колонках №3 
и №4 указываются только те исходы и цензурированные наблюдения, которые были отмече-
ны за текущий интервал времени; размер временного интервала выбирается произвольно, 
исходя из нужд исследователей и цели исследования. Обычно продолжительность времен-
ных интервалов устанавливается равной промежутку времени между плановыми обследова-
ниями (follow-ups) членов когорты, причем собственно момент обследования разграничивает 
соседние интервалы. Именно поэтому лица, выбывшие из исследования по разным причи-
нам, учитываются начиная с отрезка времени, следующего за тем, во время которого состоял-
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ся выход данных лиц из состава когорты (см. колонку №2 таблицы, «число лиц под наблю-
дением без исхода…»). 
Все наблюдения, в которых ожидаемый исход не был зафиксирован к моменту оконча-
ния исследования, считаются цензурированными, что и отражено в последней ячейке колон-
ки №4 («количество неполных наблюдений…»). Если участник исследования по каким-либо 
причинам (кроме регистрации ожидаемого исхода) покинул когорту до окончания исследо-
вания, такое наблюдение считается цензурированным по времени последнего планового 
осмотра указанного лица (т.е. последним эпизодом наблюдения за данным членом когорты 
считается момент последнего планового осмотра, во время которого не было зафиксировано 
ожидаемого исхода; отрезок времени с момента последнего осмотра до момента выхода (де-
юре или де-факто) больного из состава когорты отбрасывается). 
После расчета кумулятивной вероятности отсутствия исхода вплоть до момента за-
вершения исследования (последняя колонка в таблице) производится построение графика Ка-
плана-Мейера, который отражает вероятность отсутствия изучаемого исхода у членов когор-
ты с момента начала исследования вплоть до момента его окончания включительно (рис. 3). 
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Рис. 3. График Каплана-Мейера, построенный для примера, приведенного на рис. 2. 
Указанный график построен при помощи пакета прикладных программ для статистических 
расчетов Statistica 7.0 (Функция Advanced linear/nonlinear models → Survival analysis → 
Kaplan & Meier product-limit method). 
 
Видно, что график Каплана-Мейера представляет собой серию «ступенек», где сниже-
ние кумулятивной вероятности отсутствия исхода происходит скачкообразно после реги-
страции очередного случая (случаев) ожидаемого события; регистрация цензурированных 
наблюдений не приводит к снижению вероятности отсутствия исхода, вследствие чего «сту-
пенька» на графике не образуется, но сам факт регистрации неполного наблюдения отмеча-
ется на графике специальным значком. Данная особенность построения графиков Каплана-
Мейера напрямую вытекает из принципа организации когортных исследований, который 
подразумевает не непрерывный, а периодический учет изменений в состоянии членов когор-
ты во время регулярных контрольных осмотров, вследствие чего изменение вероятности 
наличия либо отсутствия искомого состояния происходит не плавно, а скачками. 
78 
Изображенная на графике Каплана-Мейера кривая называется кривой дожития. 
Две кривые дожития, полученные при анализе независимых групп, можно сравнивать, 
используя лог-ранговый тест (log rank test); если в результате вероятность нулевой гипотезы 
(р) оказывается равна или менее 0,05, то кривые дожития отличаются друг от друга с вероят-
ностью 95% и более. 
Кривую дожития можно представить и в альтернативном виде – как кривую вероятно-
сти появления ожидаемого исхода к интересующему нас моменту времени. К сожалению, 
Statistica 7.0 не позволяет строить графики Каплана-Мейера в альтернативном представле-
нии, но выглядеть он должен приблизительно следующим образом (рис. 4): 
 
 
 
Рис. 4. График Каплана-Мейера, построенный для примера, приведенного на рис. 2, в 
альтернативном представлении (кривая вероятности появления ожидаемого события («ис-
хода») с течением времени). 
 
Следует обратить внимание на то, что вероятность развития исхода к моменту оконча-
ния исследования составляет примерно 26% (1 − 0,742), при этом риск наступления исхода к 
тому же моменту, рассчитанный по приведенной ранее формуле и имеющий тот же смысл, 
равен 5÷22 = 22,7%. Величина риска получилась заниженной, поскольку формула для его 
вычисления не предусматривает постепенное уменьшение размера когорты в ходе исследо-
вания (ввиду наступления исхода у части наблюдаемых лиц, а также вследствие выхода 
больных из состава когорты по другим причинам). Таким образом, применение методики 
Каплана-Мейера дает более точные результаты, чем просто расчет риска наступления собы-
тия к интересующему моменту, ввиду чего данная методика является предпочтительной для 
обработки результатов когортных исследований. 
В случае, если продолжительность наблюдения очень велика (десятки лет), а изучае-
мые исходы регистрируются редко, для оси абсцисс можно использовать логарифмическую 
шкалу; так обычно поступают при исследованиях длительно текущих хронических заболева-
ний (ВИЧ-инфекция, хронические вирусные гепатиты, ишемическая болезнь сердца и т.п.). 
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Помимо построения графика Каплана-Мейера, анализ дожития подразумевает опреде-
ление следующих показателей: 
1) дожитие (доля участников исследования, у которых искомый исход не наступил) 
для интересующего срока наблюдения; 
2) стандартная ошибка кумулятивного дожития – рассчитывается при помощи соот-
ветствующей функции программы для статистического анализа (standard error of cumulative 
survival), в нашем примере – 0,0996 на момент окончания периода наблюдения; 
3) суммарное число членов когорты для интересующего срока наблюдения; 
4) медиана времени дожития (median survival time) – период времени, в течение кото-
рого изучаемый исход наступит у 50% участников исследования. Указанная величина соот-
ветствует медиане времени до наступления исхода (median time to event) в случае выбора 
альтернативного представления графика Каплана-Мейера, см. выше. Кроме того, указывают-
ся 25-й и 75-й процентили кривой дожития (т.е. первый и третий квартили). 
Следует учитывать, что медиана времени до наступления исхода, рассчитанная указан-
ным способом, будет отличаться от величины с тем же названием, вычисленной на основе 
анализа времени до развития изучаемого состояния у лиц, уже имеющих данное состояние. 
В нашем примере медиану времени дожития указать невозможно, поскольку на момент 
окончания наблюдения более половины членов когорты не имели изучаемого исхода. Тем не 
менее, можно указать первый квартиль (25-й процентиль) кривой дожития – он равен 1,57 
лет; именно к этому сроку изучаемое состояние разовьется у 25% испытуемых лиц. 
5) поскольку кумулятивная вероятность отсутствия исхода («вероятность дожития») 
рассчитывается из данных выборки, более или менее репрезентативной, необходимо опреде-
лить доверительный интервал для указанной величины, чтобы определить, в каких пределах 
лежит истинная вероятность дожития в генеральной совокупности. 
95% доверительный интервал рассчитывается по следующей формуле: 
 
n
PPPДИ −××±= 196,1%95  
 
где:  Р – доля выживших (выживаемость) к интересующему сроку наблюдения; 
  n – число лиц под наблюдением (т.е. размер когорты) к интересующему сроку; 
  1,96 – коэффициент, задающий точность расчета доверительного интервала. 
 
Анализируя данные когортных исследований, необходимо помнить о возможности 
смешивания эффектов (confounding), подробно описанного в разделе «исследования вида 
случай-контроль». Кратко, указанное явление наблюдается в случае, если некий фактор А, 
учет и/или анализ которого в исследовании не производился, влияет как на развитие изуча-
емого исхода И, так и на проявление одного или нескольких факторов (Б, В, Г), учитывае-
мых в данном исследовании. Внешне это выглядит, как если бы факторы Б, В, Г влияли на 
развитие исхода И, хотя на самом деле они с ним непосредственно не связаны. Например, 
факт употребления парентеральных наркотических средств увеличивает риск смерти; при 
этом может иметь место смешивание эффектов – парентеральные наркоманы почти всегда 
заболевают хроническим вирусным гепатитом С (неучтенный фактор), который, в свою 
очередь, увеличивает риск смерти. Факт наркомании как таковой также может увеличивать 
риск смерти индивидуума, но наличие неучтенного фактора (ХВГС) приводит к завыше-
нию степени данного увеличения. 
Возможность смешивания эффектов нельзя полностью учесть на этапе планирования 
исследования, поскольку невозможно учесть вообще все факторы, могущие представлять ка-
кую-либо значимость. До некоторой степени возможное смешивание эффектов можно 
нейтрализовать на этапе анализа данных исследования посредством проведения стратифика-
ции или статистического моделирования. 
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Например, мы анализируем сравнительную эффективность схем антиретровирусной 
терапии А и В. Каждой из схем было пролечено по 1000 ВИЧ-инфицированных; отсутствие 
вирусологического ответа было отмечено у 300 человек, получавших схему А (30%), и у 450 
человек, получавших схему В (45%), относительный риск неудачи лечения составил в дан-
ном случае 30÷45=0,67. Можно ли вести речь о том, что схема лечения А достоверно более 
эффективна, чем терапевтическая схема В? 
На самом деле в обеих группах имеется неучтенный фактор – количество лиц, впервые 
получающих антиретровирусную терапию (т.е. «АРТ-наивных»). Известно, что у лиц, ранее 
получавших АРТ, эффективность последующих схем существенно снижается с каждой оче-
редной сменой терапии. Ввиду этого, учет указанного фактора критически важен для анализа 
результатов данного исследования. 
Оказывается, в группе, пролеченной по схеме А, АРТ-наивных лиц было 800 (80%), а в 
группе, пролеченной по схеме В – 200 (20%), т.е. при формировании исследуемых групп 
рандомизация по этому признаку не проводилась. Для «подгонки» (adjustment) результатов 
статистических выкладок по данному фактору необходимо обратиться к базе данных иссле-
дования и выяснить частоту вирусологической неудачи лечения отдельно для АРТ-наивных 
лиц и больных, получавших АРТ более одного раза, для каждой из двух анализируемых 
групп. Требуемые данные приведены в нижеследующей таблице: 
 
Значение фактора 
стратификации 
Схема А Схема В Относитель- 
ный риск Всего Неудача 
лечения (%) 
Всего Неудача 
лечения (%) 
АРТ-наивные 800 200 (25%) 200 50 (25%) 25÷25=1,0 
Ранее уже получали АРТ 200 100 (50%) 800 400 (50%) 50÷50=1,0 
Всего 1000 300 (30%) 1000 450 (45%) 30÷45=0,67 
 
Из таблицы видно, что в обеих группах пропорция лиц с вирусологической неудачей 
лечения одинакова как среди АРТ-наивных лиц, так и среди ВИЧ-инфицированных, ранее 
уже получавших АРТ; в обоих случаях относительный риск равен 1,0. Относительный риск 
после стратификации («расслоения») анализируемых групп по факту получения АРТ до 
начала настоящей терапии вычисляется как среднее арифметическое величин относительно-
го риска в обеих подгруппах, и, соответственно, тоже оказывается равным 1, т.к. (1+1)÷2=1. 
В итоге приходится признать, что на самом деле схемы лечения А и В обладают одинаковой 
эффективностью, а полученная в исследовании разница обусловлена только лишь ошибкой 
при формировании изучаемых групп, которые не были рандомизированы по фактору, оказы-
вающему существенное влияние на результат интересующего нас вмешательства. 
Важно помнить, что при стратификации неизбежно уменьшается размер сравниваемых 
групп, что ведет к существенному снижению статистической значимости исследования. 
При анализе данных когортного исследования по Каплану-Мейеру (в том числе при 
сравнении кривых дожития лог-ранговым тестом) выполнить стратификацию по «вмешива-
ющемуся» фактору невозможно, и, следовательно, смешивание эффектов должно быть по 
возможности учтено и устранено на этапе планирования эксперимента. 
Для того, чтобы учесть при анализе наличие нескольких «вмешивающихся» эффектов 
одновременно, используют построение статистической (регрессионной) модели с перемен-
ными параметрами. Выбор разновидности регрессионной модели зависит от особенностей 
изучаемого исхода: если ожидаемый исход – факт наступления некоего события / развития 
определенного состояния (оцениваемый в категориях «да/нет») – используется логистиче-
ская регрессия (logistic regression), в случае же, если изучается время, прошедшее до 
наступления того или иного события / развития определенного состояния, применяются 
регрессия Пуассона (Poisson regression) либо регрессия пропорциональных рисков по Коксу 
(Cox proportional hazard, Cox regression). 
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Следует понимать, что построение регрессионных моделей используется для выявле-
ния множественных «вмешивающихся» эффектов (confounders) и оценки их влияния на раз-
витие изучаемого исхода. В случае, если сравниваемые группы на этапе их формирования 
были должным образом рандомизированы и сбалансированы по всем существенным показа-
телям, нужды в применении регрессионного анализа нет. 
 
Отдельной проблемой является интерпретация и учет неполных (цензурированных) 
наблюдений, поскольку до настоящего времени среди исследователей нет единого мнения об 
универсальных принципах выполнения данной задачи [1]. Здесь существует три конкуриру-
ющих подхода: 
1) Цензурирование справа и/или усечение слева (right-censoring / left-truncation); 
2) Интервальное цензурирование (interval-censoring); 
3) В особых случаях может применяться цензурирование слева (left-censoring). 
 
Цензурирование справа применяется в том случае, если исследователям точно известна 
дата и время наступления ожидаемого исхода у каждого из подопытных членов когорты. 
Данная ситуация имеет место в случае, когда изучаются некие острые заболевания или со-
стояния, отчетливо проявляющиеся клинически (например, инфаркт миокарда, инсульты, 
острые респираторные заболевания и т.п.). Усечение слева – элемент цензурирования справа 
и применяется в том случае, если изучаемые лица были включены в когорту в ходе исследо-
вания и наблюдались не с момента его начала, либо имели один или несколько промежуточ-
ных исходов на момент включения в когорту. 
Об интервальном цензурировании говорят, когда известно лишь, что изучаемый исход 
наступил в пределах определенного временного интервала, обычно – между двумя смежны-
ми плановыми осмотрами больного. Такая ситуация является типичной для исследований 
хронических или подостро текущих состояний без ярких клинических проявлений (напри-
мер, ВИЧ-инфекции, хронических бронхо-легочных заболеваний, атеросклероза, сравнения 
эффективности терапевтических схем и т.п., когда наступивший исход регистрируется в 
первую очередь по данным лабораторно-инструментальных методов обследования). 
Для анализа данных, к которым применимо цензурирование справа, могут применяться 
все вышеперечисленные методы вычислений (методика Каплана-Мейера, сравнение кривых 
дожития лог-ранговым тестом, «подгонка» по «вмешивающимся» факторам с использовани-
ем регрессии Кокса либо регрессии Пуассона, расчет частоты исходов и т.п.). 
В случае, когда исследователи вынуждены иметь дело с интервальным цензурировани-
ем, применяются два основных подхода 
1) Использовать какой-либо из методов аппроксимации (приближения) времени 
наступления исхода для того, чтобы свести интервальное цензурирование к цензурированию 
справа, после чего использовать простые методы вычислений, описанные выше; 
2) Использовать альтернативные методы математического анализа, изначально пригод-
ные для работы с интервальным цензурированием. Данный подход должен учитывать две 
возможные ситуации: 
а) Интервал между двумя смежными осмотрами для всех членов когорты одинаков; 
б) Имела место различная продолжительность интервалов между осмотрами. 
 
Для выполнения аппроксимации пользуются следующими методиками: 
1) Если известно, что исход наступил в интервале между моментами времени А и В, то 
можно допустить, что это произошло в средней точке данного временного интервала: 
)(
2
1
ВАТ +=
 
2) Можно принять за условное время наступления исхода любую воображаемую точку 
в пределах данного интервала при условии, что данное правило будет систематически при-
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менено ко всем интервалам времени в пределах общего срока наблюдения. Так, выше реко-
мендовалось считать дату планового осмотра, при котором был выявлен изучаемый исход, 
условным моментом наступления означенного исхода. 
 
Кроме аппроксимации, можно использовать методику предсказания времени наступле-
ния события. В случае, когда все члены когорты проходили осмотры в одно и то же время tn, 
где n – порядковый номер осмотра, то: 
qn – вероятность того, что событие, не имевшее место в момент tn, также не имело ме-
сто в момент tn-1; 
S(tn) – вероятность, что событие не произошло в момент tn; 
 
S(tn) = q1 × q2 … × qn 
 
Параметры q1, q2 и т.д. устанавливаются исходя из принципа максимальной вероятно-
сти (maximum likelihood). Этот принцип гласит: «Представьте реально наблюдаемую частоту 
события как функцию q1, q2, … qn, а потом подберите такие значения q1, q2… qn, которые да-
ют максимальное значение данной функции». 
Например, в случае, если мы рассматриваем участника исследования, который во время 
первых трех осмотров не имел исхода, а в дальнейшем он развился, то будет наблюдаться 
следующая картина: 
 
Время осмотра t1 t2 t3 t4 t5 
Наличие события − − − + + 
Величина qn q1 q2 q3 (1−q4) 1 
 
Наблюдаемая закономерность может быть выражена формулой: 
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Данная формула представляет собой оценочную функцию таблицы дожития (life-table = 
mortality table), и на основании вычисленных с ее помощью значений qn можно построить 
кривую дожития («выживаемости»). Стандартная ошибка qn вычисляется по формуле Грин-
вуда (Greenwood), включенной в большинство программ для статистического анализа. 
В качестве примера можно привести исследование выживаемости пациентов со злока-
чественной миеломой, где все наблюдения были сгруппированы по интервалам продолжи-
тельностью 1 год: 
 
Время 
t, лет 
Лиц под 
наблюдением, 
nt 
Смертей Неполных 
наблюдений, 
ct 
«Эффективное количе-
ство лиц под наблюде-
нием» 
ñt = nt + ½ct 
1 − qt S(tn) Стандартная 
ошибка (SE) 
0-1 205 6 6 202 0,030 0,97 0,012 
1-2 193 9 1 192,5 0,047 0,93 0,019 
2-3 183 15 1 182,5 0,082 0,85 0,025 
3-4 167 6 1 166,5 0,036 0,82 0,026 
4-5 160 9 29 145,5 0,062 0,77 0,031 
5-6 122 5 34 105 0,048 0,73 0,033 
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Дальнейший анализ данных идентичен таковому по методике Каплана-Мейера. 
 
В рамках рассмотренной ситуации возможен случай, когда все члены когорты прохо-
дили осмотры в одно и то же время, но некоторые из них пропустили один или несколько 
осмотров. В этом случае таблица дожития примет следующий вид: 
 
Участник №1: 
 
Время осмотра t1 t2 пропустил t4 t5 
Наличие события − − ? − + 
Величина qn  q1  (q2q3) (1−q4) 
 
Участник №2: 
 
Время осмотра t1 пропустил t3 
Наличие события − ? + 
Величина qn   (1−q1)×1 + q1(1−q2) = 1−q1q2 
 
В данном случае неясно, наступил ли исход в интервале между t1 и t2 или между t2 и t3. 
Вынужденно приходится считать, что исход мог наступить в интервале t1-t2, вследствие чего 
вероятности отсутствия исхода к моментам t1, t2 и t2, t3 вычисляются по одинаковым форму-
лам и суммируются (но не перемножаются!). Данное правило действует для тех случаев, ко-
гда наличие некоего исхода определенно исключает его отсутствие (exclusive event). 
 
Участник №3: 
 
Время осмотра t1 пропустил t3 пропустил t5 
Наличие события − ? − ? + 
Величина qn   (q1q2)  (1−q3q4) 
 
Здесь ситуация в интервале между t3 и t5 аналогична рассмотренной в предыдущем 
примере, ввиду чего вероятность отсутствия исхода к моментам t3, t4 также вычисляется по 
вышеуказанной формуле. 
 
Параметры q1, q2… qn, и, соответственно, кривая дожития могут быть установлены с 
использованием принципа максимальной вероятности; при этом можно использовать стан-
дартные программные пакеты для статистического анализа. 
 
В ситуации, когда интервалы между последовательными осмотрами различны для раз-
ных членов когорты, информация, полученная при наблюдении за каждым из участников ис-
следования, складывается из суммы наблюдений по всем отдельно взятым интервалам. Чис-
ло интервалов, и, соответственно, количество характеристик для каждого из них (qn, S(tn)) 
зависит от количества исследуемых лиц и особенностей их индивидуального графика обсле-
дований. При этом существует ряд технических проблем при вычислении стандартных оши-
бок из-за большого количества учитываемых параметров. Оценочная функция кривой дожи-
тия для данного случая известна как оценочная функция Турнбулла (Turnbull). 
 
Возможен особый случай, называемый «цензурирование слева» (left-censoring, не путать с 
усечением слева!). В этом случае все исследуемые лица включаются в когорту в одно и то же 
время (т.е. наблюдаются с момента начала исследования), при этом их состояние в дальней-
шем оценивается только один раз (т.е. в конце первого временного интервала), после чего про-
изводится анализ данных, независимо от наличия или отсутствия изучаемого исхода в каждом 
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конкретном случае. Такая разновидность данных называется «данные о текущем состоянии» 
(current status data). 
В качестве примера можно привести исследование состояния здоровья беженцев, вы-
полненное в Дании [1]. В течение 2,5 лет под наблюдением находилось 10.422 лица со стату-
сом беженцев; все они оставались в центре Красного Креста все время, пока выносилось ре-
шение по их делам (от нескольких месяцев до нескольких лет). По убытии из центра они 
опрашивались и осматривались врачом на предмет наличия различных заболеваний, выяв-
ленные случаи регистрировались, но учет момента появления найденных заболеваний не 
производился. Требовалось подтвердить или опровергнуть гипотезу, согласно которой у бе-
женцев, перенесших тюремное заключение или пытки, некоторые заболевания встречались 
чаще, чем у остальных. В данном случае стандартные методы сравнения оказались неприме-
нимы из-за слишком большого количества учитываемых параметров. Вместо этого был ис-
пользован метод, основанный на определении «площади под кривой дожития» (по Andersen 
& Ronn, 1995). При этом строились кривые вероятности развития того или иного заболева-
ния отдельно для группы беженцев, подвергавшихся пыткам и/или тюремному заключению, 
и для остальных беженцев; переменная продолжительность единственного интервала наблю-
дения (от 1-2 месяцев до 2-3 лет) заменила собой несколько интервалов равной продолжи-
тельности. При этом ни в одном из наблюдений не был точно известен момент развития ре-
гистрируемых заболеваний. В итоге время, прошедшее с момента предполагаемого развития 
заболевания до момента прибытия в центр Красного Креста, пришлось просто отбросить и не 
учитывать при статистическом анализе (т.н. цензурирование слева). В дальнейшем определя-
лась площадь под обеими кривыми дожития и производилось ее сравнение согласно методи-
ке. В частности, было установлено, что психические расстройства достоверно чаще встреча-
лись в группе лиц, ранее подвергавшихся пыткам и тюремному заключению (p<0,0001). 
Из других методов, применяющихся для анализа данных, полученных при интерваль-
ном цензурировании, следует упомянуть о построении параметрических кривых дожития. 
При этом предполагается, что кривые дожития имеют особую «параметрическую» форму, 
описываемую экспоненциальной функцией S(t)=exp(−λt) либо функцией Вейбулла (Weibull) 
S(t)=exp(−λtα), причем для определения параметров λ и α используется описанный выше 
принцип максимальной вероятности. Данный вид статистических расчетов доступен при ис-
пользовании пакета прикладных программ SAS. 
Кроме того, не так давно [34, 19] было показано, что регрессия пропорциональных 
рисков по Коксу (Cox regression) может использоваться для построения модели добавочно-
го риска (additive hazard model), которая, в свою очередь, может применяться для анализа 
данных о текущем состоянии. 
Важно отметить, что в исследованиях эпидемиологии инфекционных заболеваний ин-
тервальное цензурирование встречается наиболее часто. 
 
В качестве типичного примера когортного дизайна можно привести исследование, вы-
полненное на когорте больных гемофилией Бесплатного Королевского Госпиталя (Royal Free 
Hospital). В гематологическом отделении вышеупомянутой больницы наблюдалось 111 ВИЧ-
инфицированных мужчин-гемофиликов, заразившихся в период с 1979 по 1985 гг., на пред-
мет особенностей течения ВИЧ-инфекции у данной категории больных. Продолжительность 
наблюдения составила 25 лет. Учитывались демографические факторы, клиническая симп-
томатика, лабораторные данные, а также информация об эффективности лечения. На момент 
окончания исследования в живых остались 39 его участников, в том числе 28 – под непо-
средственным наблюдением в составе когорты [37]. 
Другим примером «классического» когортного исследования является мультицентро-
вое исследование когорты лиц со СПИДом [44]. В течение двух вербовочных периодов (с 
апреля 1984 г. по март 1985 г. и с 1987 г. по 1991 г.) было рекрутировано несколько сотен 
ВИЧ-инфицированных гомосексуалистов, проживающих в 4 столичных областях США; в 
дальнейшем они проходили амбулаторное обследование каждые 6 месяцев. В процессе об-
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следования собиралась демографическая информация (дата рождения, национальность), 
клинические данные (обследование на наличие признаков СПИДа при каждом осмотре, ре-
гистрация даты и причины смерти), лабораторные данные (подсчет уровня CD4+ лимфоци-
тов и количества копий РНК ВИЧ в плазме крови), сведения о проводимой терапии (даты 
начала и прекращения назначения всех антиретровирусных препаратов), а также некоторые 
другие данные (дата первого положительного обследования на ВИЧ-инфекцию, проводилась 
ли профилактика пневмоцистной пневмонии и т.п.). 
Еще одним образцом когортного дизайна является исследование частоты коинфекции 
ВИЧ и туберкулеза, проведенное в одном из госпиталей Нью-Йорка [47]. Первоначально 513 
внутривенных наркоманов были обследованы на ВИЧ-инфекцию; 215 из них оказались ВИЧ-
позитивными. Затем вся указанная когорта наблюдалась в течение 2 лет, при этом регистри-
ровались любые признаки активного туберкулеза. Были получены следующие результаты: 
среди серопозитивных лиц (215) туберкулез развился у 8, среди серонегативных (298) – ни у 
одного из наблюдавшихся наркоманов, включенных в когорту. Риск развития туберкулеза в 
группе ВИЧ-позитивных лиц был оценен как 0,037 (соответственно, в группе ВИЧ-негатив-
ных лиц риск развития туберкулеза оказался равен нулю). 
 
Когортный дизайн биомедицинских исследований имеет следующие преимущества: 
1. Можно оценить временную взаимосвязь между воздействием какого-либо фактора и 
развитием исхода (например, заболевания), поскольку всегда известен порядок следования 
регистрируемых событий; 
2. На основании анализа данных, полученных в когортных исследованиях, можно по-
пытаться установить причинно-следственные взаимосвязи между воздействиями и исходами 
(хотя рандомизированные контролируемые исследования в этом смысле предпочтительнее). 
 
Недостатки когортного дизайна следующие: 
1. Если исследуемый исход (например, заболевание) относится к редким явлениям, то 
размер когорты должен быть очень большим, а период наблюдения за ней – весьма продол-
жительным, что приводит к удорожанию всего исследования; 
2. Вообще, когортные исследования занимают много времени и требуют вложения зна-
чительно бóльших средств, чем ранее описанные типы дизайна, что накладывает определен-
ные ограничения как на максимальные размеры когорт, так и на продолжительность иссле-
дования; это особенно актуально для стран с невысоким уровнем ассигнований на науку (т.е. 
практически для всех стран Восточной Европы и постсоветского пространства); 
3. Высокая вероятность систематических ошибок (biases) при сборе и анализе данных 
из-за описанного ранее явления «смешивания эффектов» (confounding) – ведь невозможно 
заранее знать, какие факторы являются существенными для развития интересующего иссле-
дователей исхода, и включить их регистрацию в план исследования; соответственно, остав-
шийся неучтенным фактор (факторы) может как обусловливать развитие изучаемого явле-
ния, так и взаимодействовать с регистрируемыми воздействиями, что приводит к эффектам, 
описанным выше (см. описание исследований вида «случай-контроль»); 
4. Возможны проблемы с уменьшением статистической надежности исследования вви-
ду неизбежного уменьшения размера когорт в ходе исследования по неустановленным при-
чинам (т.н. loss to follow-up). Поскольку когортные исследования длятся годами и десятиле-
тиями, члены когорты могут сменить место жительства, семейный статус, умереть, а также 
отказаться от наблюдения и выйти из исследования, не уточняя причин. При этом всякий раз 
желательно проверять, не связан ли выход конкретного лица из научного проекта с развити-
ем интересующего исследователей исхода; особенно данное положение касается исследова-
ний т.н. «психотравмирующих» (scaring) заболеваний, в частности, ВИЧ-инфекции, паренте-
ральных гепатитов и заболеваний, передающихся половым путем (ЗППП). 
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6. Рандомизированные контролируемые клинические испытания (randomized 
controlled clinical trials, РКИ) 
Биомедицинские исследования данной разновидности являются экспериментальными 
(т.е. в процессе исследования производится активное вмешательство экспериментаторов в 
ход изучаемого процесса), и, обычно, продольными. Чаще всего они используются для срав-
нения эффективности различных способов оказания медицинской помощи (схем терапии, 
методов ухода за больными) либо медицинских технологий (сравнение эффективности фар-
мацевтических препаратов, оперативных вмешательств либо методов диагностики). 
Указанный дизайн имеет следующие особенности: 
1. Исследования являются сравнительными – производится сравнение двух и более те-
рапевтических подходов между собой (например, новая схема терапии сравнивается с уже 
существующими); 
2. Для доказательства того, что улучшение состояния больных связано именно с прово-
димой терапией, а не с какими-либо еще неучтенными факторами, обязательно вводится 
контрольная группа; 
3. Если общепринятая стратегия терапии интересующего исследователей заболевания 
до введения испытуемой схемы лечения отсутствовала, контрольная группа может состоять 
из нелеченных лиц (получающих плацебо); 
4. Распределение больных по группам осуществляется путем т.н. рандомизации. Ран-
домизация – наиболее важная особенность РКИ, благодаря ее наличию РКИ являются «золо-
тым стандартом» экспериментальных биомедицинских исследований; 
5. На момент начала исследования все испытуемые группы должны быть очень похо-
жими друг на друга (если не полностью идентичными) по величинам всех показателей, мо-
гущих повлиять на результат; благодаря рандомизации любые межгрупповые различия мо-
гут объясняться только случайностью (но не систематической ошибкой отбора). 
 
Ограничения РКИ: 
1. Данный дизайн пригоден только для экспериментальных исследований; 
2. Принципы ведения больных, включенных в РКИ (в том числе – стандартный объем 
выполняемых обследований и частота врачебных осмотров) могут существенно отличаться 
от таковых, принятых в стационарах и амбулаториях для больных с данной нозологией, 
обычно – в лучшую сторону, что может искусственно увеличить приверженность лечению; 
3. Выборка больных, включенных в РКИ, может оказаться нерепрезентативной, по-
скольку участники отбираются в исследование не случайным образом, а в соответствии с т.н. 
«критериями включения» (inclusion criteria) и наличием информированного согласия, и, со-
ответственно, их показатели могут существенно отличаться от средних в генеральной сово-
купности (и реально наблюдаемых в клинической практике); 
4. РКИ стоят дороже всех прочих типов биомедицинских исследований, поэтому их 
продолжительность ограничена (обычно – 48/96 неделями), и в рамках одного испытания, 
как правило, производится сравнение не более чем 2-3 различных терапевтических схем; 
5. Ввиду вынужденной кратковременности РКИ в качестве регистрируемых исходов 
(«конечных точек», endpoints) исследования обычно используются рассмотренные выше в 
разделе «когортные исследования» суррогатные маркеры (какие-либо лабораторные и/или 
инструментальные показатели). Более важные для понимания результатов изучаемого вме-
шательства «истинные» исходы за время проведения РКИ обычно не успевают развиться; 
6. В случае, если исследуемое вмешательство существенно эффективнее того, с кото-
рым сравнивается (или наоборот), неэтично отказывать части больных (соответственно, из 
контрольной или опытной группы) в назначении более эффективного лечения. Кроме того, 
многие больные могут не согласиться отдать назначение своей терапии на волю случая; 
7. РКИ малопригодны для исследования эффективности вмешательств при редких за-
болеваниях и состояниях, поскольку для этого необходимы значительные по объему иссле-
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дуемые группы и продолжительный период наблюдения, что в рамках данного дизайна ма-
лодостижимо; для указанных исследований существует когортный дизайн. 
 
Как уже упоминалось выше, наиболее важным этапом РКИ является процедура рандо-
мизации. Данная процедура позволяет добиться того, что: 
1. Сравниваемые группы больных имеют одинаковый размер; 
2. Каждая из сравниваемых групп является случайной выборкой из генеральной сово-
купности больных с данной нозологией; 
3. На момент начала исследования все испытуемые группы имеют одинаковые (или по-
чти одинаковые) характеристики; 
4. Субъекты исследования (т.е. больные) не знают, какое именно вмешательство будет 
им произведено (что исключает «эффект плацебо» либо давление на медицинский персонал с 
целью получения определенной схемы терапии); то же может касаться и лечащих врачей 
(«слепое исследование» и «двойное слепое исследование», соответственно). В качестве край-
него варианта рассматривается «тройное слепое исследование», когда даже фармацевт, вы-
дающий препараты для испытания, не знает, что именно он выдает (например, настоящий 
лекарственный препарат или плацебо). В идеале даже статистик, обрабатывающий результа-
ты РКИ, не знает расшифровки рандомизационных кодов, что полностью исключает субъек-
тивный подход при анализе результатов исследования – проще говоря, субъективные пред-
почтения больных либо симпатии медицинского персонала к тому либо иному препарату не 
могут повлиять на учет эффективности данного препарата в сравнении с конкурирующей 
схемой лечения, и только организаторы / заказчики исследования, владеющие рандомизаци-
онными кодами, могут располагать истинными результатами испытаний; 
5. Результаты РКИ можно распространить на всех больных с той же патологией; 
6. Сравнение исходов вмешательства в исследуемых группах свободно от систематиче-
ских ошибок (т.н. «biases», см. выше и ниже). 
 
В качестве примера систематических ошибок, могущих иметь место при отсутствии 
рандомизации, можно привести исследование, проведенное в Мозамбике в 1996 г. В данном 
исследовании анализировались исходы операции кесарева сечения, выполненного опытными 
акушерами-гинекологами (113 случаев), в сравнении с исходами аналогичного вмешатель-
ства, проведенного фельдшерами (958 случаев). В итоге, вопреки здравому смыслу, никаких 
различий в исходах операций не было выявлено [38]. В данном случае, очевидно, имела ме-
сто систематическая ошибка при формировании изучаемых групп (т.н. selection bias). В 
группу беременных, которым кесарево сечение выполняли фельдшеры, попали в основном 
женщины в удовлетворительном состоянии, при отсутствии тяжелых сопутствующих забо-
леваний, могущих привести к неблагоприятному исходу вмешательства. В случае наличия 
таковых операцию выполняли опытные врачи. В итоге оказалось, что беременных с благо-
приятным прогнозом вмешательства оперировали фельдшера, а с неблагоприятным – опыт-
ные врачи, и уровень квалификации врачей нивелировался тяжестью состояния рожениц. 
 
При проведении рандомизации больные распределяются по исследуемым группам слу-
чайным образом. При этом все факторы, могущие оказать влияние на исход вмешательства, 
распределяются между группами приблизительно поровну. Данный момент позволяет избе-
жать не только известных систематических ошибок при формировании групп, но и влияния 
неизвестных «вмешивающихся» факторов (confounders). Сокрытие результатов рандомиза-
ции («ослепление», blinding) позволяет исключить различия в ведении наблюдаемых боль-
ных. Соответственно, любые различия, регистрируемые в исследуемых группах после воздей-
ствия изучаемого вмешательства, могут быть отнесены на счет самого вмешательства. 
В случае, если распределение больных по группам определяется желанием лечащих врачей, 
больных либо каким-либо еще систематически действующим фактором, данное распределе-
ние не может считаться рандомизацией. 
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Рандомизацию не следует приравнивать к подбору случайной выборки (random sam-
pling). Больные, распределенные в исследуемые группы путем рандомизации, редко являют-
ся случайной выборкой из какой-либо генеральной совокупности. Обычно они тщательно 
отбираются в исследование в соответствии со строгими критериями включения, при условии 
личного информированного согласия. Тем не менее, тот факт, что лечение назначается боль-
ным случайным образом, позволяет производить сравнение терапевтических схем, не опаса-
ясь систематических ошибок. Именно поэтому РКИ обладают большей доказательностью по 
сравнению с прочими типами дизайна биомедицинских исследований, а полученные в про-
цессе выполнения РКИ результаты имеют больший шанс повлиять на общепринятые тера-
певтические подходы и практику здравоохранения. Тем не менее, при проведении РКИ вста-
ет ряд проблем этического толка. В частности, новый способ терапии может оказаться как 
лучше, так и хуже предшествующих. В обоих случаях больные либо в контрольной, либо в 
опытной группе будут получать не самую лучшую из возможных схем лечения, что немину-
емо отразится на динамике и прогнозе заболевания (т.е., в конечном итоге, на жизни и здоро-
вье испытуемых больных). В этой связи РКИ обычно предусматривают проведение проме-
жуточных анализов результатов исследования через заранее определенные интервалы вре-
мени; в случае, если по данным промежуточных анализов один из способов лечения окажет-
ся достоверно более эффективным, чем другие, исследование должно быть досрочно завер-
шено, а все больные – переведены на наиболее эффективную схему терапии. При этом вы-
полнение этапов РКИ должно контролироваться комитетом по этике того учреждения, на ба-
зе которого проводится исследование; с указанным комитетом должны согласовываться лю-
бые изменения протоколов обследования, лечения или форм информированного согласия. 
 
РКИ включает в себя рад последовательных этапов и необходимых элементов: 
 
1. Разработка протокола исследования 
Протокол исследования – официальный документ, в деталях описывающий цели и за-
дачи, а также методы исследования. Обычно включает в себя следующие разделы: 
– обоснование, гипотеза и цели исследования; 
– методы исследования (дизайн испытания, критерии включения/исключения, планиру-
емые вмешательства, метод рандомизации участников, сокрытие результатов рандомизации, 
первичные и вторичные «конечные точки» исследования, способ определения размера ис-
следуемых групп); 
– анализ результатов исследования (планируемые сравнения, используемые статисти-
ческие методы); 
– процедуры исследования (получение информированного согласия участника, реги-
страция участников, процедура рандомизации, схема наблюдения за участниками); 
– форма одобрения этического комитета, план наблюдения за ходом исследования, 
формы сбора данных и опросные листы, решение административных вопросов). 
 
2. Выбор конкретной разновидности дизайна РКИ 
А) Параллельный дизайн (parallel group trial) 
В этом случае все участники исследования рандомизируются либо в группу А, либо в 
группу В, при этом в каждой из групп испытывается только один метод терапии. Соответ-
ственно, каждый отдельно взятый больной получает только одну схему лечения (см. рис. 5). 
Такой подход сокращает сроки исследования, но требует набора большого количества доб-
ровольцев для достижения однородности сравниваемых групп; кроме того, возможна этиче-
ская проблема, связанная с тем, что один из сравниваемых способов лечения может оказать-
ся изначально более эффективным или безопасным, чем другой (другие). 
Б) Последовательный дизайн (sequential design) 
Данная схема подразумевает назначение одной из сравниваемых схем терапии всем 
добровольцам, включенным в РКИ, а затем, по истечении заранее оговоренного «отмывоч-
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ного периода» – второй, третьей схемы терапии и т.д. Сроки исследования при этом удлиня-
ются, но зато уменьшается требуемое количество участников исследования. Этическая про-
блема в данном случае состоит в том, что во время «отмывочного периода» все больные-
участники РКИ не получают никакого лечения (см. рис. 6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5. Принцип организации параллельного дизайна. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 6. Принцип организации последовательного дизайна. 
 
В) Перекрестный дизайн (crossover trial) 
В данном случае каждый участник исследования получает вначале одну схему терапии, 
а затем, после некоторого промежутка времени – другую, причем порядок назначения схем 
лечения рандомизируется для каждого отдельно взятого больного. В этом случае каждый 
участник исследования является «контролем» сам для себя (рис. 7). Данный тип дизайна РКИ 
требует меньших размеров испытуемых групп, но пригоден лишь для оценки краткосрочных 
эффектов терапии у больных хроническими заболеваниями и состояниями. При этом указан-
ный дизайн сохраняет недостатки последовательного: во время отмывочного периода участ-
ники РКИ не получают никакого лечения. В то же время перекрестный дизайн свободен от 
недостатков параллельного дизайна – устранена возможная неэквивалентность применяемых 
в сравниваемых группах схем терапии, поскольку одни и те же больные по очереди подвер-
гаются всем испытуемым вмешательствам. 
 
Рандомизация каждого 
участника исследования 
Схема терапии А 
Схема терапии В 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В каким-либо 
двухвыборочным тестом (н-р, 
U-тест Манна-Уитни) 
Ход времени 
Все участники исследова-
ния объединяются в одну 
группу 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В каким-либо 
парным тестом (н-р, ранговый 
знаковый тест - sign rank test) 
Период «вымывания 
эффекта» 
Терапия А  Терапия В 
Ход времени 
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Г) Кластерный дизайн (cluster randomized trial) 
В этом случае дизайн исследования напоминает РКИ с параллельными группами (см. 
выше), но рандомизации в исследуемые группы подвергаются не отдельные лица, а т.н. 
«кластеры» участников (например, все больные, госпитализированные в определенное отде-
ление стационара, на базе которого проводится РКИ, будут включены в состав одного кла-
стера; в другой кластер могут быть включены все больные, обслуживаемые семейным вра-
чом – участником РКИ). При этом каждый отдельный кластер (все его участники) получает 
только одну из возможных схем терапии. Данный тип дизайна используется для анализа 
«групповых» вмешательств либо при проведении больших многоцентровых РКИ (рис. 8). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 7. Принцип организации перекрестного дизайна. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 8. Принцип организации кластерного дизайна. 
 
Д) Парный дизайн (paired design) 
Данный тип дизайна подразумевает рандомизацию больных в несколько групп, полу-
чающих различные схемы терапии (как в случае параллельного дизайна), но учет результа-
тов производится строго в парах пациентов; при этом можно выявить межиндивидуальную 
вариабельность эффекта лечения (рис. 9). 
 
Рандомизация каждого 
кластера (школа, отделе-
ние, стационар и т.п.) 
Схема терапии А 
Схема терапии В 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В (метод анализа 
должен учитывать кластериза-
цию участников) 
Ход времени 
Рандомизация каждого 
участника исследования 
Терапия А 
Терапия В 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В каким-либо 
парным тестом (н-р, ранговый 
знаковый тест - sign rank test) 
 
 
Период «вымывания 
эффекта» 
Терапия В 
Терапия А 
Ход времени 
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Е) Адаптивный дизайн (adaptive design) 
При использовании адаптивного дизайна сравниваемые группы формируются по слож-
ным алгоритмам, исходя из прогнозируемой и текущей эффективности исследуемых воздей-
ствий; формирование групп происходит таким образом, чтобы в группе, где применяют 
наиболее эффективное лечение, оказалось больше добровольцев, чем в остальных. При этом 
отчасти решается этическая проблема неэквивалентных по эффективности схем терапии, и, 
кроме того, такая схема позволяет уменьшить влияние межиндивидуальной вариабельности 
на результат исследования (см. рис. 10). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 9. Принцип организации парного дизайна. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 10. Принцип организации адаптивного дизайна. 
 
Ж) Факторный дизайн (factorial design, «латинский квадрат») 
В этом случае количество формируемых групп добровольцев соответствует количеству 
ячеек латинского квадрата, построенного с использованием сравниваемых терапевтических 
схем и контрольной группы в качестве n символов матрицы (см. рис. 11). Каждая ячейка ла-
тинского квадрата (т.н. блок) образуется на пересечении двух символов; в результате общее 
количество блоков соответствует полному набору возможных комбинаций всех сравнивае-
мых опций (т.е. схем терапии и контрольных групп). Метод позволяет учесть воздействие 
Рандомизация каждого 
участника исследования 
Схема терапии А 
Схема терапии В 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В каким-либо 
парным тестом (н-р, ранговый 
знаковый тест - sign rank test) 
Ход времени 
Рандомизация каждого 
участника исследования 
Схема терапии А ↑↑↑ 
Схема терапии В 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В каким-либо 
двухвыборочным тестом (н-р, 
U-тест Манна-Уитни) 
Ход времени 
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каждого из учитываемых факторов (в том числе – плацебо-эффекта) на исход лечения. Оцен-
ку результатов исследования с факторным дизайном выполняют с использованием диспер-
сионного анализа (ANOVA). 
З) Дизайн Зелена (Zelen's design) 
Данная разновидность дизайна была предложена статистиком Мартином Зеленом. Суть 
ее состоит в том, что рандомизацию больных в сравниваемые группы осуществляют до под-
писывания ими информированного согласия. При этом те больные, которые по результатам 
рандомизации должны получать стандартное, общепринятое лечение, вообще не информи-
руются о том, что они участвуют в клиническом испытании. В то же время больных, распре-
деленных в группу с экспериментальным вмешательством, извещают о том, что они участ-
вуют в РКИ; им также сообщают и о существовании стандартной схемы лечения их заболе-
вания и дают возможность перейти в группу, ее получающую. Если больные, вопреки ре-
зультатам рандомизации, перейдут в группу, получающую стандартное вмешательство, ре-
зультаты их лечения все равно анализируются так, как если бы вмешательство было экспе-
риментальным. Преимуществом данного дизайна является возможность выбора, предостав-
ляемая участникам РКИ, что обеспечивает включение в исследование максимального коли-
чества добровольцев из доступных. Недостатки у данного дизайна следующие: 1) РКИ с ди-
зайном Зелена вынужденно являются открытыми исследованиями; 2) возможен недостаток 
статистической мощности исследования вследствие того, что значительная часть пациентов 
предпочтет стандартное вмешательство экспериментальному; 3) имеется этическая пробле-
ма, т.к. больные, получающие стандартную терапию, не информируются об их участии в 
РКИ. Эту проблему было предложено решать путем предоставления этим больным возмож-
ности тоже перейти в группу, в которой применяется экспериментальное вмешательство (т.н. 
«дизайн с двойной рандомизацией»). Естественно, сокрытие результатов рандомизации 
(«ослепление») при этом невозможно. В целом, считается, что дизайн Зелена наиболее точно 
моделирует реальные условия применения нового метода, а также позволяет оценить при-
верженность («комплаентность») больных назначенной терапии. Полученные результаты 
оцениваются с применением кластерного анализа (см. рис. 12). 
Известен случай, когда дизайн Зелена был использован в РКИ для испытания нового 
метода экстракорпоральной мембранной оксигенации у детей с фатальными заболеваниями 
бронхолегочной системы только для того, чтобы не давать родителям половины детей, полу-
чающих обычную схему ИВЛ, необоснованной надежды на существование лучшего метода 
респираторной поддержки [40]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 11. Принцип организации факторного дизайна. 
 
Рандомизация каждого 
участника исследования 
Конечная точка исследования: 
сравнение эффективности схе-
мы А и схемы В при помощи 
дисперсионного анализа 
Ход времени 
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Плацебо 
(К) 
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Рис. 12. Принцип организации дизайна Зелена. 
 
3. Подбор участников исследования 
Необходимо разработать четкие, объективные критерии включения в РКИ / исключе-
ния из РКИ. Узкие, строгие критерии включения позволяют сфокусировать внимание на тех 
больных, у которых испытуемое лечение будет наиболее эффективно; при этом вариабель-
ность исходов терапии уменьшится. В то же время, если мы хотим, чтобы полученные ре-
зультаты можно было экстраполировать на генеральную совокупность лиц с данной патоло-
гией, исследуемая выборка должна быть репрезентативной. Вследствие указанного ограни-
чения РКИ часто критикуют за излишнюю «эксклюзивность» (например, из рандомизиро-
ванных исследований часто исключаются больные с сопутствующей патологией или не го-
ворящие на государственном языке). Кроме того, многие больные могут вообще отказаться 
от рандомизации из-за личных терапевтических предпочтений. 
Например, в большинстве исследований, посвященных влиянию статинов на липидный 
обмен, одним из критериев включения являлся возраст больных, причем обычно исключают-
ся лица моложе 30 и старше 75 лет. При этом в исследование не попадают наиболее пожилые 
пациенты, у которых вероятность развития атеросклероза наибольшая. 
Другим примером критериев включения в исследование является РКИ, посвященное 
сравнению различных схем искусственного вскармливания детей ВИЧ-инфицированных 
женщин. При этом отбор исследуемых лиц производился среди 16529 беременных женщин, 
посещающих 4 акушерские клиники в Найроби. Из них 2315 оказались ВИЧ-позитивными, 
1708 вернулись, чтобы узнать результаты обследования на ВИЧ, и 425 (18% от общего числа 
ВИЧ-позитивных женщин) были включены в исследование. Критерии исключения были сле-
дующими: нежелание рандомизировать способ вскармливания, нежелание подчиняться при-
казам исследователей, наличие планов покинуть Найроби после родов, нежелание подвер-
гаться регулярным обследованиям. 
 
4. Разработка метода назначения терапевтических схем (т.е. собственно рандомизация) 
Рандомизированное назначение терапевтических схем гарантирует, что исследуемые 
группы будут сбалансированы по основным показателям на большом отрезке времени. Дис-
баланс групповых показателей может возникнуть в том случае, если исследуемые группы 
немногочисленны. 
Рандомизация каждого 
участника исследования 
Тестируемая терапия 
Стандартная терапия 
Конечная точка исследования: срав-
нение эффективности стандартной и 
новой схем лечения с использовани-
ем кластерного анализа 
Ход времени 
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Для «выравнивания» небольших групп по отдельным показателям используется т.н. 
«стратифицированная рандомизация». В этом случае рандомизация проводится в подгруп-
пах, предварительно выделенных из общего пула больных по признаку наличия либо отсут-
ствия какого-либо фактора (факторов), оказывающего существенное влияние на предполага-
емый исход исследования. 
Формируемые путем рандомизации группы должны быть примерно одинаковы по раз-
меру – при этом уменьшается дисперсия значений изучаемых признаков. В то же время тре-
бование одинакового размера групп привносит в их формирование некоторую систематиче-
скую составляющую, что повышает риск появления систематических ошибок формирования 
групп – т.н. selection biases. В результате приходится прибегать к компромиссным решениям 
– т.н. «ограниченным» (restricted) методикам рандомизации. 
 
Различают следующие схемы распределения изучаемых лиц по группам: 
1) Статическая – определяется до начала формирования сравниваемых групп, в даль-
нейшем не меняется. Этот тип распределения используется почти во всех проводимых РКИ. 
   Разновидности: – простая (simple), или полная (complete) рандомизация; 
    – перестановка блоков (permuted blocks); 
    – модель урны для голосования (urn models); 
    – подбрасывание асимметричной монеты (biased coin); 
    – непосредственное назначение (direct assignment). 
 
2) Ковариативная адаптивная (covariate adaptive) – изменяется в зависимости от 
наблюдаемого соотношения различных существенных признаков (ковариат) у лиц, уже во-
влеченных в исследование. 
   Разновидности: – минимизация: распределение по группам с целью в какой-либо 
      степени минимизировать дисперсию либо эффективность. 
      а) метод максимальной энтропии (maximum entropy); 
      б) метод минимального правдоподобия (minimal likelihood). 
 
3) Реактивная адаптивная (response adaptive) – изменяется в зависимости от особенно-
стей реакции уже вовлеченных в исследование лиц на изучаемые воздействия. 
   Разновидности: – «игра на лидера» (play the winner). 
 
Статические схемы нежелательно применять в том случае, если число независимо 
анализируемых подгрупп (страт) внутри изучаемых групп сравнения сравнимо с количе-
ством больных в каждой из страт; в этом случае лучше работают адаптивные схемы. В том 
случае, когда наряду с получением информации о сравнительной эффективности различных 
методов лечения необходимо (с этических позиций) вовремя перевести больных на схему 
терапии, оказавшуюся наиболее эффективной, реактивная адаптивная схема (т.е. «игра на 
лидера») вынужденно оказывается более предпочтительной. 
 
Наиболее часто используемые в исследовательской практике схемы рандомизации - 
полная (complete), простая, перестановка блоков, модель избирательной урны и ковариатив-
ная адаптивная. Из указанных схем только полная рандомизация не является ограниченной 
(«restricted»). В случае простой рандомизации, модели избирательной урны и перестановки 
блоков предполагается предварительное проведение стратификации, что призвано обеспе-
чить баланс частот и выраженности различных признаков в формируемых группах. При этом 
желателен продуманный, взвешенный подход в выборе признаков для стратификации, иначе 
размер полученных групп в результате чрезмерно сократится. В то же время ковариативная 
адаптивная схема исходно адаптирована для получения сбалансированных по всем суще-
ственным признакам групп сравнения. 
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Простая рандомизация (также называемая полной) – рандомизация без ограничений, 
предполагаемых процессом распределения испытуемых лиц по группам, за исключением 
предварительного определения общего размера исследуемой выборки. В частности, простая 
рандомизация имеет место в случае, когда общий размер выборки (n) точно определен зара-
нее, причем схему лечения А получает подгруппа, состоящая из n/2 случайно отобранных 
индивидуумов, в то время как оставшиеся n/2 больных получают схему лечения Б. Последу-
ющее проведение стратификации обеспечивает баланс ковариаций в формируемых группах. 
Существует много разновидностей простой рандомизации: 
1) Бросание монетки («орел или решка»). Позволяет рандомизировать больных в две 
сравниваемые группы. Образно говоря, перед назначением больного в одну из испытуемых 
групп исследователь подбрасывает монетку, и если выпадает орел – то больной приписыва-
ется к группе А, а если решка – то к группе Б. Метод удовлетворительно работает при боль-
ших размерах групп, но на его эффективность могут оказывать влияние случайные факторы - 
в частности, результат зависит от силы и направления броска, а также от степени симмет-
ричности монеты и ее сбалансированности по весу, т.к. при наличии эксцентриситета центра 
масс вероятность выпадения одной из сторон при равной силы бросках будет значимо выше, 
чем другой, что будет являться систематически действующим фактором. 
2) Бросание игральной кости. Позволяет рандомизировать больных в четное число 
групп (до шести). При этом определенные выпадающие номера соотносятся с распределени-
ем испытуемых в определенную группу (например, четные номера – распределение в группу 
А, нечетные номера – в группу Б; или номера 1-2 – группа А, 3-4 – группа Б, 5-6 – группа В). 
Недостатки данного метода такие же, как и у предыдущего – он обеспечивает приблизитель-
но равную численность групп только при их больших размерах, кроме того, возможны си-
стематические ошибки распределения выпадающих номеров в зависимости от силы и 
направления бросков, а также балансировки кости (это хорошо знают шулеры). 
В настоящее время методы 1 и 2 имеют лишь историческое значение либо применяют-
ся в странах с ограниченными ресурсами. 
3) Использование таблицы или последовательности случайных номеров (например, таб-
лицы В13 по Altman или последовательности псевдослучайных чисел, генерируемых про-
граммой STATA). Принцип метода такой же, как у вышеперечисленных – определенный пул 
номеров соотносится с распределением больных в определенную группу. При этом новые но-
мера в таблице считываются в определенной исследователями очередности (скажем, слева 
направо сверху вниз), один за другим, и сравниваются с заранее заданными интервалами, за-
крепленными за определенными испытуемыми группами; использованные номера зачеркива-
ются. Если используется не таблица, а генератор псевдослучайных чисел (ГПСЧ), то новые 
числа выдаются им последовательно, одно за другим, после чего алгоритм действий такой же 
(например, если ГПСЧ выдает случайные числа из интервала 0…1, то выпадение числа в ин-
тервале 0…0,5 может соответствовать распределению в группу А, а в интервале 0,51…1 – в 
группу Б, ГПСЧ же запускается при включении в исследование каждого нового больного). Все 
ГПСЧ продуцируют не случайные, а т.н. псевдослучайные числа, т.к. каждое последующее 
число отчасти определяется предыдущим. Важнейшей характеристикой ГПСЧ является его 
«период» – количество итераций, по прошествии которого генератор «зацикливается», т.е. 
начинает вновь выдавать ранее сгенерированную числовую последовательность. Период раз-
ных ГПСЧ различен и составляет от 232 для генератора, встроенного в MS Excel, до 219937–1 для 
алгоритма «вихрь Мерсенна» (Mersenne twister) [35]. Ранние ГПСЧ грешили коротким перио-
дом (рекорд здесь принадлежит, вероятно, генератору, реализованному на ДВК Basic, который 
зацикливался через 8192 итерации); естественно, короткий период повторения числовой по-
следовательности является систематически действующим фактором, влекущим за собой 
ухудшение качества рандомизации. Тем не менее, в настоящее время практически все совре-
менные ГПСЧ удовлетворяют требованиям биомедицинских исследований. К числу надежных 
ГПСЧ относятся, помимо «вихря Мерсенна», AES_OFB, TWOFISH_OFB, Blum-Blum-Shub. 
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4) Алфавитный метод. Если фамилия (или имя) больного начинается на букву в интер-
вале А-М, он попадает в группу А, а если в интервале Н-Я – то в группу Б; число групп и 
размеры интервалов могут варьироваться. Ненадежный способ рандомизации, поскольку в 
обществе могут существенно преобладать всего несколько десятков фамилий – «Иванов, 
Петров, Сидоров» (на самом деле самые распространенные фамилии в России на текущий 
момент в порядке убывания – Смирнов (1,86% населения), Иванов (1,33%), Кузнецов (1,0%), 
Соколов (0,86%), Попов (0,80%). Для имен это еще более справедливо – существенное пре-
обладание всего нескольких имен на протяжении нескольких лет как дань своеобразной моде 
известно всем. Соответственно, избавиться от систематической ошибки при формировании 
групп в принципе невозможно, т.к. процесс присвоения имен испытуемым (и наследования 
фамилий) не находится во власти исследователей и, соответственно, не является случайным. 
5) Рандомизация по номеру телефона / социальной страховки. Является вариантом ран-
домизации по таблице случайных номеров (см. выше), с поправкой на то, что номера теле-
фонов либо страховых свидетельств могут быть неслучайными (например, в некий стацио-
нар обращаются в основном жители примыкающих микрорайонов, вследствие чего их номе-
ра телефонов принадлежат всего 1-2 пулам и начинаются на одинаковые цифры). Соответ-
ственно, пользоваться данным способом рандомизации не рекомендуется, поскольку будет 
трудно избавиться от систематической ошибки в формировании сравниваемых групп. 
6) Последовательная рандомизация. При этом больные, поступившие в течение часа 
(вариант – до обеда), определяются в группу А, а поступившие в течение следующего часа 
(соответственно, после обеда) – в группу Б и т.п. Проблема данного метода состоит в том, 
что время поступления больных может быть неслучайным (ночью и в ранние утренние часы 
экстренно поступают тяжелые больные, в частности, дети ранних возрастов, с утра до обеда 
госпитализируются пенсионеры и школьники, после обеда и до позднего вечера – работаю-
щие люди и т.д.). Вследствие этого возможны систематические ошибки при формировании 
исследуемых групп – в группу, набранную до обеда, попадут преимущественно дети и пожи-
лые люди, а после обеда – рабочие и служащие средних лет. Данный метод также не реко-
мендуется к практическому применению. 
Все вышеперечисленные методы распределения больных в группы, строго говоря, яв-
ляются «почти случайными», поскольку несвободны от систематических ошибок. Разница 
между методами состоит в том, что в некоторых из них влияние систематических ошибок 
может быть сведено к пренебрежимо малому (например, в методе с применением таблиц или 
последовательностей случайных номеров – при использовании качественного ГПСЧ с 
надежным алгоритмом и значительной длиной псевдослучайной последовательности). В 
остальных случаях систематические ошибки являются неотъемлемой, неконтролируемой и 
неустранимой чертой описанных методик (неидеальная балансировка монет и игральных 
костей, неконтролируемо разные сила и направление бросков, преобладание в популяции не-
которых имен и фамилий и т.д.), что препятствует их практическому использованию, не-
смотря на простоту, доступность для понимания (хорошее знание математики среди врачей и 
биологов – редкость) и дешевизну. 
Полная (простая) рандомизация – единственная схема, полностью свободная от ограни-
чений, т.о., распределение больных по группам при этом полностью свободно от систематиче-
ских ошибок. Данный тип рандомизации по умолчанию предполагает, что каждый больной, 
включенный в исследование, имеет 50% вероятность оказаться в группе А и одновременно - 
50% вероятность быть распределенным в группу Б, независимо от каких-либо ранее имевших 
место дисбалансов в распределении схем лечения. Таким образом, важным свойством полной 
рандомизации является минимизация предопределенности в процессе распределения по груп-
пам. Тем не менее, при наличии ограничений на количество пациентов в группах может иметь 
место существенный дисбаланс по этому показателю. Например, если необходимо набрать 2 
группы по 5 больных в каждой, существует возможность, что в группу А попадет от 0 до 10 
человек. Для рассматриваемой группы в 10 человек вероятность оптимального баланса (по 5 
человек в каждой из групп) составляет 24,61%. Таким образом, безо всяких дополнительных 
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манипуляций вероятность возникновения дисбаланса составляет 75%. Соответственно, наибо-
лее существенная проблема полной рандомизации – ненулевая вероятность дисбаланса состава 
формируемых групп (высокая вероятность малого дисбаланса и малая вероятность значитель-
ного дисбаланса, соответственно). Если принять за «значительный дисбаланс» разницу в чис-
ленности формируемых групп в 20% и более, то его вероятность составит 2,16% для выше-
упомянутой группы в 10 человек. Дисбаланс количественного состава групп влечет за собой 
снижение статистической мощности исследования. Ввиду этого, полная рандомизация реко-
мендуется для исследований, включающих не менее (лучше – более) 200 больных [32]. 
Существует вариант полной рандомизации, называемый «асимметричная монета» (bi-
ased coin), который специально предназначен для ликвидации количественного дисбаланса в 
формируемых группах непосредственно в процессе рандомизации. В случае, если дисбаланс 
состава групп выходит за некоторые неприемлемые для исследователей пределы, вводится 
поправочный коэффициент, повышающий (или понижающий) шансы больного оказаться в 
той или иной группе испытуемых. Наиболее показательно применение данного метода при 
использовании рандомизации с помощью последовательности случайных чисел. Предполо-
жим, что рандомизация производится в группы А и В; генератор случайных чисел выдает 
целые числа в диапазоне от 1 до 10, и если выпавшее число меньше или равно 5, больной по-
падает в группу А, иначе – в группу В. Предположим, что на каком-либо этапе рандомизации 
в группе А оказалось 7 человек, а в группе В – только 3. В таком случае вводится поправоч-
ный коэффициент 1,5, на который умножается выпадающее случайное число; в результате 
шансы больного попасть в группу А уменьшаются на 20%, и в процессе дальнейшей рандо-
мизации количественный состав формируемых групп постепенно выравнивается. Образно 
говоря, мы начинаем подбрасывать асимметричную монету вместо «идеальной». При этом 
распределение участников исследования по группам остается в целом случайным, метод 
прост в исполнении, но малопригоден для работы с небольшими группами. 
Как упоминалось выше, особенность полной рандомизации – минимизация системати-
ческих ошибок отбора благодаря равной вероятности назначения любой из тестируемых 
схем лечения при их последовательном переборе. Соответственно, ни больные, ни медицин-
ский персонал и исследователи никоим образом не могут предугадать группу, в которой 
окажется тот или иной больной, что, в свою очередь, снижает детерминизм распределения. 
Тем не менее, вышеуказанный дисбаланс количественного состава групп не может за-
маскировать признаки эффективности сравниваемых терапевтических схем. Это может про-
изойти при межгрупповом дисбалансе ковариат – существенных признаков, независимо (от 
проводимого вмешательства) влияющих на исход эксперимента. Естественно, цель боль-
шинства схем рандомизации – не только выровнять группы количественно, но и минимизи-
ровать указанный дисбаланс ковариат. К сожалению, полная рандомизация не позволяет до-
биться этого. Более того, сопутствующее проведение стратификации в данном случае бес-
смысленно, поскольку вероятность дисбаланса ковариат при полной рандомизации после 
стратификации равна таковой без стратификации [32]. При всем том, очень хорошего балан-
са ковариат можно добиться при использовании стратификации вместе с простой рандо-
мизацией (см. выше), что на практике означает разбиение общей группы испытуемых на под-
группы по наличию / отсутствию / выраженности тех либо иных ковариат (страт) с последу-
ющим проведением простой рандомизации в полученных однородных подгруппах, с услови-
ем (назовем его ограничением), что общее количество больных внутри каждой подгруппы, 
получающих любую из сравниваемых схем лечения, должно быть одинаковым. 
 
Стратификация – процесс разделения лиц, включаемых в РКИ, на подгруппы по при-
знаку наличия либо отсутствия каких-либо факторов, могущих независимо от проводимого 
вмешательства повлиять на исход исследования (рост, вес, возраст, пол, сопутствующие за-
болевания и т.п.), после чего внутри полученных однородных подгрупп проводится рандо-
мизация. Например, известно, что при лечении наркомании пол больного влияет на исход 
независимо от проводимой терапии; в этом случае пол может быть использован как фактор 
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для стратификации. При этом группа мужчин отделяется от группы женщин, после чего 
внутри каждой группы проводится рандомизация в подгруппы, получающие различные ре-
жимы терапии; в дальнейшем сравнение эффективности указанных режимов производится 
независимо в обоих группах. При таком подходе удается надежно (благодаря рандомизации) 
оценить эффективность различных схем лечения наркомании для каждого пола в отдельно-
сти [23]. Таким образом, можно считать, что стратификация способствует уменьшению слу-
чайных ошибок (accidental bias) при формировании групп. Под «случайными ошибками» по-
нимают систематические ошибки, обусловленные неравномерным распределением в сравни-
ваемых группах известных либо неизвестных факторов, независимо влияющих на исход пла-
нируемого испытания. Строго говоря, стратификация используется для достижения сбалан-
сированного распределения ковариаций в сравниваемых группах. Соответственно, все раз-
личия в наблюдаемых исходах становится возможным объяснить только различием вмеша-
тельств, имевших место в сравниваемых группах. Еще одно преимущество стратификации - 
возрастание мощности (power) статистических исследований. Мощность, напомним, опреде-
ляется как минимальный уровень истинной разницы между группами, который можно вы-
явить в данном исследовании с учетом особенностей его дизайна. Так, при наличии в иссле-
довании 100 человек его мощность при условии стратифицированной рандомизации выросла 
почти на 12%. Снижается также вероятность ошибок I и II типов при выполнении статисти-
ческой обработки результатов [23]. Тем не менее, стратификацию желательно проводить по 
минимальному количеству факторов, действительно существенно влияющих на исходы - при 
этом сам процесс стратификации упрощается; кроме того, чрезмерная стратификация приво-
дит к дисбалансу в распределении схем вмешательств, поскольку большое количество фак-
торов стратификации (страт) приводит к малому размеру результирующих подгрупп. Пока 
количество страт достаточно мало, у стратификации нет недостатков. 
 
Перестановка блоков (permuted blocks) – пример исходно ограниченной схемы рандо-
мизации. Данный метод предотвращает дисбаланс количественного состава групп посред-
ством введения ограничительного условия – полного равенства размера образующихся при 
рандомизации групп сравнения. Простая рандомизация, упомянутая выше, тоже имеет по-
добное ограничение; тем не менее, размер формируемых данным способом групп может ока-
заться неодинаковым вплоть до момента набора нужного количества больных в каждую из 
них. Принцип метода перестановки блоков состоит в следующем: из всех вариантов распре-
деления больных по группам, повторенных требуемое количество раз, формируется т.н. 
блок. Размер блока произволен, но общее количество вариантов в блоке должно быть кратно 
количеству сравниваемых вмешательств. Например, если требуется быстро распределить 
больных по группам А и В так, чтобы размер обеих групп все время оставался одинаковым, 
можно распределять в обе группы по 2 больных на каждом этапе рандомизации; при этом 
размер блока будет равен 4. Существует 6 вариантов взаимного расположения «А» и «В» в 
таком блоке: AABB, ABAB, ABBA, BBAA, BABA, BAAB. В процессе распределения боль-
ных по группам один из таких блоков выбирается случайным образом (например, компьюте-
ром, либо экспериментатор, непосредственно осуществляющий рандомизацию, выбирает не-
подписанный конверт из тщательно перетасованной пачки таких же, вскрывает его и достает 
оттуда карточку – схему блока рандомизации). Понятно, что в данном случае проходят про-
цедуру рандомизации одновременно 4 человека, причем в каждую из формируемых групп 
попадут 2 из них. При размере блока 2 и наличии двух альтернативных вмешательств А и В 
рандомизация перестановкой блоков, по сути, сводится к простой, или полной рандомизации 
(см. выше). Размер блока может быть и более четырех – 6, 8, 10 и т.п., в соответствии с по-
требностями исследователей; при этом он должен оставаться кратным количеству сравнива-
емых вмешательств (в данном случае 2 – А и В). Существует разновидность данного метода, 
когда внутри каждого блока производится независимая рандомизация вариантов распреде-
ления больных в группы в желаемой пропорции, например, 1 : 2 или 1 : 3. Существует также 
вариант метода, называемый «перестановка случайных блоков» – в этом случае случайным 
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образом меняется размер самих блоков (в рамках решаемой задачи, оставаясь кратным числу 
сравниваемых вмешательств), причем размер каждого последующего блока остается неизве-
стен исследователям. 
Рандомизация участников исследования последовательными блоками – пример дизай-
на, сохраняющего баланс сравниваемых групп на протяжении всего исследования. Тем не 
менее, обеспечивается только баланс количественного состава групп, но не важных характе-
ристик больных. Кроме того, данный дизайн может вносить элемент предопределенности в 
формирование групп при несоблюдении условия сокрытия рандомизации из-за наличия пе-
риодически повторяющихся элементов в конце каждого блока. Например, представим себе 
клиническое испытание, где производится рандомизация в 3 группы блоками по 6 больных. 
В этом случае, если первые 5 номеров в блоке имеют последовательность 2, 3, 1, 1, 2, то ше-
стым с неизбежностью окажется номер 3, что делает распределение предсказуемым. Данный 
недостаток (разновидность selection bias) отчасти преодолевается использованием случайно-
го размера собственно блоков (именно такая разновидность данного метода и называется 
permuted blocks design – дизайн с перестановкой блоков). В конечном итоге, рандомизация 
блоками не предоставляет возможностей для достижения баланса существенных признаков 
(ковариат – см. выше) в формируемых группах. С указанной целью можно использовать 
стратифицированную рандомизацию блоками, когда данная схема применяется после стра-
тификации, последовательно в каждой страте (см. «стратификация»). При этом количество 
страт должно быть ограничено, поскольку дизайн с перестановкой блоков рассчитан на мак-
симальный размер отдельного блока, кратный суммарному количеству уровней стратифици-
рующих факторов-ковариат (т.е. страт). При этом чем больше размер отдельных блоков, тем 
выше вероятность возникновения дисбаланса формируемых групп (особенно при их не-
большом и не кратном величине блока размере). В итоге, стратифицированная рандомизация 
перестановкой блоков может создать приблизительный баланс распределения схем вмеша-
тельств в каждой из страт; тем не менее, исследование в целом может характеризоваться 
определенным дисбалансом состава групп в случае, если количество страт велико либо раз-
мер блоков значителен по сравнению с числом больных, включенных в испытание [22]. Кро-
ме того, данная модификация неудобна при работе с малыми группами. 
Главное преимущество титульного дизайна – простота применения, что не относится к 
стратифицированной рандомизации перестановкой блоков, которая может быть осуществле-
на без ошибок только при наличии соответствующего программного обеспечения. Тем не 
менее, после определения стратифицирующих факторов, размера блока и количества форми-
руемых групп схема распределения может быть полностью расписана до начала клинических 
испытаний, после чего она остается статической в продолжение всего исследования. Пра-
вильный анализ результатов исследования должен учитывать все использованные стратифи-
цирующие факторы и размер блока. 
 
Модель избирательной урны (urn model) – одна из наиболее сложных схем рандомиза-
ции; тем не менее, при правильном применении она обеспечивает лучший баланс численного 
состава групп, чем полная рандомизация (особенно при работе с малыми группами), и в то 
же время не страдает излишней предсказуемостью, как метод перестановки блоков. Модель 
избирательной урны удобна также для тех случаев, когда размер формируемых групп на мо-
мент начала исследования еще не определен. 
Принцип модели избирательной урны состоит в следующем: исследователи использу-
ют непрозрачную емкость («урну»), реальную или ее компьютерную модель. В урне имеют-
ся шары различных цветов, каждый цвет соответствует одной из формируемых групп. Ис-
ходное количество шаров разного цвета в урне всегда одинаково (в том числе оно может 
быть равным нулю). В наиболее простой ситуации мы формируем две группы. В этом случае 
у нас в урне имеются шары двух цветов – например, красного и синего. Если исследователь 
вытаскивает из урны красный шар – больной определяется в группу А, если синий – в группу 
В. Метод работает следующим образом: если из урны извлечен шар красного цвета, то боль-
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ной направляется в группу А, красный шар возвращается обратно в урну, после чего в урну 
добавляются один или несколько (всегда одинаковое, заранее оговоренное количество) ша-
ров синего цвета. Принцип метода состоит в том, что после выбора больного в одну из групп 
шансы следующего больного попасть в другую группу искусственно несколько повышаются 
(степень повышения зависит от количества добавленных шаров соответствующего цвета), 
что и обеспечивает в конечном итоге существенно бóльшую вероятность баланса количе-
ственного состава формируемых групп, чем в случае простой (полной) рандомизации. В слу-
чае, если формируется более двух групп, принцип не меняется – извлеченный шар опреде-
ленного цвета возвращается назад, после чего в урну вносится определенное одинаковое ко-
личество шаров всех остальных цветов. По сути, модель избирательной урны – усложненная 
разновидность упоминавшегося ранее дизайна «асимметричная монета» (biased coin). 
Общее количество шаров каждого цвета, находящихся в урне на момент начала ран-
домизации, принято обозначать как α, а количество шаров другого цвета (цветов), добавляе-
мое после каждой итерации рандомизации – как β. Один из наиболее простых вариантов реа-
лизации модели избирательной урны, когда α=1 и β=1, приведен на рисунке 13. 
 
 
Рис. 13. Иллюстрация принципа работы модели избирательной урны (по [50]). 
 
В случае, когда α=0, β>0, т.е. исходно урна шаров не содержит, первый больной распре-
деляется в какую-либо из групп по результату настоящего или смоделированного броска «иде-
альной», т.е. симметричной, монеты. После этого в урну добавляется заданное количество ша-
ров другого цвета (цветов), и процесс рандомизации продолжается как описано выше. 
Согласно модели Фридмана (Friedman, 1949), вероятность, с которой больной попадает 
в группу А, вычисляется по формуле: 
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где: α, β≥0, причем либо α, либо β обязательно больше 0; 
  φ(Dn, n) – собственно, вероятность распределения в группу А; 
  n – предполагаемое количество больных в обоих формируемых группах; 
  Dn – величина дисбаланса между формируемыми группами (человек), причем 
  Dn=n(A) − n(B); 
  α – общее количество шаров каждого цвета, находящихся в урне на момент 
  начала рандомизации; 
  β – количество шаров другого цвета (цветов), добавляемое после каждого шага 
  рандомизации. 
 
Вероятность, с которой больной попадет в группу В, вычисляется как 1 − φ(Dn, n). 
Принято считать, что при проведении простой (полной) рандомизации и достаточно 
большой величине n обе вероятности стремятся к 0,5. 
В случае модели избирательной урны φ(Dn, n) монотонно снижается с возрастанием 
дисбаланса Dn при фиксированном n и стремится к 0,5 с возрастанием n при фиксированном 
Dn (см. рис. 14, 15). 
 
 
Рис. 14. График вероятности попадания произвольного больного в группу А. 
α = 10, β = 5, n = 30. 
 
 
Рис. 15. График вероятности попадания произвольного больного в группу А. 
α = 10, β = 5, n = 3000. 
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Для случая, когда α=0, β>0, величина φ(Dn, n) не зависит от величины β, а схема рандо-
мизации может быть сведена к классической перестановке блоков (см. выше), когда имеется 
только один блок с размером, увеличивающимся на одну и ту же величину при каждом шаге 
рандомизации. Такой вариант метода обеспечивает хороший количественный баланс форми-
руемых групп, особенно при небольших n (рис. 16). В этой связи вариант метода (α=0, β>0) 
предпочтительнее при рандомизации больных в небольшие группы. 
 
 
Рис. 16. График вероятности попадания произвольного больного в группу А. 
α = 0, β = 5, n = 15. 
 
В случае, когда α>0, β=0, модель избирательной урны сводится к схеме простой (пол-
ной) рандомизации, и φ(Dn, n)=0,5 независимо от величины Dn (см. рис. 12). Та же ситуация 
наблюдается при β>0, если n стремится к бесконечности (см. рис. 17). 
 
 
Рис. 17. График вероятности попадания произвольного больного в группу А. 
α = 100, β = 0, n = 50. 
 
Из вышеприведенных рисунков видно, что для модели избирательной урны (при β>0) 
характерно существенное снижение вероятности распределения больного в группу А, если в 
этой группе больше больных, чем в группе В, причем эта вероятность тем меньше, чем 
больше величина дисбаланса. В то же время, в случае простого (полного) распределения 
φ(Dn, n) всегда равна 0,5 независимо от текущей величины дисбаланса групп, поскольку ре-
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зультат последующего «броска симметричной монеты» совершенно не зависит от результата 
предыдущего броска, что является одной из аксиом теории вероятности. 
Вероятность появления количественного дисбаланса в формируемых группах при ис-
пользовании модели избирательной урны описывается формулой: 
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где: P (|nA−nB|) – вероятность количественного дисбаланса формируемых групп; 
  Φ – стандартная функция нормального распределения; 
  d – величина дисбаланса групп А и В (человек); 
  n – предполагаемое количество больных в обоих формируемых группах; 
  α – общее количество шаров каждого цвета, находящихся в урне на момент 
   начала рандомизации; 
  β – количество шаров другого цвета (цветов), добавляемое после каждого шага 
   рандомизации. 
 
Используя представленную формулу, легко рассчитать, что вариант дизайна (α=0, β>0) 
выгодно использовать для рандомизации больных в небольшие группы, поскольку он обеспе-
чивает лучший количественный баланс малых групп, чем полная рандомизация, и в то же вре-
мя бóльшую случайность распределения больных по группам, чем метод перестановки блоков 
(причем качество рандомизации не зависит от соотношения численности группы и размера 
блока). При этом с увеличением n вероятность дисбаланса становится еще ниже, чем в случае 
простой (полной) рандомизации (см. рис. 18); при (α>0, β>0) вероятность появления дисбалан-
са в больших группах уменьшается еще значительнее. 
 
 
 
Рис. 18. Сравнение эффективности модели избирательной урны и простой (полной) 
рандомизации для распределения больных в большие и малые группы [21]. 
 
Практические эксперименты показали, что при α=1 увеличение β с 1 до 5 приводило к 
повышению баланса групп, при β>5 существенного улучшения баланса не наблюдалось. При 
больших величинах α (вплоть до 500) улучшение балансировки групп наблюдалось при воз-
растании β до 12-13, при дальнейшем повышении β разница дисбалансов всякий раз оказы-
валась незначимой [50]. 
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Кратко резюмируя особенности обсуждаемого дизайна, следует отметить, что: 
• При α=0, β>0 вероятность дисбаланса не зависит от величины β; 
• При β÷α → 0 модель избирательной урны не отличается от схемы простой (полной) ран-
домизации; 
• При α>0, β÷α >1 и средних по размеру группах дальнейшее увеличение β не приводит к 
заметному снижению вероятности дисбаланса; 
• При β÷α → ∞ (включая вариант, когда α=0) метод урны хорошо сохраняет баланс между 
малыми группами. 
 
У рассматриваемого метода имеются и некоторые недостатки: 
1. Техника выполнения данного варианта рандомизации сложна, сравнительно трудна 
для понимания, требует наличия в исследовательской группе статистика; кроме того, ход 
рандомизации невозможно спланировать до начала исследования – это по условию динами-
ческий процесс (правда, это удобно, если на момент начала исследования конечный размер 
сравниваемых групп еще неизвестен); 
2. Не всегда удается создать баланс ковариат в группах (как и в случае рандомизации 
перестановкой блоков); соответственно, может потребоваться предварительная стратифика-
ция по существенным для результатов исследования признакам с последующей изолирован-
ной рандомизацией в пределах каждого из уровней стратифицирующего фактора. 
 
Адаптивные (приспособительные) модели рандомизации включают в себя ковариатив-
ные адаптивные (covariative adaptive) и реактивные адаптивные (response adaptive) модели. 
 
Ковариативная адаптивная рандомизация используется в случае, если количество 
формируемых групп сравнимо с количеством участников исследования, набираемых в груп-
пы (т.е. размер формируемых групп мал). При этом статические схемы рандомизации, опи-
санные выше, в принципе могут обеспечить количественный баланс формируемых групп 
(например, рандомизация методом переставленных блоков (permutted blocks) либо методом 
избирательной урны – urn model), но неспособны гарантировать баланс важных для экспери-
мента характеристик больных (ковариат) в каждой из групп, что приведет к невозможности 
корректного сравнения полученных в исследовании результатов. Так, например, если мы 
формируем две группы сравнения по 30 человек в каждой, при условии, что изучаемый нами 
признак имеется у 30% населения, дисбаланс данного признака на этапе формирования 
групп при использовании простой (полной) рандомизации составит более 10% с вероятно-
стью 0,45. Для коррекции данного явления обычно применяется стратификация по всем су-
щественным ковариатам с последующей блоковой рандомизацией внутри полученных страт, 
но увеличение количества ковариат неизбежно приведет к уменьшению числа полных бло-
ков в пределах одной страты (см. выше), что нивелирует эффект от подобного рода манипу-
ляций. В настоящее время не рекомендуется использовать стратификацию более чем по 3-4 
существенным признакам [26]. Соответственно, принцип ковариативной адаптивной рандо-
мизации заключается в том, что каждый новый субъект, включаемый в исследование, рас-
пределяется в одну из формируемых групп с учетом баланса важных для исследования при-
знаков больных, сложившихся в группах на момент его включения. При этом соотношение 
важных ковариат постоянно мониторируется; дисбаланс по каждой из ковариат выявляется 
попарным сравнением групп методом χ2 (хи квадрат) Пирсона. Новый субъект распределяет-
ся в ту из групп, в которой значение контролируемых ковариат (с учетом вклада включаемо-
го субъекта) даст наименьшее максимальное отклонение от исходно запланированных вели-
чин соотношений данных ковариат. 
Ковариативная адаптивная рандомизация имеет ряд разновидностей: 
1. Метод минимизации. Классический метод минимизации предполагает построение 
функций индивидуального баланса для каждого из учитываемых существенных факторов и 
функции общего баланса для всего исследования, причем переменными этих функций явля-
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ются, в числе прочих, значения вероятности (р) назначения больному той или иной терапев-
тической схемы. При этом каждый новый больной, включаемый в исследование, оценивается 
на предмет уровней мониторируемых ковариат, данные уровни подставляются в вышеопи-
санные формулы, и больной распределяется в ту из формируемых групп, где величина рас-
считанного по соответствующей формуле дисбаланса ковариат окажется минимальной, а ве-
роятность р – соответственно, максимальной [43]. Данный способ позволяет сбалансировать 
формируемые группы по 10-20 существенным факторам (ковариатам), что абсолютно недо-
стижимо при использовании стратификации. 
К недостаткам метода относятся: 
• Предопределенность (детерминированность) получаемых результатов: в каждый мо-
мент времени можно предсказать, в какую из групп будет распределен конкретный па-
циент. Существуют сложные математические способы, отчасти устраняющие данную 
проблему (например, с использованием множителей Лагранжа [30]). 
• Данный метод рандомизации сложен на этапе подготовки к проведению исследования 
и требует наличия в исследовательском штате квалифицированных математиков и ста-
тистиков. Существует ряд коммерческих программ и плагинов (в основном к извест-
ным программам статистического анализа данных – SPSS, SAS), позволяющих облег-
чить либо опустить данный этап подготовки. 
• Перечень рандомизации невозможно сгенерировать заранее, перед началом исследова-
ния. Это – общий недостаток динамических моделей рандомизации: каждая последую-
щая итерация распределения участников по группам зависит от всех предыдущих; со-
ответственно, при каждом новом эпизоде рандомизации приходится вновь запускать 
алгоритм минимизации. 
• При неправильной оценке уровней мониторируемых ковариат у включаемого в иссле-
дование больного он будет распределен в неверную группу; при этом общий баланс ко-
вариат в формируемых группах нарушится, причем неявно для исследователей. 
• В процессе исследования больные могут по разным причинам выйти из него, покинув 
свои группы, что явным образом приведет к нарушению достигнутого баланса ковариат. 
• Алгоритм минимизации может быть реализован с ошибками на программном уровне; 
описан случай дефектного распределения более чем 1000 женщин в сравниваемые 
группы до выявления ошибки в алгоритме [14]. Данная проблема отчасти преодолева-
ется неоднократным тестовым запуском рабочего алгоритма до начала исследования с 
вдумчивым анализом получаемых результатов. 
 
2. Метод максимальной энтропии. Принцип «максимальной энтропии» постулирует, 
что распределение вероятностей, наиболее соответствующее имеющейся информации (ис-
ходно предполагается, что данной информации недостаточно для полной оценки вероятно-
сти ожидаемого события) – это распределение, обладающее максимальной энтропией [17]. 
Предполагается также, что информация объективна и поддается проверке, а вероятности – 
взаимоисключающие (как, например, вероятность включения в группы сравнения – войдя в 
какую-либо из групп, больной уже не может быть приписан ни к одной из оставшихся). Ал-
горитм адаптивной рандомизации, основанный на данном принципе, предполагает написа-
ние формулы оценки энтропии исследуемых групп, исходя из совокупности значений мони-
торируемых факторов (ковариат); количество учитываемых факторов не ограничивается. 
При каждом новом запуске алгоритма (т.е. при включении в исследование каждого нового 
участника) производится оценка параметров, интересующих исследователей; полученные 
значения подставляются в формулу определения энтропии, последовательно для каждой из 
формируемых групп, с учетом сложившегося в них на момент данного эпизода рандомиза-
ции соотношения ковариат; больной будет причислен к той из групп, где подсчитанная вели-
чина энтропии окажется максимальной (т.е. где параметры включаемого больного окажут 
наименьшее влияние на сложившийся баланс ковариат). Данный метод рандомизации имеет 
те же достоинства и недостатки, что и вышеописанный метод минимизации. 
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3. Метод минимального правдоподобия. Упомянутая ранее рандомизация по методу 
минимального правдоподобия (minimal likelihood) используется крайне редко. 
 
Реактивная адаптивная (response adaptive) рандомизация предполагает целенаправ-
ленное изменение правил распределения новых участников исследования по группам срав-
нения в зависимости от особенностей реакции уже вовлеченных в исследование лиц на изу-
чаемые воздействия. Данная разновидность рандомизации предпочтительна с этической точ-
ки зрения в тех клинических испытаниях, где производится сравнение методов диагностики 
и, особенно, лечения серьезных жизнеугрожающих заболеваний и состояний, причем один из 
методов может оказаться существенно более эффективным, чем сравниваемые с ним. В этом 
случае становится неэтичным подвергать опасности жизнь и здоровье остальных участников 
исследования, и схема рандомизации новых участников, последовательно включаемых в 
клиническое испытание, должна предусматривать искусственное повышение вероятности их 
попадания в группу больных, получающих наиболее эффективное лечение из сравниваемых; 
при этом приходится считаться с тем, что на момент начала испытания даже приблизитель-
ное соотношение эффективности сравниваемых схем лечения еще неизвестно. Такая схема 
рандомизации получила название «игра на лидера» («play the winner»). Наиболее простая ее 
разновидность, описанная Zelen (1969 г.) [36], предусматривала рандомизацию в 2 группы, 
причем имелось 2 взаимоисключающих исхода лечения – «успех» и «неудача». Распределе-
ние каждого нового участника исследования (n) в одну из двух групп определялось результа-
том исследуемого вмешательства у предыдущего (n–1) участника: если оно было успешным, 
то участник n распределялся в ту же группу, что и n–1, а если безуспешным – то в другую 
группу. Такая схема рандомизации получила название «все или ничего» («all-or-none»). В 
настоящее время известен ряд модификаций данного подхода, допускающих сравнение 3-х и 
более схем лечения, а также учитывающих отдаленные эффекты лечения (не всегда в клини-
ческой практике успех или неудача терапии очевидны сразу после прохождения курса лече-
ния; кроме того, учитываемый исход (endpoint) может не успеть развиться за время непо-
средственного наблюдения за субъектом «n–1»). Несмотря на очевидный детерминизм, «игра 
на лидера» остается стохастическим процессом, так как определяется успехом либо неудачей 
исследуемых вмешательств в каждом из случаев. 
Наиболее традиционный подход к реализации «игры в победителя» - модифицирован-
ная модель избирательной урны Фридмана, подробно описанная ранее. Принцип подхода 
заключается в том, что, если из урны извлекается шар А, то больной приписывается к груп-
пе, получающей схему лечения А, а шар возвращается обратно в урну. Если лечение было 
эффективно, и зарегистрирован его «успех», в урну дополнительно подкладывается рассчи-
танное (не обязательно целое) количество шаров А, что в итоге повышает шанс каждого сле-
дующего больного, включаемого в клиническое испытание, попасть при рандомизации в 
группу А. Если же лечение А оказывается неэффективным (т.е. зарегистрирована «неудача»), 
в урну подкладывается соответствующее количество шаров других групп (В, С и т.д.), что 
понижает шансы распределения следующих больных в группу А, но повышает – во все 
остальные группы. Аналогично поступают, если из урны был извлечен шар В, С и т.д. При 
этом на момент начала процесса рандомизации оптимально наличие в урне по одному шару 
каждой группы (α=n, где n – количество формируемых групп), поскольку в этом случае вли-
яние результатов сравниваемых схем терапии на распределение по группам последовательно 
включаемых в испытание больных проявляется наиболее полно. 
Наиболее сложным элементом данного подхода является определение количества ша-
ров разного цвета, добавляемых в урну в случае успеха или неудачи сравниваемых схем те-
рапии; это количество может быть дробным и (обычно) динамически изменяется в ходе ис-
следования по мере уточнения реальной эффективности сравниваемых схем терапии. В 
наиболее простом варианте, предложенном Bai, Hu и Shen [51], в случае успеха терапевтиче-
ской схемы (н-р, А) в урну добавляется один дополнительный шар А, а также нецелочислен-
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ное количество шаров других цветов, равное 1/(n–1), где n – общее количество формируемых 
групп. Ясно, что подобная схема далека от идеала, поскольку не учитывает кумулятивную 
эффективность соответствующей схемы терапии, что признают и сами авторы. 
Более совершенные алгоритмы, наподобие предложенных Lecoutre и Elqasyr [12], отли-
чаются значительной сложностью математических построений, выходящих за рамки настоя-
щего руководства, но и качество рандомизации, проводимой при помощи подобных моделей, 
существенно выше. Так, при условии наличия двух сравниваемых методов лечения, вероят-
ность успеха при использовании которых в реальности составляет 60% и 80%, и 50 больных, 
вышеупомянутый алгоритм Lecoutre и Elqasyr позволяет достичь распределения 64,9-66,1% 
участников исследования в группу с более эффективным терапевтическим воздействием; при 
этом асимптотическая («идеальная») пропорция данных лиц составляет 66,7%. 
Существует также относительно удачная реализация указанного алгоритма, основанная 
на теореме Байеса (Bayesian adaptive randomization) [13]. 
К недостаткам описанного способа рандомизации, кроме приведенных выше (см. опи-
сание метода минимизации), относится также и некоторые неотъемлемые его черты, как-то: 
• Преимущественная ориентация на методы лечения, дающие немедленный положитель-
ный либо отрицательный исход (т.е. к моменту окончания курса терапии), т.к. учет от-
даленных результатов лечения сложен даже при использовании продвинутых алгорит-
мов рандомизации. 
• Значительная продолжительность процесса рандомизации, т.к. каждый последующий 
участник испытания может быть распределен в какую-либо из сравниваемых групп 
только после формирования определенного исхода вмешательства у предыдущего 
участника; этот факт также затрудняет регистрацию отдаленных результатов терапии. 
 
В целом следует отметить, что адекватное использование адаптивных моделей рандо-
мизации, равно как и модели избирательной урны, требует наличия в исследовательской 
группе квалифицированного математика со знанием прикладной медицинской статистики, а 
также подготовленного программиста с опытом работы с большими массивами данных. 
 
Важным элементом рандомизации является сокрытие ее результатов, или т.н. «ослеп-
ление» (blinding). Как упоминалось выше, РКИ признается «золотым стандартом» доказа-
тельной медицины именно потому, что включает в себя этап рандомизации, который макси-
мально устраняет систематические ошибки при формировании сравниваемых групп. Указан-
ные ошибки заключаются прежде всего в дисбалансе количественного и качественного со-
става сравниваемых групп, а также дисбалансе ковариат (т.е. важных характеристик участ-
ников исследования, существенных для анализа и понимания полученных результатов). 
Главную роль в возникновении указанного дисбаланса играют персональные пристрастия 
врачей-экспериментаторов (которые по каким-либо причинам, нередко – совершенно субъ-
ективным, питают те или иные личные симпатии или антипатии к определенным медикамен-
тозным препаратам) и вкусы больных, предпочитающих тот или иной метод лечения друго-
му, нередко на основании совершенно вздорных домыслов, догадок и слухов. С целью ис-
ключения личного субъективизма как участников испытания, так и экспериментаторов и 
производится сокрытие (ослепление) результатов рандомизации. 
Сокрытие результатов рандомизации включает в себя ряд практических аспектов: 
1. Сокрытие рандомизационных кодов. Осуществляется обычно в двух вариантах: 
а) участник исследования, непосредственно осуществляющий рандомизацию в группы 
при регистрации новых участников (например, врач приемного покоя стационара) получает 
из центра управления ходом РКИ немаркированные заклеенные конверты, в каждом из кото-
рых содержится один рандомизационный код, сгенерированный каким-либо из вышеописан-
ных способов. Указанный код не должен иметь ничего общего с названием препаратов или 
инструментальных вмешательств, производимых в соответствующей формируемой группе 
сравнения; в идеале указанный код должен представлять собой внешне бессмысленное бук-
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венно-цифровое сочетание. При регистрации каждого нового участника исследования экспе-
риментатор извлекает из контейнера очередной конверт, вскрывает его, читает рандомизаци-
онный код и распределяет больного в соответствующую группу. Как вариант, возможно ис-
пользование специально сгенерированной таблицы псевдослучайных чисел, которые после-
довательно используются для рандомизации участников РКИ в группы и вычеркиваются из 
таблицы после однократного использования. 
б) В случае, если рабочее место экспериментатора, осуществляющего рандомизацию, 
оснащено компьютером, связанным с сервером центра управления РКИ через Интернет или 
какого-либо еще рода сеть, возможно использование специальной клиентской программы, 
при помощи которой сотрудник мог бы при необходимости отправлять серверу соответ-
ствующий запрос; по получении указанного запроса на сервере производится запуск алго-
ритма рандомизации, и результат (сгенерированный в реальном времени рандомизационный 
код) отправляется обратно на компьютер исследователя, после чего его можно визуализиро-
вать при помощи клиентской части программы. Такого рода подход удобен при осуществле-
нии динамических схем рандомизации, где результат каждой следующей итерации зависит 
либо от совокупности характеристик больных, ранее включенных в исследование, либо от 
исхода исследуемого вмешательства у ранее включенного в испытание участника, вслед-
ствие чего рандомизационные коды нельзя подготовить заранее, до начала исследования. 
В идеале расшифровка рандомизационных кодов должна находиться в руках только ор-
ганизаторов или даже только спонсоров исследования (если речь идет об испытаниях лекар-
ственного препарата); ни больные, ни непосредственно осуществляющие рандомизацию и 
изучаемые вмешательства исследователи, ни даже статистик, производящий обработку по-
лученных результатов, не должны знать, какие именно вмешательства имели место в соот-
ветствующих сравниваемых группах. 
Раскрытие рандомизационных кодов до полного завершения РКИ и обработки его ре-
зультатов не допускается; в исключительных случаях, оговоренных в протоколе исследова-
ния, такое раскрытие (с обязательным официальным извещением организаторов и/или спон-
соров исследования) все же может иметь место; обычно это происходит в том случае, если 
предварительный (промежуточный) анализ результатов эксперимента показал явное, суще-
ственное и статистически значимое преимущество какого-либо одного из сравниваемых 
вмешательств, либо выявил высокую частоту неблагоприятных исходов, побочных эффектов 
и опасных осложнений при применении какого-либо из тестируемых методов лечения. В 
обоих случаях дальнейшее проведение исследования с использованием прежнего протокола 
неэтично и сопряжено с опасностью для жизни и здоровья участников эксперимента, вслед-
ствие чего целесообразно раскрыть рандомизационные коды и либо 1) назначить всем боль-
ным лечение, оказавшееся наиболее эффективным, либо 2) отменить препарат / прекратить 
вмешательство, ведущие к неблагоприятным исходам и осложнениям исследуемого заболе-
вания либо состояния. В целях своевременного выявления подобного развития событий в 
протоколе РКИ обязательно необходимо предусмотреть этапы исследования, на которых 
будет производиться промежуточный анализ его результатов, и действия, которые будут 
предприняты экспериментаторами при обнаружении соответствующих тенденций. 
2) Сокрытие применяемых схем терапевтических вмешательств. С целью исключения 
субъективности при оценке результатов РКИ, а также для предотвращения выхода больных 
из исследования вследствие несогласия с проводимой терапией необходимо так организовать 
работу, чтобы ни больные, ни врачи, непосредственно выполняющие сравниваемые вмеша-
тельства, не могли догадаться по виду и количеству назначенных больным препаратов, какое 
именно лечение получают подопытные лица в той или иной группе; это касается и кон-
трольной группы, которая, как указывалось выше, является неотъемлемым элементом дизай-
на РКИ. Необходимо учитывать также т.н. «плацебо-эффект», имеющий место у большин-
ства людей при назначении им медикаментозных препаратов: у многих больных состояние 
может несколько (у наиболее внушаемых и эмоционально лабильных лиц – иногда даже зна-
чительно) улучшиться под влиянием самого факта назначения лечения как такового, незави-
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симо от его реальной эффективности. Плацебо-эффект может вносить существенный вклад в 
клинические проявления активности того или иного препарата, причем не только в его пози-
тивное действие: существует довольно обширная группа (до 30-35% популяции) т.н. «плаце-
бо-реакторов», которые могут реагировать на назначение любой медикаментозной терапии 
появлением тошноты и рвоты, повышенной утомляемости, головной боли и т.п., что симули-
рует побочные эффекты лекарства. В основе плацебо-эффекта лежит самовнушение, в неко-
торых случаях достигающее степени самогипноза. 
Понятно, что для нивелирования «эффекта плацебо» больные в контрольной группе 
должны получать такие же по виду и количеству «препараты», что и во всех опытных груп-
пах. Соответственно, в опытных группах количество и вид получаемых каждым больным 
препаратов / инвазивных манипуляций также должны быть абсолютно идентичны. Маскиро-
вание вида хирургических вмешательств проблематично; что же касается испытаний меди-
каментозных препаратов, то фармацевтические компании, заказывающие такое испытание, 
специально для РКИ выпускают партии сравниваемых лекарств в идентичной упаковке, мар-
кированной только соответствующим рандомизационным кодом; сами таблетки и/или кап-
сулы выглядят абсолютно идентично, независимо от реально содержащегося в них препара-
та, и либо маркированы рандомизационным кодом, непонятным непосвященному, либо во-
обще не маркированы. Для назначения в контрольной группе специально выпускается т.н. 
плацебо – вещество, не имеющее никаких терапевтических действий, но неотличимое от ле-
карства по виду, вкусу, массе, цвету, запаху и т.д. В идеальном случае плацебо действитель-
но не содержит никаких медикаментозных препаратов (основу его может составлять, напри-
мер, молочный сахар); такое средство предназначено исключительно для моделирования 
плацебо-эффекта в контрольной группе и называется инертным плацебо. В том случае, если 
плацебо содержит какой-либо действующий препарат, бесполезный или неэффективный при 
изучаемом заболевании, но в целом безвредный или условно-полезный для больного (напри-
мер, витамины), оно называется активным плацебо. В случае, если лица в контрольной груп-
пе получают инертное либо активное плацебо, РКИ является рандомизированным клиниче-
ским испытанием с плацебо-контролем. 
Использование плацебо-контроля, являясь отраслевым стандартом, тем не менее, по-
рождает этическую проблему, поскольку больные в контрольной группе фактически оста-
ются вообще без лечения на все время исследования. В связи с этим в ряде испытаний при-
менялся т.н. активный, или позитивный контроль. В этом случае в контрольной группе 
назначают схему лечения, включающую ранее разработанные препараты с известной эффек-
тивностью против изучаемого заболевания, и сравнение новой схемы / новых препаратов 
производится с уже известными. При этом данные препараты должны быть внешне неотли-
чимыми от используемых в опытной группе (т.н. двойное маскирование). РКИ с активным 
контролем постоянно используют при оценке клинической эффективности лекарств-джене-
риков в сравнении с оригинальными препаратами. 
Интересно отметить, что выраженность плацебо-эффекта непосредственно зависит от 
органолептических свойств плацебо. Так, показано, что наибольшим анальгетическим эф-
фектом обладают красные таблетки плацебо, несколько меньшим – синие, еще меньшим – 
зеленые, и наиболее низким – желтые [16]. Здесь, несомненно, играет свою роль расхожее 
представление обывателей о том, что в красный цвет окрашивают преимущественно сильно-
действующие препараты, а в желтый – «обычные таблетки», которые «никогда не помогают». 
В некоторых случаях скрыть применяемые схемы терапии невозможно, например, если 
инвазивные (хирургические) методы лечения сравниваются с неинвазивными (терапевтиче-
скими), или если эффективность консультации психолога сравнивается с эффективностью 
антидепрессантов. Случаются ситуации, когда сокрытие применяемых схем лечения нежела-
тельно, даже если и возможно, поскольку от исследователей требуют комплексно оценить 
весь «набор» медицинских услуг, включая их эффективность, удобство и доступность для 
больного. В любом случае, элементы «ослепления» могут иметь место в любом РКИ на этапе 
анализа исходов сравниваемых вмешательств. 
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Исходя из использованных методов сокрытия результатов рандомизации и применяе-
мых схем терапии, все РКИ подразделяются на: 
1. Слепые – о результатах рандомизации и применяемых схемах терапии не знают 
только пациенты – непосредственные участники испытания; 
2. Двойные слепые – ни пациент, ни врачи-исследователи не владеют информацией о 
результатах рандомизации и применяемых вмешательствах; 
3. Тройные слепые – ни пациент, ни исследователи, ни фармацевты, поставляющие 
препараты для испытания, не знают результатов рандомизации. В этом случае рандомизаци-
онные коды известны только организаторам и/или спонсорам исследования; нередко их не 
знает даже статистик, производящий промежуточный и окончательный анализ результатов 
исследования. 
Отраслевым стандартом являются двойные слепые РКИ с плацебо-контролем; считает-
ся, что такой уровень сокрытия результатов рандомизации является достаточным для устра-
нения субъективности при получении и анализе результатов исследования, а более строгое 
сохранение тайны существенно усложняет организацию и проведение экспериментов. 
 
5. Следующий этап планирования РКИ – определение размера сравниваемых групп (т.е 
объема формируемой выборки из популяции) 
Размер формируемых групп сравнения имеет принципиальное значение при последу-
ющем анализе полученных в РКИ результатов. В процессе РКИ мы всегда проверяем некую 
гипотезу, например, что тестируемый нами препарат А лучше (или не хуже) ранее созданно-
го препарата В, или что препарат А обладает клинической эффективностью, значимо превы-
шающей эффект плацебо. При этом мы не можем включить в наши группы всю интересую-
щую нас популяцию – мы вынуждены делать выборки из нее, вследствие чего получаемые 
нами результаты всегда характеризуются элементом неопределенности: мы никогда не мо-
жем быть уверенными на 100%, что сделанное нами заключение об истинности или ложно-
сти проверяемой гипотезы безошибочно. 
Предположим, мы производим сравнение эффективности двух гипотетических препа-
ратов А и В. В сравниваемые группы нами включено по 10 добровольцев. По окончании ис-
следования интересующий нас исход терапии наступил в 6 случаях в группе, получающей 
препарат А, и в 5 случаях в группе, получающей препарат В. Можно ли на основании полу-
ченных результатов утверждать, что препарат А более эффективен, чем препарат В? При 
сравнении точным тестом Фишера (Fisher's exact test) выявлено, что различия недостоверны 
(р=0,5); соответственно, приходится констатировать, что гипотеза, согласно которой препа-
рат А более эффективен, чем препарат В, несостоятельна. 
Теперь предположим, что в группы А и В мы набрали по 100 добровольцев, причем нуж-
ный нам исход в группе А наступил у 60 больных, а в группе В – у 50. Анализ по критерию χ2 
показывает, что межгрупповые различия и в этом случае остаются незначимыми, р=0,15 (обра-
тите внимание на уменьшение величины р по сравнению с предыдущим примером). Наконец, 
предположим, что мы сформировали 2 группы сравнения (А и В), в каждой из которых насчи-
тывается по 1000 человек, причем нужный исход наступил у 600 человек в группе А и у 500 – 
в группе В. В этом случае анализ межгрупповых различий по критерию χ2 показывает их вы-
сокую достоверность (р<0,0001). Таким образом, увеличение размеров сравниваемых групп от 
10 до 1000 добровольцев позволило подтвердить гипотезу, согласно которой препарат А более 
эффективен, чем препарат В. Понятно, что с увеличением размеров сравниваемых групп ста-
тистическая значимость наблюдаемых в них различий в результатах сравниваемых вмеша-
тельств будет нарастать. Параллельно будет нарастать стоимость исследования и сложность 
его организации. Размер сравниваемых групп в 10000 человек каждая даст еще более значи-
мые результаты сравнения, но будет разорительным для исследователей. Итак, при формиро-
вании групп мы должны достичь некоей золотой середины: когда размер групп уже достаточ-
но велик для получения значимых результатов сравнения, и в то же время достаточно мал для 
того, чтобы стоимость исследования осталось в рамках сметы. 
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Вторым аспектом данной проблемы является тот факт, что выборка (т.е. группа сравне-
ния) формируется путем привлечения индивидуумов из популяции случайным образом. В 
связи с этим никто не может гарантировать, что картина распределения эффекта исследуемо-
го вмешательства, наблюдаемая в генеральной совокупности (т.е. во всей популяции), хоть 
сколько-нибудь точно будет воспроизведена в сформированной выборке; при этом чем 
меньше размер формируемых групп, тем большее влияние на наблюдаемые в них результаты 
оказывает фактор случайности. Одной из типичных иллюстраций данного феномена являет-
ся испытание гипотетического диуретика в изолированной популяции, насчитывающей 200 
человек («остров»), причем в ходе РКИ формируется 2 группы добровольцев – плацебо-
контроль и опытная группа, включающие по 10 человек каждая. Нам, как представителям 
высшей истины, исходно известно, что испытуемый препарат эффективен, и его действие 
превосходит плацебо-эффект на 20%. Реальный эффект от плацебо и исследуемого диурети-
ка в островной популяции распределяется следующим образом (см. рис. 19): 
 
 
 
Рис. 19. Реальное гауссово распределение эффектов плацебо и исследуемого диуретика 
в островной популяции; М – среднее арифметическое диуреза, n=200. 
 
На рис. 19 эффект диуретика очевиден, но это – анализ генеральной совокупности. В 
действительности мы выполняем две случайные выборки из генеральной совокупности, каж-
дая по 10 человек – для контрольной и опытной групп; таких выборок (по 10 человек из 200) 
может существовать 1027. Предположим, отобранные добровольцы распределились в популя-
ции следующим образом (см. рис. 20). В показанном случае средняя арифметическая суточно-
го диуреза в опытной группе составит 140,0±24,5 мл, а в группе плацебо-контроля – 118,0±14,4 
мл, при этом их разница оказывается статистически значимой (U-тест Манна-Уитни, р<0,05), и 
следует признать, что испытуемый диуретик более эффективен, чем плацебо. 
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Рис. 20. Распределение по генеральной совокупности добровольцев, отобранных в кон-
трольную и опытную группы для испытания гипотетического диуретика (опыт №1). 
 
Тем не менее, случайно набранные в группы сравнения добровольцы могут распреде-
литься в генеральной совокупности и по-другому (см. рис. 21). 
 
 
 
Рис. 21. Распределение по генеральной совокупности добровольцев, отобранных в кон-
трольную и опытную группы для испытания гипотетического диуретика (опыт №2). 
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В этом случае средняя арифметическая суточного диуреза в опытной группе составит 
136,8±26,3 мл, а в группе плацебо-контроля – 121,6±9,7 мл, при этом их разница оказывается 
статистически незначимой (U-тест Манна-Уитни, р>0,05), гипотеза о том, что испытуемый ди-
уретик более эффективен, чем плацебо, не подтверждается, и в целом неясно, какой из прове-
денных экспериментов (№1 или №2) в большей степени заслуживает доверия, поскольку про-
анализировать всю генеральную совокупность по условию задачи невозможно. Вообще, расче-
ты показывают, что в данном случае из всех возможных выборок по 10 человек только в 55% 
случаев можно выявить статистически значимый эффект диуретика. 
Приходится признать, что любая закономерность, обнаруженная и описанная путем 
анализа малых групп, может оказаться как имеющей место в действительности, так и 
ложной, проявившейся только вследствие случайного подбора в группу индивидуумов с подхо-
дящими значениями изучаемого признака. В качестве примера можно привести воображаемое 
исследование средней длины ногтей в некоей популяции, проведенное путем измерения ног-
тей у 12 лиц, госпитализированных в 2 женские палаты одного стационара – ясно, что подсчи-
танная длина будет существенно превышать среднюю в генеральной совокупности. Данное 
явление известно под названием «систематическая ошибка отбора» (sampling error bias). 
Резюмируя, отметим, что любая формируемая нами выборка должна быть репрезента-
тивной, т.е. отражать структуру изучаемого явления в генеральной совокупности настолько 
точно, насколько это возможно, и при этом следовать принципу минимальной достаточно-
сти, чтобы проводимое исследование не стало чрезмерно сложным, долгим и дорогим. 
 
В основе расчета требуемого размера выборки лежит понятие о статистических ошиб-
ках 1 и 2 рода. Представить себе их сущность можно следующим образом: 
 
Проверка гипотезы Решение, принятое исследователями: 
Действительное 
положение дел: 
Гипотеза верна Гипотеза неверна 
Гипотеза реально верна Все отлично получилось 
Ошибка 2 рода (β): 
ложноотрицательное 
заключение 
Гипотеза реально неверна 
Ошибка 1 рода (α): 
ложноположительное 
заключение 
Все тоже неплохо вышло 
 
В приложении к РКИ данный латинский квадрат выглядит следующим образом: 
 
Проверка гипотезы Решение, принятое исследователями: 
Действительное 
положение дел: 
Отличается (р<0,05) Не отличается (p>0,05) 
Новое вмешательство отлича-
ется от существующего 
Цель достигнута 
Ошибка 2 рода (β): 
ложноотрицательное 
заключение 
Новое вмешательство не от-
личается от существующего 
Ошибка 1 рода (α): 
ложноположительное 
заключение 
Цель достигнута 
 
Таким образом, статистическая ошибка 1 рода (α) – это вероятность получить ложно-
положительный результат, т.е найти различия там, где на самом деле их нет. Допустимая ве-
личина α, принимаемая в большинстве клинических испытаний ≤5% (реже ≤1%), т.е. р≤0,05 
или р≤0,01 (здесь и везде р – показатель вероятности нулевой (или альтернативной) гипоте-
зы, в данном случае – гипотезы об отсутствии различий между сравниваемыми вмешатель-
ствами). Статистическая же ошибка 2 рода (β) – это вероятность не найти различия там, где 
114 
они есть (ложноотрицательный результат). В клинических испытаниях величину β обычно 
принимают ≤20% (реже ≤10%). Величина 100–α является специфичностью проводимого ис-
следования, а величина 100–β – соответственно, его чувствительностью. Чувствительность 
исследования (т.е. 100–β) называют также его мощностью (power). Соответственно, при ве-
личине ошибки 2 рода 20% мощность исследования составляет 100-20=80%. 
Полностью устранить ошибки 1 и 2 рода нельзя – они вытекают из самой сущности 
статистических методов обработки данных. 
Единственный способ уменьшения воздействия ошибки 1 рода на анализ результатов 
экспериментов – уменьшение величины р, требуемой для признания результатов статистиче-
ски значимыми. Есть еще один аспект проблемы, связанный с величиной α – т.н. проблема 
множественных сравнений. Суть проблемы состоит в том, что при проведении большого 
числа статистических тестов на одной выборке данных существует вероятность, прямо про-
порциональная количеству тестов, что результаты по крайней мере некоторых из них ока-
жутся ложноположительными вследствие существования ошибки 1 рода. Например, при 
проведении 100 сравнений и заданной стандартной величине α=0,05 (т.е. 5% вероятности по-
лучения ложноположительного результата) по крайней мере 100×0,05=5 из обнаруженных 
статистически значимых различий действительно окажутся ложноположительными. 
Классическое решение данной проблемы было предложено Карло Бонферрони в 
1935 г.: при проведении m независимых статистических тестов значимы только те результа-
ты, для которых р≤0,05÷m. Таким образом, если было выполнено 10 сравнений с использо-
ванием одного и того же массива данных, то величина р, необходимая для признания выяв-
ленных различий статистически значимыми, должна быть не более 0,05÷10=0,005. Критерий 
Бонферрони – очень строгий критерий: поскольку он существенно повышает специфичность 
эксперимента, он, соответственно, пропорционально понижает чувствительность, т.е. мощ-
ность исследования; вследствие этого, при использовании поправки Бонферрони вероятность 
сделать открытие там, где его нет, очень низка, но и вероятность упустить открытие там, где 
оно есть, очень высока (т.к. очень велико значение β). С целью уменьшить негативное влия-
ние поправки Бонферрони на количество и качество получаемых результатов в 1995 г. был 
предложен метод FDR (False Discovery Rate control). Согласно указанному методу, все вы-
полненные статистические тесты вначале упорядочиваются по уровню величин р: р1 ≤ р2 ≤ 
р3… ≤ рm. Затем для контроля FDR на уровне α (например, 0,05) вычисляют: 





 ≤= α
m
jpjj j:max* , где 
j* – уровень FDR, j – порядковый номер статистического теста; 
m – общее число тестов; pj – величина р для j-ого теста; 
α – желаемый уровень значимости. 
 
При рj ≤ j* различия считаются значимыми, при рj > j* – незначимыми. 
Проще говоря, допустимый уровень FDR для теста j равен (0,05×j)/m, где m – общее чис-
ло выполненных тестов. Понятно, что поправка FDR значительно менее консервативна, чем 
поправка Бонферрони, вследствие чего мощность эксперимента существенно повышается. 
В случае, если контроль FDR также является чрезмерно консервативным, используют 
т.н. перестановочный тест (permutation test): в базе эксперимента случайным образом произво-
дится перестановка пометок «опыт» и «контроль» при помощи компьютерного алгоритма. По-
сле перестановки заново вычисляется уровень р для каждого статистического теста. Процедура 
повторяется не менее 10.000 раз, причем все случаи, когда вычисленные значения р меньше 
исходных, фиксируются. Затем вычисляется откорректированное значение р по формуле: 
 ( )
N
pp
p perm
≤
=
 случаев Число
' , где 
рperm – величины р, вычисленные при выполнении перестановочного теста; 
N – количество повторений процедуры перестановки (permutation test). 
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Интересно, что упоминавшийся ранее в тексте точный тест Фишера – это тоже пере-
становочный тест, только реализованный аналитически (р вычисляется по формулам комби-
наторной теории вероятностей). 
 
Величина ошибки 2 рода (β) обратно пропорциональна размеру сравниваемых групп: 
чем больше добровольцев включено в исследование, тем меньше величина β и, соответ-
ственно, выше мощность исследования. Кроме того, высокая вариабельность (большой раз-
брос) данных в выборке также увеличивает значение ошибки 2 рода. 
Как упоминалось выше, мощность исследования напрямую зависит от величины ошиб-
ки 2 рода. В свою очередь, заданная мощность исследования определяет размер выборки, не-
обходимый для ее достижения. Естественно, желаемая мощность исследования должна быть 
выбрана до начала РКИ; идеальная величина в 100% при этом недостижима, поскольку тре-
бует включения в выборку всей генеральной совокупности. Следует помнить и о том, что 
проведение исследования, мощность которого исходно недостаточна для подтверждения / 
опровержения проверяемой гипотезы, не только является бессмысленной тратой сил и 
средств, но и неэтично, поскольку напрасно подвергает риску жизнь и здоровье доброволь-
цев. В то же время слишком большая выборка несомненно обладает достаточной мощностью 
для успешной проверки гипотезы, но потребляет излишек времени и денег (таких же резуль-
татов можно было бы добиться при меньших размерах групп, быстрее и дешевле) и, в конеч-
ном итоге, такое исследование также неэтично, поскольку подвергает напрасной опасности 
жизнь и здоровье «лишних» добровольцев. Таким образом, размер сравниваемых групп дол-
жен быть оптимален. Для того, чтобы рассчитать оптимальный размер выборки, необходимо 
заранее знать: 1) требуемое допустимое значение α (обычно в биомедицинских исследовани-
ях α≤0,05 с учетом поправки Бонферрони на множественность сравнений или контроля FDR, 
см. выше), 2) требуемую мощность исследования (обычно в биомедицинских исследованиях 
100–β=70…90%), 3) уровень наименьших различий в эффективности сравниваемых вмеша-
тельств, имеющий значение для экспериментаторов (т.е. наименьшую разницу в эффектив-
ности сравниваемых вмешательств, все еще имеющую клиническое значение; эту величину 
также называют «минимальная разрешающая способность исследования»). Эта величина за-
висит сугубо от произвола экспериментаторов и в реальных РКИ обычно составляет не ме-
нее 5-10% (т.е. 0,05-0,1). Подсчет оптимального размера выборки может производиться с ис-
пользованием номограмм, формул, компьютерных программ (в т.ч. онлайновых). 
1) Определение оптимального размера выборки с использованием номограммы Альт-
мана (сравнение двух пропорций по критерию χ2): 
Вначале производится подсчет стандартного отклонения (standardised difference): 
 
)1(
21
pp
ppd
−×
−
= , где: 
 
d – стандартное отклонение; 
р1, р2 – пропорции, характеризующие эффективность сравниваемых вмешательств в 
двух группах, 
р – средняя арифметическая от р1 и р2. 
 
Затем с помощью номограммы Альтмана определяют требуемый размер выборки (см. 
рис. 22). Предположим, что мы сравниваем эффективность двух схем терапии - старой (А) и 
новой (В). Известно, что старая схема эффективна у 70% больных. Клиническое значение 
для нас будет иметь по крайней мере 10% повышение эффективности терапии; именно такая 
минимальная разрешающая способность исследования нам и требуется. Нам также необхо-
дима мощность исследования не менее 80%, а максимальный уровень ошибки 1 рода - не бо-
лее 5%. Используя вводные данные, подсчитываем стандартное отклонение: d=0,231. 
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Рис. 22. Использование номограммы Альтмана для определения оптимального размера 
формируемой выборки. 
 
Зная стандартное отклонение, требуемые мощность исследования и уровень α, при по-
мощи номограммы Альтмана определяем оптимальный размер выборки (см. рис. 22). Видно, 
что оптимальный размер выборки составляет приблизительно 600 человек при уровне α≤0,05 
и приблизительно 900 человек при уровне α≤0,01. Вычисленное общее количество добро-
вольцев разделяется на 2 группы сравнения; соответственно, в них будет насчитываться по 
300 человек (600÷2). 
 
2) Определение оптимального размера выборки при помощи формул. 
Для разных видов исследований используются различные формулы [9]. 
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а) Учитываемый показатель – одиночное среднее арифметическое (ситуация, не встре-
чающаяся при РКИ, но типичная при описаниях серии случаев или срезовых исследованиях): 
2
0
22
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µµ
σ
−
+≥ vun , где: 
n – оптимальный объем выборки; 
µ-µ0 – разница между средним арифметическим (µ) и средним арифметическим нулевой 
гипотезы (µ0); 
σ – стандартное отклонение; 
u – односторонний процентный пункт (percentage point) нормального распределения, 
соответствующий мощности исследования. Вычисляется при помощи т.н. квантильной фун-
кции или пробит-функции (в MS Excel реализована командой НОРМСТОБР с аргументом 
(100-β), в программе Statistica 6-8 вычисляется в специальном диалоговом окне, находящемся 
в меню Statistics → Probability Calculator → Distributions → Z (normal), в диалоговом окне «р» 
указывается мощность исследования (в долях от единицы)). Например, если заданная мощ-
ность нашего исследования – 90% (0,9), то соответствующий ей u=1,28; 
v – процентная доля нормального распределения, соответствующая требуемому (дву-
стороннему) уровню значимости (α), т.е. если α=0,05, то v=1,96. Вычисляется при помощи 
той же функции Statistica Z (normal), причем необходимо выбрать опцию «Two-tailed», а в 
поле «р» ввести величину, равную 100-α. Результат считывается в окошке «Х». 
 
б) Учитываемый показатель – одиночная доля или процент. 
2
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+≥ vun , где: 
µ – частота встречаемости; 
µ0 – частота встречаемости, соответствующая нулевой гипотезе; 
u, v – аналогично описанному выше. 
Данная формула возвращает величину выборки в тех единицах, в которых был выражен 
знаменатель (например, если частота события рассчитана на человеко-год, то и размер вы-
борки будет подсчитан в требуемом количестве человеко-лет). 
 
в) Учитываемый показатель – одиночная пропорция. 
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n , где: 
π – пропорция; 
π0 – пропорция в нулевой гипотезе; 
u, v – аналогично описанному выше. 
 
г) Сравнение двух средних арифметических (формула возвращает размер каждой из 
групп; предполагается, что количество добровольцев в сравниваемых группах одинаково). 
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n , где: 
µ1-µ0 – разница между средними сравниваемых групп; 
σ1, σ0 – стандартные отклонения соответствующих групп; 
u, v – аналогично описанному выше. 
 
д) Сравнение двух долей или процентов (формула возвращает размер каждой из групп; 
предполагается, что количество добровольцев в сравниваемых группах одинаково). 
Данная формула возвращает величину выборки в тех единицах, в которых был выражен 
знаменатель доли. 
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n , где: 
µ – частота встречаемости; 
µ0 – частота встречаемости, соответствующая нулевой гипотезе; 
u, v – аналогично описанному выше. 
 
е) Сравнение двух пропорций (формула возвращает размер каждой из групп; предпола-
гается, что количество добровольцев в сравниваемых группах одинаково). 
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π0, π1 – пропорции в сравниваемых группах; 
u, v – аналогично вышеописанному. 
 
ж) Исследование «случай-контроль» (формула возвращает размер каждой из групп). 
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π0 – пропорция экспонированных контролей; 
OR – отношение шансов; 
π1 – пропорция экспонированных случаев, рассчитанная как )1(1 0
0
1
−+
=
OR
OR
pi
pi
pi ; 
u, v – аналогично вышеописанному. 
 
Во всех вышеперечисленных случаях предполагается, что цель исследования – доказать 
статистическую значимость имеющихся в группах различий. 
 
Ниже будут представлены формулы для расчета оптимального размера выборки в ситу-
ациях, когда необходимо произвести замер интересующего исследователей параметра с за-
данной точностью. 
 
а) Одиночное среднее арифметическое. 
2
2
e
n
σ≥ , где: 
σ – стандартное отклонение; 
e – требуемая величина стандартной ошибки. 
 
б) Одиночная доля или процент. 
2e
n
µ≥ , где: 
µ – доля или процент; 
e – требуемая величина стандартной ошибки. 
Данная формула возвращает величину выборки в тех единицах, в которых был выражен 
знаменатель (например, если частота события рассчитана на человеко-год, то и размер вы-
борки будет подсчитан в требуемом количестве человеко-лет). 
 
в) Одиночная пропорция. 
2
)1(
e
n
pipi −≥ , где: 
π – пропорция; 
e – требуемая величина стандартной ошибки. 
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г) Разница между двумя средними арифметическими (формула возвращает размер каж-
дой из групп). 
2
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≥ , где: 
σ1, σ0 – стандартные отклонения соответствующих групп; 
e – требуемая величина стандартной ошибки. 
 
д) Разница между двумя частотами (долями, процентами). Формула возвращает вели-
чину выборки в тех единицах, в которых был выражен знаменатель, и подсчитывает размер 
каждой из групп в отдельности. 
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≥ , где: 
µ1, µ0 – частоты (доли) в сравниваемых группах; 
e – требуемая величина стандартной ошибки. 
 
е) Разница между двумя пропорциями (формула возвращает размер каждой из групп). 
2
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≥ , где: 
π0, π1 – пропорции в сравниваемых группах; 
e – требуемая величина стандартной ошибки. 
 
3) Определение оптимального размера выборки при помощи статистических программ. 
Подсчет оптимального размера выборки с использованием большей части вышеприве-
денных формул организован в Statistica 6-8 в виде интуитивно понятных диалоговых окон, 
находящихся в подпункте меню Statistics → Power Analysis → Sample Size Calculation. 
Более того, при помощи одной из интегрированных в данный подпункт опций можно 
построить график зависимости оптимального размера выборки от желаемой мощности ис-
следования (см. рис. 23). 
Independent Sample t-Test: Sample Size Calculation
Two Means, t-Test, Ind. Samples (H0:  Mu1 = Mu2)
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Рис. 23. График зависимости оптимального размера выборки от желаемой мощности 
исследования (сравнение двух средних на предмет значимости различий, в обоих сравнивае-
мых выборках имеет место нормальное распределение данных). 
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Возвращаясь к примеру испытания диуретика на острове с населением в 200 человек, 
легко подсчитать, что величина ошибки 2 рода в данном случае составляет 55%, и, соответ-
ственно, мощность исследования равна 45%, что существенно ниже требуемых 80-90%. Мож-
но подсчитать и оптимальный размер выборки для данного случая (сравнение двух средних 
арифметических, в обоих сравниваемых группах имеет место нормальное распределение дан-
ных): по 26 человек в каждой из групп (что обеспечит мощность исследования 80%), или по 34 
человека в каждой из групп (что соответствует мощности исследования 90%). 
Определение мощности исследования и, соответственно, расчет оптимального размера 
выборки всегда базируются на некоторых предположениях, поскольку ряд параметров, под-
ставляемых в формулы или диалоговые окна, на момент начала исследования неизвестен или 
известен приблизительно (речь идет о средних значениях изучаемых признаков в сравнивае-
мых группах, их стандартных отклонениях, а также о долях, частотах и пропорциях, харак-
теризующих важные для исследователей показатели). В случае, когда оптимальный размер 
сравниваемых групп определить невозможно из-за недостатка исходных данных, рекоменду-
ется проведение «пилотного» исследования популяции с набором произвольного (разумного) 
количества добровольцев. Обычно такое исследование имеет дизайн срезового или описания 
серии случаев. Исходя из полученных при анализе пилотного исследования предваритель-
ных результатов, можно рассчитать оптимальный размер выборки для проведения исследо-
вания с более высоким уровнем доказательности (например, РКИ). Естественно, истинные 
результаты такого исследования могут существенно отличаться от предварительных, полу-
ченных на выборке недостаточного размера, поэтому мощность исследования по мере 
накопления данных может оказаться недостаточной. Промежуточный подсчет мощности ис-
следования по мере его выполнения с учетом накопленных данных может использоваться 
для пересчета и текущей коррекции оптимального размера формируемой выборки (если РКИ 
– открытое, т.е. в ходе исследования продолжается набор добровольцев в сравниваемые 
группы). Аналогично, если в результате РКИ значимых различий между испытуемыми вме-
шательствами не было обнаружено, имеет смысл апостериори (post hoc) пересчитать реаль-
ную мощность исследования – возможно, она оказалась меньше, чем исходно запланирован-
ная. 
Все предыдущие вычисления исходили из условия равенства размеров сравниваемых 
групп. В то же время возможны описанные выше ситуации (см. «адаптивный дизайн», «реак-
тивная адаптивная рандомизация»), когда размер сравниваемых групп обязательно окажется 
неодинаковым. В этом случае поступают следующим образом: 
1. Одним из вышеперечисленных способов определяют оптимальный для данного слу-
чая размер выборки (n); 
2. Определяют отношение наибольшей группы к наименьшей (с); 
3. Подсчитывают фактор коррекции (correction factor): 
c
cf
2
)1( +
=  
4. Оптимальный размер меньшей группы рассчитывается как f×n 
5. Оптимальный размер большей группы рассчитывается как f×с×n 
 
В практической работе неизбежны ситуации, когда определенное количество добро-
вольцев по разным причинам покидают исследование до его завершения. Естественно, мощ-
ность исследования при этом падает по сравнению с запланированной. Наиболее простым 
выходом является введение поправочного коэффициента на возможное убытие больных 
(обычно – 10-15%); соответственно, оптимальный размер выборки при вычислениях допол-
нительно увеличивается на эти 10-15%. Данный коэффициент невозможно точно вычислить 
по формулам; каждый исследователь определяет его величину самостоятельно, исходя из 
личного опыта и данных о предыдущих РКИ со сходным дизайном, выполненных ранее на 
той же клинической и популяционной базе. 
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Типичная запись об определении оптимального размера выборки в отчете о реальном 
исследовании выглядит следующим образом: «Было подсчитано, что выборки по 60 человек 
в каждой из двух групп достаточно для обеспечения мощности исследования 80% с целью 
регистрации снижения ВИЧ-1-вирусной нагрузки в плазме крови в 5 раз и более через 72 не-
дели после начала терапии. За базовый был принят уровень стандартного отклонения сред-
них значений вирус-нагрузки в 0,9×log10; поправочный коэффициент на возможное само-
вольное прекращение лечения участниками испытания был установлен равным 8%. В ходе 
исследования размер обеих групп был увеличен до 72 человек, чтобы скомпенсировать 
неожиданно высокую частоту самовольного отказа от лечения, составившую 16%» [33]. 
Ранее уже упоминалось, что «статистическая значимость» и «клиническая значимость» 
– разные по смыслу и значению понятия. В больших РКИ небольшие изменения характери-
стик больных под воздействием испытуемых вмешательств, не имеющие никакого клиниче-
ского значения, могут оказаться статистически значимыми. Например, при сравнении аку-
пунктуры с плацебо по степени воздействия на артериальное давление у больных артериаль-
ной гипертензией с привлечением 2306 добровольцев оказалось, что в опытной группе (аку-
пунктура) систолическое артериальное давление оказалось значимо (р=0,0004) ниже (на 3 мм 
ртутного столба) по сравнению с группой, получавшей плацебо-контроль. Данная разница 
является статистически высокозначимой, но клинически бесполезной; это усугубляется фак-
том того, что погрешность сфигмоманометра, употребляемого в клинике для измерения ар-
териального давления, составляет 5-7 мм ртутного столба. Обратно, легко можно предста-
вить себе ситуацию, когда при сравнении высокоэффективного препарата с плацебо в РКИ с 
небольшим размером групп выявленная разница оказывается недостоверной вследствие вы-
сокой (для групп такого малого размера) вариабельности результатов. При этом данная раз-
ница клинически значима и в то же время незначима статистически из-за недостаточной 
мощности исследования (слишком высока ошибка 2 рода, т.е. β). В хорошо организованном 
и проведенном исследовании, обладающем достаточной, но не излишней мощностью, не 
должно обнаруживаться ни клинически незначимых, но статистически значимых, ни клини-
чески значимых, но статистически незначимых феноменов. 
 
6. Выбор ожидаемых исходов (конечных точек, endpoints) РКИ 
Как упоминалось выше, регистрируемые исходы (endpoints) бывают истинные и сурро-
гатные. Истинные исходы отражают наступление реальных клинически значимых событий в 
жизни исследуемого лица; это могут быть, например, развитие какого-либо заболевания либо 
его осложнения, выздоровление или смерть больного, неудача лечения, появление побочного 
эффекта терапии. Суррогатные же исходы – обычно достижение определенного уровня ка-
ким-либо показателем, полученным при лабораторных либо инструментальных исследова-
ниях (например, уровня CD4+ лимфоцитов, вирус-нагрузки плазмы крови, холестерина и 
т.п.). Суррогатные исходы косвенно указывают на развитие тех или иных истинных исходов 
(например, неудачи лечения или обострения заболевания), но сами таковыми не являются, 
поскольку представляют собой лишь симптом, вырванный из контекста общего патологиче-
ского процесса; как правило, они неспецифичны для изучаемого состояния. В целом, не ре-
комендуется использовать суррогатные исходы вместо истинных; тем не менее, их примене-
ние возможно, если достоверно известно, что суррогатный исход надежно коррелирует с ис-
тинным и полностью отражает влияние изучаемого воздействия на клинический исход. 
Одновременно может анализироваться несколько исходов; в этом случае выделяют бо-
лее важные первичные исходы (например, развитие заболевания, выздоровление или смерть 
больного) и менее важные вторичные (нередко – суррогатные: достижение пороговых уров-
ней тех или иных лабораторных показателей, отказ от терапии, завершение курса лечения, 
появление побочных эффектов терапии и т.д.). Первичные исходы должны соответствовать 
основной цели проводимого исследования. Два или более независимых события, последова-
тельного или одновременного наступления которых ждет исследователь, могут объединяться 
в т.н. составной (composite) исход (например, развитие СПИДа и/или смерть больного). 
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Ввиду вынужденной кратковременности РКИ в качестве регистрируемых исходов 
(«конечных точек», endpoints) исследования обычно используют подходящие суррогатные 
маркеры. Более важные для понимания результатов изучаемого вмешательства «истинные» 
исходы за время проведения РКИ обычно не успевают развиться; особняком стоят случаи 
сравнения терапевтических схем, используемых для лечения острых заболеваний, где истин-
ный исход (полное выздоровление, хронизация заболевания либо смерть больного) наступает 
в сроки, сравнимые с общей продолжительностью курса терапии. 
Контролируемые исходы необходимо подбирать, исходя из целей и задач планируемо-
го исследования; при этом сами цели и задачи должны быть четко сформулированы, реаль-
ны, разумны и достижимы, а квалификации и оснащения исследователей должно гарантиро-
ванно хватать для надежной регистрации намеченных endpoints, иначе смысла проводить ис-
следование нет. 
 
7. Выбор методов статистической обработки и анализа результатов РКИ 
Аналитическая ценность любого РКИ напрямую зависит от полноты и качества регу-
лярного сбора мониторируемых показателей у всех его участников. При анализе необходимо 
брать в расчет показатели всех пациентов, рандомизированных в ходе исследования. При 
публикации результатов РКИ необходимо указывать количество его участников: 1) прошед-
ших рандомизацию, 2) получивших сравниваемые вмешательства и 3) покинувших исследо-
вание до его завершения. В идеале, должны анализироваться все пациенты, которые при от-
боре добровольцев в РКИ подошли по критериям включения (включая сюда и анализ доку-
ментированных причин отказа от участия). Для каждой из сравниваемых групп необходимо 
представить баланс важных мониторируемых факторов (ковариат) на момент начала иссле-
дования (пример см. в таблице ниже): 
 
Медиана признака: 
Кормление грудью 
n=212 
Кормление смесями 
n=213 
возраст 23 23 
образование, лет 8 8 
гемоглобин (г/л) 110 108 
CD4+ (в 1 мкл) 399 415 
копий РНК ВИЧ в плазме /мл 47000 38000 
Субтип А ВИЧ, % 68 72 
Субтип D ВИЧ, % 23 18 
Замужем, % 75 78 
 
Основа анализа данных РКИ – непосредственное сравнение частоты / выраженности 
исходов в сравниваемых группах. Поскольку считается, что рандомизация «выравнивает» 
сравниваемые группы по всем принципиально важным показателям, для их сравнения реко-
мендуется использовать простые статистические тесты (см. таблицу с рекомендациями ни-
же). При этом в сложных методах анализа нет необходимости, поскольку вся разница между 
группами на момент окончания исследования считается проистекающей исключительно из 
различий в применяемых вмешательствах. Соответственно, нет смысла учитывать прочие 
факторы, кроме собственно сравниваемых схем терапии. 
При публикации результатов необходимо представить читателю «эффективность лече-
ния» (разницу в исходах между сравниваемыми группами), ее 95% доверительный интервал 
(ДИ) и величину р (т.е. вероятность достоверности нулевой гипотезы). 
Обычно при анализе результатов РКИ используется принцип «каждая попытка засчи-
тывается» (intention to treat). Данный принцип включает 2 положения: 
1. При анализе результатов учитываются все участники РКИ, прошедшие рандомиза-
цию. Указанное положение может потребовать использования в ходе исследования допуще-
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ний вида «неявка = неудача вмешательства» и «данные последнего (перед исчезновением 
больного) обследования = данные на момент окончания исследования»; 
2. Даже если доброволец, рандомизированный в одну из сравниваемых групп, в даль-
нейшем отказался от участия в исследовании до его завершения либо настоял на смене схе-
мы терапии (т.е. переходе в другую группу), анализ производится так, как если бы данный 
больной входил в ту группу, в которую он был исходно распределен. 
Следование принципу «каждая попытка засчитывается» (т.е. «попытка = пытка») поз-
воляет оценить эффект вмешательства в условиях, приближенных к реальным. 
Альтернативный, реже используемый принцип учета результатов клинических испы-
таний носит название «в соответствии с протоколом» (“per protocol”), или «пролеченные» 
(“on treatment”). В этом случае финальному анализу подвергаются только данные, получен-
ные от пациентов, идеально соответствующих всем требованиям утвержденного протокола 
РКИ. Добровольцы, прошедшие рандомизацию, но отказавшиеся в дальнейшем от участия в 
исследовании по любой причине, а также лица, настоявшие на смене терапии на альтерна-
тивную (перешедшие в другую группу сравнения), удаляются из анализируемого массива; 
при этом изучаемая выборка уменьшается, а мощность исследования падает. Данный подход 
полезен в том случае, когда необходимо изучить особенности действия принципиально но-
вого препарата либо эффекта от впервые вводимого в практику вмешательства; при этом 
очень важно, чтобы анализировались только данные, полученные от лиц, действительно по-
лучивших данные препарат / вмешательство, причем полным курсом / в полном объеме. 
Следует учесть, что принцип “on treatment” не позволяет оценить реальные клиниче-
ские перспективы нового препарата либо вмешательства, связанные с возможными неудоб-
ствами при его приеме, побочными эффектами, снижением качества жизни и т.п.; эти факто-
ры поддаются учету только при использовании подхода “intention to treat”. 
 
Для непосредственного сравнения эффективности вмешательств в анализируемых 
группах рекомендуются следующие статистические методы: 
 
Вид данных Параметрический тест Непараметрический тест 
Непрерывный ряд данных (количественные и порядковые переменные) 
Попарные сравнения (н-р, параметр 
до- и после вмешательства) в преде-
лах одной группы испытуемых 
Парный (одновыбороч-
ный) t-тест 
Ранговый знаковый тест 
Уилкоксона (Wilcoxon) 
Непарные данные (одна и та же пе-
ременная, две независимые выборки) 
Непарный (двухвыбо-
рочный) t-тест 
U-тест Манна-Уитни 
(Mann-Whitney) 
Непарные данные (одна и та же пе-
ременная, три и более независимые 
выборки) 
ANOVA (дисперсионный 
анализ) 
Тест Краскела-Уоллиса 
(Kruskal-Wallis) 
Бинарные данные (номинальные переменные) 
Сравнение двух и более групп Тест по критерию Chi-квадрат (χ2), точный тест Фи-
шера 
 
Параметрические тесты применимы только для сравнения нормально (по Гауссу) рас-
пределенных данных (во всех сравниваемых группах!), непараметрические тесты могут ис-
пользоваться для сравнения выборок данных с любым характером распределения. В то же 
время параметрические тесты более чувствительные (менее строгие), а непараметрические - 
существенно менее чувствительные (т.е. более строгие); при сравнении нормально распреде-
ленных данных непараметрическими методами можно не найти значимых различий там, где 
они в реальности имеются. Ввиду этого перед статистической обработкой данных необходи-
мо выполнять анализ нормальности их распределения (н-р, по методу Колмогорова-Смирно-
ва-Лиллиефорса (Lilliefors)), и, если во всех рассматриваемых группах сравниваемые данные 
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окажутся нормально распределенными, необходимо использовать для сравнения именно па-
раметрические методы, в противном случае (т.е. если хотя бы в одной из сравниваемых 
групп распределение данных окажется отличным от нормального) – только непараметриче-
ские. Подробный анализ методов статистической обработки данных выходит за рамки дан-
ной главы; интересующимся рекомендуется обратиться к Главе II, а также [6] и [9]. 
Важный аспект проблемы – расчет оптимального размера выборки исходя из ожидае-
мого характера распределения сравниваемых данных. Поскольку параметрические методы 
сравнения являются менее строгими, они требуют меньшего размера сравниваемых групп 
для нахождения заданных различий (т.е. для обеспечения требуемой разрешающей способ-
ности исследования) – по сравнению с непараметрическими методами. Соответственно, если 
заранее известно, что исследуемый параметр нормально распределен в популяции, можно 
достичь экономии времени и средств за счет некоторого уменьшения размеров сравниваемых 
групп; неоправданное же увеличение формируемой выборки (и, соответственно, расходов) 
нередко крайне болезненно (вплоть до судебных исков) воспринимается спонсорами РКИ. 
 
Вообще, в РКИ преимущественно встречаются следующие подходы к статистической 
обработке данных: 
1) Доказать превосходство схемы А над схемой В или наоборот (superiority test), 
2) Доказать эквивалентность (сопоставимость) схем/препаратов А и В (equivalence test), 
3) Доказать, что схема А не хуже схемы В или наоборот (non-inferiority test). 
Тест на превосходство является наиболее типичным случаем анализа данных РКИ. При 
этом в ходе исследования необходимо доказать, что доверительный интервал эффективности 
любого из испытуемых препаратов целиком лежит над аналогичным доверительным интер-
валом другого препарата, что подтверждается вышеприведенными статистическими тестами. 
Тест на эквивалентность обычно используется при сравнении лекарств-генериков с 
оригинальными препаратами, а также при сравнении нового препарата с заданным эффектом 
с ранее существующим «эталонным» препаратом с аналогичным эффектом. В этом случае 
предполагается приблизительное равенство терапевтического эффекта, но меньшая токсич-
ность, стоимость либо большее удобство приема нового препарата по сравнению с уже су-
ществующим. При таком подходе важен расчет доверительного интервала показателя эффек-
тивности, который должен быть как можно более узким, что обеспечивается большим разме-
ром сравниваемых групп. Необходимо заранее оговорить «рамки эквивалентности» лечебно-
го эффекта, т.е. такую разбежку его показателей, внутри которой разница между сравнивае-
мыми препаратами будет несущественна для клинициста. В случае эквивалентной эффек-
тивности сравниваемых препаратов их доверительные интервалы будут полностью уклады-
ваются в диапазон «эквивалентности», а узкие рамки доверительных интервалов в обоих 
группах при этом гарантируют определенность сделанного вывода о равенстве эффектов. 
Тест на эквивалентность обычно требует примерно вдвое большего размера групп 
сравнения по сравнению с тестом не превосходство. 
Тест на отсутствие неполноценности (non-inferiority) идейно схож с тестом на превос-
ходство. Он используется в случае, когда предполагается, что вновь созданный препарат мо-
жет несколько уступать в эффективности ранее существующему, но будет дешевле, менее 
токсичен и/или более удобен при приеме. Цель РКИ в данной ситуации – доказать, что эф-
фективность нового препарата не ниже некоторой заранее оговоренной приемлемой планки. 
Данная цель требует, чтобы доверительный интервал эффективности испытуемого препарата 
полностью находился над минимально допустимым ее уровнем – «планкой»; соответственно, 
ДИ должен быть достаточно узким, вследствие чего размер выборки в тесте на отсутствие 
неполноценности нередко существенно больше, чем в тесте на превосходство. 
При проведении любого РКИ всегда имеется вероятность того, что какая-либо из сравни-
ваемых схем лечения окажется существенно хуже другой (т.е. терапевтический ее эффект бу-
дет менее выражен, либо частота побочных эффектов значительно выше). Естественно, с того 
момента, как значимое превосходство одного из сравниваемых вмешательств над другим ока-
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жется очевидным для исследователей, лечить больных менее эффективной схемой терапии 
станет неэтично, и можно поднять вопрос о преждевременном прекращении РКИ. Чтобы сде-
лать такой ход событий возможным, в протоколе РКИ предусматривается промежуточный 
анализ результатов, проводимый по тем же принципам и теми же методами, что и окончатель-
ный. В случае получения статистически высокозначимых (р<0,0001) различий между эффек-
тивностью сравниваемых вмешательств исследование может быть преждевременно прекраще-
но. При этом промежуточный анализ должен определенно продемонстрировать, что: 
1. новое лечение явно лучше стандартного, либо 
2. новое лечение явно хуже стандартного, либо 
3. новое лечение явно не лучше стандартного/контрольного (т.н. «остановка вследствие 
тщетности»). С этической точки зрения, принять решение об остановке РКИ (при наличии 
обоснованных поводов) необходимо как можно быстрее, особенно в случае (3). 
Фазы РКИ с параллельным дизайном схематично показаны на рис. 24. Уменьшение 
размера шрифтов символизирует уменьшение размеров сравниваемых групп к моменту 
окончательного анализа полученных данных. 
 
 
 
Рис. 24. Фазы РКИ с параллельным дизайном (пояснения см. в тексте). 
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8. Международные документы, регламентирующие проведение РКИ 
РКИ давно привлекают внимание международных законодательных и контролирующих 
органов ввиду обилия возможностей для злоупотреблений служебным положением, сокры-
тия результатов, нарушения принципов биоэтики и прав человека в целом в процессе органи-
зации и проведения таких исследований, особенно в странах третьего мира. Проще говоря, в 
ходе неправильно спланированных и организованных РКИ подвергаются риску жизнь и здо-
ровье добровольцев, расходуются большие объемы финансовых средств (частных инвесто-
ров либо бюджетных), а полученные результаты нередко являются невалидными ввиду ме-
тодических погрешностей либо исходной нехватки чувствительности и/или специфичности 
исследования (см. выше). Более того, сделанные в ходе РКИ неверные выводы относительно 
эффективности либо безопасности тех или иных лекарственных препаратов / вмешательств 
потенциально могут нанести огромный вред больным, доверившимся лечащему врачу либо 
препарату известного производителя (как вариант, дешевому «аналогу» известного эффек-
тивного препарата). Поскольку оборот мирового фармацевтического бизнеса составляет 
триллионы долларов ежегодно, постоянно имеется соблазн ускорить путь к положительным 
результатам испытаний лекарственных препаратов, тем или иным способом договорившись с 
совестью исследователей. В связи с этим существует ряд международных документов, ре-
гламентирующих принципы и методы проведения РКИ. Вот перечень некоторых из них: 
1. Consolidated Guideline for Good Clinical Practice (ICH E6) 
http://acto-russia.org/files/ICH_E6.pdf 
2. Хельсинкская декларация ВМА / Declaration of Helsinki 
http://acto-russia.org/index.php?option=com_content&task=view&id=21 
3. Директива 2001/20/ЕС Европейского Парламента и Совета от 4 апреля 2001 года по 
сближению законодательств, правил и административных постановлений стран-участниц 
ЕС, касающихся реализации качественной клинической практики при проведении клиниче-
ских исследований лекарственных средств для применения у людей / Directive 2001/20/EC of 
the European Parliament and of the Council of 4 April 2001 on the approximation of the laws, regu-
lations and administrative provisions of the Member States relating to the implementation of good 
clinical practice in the conduct of clinical trials on medicinal products for human use 
http://acto-russia.org/index.php?option=com_content&task=view&id=23 
4. Директива Комиссии 2005/28/EC от 8 апреля 2005 г., устанавливающая принципы и 
детальные правила качественной клинической практики при проведении клинических иссле-
дований лекарственных средств для человека, а также требования к процедуре выдачи раз-
решения на производство или импорт таких средств / Commission Directive 2005/28/EC of 8 
April 2005 laying down principles and detailed guidelines for good clinical practice as regards in-
vestigational medicinal products for human use, as well as the requirements for authorisation of the 
manufacturing or importation of such products (Text with EEA relevance) 
http://acto-russia.org/index.php?option=com_content&task=view&id=25 
5. Ethical Considerations for Clinical Trials on Medicinal Products Conducted with the Pae-
diatric Population 
http://acto-russia.org/files/final_guideline_CT.pdf 
6. Clinical Safety Data Management: Definitions and Standards for Expedited Reporting (ICH 
E2A). http://acto-russia.org/files/ICH_E2A.pdf 
7. Structure and Content of Clinical Study Reports (ICH E3) 
http://acto-russia.org/files/ICH_E3.pdf 
8. Communication from the Commission regarding the guideline on the data fields contained 
in the clinical trials database provided for in Article 11 of Directive 2001/20/EC to be included in 
the database on medicinal products provided for in Article 57 of Regulation (EC) No 726/2004 
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2004:136:0001:0033:en:PDF 
Читателю данного руководства предоставляется возможность самостоятельно найти 
данные документы и ознакомиться с их содержанием. Впрочем, текст Хельсинской деклара-
ции приведен в приложении 1. 
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В 2004 г. члены Международного комитета редакторов медицинских журналов (Interna-
tional Committee of Medical Journal Editors, ICMJE, http:/www.icmje.org/) опубликовали ре-
дакционную статью, посвященную необходимости регистрации всех без исключения клини-
ческих испытаний. ICMJE – не единственная организация, которая преследует такие цели. На 
заседаниях ВОЗ в Нью-Йорке, Мехико и Женеве также говорилось о необходимости созда-
ния единых мировых стандартов, касающихся информации, которую обязаны предоставлять 
авторы контролируемых исследований. В настоящее время правительства разных стран 
начинают подводить под это положение правовую основу. Например, конгресс США разра-
ботал Акт об открытом доступе к результатам клинических испытаний – Fair Access to 
Clinical Trials (FACT), значительно ужесточающий требования к их регистрации. 
Существует несколько международных регистров РКИ, одним из наиболее популярных 
и авторитетных из них является регистр ВОЗ (т.н. Международная платформа ВОЗ для реги-
страции клинических испытаний, http://www.who.int/ictrp/en/). 
Регистрации подлежат все испытания, основной задачей которых является изменение 
или подтверждение существующей клинической практики (т.н. III фаза исследований). Ми-
нимальный объем информации, необходимый для регистрации клинического испытания в 
реестре ВОЗ, приведен в таблице. 
 
Минимальная регистрационная форма клинического испытания (ВОЗ, 2004) 
 
Пункты Комментарии 
Индивидуальный номер кли-
нического испытания 
Индивидуальный номер присваивается клиническому испыта-
нию при первичной регистрации в специальном регистре 
Дата регистрации клиническо-
го испытания 
Дата регистрации испытания в специальном регистре 
Дополнительные идентифика-
ционные данные 
Могут быть установлены спонсорами или другими заинтересо-
ванными организациями (могут отсутствовать) 
Источник(и) финансирования Название организации(й), обеспечивающей финансирование 
исследования 
Основной спонсор Основная организация, ответственная за проведение исследо-
вания 
Дополнительные спонсоры Другие организации (если есть), ответственные за проведение 
исследования 
Лицо, ответственное за связи с 
общественностью 
Лицо, ответственное за связи с общественностью и больными, 
желающими принять участие в исследовании 
Лицо, ответственное за связи 
по научным вопросам 
Лицо, ответственное за предоставление информации по науч-
ным вопросам 
Название исследования Краткое название исследования, выбранное исследовательской 
группой (может быть опущено по желанию исследователей) 
Официальное научное назва-
ние исследования 
Должно включать описание типа вмешательства, изучаемое 
заболевание и клинические исходы 
Соблюдение этических норм Получило ли исследование на момент регистрации одобрение 
комитета по этическим вопросам (да/нет)? Предполагается, что 
все зарегистрированные испытания получили одобрение коми-
тета по этическим вопросам до их начала 
Изучаемое заболевание Изучаемое заболевание (например, бронхиальная астма, ин-
фаркт миокарда, депрессия и др.) 
Вмешательство(а) Описание исследования и вмешательства в группах сравне-
ния/контроля. Указывается продолжительность лечения 
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Основные критерии включе-
ния и исключения 
Основные характеристики больных, позволяющие включить их 
в исследование 
Тип исследования В базе данных должен приводиться список типов исследова-
ний, включая тип рандомизации (двойное слепое, простое сле-
пое и т.д.), контроля (плацебо-контролируемое, с активным 
контролем) и набора групп (параллельное, перекрестное, фак-
торное) 
Ожидаемая дата начала иссле-
дования 
Планируемая дата включения первого участника 
Планируемый размер выборки Общее число больных (участников), которых исследователи 
планируют включить в испытание 
Информация о наборе боль-
ных в исследование 
Доступна ли эта информация (да/нет)? Если да, для получения 
интересующих сведений нужно связаться с автором, отвечаю-
щим за связи с общественностью 
Основной критерий оценки Основной клинический исход, оцениваемый в исследовании. 
Следует указывать также время оценки данного исхода 
(например, измерение АД через 12 мес.) 
Дополнительные критерии 
оценки 
Дополнительные клинические исходы, оцениваемые в исследо-
вании. Следует указывать также время оценки данных исходов 
(например, оценка клиренса креатинина через 6 мес.) 
 
Другие известные международные регистры РКИ – Реестр клинических испытаний ме-
тодов лечения инсульта (http://www.strokecenter.org/trials/), IFPMA Clinical Trials Portal 
(http://clinicaltrials.ifpma.org/clinicaltrials/no_cache/en/myportal/index.htm), Current Controlled 
Trials (http://www.controlled-trials.com/) и т.д. Кроме того, существуют национальные реестры 
клинических испытаний, наиболее известным из которых является национальный регистр 
США (http://clinicaltrials.gov/), список же остальных можно посмотреть в Интернете по адре-
су http://en.wikipedia.org/wiki/Clinical_trials_registry. В Беларуси и Российской Федерации 
национальные реестры РКИ в настоящее время отсутствуют. 
Основная цель создания регистров клинических испытаний – улучшение здоровья 
населения, основная задача – обеспечить любому желающему доступ к основным результа-
там клинических испытаний, могущих повлиять на принятие медицинского решения. Кроме 
того, с 1 июля 2005 г. упомянутый выше Международный комитет редакторов медицинских 
журналов принял решение не принимать к публикации результаты РКИ, если исследование 
не было зарегистрировано ни в одном из публичных реестров (http://www.sanctr.gov.za/). Та-
ким образом, исследователи, выполнившие незарегистрированное РКИ, не смогут опублико-
вать его результаты ни в одном из уважаемых западных журналов. 
В настоящее время все исследования на людях и, в частности, клинические испытания 
должны выполняться в строгом соответствии с Хельсинкской декларацией (см. приложение 1). 
Образец регистрационной информации произвольного РКИ, взятый из базы Междуна-
родной платформы ВОЗ для регистрации клинических испытаний, приведен в приложении 2. 
 
7. Мета-анализ 
Достаточно часто результаты нескольких исследований, в которых оценивается эффек-
тивность одного и того же вмешательства или диагностического метода при одном и том же 
заболевании, различаются, и иногда – существенно. В связи с этим возникает необходимость 
относительной оценки результатов разных исследований и интеграции их результатов с це-
лью получения обобщающего вывода. Одной из самых популярных и быстро развивающихся 
методик интегрального анализа результатов отдельных научных исследований является ме-
тодика мета-анализа. Международная ассоциация эпидемиологов характеризует мета-анализ 
как «метод объединения результатов различных исследований, …складывающийся из учета 
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уровня качества их выполнения (например, использование таких заранее определенных кри-
териев включения в анализ, как полнота данных, отсутствие явных недостатков в организа-
ции исследования и т.д.) и анализа количественного компонента (статистическая обработка 
представленных независимыми исследователями данных)». Мета-анализ – вершина биоме-
дицинских исследований; будучи выполненным в соответствии с правилами, он обеспечива-
ет наивысший уровень доказательности из возможных. Тем не менее, полезно помнить, что 
мета-анализ полностью вторичен, поскольку целиком базируется на результатах ранее вы-
полненных практических исследований и при отсутствии либо недостаточном количестве 
таковых невозможен по определению. 
Цель мета-анализа – выявление, изучение и объяснение различий в результатах незави-
симых исследований одной и той же проблемы. 
К несомненным преимуществам мета-анализа относится возможность увеличения стати-
стической мощности исследования (за счет интеграции данных нескольких исследований), а, 
следовательно, повышение точности оценки эффекта анализируемого вмешательства. Это поз-
воляет более определенно, чем при анализе каждого отдельно взятого клинического исследо-
вания, указать категории больных, для которых применимы полученные результаты. 
Правильно выполненный мета-анализ предполагает проверку научной гипотезы, по-
дробное и четкое изложение применявшихся статистических методов, достаточно подробное 
изложение и обсуждение результатов анализа, а также вытекающих из него выводов. Подоб-
ный подход обеспечивает уменьшение вероятности случайных и систематических ошибок и 
позволяет повысить объективность получаемых результатов. 
 
Подходы к выполнению мета-анализа: 
Существуют два основных подхода к выполнению мета-анализа. Первый из них заклю-
чается в повторном статистическом анализе отдельных исследований путем получения и обра-
ботки первичных данных их наблюдений. Очевидно, что проведение данной операции далеко 
не всегда возможно. Второй (и основной) подход заключается в обобщении опубликованных 
результатов исследований, посвященных одной проблеме. Такой мета-анализ выполняется 
обычно в несколько этапов, среди которых важнейшими являются: 
1. Выработка критериев включения опубликованных исследований в мета-анализ; 
2. Оценка гетерогенности (статистической неоднородности) результатов оригинальных 
исследований; 
3. Проведение собственно мета-анализа (получение обобщенной оценки величины эф-
фекта изучаемого вмешательства); 
4. Анализ чувствительности и мощности проведенного мета-анализа. 
Этап определения круга включаемых в мета-анализ исследований часто становится ис-
точником систематических ошибок. Качество мета-анализа существенно зависит от качества 
включенных в него исходных исследований и статей. К основным проблемам при включении 
исследований в мета-анализ относятся существенные различия исследований по критериям 
включения и исключения, дизайну, контролю качества. Существует также систематическая 
ошибка, связанная с преимущественной публикацией положительных результатов исследова-
ний (исследования, в которых получены клинически и статистически значимые результаты, 
чаще публикуются, чем те, в которых такие результаты не получены). Соответственно, по-
скольку мета-анализ основан главным образом на литературных данных, следует обращать 
особое внимание на недостаточную опубликованность отрицательных результатов аналогич-
ных исследований. Включение в мета-анализ неопубликованных результатов также представ-
ляет значительную проблему, поскольку их качество неизвестно именно в связи с тем, что они 
не проходили рецензирование, обязательное при публикации в серьезных научных изданиях. 
 
Основные методы мета-анализа: 
Выбор метода анализа определяется типом анализируемых данных (бинарные или не-
прерывный ряд) и дизайном исследования (когортное, РКИ). Бинарные данные обычно ана-
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лизируются путем вычисления отношения шансов (ОШ), относительного риска (ОР) или 
разности рисков в сопоставляемых выборках (см. выше). Все перечисленные показатели ха-
рактеризуют эффект вмешательств. Представление бинарных данных в виде ОШ удобно ис-
пользовать при статистическом анализе, но этот показатель достаточно трудно интерпрети-
ровать для клинической практики. Непрерывными данными обычно являются диапазоны 
значений изучаемых признаков или разница их средних значений в группах сравнения, если 
исходы оценивались во всех исследованиях одинаковым образом. Если же исходы оценива-
лись по-разному (например, по разным шкалам), то используется т.н. стандартизованная раз-
ница средних значений изучаемых признаков («величина эффекта») сравниваемых групп. 
Целью мета-анализа непрерывных данных обычно является представление точечных и ин-
тервальных (95% ДИ) оценок обобщенного эффекта вмешательства. 
Применение мета-анализа позволяет существенно улучшить результаты систематизации 
различных публикаций по единой тематике. При написании любого обычного обзора всякий 
исследователь может подобрать десяток работ, подтверждающих его точку зрения (это осо-
бенно актуально для гуманитарных наук), в то время как его идейный оппонент всегда может 
указать на несколько исследований с противоположными выводами. Завязывается дискуссия, 
стандартным итогом которой является фраза: «Опубликованные в литературе сведения проти-
воречивы, ввиду чего необходимы дальнейшие исследования для прояснения ситуации». Есте-
ственно, новые исследования если и предпринимаются, то нисколько не улучшают общую 
картину. Мета-анализ дает возможность выбраться из этой трясины. Использование хорошо 
продуманных и научно обоснованных методов интеграции и анализа информации позволяет 
ответить на вопросы, неразрешимые в рамках отдельных исследований. 
Одним из первых этапов мета-анализа является оценка гетерогенности (статистической 
неоднородности) результатов изучаемого вмешательства в разных исследованиях. Для оцен-
ки гетерогенности часто используют критерий χ2 с нулевой гипотезой о равном эффекте во 
всех исследованиях и с уровнем значимости р=0,1 для повышения статистической мощности 
(чувствительности) теста. Источниками гетерогенности результатов разных исследований 
принято считать: 1) дисперсию данных внутри исследований (обусловленную случайными 
отклонениями результатов, полученных в разных исследованиях, от единого истинного зна-
чения эффекта), а также 2) дисперсию между исследованиями (обусловленную различиями 
между интегрируемыми выборками по существенным характеристикам больных, особенно-
стям их заболеваний и вмешательств, что приводит к получению неравнозначных оценок ве-
личины изучаемого эффекта). 
Если предполагается, что дисперсия между исследованиями близка к нулю, то каждому 
из исследований приписывается вес, величина которого обратно пропорциональна диспер-
сии результата данного исследования. При нулевой дисперсии между исследованиями мож-
но использовать модель фиксированных (постоянных) эффектов. В этом случае предполага-
ется, что изучаемое вмешательство во всех исследованиях имеет одну и ту же эффектив-
ность, а выявляемые различия обусловлены только случайными факторами (т.е. дисперсией) 
внутри отдельных исследований. В этой модели пользуются методом Мантела-Ханзела. 
Процедура, предложенная Мантелом и Ханзелом, позволяет предположительно оценивать 
типичное значение отношения шансов и проверять значимость общей степени связи. Суще-
ствуют и другие подходы к выполнению мета-анализа. Так, модель случайных эффектов 
предполагает, что эффективность изучаемого вмешательства в разных исследованиях дей-
ствительно может быть различной. Данная модель учитывает дисперсию не только внутри 
одного исследования, но и между разными исследованиями. В этом случае суммируются 
дисперсии внутри исследований и дисперсия между исследованиями. Существует также ряд 
других подходов к выполнению мета-анализа: байесовский мета-анализ, кумулятивный мета-
анализ, многофакторный мета-анализ, мета-анализ выживаемости. 
Байесовский мета-анализ позволяет рассчитать априорные вероятности эффективности 
вмешательства с учетом косвенных данных. Такой подход особенно эффективен при малом 
числе доступных исследований. Он обеспечивает более точную оценку эффективности вме-
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шательства в модели случайных эффектов за счет объяснения дисперсии между разными ис-
следованиями. Кумулятивный мета-анализ – частный случай байесовского, пошаговая проце-
дура включения результатов исследований в мета-анализ по одному в соответствии с каким-
либо принципом (в хронологической последовательности, по мере убывания методологиче-
ского качества исследования и т.д.). Он позволяет рассчитывать априорные и апостериорные 
вероятности в итерационном режиме по мере включения исследований в анализ. 
Регрессионный мета-анализ (логистическая регрессия, регрессия взвешенных наимень-
ших квадратов, модель Кокса и др.) используется при существенной гетерогенности результа-
тов исследований. Он позволяет учесть влияние нескольких характеристик исследования 
(например, размера выборки, дозы препарата, способа его введения, характеристик больных и 
др.) на результаты испытаний вмешательства. Результаты регрессионного мета-анализа обыч-
но представляют в виде коэффициента наклона с указанием ДИ. 
Следует заметить, что мета-анализ может выполняться для обобщения результатов не 
только рандомизированных контролируемых испытаний медицинских вмешательств, но и ко-
гортных исследований (например, исследований факторов риска), однако при этом следует 
учитывать высокую вероятность возникновения систематических ошибок. 
Особый вид мета-анализа – обобщение оценок информативности диагностических мето-
дов, полученных в разных исследованиях. Цель такого мета-анализа – построение характери-
стической кривой взаимной зависимости чувствительности и специфичности тестов (ROC-
кривой) с использованием взвешенной линейной регрессии. 
Мета-анализ, при наивысшем уровне доказательности, является сложной математико-
статистической процедурой; его выполнение требует наличия в исследовательской группе 
квалифицированного статистика, имеющего опыт подобных исследований. Трудно предста-
вить себе молодого ученого, планирующего проведение мета-анализа в качестве своей первой 
научной работы. Тем не менее, мы считаем нужным привести здесь пошаговое руководство по 
выполнению одного из стандартных вариантов мета-анализа – анализа по методу Хантера-
Шмидта (Hunter-Schmidt). Данный метод был предложен Хантером, Шмидтом и Джексоном 
(Jackson) в 1982 г. [25] и усовершенствован Хантером и Шмидтом в 1990 г. [24]. 
Начальный этап любого мета-анализа – тщательный поиск литературных источников 
(т.е. научных публикаций) по изучаемой проблеме. Включению в мета-анализ подлежит ин-
формация только из тех источников, которые указали уровень достоверности полученных 
данных и привели значения стандартных отклонений для всех переменных, включаемых ис-
следователями в формируемую базу мета-анализа. 
Следующий этап после заполнения сформированной базы данных – перевод (конверта-
ция) размерностей результатов различных исследований в единую метрическую систему. 
Обычно все доступные данные переводят в специальную величину r, называемую «стандар-
тизированный эффект воздействия» Ниже приведен ряд формул, позволяющих выполнить 
указанное преобразование: 
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Следующий этап – систематизация информации об эффекте изучаемого воздействия. По-
сле того, как все данные исследований, включенных в мета-анализ, конвертированы в стандар-
тизированные показатели и имеют единую размерность, производится сбор информации о до-
стоверности выполненных исследований и т.н. отклонениях диапазона (range departures, см. 
ниже). Если во всех исследованиях проведена оценка достоверности (либо отклонения диапа-
зона), выраженность изучаемого воздействия может быть скорректирована на уровне каждого 
из индивидуальных исследований, включенных в анализ. Тем не менее, основной массив пуб-
ликаций такого рода информацию не предоставляет. К счастью, Хантер и Шмидт разработали 
процедуру установления поправок на достоверность и отклонение диапазона посредством кон-
струирования распределений для зависимых и независимых переменных [24]. 
Когда литературная база консолидирована, а информация о достоверности исследований 
и отклонениях от диапазона собрана, необходимо устранить систематическую ошибку отбора 
(sampling error bias). Данная ошибка приводит к случайному изменению результатов исследо-
вания в зависимости от размера анализируемой выборки (см. выше): при малом размере вы-
борки вариабельность получаемых данных существенно возрастает по сравнению с аналогич-
ными исследованиями, выполненными на более многочисленном материале. Соответственно, 
коррекция выявленного эффекта изучаемого воздействия с учетом размера исследованной вы-
борки обеспечивает более точное приближение результатов к реальным цифрам, существую-
щим в генеральной совокупности. Коррекция систематической ошибки отбора осуществляется 
путем вычисления средневзвешенной корреляции выборки (sample weighted mean correlation): 
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Ni – количество участников исследования, 
ri – стандартизированный эффект воздействия в отдельном исследовании. 
 
Дисперсия средневзвешенной корреляции выборки вычисляется по формуле: 
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, расшифровку обозначений см. выше. 
 
Средневзвешенный d-критерий Коэна для индивидуальной выборки и его дисперсия вы-
числяются аналогичным образом. 
 
Поскольку средневзвешенная корреляция выборки не подвержена действию системати-
ческой ошибки отбора, ее дисперсия существенно возрастает. Для коррекции дисперсии при-
меняют двухстадийную процедуру. На первой стадии вычисляется дисперсия систематической 
ошибки отбора: 
 
, где К – количество исследований, включенных в мета-анализ. 
 
На второй стадии для установления дисперсии выборки, подверженной воздействию си-
стематической ошибки отбора, из дисперсии средневзвешенной корреляции выборки вычита-
ют дисперсию систематической ошибки отбора: 
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Кроме систематической ошибки отбора, на результаты исследований могут оказывать 
влияние еще две разновидности систематических ошибок, а именно ошибка измерения (mea-
surement error) и ошибка ограничения диапазона (range restriction error). Ошибка измерения 
(также «достоверность теста») оценивается при помощи двух показателей достоверности, вы-
числяемых из результатов конкретного исследования – rxx и ryy (т.е. для независимой и зависи-
мой переменных, соответственно). Как правило, информация, необходимая для расчета ука-
занных показателей, не публикуется большинством исследователей. Хантер и Шмидт предло-
жили специальный метод коррекции средневзвешенного эффекта изучаемого воздействия в 
выборке путем использования распределения оценок достоверности. Явное достоинство дан-
ного метода состоит в том, что он не зависит от особенностей представления результатов в ис-
следованиях, непосредственно включенных в мета-анализ: любое исследование, в котором 
производилась должная оценка достоверности измерений, может быть использовано для по-
строения распределения указанных оценок. 
Для коррекции достоверности необходимо построить распределение коэффициентов до-
стоверности с использованием всех имеющихся источников. Среднее данного распределения 
вычисляется по формуле: 
 
, где: 
 
rxx – достоверность отдельного исследования (для независимой переменной); 
К – общее количество определений достоверности. 
 
Дисперсия данного распределения определяется как: 
 
 
 
Средняя достоверность и дисперсия для зависимой переменной ( yyr , 2
yyr
S ) определяются 
по аналогичным формулам. 
Как упоминалось выше, еще одним источником ошибок является отклонение диапазона 
(range departure), которое представляет собой случайное отклонение от установленного сред-
него эффекта изучаемого воздействия в консолидированной популяции (т.н. rho), иначе – рас-
ширение диапазона возможных результатов любого измерения (если рассматривать только 
крайние значения). 
Для коррекции данного явления необходимо вначале вычислить «u» – отношение стан-
дартного отклонения в отдельном исследовании к стандартному отклонению в некоей рефе-
ренсной популяции. Это отношение используется для расчета «с», показателя отклонения диа-
пазона для отдельного исследования, из которого была получена информация о стандартном 
отклонении. Для вычисления «с» используется следующая формула: 
 
222 )1( ruuñ −+= , где: 
 
u – отношение стандартного отклонения в отдельном исследовании к стандартному от-
клонению в референсной популяции; 
r – эффект изучаемого воздействия в соответствующем исследовании. 
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Поскольку данная информация приводится в публикациях очень редко, необходимо по-
строение распределения элементов отклонения диапазона. Среднее и дисперсия указанного 
распределения вычисляются по формулам: 
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, где: 
 
Ci – показатель «с» отдельного исследования (см. выше); 
Ni – количество участников соответствующего исследования; 
К – общее количество исследований, включенных в мета-анализ. 
 
Для упрощения вышеописанных манипуляций используется специальная система услов-
ных знаков, где средние rxx и ryy обозначены как «а» и «b», соответственно, а дисперсия обоих 
показателей достоверности – как s2a и s
2
b. Аналогично, среднее отклонение диапазона обозна-
чается как «с», а его дисперсия - s2c. 
Имея на руках вышеперечисленные статистические показатели, а именно средневзве-
шенный критерий r выборки, скорректированную дисперсию ошибок, a, b, c, а также величины 
дисперсий для средних значений показателей достоверности и отклонений диапазона, можно 
оценить средний эффект изучаемого воздействия в консолидированной популяции (т.е. rho). 
Во-первых, нужно внести поправку в средневзвешенный критерий r выборки с учетом ошибки 
измерения и отклонения диапазона, используя следующую формулу: 
 
abc
r
rTU =  
 
Во-вторых, необходимо скорректировать дисперсию взаимосвязи в пределах популяции 
с учетом ошибки измерения и отклонения диапазона, используя средние значения и дисперсии 
факторов коррекции достоверности и диапазона a, b и c: 
 
 
 
Вышеприведенная формула позволяет вычислить дисперсию среднего эффекта изучае-
мого воздействия в популяции (rho). В случае, если нет повода предполагать наличие значи-
тельных колебаний диапазона между отдельными исследованиями, включенными в мета-
анализ (как в большинстве психологических исследований), вышеописанную процедуру кор-
рекции с учетом отклонения диапазона можно опустить [25]. 
 
Выполняя мета-анализ, необходимо проводить поиск т.н. переменных-регуляторов (mo-
derating variables). Указанные переменные являются «третьим фактором», который может по-
влиять на интересующую нас взаимосвязь. Для поиска переменных-регуляторов Хантер и 
Шмидт предложили использовать χ2-тест на систематические вариации [25]: 
 
, где К – количество исследований, включенных в мета-анализ. 
 
Если вычисленный критерий χ2 статистически незначим, то в интересующей нас выборке 
нет ни одной переменной-регулятора. Данный статистический тест является очень мощным 
при достаточно большом N, он отвергнет нулевую гипотезу даже при незначительных откло-
нениях между исследованиями. В качестве альтернативы авторами теста предложено «правило 
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большого пальца», при котором сравниваются S2r и S2er. Если дисперсия расхождения может 
объяснить менее 75% нескорректированной дисперсии, можно сделать вывод о возможном 
наличии переменной-регулятора. 
 
Далее перечислены последовательные этапы, которые исследователь должен осуще-
ствить в процессе выполнения мета-анализа: 
 
1. Определиться с областью исследования. 
 
2. Сформулировать критерии для включения публикаций в обзор: 
• опубликовано исследование или нет; 
• обозреваемый временной период; 
• качество проведения исследования и т.д. 
 
3. Определить вид используемой меры стандартизированного эффекта воздействия: 
• d-критерий Коэна; 
• r-критерий (коэффициент корреляции Пирсона, Pearson's Product Moment Correla-
tion). 
 
4. Поиск исследований, соответствующих критериям включения: 
• поиск в библиотеках (лично) и Интернете (можно автоматизировать); 
• презентации конференций и симпозиумов; 
• отправка писем ученым, занимающимся исследованиями в интересующей нас об-
ласти. 
 
5. Выбор окончательной подборки исследований: 
• личное решение; 
• решение научного коллектива; 
 
6. Извлечь данные о факторах, интересующих исследователей, размерах выборок, эф-
фектах воздействий, достоверности измерений и прочих заслуживающих внимание характе-
ристиках каждого из исследований. 
• Извлекая информацию о достоверности и отклонениях диапазона, не нужно огра-
ничивать поиск только исследованиями, включенными в настоящий мета-анализ; 
• Если опубликованы результаты многочисленных измерений, необходимо исполь-
зовать их все; 
• Данные можно разбивать на подгруппы; 
• Усреднить результаты множественных измерений в единое итоговое значение. 
 
7. Закодируйте все характеристики исследований, которые могут иметь отношение к 
описанной в них выраженности эффекта изучаемого воздействия, как-то: 
• особенности дизайна исследования; 
• характеристики выборки; 
• тип зависимой переменной и т.д. 
 
8. Выполните проверку надежности процедур кодирования: 
• с подмножеством данных, используя от 1 до 4 других кодировщиков; 
• со всеми данными, используя от 1 до 4 других кодировщиков. 
 
9. Если имеются результаты многократных измерений зависимых и/или независимых пе-
ременных, решите, сгруппировать ли их априорно или нет. 
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• теоретическое разнообразие среди переменных; 
• практическое разнообразие измерений среди переменных. 
 
10. Вычислите среднее и дисперсию выраженности эффекта изучаемого воздействия во 
всех исследованиях, включенных в мета-анализ: 
• средняя выраженность эффекта воздействия, взвешенная по размеру выборки; 
• провести тест хи-квадрат на гомогенность; 
• вычислить размер выборки, обеспечивающий заданную мощность анализа; 
• вычислить дисперсию выраженность эффекта воздействия между исследованиями 
с целью поиска переменных-регуляторов; 
• установить искусственные источники дисперсии между исследованиями (ошибка 
отбора, затухание из-за ошибок измерений, ограничение диапазона); 
• определение истинной дисперсии между исследованиями; 
• оценка истинной средней выраженность эффекта воздействия с учетом поправок на 
ошибки отбора, измерения и ограничения диапазона. 
 
11. Определитесь, проводить ли поиск переменных-регуляторов: 
• тест хи-квадрат (тест значимости); 
• величина дисперсии между исследованиями, объясняющаяся искусственно привне-
сенными факторами; 
• «правило большого пальца»: если дисперсия расхождения может объяснить менее 
75% нескорректированной дисперсии взвешенной корреляции выборки, возможно 
наличие некоей переменной-регулятора, в противном случае отклонение проис-
ходит в основном из-за случайных ошибок (например, ограничения диапазона, 
отбора либо измерения). 
 
12. Выбрать потенциальные факторы-регуляторы (если это оправдано): 
• теоретические соображения; 
• практические соображения по результатам измерений. 
 
13. Вычислите среднее и дисперсию выраженности эффекта воздействия внутри под-
групп-регуляторов (процедура, аналогичная описанной в п.10). 
 
Процедура мета-анализа может быть автоматизирована при помощи специальных про-
грамм, многие из которых написаны и поддерживаются энтузиастами от науки, вследствие че-
го распространяются свободно и бесплатно: 
1. Review Manager 5 (http://www.cc-ims.net/revman/download) 
2. MIX 2.0 (версии Lite и Pro) – плагин для MS Excel 2007 (http://www.meta-analysis-made-
easy.com/download/index.html) 
3. EasyMA (http://www.spc.univ-lyon1.fr/easyma.dos/) 
4. Comprehensive Meta-Analysis (CMA) (http://www.meta-analysis.com/pages/demo.html) 
5. Модули для программ статистического анализа Stata, SPSS и SAS 
6. MetaWin 2.0 (http://www.metawinsoft.com/mw2demo.html) 
7. Epimeta (http://ftp.cdc.gov/pub/Software/epimeta/) 
8. Meta-Analysis 5.3 (http://userpage.fu-berlin.de/~health/meta_e.htm) 
9. Meta-Analysis Calculator (онлайновый) (http://www.lyonsmorris.com/ma1/index.cfm) 
 
Обновляющийся список программного обеспечения для мета-анализа доступен по адре-
сам http://www.vetschools.co.uk/EpiVetNet/meta_analysis_software.htm, http://statpages.org/java-
sta2.html, http://faculty.ucmerced.edu/wshadish/Meta-Analysis%20Software.htm. 
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Результаты мета-анализа обычно представляются графически (точечные и интервальные 
оценки эффектов изучаемого воздействия в каждом из включенных в мета-анализ исследова-
ний) и/или в виде таблиц, содержащих соответствующие статистические показатели. Графиче-
ское представление результатов мета-анализа носит название «древовидная диаграмма» (forest 
plot). На рисунке 25 представлена древовидная диаграмма, построенная программой Review 
Manager (совмещена с таблицей частных и интегральных статистических показателей). 
 
 
 
Рис. 25. Древовидная диаграмма, построенная программой Review Manager; приведены 
данные о повышении риска рака легких у пассивных курильщиков – величины относительного 
риска (risk ratio) и их 95% доверительные интервалы для ряда индивидуальных исследований, 
отсортированные по возрастанию диапазона. Видно, что большая часть публикаций сообщает 
о повышении риска рака легких, но доверительный интервал для относительного риска в по-
давляющем большинстве исследований включает 1, что говорит о недостоверности получен-
ных данных (т.е. величина р для risk ratio превышает 0,05). В последней строке приведен инте-
гральный показатель относительного риска, рассчитанный в соответствии с правилами мета-
анализа; он составляет 1,2 при 95% доверительном интервале 1,12-1,29 (р<0,00001) [45]. В ко-
лонке weight (%) указан относительный вес каждого из отдельных исследований, включенных 
в мета-анализ, в зависимости от качества их выполнения и степени доказательности. 
 
На рис. 26 показана аналогичная диаграмма, построенная программой MetaWin. 
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Рис. 26. Древовидная диаграмма, построенная программой MetaWin (читается снизу 
вверх); интегральный показатель относительного риска (т.н. «большая средняя» – grand mean) 
и его 95% ДИ – в верхней строчке. 
 
Существуют также способы оценки полноты выявления включенных в мета-анализ ис-
следований. Обычно неполнота выявления связана с возникновением систематической ошиб-
ки, связанной с преимущественным опубликованием положительных результатов исследова-
ний (результатов, описывающих клинически и статистически значимые различия групп). Для 
качественной оценки наличия такой систематической ошибки мета-анализа обычно прибегают 
к построению воронкообразной диаграммы (funnel plot) – графика рассеяния результатов от-
дельных исследований в единой сетке координат (по горизонтальной оси – величина эффекта 
изучаемого воздействия, по вертикальной – размер выборки в соответствующем единичном 
исследовании). Поскольку известно, что точность определения эффекта изучаемого воздей-
ствия возрастает с увеличением размера выборки, диапазон вычисленных значений эффекта 
данного воздействия значительно шире в малых исследованиях, располагающихся внизу диа-
граммы, в то время как в больших исследованиях, расположенных наверху диаграммы, диапа-
зон возможных значений величины эффекта значительно уже (естественно, если исследование 
было правильно организовано и проведено, т.е. свободно от прочих систематических ошибок). 
Данная закономерность и придает диаграмме характерную форму перевернутой воронки 
(рис. 27). Частотные характеристики эффекта воздействия или отношения шансов обычно 
наносятся на диаграмму в логарифмической шкале (так что 0,5 и 2 равноудалены от 1). 
Видно, что по мере увеличения размеров выборки установленное значение эффекта воз-
действия стремится к некоторой средней величине, близкой к истинному значению указанного 
эффекта в генеральной совокупности; в то же время данные отдельных исследований могут 
быть как больше данного значения, так и меньше, причем разброс значений увеличивается по 
мере уменьшения размеров анализируемой выборки. 
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Рис. 27. А – воронкообразная диаграмма, построенная программой Review Manager; В – 
аналогичная диаграмма, построенная программой Comprehensive Meta-Analysis. На обоих диа-
граммах – исследования, включенные в мета-анализ влияния пассивного курения на частоту 
развития рака легких [45]. 
 
Ясно, что при правильно сформированной базе исследований количество работ, где 
эффект вмешательства оказался меньше, чем в среднем, примерно соответствует количеству 
работ, где указанный эффект превышает среднее значение, что придает «воронке» симмет-
ричный вид. В случае наличия т.н. систематической ошибки публикации (publication bias, 
описанная выше: публикуются преимущественно результаты, указывающие на положитель-
ный эффект воздействия, а указывающие на отрицательный – замалчиваются) воронкообраз-
ная диаграмма окажется ассиметричной с существенным преобладанием публикаций в «по-
зитивной» половине графика (эффект воздействия больше среднего); это преимущественно 
касается малых исследований, составляющих большинство в любом мета-анализе (рис. 28, в 
центре). Асимметрия подобного рода может наблюдаться и в случае наличия т.н. системати-
ческой ошибки низкого методологического качества выполнения малых исследований, когда 
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получаемый в них результат настолько существенно расходится с истинной величиной эф-
фекта воздействия (как в большую, так и в меньшую сторону), что это заметно на воронко-
образной диаграмме (рис. 28, справа). 
 
 
 
Рис. 28. Анализ полноты включения публикаций в мета-анализ с применением воронко-
образной диаграммы. Слева – «воронка» симметрична, белыми кружками обозначены «нега-
тивные» результаты нескольких малых исследований; в центре – асимметрия «воронки», свя-
занная с наличием систематической ошибки публикации – данные малых исследований, отри-
цающих позитивный эффект изучаемого воздействия, либо не опубликованы, либо не вошли в 
мета-анализ; справа – из-за низкого методологического качества малых исследований полу-
ченный в них результат настолько отличается от среднего, что диаграмма вновь асимметрична. 
 
Программа Comprehensive Meta-Analysis может на основе анализа воронкообразной диа-
граммы приблизительно оценить количество публикаций, не включенных в мета-анализ. Дан-
ная процедура была разработана Duval и Tweedie и называется «согласование и заполнение» 
(trim and fill, см. рис. 29). 
 
 
 
Рис. 29. Результат выполнения процедуры «trim and fill» программой Comprehensive 
Meta-Analysis при наличии асимметрии воронкообразной диаграммы. Видно, что, с точки зре-
ния программы, в базу мета-анализа не включено 7 пропущенных публикаций (обозначены 
черными кружками); при этом «большая средняя» составляет 1,204 в нескорректированной 
диаграмме (белый ромб) и 1,169 – в скорректированной (черный ромб). 
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Мета-анализ представляется весьма перспективным направлением исследований на 
постсоветском пространстве, поскольку для его выполнения необходим, фактически, лишь 
доступ в Интернет и компьютер, оснащенный одной (или несколькими) из вышеперечислен-
ных программ; существенные финансовые вливания при этом не требуются, и даже наличие 
собственной лаборатории и/или клинической базы необязательно, а полученные результаты 
высокодоказательны, выглядят крайне наукообразно, при этом могут представлять суще-
ственный научный и клинический интерес, и в этом случае их публикация в серьезных за-
падных научных журналах видится практически неизбежной. Интересующимся детальным 
описанием и объяснением всех стадий мета-анализа рекомендуем англоязычное руководство 
Meta-Analysis Notes за авторством Jamie de Coster, доступное для бесплатного скачивания из 
Интернета по адресу http://www.stat-help.com/meta.pdf. 
 
Кроме упомянутого выше мета-анализа степени воздействия пассивного курения на ча-
стоту развития рака легких, к другим примерам использования данного метода относятся: 
• мета-анализ – сравнение эффективности ангиопластики и шунтирования в лечении тя-
желой ИБС. Консолидированная выборка составила 3371 больных (1661 шунтирование, 1710 
случаев ангиопластики). Показано, что смертность непосредственно после указанных вмеша-
тельств значимо не отличается (относительный риск 1,08 [95% ДИ: 0,79-1,50]), в то время как 
частота отдаленных рецидивов стенокардии оказалась существенно выше в группе ангиопла-
стики (относительный риск 1,56 [1,30-1,88]); тем не менее, спустя 3 года после вмешательства 
данное различие практически сгладилось (относительный риск 1,22 [0,99-1,54]) [42]. 
• мета-анализ эффекта от лечения антидепрессантами хронических болей в спине. Размер 
консолидированной выборки составил 504 человека (из 10 РКИ), средний срок наблюдения за 
больными в данной выборке – 10,4 года. Показано, что назначение антидепрессантов значимо 
снижает выраженность болей в спине в сравнении с группой больных, получавших плацебо 
(стандартизированная разница средних эффектов вмешательств 0,41 [0,22-0,61]), но не улуч-
шает качество жизни больных (стандартизированная разница средних эффектов 0,24 [-0,21-
0,69]). При этом количество побочных реакций оказалось значимо выше у больных, получаю-
щих антидепрессанты, в сравнении с группой плацебо (22% против 14%, р=0,01) [46]. 
• мета-анализ отдаленных последствий ложно-положительных маммограмм (именно, по-
веденческие особенности и качество жизни женщин в возрасте 40 и более лет). Размер консо-
лидированной выборки – 313.967 человек из 23 исследований. Показано, что женщины, у ко-
торых результат маммографии оказывался ложноположительным, более часто приходили на 
регулярные маммографические обследования по сравнению с женщинами, у которых единич-
ный результат скрининга оказывался нормальным (относительный риск 1,07 [1,02-1,12]); при 
этом у европейских и канадских женщин данный эффект оказался статистически незначим 
(относительный риск 0,97 [0,93-1,01] и 0,63 [0,50-0,80], соответственно). Аналогично, женщи-
ны с ложно-положительным результатом маммографии чаще занимались самообследованием 
молочных желез и имели более высокий уровень стресса и тревожности [11]. 
 
Завершая руководство, приводим категории доказательности рекомендаций, принятые в 
современных публикациях, и уровни доказательности данных, на которых они основаны [31]: 
 
Категории 
доказательности 
рекомендаций 
Основание 
А Данные, полученные как минимум в 2 исследованиях I уровня 
В Данные, полученные в 1 исследовании I уровня 
С Данные, полученные только в исследованиях II уровня 
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D Данные, полученные как минимум в 1 исследовании III уровня 
Е Данные IV и V уровня доказательности 
 
 
Уровни 
доказательности 
данных 
Характеристика исследования 
I Крупные рандомизированные исследования с отчетливыми результата-
ми; низкий риск ошибок 1 и/или 2 рода (т.е. ложноположительных и/ 
или ложноотрицательных результатов) 
II Небольшие рандомизированные исследования с неоднозначными ре-
зультатами; умеренный или высокий риск ошибок 1 и/или 2 рода 
III Нерандомизированные контролируемые исследования 
IV Нерандомизированные исследования с «историческим» контролем, мне-
ния экспертов 
V Описание серии случаев, неконтролируемые исследования, мнения экс-
пертов 
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V. ПРИЛОЖЕНИЯ 
 
Приложение 1 
Хельсинкская декларация Всемирной медицинской ассоциации 
 
Этические принципы проведения медицинских исследований с участием человека в качестве 
субъекта 
 
Принята на 18-ой Генеральной Ассамблее ВМА, Хельсинки, Финляндия, июнь 1964,  
изменения внесены: 
на 29-ой Генеральной Ассамблее ВМА, Токио, Япония, октябрь 1975 
на 35-ой Генеральной Ассамблее ВМА, Венеция, Италия, октябрь 1983 
на 41-ой Генеральной Ассамблее ВМА, Гонконг, сентябрь 1989 
на 48-ой Генеральной Ассамблее ВМА, Сомерсет Вест, ЮАР, октябрь 1996 
на 52-ой Генеральной Ассамблее ВМА, Эдинбург, Шотландия, октябрь 2000 
на 53-ей Генеральной Ассамблее ВМА, Вашингтон, 2002 (добавлено разъяснение к пункту 29) 
на 55-ой Генеральной Ассамблее ВМА, Токио, 2004 (добавлено разъяснение к пункту 30)  
на 59-ой Генеральной Ассамблее ВМА, Сеул, октябрь 2008 
 
A. Введение 
 
1. Всемирная Медицинская Ассоциация (ВМА) разработала Хельсинкскую Декларацию в 
качестве свода этических принципов проведения медицинских исследований с участием че-
ловека в качестве субъекта, в том числе исследований, включающих работу с биологически-
ми материалами или данными, по которым можно идентифицировать конкретное лицо, от 
которого они получены. Текст Декларации предназначен для использования в качестве це-
лостного документа, и каждое отдельное положение не должно применяться без учета дру-
гих применимых положений. 
 
2. Хотя Декларация адресована, прежде всего, врачам, ВМА призывает других участников ме-
дицинских исследований с участием человека в качестве субъекта следовать этим принципам. 
 
3. Долг врача – поддерживать и охранять здоровье пациентов, в том числе лиц, участвующих 
в медицинском исследовании. Знания и сознание врача должны быть направлены на служе-
ние этому долгу. 
 
4. Женевская декларация ВМА определяет долг врача следующими словами: «Здоровье мое-
го пациента будет моей главной заботой», а международный Кодекс медицинской этики гла-
сит: «Врач при оказании медицинской помощи должен действовать в интересах пациента». 
 
5. Прогресс медицины основан на научных исследованиях, которые, в конечном итоге, 
должны включать исследования с участием людей в качестве субъектов. Популяциям, кото-
рые в недостаточной мере привлекаются к медицинским исследованиям, необходимо обес-
печивать соответствующую возможность участия. 
 
6. В медицинских исследованиях с участием людей в качестве субъектов забота о благополу-
чии конкретного участника должна превалировать над всеми другими интересами. 
 
7. Основная цель медицинских исследований с участием человека в качестве субъекта состоит 
в том, чтобы понять причины, механизмы развития и исходы заболеваний и совершенствовать 
профилактические, диагностические и терапевтические вмешательства (методы, процедуры и 
лечение). Даже лучшие на сегодняшний день вмешательства должны постоянно подвергаться 
оценке на предмет их безопасности, эффективности, адекватности, доступности и качества. 
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8. В медицинской практике и в медицинских исследованиях большинство вмешательств со-
пряжено с определенными рисками и неудобствами. 
 
9. Медицинские исследования должны проводиться с соблюдением этических норм, в основе 
которых лежит уважение к человеку и защита его здоровья и прав. Участниками исследова-
ния могут быть особо уязвимые группы людей, нуждающиеся в специальной защите. К ним 
относятся те, кто не может самостоятельно дать свое согласие либо отказаться от участия в 
исследовании, а также те, в отношении которых может применяться злоупотребление влия-
нием или принуждение. 
 
10. Врачи должны учитывать этические и правовые нормы и стандарты проведения исследо-
ваний с участием человека своей страны, так же как и соответствующие международные 
нормы и стандарты. Никакими национальными или международными этическими или пра-
вовыми требованиями не допускается ограничение или исключение мер по защите субъектов 
исследования, установленных настоящей Декларацией. 
 
B. Основные принципы всех медицинских исследований 
 
11. Долг врача, участвующего в медицинском исследовании, заключается в защите жизни, 
физического и морального здоровья, достоинства, права на самоопределение, частную жизнь 
и конфиденциальность персональных данных субъектов исследования. 
 
12. Медицинские исследования с участием человека в качестве субъекта должны соответ-
ствовать общепринятым научным принципам и основываться на глубоком знании научной 
литературы, других источников информации, на результатах лабораторных исследований, 
выполненных в достаточном объеме и, при необходимости, исследований на животных. 
Необходимо проявлять гуманность по отношению к животным, используемым в исследова-
ниях.  
 
13. При проведении медицинских исследований, которые могут оказать неблагоприятное 
воздействие на окружающую среду, должны предприниматься необходимые меры предосто-
рожности.  
 
14. Дизайн и порядок выполнения каждого исследования с участием человека в качестве субъек-
та должны быть четко описаны в протоколе исследования. Протокол должен включать обсужде-
ние этических аспектов исследования и подтверждать соблюдение принципов настоящей Декла-
рации. Протокол должен содержать информацию об источниках финансирования, спонсорах 
исследования, связи с какими-либо организациями и других возможных конфликтах интересов, 
методах стимулирования субъектов исследования, условиях лечения и/или компенсации субъек-
там в случае нанесения вреда их здоровью в результате участия в исследовании. Протокол дол-
жен описывать условия доступа для субъектов исследования после его окончания к способам 
лечения или иным вмешательствам, признанным в результате исследования эффективными, ли-
бо доступа к иным приемлемым методам лечения или преимуществам.  
 
15. Перед началом исследования протокол должен быть направлен для рассмотрения, ком-
ментирования, рекомендаций и одобрения в комитет по этике. Такой комитет должен быть 
независим от исследователя, спонсора и любого иного неуместного влияния. Комитет дол-
жен учитывать законы и правила страны или стран, в которых планируется проведение ис-
следования, так же как и соответствующие международные нормы и стандарты, однако при 
этом не допускается какое-либо ущемление прав или ограничение мер по защите субъектов 
исследования, установленных настоящей Декларацией. У комитета должно быть право осу-
ществлять мониторинг текущих исследований. Исследователь обязан предоставлять комите-
ту информацию, необходимую для такого мониторинга, в особенности информацию о лю-
бых серьезных нежелательных явлениях. Никакие изменения не могут быть внесены в про-
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токол без рассмотрения и одобрения комитета.  
 
16. Медицинские исследования с участием человека в качестве субъекта должны проводить-
ся только лицами, имеющими достаточный научный опыт и квалификацию. Исследование с 
участием пациентов или здоровых добровольцев требует наблюдения со стороны компетент-
ного и имеющего достаточную квалификацию врача или иного медицинского работника. От-
ветственность за защиту субъектов исследования всегда несет врач или иной медицинский 
работник, и ни в коем случае такая ответственность не может быть возложена на субъекта 
исследования, даже если он дал свое согласие. 
 
17. Медицинское исследование с участием заведомо находящихся в неблагоприятных усло-
виях либо уязвимых категорий лиц или социальных групп оправдано только в том случае, 
если такое исследование имеет отношение к потребностям и приоритетам оказания медицин-
ской помощи этой категории лиц или в этой социальной группе, и если есть достаточные ос-
нования полагать, что эта категория лиц или социальная группа могут получить пользу от 
результатов данного исследования. 
 
18. Каждому медицинскому исследованию с участием человека в качестве субъекта должно 
предшествовать тщательное сопоставление возможного риска и неудобств с ожидаемыми 
выгодами как для отдельного субъекта исследования или группы лиц, включенных в иссле-
дование, так и для других индивидуумов или групп населения, страдающих от заболева-
ния/состояния, при котором проводится данное исследование. 
 
19. Каждое клиническое исследование должно быть зарегистрировано в публично доступной 
базе данных, прежде чем в него будет включен первый субъект.  
 
20. Врачи не должны участвовать в исследовательских проектах с привлечением людей в ка-
честве субъектов исследования, если они не уверены в том, что произведена надлежащая 
оценка возможного риска, и что его можно адекватно контролировать. Врач обязан немед-
ленно прекратить любое исследование, если в ходе его выяснится, что риски превышают 
ожидаемую пользу, или если получены неопровержимые доказательства положительного 
или благоприятного результата. 
 
21. Медицинское исследование с участием человека в качестве субъекта может проводиться 
только тогда, когда важность цели исследования превышает связанные с ним риски и не-
удобства для субъекта.  
 
22. Участие дееспособных лиц в медицинском исследовании в качестве субъектов исследо-
вания должно быть добровольным. Несмотря на то, что в ряде случаев может быть уместной 
консультация с родственниками или лидерами социальной группы, ни одно дееспособное 
лицо не может быть включено в исследование, если оно не дало своего собственного добро-
вольного согласия. 
 
23. Должны быть приняты все меры для защиты частной жизни и конфиденциальности пер-
сональных данных субъекта исследования, а также для минимизации возможного негативно-
го влияния исследования на его физическое, душевное и социальное благополучие. 
 
24. В медицинском исследовании с участием в качестве субъектов исследования дееспособных 
лиц, каждый потенциальный субъект должен получить достаточную информацию о целях, ме-
тодах, источниках финансирования, любых возможных конфликтах интересов, аффилирован-
ности исследователя с конкретными организациями, ожидаемой пользе и потенциальных рис-
ках, о неудобствах, которые могут возникнуть вследствие участия в исследовании, а также о 
любых иных значимых аспектах исследования. Потенциальный субъект исследования должен 
быть информирован о своем праве отказаться от участия в исследовании или отозвать свое со-
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гласие на участие в любой момент без каких-либо неблагоприятных для себя последствий. 
Особое внимание должно уделяться специфическим информационным потребностям каждого 
потенциального субъекта, а также методам, используемым для предоставления информации. 
Убедившись, что потенциальный субъект понял предоставленную ему информацию, врач или 
иное лицо, имеющее соответствующую квалификацию, должны получить добровольное ин-
формированное согласие субъекта на участие в исследовании, предпочтительно в письменной 
форме. Если согласие не может быть выражено в письменной форме, должно быть надлежа-
щим образом оформлено и засвидетельствовано устное согласие. 
 
25. В медицинских исследованиях, в которых используются биологические материалы или 
данные, по которым можно идентифицировать лицо, от которых они получены, врач, обыч-
но, должен получить согласие на получение, анализ, хранение и/или повторное использова-
ние таких материалов и данных. Однако могут быть случаи, когда получение такого согласия 
невозможно или нецелесообразно, либо может поставить под угрозу достоверность результа-
тов исследования. В таких случаях исследование может проводиться только после рассмот-
рения и одобрения комитетом по этике.  
 
26. При получении информированного согласия на участие в исследовании врач должен про-
являть особую осторожность в тех случаях, когда потенциальный субъект находится в зави-
симом положении по отношению к врачу, или может дать согласие под давлением. В таких 
случаях информированное согласие должно быть получено лицом, имеющим соответствую-
щую квалификацию и полностью независимым от такого рода отношений. 
 
27. Если потенциальным субъектом исследования является недееспособное лицо, врач дол-
жен получить информированное согласие его законного представителя. Недееспособные ли-
ца не должны включаться в исследования, которые не несут для них вероятной выгоды, если 
только такое исследование не проводится в целях улучшения оказания медицинской помощи 
группе людей, представителем которой является потенциальный субъект, не может быть за-
менено исследованием на дееспособных лицах, а также связано только с минимальными 
рисками и неудобствами. 
 
28. Если потенциальный субъект, признанный недееспособным, способен, тем не менее, вы-
разить собственное отношение к участию в исследовании, врач должен запросить его мнение 
в дополнение к согласию его законного представителя. Особое мнение потенциального субъ-
екта должно приниматься во внимание. 
 
29. Исследования с участием субъектов, физически или психически неспособных дать согла-
сие, например, пациентов, находящихся в бессознательном состоянии, могут проводиться 
только при условии, что физическое или психическое состояние, препятствующее получе-
нию информированного согласия, является неотъемлемой характеристикой исследуемой по-
пуляции пациентов. В таких случаях врач должен запрашивать информированное согласие у 
законного представителя. Если такой представитель не доступен, и если включение пациента 
не может быть отсрочено, исследование может проводиться без получения информированно-
го согласия при условии, что особые причины для включения субъектов в исследование в 
состоянии, препятствующем предоставлению информированного согласия, оговорены в про-
токоле исследования, а проведение исследования одобрено комитетом по этике. При первой 
возможности должно быть получено согласие субъекта или его законного представителя на 
продолжение участия в исследовании. 
 
30. Как авторы, так и редакторы и издатели несут этические обязательства в отношении пуб-
ликации результатов исследования. Авторы обязаны обеспечить открытый доступ к резуль-
татам проведенных ими исследований с участием человека в качестве субъекта, и несут от-
ветственность за полноту и достоверность отчетов об исследованиях. Авторы должны 
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неукоснительно придерживаться общепринятых этических принципов при подготовке отче-
тов об исследованиях. Как положительные, так и отрицательные, а также не позволяющие 
сделать окончательные выводы результаты исследований должны публиковаться или иным 
образом становиться публично доступными. В публикации должны быть указаны источники 
финансирования, аффилированность и имеющиеся конфликты интересов. Отчеты об иссле-
дованиях, проведенных с нарушением принципов, установленных настоящей Декларацией, 
не должны приниматься к публикации. 
 
C. Дополнительные принципы проведения медицинских исследований, сочетающихся с ока-
занием медицинской помощи 
 
31. Врач может сочетать медицинское исследование с оказанием медицинской помощи паци-
енту только в тех случаях, когда исследование оправдано с точки зрения его потенциальной 
профилактической, диагностической или терапевтической ценности, и если врач имеет до-
статочные основания полагать, что участие в исследовании не скажется неблагоприятным 
образом на здоровье пациентов, являющихся субъектами исследования.  
 
32. Польза, риски, неудобства и эффективность нового вмешательства должны оцениваться в 
сравнении с лучшими из имеющихся вмешательств, за исключением следующих случаев: 
 
– использование в исследованиях плацебо или отсутствие лечения является приемлемым, ес-
ли не существует доказанного метода вмешательства, или 
 
– когда существуют убедительные научно обоснованные методологические причины исполь-
зования плацебо для оценки эффективности либо безопасности исследуемого вмешательства, 
и пациенты, получающие плацебо или не получающие никакого лечения, не будут подвер-
гаться риску причинения серьезного или необратимого ущерба здоровью. Должны быть 
предприняты особые меры для того, чтобы избежать злоупотребления этой возможностью. 
 
33. По завершении исследования, принимавшие в нем участие пациенты имеют право на по-
лучение информации о результатах исследования и на доступ к выявленным в результате ис-
следования преимуществам, например, на доступ к вмешательствам, признанным в результа-
те проведенного исследования благоприятными, или к другим приемлемым методам лечения 
или преимуществам. 
 
34. Врач должен предоставить пациенту полную информацию о том, какие из аспектов лече-
ния относятся к проводимому исследованию. Отказ пациента участвовать в исследовании или 
решение о выходе из исследования не должны отражаться на его взаимоотношениях с врачом.  
 
35. При лечении пациента, когда проверенных вмешательств не существует или они не ока-
зывают должного эффекта, врач, после консультации с экспертами и получения информиро-
ванного согласия пациента или его законного представителя, может использовать неапроби-
рованное вмешательство, если, по мнению врача, его применение дает надежду спасти жизнь 
пациента, восстановить его здоровье или облегчить страдания. Когда возможно, это вмеша-
тельство должно стать объектом исследования, организованного с целью оценки его эффек-
тивности и безопасности. В любом случае, всю новую информацию необходимо документи-
ровать и, в соответствующих случаях, делать публично доступной. 
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Приложение 2 
Образец регистрационной информации РКИ из базы Международной платформы ВОЗ 
для регистрации клинических испытаний 
Реестр: ClinicalTrials.gov 
Последнее обновление: 20 июля 2010 г. 
Основной идентификационный 
номер: 
NCT01163994 
Дата регистрации: 13 июля 2010 г. 
Основной спонсор: University Medical Centre Ljubljana 
Название для общественности: Антибактериальная терапия множественной мигриру-
ющей эритемы (Antibiotic Treatment of Multiple Ery-
thema Migrans) 
Научное название: Сравнение эффективности цефтриаксона и доксицик-
лина при лечении множественной мигрирующей эри-
темы (Comparison of Ceftriaxone and Doxycycline for 
Treatment of Multiple Erythema Migrans) 
Дата включения первого больного: Июнь 2010 г. 
Установленный размер выборки: 720 
Статус формирования выборки: Идет включение участников 
Интернет-адрес: http://clinicaltrials.gov/show/NCT01163994 
Тип исследования: экспериментальное 
Дизайн исследования: Распределение в группы: рандомизированное. 
Классификация исходов: исследование эффективно-
сти/безопасности терапии. 
Дизайн вмешательства: параллельный дизайн. 
Маскирование вмешательства: двойное слепое. 
Первичная цель: сравнение эффективности терапии. 
Страна, в которой формируется 
выборка: 
Словения 
Контактные телефоны и адреса 
Имя: Dasa Stupica, MD 
Телефон: +386 1 522 2110 
Email: cerar.dasa@gmail.com 
Место работы: UMC Ljubljana, кафедра инфекционных болезней, 
Словения 
Ключевые критерии включения и исключения 
Критерий включения: Множественная мигрирующая эритема у больных 
старше 15 лет. 
Критерии исключения: Лайм-боррелиоз в анамнезе, беременность или лакта-
ция, иммунодефицитное состояние, серьезный побоч-
ный эффект после предыдущего назначения доксицик-
лина или бета-лактамных антибиотиков в анамнезе, 
прием антибиотиков, активных против Borrelia spp., в 
течение 10 дней и более. 
Минимальный возраст: 15 лет 
Максимальный возраст: Не оговаривается 
Пол: Оба 
Изучаемое заболевание 
или состояние: 
Множественная мигрирующая эритема 
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Планируемые вмешательства: Назначение цефтриаксона; назначение доксициклина 
Прочее: Контроль – лица без Лайм-боррелиоза в анамнезе, а 
также больные с мигрирующей эритемой, леченные 
доксициклином 
Первичный исход (исходы): Объективные и субъективные симптомы, наблюдае-
мые после лечения, такие, как общая слабость, утомля-
емость, артралгия, головная боль, миалгии, парестезии, 
головокружение либо раздражительность у пациентов, 
леченных от множественной мигрирующей эритемы 
цефтриаксоном или доксициклином в течение 15 сут. 
Временные рамки: включение добровольцев в группу 
– 3 года, отдаленное наблюдение – 1 год для каждого
участника; первое обследование при включении в 
группу, второе – через 14 дней с момента начала тера-
пии, третье – через 2 месяца, четвертое – через 6 меся-
цев, пятое – через 12 месяцев). 
Вторичный исход (исходы): Сравнение субъективных симптомов, таких, как общая 
слабость, утомляемость, артралгия, головная боль, ми-
алгии, парестезии, головокружение либо раздражи-
тельность у пациентов, леченных антибиотиками от 
множественной мигрирующей эритемы, в сравнении с 
контрольной группой без Лайм-боррелиоза в анамнезе. 
Временные рамки: включение добровольцев в группу 
– 3 года, отдаленное наблюдение – 1 год для каждого
участника; первое обследование при включении в 
группу, второе – через 14 дней с момента начала тера-
пии, третье – через 2 месяца, четвертое – через 6 меся-
цев, пятое – через 12 месяцев). 
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