Fitness enhancement based on resonating circadian clocks has recently been demonstrated in cyanobacteria [Ouyang et al. (1998) . Proc. Natl Acad. Sci. ;.S.A. 95, 8660}8664]. Thus, the competition between two cyanobacterial strains di!ering by the free-running period (FRP) of their circadian oscillations leads to the dominance of one or the other of the two strains, depending on the period of the external light}dark (LD) cycle. The successful strain is generally that which has an FRP closest to the period of the LD cycle. Of key importance for the resonance phenomenon are observations which indicate that the phase angle between the circadian oscillator and the LD cycle depends both on the latter cycle's length and on the FRP. We account for these experimental observations by means of a theoretical model which takes into account (i) cell growth, (ii) secretion of a putative cell growth inhibitor, and (iii) the existence of a cellular, light-sensitive circadian oscillator controlling growth as well as inhibitor secretion. Building on a previous analysis in which the phase angle was considered as a freely adjustable parameter [Roussel et al. (2000) . J. theor. Biol. 205, 321}340], we incorporate into the model a light-sensitive version of the van der Pol oscillator to represent explicitly the cellular circadian oscillator. In this way, the model automatically generates a phase angle between the circadian oscillator and the LD cycle which depends on the characteristic FRP of the strain and varies continuously with the period of the LD cycle. The model provides an explanation for the results of competition experiments between strains of di!erent FRPs subjected to entrainment by LD cycles of di!erent periods. The model further shows how the dominance of one strain over another in LD cycles can be reconciled with the observation that two strains characterized by di!erent FRPs nevertheless display the same growth kinetics in continuous light or in LD cycles when present alone in the medium. Theoretical predictions are made as to how the outcome of competition depends on the initial proportions and on the FRPs of the di!erent strains. We also determine the e!ect of the photoperiod and extend the analysis to the case of a competition between three cyanobacterial strains.
Introduction
Among oscillatory processes in biological systems, circadian rhythms are conspicuous by their ubiquity. These rhythms, of a period close to 24 hr, indeed occur in nearly all living organisms, from multicellular to unicellular, including some bacterial species (Edmunds, 1988; Wilsbacher & Takahashi, 1998; Dunlap, 1999) . The major role generally ascribed to circadian rhythms is to allow living organisms to anticipate the daily alternation of light and darkness and to adapt to the periodic variation of the environment. The e!ects of light}dark (LD) cycles on longevity have mainly been studied in Drosophila where early investigations showed that #ies live longer in 24-hr LD cycles than in LD cycles of smaller or longer period [Pittendrigh & Minis, 1972 ; see Klarsfeld & Rouyer (1998) for a reexamination of this issue]. Furthermore, the lifespan of #ies was signi"cantly reduced in continuous light compared to continuous darkness or LD cycles (Allemand et al., 1973; Sheeba et al., 2000) .
The best demonstration of the adaptive role of circadian rhythms is provided by recent experiments carried out by Ouyang et al. (1998) in Synechococcus, a cyanobacterium. These experiments have shown the existence of a resonance phenomenon enhancing "tness in these bacteria, for which circadian rhythms have been characterized in recent years (Huang et al., 1990; Kondo et al., 1993 Kondo et al., , 1994 Liu et al., 1995; Johnson et al., 1996 Johnson et al., , 1998 Golden et al., 1998; Kondo & Ishiura, 1999) . Thus, when the wild type, which has a freerunning period close to 25 hr in continuous light, is mixed with a mutant strain characterized by a free-running period (FRP) of 22 or 30 hr, the outcome of the competition between the two strains depends on the relative closeness of the free-running periods with the period of the imposed light}dark (LD) cycle. The strain that wins the competition is generally that whose FRP is closest from the period of the LD cycle. This di!erence in "tness occurs despite the fact that the wild-type and mutant strains possess identical growth characteristics when cultured alone. While the mechanism underlying this resonance e!ect is still not characterized at the molecular level, the experiments have shown that the phase angle between the cell circadian oscillator and the external LD cycle depends on the FRP of each strain and therefore di!ers for the mutants and for the wild type; moreover, this phase angle varies with the period of the external LD cycle.
We have recently developed a theoretical approach (Roussel et al., 2000) to account for the observations of Ouyang et al. (1998) on the outcome of competition experiments between wildtype and clock mutant strains of cyanobacteria subjected to LD cycles of various periods. This "rst approach compared two possible mechanisms capable of giving rise to "tness di!erences according to the phase angle of the competing strains with respect to the external LD cycle. This study showed that the most likely mechanism rests on the secretion of a growth inhibitor by the cyanobacterial strains, when both secretion and sensitivity toward the inhibitor depend on the phase of the circadian oscillator and of the LD cycle. While such a mechanism could successfully account for experimental observations in LD and LL (continuous light) conditions, a mechanism based on competition of the wild-type and mutant strains for a common substrate only led to such agreement in LD conditions but could not apply to LL conditions.
The theoretical model that we previously proposed (Roussel et al., 2000) rests on the existence of a phase angle between the circadian oscillator and the LD cycle. In this model the light-sensitive circadian oscillator was not represented explicitly by a continuous oscillator; the phase angle was simply de"ned as the phase di!erence between the onset of the subjective light phase (sL) and the beginning of the L phase of the external LD cycle. The underlying idea was that there exists some functional relationship between , the LD cycle length, and the strain-dependent FRP. However, we advanced no particular hypothesis on the form of this relationship, other than that we expect smaller phase angles to be observed when the LD cycle length and FRP are similar. The phase angle was thus considered as a parameter expressed as a fraction of the external LD cycle, varying from !0.5 (phase delay) to #0.5 (phase advance). It would be more satisfactory if the phase angle, rather than being considered as a parameter whose value is arbitrarily set, would emerge from the model itself. To this end, here we represent the circadian rhythm explicitly by a continuous, light-sensitive oscillator of the limit cycle type. We resort to a version of the van der Pol oscillator, which has long been used for modeling various properties of circadian rhythms, such as the phase-shifting e!ect of external perturbation by light pulses (Kronauer et al., 1997; Jewett & Kronauer, 1998; Jewett et al., 1999) . The value of the phase angle then naturally originates from the periodic forcing of the cellular (van der Pol) oscillator by the external LD cycle. FIG. 1 . Phase angle between the circadian oscillator and the light}dark (LD) cycle. The subjective day (sL phase) corresponds to the phase during which the circadian variable x (whose time course is generated by the van der Pol oscillator model) takes positive values; subjective night (sD) corresponds to negative values of x. The phase angle is de"ned as the phase di!erence, expressed as a fraction of the LD cycle, between the onset of sL and the beginning of L. Thus (0 corresponds to a delay of sL with respect to L (panel a), while '0 corresponds to an advance of sL with respect to L (panel b).
In Section 2, we present the model and the hypotheses underlying the e!ect of light on the cellular circadian oscillator, cell growth and inhibitor secretion. In Section 3.1, we show how the phase angle varies as a function of the period of the external LD cycle. Growth of individual strains in LL or LD is considered in Section 3.2. In Section 3.3, we turn to the competition between wild-type and clock mutant strains in LD cycles of various periods. We focus, in particular, on the e!ect of initial conditions, of the inhibition threshold, and of the photoperiod on the outcome of competition experiments. In Section 3.4, we extend these results to the case of competition involving three bacterial strains of di!erent FRP. In the last section, we discuss these results and show that the model gives a mechanism accounting for all available experimental observations, both for LL and LD conditions, for individual or mixed cultures, in terms of a continuous, light-sensitive cellular oscillator of the limit cycle type. The model provides a uni"ed framework for the various experimental "ndings, and explains how resonating circadian clocks enhance "tness in cyanobacteria. It allows the rapid study of a large variety of experimental conditions and thereby leads to a number of testable predictions.
Model Based on Resonance of a Circadian Oscillator with the External Light+Dark Cycle
The model is presented in three stages. First we introduce the de"nition of the phase angle between the circadian oscillator and the external LD cycle. Second, we specify how the inhibitor a!ects growth, as well as the manner in which growth and inhibitor secretion depend on light. We present the equations governing cell growth as a function of inhibitor and light. Lastly, we introduce the equations governing the cell circadian rhythm in the form of a modi"ed version of the van der Pol oscillator.
DEFINITION OF PHASE ANGLE
We start by de"ning, as in our previous publication, the phase angle that separates the cell circadian oscillator (to be de"ned below in an explicit manner) and the external LD cycle. We assume (see Fig. 1 ) that the circadian rhythm occurs in a variable x, such that when x exceeds a threshold*arbitrarily set equal to zero*the organism is in subjective day (sL). Conversely, when x(0, the organism is in subjective night (sD). The sL and sD phases correspond to di!erent metabolic states, both with respect to inhibitor production and sensitivity of growth toward the inhibitor (see below).
The phase angle is de"ned as the phase di!erence between the onset of the sL phase and the beginning of the L phase of the external LD cycle. By de"nition, (0 corresponds to a phase delay of sL with respect to L [ Fig. 1(a) ], while '0 corresponds to a phase advance [ Fig. 1(b) ].
The phase angle is measured as a fraction varying between !0.5 and #0.5. When "0, sL and L start concomitantly; when sL is delayed with respect to L, the value of is negative and progressively goes from 0 to !0.5 as the beginning of sL approaches the beginning of D [ Fig. 1(a) of sL starts after the beginning of D, the value of becomes positive and progressively goes from #0.5 to 0 as the onset of sL approaches the beginning of L [ Fig. 1(b) ].
DEPENDENCE OF CELL GROWTH ON THE PHASE OF CIRCADIAN OSCILLATIONS
If a competition between two di!erent strains of the same cyanobacterial species exists, this implies that the two strains either compete for nutrient resources, or that they mutually hinder each other by producing some inhibitor to which they are sensitive only during part of their sL/sD cycle. Our previous theoretical study showed that the latter hypothesis is more likely to hold, as it applies to LD as well as LL conditions, in contrast to the former assumption which only applies to LD but is impossible to reconcile with experimental observations in LL. Therefore, we will focus here on the mechanism of competition involving the production of a growth inhibitor rather than competition based on substrate depletion.
As in our previous, more abstract model, we assume that cells produce the inhibitor only during their sL phase, and that growth occurs only in L (Fig. 2) . When sL overlaps with L, growth occurs unconditionally, i.e. cells are insensitive to the inhibitor. When sD overlaps with L, growth occurs if the level I of inhibitor is below a threshold value I A . We further assume that inhibitor degradation takes place all the time.
The equations governing the time evolution of cell population N G (i"1, 2 , n) and the level of inhibitor I are given below:
with:
In these equations, N G denotes the number of (synchronized) cells of strain i, and I represents the inhibitor concentration; parameter k measures the growth rate of each bacterial strain; parameter is a dilution factor; p measures the rate of inhibitor production; < K?V and K + represent, respectively, the maximum rate and the Michaelis constant characterizing the enzymatic degradation of the inhibitor. In agreement with experimental observations, all bacterial strains are characterized by the same growth rate in monoculture. Likewise we assume that all strains produce the inhibitor at the same rate. We will only consider the case of batch cultures ( "0) with occasional dilutions of the medium.
We have veri"ed that similar results are obtained when replacing the all-or-none dependence of parameter k on I in eqns (2) by a continuous dependence described by a Hill function. Simulations indicate that when the dependence of k on I has a continuous sigmoidal shape, the variations of I are so rapid with respect to the circadian time-scale that the changes in k acquire a quasi-all-or-none nature.
The circadian oscillator variable x appears in the above equations through the de"nition of phase sL in eqns (2): this phase corresponds to values x'0. The above equations are the same as those considered in our previous theoretical study of the resonance phenomenon. In contrast to our previous work, however, we will incorporate an explicit mechanism producing sustained oscillations in x. This mechanism, which is sensitive to light, allows entrainment of the circadian 580 oscillator by the external LD cycle and automatically produces a phase angle between these two rhythms.
MODELING THE CELL CIRCADIAN RHYTHM BY
A LIMIT CYCLE OSCILLATOR As explained above, the major di!erence between the present model and our previous e!ort pertains to the incorporation of a mechanism producing sustained circadian oscillations in the cellular variable x. We could have used a molecular model for circadian oscillations, such as those proposed for Drosophila or for Neurospora (Leloup & Goldbeter, 1998 Leloup et al., 1999; Gonze et al., 2000) . However, the detailed molecular mechanism of circadian rhythmicity in Synechococcus remains unclear, even if some clock genes*notably kaiA, kaiB and kaiC*have already been identi"ed in this organism (Ishiura et al., 1998; Kondo & Ishiura, 1999) . The alternative, which we have adopted, is to resort to a mathematical model extensively used for simulating properties of circadian oscillations, but unrelated to any speci"c molecular mechanism. The van der Pol equations were originally proposed to describe sustained oscillations in electrical circuits and have been used in modeling circadian oscillations for over three decades. Of particular relevance to our study is the use of the van der Pol oscillator to account for phase shifts of circadian rhythms by light pulses.
We shall use a modi"ed version of the van der Pol oscillator recently introduced by Jewett & Kronauer (1998; see also Kronauer et al., 1997) in a study of the e!ect of light on human circadian rhythms. The phenomenological equations proposed in the form of eqns (3) produce sustained oscillations of the limit cycle type in variable x, with a circadian free-running period (in LL) close to V ; x A represents a second, complementary variable, and B(t) is a light-controlled parameter which depends on light intensity . In the paper by Jewett and Kronauer, the expression for parameter B is slightly di!erent and light intensity is denoted by I, a symbol which we reserve for the inhibitor concentration.
The coupling between the external LD cycle and the circadian oscillator is thus introduced via parameter B. This parameter depends on the light intensity which goes from zero in the D phase up to a constant, non-vanishing value (equal to 5 in the simulations) during the L phase. Sustained oscillations in variable x with a period of the order of 25 hr as in the wild-type Synechococcus, or 30 hr as in a mutant cyanobacterial strain are readily obtained by setting parameter V equal to 25 or 30, respectively.
Results

THE PHASE ANGLE VARIES AS A FUNCTION OF THE PERIOD OF THE EXTERNAL LD CYCLE
In the following, we will illustrate the behavior of the model mainly by considering the wild-type ( "25 hr) and a long-period mutant ( "30 hr). For the sake of clarity, in most "gures we will not consider other cases, such as that of a shortperiod mutant, but the model can readily be applied to any FRP. Moreover, the role of the FRP on the outcome of competition experiments will be considered in detail in Section 3.3 below.
We "rst show in Fig. 3 ("rst row) that the model governed by eqns (3) can produce sustained oscillations of variable x in continuous light, i.e. LL conditions. The upper left panel in Fig. 3 corresponds to the circadian oscillatory behavior of wild-type Synechococcus cyanobacteria, with an FRP close to 25 hr, while the upper right panel shows the behavior of a long-period clock mutant whose FRP is close to 30 hr. The middle and bottom rows in Fig. 3 Parameter V in eqns (3), which is very close to the free-running period , is equal to 25 and 30 hr for the left and right columns, respectively. Of importance for the competition process is the fact that the sL phase (x'0) largely overlaps with the L phase when the wild-type strain ( "25 hr) is placed in a 12 : 12 LD cycle (middle left panel) and when the long-period mutant ( "30 hr) is placed in a 15 : 15 LD cycle. Moreover, the sL phase is delayed with respect to L in the long-period mutant in a 12 : 12 LD cycle (middle right panel) while sL is advanced with respect to L in the wild type in a 15 : 15 LD cycle (left bottom panel). D phases will be considered in Section 3.3). As explained above, the entrainment is achieved by periodically changing the light intensity which controls parameter B in eqns (3).
Besides demonstrating that the modi"ed van der Pol oscillator model can oscillate autonomously with a circadian period in LL and can entrain to LD cycles of various periods, the data 582 FIG. 4 . Phase angle as a function of period ¹ of external LD cycle in the wild-type and long-period mutant strains. In the range of forcing period considered, which extends from 22 to 30 hr, the phase angle, which di!ers for the two strains, goes from a negative value (sL delayed with respect to L) to a positive value (sL advanced with respect to L) for the wild-type strain, and remains negative for the long-period strain [panel (a)]. The phase angle, de"ned in Fig. 2 , ranges from !0.5 (sL begins near the end of L) to #0.5 (sL begins near the beginning of D). The data of panel (a) are replotted in absolute value in panel (b). The LD cycle considered is symmetrical, i.e. the L and D phase have similar durations equal to ¹/2. For the long-period mutant, the phase is labile at small values of ¹ but nevertheless remains con"ned in a narrow range of phases. The two curves in panel (b) intersect near ¹"28 hr. This value separates LD cycles in which the wild-type or the long-period mutant strain becomes dominant (see Fig. 6 ).
of Fig. 3 show that, in agreement with experimental observations, the phase angle between the cellular circadian oscillator and the external LD cycle changes with the period of the LD cycle and is characteristic of each strain, i.e. it also depends on the FRP ( ).
A comparison of the middle and bottom rows in Fig. 3 indicates that when the FRP is close to the period of the LD cycle, then the time at which x becomes positive (which corresponds to the beginning of the sL phase) roughly corresponds to the beginning of the L phase: this is observed for the wild type ( "25 hr) in the 12 : 12 LD cycle, and for the mutant ( "30 hr) in the 15 : 15 LD cycle. Moreover, when the period of the LD cycle is larger than the FRP, the sL phase is advanced with respect to the L phase (see lower left panel for the wild type in 15 : 15 LD). Conversely, when the period of the LD cycle is smaller than the FRP, the sL phase is delayed with respect to the L phase (see middle right panel for the 30-hr-period mutant in 12 : 12 LD). These di!erences, which agree well with the observations of Ouyang et al. (1998) (see their Fig. 4 ), underlie the resonance e!ect described by these authors and analysed below by means of the model.
The dependence of the phase angle in the wild type and in the 30-hr-period mutant on the forcing period ¹ (i.e. the period of the external LD cycle) over a wide range extending from 22 to 30 hr is shown in Fig. 4 (a). Below and above this range, complex oscillatory behavior in the form of quasi-periodic oscillations is observed instead of simple entrainment (such behavior can already be seen for the mutant for ¹(22.4 hr). We will focus in the following on the range of forcing periods yielding simple entrainment, not only because the interpretation of the results is more straightforward, but also because the experiments have been carried out under such conditions.
The results shown in Fig. 4 (a) corroborate the above conclusion as to the occurrence of a delay of sL with respect to L ( (0) when ¹ is roughly below the FRP, and of an advance of sL with respect to L ( '0) when ¹ is roughly above the FRP. For the long-period mutant, because the forcing period is below the FRP in most of the range considered in Fig. 4 , the value of for this mutant remains negative so that the sL phase is always delayed with respect to L. In contrast, for the wild type, the FRP falls within the range of forcing periods considered so that the phase angle goes from a negative to a positive value as ¹ increases, and the delay of sL with respect to L transforms into an advance.
Also important for the following part of this paper is the observation that at low values of the FITNESS ENHANCEMENT AND CIRCADIAN CLOCKS forcing period, the phase angles of the wild-type and of the long-period mutant are both negative in Fig. 4 (a) (in both strains sL is delayed with respect to L), while at large values of ¹ the phase angles of these two strains have opposite signs (sL is advanced with respect to L in the wild type, and delayed in the mutant).
We will see that with regard to the resonance e!ect, the absolute magnitude of the phase angle is crucial for the outcome of competition between strains with di!erent FRPs. Indeed, it is when the absolute value of the phase angle is small that the overlap of sL with L is signi"cant; at that time cells secrete the inhibitor but are insensitive to it and grow, while retaining the capability of hampering the growth of other strains characterized by a di!erent phase angle. It is therefore useful to replot the results of Fig. 4(a) by showing the absolute value of as a function of the forcing period ¹. This is done in Fig. 4 (b) for the same two strains considered in Fig. 4(a) . Below a value of ¹ close to 28 hr, the absolute value of the wild-type phase angle is shorter than that of the long-period mutant, and the contrary situation occurs above this ¹ value.
GROWTH OF INDIVIDUAL STRAINS IN LL OR LD
A major constraint on the model is set by experiments which indicate that when various strains of cyanobacteria di!ering by their FRP are placed alone in the cell culture, they all display the same growth kinetics in LL and in LD cycles, regardless of the LD period. This is in part due to the identity of the kinetic parameters (k, p, < K?V and K + ) for all strains in our model. However, this property of the model also depends somewhat on the values of the kinetic parameters, and particularly on the inhibitor clearance kinetics.
Simulations of the growth of cultures containing only the wild-type or the long-period mutant strain in LL conditions are shown in Fig. 5(a) . The curves for the two strains are quasi-identical, in agreement with experimental observations. The reason as to why the two strains grow in a similar manner stems from the fact that in both cases, cells grow nearly all the time, both in sL and in sD (because they experience continuous illumination), except at the transition between sL and sD where the level of inhibitor prevents growth during the period necessary to bring I below the inhibitory threshold I A . If the degradation is rapid, as in the case of Fig. 5(a) , this time will be so short that the arrest of growth will be unnoticeable. However, the model in LL can generate slightly distinct curves for cyanobacterial strains possessing di!erent FRPs at lower values of the maximum rate of inhibitor degradation. In such a case, illustrated in Fig. 5(d) , there is a slight arrest of growth for each strain just after the transition from sL to sD. Because the durations of the sL and sD phases vary for di!erent strains, these brief plateaus*which have been observed experimentally and are referred to as &&circadian gating'' (Mori et al., 1996) *will not occur at the same time for each strain. As a result, the growth curves will not be as close to each other as in the case of Fig. 5 (a), but they nevertheless remain very close.
Di!erences between the growth curves in LD can be more signi"cant than in LL, but again this depends on the maximum rate of inhibitor degradation. When this rate is large, the growth curves for cultures containing solely the wild-type or the long-period mutant are quasi-identical, as illustrated in Fig. 5(b) and (c) for the cases of a 12 : 12 and a 15 : 15 LD cycle, respectively. This is due to the fact that each culture grows during an equal time (the full duration of the L phase), regardless of its FRP. Indeed, at the end of sL, if the beginning of sD falls in L, the level of I is rapidly brought below the threshold I A so that growth is practically uninterrupted.
Di!erences in growth kinetics may occur in LD at lower values of the maximum rate of inhibitor degradation. The di!erences remain small in a 12 : 12 LD cycle [Fig. 5(e) ] but are maximized when forcing the culture by LD cycles of longer period, e.g. 30 hr [ Fig. 5(f) ], particularly when the two strains compared have phase angles of opposite signs. For example, as shown in Fig. 4(a) , when forcing by a 30-hr LD cycle, the wild-type strain ( "25 hr) has a positive phase angle*i.e. the beginning of sD falls in L*while the long-period mutant ( "30 hr) has a negative *the beginning of sD falls in D. When the beginning of sD falls in D, growth does not occur after the sL to sD transition. The next growth phase will begin as soon as the next 584 FIG. 5. Growth of individual strains in LL (a), or in a 12 : 12 LD cycle (b) or 15 : 15 LD cycle (c). The growth curves pertain to cultures containing the wild-type ( "25 hr) or long-period mutant ( "30 hr) strains alone. The time evolution of each cell population is determined by numerical integration of eqns (1) subjected to conditions (2) and of eqns (3). Parameter values for panels (a)}(c) (used throughout this study unless otherwise speci"ed) are k"1.8, I
A "0.01, p"500, < K?V "1000, K + "0.05; the dilution factor is equal to 0 (batch culture). Concentrations are in arbitrary units while time is expressed in days. For these parameter values, the growth curves for the two strains are indistinguishable, as observed in the experiments. At lower values of the maximum rate of inhibitor degradation, e.g.
, the model can produce di!erent growth curves for the two strains in some LD cycles [panel (f ) , illustrating the case of a 15 : 15 LD cycle] while the two curves remain nearly undistinguishable in a 12 : 12 LD cycle (e) or in LL (d).
L phase starts, when cells are still in sD because the inhibitor is only secreted during sL and cells have enough time to degrade it during the time separating the onset of sD from the beginning of L. As a consequence, the long-period mutant grows during the entire L phase. In contrast, when the beginning of sD falls in L, as occurs for the wild type, the latter cannot grow after the sL to sD transition as long as I'I A . Therefore, in monocultures placed in a 30-hr LD cycle, the wild type is disadvantaged when compared to the long-period mutant. As a result, the curve showing the growth of the wild type in Fig. 5(f ) is shifted to the right of the curve for the mutant. Such di!erences are not observed in the experiments, suggesting that the degradation of the inhibitor is rapid enough to obscure growth differences between strains with distinct FRPs, as occurs in the model in the case considered in Fig. 5(b) .
In contrast to the situation illustrated in Fig. 5(f ) , no signi"cant di!erences between the wild-type and long-period mutant are observed in the model at the lower value of < K?V considered in Fig. 5 (d)}(f ) when monocultures are subjected to a 24-hr LD cycle [Fig 5(e) ]. Indeed, the two strains then have a negative phase angle, so that just after the sL}sD transition which occurs in D, growth does not occur for either strain, and no signi"cant di!erence can build up in the course of time. After showing that the growth dynamics of monocultures in LL and LD can be similar despite the di!erences in FRP, we now turn to the competition of two strains and "rst investigate the in#uence of the period of the LD cycle on the outcome of the competition between two strains with di!erent FRPs. In Fig. 6 we simulate the competition between the wild-type ( "25 hr) and the long-period mutant ( "30 hr) strains denoted by strains 1 and 2, respectively.
The fraction F G of cells belonging to strain i in a medium containing n di!erent strains is de"ned by
We initiate the competition between the wildtype and the long-period mutant with equal fractions of the two strains in the medium, i.e. F (0)"F (0)"0.5. As shown in Fig. 6 , where the fraction of cells from the wild type (strain 1) is represented as a function of time, the outcome of the competition markedly depends on the period ¹ of the LD cycle. At values of ¹ below 28 hr, the wild-type strain overcomes the long-period mutant. The rate at which strain 1 eliminates strain 2 increases as ¹ decreases. When ¹ is larger than 28 hr, strain 2 overcomes strain 1. Here, the larger ¹ is, the quicker strain 2 wipes out strain 1. For ¹"28 hr the two strains coexist for a long time, but the trend shown in Fig. 6 indicates that strain 2 progressively takes the advantage over strain 1. The small #uctuations in the time evolution of fraction F are due to the asynchrony between the growth phases of the two strains.
The results shown in Fig. 6 agree with the experimental observations of Ouyang et al. (1998) which demonstrate a resonance e!ect. In an LD cycle of given period, the strain that wins the competition is the one whose FRP is closest to the period of the LD cycle. Here, the wild type FIG. 7. Schematic explanation of "tness enhancement based on resonating circadian clocks. The panels illustrate the competition between the wild-type ( "25 hr) and longperiod mutant ( "30 hr) strains in a 12 : 12 LD cycle (a) and a 15 : 15 LD cycle (b), when equal proportions of the two strains are initially present in the culture. Each panel shows, from top to bottom, the L and D phases of the LD cycle, the sL and sD phases of the wild-type strain, the periods during which this strain grows (solid bar), the sL and sD phases of the long-period mutant and its periods of growth (solid bar), and the periods during which the inhibitor level exceeds the threshold I A (solid bar with double arrows). The strain that wins the competition in each case is that for which the cumulated growth phase over an LD cycle is longest. Panels (a) and (b) pertain to the competition curves shown in Fig.  6 for ¹"24 and 30 hr, respectively.
with an FRP of 25 hr outcompetes the longperiod mutant with an FRP of 30 hr in LD cycles with a period extending from 24 to 27 hr, while the outcome of the competition is reversed in LD cycles with a period ranging from 28 to 30 hr.
The model allows a detailed exploration of the resonance mechanism by which the circadian clock enhances "tness in cyanobacteria whose FRP most closely matches the period of the LD cycle. In Fig. 7 we examine the cases of a 12 : 12 LD cycle (panel a) and of a 15 : 15 LD cycle (panel b) which produce, as shown in Fig. 6 , opposite outcomes of the competition between the wild-type and long-period strains. In each panel, from top to bottom, are shown the L and D phases of the LD cycle, the sL and sD phases of the wild-type strain with the underlying solid bar representing periods of growth, the sL and sD phases for the mutant with growth periods similarly represented, and "nally, represented by a solid bar with arrows, the periods during which the inhibitor level exceeds the threshold I A . In the case of a 12 : 12 LD cycle, we see that the sL phase of the wild type overlaps better with L than the sL phase of the mutant. As a result, the growth period is longer for the wild type than for the mutant. The wild type begins growing as soon as L begins; indeed, it is then still in sD but the level of inhibitor is below the threshold I A . It continues to grow until the end of L, and ceases to grow when D begins, even though it is still in sL. Thus, the wild type grows during the entire L phase of the LD cycle. In contrast, the mutant's circadian rhythm is delayed with respect to the LD cycle ( (0; see Fig. 4 ). When L begins, it is still in sD but begins to grow because I(I A . Shortly thereafter, however, the wild type enters sL and begins to secrete the inhibitor. This leads to growth arrest for the mutant. The latter only resumes growth when entering sL, as this occurs in L. Growth of the mutant only occurs during part of sL, because it stops at the end of the L phase which occurs before the end of sL.
The vertical dotted lines in Fig. 7(a) indicate that the growth of the wild type starts at the same time as that of the mutant strain, precisely when L starts. Growth for the two strains also stops at the same time when D begins. The only di!erence between the two strains is that growth of the wild type spans the whole L phase, whereas growth of the mutant is interrupted between the entrance of the wild type in sL and the beginning of its own sL phase. As a result, the growth period of the mutant is reduced with respect to that of the wild type, and the latter wins the competition.
In the case of a 15 : 15 LD cycle [ Fig. 7(b) ], the comparison of the growth periods for the wildtype and mutant strains shows that the latter takes the advantage over the wild type. Indeed, due to the resonance e!ect, the sL phase of the mutant coincides with L while the sL phase of the wild type is advanced with respect to L ( '0; see Fig. 4 ). The mutant thus grows during nearly the whole of L phase while the wild type only grows during part of the L phase, just after the transition from D to L, until its sD phase begins, during which it is sensitive to the inhibitor secreted by the mutant. A global picture of the competition between two strains with di!erent FRPs in a 12 : 12 LD cycle is shown in Fig. 8 . There, the FRP of each of the two strains is varied by 1-hr intervals from 20 to 30 hr, and the outcome of the competition is indicated by a "lled circle when population 1 (of FRP denoted ) wins, by an empty circle when population 2 (of FRP denoted ) takes over, and by a dash in the case of coexistence of the two populations. At the level of resolution considered, coexistence is only seen when the two strains possess the same FRP. Moreover, the results display an antisymmetry with respect to the bisecting line (the outcome of the competition between two strains 1 and 2 with FRPs equal to 22 and 26 hr is naturally the opposite of that obtained for the competition between strains 1 and 2 with FRPs equal to 26 and 22 hr). Several characteristics of the competition pro"le in Fig. 8 are worth noting: when population 1 has an FRP of 20 hr, the other population always overcomes the "rst when 21 hr( (30 hr. When "23 hr, the "rst population always overcomes the second in the interval 20 hr ( (30 hr except when " . Particularly interesting is the result that slightly below and above the 24-hr period of the LD cycle, e.g. for "22 and 26 hr there is an intermediate range of values for which the second population overcomes the "rst, while the reverse outcome is observed below and above this range of values of . To understand the resonance mechanism leading to the competition results obtained in Fig. 8 for a 12 : 12 LD cycle, it is useful to determine how the phase angle varies with the FRP in such an LD cycle. The data of Fig. 9 indicate that the value of decreases from a positive value (advance of sL with respect to L) to a negative value (delay of sL with respect to L) as the FRP ( ) goes from 20 to 30 hr. The phase angle becomes nil (coincidence of sL with L) for a value of close to 23 hr. (The fact that perfect concomitance of sL and L occurs for close to 23 hr rather than "24 hr is due to the arbitrary way in which we de"ned sL as the phase during which variable x in the light-entrained van der Pol oscillator is positive.) The comparison of Figs 8 and 9 shows that the strain that wins the competition is roughly the one whose phase angle has the smallest absolute value, i.e. the strain for which the overlap of sL with L is more extended. (0) of wild-type cells in the mixed culture. In panel (a), strain 1 wins the competition when its initial fraction is equal to or larger than 0.4; below this value the model predicts the coexistence of the two strains. In panel (b), strain 1 wins the competition when its initial fraction is larger than 0.6 while it is eliminated by strain 2 when F (0) falls below this value. Simulations are performed as described in the legend to Fig. 6. 
In-uence of Initial Conditions on the Outcome of Competition Experiments
The model indicates that the outcome of competition experiments between two strains is not only dictated by the relative values of the FRPs of the two strains with respect to the period of the LD cycle, but also by the initial fractions of the two strains in the culture. Yet another important factor is the value of the threshold concentration of inhibitor, I A , above which growth of a strain in sD is inhibited in L. The e!ect of this parameter will be considered in the next section. For a "xed value of I A "0.01, we illustrate the e!ect of the initial fractions of competing strains in the cases of a 12 : 12 LD cycle [ Fig. 10(a) ] and of a 15 : 15 LD cycle [ Fig. 10(b) ]. In the former case, when the initial fraction F (0) of cells of strain 1 is smaller than about 0.4, the two strains coexist. For larger values of F (0), strain 1 wins the competition. The larger the initial fraction of strain 1, the faster this strain excludes strain 2.
The situation is di!erent in the case of a 15 : 15 LD cycle. Then, indeed, strain 2 wins the competition as long as the initial fraction F (0) is equal to or smaller than 0.6, while strain 1 overcomes strain 2 when F (0) is equal to or larger than 0.7, despite the fact that the FRP of strain 2 is closer to the period of the LD cycle than the FRP of strain 1.
The comparison between Fig. 10 (a) and (b) indicates that the progressive increase in the initial fraction of strain 1 leads either to a switch from coexistence to dominance of strain 1 (as seen for a 12 : 12 LD cycle), or to a switch from dominance of strain 2 to dominance of strain 1 (as observed for the 15 : 15 LD cycle). These results can be explained according to the relative phase angles of the two strains in the two LD cycles [see also Roussel et al. (2000) for a similar explanation based on our previous model]. When the initial fraction of strain 1 decreases in a 12 : 12 LD cycle [see Fig. 7(a) ], the advantage of strain 1 over strain 2 eventually disappears and the two strains coexist, because strain 1 cannot secrete enough inhibitor to contain the growth of strain 2 during the period in sD where such growth was prevented when initial fractions of strains 1 and 2 were equal [as in the case illustrated in Fig. 7(b) ]; coexistence occurs because the two strains grow during the whole phase L.
In a 15 : 15 LD cycle, sL of strain 1 is advanced with respect to L, while sL of strain 2 is slightly delayed with respect to L. As a consequence, for equal values of the initial fractions of strains 1 and 2 [ Fig. 7(b) ], growth of strain 1 is impeded in sD because of the inhibitor secreted by strain 2, which in contrast grows during nearly entire L due to better overlaps with sL. When the initial fraction of strain 2 decreases to su$ciently low levels, the inhibitor secreted by this strain in sL is not capable of preventing the growth of strain 1 in the part of sD overlapping with L. Hence, strain 1 grows during entire L, while strain 2 grows as long as sL overlaps with L, but not during the brief time when sD overlaps with L, since the inhibitor is then secreted by strain 1 at high concentration. This di!erence in growth period leads to strain 1 eliminating strain 2 at su$ciently large values of the initial fraction F (0).
In-uence of Inhibition ¹hreshold
To illustrate the e!ect of the inhibition threshold I A , we have determined as a function of this threshold the minimum initial fraction of strain 1 required to ensure dominance of this strain over strain 2. In the case of the 12 : 12 LD cycle, the minimum value of F (0) increases with I A [ Fig. 11(a) ]. As explained above, the boundary curve in the F (0) vs. I A plane then separates a region of dominance of strain 1 from a region of coexistence between the two strains considered. In the case of a 15 : 15 LD cycle, the boundary curve has the opposite slope: the minimum value of F (0) required for dominance of strain 1 decreases as I A increases [ Fig. 11(b) ]. Solid curves in Fig. 11 have been obtained by means of numerical simulations. The dashed lines have been obtained by applying the analytical expression derived in our previous study for the critical initial fraction F (0) as a function of I A . This analytical expression remains valid for the present model. Indeed, it only relies on a discussion of cell growth based on the evolution equation for the inhibitor concentration (see Appendix A in Roussel et al., 2000) and does not depend on the way the circadian oscillator kinetics generates the phase angle .
The reason underlying the di!erence between the two situations considered in Fig. 10 is that in the case illustrated in Fig. 11(a) , strain 1 is nearly insensitive to the inhibitor while strain 2 is sensitive to it during part of its sD phase [ Fig. 7(a) ]; in contrast, in the case illustrated in Fig. 11(b) , it is strain 1 that is sensitive to the inhibitor during part of its sD phase, while strain 2 is mostly insensitive to it [ Fig. 7(b) ]. Therefore, when I A increases, in the 12 : 12 LD cycle the inhibitory e!ect of strain 1 is reduced and more cells of this strain are needed to inhibit the growth of strain 2, while in the 15 : 15 LD cycle the inhibitory e!ect of strain 2 diminishes and fewer cells of strain 1 are required initially to ensure the advantage of the latter strain.
E+ect of Photoperiod
So far we have considered only the symmetrical case of LD cycles with equal L and D phases. The natural LD cycle has a photoperiod that varies over the year. Thus, with regard to the physiological aspects of the resonance phenomenon, the question arises as to whether the competition experiments lead to similar outcomes regardless of the relative durations of the L and D phases for a given period of the LD cycle.
We "rst illustrate in Fig. 12 the e!ect of the photoperiod for a 24-hr LD cycle by showing that the van der Pol oscillator model can be entrained by a 16 : 8 and a 8 : 16 LD cycle both in the cases of the wild type ( "25 hr) and of the long-period mutant ( "30 hr). The two left panels show that the resonance e!ect is recovered at the two photoperiods. Indeed, the sL phase corresponding to positive values of variable x has better overlap with L for the wild type as compared to the long-period mutant (right panels). Similarly, in the case of 10 : 20 and 20 : 10 LD cycles, the sL phase shows better overlap with L in the long-period mutant compared to the wild type (data not shown).
When the wild-type and long-period mutant strains are subjected to a 8 : 16 or 16 : 8 LD cycle, starting with equal fractions of the two strains, the wild type takes the advantage in both cases over the other strain. In contrast, when the same two strains are subjected in similar conditions to a 10 : 20 or 20 : 10 LD cycle, the long-period mutant takes over (Fig. 13) . These results are similar to those obtained for symmetrical LD cycles (see Fig. 6 ) and can be explained in the same way. Therefore, the phenomenon of enhanced "tness due to resonating circadian clocks remains robust with respect to the varying photoperiod.
COMPETITION BETWEEN THREE STRAINS
So far experimental studies of competition in LD cycles of varying period have been performed by mixing two cyanobacterial strains at a time and determining the outcome of the competition between these two strains. It is of interest to investigate how the introduction of a third bacterial strain a!ects the outcome of competition. FIG. 14. Competition between three strains. Strains 1 ( "25 hr) and 2 ( "30 hr) are mixed with a third strain ( "27 hr); all three strains are initially present in equal proportions. Strain 1 eliminates the other two strains in a 12 : 12 LD cycle (a), while strain 2 wipes out the other strains in a 15 : 15 LD cycle (b). In a 13.5 : 13.5 LD cycle (c), the situation is less clear-cut, and strain 1 eventually overcomes strains 2 and 3 (see text).
This question can readily be addressed by means of the model. To illustrate the case of such a &&compeH tition a`trois'' we consider the situation where the wild-type (strain 1, "25 hr) and the long-period (strain 2, "30 hr) strains are mixed with a strain of intermediate period (strain 3, "27 hr).
The results of the competition between the three strains, initially present in equal proportions [F (ii) the strain that is eliminated "rst is generally that whose FRP is farthest from ¹, i.e. strain 2 for ¹"24 hr, and strain 1 for ¹"30 hr.
The situation illustrated in panel c of Fig. 14 is somewhat more complex and leads to a less straightforward interpretation. There, in a 27-hrperiod LD cycle, the strain that is "rst eliminated is the one with an FRP of 30 hr, but the strain with an FRP of 27 hr is eventually eliminated by 592 D. GONZE E¹ A¸. FIG. 15 . Schematic explanation of "tness enhancement based on resonating circadian clocks in the case of a competition between three strains placed in a 13.5 : 13.5 LD cycle. Strains 1 ( "25 hr) and 2 ( "30 hr) are mixed with a third strain ( "27 hr); all three strains are initially present in equal proportions. The results correspond to the time evolution shown in Fig. 14(c) . Shown from top to bottom, are the L and D phases of the LD cycle, the sL and sD phases of the wild-type strain, the periods during which this strain grows (solid bar), and corresponding data for strains 2 and 3. The arrowed bar at the bottom indicates the periods during which the inhibitor level exceeds the threshold I A . Strain 1 wins the competition [see Fig. 14(c) ] because its growth phase over an LD cycle is slightly longer than that of strain 3, which itself fares better than strain 2.
FIG.
16. E!ect of initial proportions of the two mutant strains 2 ( "30 hr) and 3 ( "27 hr) on their competition with the wild-type strain 1 ( "25 hr) in a 12 : 12 LD cycle. Keeping a constant initial fraction F (0) equal to 0.4, we vary the initial fractions F (0) and F (0) while keeping their sum equal to 0.6. The curves show a progressive slowing down of the establishment of strain 1 dominance as the initial proportion of strain 3 increases from 0.1 (top curve) to 0.5 (bottom curve) in the culture. Simulations were performed as described for Fig. 6 , by applying eqns (1) to the case of three distinct populations.
the wild-type strain, of 25-hr FRP, even though the latter FRP is further from the period of the LD cycle than the FRP of the eliminated strain 2. As indicated in Fig. 15 , this paradoxical result is due to the phase angle relationships of the three strains with respect to the LD cycle. Strain 1 is slightly advanced, and strain 3 is slightly delayed with respect to the LD cycle. Strain 1 begins to grow when L starts, and stops growing when sL ends. Strain 3 begins to grow when sL starts (indeed, as a result of the secretion of inhibitor by strain 1, during sD strain 3 cannot grow because I'I A ) and stops growing when L ends. The slightly longer duration of growth of strain 1 ensures its long-term elimination of strain 3. Strain 2, which is more delayed with respect to the LD cycle, is eliminated more rapidly as its growth is more restricted than that of the other two strains (see Fig. 15 ).
To know whether the elimination of the 27-hr-FRP mutant by the wild type is due to the initial presence of a third strain in the culture, it is of interest to determine the outcome of the competition between the wild type and the mutant in a 27-hr-period LD cycle. The simulations show that starting with equal proportions, for some 100 days the two strains coexist, before the mutant "nally overcomes the wild type. The opposite result found in the initial presence of a third strain might suggest that this di!erence in outcome originates from a three-strain e!ect. However, the particular case considered appears to represent a rather special case.
Another e!ect of the presence of a third strain is that it can slow down the takeover of the strain for which the FRP is closest from the period of the LD cycle. In Fig. 16 , we consider the same three strains as above, subjected to a 12 : 12 LD cycle. In these conditions, as shown in Fig. 13(a) , strain 1 wins the competition. We start with the same initial fraction, equal to 0.4, and vary the proportions of strains 2 and 3 in such a way that the sum of their initial fractions remains equal to 0.6. As shown in Fig. 16 , the takeover of strain 1 becomes progressively slower as the initial fraction of strain 3 increases. Such a slowing down is due to the fact that strain 3 is a better competitor of strain than strain 2 in a 24-hr LD cycle because the FRP of strain 3 is closer to 24 hr.
Discussion
A clear-cut experimental demonstration of the "tness-enhancing role of circadian rhythms has FITNESS ENHANCEMENT AND CIRCADIAN CLOCKS recently been presented for cyanobacteria (Ouyang et al., 1998) . Observations performed in light}dark cycles of various periods have indeed shown that the selection of cyanobacterial strains markedly depends on the period of their endogenous circadian oscillations. When starting with mixtures of two strains of di!erent free-running period, the strain that is selected is generally that which has an FRP closest to the period of the imposed LD cycle. This resonance phenomenon provides a basis for the physiological role of circadian rhythms which allow living organisms to adapt to the natural periodicity of their environment.
In a previous publication, we have proposed a theoretical analysis of the "tness enhancement in cyanobacteria based on resonating circadian clocks (Roussel et al., 2000) . Our analysis relied on the observation that the phase angle of the circadian cellular oscillator with respect to the LD cycle varies according to the FRP of the cyanobacteria strain. Taking this phase angle as an arbitrarily set parameter, we compared two plausible mechanisms for "tness enhancement based on circadian rhythms in competing strains of cyanobacterial characterized by di!erent freerunning periods. The "rst mechanism relies on competition via secretion of an inhibitor of cell growth; the second mechanism involves the competition for a limiting substrate. The comparison of the two models indicated that the former mechanism can account, better than the latter, for a large set of experimental observations. The existence of a growth inhibitor has already been demonstrated in some species of cyanobacteria (Yamada et al., 1993) , and the light-dependent character of the secretion of such an inhibitor has been observed in other light-dependent organisms such as Gonyaulax (Roenneberg et al., 1991) .
To explore in further detail the resonance mechanism by which circadian rhythms enhance "tness in cyanobacteria, we have considered here a model in which the phase angle of a given cyanobacterial species with respect to the LD cycle is not imposed a priori but is rather generated by the model itself. To this end, we have incorporated an explicit circadian oscillator with control by light, so that the dependence of the phase angle of this cellular oscillator with respect to the LD cycle is generated automatically by the model for each cyanobacterial strain according to its FRP and to the period of the forcing LD cycle.
The molecular mechanism of circadian rhythms in cyanobacteria is still unclear even though a number of clock genes belonging to the kai family have already been identi"ed (Ishiura et al., 1998) . Therefore, rather than resorting to a molecular model for circadian rhythms proposed for other organisms such as Drosophila or Neurospora for which the molecular mechanism is known in greater detail, we have considered a more abstract model, the van der Pol oscillator, which has long been used to account for key properties of circadian rhythms in a variety of organisms. In the absence of su$cient detailed information on the molecular mechanism of circadian rhythms in cyanobacteria, the use of the van der Pol oscillator allows us to focus on the qualitative aspects of the resonance phenomenon and to study it on a more general level, independent of molecular details.
We started by showing that the modi"ed version of the van der Pol oscillator used in our study (Jewett & Kronauer, 1998; Jewett et al., 1999) accounts for free-running oscillations in LL and for entrainment of the oscillations by LD cycles of various periods (Fig. 3) . In Fig. 3 , as in most subsequent "gures, for illustrative purposes we focused primarily on the case of the wild-type and of a long-period strain, characterized by an FRP ( ) of 25 and 30 hr, respectively. We then showed in Fig. 4 how the phase angle of the wild-type and mutant strains varies with the period of the LD cycle.
In addition to the van der Pol oscillator describing the circadian oscillator of cyanobacteria, the model contains a kinetic equation describing the growth of each cyanobacterial strain present in the culture, as well as a kinetic equation describing the secretion and degradation of the growth inhibitor produced by the cells present in the medium. As summarized in Fig. 2 , the growth of cells, the secretion of inhibitor and the cell sensitivity toward the inhibitor are assumed to depend on the phase of the LD cycle and on the phase of the internal circadian oscillator. We con"rmed the robustness of the results with respect to the precise form of these assumptions by testing the e!ect of some changes in underlying hypotheses.
As shown in Fig. 5(a) and (b) , the model can account for the observation that the wild-type and long-period mutant strains have identical growth curves when cultured alone in the medium, both in LL and in LD, even though one of the two strains can eliminate the other in competition experiments. However, the model indicates that the two strains may possess di!erent growth curves, particularly in LD, at low values of the maximum inhibitor degradation rate, even when the growth parameters of the two strains are the same [ Fig. 5(d) ].
The resonance phenomenon is illustrated by the simulated competition experiments shown in Fig. 6 . As observed in the experiments of Ouyang et al. (1998) , when starting with equal proportions of the wild-type and long-period mutant strains, the outcome of the competition depends on the period ¹ of the LD cycle: the wild type ( "25 hr) outcompetes the mutant ( "30 hr) when ¹ ranges from 24 to 27 hr, while the reverse competition outcome is observed when ¹ equals 29 or 30 hr; the case where ¹ is equal to 28 hr leads to a less clear-cut outcome. Based on the di!erence of phase angle (Fig. 4) , the model allows a precise explanation of these results in terms of the relative positions of the sL and sD phases of circadian oscillations within each of the two strains with respect to the LD cycle: of key importance are the di!erences in the duration of growth phase of each strain, due to the timing of secretion of inhibitor by the other strain and of sensitivity toward this inhibition (Fig. 7) .
We generalized the results of competition experiments by showing in Fig. 8 , for the case of a 24-hr LD cycle, which one of two strains outcompetes the other when the FRP of each strain varies from 20 to 30 hr. Even though equal proportions of the two strains are present initially in the medium, one strain eventually eliminates the other, except when they have the same FRP. The outcome of the competition depends on the relative values of the two FRPs with respect to the period of the LD cycle. This is strikingly demonstrated by "xing the value of the FRP of one strain and varying the FRP of the other strain from 20 to 30 hr. Then, indeed, the outcome of the competition may change successively as the second FRP increases. Thus, when setting the FRP of strain 1 ( ) equal to 26 hr, the model predicts that strain 2 eliminates strain 1 when "20 to 21 hr, while strain 2 is eliminated by strain 1 when ranges from 22 to 25 hr. The two strains coexist when " "26 hr. For values of larger than or equal to 27 hr, strain 1 again outcompetes strain 2.
The model allowed us to study in detail the in#uence exerted on the outcome by other factors such as the initial proportions of competing strains and the threshold concentration of inhibitor, I A , above which the growth of a strain in sD and L is inhibited. In a 12 : 12 LD cycle, the wild type overcomes the long-period mutant as long as its initial fraction in the medium exceeds 0.4; below this value, the two strains coexist [ Fig. 10(a) ]. At di!erent forcing periods, a critical value of the initial proportions of the two strains may lead to a switch in the strain that wins the competition. Thus, in a 15 : 15 LD cycle, the longperiod mutant overcomes the wild type as long as the initial fraction of the latter is below or equal to 0.6; however, when its initial fraction is larger, the wild type outcompetes the mutant [ Fig. 10(b) ]. These results are generalized by plotting as a function of the threshold inhibitor concentration I A the critical value of the initial fraction of wild-type strain in the medium separating the domains of wild-type dominance and coexistence in a 12 : 12 LD cycle [ Fig. 11(a) ], and the domains of dominance of the wild-type and of the long-period mutant in a 15 : 15 LD cycle [ Fig. 11(b and similar to that observed in Fig. 4 for symmetrical LD cycles. The value of ¹ at which the phase angle vanishes depends on the photoperiod and on the value of the FRP (data not shown). The competition kinetics predicted by the model for LD cycles of unequal L and D phases (Fig. 13 ) is qualitatively unchanged with respect to the kinetics observed for symmetrical LD cycles (Fig. 6) ; the only noticeable e!ect of the photoperiod is to alter the speed at which one strain eliminates the other at a given value of period ¹.
All competition experiments so far have involved only two cyanobacterial strains. The model can be used to predict the outcome of competition between three strains di!ering by their free-running period. We have shown that the results obtained for two competing strains can be extended to the case where three di!erent cyanobacterial strains are present in the medium. The outcome of the competition again depends on the relative values of the FRPs and of the period of the LD cycle (Figs 14 and 15) , as well as on the initial proportions of the three strains. The presence of a third strain merely a!ects the speed at which another strain is eventually selected (Fig. 16) .
Our theoretical examination of the competition between di!erent cyanobacterial strains as a function of the period of the LD cycle was based, for de"niteness, on a particular set of assumptions (see Fig. 2 ). We have veri"ed that similar results are obtained when using slightly di!erent hypotheses. Thus, for example, the resonance e!ect is recovered when assuming that the inhibitor is secreted by a certain strain only when cells of this strain are in sL and in L (in the above analysis, we assumed that the inhibitor is secreted by cells in sL, regardless of the phase of the LD cycle).
Together with our previous analysis (Roussel et al., 2000) , the present results provide a plausible, detailed (though not fully molecular) mechanistic explanation for the experimental observations that demonstrate "tness enhancement in cyanobacteria based on resonating circadian clocks. By explicitly incorporating a sustained cellular circadian oscillator into the model for cell growth, we showed that the experimental results can be accounted for when taking into account (i) secretion of a growth inhibitor by cells at a given phase of their circadian oscillator, (ii) growth during the L phase of the LD cycle when cells are in sL or when they are in sD and the inhibitor is below a critical concentration, and above all (iii) the existence of a phase angle between the circadian oscillator and the LD cycle that is speci"c to a given cyanobacterial strain and is dictated by the free-running period of the circadian oscillator. Fitness enhancement based on resonance between the circadian oscillator and the LD cycle results from the better superposition of the sL phase of a given cyanobacterial strain with the L phase in a given LD cycle.
Beyond the case of cyanobacteria, the present analysis of "tness enhancement based on resonating circadian clocks provides a theoretical framework for assessing the physiological and evolutionary roles of circadian rhythms in other unicellular or multicellular organisms. The analysis could also extend to the competition between di!erent, normal or pathological cell types subjected to a periodically varying environment or to periodic drug delivery.
