Abstract. Given a text in two languages, word alignment task consists of identifying in the two variants of the text specific word occurrences that are mutual translations. The majority of existing text alignment systems follow either a linguistic or a statistical approach. We argue for that both approaches are insufficient when used separately, and suggest a flexible algorithm that combines statistical and linguistic techniques.
Introduction
Given a bilingual corpus, the text alignment task establishes a correspondence between structures, in the two languages. There are two main alignment approaches: linguistic and statistical. Linguistic approaches use linguistic information, which implies its reliance on availability of resources. Statistical approaches are based on frequencies of occurrences, though they imply a lower computational cost but usually give lower precision.
Ideally, the units (words, sentences, paragraphs) of the two texts ought to be in direct one to one correspondence. However, the alignment task is complicated by many effects that break such an ideal model. There are many reasons for which word alignment is more difficult than alignment of others units, e.g.: the degree of inflectivity of the two languages, syntactic structure of the two languages, models employed for alignment and the available linguistic resources [1, 2] .
Alignment Algorithm
The proposed alignment algorithm combines statistical and linguistic approaches to reduce the disadvantages that both approaches present when used independently. The statistical stage of the proposed system relies on three different techniques: boolean modified K-Vec algorithm, modified K-Vec algorithm with frequencies and IBM model 2. The statistical processing includes:
1. Segmentation of the input texts. The original K-Vec algorithm allows the text to be divided into small pieces or segments. Our modification allows the pieces to be paragraphs, sentences, or a specific number of words (a window). If the algorithm is used in a bidirectional way, the same process is carried out interchanging the languages. The linguistic processing incorporates: (1) dictionaries, to extract lexical information, (2) lexicons with morphological information, to compare lemmas and verify grammatical categories, (3) syntactic trees, for identification of its parts -subject, predicate, etc. -and to facilitate comparisons with its counterparts in the target language, (4) semantic domains, to establish semantic relations between the meanings of a word, (5) cognates, to align words that totally or partially coincide, and (6) learning: all alignment hypotheses that can be obtained will serve as a reference for future alignment tasks.
Preliminary Results
We used fragments (Spanish-English) from five novels. The following table shows the obtained results. We used a modified K-Vec procedure, and we applied the cognates during the linguistic processing to reinforce the alignments. 
Conclusions
Statistical techniques provide a good starting point for the alignment processes; however, incorporation of linguistic techniques improves the quality by involving intrinsic characteristics of the involved languages. The main disadvantage of linguistic processing is the need in the linguistic resources given their limited availability. In addition, this has an impact on the algorithm speed. Nonetheless, employing databases of optimization has proved to minimize this disadvantage.
