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Co-regulated Protein Functional Modules with Varying Activities in
Dynamic PPI Networks
Yuan Zhang, Nan Du, Kang Li, Kebin Jia , and Aidong Zhang
Abstract: Current methods for the detection of differential gene expression focus on finding individual genes that
may be responsible for certain diseases or external irritants.

However, for common genetic diseases, multiple

genes and their interactions should be understood and treated together during the exploration of disease causes
and possible drug design. The present study focuses on analyzing the dynamic patterns of co-regulated modules
during biological progression and determining those having remarkably varying activities, using the yeast cell cycle
as a case study. We first constructed dynamic active protein-protein interaction networks by modeling the activity
of proteins and assembling the dynamic co-regulation protein network at each time point. The dynamic active
modules were detected using a method based on the Bayesian graphical model and then the modules with the
most varied dispersion of clustering coefficients, which could be responsible for the dynamic mechanism of the cell
cycle, were identified. Comparison of results from our functional module detection with the state-of-art functional
module detection methods and validation of the ranking of activities of functional modules using GO annotations
demonstrate the efficacy of our method for narrowing the scope of possible essential responding modules that could
provide multiple targets for biologists to further experimentally validate.
Key words: dynamic protein-protein interaction networks; dynamic active modules; varying activities; Bayesian
graphical mode
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Introduction

Recent methods for the functional analysis of proteins
mostly focus on the static properties of Protein-Protein
Interaction Networks (PPIN). However, owing to the
dynamic nature of life systems, biologists endeavor
to understand the compelling mechanisms that cause
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diseases or life developments[1-3] . The microarray
gene expression data offers useful dynamic genetic
information and is generally exploited to locate disease
related genes. A few tools are available for successfully
finding differentially expressed genes under varying
conditions. Statistical methods have been developed
and are widely accepted, including methods based on
t-test, SAM, and so on[4, 5] , which may be used to
identify individual genes responsible for either disease
or other irritation responses. However, in a complex
genetic system, proteins (or genes) are known to be
systematically connected. For instance, determination
of causes of cancer or the drug targets requires probing
a group of potential genes or proteins instead of
an isolated gene. Thus, the present work involves
determining the potential dynamic protein functional
modules that are responsible for system dynamics at
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different times.
Most of the publicly available PPI datasets are
aggregates of all possible interactions obtained under
different examined conditions[6] oblivious to the
temporal changes of these networks. Proteins, however,
have active forms and perform their functions at specific
times and in distinguished environments. Dynamic
analyses involve extracting dynamic PPI networks
from these known datasets and dynamic PPINs
could be constructed in two main directions. The
first way is based on the differential co-expression
correlations. Studies[7] have shown that highly positive
co-expressed proteins tend to form the most static
modules appearing at all time and at the center
of which there are some hubs with high degree
being referred to as “party” hubs. Further, some less
positive co-expressed proteins interact at particular
time points, the hubs therefore being referred to
as “date” hubs that are believed to cause dynamic
interactions and plausibly induce aberrant pathways and
molecular disorders. Taylor et al.[8] also observed multimodal distribution of correlation coefficients of gene
expression using curated sources from literature. The
second way to construct dynamic PPIN is based on
expression variance[9] by determining the peak time
points of expression for each protein. Thus, if a protein
is at its peak point, it is considered to be in its active
form that can interact with its active neighbors. This
assumption allows computing scored gene expression
activity using a single threshold[10] or a systematical
threshold[11] .
In the present work, we assert that co-expression
correlation may describe only the possible co-regulated
relationships of proteins, while existence of a specific
interaction at a certain time point would depend on
the activities of the two associated proteins. Hence,
integration of these two aspects becomes necessary in
the construction of dynamic networks and in the present
study these two aspects of information have been
combined to develop a comprehensive way for defining
the existence of dynamic PPIs. Additionally, we have
developed a new module detection method based on the
Bayesian graphical model that automatically decides
the number of clusters at each timestamp and is
therefore called the autoVariK method. Compared to
the existing single threshold method[10] or three-sigma
method[11] , our method performs better for protein
module detection.
Furthermore, we deciphered the various behaviors

531

of the active modules at different time points and
believe that the dynamic changes in the structures of
the functional modules play an important role in the
progression of the cell cycle. The clustering coefficients
were used to analyze the structural changes of each
module during the cell cycle and have been ranked
using a comprehensive score to model the strength of
varying activities of the dynamic modules. Such a score
provides more insight into the different roles played
by the essential active modules during the dynamic
process. Thus, instead of ranking the individual genes,
we ranked the essential active modules that may
be responsible for critical time-dependent biological
processes.
In summary, this work contributes in three ways: (1)
a new method for constructing dynamic co-regulated
PPIN has been proposed; (2) a new module detection
method based on Bayesian graphical model, autoVariK,
has been proposed using which the number of clusters
may be determined automatically with an allowance
for overlapping of proteins in the clusters; and (3)
a comprehensive method for ranking of the essential
modules with varying activities over a given period of
time has been provided.

2

Method

As described above, the work reported in this paper
is three-fold and has been illustrated in Fig. 1. At
the outset, dynamic PPIs based on static PPI data
and gene expression data were constructed, followed
by proposition of a new autoVariK functional module
detection method represented by the second box in
Fig. 1. The detected functional modules collectively
constitute a pool of the unique modules that occur at
any time point of a cell cycle. The dispersed clustering
coefficients of each module across the entire cell cycle
within a particular module pool are ranked, and the
most drastically changing ones may be particularly
responsible for the dynamic changes of cell cycle.
2.1

Dynamic PPI network construction

The dynamic interactions at a specific time point
are generally determined using either co-expression
correlation or gene expression level shift but in the
present work have been constructed by integrating both
the assumptions.
2.1.1 Activity determination
Different peak time points of gene expressions
may represent the dynamic changes in protein
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Fig. 1

Pipeline of the present work.

activities. Here we have assumed that proteins are
active at their most peak points of gene expressions
as discussed in Wang et al.[11] and a similar threshold
was set for each gene’s expression collected under
continuous conditions. The active score is determined
by Eq. (1):
AcScore.p/ D thr1 .p/F .p/Cthr2 .1 F .p// (1)
where thr1 .p/ is the mean of the gene expression of
protein p, which is also denoted as .p/, thr2 .p/ D
.p/  .p/, where  .p/ is the standard deviation
of the gene expression of protein p, and F .p/ D
1=.1 C .p//. As seen from Eq. (1), F .p/ is a weight
function of .p/ and occurs in the range of (0, 1). An
empirical parameter ˛ was set for maintaining the
active score AcScore within the range of ..p/; .p/C
.p/3
˛
/. The performances of different empirical
1 C .p/2
˛ have been discussed in the experimental section.
By setting such an active score threshold, the activity
PPI networks Act t were built for each timestamp:
Act t D ı t ı Tt
(2)
where ı t is a column vector representing the activity of
proteins at time t and each element in ı t is determined
by the binary threshold function as shown below:

ı t .p/ D
2.1.2

(
1;
0;

if g t .p/ > AcScore.p/I
if otherwise

(3)

Combining with co-expression correlation
and static PPIN

It has been demonstrated previously that functionally
related genes are frequently co-expressed across
multiple conditions and different organisms[12] . Coexpression correlation coefficient is used as a measure
of co-expressed genes having the same expression
variance patterns across different conditions[13] . We
have used the Pearson correlation coefficient[14]
(normalized to the range of 0 to 1) to calculate
the co-expression correlation and build co-regulation
protein networks. Since the computation of correlation
coefficient requires expression data is always generated
across a period of time, a time window on the original
time course expression dataset was set that covered
time points previous to and following the current time
point t. The correlation coefficient matrix at time t
is denoted as CoE t . Combining the static PPIN and
the activity PPIN provided the dynamic co-regulation
protein network at each time point:
A t D CoE t ı Act t ı Ppi
(4)
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where Ppi denotes the static PPI network adjacency
matrix, and “ı” represents element-wise multiplication.
2.2

AutoVariK functional module detection

We have proposed an automatic module detection
method formulated as a Bayesian graphical model
based on the concept of Non-negative Matrix
Factorization (NMF). While the traditional NMF
method performs a low rank approximation by
minimizing the distance between non-negative matrix
A and the multiplicative factor matrices, a typical
NMF may be formulated as the following optimization
problem[15] :
1
2
min
(5)
A WHT F
W;H>0 2
N
K
K
where A 2 RM
, W 2 RM
, H 2 RN
, RC
C
C
C
represents the set of nonnegative real numbers, kkF
represents Frobenius norm, and K  minfM; N g. In
problems concerning clustering, W may be considered
to be the cluster indicator matrix for clustering the
rows of A, H as the indicator matrix for clustering the
columns. Further, the non-negative matrix A in our case
is a symmetrical graph adjacency matrix and requiring
the use of the symmetric version of NMF as shown in
Eq. (6):
1
2
min
A WSW T F
(6)
W;S>0 2
KK
where S 2 RC
is a diagonal matrix with nonnegative entries on its diagonal.
It was also assumed that the observed graph A is
O which is composed of
influenced by latent graph A
two factors W and S, such that, AO D WSW T . In the
graphical model, illustrated in Fig. 2, another factor K
that could influence the whole graphical model over a
hyper-parameter B D Œˇ1 ;    ; ˇk  was observed. The
inner rank of W, representing the number of clusters
is unknown. As described in an earlier report[16] ,
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starting with a large K, the effect of these priors
generates moderate complexity by “shrinking” close to
zero irrelevant columns of W that do not contribute
to explaining the observed interactions A. Based on
the graphical model, the joint distribution of all the
parameters was calculated as
p.A; W; W T ; S; B/ D
p.AjW; W T ; S/p.WjB/p.WT jB/p.SjB/p.B/

(7)

thus, from the observation, the posterior over these
model parameters is
p.W; W T ; S; BjA/ D
p.AjW; W T ; S/p.WjB/p.W T jB/p.SjB/p.B/
(8)
p.A/
In order to maximize the model posterior, an
equivalent minimization of the negative log posterior is
desired. Thus,
D log p.AjW; W T ; S/ log p.WjB/
log p.W T jB/

log p.SjB/

log p.B/

(9)

where the first term may be derived from the probability
O of observing every edge
p.AjW; W T ; S/ D p.AjA/
weight aij at a given Poisson rate aO ij by the following
equation:
log p.aja/
O D a log aO C aO C log.aŠ/
(10)
futher, also according to Stirling approximation to its
second order,
1
log.aŠ/  a log a a C log.2 a/
(11)
2
The likelihood of negative log of a single observation a
is written as
a
1
(12)
log.aja/
O  a log C aO a log.2 a/
aO
2
which is expanded as
O D
log p.AjA/

N X
N
X

log p.aij jaO ij / 

iD1 j D1
N X
N 
X
i D1 j D1

aij log

aij
C aO ij
aO ij

aij


1
log.2 aij / C
2
(13)

Fig. 2 The graphical model of symmetric NMF clustering
problem. The number of modules, K , is optimized based on
the fixed hyper parameters b and d in this model.

where  is a constant.
As discussed in Tan and Févotte’s paper[17] and
according to other models that have been used[16] , we
also placed independent Half Normal (HN) priors over
columns of W and S with precision parameter B. Then
the negative priors over W and S are then given by
K X
N
X
log p.WjB/ D
log HN.0; ˇk 1 / D
kDi i D1
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N 
K X
X
1
kD1 i D1

2

ˇk wi2k



N
log ˇk C 
2

K X
K
X

log p.SjB/ D

(14)

2.3
log HN.0; ˇk 1 / D

kD1 lD1
K 
K X
X
1
kD1 lD1

2

ˇk sl2



N
log ˇk C 
2

(15)

where sl represents the l-th diagonal element of S.
In this graphical model, ˇk is the entry of B that
controls the existence of module k. If ˇk is large, it
implies that the k-th column of W is close to zeros and
the k-th module tends to be randomized. We defined ˇk
as a Gamma distribution with two fixed parameters b
and d as
K
X
log p.B/ D
log G.ˇk 1 jb; d / D
kD1
K
X

.ˇk d

1/ log ˇk / C 

.b

(16)

kD1

Integrating the above Eqs. (13)-(16), we can derive
Eq. (9) as
 

N X
N 
X
aij
D
aij log
C aOij C
aOij
i D1 j D1

K
N
X
X
kD1

K

ˇk wi2k

i D1
K
X

1X
C
ˇk sl2
2

!
N log ˇk C

lD1

.ˇk d

.b

modules K is determined by the number of non-zero
columns of W.

1/ log ˇk / C 

(17)

kD1

Our graphical model is a modification of the Psorakis
model[16] , with the difference that we developed the
inference of Bayesian graphical model to solve a
symmetric NMF problem. By fixing two of these
three parameters, the partial convergence on the last
parameter may be determined. Here we get the updating
rules:

 

A
W
T
W
ı
WS
(18)
WST C WB
WSW T

 

S
A
T
S
ı W
W
(19)
W T W C SB
WSW T
N Cb 1
ˇk
(20)
!
N
X
1
wi2k C sk2 C d
2
i D1

The element wik in W denotes the strength of node
i participating in module k. Hence the number of

Activity dispersion ranking

Differentially expressed genes are believed to
be the most essential targets in clinical genome
analysis. While most of the current methods tend to
focus on individual genes that may be responsible for
certain diseases or external irritants, for many common
diseases, related multiple genes and their combined
interactions need to be studied and considered for
clinical treatments or possible drug designs. Thus, a
systematic analysis of dynamic biological progressions
is required to determine the most essential interacting
genes responsible for these dynamic processes. Based
on the obtained dynamic functional modules, the
changes in their clustering coefficients during the
evolving of the dynamic networks are analyzed and
the activity dispersion of each unique module that was
detected in the previous phase is ranked. Towards this,
all the modules detected by the autoVariK method at all
time points are collected and the duplicates are merged.
2.3.1 Merge similar modules
The functional modules detected by autoVariK
method were observed to be typically overlapped
since a functional module may appear in multiple
timestamps. Thus, to avoid undesirable repeated
analysis, it was necessary to merge the duplicate
modules from all timestamps and the similarity
between functional modules was measured using the
Jaccard index, which was defined as
Vi \ Vj
J.Ci ; Cj / D
(21)
Vi [ Vj
where Ci represents a functional module and Vi is the
set of nodes inside this module. In the present study, a
threshold of 0.5 was set for this similarity score. If the
similarity of two modules is above this threshold, they
were considered to be the same functional module and
merged for the following analyses.
2.3.2 Activity dispersion ranking
With the module pool obtained finally, it was assumed
that every module potentially existed in all dynamic
networks. Thus, the clustering coefficient CCti of
module i at time t was examined and the changes in
CCti over time were determined. While CCti describes
a global degree of the nodes tending to fall into the
same cluster i at time t , these nodes inside module i
together with the interactions among them were treated
as a subgraph. Inside the subgraph, the number of triples
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that contain three connected nodes was counted and
denoted by nr , and the number of triangles, denoted
by n . Specifically, the clustering coefficient of module
i at time t was calculated by the following equation:
3n
CCti D
(22)
nr
The dispersion of the clustering coefficients of
module i through all time pints using Variance-to-Mean
Ratio (VMR) was calculated as
D D  2 =
(23)
where  is the standard deviation and  is the mean
of the clustering coefficient of module I across all
time points. The largest VMR scores correspond to
the modules that are most unstable during the cell
cycle, while the smallest VMRs correspond to the
modules that are more stable. Observations of following
experiments revealed that some of the functional
modules only exist and show activities at certain time
points and may be expected to play important roles
during research like drug targets design.

3
3.1

Experiments and Results
Datasets

The gene expression data from GSE3431[18] was used
as the time course data to construct time course
PPINs. GSE3431 is an expression profiling of yeast
over three successive metabolic cycles. The overall
design of this expression experiment is 12 time
intervals per cycle, and approximately 25 minutes
per time interval. Thus, for each gene there are 12
expression values at 12 time points in each cycle. In
order to calculate the instant co-expression correlation
coefficient, we choose t 1; t; and t C 1, as three time
points in a snapshot and at each time point there are
three successive expression values serving as replicate
samples. Particularly, for the first time point of the cell
cycle, the last time point was chosen as its previous time
point, and vice versa. Further, we also adopted another
reference cell cycle gene expression data for yeast
indexed by GSE7645 to alleviate the bias of expression
in the calculation of mean and variance for each gene. In
the experiment genarating GSE7645, S.cerevisiae was
cultured under oxidative stress induced by Cumene
Hydroperoxide (CHP) and the transcriptional profile is
collected at t D 0 (immediately before adding CHP)
and at 3, 6, 12, 20, 40, 70, and 120 minutes after adding
the oxidant.
The yeast’s static PPIN was collected from
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BioGRID dataset for yeast and the cell cycle
regulated protein dataset was downloaded from
http://www.cyclebase.org/. We constructed the cell
cycle related static PPIN based on these proteins and
their first neighbors in BioGRID PPIN. Finally we get a
static PPIN with 2069 proteins and 43 462 interactions
between them.
The function of detected modules was validated by
adopting the CYC2008 human-curated complex dataset
as benchmark data[19] . CYC2008 is a comprehensive
catalogue of manually curated 408 heteromeric protein
complexes in S.cerevisiae reliably backed by smallscale experiments from literature.
3.2

Evaluation of dynamic protein functional
modules

Our dynamic network construction method and
functional module detection method were evaluated by
comparing our detected active proteins with the results
from the other two dynamic network construction
methods[10, 11] . The functional enrichment of modules
is also analyzed to demonstrate the effectiveness
of construction of dynamic networks in functional
analysis. Known complexes in the CYC2008 dataset
served as a gold-standard data to evaluate the
experimental results.
It is expected for a module detection method that
the predicted clusters (Pc ) and the reference complexes
(Rc ) match as much as possible. The overlapping scores
OL.Pc ; Rc / are used to find the matched complexes:
jVPc \ CRc j
OL.Pc ; Rc / D
(24)
jVPc j  jVRc j
where jVPc j is the size of the predicted cluster, jVRc j
is the size of the known complex, and jVPc \ VRc j is
the number of the intersections of the predicted cluster
and the known complex. Pc and Rc are considered to
be matched if their OL score is larger than a threshold
, which is typically chosen as 0.2[20, 21] . Precision
is defined as Prec D TP=.TP C FN/, where TP
(True Positive) is the number of the predicted clusters
matched with known complexes by OL > , and FN
(False Negative) is the number of the unmatched known
complexes in the predicted clusters.
3.2.1

Parameter setting

Initially, we analyzed the effect of change in parameters
on our dynamic network construction method. Thus,
we performed the autoVariK method to detect dynamic
functional modules at 12 time points and compared
the results with the CYC2008 dataset. The Precs of
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the results under different parameter settings have been
compared as shown in Table 1 and the mean and
variance of Prec are shown in Fig. 3. From the results
of comparison, it was obvious that on fixing ˛ at
1.5 the precision of the functional module detection
achieved the highest score. Thus, in the following
comparisons with other module detection methods, this
prime parameter setting has been used.
3.2.2

Module detection comparing with other
clustering methods

In order to demonstrate the utility of our method in
accurately detecting the most functional modules, we
compared our autoVariK method with other traditional

module detection methods, including Markov
Clustering (MCL)[22] , Spectral clustering[23] , and
the traditional NMF based[15] clustering method. We
chose different parameter settings for the baseline
methods, that is, for MCL, the expansion score was set
at 2.2 or 2 while the inflation score was set at 2 whereas
for the Spectral and NMF methods, the community
number was chosen to be 60 and 80. The precision of
detected modules for different methods and parameter
settings have been shown in Table 2. The modules
that matched with the golden standard dataset were
collected and the values have been shown in Table 3.
As indicated by the values listed in the tables,
our autoVariK method remarkably outperforms other
baseline methods at each timestamp which suggests
that: (1) integration of the activity protein networks and
the co-regulated networks allows the dynamic networks
to accurately represent real-time interactions of proteins
that are mixed together in static PPI datasets; and (2)
our autoVariK graphical model based method is more
effective than other baseline methods.
3.2.3

Fig. 3 The distribution of Prec under different parameter
settings.

Table 1

Comparison of different dynamic networks
construction methods

We compared the different dynamic network
construction methods. The first one sets a fixed
threshold (Th=0.7), and the second one is described
in Tang’s paper[11] which uses a three-sigma threshold
to determine the status of proteins. Table 4 shows

Parameter settings.

˛

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

Average

0.5
1.0
1.5
2.0
2.5
3.0
3.5

0.350
0.500
0.600
0.540
0.600
0.543
0.500

0.550
0.683
0.646
0.610
0.517
0.514
0.481

0.525
0.683
0.589
0.690
0.575
0.557
0.531

0.525
0.517
0.582
0.560
0.458
0.400
0.425

0.475
0.550
0.500
0.530
0.475
0.407
0.400

0.550
0.617
0.500
0.420
0.442
0.436
0.375

0.400
0.483
0.568
0.480
0.450
0.436
0.413

0.575
0.650
0.614
0.560
0.608
0.571
0.531

0.425
0.600
0.700
0.590
0.625
0.593
0.638

0.600
0.533
0.646
0.590
0.675
0.621
0.563

0.475
0.533
0.574
0.560
0.608
0.543
0.525

0.325
0.517
0.582
0.600
0.600
0.536
0.525

0.481
0.572
0.592
0.561
0.553
0.513
0.492

Table 2

The comparison of precision with baseline methods at different time points.

Methods

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

Average

MCL with r=2.2, a=2
MCL with r=2, a=2
Spectral K=80
Spectral K=60
NMF with K=80
NMF with K=60
autoVariK

0.352
0.336
0.538
0.533
0.400
0.383
0.600

0.341
0.302
0.613
0.517
0.463
0.400
0.646

0.391
0.422
0.688
0.483
0.575
0.483
0.589

0.362
0.279
0.563
0.400
0.400
0.400
0.582

0.374
0.388
0.525
0.417
0.475
0.417
0.500

0.392
0.400
0.425
0.417
0.488
0.450
0.500

0.413
0.360
0.475
0.400
0.300
0.350
0.568

0.384
0.355
0.563
0.550
0.400
0.467
0.614

0.370
0.360
0.588
0.583
0.563
0.483
0.700

0.474
0.359
0.588
0.533
0.563
0.450
0.646

0.360
0.424
0.563
0.567
0.450
0.433
0.574

0.372
0.414
0.538
0.533
0.463
0.533
0.582

0.382
0.367
0.555
0.494
0.461
0.437
0.592
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The number of matched modules detected by different methods in dynamic networks.

Methods

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

Average

MCL with r=2.2, a=2
MCL with r=2, a=2
Spectral K=80
Spectral K=60
NMF with K=80
NMF with K=60
autoVariK

15
8
43
32
32
23
39

12
5
49
31
37
24
42

17
10
55
29
46
29
33

11
3
45
24
32
24
32

15
9
42
25
38
25
34

15
10
34
25
39
27
27

17
8
38
24
24
21
25

19
9
45
33
32
28
35

17
8
47
35
45
29
35

26
10
47
32
45
27
42

16
13
45
34
36
26
31

16
12
48
30
37
32
32

16.33
8.75
44.83
29.50
36.92
26.25
33.92

Table 4

Active proteins and their interactions in different dynamic networks.

Methods

T1

T2

T3

T4

Our, AP
Our, Ins
Th=0.7, AP
Th=0.7, Ins
3segma, AP
3segma Ins

1068
10 489
1071
12 267
531
3003

1010
9890
1080
13 034
545
3325

1019
10 733
1062
13 653
505
3140

882
8100
962
10 463
393
1841

T5

T6

T7

853
6975
902
9345
364
1462

828
6609
842
8370
343
1278

898
7662
843
8133
361
1588

the numbers of active proteins derived from three
different threshold setting methods. In our method, the
parameter ˛ was chosen to be 1.5. The performance of
MCL, Spectral clustering, and autoVariK method on
different dynamic PPI construction methods (Fig. 4)
indicates that our integrative method of threshold
and co-regulated correlation coefficient score is more
effective in constructing dynamic networks, and all
these three functional module detection methods benefit
from it by achieving the highest precisions compared to
the other two dynamic PPIN construction methods.
3.3

Varying activity ranking

Calculation and ranking of the VMR scores allowed the
determination of the most static and the dramatically
changing modules. Figure 5 illustrates the clustering
coefficients of the top 20 static modules across 12 time
points (Fig. 5a) and the clustering coefficients of the 20
modules that have the most varying activities during
the cell cycle (Fig. 5b). The deeper color represents
a less clustering coefficient. Some stable modules
that are active at all 12 time points are recognizable
like module at the bottom of Fig. 5a, which contains
YNL076W, YCL040W, YMR105C, YGL253W,
YGL181W, YLR215C, YMR039C, YBR126C,
YGL115W, YPR035W, YDR135C, and YLL003W. On
the other hand, some unstable modules were also
observed and part of them were active at specific
time points but overall disappeared at other time

T8

T9

T10

T11

T12

1057
11 584
1066
13 263
603
4352

1195
15 906
1162
16 302
688
6380

1031
11 850
991
13 586
473
3654

1086
12 857
1051
13 640
545
4123

1036
11 040
885
10 010
449
2611

points, such as the module at the bottom of Fig. 5b,
which contains YNL166C, YLR027C, YJL060W,
YLR314C, YJR076C, YCR002C, YJR092W, and
YDL225W. Inside this module, proteins YOR230W
and YOR229W regulate the meiotic cell cycle and
the gene-specific transcription from RNA polymerase
II promoter, according to Gene Ontology (GO)
annotations. Our method provides the potentially active
modules that may be responsible for certain functional
action and also the hypothesis for biologists to dig
into. Table 5 displays the GO enrichment analysis of
the top 5 unstable modules.

4

Conclusions

In this paper, we designed a framework which focuses
on finding the co-regulated protein modules having
different activities during dynamic processes. The
activities of proteins were inferred from transcript
profiling and the dynamic active PPI networks were
constructed by combining the activities of proteins
and co-regulation protein networks. Using these
networks, the dynamic occurrences of potential coregulated protein functional modules were detected and
the clustering coefficients were ranked using VMR
to determine the most essential modules that are
dramatically changed that may be used to explain the
dynamic mechanism of the cell cycle.
Experiments were conducted on the datasets of
the yeast cell cycle. We compared the results from
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Fig. 5

Ranking the dispersion of unique functional modules.

method is effective in narrowing the scope of possible
essential responding clusters and in providing multiple
targets for biologists to further experimentally validate.
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