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Abstract
The Wiener–Hopf factorization of 2×2 matrix functions and its close relation to scalar Riemann–Hilbert
problems on Riemann surfaces is investigated. A family of function classes denoted C(Q1,Q2) is defined.
To each class C(Q1,Q2) a Riemann surface Σ is associated, so that the factorization of the elements
of C(Q1,Q2) is reduced to solving a scalar Riemann–Hilbert problem on Σ . For the solution of this
problem, a notion of Σ-factorization is introduced and a factorization theorem is presented. An example of
the factorization of a function belonging to the group of exponentials of rational functions is studied. This
example may be seen as typical of applications of the results of this paper to finite-dimensional integrable
systems.
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The central object of this paper is the interplay between the problem of Wiener–Hopf factor-
ization of 2 × 2 matrix functions and scalar Riemann–Hilbert problems on Riemann surfaces.
The first part of the paper deals with the definition of certain classes of matrix functions that play
a fundamental role in the study of the factorization of 2 × 2 matrix functions and the second part
concentrates on the associated Riemann–Hilbert problems on Riemann surfaces.
Before we give an overview of the main results of the paper we recall the definition of Wiener–
Hopf factorization of a 2×2 Hölder continuous matrix function G on a piecewise smooth contour
ΓC which divides C into disjoint regions Ω+C , Ω−C such that C = Ω+C ∪ΓC ∪Ω−C (Definition 3.1
below). This is a representation of the form
G = G−DG+, (1.1)
where G± and their inverses are analytic in Ω±C and continuous in Ω
±
C
and D = diag(zk1 , zk2)
with ki ∈ Z and k1  k2. In the paper we define a family of classes C(Q1,Q2) of all the G ∈
Cμ(ΓC) satisfying
GT Q1G = hQ2, (1.2)
where the upperscript T denotes transposition and h is an invertible scalar function on ΓC. De-
noting by C±μ (ΓC) the spaces of functions of Cμ(ΓC) that have analytic extensions into Ω±C , we
assume in (1.2) that Q1 ∈ C−μ (ΓC) +R and Q2 ∈ C+μ (ΓC) +R, where R denotes the space of
rational functions with poles off ΓC.
The first important result of the paper is that all functions that have a factorization of the
form (1.1) belong to some class C(Q1,Q2) with the additional condition that detQ1 = detQ2
(Theorems 2.4 and 2.7).
This fact means that we may associate with each class C(Q1,Q2) a Riemann surface (which
may be the Riemann sphere or even trivial) defined by an algebraic curve of the form μ2 =
detQ1 = detQ2. This, in turn, provides us with a tool that enables us to study the solvability of
the factorization problem for important classes of matrix functions and obtain formulas for the
factors when the factorization exists.
In the paper a general representation for the elements of each class C(Q1,Q2) is derived
(Theorem 2.12) and this leads to a technique to obtain a related scalar Riemann–Hilbert problem
on the above-mentioned Riemann surface.
In Theorem 2.20 we state an important result that gives an alternative characterization of the
classes C(Q1,Q2) in terms of an equivalence of multiplication operators on [Cμ(ΓC)]2 and
scalar multiplication operators on the preimage of the contour ΓC under the standard projections
from the Riemann surface to the complex plane.
The results of Section 2 give, for the first time, a general framework for the study of the
factorizations of 2 × 2 matrix functions, framework that goes significantly beyond the dispersive
results that can be found in the specialized literature.
In Section 3 we introduce the concept of Σ -factorization relative to a contour Γ on a Rie-
mann surface Σ (Definition 3.1), which we recall here. A function f ∈ Cμ(Γ ), invertible on the
contour Γ is said to have a Σ -factorization if it can be represented in the form
f = f−rf+ (1.3)
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spaces of Cμ(Γ ) of functions that have analytic extensions into the regions that are preimages
of Ω±, continuous in Ω±. If r is a constant the factorization is called special. It is shown in
Theorem 3.4 that this case occurs if and only if we have
1
2π i
∫
Γ
(logf )ω ∈ Zg +BZg,
where ω is the vector of normalized holomorphic differentials and Zg + BZg is the lattice of
periods of ω.
Definition (1.3) is crucial in the development of a technique for solving scalar Riemann–
Hilbert problems on a Riemann surface in a rigorous and elegant way. This is done through a
factorization theorem (Theorem 3.4) which in general terms states that if f ∈ Cμ(Γ ) is such that
logf ∈ Cμ(Γ ) then f possesses a Σ -factorization with factors given by
f+ = exp
(
P+Γ logf
)
h+,
f− = exp
(
P−Γ logf − logh
)
h−, (1.4)
where h is a function depending on logf (see Theorem 3.4) whose factorization h = h−rh+ is
given in Proposition 3.10. In (1.4) P±Γ are the complementary projections defined by the mero-
morphic analog of the Cauchy kernel (see Appendix A). The above result has the convenient
feature of avoiding the use of the so called discontinuous analog of the Cauchy kernel for Rie-
mann surfaces [17].
The method applies to surfaces with genus greater than 1 although the calculations become
considerably more difficult in the general case.
Section 4 deals with an example that belongs to the group of exponentials of rational matrix
functions which, besides illustrating the techniques developed in Sections 2 and 3, has the addi-
tional interest of being typical of problems appearing in the study of finite-dimensional integrable
systems [4,13].
To end this introduction we make some brief remarks on references related to the problems
that are dealt with in this paper. The study of the class C(Q1,Q2) was initiated in [3], with
emphasis on the case Q1 = Q2. However the theory expounded in the present paper is much
more general and the connection with Riemann–Hilbert problems on Riemann surfaces was not
touched in [3].
A reduction of the factorization problem of 2 × 2 Daniele–Khrapkov matrix functions to a
scalar Riemann–Hilbert problem on a Riemann surface was studied for the first time in [10].
However the treatment followed in [10] is unnecessarily complicated and appears incomplete
from the point of view of the relation between the dimension of the spaces of solutions of the
two problems. Also the solvability of the resulting Riemann–Hilbert problem on the associated
Riemann surface is not studied in that paper.
General references on Riemann–Hilbert problems on Riemann surfaces are [9,14,16,17].
In [14] the solvability conditions are presented but no usable formulas are given. [17] is a useful
general reference on the Riemann–Hilbert problem on Riemann surfaces, including the question
of the analogs of the Cauchy kernel. The paper is almost entirely written in a classical complex
analysis perspective.
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first time and cannot be found in any of the above references.
2. Matrix factorization and the class C(Q1,Q2)
In what follows we restrict the study of matrix factorization to 2×2 matrix-functions because
of its interest in applications and its relation to factorization on a Riemann surface to be developed
later. However many results of this section can be generalized to n × n matrix functions at the
expense of greater computational complexity.
Before we define the class C(Q1,Q2) we introduce some terminology. By H+(∂D) and
H−(∂D) we denote, respectively, the Hardy spaces of bounded analytic functions in D (the unit
disc in C) and C \ D. These spaces will be identified with closed subspaces of L∞(∂D). By
R(∂D) we denote the space of rational functions on C with poles off ∂D. If A is an algebra, we
denote by G(A) the group of invertible elements in the algebra A.
Definition 2.1. Let G ∈ G([L∞(∂D)]2×2). G is said to possess a bounded Wiener–Hopf factor-
ization if it can be represented in the form
G = G−DG+, (2.1)
where G± ∈ G([H±(∂D)]2×2) and D = diag(zk1 , zk2) with ki ∈ Z and k1  k2.
The factorization (2.1) is said to be canonical if k1 = k2 = 0.
Remark 2.2. In the above definition we used the expression “Wiener–Hopf factorization” to
denote the factorization (2.1). This is the standard designation in the area of singular operator
theory where most of the results concerning this concept can be found. However, in other areas of
mathematics, in particular in integrable systems, the designation Riemann–Hilbert factorization
is commonly used [7]. The expression Birkhoff factorization is also adopted in some areas where
the above notion appears. It is, for example, the case of the classification of holomorphic vector
bundles over the Riemann sphere [8, Chapter 2].
The concept of factorization presented in Definition 2.1 is a particular case of the concept
of generalized factorization, but is sufficient and appropriate for our purpose (for the theory of
generalized factorization, see e.g. [5] and [2]).
Definition 2.3. Let Q1,Q2 be symmetric matrix functions such that
Q1 ∈ G
[
H−(∂D)+R(∂D)]2×2, Q2 ∈ G[H+(∂D)+R(∂D)]2×2.
We denote by C(Q1,Q2) the set of all matrix functions G ∈ G([L∞(R)]2×2) satisfying the
relation
GT Q1G = hQ2, (2.2)
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h = detG
√
detQ1
detQ2
,
where the square-root is assumed to have positive real part.
In the case Q1 = Q2 = Q we have Q ∈R2×2 and the class C(Q1,Q2) is denoted by C(Q).
In the following theorem we show that every factorizable 2 × 2 matrix function belongs to
some class in the family of classes C(Q1,Q2).
Theorem 2.4. If G ∈ G([L∞(∂D)]2×2) admits a bounded factorization then there exist Q1,Q2
such that G ∈ C(Q1,Q2).
Proof. Let G = G−DG+ be a factorization of G. Take
Q1 =
(
GT−
)−1
G−1− , Q2 = GT+D2G+.
Obviously Q1,Q2 are symmetric and Q1 ∈ G[H−(∂D) + R(∂D)]2×2, Q2 ∈ G[H+(∂D) +
R(∂D)]2×2. A straightforward calculation shows that GT Q1G = Q2, i.e., h = 1 in this case. 
We will assume from now on that Q1, Q2 are of the form [qij ], where qij ∈ C±μ (∂D) +
R(∂D) and either q11 = 0 or q11 ∈ G(C±μ (∂D) + R(∂D)), taking the upperscripts + and −
as corresponding to Q2 and Q1, respectively. We also assume that detQ1 and detQ2 admit a
square-root in Cμ(∂D). The set of such pairs (Q1,Q2) will be denoted by Q.
Moreover we focus our attention in matrix functions G ∈ (Cμ(∂D))2×2. Indeed, several
classes that are relevant from the point of view of applications are of this type and belong to
some class C(Q1,Q2) for an appropriate (Q1,Q2) ∈Q [4,12,13].
In this case, since it is clear that Q1,Q2 in Theorem 2.4 are not unique, we are able to make
a specially interesting choice for Q1,Q2. To show this we give next some auxiliary results.
Lemma 2.5. Let Q ∈ [Cμ(∂D)]2×2 be a symmetric matrix function of the form
Q =
[
q1 q2
q2 q3
]
.
Then
(1) If q1 is invertible, then
Q = 1
2
q1S
T JS, (2.3)
where
J =
[
0 1
1 0
]
, S =
[1 (q2 + )q−11
1 (q2 + )q−11
]
with 2 = −detQ.
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Q = 1
2
ST JS, (2.4)
where
S =
[
0 1
2q2 q3
]
.
Proof. A straightforward calculation shows that (2.3) and (2.4) hold. 
Corollary 2.6. Let (Q1,Q2) ∈ Q. Then C(Q1,Q2) = ∅ and there is G0 ∈ C(Q1,Q2) ∩
[Cμ(∂D)]2×2 admitting a bounded factorization and such that the function h in (2.2) admits
a bounded factorization.
Proof. Taking into account our previous assumptions on Q1, Q2, we can assume without loss of
generality that the element in the first row and first column of both matrices is either 0 or 1. Let
Q1 = 12S
T
1 JS1, Q2 =
1
2
ST2 JS2,
according to Lemma 2.5, and let G0 = S−11 S2. We have G0 ∈ C(Q1,Q2) ∩ [Cμ(∂D)]2×2 and
detG0 ∈ GCμ(∂D), so that G0 admits a bounded factorization. Moreover, G0 satisfies (2.2) with
h = 1. 
Theorem 2.7. Let (Q1,Q2) ∈Q. Then there is a pair (Q˜1, Q˜2) ∈Q such that
det Q˜1 = det Q˜2 = p,
where p is a monic polynomial admitting, at most, simple zeros and
C(Q1,Q2) = C(Q˜1, Q˜2).
Proof. Let G0 ∈ C(Q1,Q2) admit a bounded factorization and satisfy
GT0 Q1G0 = hQ2, (2.5)
with
h = h−zμh+, μ ∈ Z, h± ∈ GH±(∂D),
and let moreover
g = detG0 = g−zkg+, k ∈ Z, g± ∈ GH±(∂D).
Define
234 M.C. Câmara et al. / Journal of Functional Analysis 255 (2008) 228–254Q˜1 = g−h−1− Q1,
Q˜2 = h+g−1+ zμ−kQ2. (2.6)
Then
det Q˜1 = g2−h−2− detQ1. (2.7)
From (2.5) we have
(detG0)2 detQ1 = h2 detQ2.
Substituting this result in (2.7), and using the expression for the factorization of detG0 (detG0 =
g−zkg+), we get
det Q˜1 = g2−h−2− g−2h2 detQ2 = h2+g−2+ z2(μ−k) = det Q˜2. (2.8)
Now, since
Q˜1 ∈
[
H−(∂D)+R(∂D)]2×2, Q˜2 ∈ [H+(∂D)+R(∂D)]2×2
we have, from the equality (2.8),
det Q˜1,det Q˜2 ∈R(∂D).
Noting that Q˜1, Q˜2 are obtained from Q1,Q2 through multiplication by scalar functions
(cf. (2.6)) it follows that
C(Q1,Q2) = C(Q˜1, Q˜2). (2.9)
Since C(Q˜1, Q˜2) = C(rQ˜1, rQ˜2) for any r ∈ G(R(∂D)), we see that (2.9) holds with Q˜1, Q˜2
such that det Q˜1, det Q˜2 are monic polynomials admitting at most simple zeros, as we set to
prove. 
Theorem 2.7 means that we can associate with each class C(Q1,Q2) a certain polynomial
function (which may be a constant).
We shall see now that this enables us to associate in a unique way an algebraic curve to each
class C(Q1,Q2). We start by considering the case where (Q1,Q2) ∈Q and Q1 = Q2 = Q, in
which case we will say that Q ∈Q. We will also use the notation
J = {αI ∣∣ α ∈ GCμ(∂D)}.
It is clear that J ⊂ C(Q) for any Q ∈Q.
Theorem 2.8. Let Q,Q∗ ∈Q. If C(Q) ∩ C(Q∗) = J then Q = βQ∗ for some β ∈R(∂D) and
C(Q) = C(Q∗).
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G /∈ J , G ∈ C(Q)∩C(Q∗). Define
G˜ = SGS−1.
Since G ∈ C(Q) and noting that ST JS = q1Q, we have
G˜T J G˜ = q1
(
S−1
)T
GT QGS−1 = hJ,
where h = detG = det G˜. Hence, from the proof of Theorem 2.12 below, it follows that G˜ is a
diagonal matrix,
G˜ = diag(a, d) with a = d.
On the other hand, since G ∈ C(Q∗), we have G˜ ∈ C(J ∗) with J ∗ = (S−1)T Q∗S−1. It fol-
lows that J ∗ = β∗J with β∗ ∈ G(Cμ(∂D)), which is equivalent to Q∗ = βQ with β ∈R(∂D)
and, consequently C(Q) = C(Q∗). 
Corollary 2.9. If C(Q) = C(Q∗), for Q,Q∗ ∈Q, then Q∗ = βQ with β ∈R.
Proof. We have J˜Q ∈ C(Q) = C(Q∗), for
J˜ =
[
0 1
−1 0
]
and J˜Q /∈ J , so that the result follows from Theorem 2.8. 
Now we consider the classes C(Q1,Q2) in general.
Theorem 2.10. Let (Q1,Q2) ∈ Q. If C(Q1,Q2) = C(Q∗1,Q∗2), then Qi = βiQ∗i with βi ∈
GCμ(∂D) for i = 1,2.
Proof. We recall from [3, Theorem 3.5] that
C(Q1,Q2) = C(Q1)H = C
(
Q∗1
)
H = C(Q∗1,Q∗2),
for some H ∈ C(Q1,Q2) = C(Q∗1,Q∗2). Thus C(Q1) = C(Q∗1) and it will follow from Corol-
lary 2.9 that Q1 = β1Q∗1. Analogously,
C(Q1,Q2) = HC(Q2) = C
(
Q∗2
)
H
and Q2 = β2Q∗2. 
As an immediate consequence of Theorems 2.10 and 2.7, we have the following result.
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most, simple zeros such that
p = det Q˜1 = det Q˜2
for any pair (Q˜1, Q˜2) satisfying the conditions of Theorem 2.7.
Next we give an important result on the a representation of any G belonging to C(Q1,Q2).
Theorem 2.12. Let G ∈ C(Q1,Q2) with detQ1 = detQ2. Then
G = S−11 DS2,
where S1, S2 correspond to the matrix S of the representation of Q1,Q2 (cf. Lemma 2.5) and D
is diagonal or anti-diagonal.
Proof. For G ∈ C(Q1,Q2) we have, for some h,
GT Q1G = hQ2. (2.10)
Since S1 and S2 are invertible we may write
G = S1DS−12 ,
for some matrix D. Substituting this expression in (2.10) gives(
ST2
)−1
DT ST1 Q1S1DS
−1
2 = hQ2,
from which it follows that
DT
(
ST1 Q1S1
)
D = hST2 QS2
and, in view of Lemma 2.5,
DT JD = h˜J, (2.11)
for same scalar function h˜. It is worth noting that (2.11) defines a group as can be easily checked.
To obtain all the elements of this group we write D in the general form
D =
[
a b
c d
]
.
Substitution of this matrix in (2.11) leads to the equations
ac = 0, bd = 0
which can only have non-trivial solutions if
a = d = 0 or b = c = 0.
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two connected components). The other two equations that come from (2.11) simply give
h˜ = bc = −detD, h˜ = ad = detD,
respectively for the first and second cases. 
Corollary 2.13. With the same assumptions of Theorem 2.12 the Riemann–Hilbert problem
Gφ+ = φ−, φ± ∈ [H±(∂D)]2, (2.12)
is equivalent to
D
(
S2φ
+)= S1φ−, φ± ∈ [H±(∂D)]2. (2.13)
Remark 2.14. It is clear that, from the point of view of solving the Riemann–Hilbert (2.13), the
case where D is anti-diagonal is entirely analogous to the case where D is diagonal. Thus, unless
otherwise stated, we shall assume that D is diagonal.
Before we leave the results of Theorems 2.12 and 2.4 it is useful to write Eq. (2.13) in system
form:
d1
(
q21φ
+
1 + q22φ+2 + φ+2
)= q11φ−1 + q12φ−2 + φ−2 ,
d2
(
q21φ
+
1 + q22φ+2 − φ+2
)= q11φ−1 + q12φ−2 − φ−2 , (2.14)
where the first subscript in the q corresponds to Q1 or Q2. It will be shown later that the system
(2.14) is equivalent to a scalar Riemann–Hilbert problem on the hyperelliptic Riemann surface
defined by the equation
μ2 = detQ1 = detQ2 = 2 (2.15)
assuming that detQi is not a constant. This fact yields a powerful tool for solving Eqs. (2.14).
In what follows we shall denote by Σ the Riemann surface obtained by the compactification
of the above algebraic curve which henceforth we write in the form
μ2 = p(λ),
where p(λ) is assumed to be a polynomial of degree 2(g+1) (g  0) with simple roots. Thus, Σ
is a hyperelliptic Riemann surface of genus g. It is convenient to view it as a branched cover of
C via the meromorphic function λ :Σ → C induced by (λ,μ) → λ. The meromorphic function
induced by (λ,μ) → μ will be denoted by μ.
We shall assume that p(λ) has an even number 2(g′ +1) (with g′ −1) of zeros inside D and
no zeros on ∂D. This implies that there is a continuous branch of logp on ∂D. We shall denote by
 : ∂D → C the branch of √p(λ) for which Re > 0. Note also that the contour Γ = λ−1(∂D)
consists of two disjoint closed paths which divide Σ into two disjoint regions.
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component is denoted by Γ2. The contour Γ = Γ1 unionsq Γ2 divides Σ into two disjoint regions
defined by Ω+ = λ−1(D) and Ω− = Σ \Ω+.
In the process of reducing our Riemann–Hilbert problem on ∂D to a scalar Riemann–Hilbert
on a contour in Σ we shall obtain another characterization of the class C(Q1,Q2).
Firstly we define a transformation TΣ from the space of Hölder continuous functions on ∂D
to the space of Hölder continuous functions on the contour Γ in Σ .
Definition 2.16. Let TΣ : [Cμ(∂D)]2 → Cμ(Γ ) be the linear transformation defined by TΣ(φ1,
φ2)|Γi = φi .
The following proposition gives the main properties of TΣ .
Proposition 2.17. Let TΣ be as in Definition 2.16. Then the following assertions hold:
(1) TΣ maps (φ1 + φ2, φ1 − φ2) into φ1 +μφ2 (here φ1, φ2 ∈ Cμ(∂D) and, on Γ , we use φi
to abbreviate λ∗φi = φi ◦ λ);
(2) TΣ is invertible with inverse given by
T −1Σ :Cμ(Γ ) →
[
Cμ(∂D)
]2
, T −1Σ Ψ = (ψ|Γ1 ,ψ|Γ2).
Proof. Follows straightforwardly from Definition 2.16. 
For the next result we recall Eqs. (2.14) which we write again in the form (2.13) (renumbered
(2.16) for convenience),
D
(
S2φ
+)= S1φ+, (2.16)
where
Si =
[
1 qi − 
1 qi + 
]
(i = 1,2). (2.17)
Before we derive a Riemann–Hilbert problem on the Riemann surface defined by (2.15) we need
some definitions and notation concerning function spaces on Σ .
Definition 2.18. By C+μ (Γ ) we will denote the subspace of Cμ(Γ ) whose elements are boundary
values of analytic functions in Ω+. Analogously for C−μ (Γ ).
We are now in a position to state the result of the following proposition.
Proposition 2.19. Eq. (2.13) is equivalent to the scalar Riemann–Hilbert problem on Γ ,
d
(
φ+1 + q2φ+2 +μφ+2
)= φ−1 + q1φ−2 +μφ−2 , (2.18)
where d = TΣ(d1, d2) and φ±, φ± ∈ C±(Γ ).1 2 μ
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(i) for the right-hand side,
TΣS1φ
− = TΣ
(
φ−1 + q1φ−2 − φ−2 , φ−1 + q1φ−2 + φ−2
)
= φ−1 + q1φ−2 −μφ−2 , (2.19)
where φ−i ∈ C−μ (Γ );
(ii) for the left-hand side:
TΣDS2φ = dTΣS2φ = d
(
φ+1 + q2φ+2 +μφ+2
)
, (2.20)
where we have used the fact that TΣDψ = dTΣψ .
From (2.20) and (2.19) we obtain (2.18) as desired. 
We are now in a position to state an alternative characterization of the classes C(Q1,Q2) in
terms of multiplication operators on [Cμ(∂D)]2 and Cμ(Γ ). In the following we denote by mG
the operator of multiplication by G on [Cμ(∂D)]2 and md the operator of multiplication by d on
Cμ(Γ ).
Theorem 2.20. The matrix valued function G in [G(L∞(∂D))]2×2 belongs to C(Q1,Q2) where
detQ1 = detQ2 = p(λ) ∈ C[λ], if and only if there exists an operator md :Cμ(Γ ) → Cμ(Γ )
such that
md = TΣmS1mGmS−12 T
−1
Σ (2.21)
or
md = τ ∗TΣmS1mGmS−12 T
−1
Σ , (2.22)
where Σ is the Riemann surface defined by the equation μ2 = p(λ), S1, S2 are the matrices
given in Eq. (2.17), and τ ∗ :Cμ(Γ ) → Cμ(Γ ) denotes the composition with the hyperelliptic
involution τ :Σ → Σ .
Proof. Suppose G ∈ C(Q1,Q2). Then, by Theorem 2.12, the matrix D = S1GS−12 is either
diagonal or anti-diagonal. A direct calculation gives TΣmDTΣ = md , if D =
[ d1 0
0 d2
]
, and
TΣmDTΣ = τ ∗md , if D =
[ 0 d1
d2 0
]
. Hence either (2.21) or (2.22) holds.
Conversely, if (2.21) or (2.22) hold, then the matrix D = S1GS−12 is either diagonal or anti-
diagonal and it follows from Theorem 2.12 that G ∈ C(Q1,Q2). 
3. Σ-factorization
In this section we define a factorization for scalar functions belonging to Cμ(Γ ) where Γ
is a contour in a hyperelliptic Riemann surface Σ . This factorization allows us to study scalar
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shown in Section 2.
Recall from Section 2 that Σ is the Riemann surface associated to the equation
μ2 = p(λ),
where p(λ) is a polynomial of degree 2g + 2 without multiple roots. Hence Σ is a hyperelliptic
Riemann surface of genus g and is obtained from the plane algebraic curve
Σ0 =
{
(λ,μ) ∈ C2 ∣∣ μ2 = p(λ)}
by adding two points “at infinity,”∞1,∞2, such that ς = λ−1 is a local parameter at these points.
There are two natural meromorphic functions on Σ : those induced by the projections
(λ,μ) → λ and (λ,μ) → μ. They will be denoted respectively by λ and μ. The field of rational
functions on Σ will be denoted by R(Σ). As usual, it is convenient to view Σ as a 2-branched
cover of P(C2) under the map λ :Σ → P(C2) = C ∪ {∞}. The two points in λ−1(0) will be
denoted by 01 and 02.
Definition 3.1. Let Γ be a contour in Σ and let f ∈ GCμ(Γ ), 0 < μ < 1; f is said to possess a
Σ -factorization relative to Γ if it has a representation of the form
f = f−rf+, (3.1)
where (f+)±1 ∈ C+μ (Γ ), (f−)±1 ∈ C−μ (Γ ) (see Definition 2.18) and r ∈R(Σ).
If r is constant (3.1) is called a special Σ -factorization.
It is easily seen that, if f = f−f+ and f = f˜−f˜+ are two special Σ -factorizations for f , then
f˜+ = cf+, f˜− = cf−,
where c is a constant. Indeed we have
f˜+f−1+ = f−f−1− = c.
Keeping in mind the application to vector valued Riemann–Hilbert problems in C, we con-
sider only the case where Γ is the (oriented) boundary of a region Ω+ ⊂ Σ defined in Defini-
tion 3.2 below.
For a general reference on Riemann surfaces see, for example, [11] or [15].
Definition 3.2. We will denote by Ω+ the inverse image under λ of the unit disk D ⊂ C. We
assume that D contains 2(g′ + 1) zeros of p(λ) so that, if g′ = −1, Ω+ is a union of two disjoint
disks; if g′  0, Ω+ is a Riemann surface of genus g′ with two closed disks removed. We will also
consider the open set Ω− = Σ \Ω+. Note that Ω− is a Riemann surface of genus g′′ = g−g′−1
with two disks removed.
Assumption 3.3. Henceforth we assume Γ = ∂Ω+ with the orientation induced from Ω+.
M.C. Câmara et al. / Journal of Functional Analysis 255 (2008) 228–254 241Next we show that every function f ∈ GCμ(Γ ) such that logf ∈ Cμ(Γ ) has a Σ -factori-
zation.
Theorem 3.4. Let f ∈ Cμ(Γ ) be such that logf ∈ Cμ(Γ ) and let h be the function given by
h = exp
(
α1
μ
λ
+ · · · + αg μ
λg
)
with
αk = 14π i
∫
Γ
logf
λk−1dλ
μ
(k = 1, . . . , g).
Then f has a Σ -factorization
f = f−rf+ (3.2)
with
f+ = exp
(
P+Γ logf
)
h+, (3.3)
f− = exp
(
P−Γ logf −
g∑
k=1
αk
μ
λk
)
h−, (3.4)
where P±Γ are the bounded projections on Cμ(Γ ) defined in Appendix A, and h+, h−, r are thefactors of the Σ -factorization h = h+rh− given in Proposition 3.10 below.
Proof. Putting φ = logf and denoting by P±Γ the bounded projections on Cμ(Γ ) defined in
Appendix A, we have
φ = P+Γ φ + P−Γ φ = P+Γ φ + P˜Γ φ +
g∑
k=1
αk
μ
λk
, (3.5)
where P+Γ φ ∈ C+μ (Γ ), P˜Γ ∈ C−μ (Γ ) (cf. proof of Proposition A.1) and
αk = 14π i
∫
Γ
ξk−1
τ
φ(ξ, τ ) dξ.
The result now follows from (3.5) and Proposition 3.10 below. 
Theorem 3.4 reduces the problem of computing a Σ -factorization of f to the computation
of a Σ -factorization for the exponential h = exp() where  = ∑gk=1 αkμ/λk . To obtain this
factorization we will need some information about the periods of the differential d.
We start by fixing bases for the first homology group H1(Σ;Z) and the space of holomorphic
differentials Ω1(Σ).
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bi · bj = 0 and ai · bj = δij ) whose elements do not pass through 0j , ∞j . We denote by
ζ = (ζ1, . . . , ζg) the vector of differentials given by
ζk = λ
k−1
μ
dλ.
It is well known that {ζ1, . . . , ζg} is a basis of holomorphic differentials [15]. However, it is
usually more convenient to use a basis ω = (ω1, . . . ,ωg) which is dual to the homology basis
{aj ,bj }, i.e., it satisfies
∫
ai
ωj = δij . The bases ζ , ω are related by ω = Cζ , where C = (cij ) is
the inverse of the matrix A = (aij ) of a-periods of ζ :
aij =
∫
ai
ζj .
We will also need the matrix of b-periods of ω, denoted by B = (bij ):
bij =
∫
bi
ωj .
Notation 3.5. For convenience we introduce the following notation concerning integrals and
residues of vectors of differentials.
(1) Given a differential ϕ and a vector of 1-cycles c = (c1 . . . , cg) we denote by
∫
c ϕ the vector
of c-periods of ϕ: ∫c ϕ = (∫c1 ϕ, . . . , ∫cg ϕ).
(2) Given a vector of meromorphic differentials ϕ = (ϕ1, . . . , ϕg) we denote by Resp(ϕ) the
vector of residues (Resp(ϕ1), . . . ,Resp(ϕg)).
(3) Given a vector of differentials ϕ = (ϕ1, . . . , ϕg) and a 1-cycle c we denote by
∫
c ϕ the vector
of periods (
∫
c ϕ1, . . . ,
∫
c ϕg).
Lemma 3.6. Given α = (α1, . . . , αg) ∈ Cg consider the function  = ∑gk=1 αk μλk . Then d =
γ∞ − γ0 where γ∞ and γ0 are differentials of the second kind satisfying:
(i) γ∞ is holomorphic in Σ \ {∞1,∞2};
(ii) γ0 is holomorphic in Σ \ {01,02};
(iii) ∫aj γ∞ = ∫aj γ0 = 0;
(iv) ∫b γ∞ = ∫b γ0 = 4π iCα, where b = (b1, . . . ,bg) and C is the matrix defined above (ω =
Cζ ).
Proof. The meromorphic differential d is holomorphic in Σ \ {0j ,∞j | j = 1,2} and all its
residues are zero. That is, d is a differential of the second kind with singularities at 0j ,∞j . It
follows from the properties of the differentials of the second kind [15, Chapter 8] that there exists
a meromorphic differential γ∞ with the same principal part as d at∞1,∞2 and holomorphic
elsewhere. Setting γ0 := γ∞ − d, all the required properties in the statement are satisfied ex-
cept possibly (iii) and (iv). Changing γ0, γ∞ by adding an appropriate linear combination of the
differentials ωj gives (iii).
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of Ω+ under the identification map P → Σ . Since P is simply connected there is a holomorphic
function f = (f1, . . . , fg) :P → Cg such that df = ω. Applying the bilinear relations and the
properties of γ0, γ∞, we obtain∫
b
γ0 = 2π i
∑
p∈P
Resp(γ0f) = 2π i
∑
p∈P+
Resp(γ0f) =
∫
∂P+
γ0f
= −
∫
∂P+
(d)f =
∫
∂P+
ω =
∫
∂Ω+
ω.
Now, for each j , we have∫
∂Ω+
ωj =
∑
r
αr
∫
∂Ω+
μ
λr
ωj =
∑
r,s
αrcjs
∫
∂Ω+
λs−r−1 dλ
= 4π i
∑
r
cjrαr = 4π i(Cα)j .
Hence the second equality in (iv) holds. Since γ∞ − γ0 is exact, the first equality also holds. 
Definition 3.7. Fix a point p0 ∈ Σ \ {∞j ,0j }. Define
A(p) =
p∫
p0
ω ∈ Cg.
Of course, the value of this integral depends on the choice of a path between p0 and p. Therefore
the expressions involving A(p) are, in general, multivalued.
Given a constant v ∈ Cg and p ∈ Σ , we define
F(p | v) = θ(A(p)− v −K,B) ∈ C,
where θ is the Riemann theta function, θ(z,B) = ∑n∈Zg exp(2π i( 12 nT Bn + nT z)), B is the
matrix of b-periods of ω and K is the vector of Riemann constants [6].
Remark 3.8. The function F(p | v) is multivalued for its definition involves A(p). The effect of
changing the integration path between p0 and p is determined by the quasi-periodicity properties
of the theta function θ(z,B):
θ(z + n +Bm,B) = exp
(
−2π i
(
1
2
mtBm + mT z
))
θ(z,B).
We can now obtain the Σ -factorization for the function h that is referred to in Theorem 3.4.
The method used to obtain this factorization is closely related to the construction of a Baker–
Akhiezer function in [6]. In order to state the result we need one more definition.
244 M.C. Câmara et al. / Journal of Functional Analysis 255 (2008) 228–254Definition 3.9. Let D+ = p+1 + · · · + p+g and D− = p−1 + · · · + p−g be nonspecial divisors
(see [11]) such that p+i ∈ Ω+ and p−i ∈ Ω−.
Proposition 3.10. Let h :Σ → C be given by
h = exp
(
α1
μ
λ
+ · · · + αg μ
λg
)
(3.6)
and let u = 2Cα (cf. Lemma 3.6). Then for all N ∈ N large enough, h has a Σ -factorization
h = h+rh− (3.7)
with
h+(p) = exp
[ p∫
p0
γ∞
]
F(p | A(D−)+ uN )N
F(p | A(D−))N , (3.8)
h−(p) = exp
[
−
p∫
p0
γ0
]
F(p | A(D+)− uN )N
F(p | A(D+))N , (3.9)
where the same path from p0 to p is used to evaluate the integrals of γ0, γ∞ and A(p). The
function r is given by
r = h(p0)
[
F(p | A(D+)− uN )F (p | A(D−)+ uN )
F (p | A(D+))F (p | A(D−))
]−N
. (3.10)
In particular r is a rational functional.
Proof. Since D+ = p+1 + · · · + p+g and D− = p−1 + · · · + p−g are nonspecial divisors such that
p+i ∈ Ω+ and p−i ∈ Ω−, it follows [6, Chapter II] that the functions
F
(
p
∣∣A(D+)), F (p ∣∣A(D−))
have exactly g zeros at the points p+1 , . . . ,p+g and p
−
1 , . . . ,p
−
g , respectively. It also follows that
we can choose N ∈ N large enough so that the functions F(p | A(D+)+ uN ), F(p | A(D−)− uN )
are not identically zero. Their zeros are points q+1 , . . . ,q+g and q
−
1 , . . . ,q
−
g such that
A
(
q+1 + · · · + q+g
)= A(D+)+ u
N
, A
(
q−1 + · · · + q−g
)= A(D−)− u
N
.
We assume N is large so that q+i ∈ Ω+ and q−i ∈ Ω−.
Consider the functions h+ and h− defined in (3.8) and (3.9). To show that h+ is independent
of the path of integration we consider the effect of adding to it a cycle homologous to
∑
(niai +i
M.C. Câmara et al. / Journal of Functional Analysis 255 (2008) 228–254 245mibi ). Set n = (n1, . . . , ng) and m = (m1, . . . ,mg). By Lemma 3.6(iv) the first factor in the
formula for h+ transforms as follows:
exp
[ p∫
p0
γ∞
]
→ exp 2π i[uT m] exp[ p∫
p0
γ∞
]
,
while the second factor is multiplied by
exp 2π iN [− 12 mT Bm − mT (A(p)+A(D−)+ uN −K)]
exp 2π iN [− 12 mT Bm − mT (A(p)+A(D−)−K)]
= exp 2π i[−uT m],
hence the value of h+ remains unchanged. The verification that h− is well defined is similar.
It is clear from the properties of γ∞, γ0 and the preceding remarks that h±1+ is holomorphic
in Ω+ and h±1− is holomorphic in Ω−. Since d = γ∞ − γ0 (see Lemma 3.6) and h = exp it
follows that
h = h+h−h(p0)
[
F(p | A(D+)− uN )F (p | A(D−)+ uN )
F (p | A(D+))F (p | A(D−))
]−N
. 
Corollary 3.11. Let h and u be as in Proposition 3.10. If u ∈ Zg + BZg then h has a special
Σ -factorization.
Proof. Let u = n1 +Bm1 ∈ Zg +BZg . Then taking N = 1 in (3.8) and (3.9) we get well-defined
elements of GC±μ (Γ ) given (up to multiplicative constants) by the following expressions:
h+(p) = exp
[ p∫
p0
γ∞
]
exp
[−mT1 A(p)],
h−(p) = exp
[
−
p∫
p0
γ0
]
exp
[
mT1 A(p)
]
.
Since h/(h+h−) = h(p0) we conclude that h = h+h−h(p0) is a special Σ -factorization. 
Theorem 3.12. Let f ∈ Cμ(Γ ) be such that logf ∈ Cμ(Γ ). Then f has a special Σ -factoriza-
tion with respect to Γ if and only if 12π i
∫
Γ
(logf )ω ∈ Zg +BZg .
Proof. From Theorem 3.4 it follows that f has a special Σ -factorization iff the same is true for
function h = exp(α1μ/λ+ · · · + αgμ/λg) where
αk = 14π i
∫
(logf )ζk
Γ
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have
1
2π i
∫
Γ
(logf )ω = 1
2π i
C
∫
Γ
(logf )ζ = 2Cα.
By Corollary 3.11, u = 2Cα ∈ Zg + BZg is a sufficient condition for h to have a special Σ -
factorization. Hence it remains to show that this condition is necessary.
Let P be a standard polygon for Σ and let P+, P−, respectively, denote the preimage of
Ω+ and Ω− under the identification map P → Σ . Recall from Definition 3.2 that D contains
2(g′ + 1) branch points (with g′  −1). If g′ > 0, P+ is simply connected. If D contains no
branch points (g′ = −1) then P+ is a disjoint union of two simply connected sets. In either case
we can define in P+ a continuous branch of logf+, which is holomorphic in the interior of P+.
Hence we get
1
2π i
∫
∂P+
(logf+)ω = 0. (3.11)
Proceeding similarly for P−, we obtain a continuous branch of logf− :P− → C such that
1
2π i
∫
∂P−
(logf−)ω = 0. (3.12)
Denoting by Γ ± the preimage of Γ in P± (with the orientation induced from ∂P±) we obtain∫
Γ
(logf )ω =
∫
Γ +
(logf )ω =
∫
Γ +
(logf+)ω −
∫
Γ −
(logf−)ω
for f = f+f− on Γ and Γ +, Γ − have opposite orientations. Now, if p1, p2 ∈P± are two points
with the same image under the map P → Σ then logf±(p1) = logf±(p2) + 2π in± for some
n± ∈ Z. From this and Eqs. (3.11) and (3.12) we conclude that
1
2π i
∫
Γ
(logf ) ≡ 1
2π i
( ∫
∂P+
(logf+)ω −
∫
∂P−
(logf−)ω
)
mod Zg +BZg
≡ 0 mod Zg +BZg. 
Next we illustrate how the factorization Theorem 3.4 can be used to solve a Riemann–Hilbert
problem on the Riemann surface Σ . We restrict our study to a homogeneous problem
fψ+ = ψ−, (3.13)
where f ∈ Cμ(Γ ) and ψ+, ψ− are assumed to be holomorphic respectively in Ω+, Ω− and
continuous in Ω+, Ω−.
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fψ+ = ψ− ⇔ rf+ψ+ = f−1− ψ−.
Hence, if (ψ+,ψ−) is a solution of the Riemann–Hilbert problem (3.13), there exists R ∈R(Σ)
such that
R =
{
rf+ψ+ in Ω+,
f−1− ψ− in Ω−.
Let D = div(r|Ω+) (the divisor of r|Ω+ .) Then we have R ∈ L(−D) where we set
L(−D) := {g ∈R(Σ) ∣∣ div(R)−D  0},
following standard notation [11]. Conversely, if g ∈ L(−D) then the pair (ψ+,ψ−) =
(gr−1f−1+ , gf−) is a solution problem (3.13). This proves:
Proposition 3.13. Let D = div(r|Ω+), then the space of solutions of (3.13) is isomorphic to
L(−D).
The computation of the dimension of the space L(−D) is a classical problem whose answer
is given by the Riemann–Roch theorem [11,15]. In the special case where logf ∈ Cμ(Γ ) we
obtain the following result.
Proposition 3.14. Under the condition logf ∈ Cμ(Γ ), the Riemann–Hilbert problem (3.13) has
a non-trivial solution if and only if f has a special Σ -factorization. In this case the dimension
of the space of solutions is 1.
Proof. If f has a special Σ -factorization it is clear that the space of solutions of problem (3.13)
has dimension one.
Conversely, assume the space of solutions of (3.13) has dimension one. We start by computing
the degree of the divisor D. Clearly degD = IndΓ (r). Since f±1± is holomorphic in Ω± it follows
that IndΓ (f±) = 0 and so IndΓ (r) = IndΓ (f ). The condition logf ∈ Cμ(Γ ) gives IndΓ (f ) = 0,
hence degD = 0.
Since degD = 0 we have dimL(−D) 1 and the equality occurs iff there is a rational func-
tion r− ∈R(Σ) such that div(r−) = D [15]. In this case, we set r+ = r/r− and r has a special
Σ -factorization r = r+r−. Therefore f = (f+r+)(r−f−) is a special factorization for f . 
For the example discussed in the next Section it will be convenient to have to the following
generalization of Proposition 3.14.
Proposition 3.15. Let D′ be a divisor on Σ . Then the space of solutions (ψ+,ψ−) of (3.13)
satisfying
div(ψ+)+ div(ψ−)D′ (3.14)
is isomorphic to the space of rational functions L(−D′ −D), where D = div(r|Ω+).
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a rational function
R =
{
rf+ψ+ in Ω+,
f−1− ψ− in Ω−.
From (3.14) it follows that div(R) − D  D′, i.e., R ∈ L(−D′ − D). Conversely, if R ∈
L(−D′ −D) then the pair (Rr−1f−1+ ,Rf−) is a solution of (3.13) satisfying (3.14). 
4. Example
In this section we illustrate the results of the previous sections by solving a Riemann–Hilbert
problem corresponding to a 2 × 2 matrix symbol that belongs to a family of exponentials of
rational matrices. Symbols of this form appear for example in the study of finite-dimensional
integrable systems (cf. [4,13]). Specifically, let
G = exp(tL), (4.1)
where L is a rational 2 × 2 matrix function and t ∈ R. The symbol (4.1) belongs to the class
C(Q˜) with Q˜ = J˜L, where
J˜ =
[
0 1
−1 0
]
.
Indeed we have
GT Q˜G = exp(tLT )J˜L exp(tL) = exp(tLT )J˜ exp(tL)L. (4.2)
But for any 2 × 2 matrix A we have
AT J˜A = (detA)J˜
which, introduced in (4.2), gives
GT Q˜G = (detG)J˜L = (detG)Q˜,
i.e., G ∈ C(Q˜).
For our example we take
L(λ) =
[
v u
−ku −v
]
, (4.3)
where u and v are Laurent polynomials in λ given by
u = aλ− xλ−1, v = xλ−1, λ ∈ ∂D, (4.4)
with a, x, k positive real constants.
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Gφ+ = φ−, (4.5)
where G is given by (4.1). Recall from Section 2 that the Riemann surface associated with prob-
lem (4.5) is given by the equation
μ2 = −det Q˜.
Replacing Q˜ by Q = λQ˜ we obtain C(Q) = C(Q˜) with detQ a polynomial in λ. Hence the
associated Riemann surface Σ has the form considered in Section 3, i.e., it is the compactification
of the algebraic curve
μ2 = p(λ), (4.6)
where p is the polynomial p(λ) = −ka2λ4 + 2akxλ2 + x2(1 − k).
The zeros of p(λ) are given by
λ2 = x ± xk
− 12
2a
= x
2a
(
1 ± k− 12 ).
For k > 1 all zeros of p(λ) are real and symmetric in pairs. We shall consider three distinct cases:
(i) x < a1+k−1/2 , which leads to all zeros of p(λ) inside D;
(ii) a1+k−1/2 < x < a1−k−1/2 , corresponding to two zeros inside D and two zeros outside D;
(iii) x > a1−k−1/2 corresponding to all zeros outside D.
Cases (i) and (iii) are analogous from the point of view of the topology of the problem and
thus we shall consider only cases (ii) and (iii).
Since G ∈ C(Q), the scalar Riemann–Hilbert problem on Σ corresponding to the prob-
lem (4.5) can be obtained simply by diagonalizing G, which is equivalent to diagonalizing L.
We get for L
L = SD0S−1, (4.7)
where D0 = diag(μλ ,−μλ ) and
S =
[ −1 1
v−μ/λ
u
− v+μ/λ
u
]
. (4.8)
Then
G = exp(tL) = SDS−1, (4.9)
where
D = diag
(
exp
(
μ
)
, exp
(
−μ
))
. (4.10)λ λ
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DS−1φ+ = S−1φ− (4.11)
or, in the form of two scalar equations
d1
((
v + μ
λ
)
φ+1 + uφ+2
)
=
(
v + μ
λ
)
φ−1 + uφ−2 ,
d2
((
v − μ
λ
)
φ+1 + uφ+2
)
=
(
v − μ
λ
)
φ−1 + uφ−2 , (4.12)
where d1 = exp(μ/λ) and d2 = exp(−μ/λ). As shown in Proposition 2.19, problem (4.12) is
equivalent to the following scalar Riemann–Hilbert problem on the Riemann surface Σ defined
by the algebraic curve (4.6),
d
((
v + μ
λ
)
φ+1 + uφ+2
)
=
(
v + μ
λ
)
φ−1 + uφ−2 (4.13)
which can be simplified to give
d
(
x +μ
p2
φ+1 + φ+2
)
= x +μ
p2
φ−1 + φ−2 , (4.14)
where d = di on Γi (i = 1,2) with Γi the preimages of ∂D in Σ and p2(λ) = aλ2 − x. Note that
in the present example Σ is an elliptic Riemann surface as p(λ) in relation (4.6) is a forth degree
polynomial with distinct zeros. Before we apply the results of Section 3 to solving Eq. (4.14) it
is useful to make the following observations.
Remark 4.1.
(1) Cases (ii) and (iii) defined after Eq. (4.6) differ in the following aspects: in case (iii) the
region Ω+ = λ−1(D) is a union of two disjoint simply-connected regions; in case (ii) both
regions Ω+, Ω− are connected but not simply-connected.
(2) The function whose Σ -factorization we have to obtain is, in the present example, simply the
function h(λ,μ) = exp(α1μ/λ) that appears in Proposition 3.10 with g = 1 and α1 = t .
We continue our study of Eq. (4.14) precisely by looking at the factorization of d(λ,μ) =
exp(tμ/λ). As noted in Remark 4.1 this corresponds to d = h with g = 1 and α1 = t in Propo-
sition 3.10. We assume that the constant t in the expression of G (see (4.1)) is sufficiently small
for the factor r in h = h−rh+ to be given by the simplest non-trivial form (this is a consequence
of the fact noted in the proof of Proposition 3.10 that the vector u of b-periods of the differential
d logh tends to zero with t):
r(p) = F(p | A(D+)− u)F (p | A(D−)+ u) , (4.15)
F(p | A(D+))F (p | A(D−))
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Eq. (4.14) in the form
rh+
(
x +μ
p2
φ+1 + φ+2
)
= h−1−
(
x +μ
p2
φ−1 + φ−2
)
= R, (4.16)
where R is a rational function on Σ since the left-hand side and the right-hand side are mero-
morphic functions, respectively, in Ω+ and Ω−.
We are now in a position to characterize completely the rational function R, i.e., to give
its divisor of zeros and poles. Since Σ is a Riemann surface of genus 1, the Abel–Jacobi map
A :Σ → J (Σ) = C/(Z+BZ) (see Definition 3.7) is an isomorphism. Therefore, R and r will be
considered as doubly periodic meromorphic functions on C under the transformation u = A(p).
We have the following conditions on R:
(i) a pole at the point of Ω+ where r has a pole (denoted by u0);
(ii) two poles that come from the factor (x+μ)/p2 (denoted u1, u2): noting that x2 −μ2 = kp2,
it follows that x +μ has two zeros on Σ corresponding to the values of λ where p2(λ) = 0;
since p2 has four zeros in Σ , two of which are not compensated by zeros of x +μ and thus
lead to two poles of (x +μ)/p2;
(iii) a zero coming from the zero of r in Ω+ (denoted v0);
(iv) a zero that we impose at an arbitrary point of Ω+ (denoted v1);
(v) a zero v2 that comes from Abel’s theorem:
v0 + v1 + v2 ≡ u0 + u1 + u2 mod Z +BZ.
Hence in terms of Jacobi theta functions R is given by the formula
R(u) = kR θ(u− v0)θ(u− v1)θ(u− v2)
θ(u− u0)θ(u− u1)θ(u− u2) , (4.17)
where kR is a constant, and θ(u) denotes the theta function θ(u,B) recalled in Definition 3.7 (for
a reference to the Jacobi theta functions, see e.g. [1]).
A solution to the Riemann–Hilbert problem (4.14) is obtained from (4.16)
x +μ
p2
φ+1 + φ+2 = r−1h−1+ R, (4.18)
x +μ
p2
φ−1 + φ−2 = h−R (4.19)
from which φ±1 and φ
±
2 can be obtained by separating the left-hand side into its invariant and
anti-invariant components with respect to the involution on Σ .
To end our analysis we state the following proposition.
Proposition 4.2. The space of solutions of the Riemann–Hilbert problem (4.14) has dimension 2.
Two linearly independent solutions are given by formulas (4.18) and (4.19) for two distinct values
of v1.
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consequence of the fact that, in (4.17), the dimension of the space of rational functions with three
fixed poles (u0, u1, u2) and a fixed zero (v0) is two, in view of the Riemann–Roch theorem. 
Appendix A
In this appendix we define two complementary projections P±Γ on Cμ(Γ ) and give their fun-
damental properties. For f ∈ Cμ(Γ ), let
P±Γ f (λ,μ) = ±
1
4π i
∫
Γ
τ +μ
τ
f (ξ, τ )
ξ − τ dξ, (λ,μ) ∈ Ω
±, (A.1)
Denoting by P±
∂D
the projection defined on Cμ(∂D) by
P±
∂D
= 1
2
(I + S∂D), (A.2)
where I is the identity operator and S∂D is the singular integral operator with Cauchy kernel [2]
on Cμ(∂D), and defining
fE = f + f
∗
2
, fO = f − f
∗
2μ
, (A.3)
where f ∗ is the image of f ∈ Cμ(Γ ) under the usual involution, f ∗(λ,μ) = f (λ,−μ). It is easy
to see that fE and fO can be identified with functions in Cμ(∂D) and
P±Γ (f ) = P±∂D(fE )+μP±∂D(fO). (A.4)
In (A.4), we identify P+
∂D
(ϕ) and P−
∂D
(ϕ), for ϕ ∈ Cμ(∂D), with their analytic extensions to D
and C \ D, respectively.
Thus, taking (A.4) into account and, on the other hand, identifying P±Γ (f ) with the corre-
sponding boundary-value functions in Γ , we see that the following proposition holds (in this
proposition C+μ (Γ ) (C−μ (Γ )) denotes the space of functions in Cμ(Γ ) that have analytic exten-
sions into Ω+ (respectively Ω−)).
Proposition A.1. We have:
(i) P±Γ (f ) :Cμ(Γ ) → Cμ(Γ ), with P±Γ (f ) defined by (A.1) for f ∈ Cμ(Γ ), are complemen-
tary projections, i.e., Cμ(Γ ) = P+Γ (Cμ(Γ ))⊕ P−Γ (Cμ(Γ ));
(ii) ImP+Γ = C+μ (Γ );
(iii) ImP−Γ = C−μ (Γ ) iff g = 0, and ImP−Γ = C−μ (Γ )⊕ span{ μλj , j = 1, . . . , g}, if g  1.
Proof. (i) and (ii) follow immediately from (A.4) and the well-known properties of P±
∂D
[2]. As
to ImP−Γ , we see that its elements are functions in Cμ(Γ ) possessing an analytic extension to
Ω− \ {∞1,∞2} and a pole of order no greater than g at∞1,∞2, due to the second term on the
right-hand side of (A.4).
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from (A.4) that P+Γ (f ) = 0, so that ImP−Γ = C−μ (Γ ).
If g  1, noting that
1
ξ − λ = −
1
λ
− ξ
λ2
− · · · − ξ
g−1
λg
+
(
ξ
λ
)g 1
ξ − λ
we get, for (λ,μ) ∈ Ω−,
μP−∂D(fO)(λ) = μ
(
P−Γ (f )
)
O(λ,μ) = −
μ
4π i
∫
Γ
f (ξ, τ )
τ
dξ
ξ − λ
= α1 μ
λ
+ α2 μ
λ2
+ · · · + αg μ
λg
− μ
λg
Ig(λ,μ), (A.5)
where
αk = 14π i
∫
Γ
ξk−1
τ
f (ξ, τ ) dξ, k = 1, . . . , g, (A.6)
Ig(λ,μ) = 14π i
∫
Γ
ξg
τ
f (ξ, τ )
dξ
ξ − λ = −P
−
∂D
(
ξgf
)
O(λ). (A.7)
If follows from (A.7) that λIg(λ,μ) is bounded as (λ,μ) tends to∞1 or∞2 and therefore,
from (A.4) and (A.5), we conclude that, for any f ∈ Cμ(Γ ),
P−Γ (f ) = P˜Γ (f )+ α1
μ
λ
+ · · · + αg μ
λg
, (A.8)
where
P˜Γ (f ) = P−∂D(fE )−
μ
λg
Ig ∈ C−μ (Γ ). (A.9)
Thus ImP−Γ ⊂ C−μ (Γ )⊕ span{ μλj , j = 1, . . . , g}. Conversely, if f ∈ C−μ (Γ )⊕ span{ μλj , j =
1, . . . , g}, then fE , fO can be identified with functions in C−μ (∂D) and it follows from (A.4) that
P+Γ f = 0, so that the second equality in (iii) holds. 
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