By using the regularized gap function for variational inequalities, Li and Peng introduced a new penalty function P α (x) for the problem of minimizing a twice continuously differentiable function in closed convex subset of the n-dimensional space R n . Under certain assumptions, they proved that the original constrained minimization problem is equivalent to unconstrained minimization of P α (x). The main purpose of this paper is to
Introduction
Consider the following constrained minimization problem: (1) where f (x) is a twice continuously differentiable function on R n and X is a closed convex subset of R n . Related to (1) is the following variational inequality problem of finding x in X such that
where ∇ f denotes the gradient of f (as a column vector) and z T stands for the transpose of a vector z. Note thatx is called a stationary point for the constrained minimization problem (1) ifx satisfies (2) . A vectorx is called a local solution of (1) if there is δ > 0 such that f (x) f (x) for x ∈ X , x −x < δ. If f (x) f (x) for all x ∈ X , thenx is called a global solution of (1).
One approach for solving the constraint optimization problem (1) is by using exact penalty functions. Exact penalty functions find solutions of the constrained minimization problem (1) by solving the following reformulation of (1): min x∈R n f α (x), (3) where f α (x) is a penalty function depending on the penalty parameter α, usually constructed by using the objective function f (x) and the constraint functions. Both Auchmuty [1] and Fukushima [4] independently reformulated the general variational inequality problem as an equivalent optimization problem. Li and Peng [11] constructed exact penalty function for (1) by using the projection onto the feasible set X . Their method is closely associated with the so-called regularized gap function for (2) introduced by Auchmuty [1] ,
where z = ( (4) for (2), as a penalty term and use
The regularized gap function was introduced by Auchmuty [1] as a merit function for (2) (with ∇ f (x) replaced by any continuously differentiable mapping from R n to R n ) and later extensively studied in [15, 14] . Through the regularized gap function, (2) can be reformulated as the following constrained minimization problem:
Note that G α (x) 0 for x ∈ X . Moreover,x is a solution of (2) if and only if G α (x) = 0 withx ∈ X [4] . Thus, (6) is a reformulation of (2) as a constrained (global) minimization problem. The strong monotonicity of ∇ f (x) ensures that any stationary point of (6) solves (2) [4] . Li and Peng [11] proved that under the assumption α ∇
n ,x is a global (or local) minimizer of f (x) in X if and only ifx is a global (or local) minimizer of P α (x) in R n . Moreover, if
f (x) is a convex quadratic function and α ∇ 2 f (x) < 1 for all x ∈ R n , then P α (x) is a convex function. In other words, the unconstrained reformulation,
preserves many important characteristics of the original constrained problem (1).
The new objective function P α (x) is the theoretical unification for various useful unconstrained formulations of constrained optimization problem [11] , which were useful for new algorithm development. In particular, this function is the basis of the new Newton method with finite termination for solving strictly convex quadratic programming problem with linear constraints [8] or convex quadratic problem with simple bound constraints [10] . See the references [3, [6] [7] [8] [9] [10] on algorithms developed based on the unconstrained reformulations derived from this penalty function.
The main purpose of this paper is to give an in-depth study of the relationships between f (x) and P α (x). It turns out that the convexity of f (x) does not imply the convexity of P α (x) when f (x) is not quadratic, no matter how small α is. This raises a natural question: why does P α (x) (on R n ) have the same set of global minimizers as f (x) (on X )? The answer is that P α (x) is an invex function (cf. [5] ) when f (x) is convex. In fact, under certain assumption, we shall prove the following three equivalence relationships between f (x) and P α (x).
• P α (x) is invex on R n if and only if the first-order optimality condition for f (x) on X is also sufficient for a global minimum of f (x) on X . In particular, if f (x) is convex, then P α (x) is invex on R n .
• f (x) is strongly coercive on X if and only if P α (x) is strongly coercive on R n .
• f (x) has bounded level sets on X if and only if P α (x) has bounded level sets on R n .
Moreover, we shall construct a convex function f (x) such that P α (x) is not convex for any fixed α > 0. In other words, P α (x) cannot preserve the convexity of f (x) in general cases.
The paper is organized as follows. In Section 2, we have an example showing that the convexity of f (x) does not imply the convexity of P α (x) when f (x) is not quadratic, no matter how small α is. The notion of invexity is also introduced in this section and we prove that P α (x) is invex on R n if and only if the first-order optimality condition for f (x) on X is also sufficient for a global minimum of f (x) on X . Section 3 is devoted to the study of strong coerciveness and bounded level sets of P α (x) and f (x). Final conclusions are given in the last section.
Nonconvexity and invexity
In this section we shall give an example of a convex function f (x) such that P α (x) is not convex for any α > 0. In other words, P α (x) does not preserve the convexity of f (x) in general cases. This raises a natural question:
The answer is that
Recall that a differentiable function g : R n → R is said to be invex [5] if there exists a vector-valued function η :
One motivation of studying invex functions is to investigate certain classes of functions for which the Karush-KuhnTucker conditions are sufficient for a global solution of a constrained minimization problem with the objective function and the constraints in those function classes. For example, Karush-Kuhn-Tucker conditions are sufficient for a global solution if the objective function and the constraint functions are convex. In 1965, Mangasarian [12] proved that if the objective function is pseudo-convex and the constraint functions are quasi-convex, then Karush-Kuhn-Tucker conditions are sufficient for a global solution. Sixteen years later, Hanson [5] introduced the invex functions and showed that Karush-Kuhn-Tucker conditions are sufficient for a global solution if the objective function and the constraint functions are invex with respect to the same η function.
Obviously, a differentiable convex function g(x) is invex since (8) holds with η(x, y) = x − y. In general, η(x, y) does not have to be continuous and the sum of two invex functions might not be invex. The following characterization for an invex function was given by Ben-Israel and Mond [2] , and by Martin [13] , independently.
Lemma 1. A differentiable function g(x) is invex on R n if and only if every stationary point of g(x) is a global minimizer of g(x) on R
n .
To prove the invexity of P α (x) when f (x) is convex on X , we need the following two lemmas about the relationships between f (x) and P α (x). [11, Theorem 3] .) Suppose (I − α∇ 2 f (x)) is nonsingular. Then ∇ P α (x) = 0 if and only ifx is a solution of (2). [11, Corollary 13] 
Lemma 2. (See

Lemma 3. (See
From Lemmas 1, 2, and 3, we can easily derive the following theorem about the convexity of f (x) and the invexity of P α (x).
Theorem 4. If f (x) is a convex function on X and α
Proof. Letx ∈ R n be such that ∇ P α (x) = 0. By Lemma 2,x is a solution of (2). Since f (x) is convex on X , (2) implies that x is a global minimizer of f (x) in X . By Lemma 3,x is a global minimizer of P α (x) in R n . Thus, every stationary point of
Note that we cannot drop the condition α ∇ 2 f (x) < 1 in Lemma 3. We have the following counterexample which shows that if we remove the condition α ∇ 2 f (x) < 1, Lemma 3 is not true in general. This example also shows that if we remove the condition α ∇ 2 f (x) < 1 for all x ∈ R n from Theorem 4, then P α (x) might not be invex in general. 
where z + is the vector on R n whose ith component is max{0, z i }. So
and lim |x|→∞
In fact, if
to the fact that x 0. It is easy to verify that x = 0 is a solution of (11). This proves our claim (10). Therefore,
Now consider two cases for α.
By ( (0) = 0 for |x| 1. Thus for anyx in [−1, 1], P α (x) = P α (x * ) = 0, which implies thatx is a global minimizer of P α (x). But any nonzerox ∈ (−1, 1) is not a local minimizer of f (x) (since f (x) has the unique local minimizer x = 0). This illustrates that if we do not require α ∇ 2 f (z) < 1 for z ∈ R n , then we might "create" extra global minimizers of P α (x) which are not local minimizers of f (x). 
we get δ 0 = 0 and P α (0) = −(α − 1) < 0 for α > 1. This proves that 0 is a local maximizer of P α (x) and cannot be a global minimizer of P α (x). Therefore, either α 
Recall that if f (x) is a convex quadratic function and α
Theorem 5]. However, if f (x) is not quadratic, P α (x) might not be convex no matter how small α is, as shown by the following example.
we have
Since 0
> 0. Now consider three cases for α.
Case I. α > 1.
) when x is close to 1. Thus,
Case II. α < 1.
Case III. α = 1.
Therefore, for any α > 0, if x > 1 is small enough, P α (x) < 0, which implies that P α (x) is not convex.
From Theorem 4, we know that if f (x) is convex, then P α (x) is invex. A natural question is whether or not we can give a characterization of f (x) for which P α (x) is invex. It turns out that P α (x) is invex if and only if the first optimality condition (2) for f (x) on X is also sufficient for a global minimizer of f (x) on X .
Theorem 7. Suppose that α∇
2 f (x) < 1 for all x ∈ R n . Then P α (x) is invex on R n
if and only if the first-order optimality condition (2)
for f (x) on X is sufficient for a global minimizer of f (x) on X (i.e., ifx in X satisfies (2), thenx is a global minimizer of f (x) on X ).
Proof.
Suppose that the first-order optimality condition for f (x) on X is sufficient for a global minimum of f (x) on X . We have to show that P α (x) is invex on R n , i.e., every stationary point of P α (x) is a global minimizer in R n . Letx ∈ R n be such that ∇ P α (x) = 0. By Lemma 2,x is a solution of (2). Since the first-order optimality condition for f (x) on X is sufficient for a global minimum of f (x) on X , (2) implies thatx is a global minimizer of f (x) in X . By Lemma 3,x is a global minimizer of P α (x) in R n . Thus every stationary point of P α (x) is a global minimizer of P α (x) in R n . By Lemma 1, P α (x) is invex on R n .
Conversely, assuming P α (x) is invex on R n , we have to show that the first-order optimality condition (2) for f (x) on X is sufficient for a global minimum of f (x) on X . Letx be a solution of (2) . By Lemma 2, ∇ P α (x) = 0. By Lemma 1,x is a global minimizer of P α (x) in R n . By Lemma 3,x is a global minimizer of f (x) in X . 2
Remark 8. The characterization for invexity of P α (x) given in Theorem 7 is closely related to invexity of f (x). When X = R n ,
x satisfies (2) if and only if ∇ f (x) = 0. In this case, any solution of (2) is a global minimizer of f (x) on X if and only if any stationary point of f (x) is a global minimizer of f (x) on X , which means that f (x) is invex on R n (cf. Lemma 1). Therefore, we can consider the characterization for invexity of P α (x) given in Theorem 7 as some kind of "constrained invexity" of f (x) on X .
Strong coerciveness and bounded level sets
In this section, we study some growth behavior of P α (x). In particular, we shall study bounded level sets and strong coerciveness of P α (x) on R n as well as f (x) on X .
Definition 9.
A function f (x) is said to be strongly coercive on
Definition 10. A function f (x) is said to have bounded level sets on X if the set {x ∈ X: f (x) γ } is bounded for all γ ∈ R.
Note that f (x) has bounded level sets on X if and only if lim x∈ X, x →∞ f (x) = ∞, which is called the coerciveness of f (x) on X . Thus, if f (x) is strongly coercive on X , then f (x) has bounded level sets on X . Further note that f (x) could have bounded level sets on X , but it might not be strongly coercive on X (e.g., f (x) = x and X = [0, +∞)).
For a closed convex set X , let Π X (y) be the projection of y onto X . That is, Π X (y) is the unique element in X such that
Lemma 11. Suppose that there exists > 0 such that ∇ 2 f (z) (
Proof. For x ∈ R n and y := H α (x) (see (15)), there exists θ with 0 < θ < 1 such that [11, Eq. (20) ]
where 
By (16) and (17), we get
where the last inequality is by ∇ 2 f (y θ ) (
Theorem 12. Suppose that P α (x) is strongly coercive on R n for some α > 0, then f is strongly coercive on X .
, by (5) we have
Thus
where the last equality follows from the strong coerciveness of P α (x). 2
To prove the converse of Theorem 12, we need some restriction on ∇ 2 f (z) and α. 
The function f (x) is strongly coercive on R, as lim x →∞
|x| → ∞, which also implies that f (x) has bounded level sets on R. By (13), we have
From (26) P α (x) = 0 for all x ∈ R. Clearly, for any γ > 0 the level set {x ∈ R:
Which also shows that P α (x) is not strongly coercive on R.
By ( Which implies that P α (x) is not strongly coercive on R.
This example also shows that α ∇ 2 f (z) 1 for all z ∈ R n is not enough for the level sets of P α (x) to be bounded, even if f (x) has bounded level sets on X .
Conclusions
Under the assumption that α ∇ 2 f (x) < 1 for x ∈ R n , Li and Peng [11] proved that the regularized gap function G α (x)
is a "perfect" penalty term for constrained optimization problems in the following sense:
• Complete equivalence of constrained and unconstrained problems:x is a global (or local) minimizer of f (x) in X if and only ifx is a global (or local) minimizer of P α (x) in R n .
• Preservation of convexity for quadratic problems: P α (x) is convex if f (x) is a convex quadratic function.
However, Example 6 shows that if f (x) is not quadratic, the convexity of f (x) does not imply the convexity of P α (x) no matter how small α is.
In this paper, we have given an in-depth analysis of G α (x) as a penalty term and studied relationships between f (x) and P α (x) (= f (x) − G α (x)). Specifically, we have proved that almost all important properties of f (x) (such as bounded level sets, strong coerciveness, and invexity) on the feasible set X are preserved by P α (x) on R n .
The assumption of α ∇ 2 f (x) < 1 for x in R n is crucial for the unconstrained reformulation (7) being "equivalent to" the original constrained problem (1). Examples 5 and 18 show that without the assumption of α ∇ 2 f (x) < 1 for x in R n , none of the relationships between f (x) and P α (x) holds true in general.
Finally, how to use P α (x) to design new efficient algorithms to solve the constrained optimization problem (1) will be an issue for future research.
