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Abstract
Radiative transition probabilities for light atoms and ions are normally calculated
from nonrelativistic wave functions and the electric dipole transition operator. For
the nonrelativistic energies, the theory of relativistic corrections is well established
in terms of the Breit interaction, but the same is not true for relativistic corrections
to transition probabilities. The main focus of this work to perform high precision
variational calculations for the relativistic corrections for the case of allowed electric
dipole transitions, and to compare with known results for the one-electron case. The
calculation involves the use of perturbation theory, using pseudostates to sum over
the complete sets of intermediate states. In the limit of large Z, it is only the leading
hydrogenic term in a 1/Z expansion that contributes, and so a direct check with the
one-electron case is made in the thesis in order to establish a direct connection with
transition matrix elements calculated directly from the Dirac equation. Given their
importance in these calculations, this work also provides a test of general perturbation
techniques and the rate of convergence with basis set size for relativistic perturbation
operators.
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Chapter 1
Background
The basic goal of this work is to expand upon the current state of high precision
calculations for helium by studying higher-order relativistic corrections for transition
probabilities. Although helium has two electrons, for the case of one-electron hydro-
gen exact analytic solutions to the Schro¨dinger equation already exist [1]. This makes
hydrogen a useful starting point for establishing and testing the techniques to be ap-
plied to helium. Relativistic corrections to nonrelativistic energies are already well
established using the Breit interaction, but the same cannot be said for relativistic
corrections to transition probabilities. A traditional start to determining radiative
transition probabilities begins with nonrelativistic wave functions and the electric
dipole transition operator [2]. The overall strategy is to find equivalent nonrelativis-
tic operators such that, when matrix elements are calculated in terms of solutions
to the nonrelativistic Schro¨dinger equation, they yield the same results as obtained
from matrix elements of relativistic operators evaluated in terms of solutions to the
relativistic Dirac equation. Both approaches involve an expansion in terms of the
fine structure constant α ' 1/137 in atomic units. The equivalence can be expressed
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mathematically in the form
〈ψrel | Trel | φrel〉 =〈ψ(0)nr | T (0)nr | φ(0)nrl〉+ α2〈ψ(1)nr | T (0)nr | φ(0)nrl〉
+ α2〈ψ(0)nr | T (0)nr | φ(1)nrl〉+ α2〈ψ(0)nr | T (1)nr | φ(0)nrl〉+O(α4)
(1.1)
where ψrel and φrel are solutions to the relativistic Dirac equation, and ψnr and
φnr are solutions to the nonrelativistic Schrodinger equation. Given a relativistic
operator Trel, the problem is to find equivalent nonrelativistic operators T
(0)
nr , T
(1)
nr , and
relativistically corrected wave functions ψ
(1)
nr and φ
(1)
nr . For example, the Dirac operator
Trel = α can be replaced in lowest order by the nonrelativistic operator T
(0)
nr = p/mc,
where p is the momentum operator. This work can be broadly categorized as atomic
theory; a field which itself is divided into two main topics. The first is concerned with
the energy levels of atoms and the resulting wavelengths of the light that is emitted.
The second is concerned with the rates of processes via cross sections for collisions,
and the Einstein A and B coefficients for radiation. This is the subsection to which
this work will contribute.
One method for analytically observing parts of the universe that we are not close
enough to probe directly is to analyze the radiation emitted from atoms and molecules
in the remote source. In order to correctly interpret and decode this radiation infor-
mation, one needs an understanding of the relevant atomic and molecular processes
that occur in different astrophysical circumstances such as supernovas or solar fusion.
Specifically, relativistic corrections are of order (Zα)2 which implies that atoms with
higher nuclear charge have more significant relativistic corrections. Highly ionized
atoms are present in astronomical plasmas such as solar corona, where temperatures
can be as high as millions of Kelvin, or in fusion reactors such as tokamak reactors.
This makes relativistic corrections an important quantity to calculate, especially for
the case of highly ionized atoms.
Underlying the spectra of astronomical sources of radiation are quantities such
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as oscillator strengths, rate coefficients for radiative, dielectronic, and dissociative
recombination, transition frequencies, hyperfine structure transitions, and so on. As
an introduction to this topic, let us look at an example of the importance of oscillator
strengths in the context of astronomy.
Luminosity is a measure of the energy emitted per unit time by an astronomical
object. More specifically, the luminosity of a planet can be classified as dayglow,
nightglow, or aurora. Dayglow refers to the section of the planet facing its sun,
known as its dayside. This dayglow is a result of the atmospheric interaction with
solar radiation from its sun, resulting in photodissociative excitation,
A+ e∗− → A∗ + e− (1.2)
and simultaneous dissociation and excitation,
AB + e∗− → A∗ +B + e− (1.3)
and ionization and excitation,
X + e∗− → X+∗ + e− (1.4)
or resonance scattering [3]. The above equations refer to electron impact processes,
which produce excited states that are related to the ground state by either dipole
allowed or forbidden transitions, whereas the focus of this work is on dipole allowed
transitions which correspond to resonance and fluorescent scattering. In resonance
scattering, the absorption of a photon by an atom in the ground state excites it into
a higher state
A+ hν → A∗ (1.5)
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where it then decays back to the ground state,
A∗ → A+ hν (1.6)
emitting a photon which has a wavelength essentially identical to the absorbed photon.
The absorption cross section is
σa12(ν) =
ω¯2
ω¯1
c2
8piν2
A21φ(ν) (1.7)
where 1 and 2 indicate the lower and upper state respectively, ω¯ is the statistical
weight of the state, ν is the frequency of the transition, and φ(ν) is the lineshape
function, which is normalized such that the integral over all frequencies is unity [3].
Integrating the absorption cross section σa12 over all frequencies yields
ˆ ∞
0
σa12(ν)dν =
pie2
mec
f12 (1.8)
where me is the mass of the electron. Given this, the relation between A21 and the
oscillator strength is
A21 =
ω¯1
ω¯2
8pi2e2ν2
mec3
f12 =
ω¯1
ω¯2
8pi2e2
mecλ2
f12 (1.9)
where λ is the wavelength of the emitted photon [3]. From this we can get the
excitation rate q2 due to resonance scattering, given by
q2 = F (ν)
pie2
mec
f12 = F (λ)
ω¯2
ω¯1
λ4
8pic
A21 (1.10)
where F (ν) is the solar photon flux. There are two notes here regarding conventions
in aeronomy; the first is that the solar flux F (ν) is sometimes denoted as piF (ν), and
the second is defining a “g-factor” as the probability per atom that a photon will be
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resonantly scattered such that
g21 = q2A21/
∑
i
A2i (1.11)
where the sum in the denominator refers to all the states i below the upper state
2 [3]. The g-factor for unattenuated solar radiation is used at the average distance
between the solar body and the planet in question, and its used to calculate the
volume emission rate as well.
Although the scope of this work includes only atomic systems rather than molec-
ular ones, it is worth noting that in fluorescent scattering, where a molecule in a
vibrational state absorbs and then emits a photon, the properties of excitation and
emission rate are calculated using the transition probability between the two states.
The quantities calculated in this work, and the field of atomic theory generally, find
their relevance in many different applications. The helium atom has a geometrically
simple shape yet a mathematically complex form, and so its nucleus and two electrons
secures it a fundamental and interesting position in the domain of atomic theory. The
Schro¨dinger equation for helium is the first instance on the periodic table of elements
that has a three-body system. This makes helium a useful system to experiment with,
for other more general three-body systems. With the introduction of the Schro¨dinger
equation in 1925, Hylleraas [4] and Hartree [5] set the foundation for the later work
done in the field. Hylleraas introduced a framework to describe the arrangement of
the electrons relative to the nucleus, as well as suggesting the form of the trial wave
functions to be of the form
Ψ(r1, r2) =
∑
i,j,k
ai,j,kr
i
1r
j
2r
k
12e
−αr1−βr2 ± exchange (1.12)
to represent the correlated form of the S states. Since then, much work has been
done calculating the various properties of the helium atom, and the framework has
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expanded considerably, reducing two-electron matrix elements into a series of radial
integrals and angular momentum algebra done by Drake [6]. Further analysis finds
this theory extended to lithium and lithium-like ions; work done by Yan, Tambasco
and Drake [7] features calculations of energies of the lithium 1s22s 2S and 1s22p 2P
isoelectronic sequences, as well as the oscillator strengths for the transition between
the same two states. Further applications to this computational technique has also
been applied to calculating the quenching rate for metastable singlet helium atoms
and helium-like ions in addition to dipole polarizabilities and oscillator strength sums
[8]. Work has also been done in comparing experimental results with theoretical
calculations of the energies of 2s2s 1S and 2s2p 1P resonances of helium [9]. Other
comparisons with experimental data both confirmed the theoretical techniques and
provided asymptotic analysis that suggested revisions to the theoretical treatment
of the quantum defect term used in the analysis of experimental data [10]. Use of
variational wave functions, with Hylleraas-type basis sets have been used to calcu-
late oscillator strengths in neutral helium [11]. Alternative methods include using
variational Monte Carlo methods and correlated trial wave functions to calculate
lowest-order relativistic corrections [12]. This work will contribute to the relativistic
corrections for allowed transitions and provide a direct connection to the one-electron
case using pseudostates to perform sums over intermediate states.
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Chapter 2
Introduction
2.1 Dirac Relativistic Theory
The Dirac equation provides a fully covariant relativistic theory of radiative transi-
tions in terms of the Dirac α. A form of the interaction for the case of one-electron
atoms, making the usual substitution for electromagnetic potentials yields
[
E − eΦ− α · (cp− eA)− βmc2]ψ = 0 (2.1)
where Φ is the scalar potential and A is the vector potential for the emitted or
absorbed photon. This Dirac equation can be used to provide a covariant relativistic
description of radiative transitions in terms of the Dirac α ·A interaction for the case
of one-electron atoms.
2.2 Applications to Many-Electron Atoms
For the case of many-electron atoms, there is no analytic Dirac equation like the
one-electron atom case. One can either
 find approximate relativistic wave functions with the α ·A form of the interac-
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tion, similar to the Dirac form, or
 apply the Foldy-Wouthuysen transformation [13] to the α · A operator to ob-
tain equivalent nonrelativistic operators that can be used with solutions to the
nonrelativistic Schro¨dinger equation.
In its general form, these options can be expressed in the relation
〈ψDi |α ·A |ψDf 〉 = 〈ψSi |T S |ψSf 〉 (2.2)
where the ψD are the Dirac wave functions and the ψS are the Schro¨dinger wave
functions. Further, the Schro¨dinger operator T S can be expressed as
T S = T0 + α
2T2 + · · · (2.3)
as the equivalent nonrelativistic transition operator correct up to some fixed order in
powers of the fine structure constant α.
Both options have their strengths and weaknesses. The first option described
above is best for large values of the nuclear charge Z where relativistic effects domi-
nate over electron correlation effects. The second option is preferable for low values
of Z such as helium or lithium since the electron correlation effects can be more
accurately described within the Schro¨dinger picture, and relativistic effects are rela-
tively small. These relations can be understood intuitively by studying the critical
expansion parameter (αZ)2 .
Past work in this area has extensively studied the role that relativistic corrections
plays for “forbidden” transitions, where the lowest-order relativistic corrections turn
the forbidden transition into an allowed one. Such examples are the spin-forbidden
electric dipole (E1) transition 1s2p 3P → 1s2 1S or the relativistic magnetic dipole
transition 1s2s 3S → 1s2 1S which are available in the literature [2] [14].
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In contrast, relatively little work has been done on relativistic corrections to or-
dinary allowed transitions such as 1s2p 2P → 1s2 1S . In this case, the leading
relativistic correction is the next-to-leading term α2T2 in the transition matrix ele-
ment as shown above.
Given this background, the purpose of this work is to perform high precision
variational calculations for the relativistic corrections for the case of allowed E1 tran-
sitions, and to compare with known results for the one-electron case in the limit of
large Z. In this limit, it is only the leading hydrogenic term in a 1/Z expansion of T2
that contributes, and so a direct check is possible. The calculation involves the use of
pseudostates to perform perturbation sums over complete sets of intermediate states.
An important part of this work is to provide a test of these perturbation techniques.
This work will start with an analysis of the mathematical framework used to
calculate atomic properties of the simplest system we have available. The two-body
system of hydrogen provides a natural starting point that serves as both an entry to
the techniques used, as well as a valuable check for further work, expanding to larger
and more complicated systems. Even though helium only has one extra electron, this
addition makes the problem much more difficult to solve. In fact, it can not be solved
analytically in the way that hydrogen can. The techniques used to solve this problem
will be examined, followed by corrections added to account for relativistic effects.
Finally, the results of these calculations are presented, starting with the numerical
stability, and then expanding the calculations with nuclear charge for the purpose of
comparison with the hydrogenic results. This provides a direct check of the relativistic
effects.
9
Chapter 3
Mathematical Models for Atomic
Systems
3.1 Nonrelativistic Hydrogen
Before discussing the formulation and mathematical techniques for helium, it is in-
formative to first discuss the simpler case of hydrogen. Starting with the simpler case
allows for valuable insight into the mechanics of approximate variational solutions
without extra weight or complexity of solving a three-body problem.
It is possible and instructive to start with an analogue to the hydrogen atom since it
is a simple structure. A hydrogen atom is comprised of an electron orbiting a nucleus
made up of a proton. In the corresponding problem from celestial mechanics, two
bodies with masses m1 and m2 orbiting each other can be described by Newton’s
Law of Gravity, so the gravitational potential energy is
VG(r) = −Gm1m2
r
(3.1)
where G is Newton’s universal constant of gravitation, the minus sign accounts for the
attraction, and r = |r1 − r2| is the distance between the two bodies [15]. Converting
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to electrostatic units for the corresponding atomic problem, the potential becomes
V (r) =
q1q2
r
(3.2)
where q1 and q2 are the charges [16]. The electron charge can be set as q1 = −e and
the charge of the nucleus can be set as q2 = Ze, which modifies the potential to now
be
V (r) = −Ze
2
r
(3.3)
Having defined our potential, the next natural step is to find the energy, which for
conservative systems is the same as the Hamiltonian H, so we can write H = T + V .
Here T is defined in terms of the canonical momenta p1 and p2, and is written as
T =
p21
2m1
+
p22
2m2
(3.4)
We can now combine these pieces into the Hamiltonian as described earlier to obtain
H = T + V =
p21
2m1
+
p22
2m2
− Ze
2
r
(3.5)
making the substitution for the momentum operators [17]. Since this is a two-body
problem, we have the option to simplify by switching to centre of mass plus rela-
tive coordinates. Note that the potential is already defined in terms of the relative
coordinate. We define these quantities as
r = r1 − r2 R = m1r1 +m2r2
m1 +m2
(3.6)
We can make similar changes to mass by defining M = m1 + m2 as the total mass
and µ = m1m2
M
as the reduced mass. Redefine our momenta in terms of relative and
11
center-of-mass coordinates to obtain
Pcm = MVcm p = µVµ
Pcm = m1v1 +m2v2 p =
m1m2
m1 +m2
(v1 − v2)
Pcm = MVcm p =
m2p1 −m1p2
m1 +m2
which can be rearranged into a more usable form
p1 =
m1
M
Pcm + p p2 =
m2
M
Pcm − p (3.7)
Since V (r) is independent of R, R is an ignorable coordinate, allowing us to set
Pcm = 0, yielding the Hamiltonian
H =
p2
2µ
− Ze
2
r
+
µ
M
p1 · p2 (3.8)
At this point we have reduced a two-body problem to its equivalent one-body problem
with relative coordinates and reduced mass µ. We started here by referencing only
the classical attraction between two bodies, but now it is time to include the quantum
mechanical aspect of these bodies by factoring in the wave nature of matter. We do
this by first making a substitution of canonical momentum for its operator form
p→ ~
i
∇ (3.9)
and invoking Schro¨dinger’s equation
Hψ(r) ≡
(
− ~
2
2µ
∇2 − Ze
2
r
)
ψ(r) = Eψ(r) (3.10)
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we obtain the second-order differential equation that now describes the probability
amplitude ψ of finding an electron in a given volume. The associated boundary
condition is ψ(r)→ 0 as r →∞, which leads to the discrete solutions that correspond
to the discrete energy levels E of a hydrogen atom.
En =
µZ2e4
~2
(−1
2n2
)
(3.11)
This result is the Rydberg formula for the energy levels of a hydrogen atom or simi-
larly hydrogenic ion with nuclear charge Ze and principal quantum number n. Note
that the energy is independent of the orbital angular momentum l and the magnetic
quantum number m.
The energy levels correspond to the eigenvalues, which are accompanied by the eigen-
functions that have the form
ψnlm(r) ∝ Rnl
(
Zr
aµ
)
exp
(
− Zr
naµ
)
Y ml (θ, φ) (3.12)
where aµ is the reduced Bohr radius, which effectively splits the wave function of the
electron into two parts; the angular part and the radial part. The angular part is
represented by a spherical harmonic Y ml (θ, φ) where θ and φ are the polar angles of
the electron. The radial part is represented by a radial function Rnl which is given
by
Rnl(ρ) = ρ
l
1F1 (−(n− l − 1); 2l + 2; 2ρ) (3.13)
The radial function here is generated by a confluent hypergeometric function 1F1(a; b; z)
that gives a finite polynomial of order (n−l−1). Note that the general form of having
polynomials in r multiplied by exponentials is the pattern will be repeated in future
chapters.
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3.2 Nonrelativistic Helium
Now we approach the much more difficult problem of describing the helium atom. The
difference between this case and the case of hydrogen is very significant; the addition
of another electron, making this a three-body problem. There exists no solution to the
three-body problem, in either classical or quantum mechanics. What we do instead
is generate a sequence of approximate numerical solutions that converge to the exact
answer. In this section we will look at this technique in greater depth, and discuss
the high-precision variational methods that are used to generate solutions that are
essentially, for all practical purposes, exact.
Figure 3.1: Hylleraas coordinate system for a helium atom with the nucleus at the
origin.
It is instructive to establish our coordinate system visually. The figure above
illustrates the relative coordinates, where r1 and r2 are the position vectors relative
to the nucleus and r12 is the distance between the two electrons. We can adjust our
14
Hamiltonian from earlier to get
[
− ~
2
2µ
(
∇21 +∇22 + 2
µ
M
∇1 · ∇2
)
− Ze
2
r1
− Ze
2
r2
− e
2
r12
]
Ψ(r1, r2) = EΨ(r1, r2)
(3.14)
which is the full Schro¨dinger equation in the center-of-mass frame. We now include
a new term 2 µ
M
∇1 · ∇2 known as the mass polarization term. This term accounts for
the recoil of the nucleus due to the motion of the electrons. However, this term can
be neglected in the limit where the mass of the nucleus M → ∞. While this is a
convenient choice, its not a precise one, so for our purposes it is essential to consider
it as a small perturbation. Another addition to this Schroo¨dinger equation is the
r12 = |r1 − r2| term that relates the distance between the two electrons. This term is
what makes helium so much more complicated than hydrogen. Without this term the
equation is separable and we could solve for wave functions in the same way that we
did for hydrogen, as in (3.12). Even though we don’t currently have exact solutions,
we have several methods of approximation, namely the Hartree-Fock approximation,
configuration interaction methods, and many-body perturbation theory. However,
these methods are not accurate enough for our purposes.
3.2.1 Correlated Variational Basis Sets
Now that we know why we need better tools, it is time to discuss the tools that we are
going to use. We will initially concern ourselves with the nonrelativistic Schro¨dinger
equation, with a nucleus of infinite mass. Note here that this is a preliminary step, and
we will be adding in relativistic corrections and finite nuclear mass later. Converting
to atomic units, with e = ~ = m = 1, the Schro¨dinger equation is then given by
(
−1
2
∇21 −
1
2
∇22 −
Z
r1
− Z
r2
− 1
r12
)
Ψ(r1, r2) = EΨ(r1, r2) (3.15)
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As referenced earlier, the simpler methods of theoretical atomic physics are not suf-
ficiently accurate for our purposes. The technique proposed by Hylleraas in 1929
was to use the Rayleigh-Ritz variational method to find approximate solutions to the
Schro¨dinger equation that approach the exact ones. The first step is to construct
a trial function that appears to generally resemble the exact solution. We include
adjustable parameters that can be varied to optimize some quantity which is tra-
ditionally the energy. As was hinted at in previous sections, we know that we can
describe the radial component of one-electron hydrogen with a sum of powers of r
times exponentials. This technique however doesn’t translate well to helium because
it doesn’t account for the correlation energy. An attempt can be made to adjust
the functional form of the approximate trial function to include explicitly the r12
coordinate
Ψ(r1, r2) =
∑
i,j,k
aijkr
i
1r
j
2r
k
12e
−αr1−βr2Y Ml1l2L(rˆ1, rˆ2) (3.16)
where the quantities here match the physical definitions illustrated in 3.1, and Y Ml1l2L(rˆ1, rˆ2)
is the a vector coupled product of spherical harmonics, which will be dealt with in
a later section. The coefficients aijk are known as linear variational parameters, and
α and β are known as nonlinear variational parameters that physically correspond
to the distance scale for their respective radial components for the wave function.
With this established, the next step is to limit the powers of r within a Pekeris shell
such that i + j + k ≤ Ω, where Ω is an integer. Given this limitation, there are
then N = (Ω+1)(Ω+2)(Ω+3)
6
distinct terms. Table 2.1 demonstrates an example of this
for 10 basis set functions. Here p represents a reference to a triplet of powers i, j, k
that are in Eq. 3.16. For example, the first triplet referenced by p = 1 corresponds
to i = j = k = 0. With a set of integer powers, one can regard the function that
is produced as a trial function which is a solution to the Schro¨dinger equation 3.15
with linear variational parameters aijk ≡ ap and nonlinear variational parameters α
and β. Now we optimally choose these parameters based on a chosen criterion, which
16
p Ω i j k
1 0 0 0 0
2 1 1 0 0
3 1 0 1 0
4 1 0 0 1
Table 3.1: Example of basis set for the case Ω = 0 and 1
we choose to be the energy. If we choose our trial function to have the general form
Ψtr =
∑N
i=1 ciφi then we can calculate the expectation value of the Hamiltonian to
be
Etr =
〈Ψtr|H|Ψtr〉
〈Ψtr|Ψtr〉 = 〈Ψtr|H|Ψtr〉 (3.17)
where Ψtr is assumed normalized to unity. Using that fact, we can find an expression
for the coefficients ci by evaluating the expectation value
〈Ψtr|Ψtr〉 =
∑
ij
〈ciφi|cjφj〉
=
∑
i
|ci|2
= |c0|2 + |c1|2 + . . . = 1
(3.18)
where ci and φi are the coefficients and the wave functions that make up the trial
function. Using this expression, we can see that, with some work, the trial energy
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takes the form
Etr = 〈Ψtr|H|Ψtr〉
=
∑
ij
〈ciφi|H|cjφj〉
=
∑
i
[〈ciφi|H|c0φ0〉+ 〈ciφi|H|c1φ1〉+ . . .]
=
∑
i
[c∗i c0 〈φi|H|φ0〉+ c∗i c0 〈φi|H|φ1〉+ . . .]
=
∑
i
c∗i [c0E0 〈φi|φ0〉+ c1E1 〈φi|φ1〉+ . . .]
= c∗0c0E0 + c
∗
1c1E1 + . . .
= |c0|2E0 + |c1|2E1 + . . .
= (1− |c1|2 − |c2|2 − . . .)E0 + |c1|2E1 + . . .
Etr = E0 + |c1|2(E1 − E0) + |c2|2(E2 − E0)
(3.19)
where we have used the assumption of Ψtr normalizing to unity to find this equation.
Looking at the energy differences, all the terms after E0 are positive, due to each
successive energy level being higher than the last. This makes it obvious that Etr ≥ E0
and thus, the trial energy provides and upper bound to the ground state energy.
With this we can vary both the linear and nonlinear parameters to obtain a min-
imum in the trial energy. Since the trial energy can never fall below the ground state
energy, we know that minimum in the energy corresponds to the optimal parameters.
This process of variational minimization corresponds to solving the system of equa-
tions ∂Etr
∂ci
= 0 where ci represents all of the linear and nonlinear parameters that are
being varied.
Although the idea of a minimum energy Etr being an upper bound is a well known
idea, what is less well known is the Hylleraas-Undheim-McDonald theorem [18] which
states that its not just the lowest-lying eigenvalue that is bounded by the minimized
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trial eigenvalue; in fact all higher-lying variational eigenvalues are upper bounds to
their corresponding exact energies. This can be seen in Figure 3.2, where the λN are
the trial eignenvalues, which all lie above their respective energies. As the size of
the basis set increases, the new eigenvalues λN interleave the previous set λN−1. As
can be visually seen, these trial energies move downwards as N increases, eventually
reaching their corresponding energy level in the limit N → ∞. Thus, λN ≥ EN for
finite N .
Figure 3.2: Hylleraas-Undheim-Macdonald Theorem, also known as the interleaving
theorem [1]
.
The linear parameters ci are relatively easy to solve for; essentially a system of N
linear homogeneous algebraic equations that is equivalent to solving an N -dimensional
generalized eigenvalue problem.
Optimization of the nonlinear parameters α and β, is more difficult because the
minimization conditions
∂Etr
∂α
= 0
∂Etr
∂β
= 0
(3.20)
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are transcendental equations that cannot be solved algebraically, and are instead
solved iteratively to find the minimum of the energy as one varies α and β. Practically,
this equates to finding a minimum in the energy by systematically varying parameters.
Finding these variational parameters is the last element required to construct a trial
wave function, in the form shown in Eq.3.16.
3.2.2 Evaluating Matrix Elements
All the matrix elements that we will need to evaluate are of the form
〈Ψ′(r1, r2)|TQK (r1, r2)|Ψ(r1, r2)〉 (3.21)
where TQK is a tensor operator of rank K and component Q. With our assumed form
for the wave functions, this can be written as a six-dimensional integral
I =
ˆ ˆ
dr1dr2R
′(r1, r2, r12)Y ′M
′
l′1l
′
2L
′(r1, r2)T
Q
k1k2K
Y Ml1l2L(r1, r2)R(r1, r2, r12) (3.22)
where R,Y Ml1l2L, and T
Q
k1k2K
are, respectively, the radial function, the angular function,
and the tensor operator [19]. By definition the radial and angular components of
the wave function are separable, and usefully so is the volume element. This six-
dimensional volume integral can be converted to two three-dimensional radial and
angular integrals, written as
ˆ ˆ
dr1dr2 =
ˆ 2pi
0
dφ
ˆ 2pi
0
dϕ1
ˆ pi
0
sinθ1dθ1
ˆ ∞
0
r1dr1
ˆ ∞
0
r2dr2
ˆ r1+r2
|r1−r2|
r12dr12
(3.23)
where r1, r2, and r12 are the radial components and θ1, ϕ1 are the polar angles of r1,
and χ is the angle of rotation of the r1, r2, r12 triangle about the r1 direction (see 3.1)
[1]. Here, the dependent variables are defined as θ2, ϕ2.
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Angular Integrals
Note that θ2 and φ2 are not independent variables. The angular portion of the integral
is
ˆ 2pi
0
dχ
ˆ
dφ1
ˆ
sin θ1dθ1Y
∗
l1m1
(θ1, ϕ1)Y
∗
l2m2
(θ2, ϕ2) = 2piδl1l2δm1m2Pl1(cos θ) (3.24)
where Pl(cos θ) is a Legendre polynomial and θ is the angle between r1 and r2 [1].
Note also that cos θ is expressed radially in the form
cos θ =
r21 + r
2
2 − r212
2r1r2
(3.25)
using cosine law. Note that the form of the angular components can be expressed in
terms of radial variables. The angular integral over vector-coupled spherical harmon-
ics is now
ˆ 2pi
0
dχ
ˆ
dφ1
ˆ
sin θ1dθ1Y
∗
l1m1
(r1, r2)Y
∗
l2m2
(r1, r2 = δL′LδM ′M
∑
Λ
CΛPΛ(cos θ)
(3.26)
where we have evaluated the angular quantum numbers in terms of 3− j symbols, as
shown below in Eq.3.27 [1].
CΛ =
1
2
[(2l1 + 1) (2l
′
1 + 1) (2l2 + 1) (2l
′
2 + 1)]
1
2 (−1)L+Λ (2Λ + 1)
×
l′1 l1 Λ
0 0 0

l′2 l2 Λ
0 0 0

L l1 l2Λ l′2 l′1

(3.27)
The use of angular momentum algebra allows for the angular components of the wave
functions to be calculated simply in terms of 3− j and 6− j symbols.
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Radial Integrals
As for the radial portion of the integral, the general form can be expressed in terms
of powers of r and exponentials. Using this as a base, the general integral formula
can be expressed as
I0(a, b, c;α, β) = 〈ra1rb2rc12e−αr1−βr2〉rad
I log0 (a, b, c;α, β) = 〈ra1rb2rc12ln(r12)e−αr1−βr2〉rad
(3.28)
where I0 is the integral to be solved [1]. Given the powers of r, these integrals reduce
to either simple algebraic expressions, or digamma functions Ψ(n) = −γ +∑n−1k=1 k−1
and hypergeometric functions F (a, b; c; z). For example, with a ≥ 1, b ≥ 1, c ≥ 1, the
radial integral has the general form
I0(a, b, c;α, β) =
2
c+ 2
[(c+1)/2]∑
i=0
 c+ 2
2i+ 1
 [Fa+2i+2,b+c−2i+2(α, β) + Fb+2i+2,a+c−2i+2(β, α)]
(3.29)
where
Fp,q(α, β) =

q!
(α+β)p+1βq+1
∑q
j=0
(p+j)!
j!
(
β
α+β
)j
q ≥ 0, p ≥ 0
p!
αp+q+2
∑∞
j=p+q+1
j!
(j−q)!
(
α
α+β
)j+1
q < 0, p ≥ 0
0a p < 0
(3.30)
with unspecified variational parameters α and β [1].
3.3 Relativistic Corrections
We now consider the relativistic corrections to not only the energies of helium-like
atoms, which have been established previously, but to the less well-known transition
probabilities as well. To begin, the relativistic corrections to the energy of a given
state can be expressed as a power series expansion where the corrections are of order
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α2. To achieve this format we start with general perturbation theory, using the Breit
interaction to perturb the ordinary Hamiltonian as described in Eq.3.14. General
perturbations have the form
H = H0 + gV (3.31)
where V is the perturbation and g is a parameter that controls the strength of the
perturbation [20]. Using this as a framework, we can choose our perturbation to be
the Breit interaction which accounts for the various relativistic contributions in the
atomic system. The Hamiltonian now is adjusted by these interactions, and can be
expressed as
H = H0 +H1 +H2 + · · ·+H6 (3.32)
where the individual contributing Hamiltonians Hi are found to be
H0 = −eV + 1
2m
(p21 + p
2
2)
H1 = − 1
8m3c2
(p41 + p
4
2)
H2 = − e
2
2(mc)2
1
r12
[
p1 · p2 + r12 · (r12 · p1)p2
r212
]
H3 =
µ
mc
{[
ξ1 × p1 + 2e
r312
r12 × p2
]
· s1 +
[
ξ2 × p2 + 2e
r312
r21 × p1
]
· s2
}
H4 =
ie~
(2mc)2
(p1 · ξ1 + p2 · ξ2)
H5 = 4µ
2
{
−8pi
3
(s1 · s2) δ(3)(r12) + 1
r312
[
s1 · s2 − 3 (s1 · r12) (s2 · r12)
r212
]′}
H6 = 2µ [H1 · s1 +H2 · s2] + e
mc
[A1 · p1 +A2 · p2]
where
V =
Ze
r1
+
Ze
r2
− e
r12
+ ϕ(r1) + ϕ(r2), µ =
e~
2mc
(3.33)
where µ is the Bohr magneton, and where each Hamiltonian Hi corresponds to a
specific characteristic of the model [21]. They are described according to Bethe and
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Salpeter [21] and are as follows:
 H0 is the ordinary nonrelativistic Hamiltonian.
 H1 is the relativistic correction due to the variation of mass with velocity.
 H2 is the relativistic correction to the interaction between the electrons, due to
the retardation of the electromagnetic field of an electron.
 H3 is the interaction between the spin magnetic moment and the orbital mag-
netic moment of the electrons (known as spin-orbit coupling).
 H4 has no classical analogue, but is characteristic of the Dirac theory.
 H5 is the interaction between the spin magnetic dipole moments of the two
electrons.
 H6 is the interaction with an external magnetic field (not considered for our
purposes).
With this formulation, it is now a relatively straight forward matter to calculate the
relativistic corrections using given operators. The next section covers the calculation
of the contributions to the relativistic corrections from individual operators arising
from the Breit interaction. These results are calculated such that each individual
contribution from the perturbations to the initial states and the final states are sepa-
rate. This is done not only for clarity but also for ease of comparison with hydrogenic
values.
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Chapter 4
Calculations
In this chapter, we will look at the results of using relativistically perturbed wave func-
tions, with the dipole transition operator to calculate matrix elements. Perturbations
are carried out using the pseudospectral method to sum over intermediate states, and
their convergence is shown as the size of the intermediate basis set is enlarged. The
individual contributions to the perturbation are shown separately, and compiled for
a total relativistic correction to the transition probability of the 1s2 1S − 1s2p 2P
transition. These calculations are then expanded and scaled for higher values of the
nuclear charge Z for the purpose of comparing with the results for the one-electron
case of hydrogen in the limit of large Z [22].
The quantity to be calculated is the matrix element expression
= 〈ψ(0)1s α0 + ψ(1)1s α2| z |ψ(0)2p α0 + ψ(1)2p α2〉
= 〈ψ(0)1s | z |ψ(0)2p 〉α0 + 〈ψ(1)1s | z |ψ(0)2p 〉α2 + 〈ψ(0)1s | z |ψ(1)2p 〉α2
= 〈ψ(0)1s | z |ψ(0)2p 〉α0 +
[∑
n
〈ψ1s|B |ψns〉 〈ψns| z |ψ2p〉
E1s − Ens
+
∑
n′
〈ψ1s| z |ψn′p〉 〈ψn′p|B |ψ2p〉
E2p − En′p
]
α2
(4.1)
where B is the perturbation which is, in this case, the terms from the Breit inter-
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action. This matrix element consists of a series of matrix elements, from the many
terms in the Breit interaction, calculated individually and then combined. Note that
the terms considered in this work are limited to p4,δ(r1),δ(r12), spin-orbit, spin-other-
orbit, and magnetic spin-spin. The last three are often abbreviated as SO, SOO, and
SS respectively. The first topic to discuss is the results for the individual contribu-
tions and their convergence proportional to the increasing dimension of the basis set.
Next we will investigate at the results of scaling the calculations with an increasing
nuclear charge Z, where the system retains its two-electron structure but the nu-
cleus increases its number of protons, which physically corresponds to ions of higher
Z atoms. This is done such that, in the limit Z → ∞, the hydrogenic results are
obtained. This provides a method to check and confirm the results obtained in this
work by comparison with the results of Sami [22].
4.1 Pseudospectral Convergence
The sum over intermediate states is represented by summing over pseudostates that
are generated as described in Section 3.2.1. Recall the visualization in Figure 3.2
where each successive basis set has the effect of “squeezing” the result between the
previous result (calculated with the previous basis set) and the actual value. This
applies only if the result is an upper or lower bound, such as the energy. Here the
results converge to a specific value as the basis set increases in size. The results
for each basis set used in this work and each individual contribution from the Breit
interaction are tabulated in Tables 4.1 and 4.2. In Figures 4.1 and 4.2, it can be seen
that the matrix elements for each relativistic contribution that is calculated each
converge to a specific value as the basis sets get larger.
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Figure 4.1: Convergence of p4 1s2p 1P state perturbation contribution with increasing
basis set size.
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
0.14
0.14
0.14
0.14
0.14
0.1401
0.1401
0.1401
0.1401
Number of Terms in Basis Set
M
at
ri
x
E
le
m
en
t
C
or
re
ct
io
n
α
2
[a
.u
.]
δ(r1) final state contribution
Figure 4.2: Convergence of δ(r1) 1s2p
1P state perturbation contribution with in-
creasing basis set size.
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Figure 4.3: Convergence of δ(r12) 1s2p
1P state perturbation contribution with in-
creasing basis set size.
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Figure 4.4: Convergence of spin-orbit 1s2p 1P state perturbation contribution with
increasing basis set size.
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Note that the values tabulated are purposefully not truncated to show precisely
which figures converge. Now we look to the initial state contributions, the calculated
values that corresponds to the matrix elements summed over intermediate S states,
represented by the pseudospectral basis set. These values are displayed as their
individual contributions, and for the initial S states, there are only two contributions
from the Breit interaction. The first is the p4 matrix element contribution, and the
second is the δ(r1) term, all others are zero.
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Figure 4.5: Convergence of p4 1s2 1S state perturbation contribution with increasing
basis set size.
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Figure 4.6: Convergence of δ(r1) 1s
2 1S state perturbation contribution with increas-
ing basis set size.
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As can be seen from above, while the final P state term contributions displays
a trend of convergence, the initial S state terms appears rather nonconvergent. An
explanation for this behavior is that this result is likely due to the singularity of the S
states. While the P states go to zero at the origin, the S states diverge at the origin;
meaning that their integrals result in a logarithmic term, which the current framework
does not consider. For reference, the analytic normalized first order solutions to the
perturbation equations are, using Cohen’s [23] results and starting with the initial
state p4 contribution,
Ψ
(1)
1s =
(
− ln(2)− ln(r) + 1
2r
− r
2
+
(−4γ + 7)
4
)
Ψ
(0)
1s (4.2)
and for the δ(r1) contribution, the normalized first order wave function correction
was determined to be
Ψ
(1)
1s =
[
ln(2)
2
+
ln(r)
2
− 1
4r
+
r
2
+
(2γ − 5)
4
]
Ψ
(0)
1s (4.3)
For the final state p4 contribution the first order wave function correction is
Ψ
(1)
2p =
48 ln(r)r − 72 + 3r2 + (48γ − 97)r
18r
Ψ
(0)
2p (4.4)
where γ is the Euler-Mascheroni constant [22]. The trial wave functions outlined
earlier do not consider logarithmic terms, and the programs currently do not support
the inclusion of a logarithmic term, and so that factor is not represented in the
calculations made in this work. This reasoning is consistent with the results for
the final P states, which all converge individually as expected. It is valuable here to
consider the scale at which this initial state terms exist. The plot in Figure 4.8 displays
the convergence of all of the individual contributions to the relativistic corrections on
the same axis.
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Plotting these two quantities on the same graph highlights their relative impor-
tance and convergence, while considering the conditions affecting the contributions
from the initial state.
Here, the nonrelativistic portions are factored out of the values such that what
remains is the relativistic correction in the form 1 + Rα2 where R is the relativistic
correction. The individual contributions of each calculated matrix element of the
relevant Breit interaction is tabulated in Tables 4.3 and 4.4.
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Table 4.3: 1s2 1S state contributions to the relativistic corrections to the transition
probability, for the case of helium.
Contribution Value Value
α0 α2
Nonrelativistic 1
p4 -7.6(6)
δ(r1) -3.27(7)
δ(r12) -0.2695(3)
Spin-Orbit 0
Spin Other-Orbit 0
Magnetic Spin-Spin 0
Table 4.4: 1s2p 1P state contributions to the relativistic corrections to the transition
probability, for the case of helium.
Contribution Value Value
α0 α2
Nonrelativistic 1
p4 -0.46320(6)
δ(r1) -0.004454(6)
δ(r12) -0.0296248(3)
Spin-Orbit -1.02044865(6)
Spin Other-Orbit 0
Magnetic Spin-Spin 0
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4.2 Nuclear Charge Scaling
In order to compare with Schro¨dinger wave functions and a relativistically corrected
nonrelativistic operator, we first extend the calculations made for helium to higher
values of nuclear charge Z, increasing the charge of the nucleus. This process main-
tains the two-electron structure while the nucleus gains more protons. The results
are tabulated in Table 4.5; note that they are expressed in the second form shown at
the beginning of this chapter, using the values calculated with the largest basis set
used, and without their individual Z-scaling factored out.
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4.3 Comparisons with Schro¨dinger Technique
The comparison used in this work compares the technique outlined in this chapter,
using relativistically corrected wave functions with a nonrelativistic operator, with
exact analytic results in the one-electron case [22]. To make the connection between
the two-electron helium system and the one-electron hydrogenic system, the first step
is to scale the nucleus such that one is able to take the limit Z →∞. As an example,
Figure 4.9 shows that calculated values asymptotically approach a definite value in
the large-Z limit.
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Figure 4.9: Z expansion of the p4 contribution from the initial state.
This is done for each individual contribution to the relativistic correction of order
α2. When graphed against 1/Z, what is obtained is an asymptotically straight line
whose y-intercept corresponds to the value at the Z → ∞ limit. Further, each
contribution has a different intrinsic Z-scaling which must be factored out before the
values take a linear form in the graph, as shown in Figure 4.10.
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Figure 4.10: Z−1 expansion, with inherent Z-scaling factored out, to compare with
hydrogenic values.
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Table 4.7: Relativistic corrections to transition probability, in comparison with hy-
drogenic values.
Source Nonrelativistic p4 initial state p4 final state δ(r1) initial state
α0 α2 α2 α2
This work 1 18 −1.94 6.35
Hydrogenic [22] 1 17 −1.86 6.03
The values in Table 4.7 are calculated by using the Z-scaled values, and removing
Z dependence from each individual contribution to the α2 relativistic correction. Note
that they are presented in a form that removes the nonrelativistic portion such that
a direct connection to the α2 correction can be made, for example the contribution
from the p4 in the final state can be expressed as
〈ψ(0)1s | z |ψ(1)2p 〉p4 = TNRα0(1− 1.94α2) (4.5)
where the α2 term has the nonrelativistic portion factored out.
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Chapter 5
Conclusion
In this thesis, we examined the basics of atomic theory starting with the
Schro¨dinger equation and its application to one-electron hydrogenic atoms. Non-
relativistically, it is possible to describe the electron wave functions as exact analytic
solutions, as described. The same is not true when the system extends to two elec-
trons, as in the case of helium and other two-electron systems. In general, when
dealing with many-body systems, it is not possible to find exact analytic solutions
although it is still possible to use specialized mathematical methods such as Hylleraas
coordinates that can serve to represent the desired quantities to high accuracy. The
technique used in this work was the pseudospectral method, using generated pseu-
dostates to represent the sum over intermediate states that arises from perturbation
theory used to calculate relativistic corrections to a nonrelativistic framework.
It was shown that when using this method, calculations converge to a well defined
value, becoming more precise with larger basis sets that represent the infinite sum
over intermediate states. Furthermore, the individual contributions that make up
the relativistic corrections up to order α2 were shown individually, to converge to
a specific value. This process was then expanded to systems with a larger nuclear
charge Z, by scaling the nuclear charge Z. This Z-scaling, while interesting in its
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own right, was also useful in making an important comparison to the one-electron
hydrogenic system. Taking the limit Z →∞ should result in the hydrogenic results,
and indeed this is the result that this work provides. Comparisons included only
the relevant quantities that are relevant in the one-electron hydrogenic case, as some
contributions calculated from helium have no context in the hydrogenic comparison.
The result is an interesting one; the results that one obtains by applying the Foldy-
Wouthuysen transformation to a nonrelativistic operator with nonrelativistic wave
functions for the case of hydrogen [22] can also be obtained by Z-scaling the process
outlined in this work done for helium. This connection provides a useful way to
compare and confirm the results shown in this work.
Further work on this topic would include modifying the trial wave functions de-
scribed in earlier sections to include a logarithmic term. As could be seen in earlier
chapters, the singularity of the S states means that the integral over the origin results
in a logarithmic term that is thus not well accounted for in the current formulation.
This could also be improved by increasing the size of the basis set, although the com-
putation time becomes increasingly restrictive. Current calculations take on the scale
of days to complete all calculations over basis sets, and for each value of Z that this
work considers in the nuclear charge scaling.
The results of this thesis therefore unify matrix elements obtained for two-electron
atoms in the limit of high-Z with those obtained by Sami [22] in the one-electron
hydrogenic case directly from the Dirac equation, and from equivalent nonrelativistic
operators.
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Appendix A
The Breit Equation
We consider in this section a method to obtain eigenvalues in the form of an expansion
in powers of α, the fine structure constant which can be expressed in the relation
α =
e2
4pi0~c
(A.1)
revealing α to be a dimensionless quantity that has a numerical value of 1/137.035999139.
The Breit equation is a differential equation for a relativistic wave function Ψ for two
electrons interacting with each other and an external electromagnetic field. In this
way, the Breit equation is similar to the Dirac equation for one electron, but it differs
in that the Breit equation is not Lorentz invariant [21]. The starting point here is
(E −H(1) −H(2) − e
2
r12
)Ψ = − e
2
2r12
[
α1 · α2 + (α1 · r12)(α2 · r12)
r212
]
Ψ (A.2)
where
H(1) = −eφ(r1) + β1mc2 + α1 · (cp1 + eA(r1)) (A.3)
and where φ(r1) and A(r1) are the scalar and vector potentials of the external elec-
tromagnetic field, including the nuclear Coulomb potential. The Breit equation is
based on two different types of approximations. The first is that Eq.A.2 is only an
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approximation to the relativistic interaction between the two electrons as well as their
regular Coulomb interaction. While the right side of Eq.A.2 is consistent with one-
electron Dirac theory, it is not compatible with Dirac pair theory, which will be the
basis of the second approximation [21].
To discuss the implications of Dirac pair theory, it is more convenient to work in
momentum space, so the Breit equation can be expressed as an integral equation in
momentum space
(E −H(01) −H(02))Ψ′(p1,p2) =− e
ˆ
d3k {[φ(−k)− α1 ·A(−k)] Ψ′(p1 + k,p2)
+ [φ(−k)− α2 ·A(−k)] Ψ′(p1,p2 + k)}
+
e2
2/pi2
ˆ
d3k
k2
(1− B)Ψ′(p1 − k,p2 + k)
(A.4)
where
H01 = mc
2β1 + cα1 · p1
B = α1 · α2 − α1 · kα2 · k
k2
(A.5)
where the momentum space wave function Ψ′ is like the previous Ψ, in that it is a
16-component spinor that can be split into it’s constituent 4-component forms that
arise from the “spin-up” and “spin-down” possibilities for each of the two electrons.
It was shown by Bethe and Salpeter that the fine structure effects can be sufficiently
obtained by considering the equation for only Ψ+, and setting Ψ− equal to zero [21].
Similarly, this approximation can be used for the two-electron case, where Eq.A.4
can be rewritten into four coupled integral equations of the Pauli spinor Ψ++, Ψ+−,
Ψ−+, and Ψ−−. Then, similar to the Dirac one-electron case, the Ψ+−, Ψ−+, and
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Ψ−− components are set to zero, leaving only Ψ++. This choices yields the equation
[E− E(p1)− E(p2)] Ψ++(p1,p2) = −e
ˆ
d3k
{[
φ(−k)I(1)++(p1,p1 + k)
−A(−k) · α(1)++(p1,p1 + k)
]
Ψ++(p1 + k,p2)
+
[
φ(−k)I(2)++(p2,p2 + k)−A(−k) · α(2)++(p2,p2 + k)
]
Ψ++(p1,p2 + k)
}
+
e2
2pi2
ˆ
d3k
k2
[
I
(1)
++(p1,p1 − k)I(2)++(p2,p2 + k)− B′
]
Ψ++(p1 − k,p2 + k)
(A.6)
where
B′ = α(1)++(p1,p1 − k) · α(2)++(p2,p2 − k)−
α
(1)
++ · k(α(2)++ · k)
k2
(A.7)
and where
E(p) = +
√
(mc2)2 + (pc)2 (A.8)
and where I
(1)
++ and α
(1)
++ are represented as per the Dirac definitions
I++(p1,p2) =
{
1 +
c2(σ · p1)(σ · k) + (E1 − E0)(E1 − E2)
2E1(E0 + E2)
}
(A.9)
α++(p1,p2) =
c
2E1
{
p1 − ip1 × σ + E0 + E1
E0 + E2
(p2 + ip2 × σ)
}
(A.10)
such that all reference to negative energy states has been removed. This equation can
be expanded in powers of p/mc and k/mc up to order α2, in addition to expanding
the integrand in Eq.A.6 in the same powers such that we keep only terms up to 1/c2.
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Rewriting I++, the Pauli approximation for this system is
[W − 1
2m
(p21 + p
2
2) +
1
8m3c2
(p41 + p
4
2)
]
Ψ(p1,p2) =
− e
ˆ
d3kφ(−k)
{[
1 +
p1 · k+ iσ1 · (p1 × k)
(2mc)2
]
Ψ(p1 + k,p2)
+
[
1 +
p2 · k+ iσ2 · (p2 × k)
(2mc)2
]
Ψ(p1,p2 + k)
}
+
e2
2pi2
ˆ
d3k
k2
{1
+
(p2 − p1) · k− iσ1 · (p1 × k) + iσ2 · (p2 × k)
(2mc)2
}
Ψ(p1 − k,p2 + k)
− e
2
2pi2(2mc)2
ˆ
d3k
k2
{
4
[
p1 · p2 − (p1 · k)(p2 · k)
k2
]
+2i [σ2 · (p1 × k)− σ1 · (p2 × k)]
+
[
k2σ1 · σ2 − (σ1 · k)(σ2 · k)
]}
Ψ(p1 − k,p2 + k)
+
e
2mc
ˆ
d3kA(−k) · {(2p1 + ik× σ1)Ψ(p1 + k,p2)
+(2p2 + ik× σ2)Ψ(p1,p2 + k)}
(A.11)
where the first term in parentheses represents the interaction with the external electric
field, the second term represents the Coulomb interaction between the two electrons,
the third term represents the interaction between the electrons and the quantized
radiation field, and the fourth term represents the interaction with the external mag-
netic field [24].
While working in momentum space is convenient for determining these representa-
tions, it is more practically convenient to work in position space, and so now another
Fourier transform is performed to return to position space. We arrive at the results
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quoted in Section 3, with each of the contributing Hamiltonians displayed as
H0 = −eV + 1
2m
(p21 + p
2
2)
H1 = − 1
8m3c2
(p41 + p
4
2)
H2 = − e
2
2(mc)2
1
r12
[
p1 · p2 + r12 · (r12 · p1)p2
r212
]
H3 =
µ
mc
{[
ξ1 × p1 + 2e
r312
r12 × p2
]
· s1 +
[
ξ2 × p2 + 2e
r312
r21 × p1
]
· s2
}
H4 =
ie~
(2mc)2
(p1 · ξ1 + p2 · ξ2)
H5 = 4µ
2
{
−8pi
3
(s1 · s2) δ(3)(r12) + 1
r312
[
s1 · s2 − 3 (s1 · r12) (s2 · r12)
r212
]′}
H6 = 2µ [H1 · s1 +H2 · s2] + e
mc
[A1 · p1 +A2 · p2]
where
V =
Ze
r1
+
Ze
r2
− e
r12
+ ϕ(r1) + ϕ(r2), µ =
e~
2mc
(A.12)
where V in H0, H4, and the ξ portions of H3 correspond to the first two curly
brackets in Eq. A.11. Note here that ξ1 = −∇1V is the Coulomb field originating
from the nucleus in addition to the second electron and any external field. Further,
the H2 term, the r12 parts of H3, and H5 correspond to the entirety of the third curly
bracket in Eq.A.11, and the final curly bracket corresponds, as expected, to the H6
term. Here we have found the path from Dirac one-electron theory to the goal of the
Breit equation for a two-electron system.
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Appendix B
Computational Details
In this section we take a closer look at the relativistic corrections, of order α2, as
described in Eq.4.1. The focus is on the expression inside of the square brackets, the
perturbation of each state by each contributing Hamiltonian from the Breit interac-
tion. Start by isolating the focus of the calculation, and rewriting it as
T =T1 + T2
T =
N∑
n
〈ψ1s|H1 + · · · |ψns〉 〈ψns| z |ψ2p〉
E1s − Ens +
N∑
n′
〈ψ1s| z |ψn′p〉 〈ψn′p|H1 + · · · |ψ2p〉
E2p − En′p
(B.1)
where the Breit interaction B is replaced by the sum of Hamiltonians. Given the
essentially identical structure of T1 and T2, we will concern ourselves only with T1,
and with the first two terms in the Breit interaction to show how the addition of
multiple Hamiltonians affect the calculations. Start by defining the wave functions
ψ(1s) =
N∑
i
a
(1)
i χ
S
i
ψ(2p) =
N∑
j
b
(1)
j χ
P
j .
(B.2)
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where the a and b terms represent the coefficients and χ is the wave function. This
provides a basis for which to generally apply to the pseudostate form. Expressing
these wave functions in their new forms yields
T1 =
N∑
n
N∑
i,i′,i′′,j
(
a
(1)
i a
(n)
i′ 〈χSi |H1 |χSi′〉 a(n)i′′ 〈χSi′′ | z |χPj 〉 b(1)j
E1s − Ens
+
a
(1)
i a
(n)
i′ 〈χSi |H2 |χSi′〉 a(n)i′′ 〈χSi′′ | z |χPj 〉 b(1)j
E1s − Ens
) (B.3)
such that the individual size of the basis sets for both the initial S states and the final
P states is left general. Define
ti′ =
∑
i
a
(1)
i 〈χSi |H1 |χSi′〉
zi′′ =
∑
j
〈χSi′′ | z |χPj 〉 b(1)j
di′ =
∑
i
a
(1)
i 〈χSi |H2 |χSi′〉
(B.4)
so that we can gather the summations into their own expressions. Making this change
yields
T1 =
N∑
n
N∑
i′,i′′
(
ti′a
(n)
i′ a
(n)
i′′ z
(n)
i′′
E1s − Ens +
di′a
(n)
i′ a
(n)
i′′ z
(n)
i′′
E1s − Ens
)
(B.5)
as the equation begins to simplify, it is important to note what the purpose is. Having
the overall expression T1 in this form prescribes a calculation of the matrix elements,
and a pairing with the relevant coefficients. Then define
un =
N∑
i′
ti′a
(n)
i′
vn =
N∑
i′′
a
(n)
i′′ z
(n)
i′′
wn =
N∑
i′
di′a
(n)
i′
(B.6)
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to link the pseudostates with the matrix elements for each relativistic contribution,
as well as the transition operator. This is now a working expression that can be
calculated. The action to be taken now is to calculate the matrix elements from each
contributing Hamiltonian, generate the relevant pseudostates, and then multiply these
“arrays” together to form un, vn and wn. Next, we can substitute these definitions
into our main expression to find
T1 =
N∑
n
(
unvn
E1s − Ens +
wnvn
E1s − Ens
)
(B.7)
which presents the calculation in its simplest form, except for the purposeful separa-
tion of the two, in this example, contributing Hamiltonians. Adding in T2, and finally
simplifying yields
T = T1 + T2
T =
N∑
n
(un + wn)vn
E1s − Ens +
N ′∑
n′
v′n′(u
′
n + w
′
n)
E2p − En′p
(B.8)
where it can be seen that the addition of the remaining contributing Hamiltonians is
as simple as adding another term inside of the parentheses. A sample of the Fortran
code written for this purpose is given in Figure B below.
Listing B.1: Fortran sample of matrix multiplication
C INITIAL STATE
C P4 AND Z
DO 135 J=1,NVI
DO 134 I =1,NVI
UNI( J)=UNI( J)+TRBI( I )*TOTISH( I , J )
VNI( J)=VNI( J)+TOTISH( I , J )*TRBOI( I )
134 CONTINUE
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135 CONTINUE
C DELTA
DO 123 K=1,5
DO 121 J=1,NVI
DO 122 I =1,NVI
WNI(K, J)=WNI(K, J)+TRBDI(K, I )*TOTISH( I , J )
122 CONTINUE
121 CONTINUE
123 CONTINUE
DO 158 I =2,NVI
TEESP(1 , I )=UNI( I )*VNI( I )/ ( PSI2I (1)−PSI2I ( I ) )
TEESD(1 , I )=(WNI(1 , I )+WNI(2 , I )+WNI(3 , I )+WNI(4 , I )
1 +WNI(5 , I ) )*VNI( I )/ ( PSI2I (1)−PSI2I ( I ) )
C SEPARATE DELTA I
DO 162 J=1,5
TWDI( J)=TWDI( J)+WNI(J , I )*VNI( I )/ ( PSI2I (1)−PSI2I ( I ) )
162 CONTINUE
TEES(1 , I )=(UNI( I )+WNI(1 , I )+WNI(2 , I )+WNI(3 , I )+WNI(4 , I )
1 +WNI(5 , I ) )*VNI( I )/ ( PSI2I (1)−PSI2I ( I ) )
TEE(1)=TEE(1) + TEES(1 , I )
TEEP(1)=TEEP(1) + TEESP(1 , I )
TEED(1)=TEED(1) + TEESD(1 , I )
158 CONTINUE
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