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In this paper necessary and sufficient conditions on the resolvent of an 
operator T are obtained for the discrete semigroup consisting of powers of T 
to be uniformly bounded and quasi-bounded. 
Necessary and sufficient conditions on the resolvent of a densely defined 
closed linear operator for it to be the infinitesimal generator of a strongly 
continuous semigroup T(s) such that I/ T(s)11 < M were obtained for the case 
M = 1 by Hille in the first edition of [S] and by Yosida in [14]. These were 
later generalized to arbitrary M by Phillips [13] Feller [3], and Miyadera [lo]. 
In particular, they proved the following theorem and its corollary [5, Theo- 
rem 12.3.11. 
THEOREM A (Hille-Yosida-Phillips). A necessary and su$icient condition 
that a closed linear operator U with dense domain be the infinitesimal generator 
of a strongly continuous semigroup T(s) such that /I T(s)\/ < M for s > 0 is that 
for X > 0 and n = 1, 2, 3 ,..., where R,(U) = (XI - C)-l. 
COROLLARY (Hille-Yosida Theorem). A necessary and sufficient condition 
that a closed linear operator U with dense domain be the injinitesimal generator of 
a strongZy continuous semigroup T(s) such that 11 T(s)!/ < 1 for s 3 0 is that 
I! R,(W < + (2) 
for x > 0. 
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A discrete semigroup is simply a family (P}, k = 0, 1, 2,..., consisting of 
powers of a bounded linear operator T. It has the semigroup property 
TjT” = Tj+“. If 11 TL 11 < M, k = 0, 1, 2,..., then the family (TL} is said to be 
uniformly bounded. 
The problem considered in this paper is that of finding a condition 
analogous to (1) which will imply the discrete semigroup {T”} is uniformly 
bounded. Since {T”} is “generated” by the operator T by taking powers of T, 
it is reasonable to give the condition on the resolvent of T, and, for conven- 
ience, we take the resolvent to be R, = (I - xT)-l. 
In the case that T is an n x n matrix, such a condition has been given by 
Kreiss in [7] (see also [l l] for a direct proof). 
THEOREM B (Kreiss). If T is an n x n matrix, then a necessary and sufi- 
cient condition that // Tk 11 < M for some constant M and k = 0, 1, 2,... is that 
(3) 
for I z / < 1 and some constant C, where R, = (I - zT)-l. 
It follows from a Theorem of Berger [l] that (3) with C = 1 is a sufficient 
condition for /I Tk II < 2 if T is an operator on a Hilbert space. However, it is 
known that (3) is not, in general, a sufficient condition for (T”} to be uniformly 
bounded if T is a linear operator on a Banach space X which is not finite 
dimensional [8, 91. In particular, McCarthy and Schwartz give an example 
in [8] which satisfies (3) with C > 1, and supk I/ Tk 1) grows faster than some 
positive power of log n, where n is the dimension of X. 
The following theorem gives a discrete analog of Theorem A in the case 
that T is an arbitrary bounded linear operator. 
THEOREM 1. If T is a bounded linear operator on a complex Banach space X, 
then a necessary and su$icient condition that /I Tk 11 < M for all integers 
k = 0, 1, 2 ,..., is that 
for I z j < 1 and n = 0, 1,2 ,..., where R, = (I - S-l. 
COROLLARY. A necessary and suficient condition that /I Tk // < 1 for all 
integers k = 0, 1, 2 ,..., is that 
/I% ---II G 1 ‘“I’, I 
for 1x1 (1. 
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Before proving Theorem 1 and its corollary, we obtain the following two 
lemmas. 
LEMMA 1. If R, = (I - zT)-l, / .z 1 < 1, then 
xR, - CR, = (z - 5) R,R, 
f or z ~ ) 5; < 1. 
Proof. Both sides of Eq. (6) are equal to 
zR,(I - <T) R, - lR,(I - zT) Rc . 
(6) 
LEMMA 2. If R, (n) is the n-th derivative of R, , then 
R(n) = W, -I)” Rz 
z 
Zn 
(7) 
for j z ~ < 1 and n = 0, 1, 2 ,... . 
Proof. By Lemma 1, 
Hence 
[zI+(r--)I+(z--)R,IR~=zR,. 
[r-+(<-z)(~z-I)] R,=R,. 
The quantity in square brackets on the left of this equation is invertible for 
j z 1-l I 5 - x 1 I/ R, - 111 < 1 [5, Theorem 4.3.11. Multiplying by this 
inverse written as an infinite series, we obtain 
(8) 
But it follows from Lemma 1 that R, is holomorphic in a neighborhood of 
< = z. Therefore, formula (7) for the derivatives RF) may be read off from (8). 
Proof of Theorem 1. We first prove condition (4) is necessary. Suppose 
~1 T’< /’ < M for R = 0, 1, 2,... . The resolvent R, may be written 
R, = (I - XT)-l = f z”T”, id <I, 
k=n 
and hence, differentiating the series term by term, we obtain 
R(,“) z f k(k - 1) . . . (k - n + 1) ,$--nTk,. 
k=n 
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Therefore, for 1 .a j < 1 and n = 0, I, 2 ,... 
IIR~)lI <M 5 k(k - I)...@ --n + 1) zIk-%= MF-;;,)n+l, 
k=rl 
where the last equality is obtained by summing the infinite series. Using (7) 
to substitute for Rr), we obtain the inequality (4). 
In order to prove condition (4) is sufficient, define S,(k) for j x 1 < 1 and 
k = 0, 1, 2,..., by 
S,(k) = +(R, - I)"R,. 
Then (4) implies 
for / z / < 1 and k = 0, 1,2 ,... . Since T and R, commute, we have 
S,(K) = x-"{[I -(I - zT)]R,}" R, = z-~(zTR,)"R~ = TkRF1. 
It follows that 
11 T” - S,@)lI = II S,(k) [(I - zT)“+l - 1111 
where L is the constant 
L = 'F (" f ') // T l/j. 
i=l 
Therefore, for a fixed k = 0, 1, 2 ,..., and j z I < 1, 
II Tk II < II T” - SzWlI + I/ SzWll < M (fy, ‘at,& . 
In particular, for z = 0 and k = 0, 1, 2 ,..., we obtain 
II TkII GM. 
This proves Theorem 1. 
(9) 
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Proof of the Corollary to Theorem 1. Suppose M = 1. We shall show that 
(4) holds if and only if (5) holds. Assuming (5) then for 1 z / < 1, 
j/ R, II d I/ R, - I II + (I 111 
Hence 
for / z / < 1 and n = 0, 1, 2 ,...; i.e., (4) holds. 
Conversely, if (4) holds for M = 1, then Theorem 1 implies I/ Tk /I < 1, 
h = 0, 1) 2,.. . . In particular, 11 T Ij < 1. Also, (4) for n = 0 gives 
II R II G (1 - I z I)-‘. 
Therefore, 
‘1 R, - 111 = I/ R, - (I - zT) R, /I =: 1~ .zTR, I/ 
< I z I II TII II Rz I/ d ! x I i/ Rz I: 
for / z 1 < 1; i.e., (5) holds. 
T(s) is said to be a quasi-bounded strongly continuous semigroup if 
1’ T(s)/1 < Mew8 for a real number w and s > 0 [6, 1X-1.41. A more general 
version of Theorem A gives a necessary and sufficient condition for a closed 
linear operator U with dense domain to be the infinitesimal generator of a 
quasi-bounded strongly continuous semigroup T(s), s 2 0, [2, p. 624; 
[6, p. 4851. One need only replace condition (1) by 
for h > w and n = 1, 2, 3 ,..., and condition (2) by 
for X > W. 
In an analogous manner, we shall say that (Tk) is a quasi-bounded discrete 
semigroup if // T” I/ < Mu9 for some real number w > 0 and k = 0, 1, 2,... . 
The following generalizations of Theorem 1 and its corollary give necessary 
and sufficient conditions for jTk} to be a quasi-bounded discrete semigroup. 
409/39/3-16 
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THEOREM 2. If T is a bounded linear operator on a complex Banach space X, 
then a necessary and suficient condition that 11 Tk jl < Muk for w > 0 and 
k = 0, 1, 2 ,..., is that 
for / z / < l/w and n = 0, I, 2,.. ., where R, = (I - zT)-l. 
COROLLARY. A necessary and su$icient condition that 11 Tk 11 < mk for 
w > 0 and k = 0, 1, 2 ,..., is that 
(13) 
for j z I < I/w. 
Proof. We only need to note that T1 = (l/w) T and z1 = wz satisfy 
Theorem 1 and its corollary. 
The following theorem does not assume that R, is the resolvent of T. 
Instead, necessary and sufficient conditions are given for a class of operator- 
valued functions R, to be the resolvent of an operator T for which the discrete 
semigroup {Tk} is uniformly bounded. 
THEOREM 3. The operator-valuedfunction R, , 1 z 1 < 1, is the resolvent of 
the operator T where 11 Tk /I < M for all integers k = 0, 1, 2,..., if and only if 
(a) 4 - CRC = (z - 5) R,Rc , for I x I , I 5 I < 1, 
(b) ll(Rz -~>“R,II < t1 y/z/rn+I, for I z I < 1, andn = 0, I,2 ,..., 
and 
(c) S-E-I R, = I. 
Proof. IfR,=(I-zT)-I, ~x~<1,where~~Tk~~<M,k=0,1,2 ,..., 
then Rz satisfies (a) by Lemma 1 and (b) by Theorem 1. Also, 
s;!lirn R, = I-l = I. 
Conversely, suppose R, satisfies (a)-(c). If we show that R, is the resolvent 
of a bounded operator T, then 11 Tk 11 < M will follow from Theorem 1. Sup- 
pose x E N(R,) (the null space of R,) for some 5 such that 1 5 1 < 1. Then 
zR,x = 0, 1 z 1 < 1, by (a), and R,x = 0 for 0 < 1 z 1 < 1. Hence, (c) gives 
x = hi R,x = 0. 
Therefore, N(R,) = (0}, and R;l exists for all 1 1 1 < 1. Then the operator T 
may be defined by the equation T = &(I - R;l), 0 < j z 1 < 1, where it 
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follows easily from (a) that T is independent of a. And R, = (I - zT) l, i.e., 
R, is the resolvent of the operator T. Finally, T is bounded since (b) for 11 -I- I 
gives 
TR2,x ~1 = & Il[R, - (I - XT) R,] R,s / 
for x E X and 0 < 1 z 1 < I. Letting z - 0 we obtain 
for all x E X. 
Noting that inequality (5) implies s-limz,, R, = I, we have the following 
corollary. 
COROLLARY. The operator-valued function R, , i z 1 < 1, is the resolvent of 
the contraction operator T ij and only if 
(4 u”R,-CR,=@-<)R,R,,fw lzi,lSl Cl, 
(b’) 1~ R, ---III d 1 !,I, I , for / z / < 1. 
Remarks. (i) Theorems 1, 2, and 3 remain valid if the resolvent condi- 
tions hold only for some sequence {.zJ with .a3 + 0 asj -+ 00. 
(ii) The corollary to Theorem 3 was proved previously in [4, Theo- 
rem D]. 
(iii) Condition (4) for n = 0 gives (3) with C = M. Hence, (3) is a neces- 
sary condition for /j T” j/ < M, k = 0, 1, 2,..., even if T is a linear operator 
on an infinite dimensional Banach space X. 
ADDENDUM 
After seeing a preprint of the preceding paper, Packel [12] obtained a 
simplified version of the resolvent condition (4) which does not contain the 
factor R, . Since the method of proof used in [12] is essentially different 
from ours, we show in the following how the simplified resolvent condition is 
obtained by the methods used in this paper. The improved versions of 
Theorems 1-3 are stated below as Theorems l’-3’. 
409/39/3-16* 
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THEOREM 1’. If T is a bounded linear operator on a complex Banach space X, 
then a necessary and su.cient condition that jj T” /I < M for k = 1, 2, 3,..., 
is that 
(4’) 
for / z 1 < 1 and n = 1, 2, 3 ,..., where R, = (I - zT)-1. 
Proof. In order to show that condition (4’) is necessary, we need an infinite 
series representation for (R, - 1p. Using R, - 1 = .zTR, and Lemma 2, 
we observe that 
(R, - I)n+’ = 
p+1 
zT(R, -I)” R, = nl TRF). 
Substituting our previous infinite series for RI”), we have 
(R, -Qnfl = z. (i) w)k+19 
for 1 x 1 < 1 and n = 0, 1, 2 ,... . Therefore, 
n = 0, 1, 2,. .., where the last equality is obtained by summing the infinite 
series. 
In order to prove condition (4’) is sufficient, define s,(k) for / z I < 1 and 
k = 0, I, 2 ,..., by S,(k) = z+-l(R, - 1)“+l. Then (4’) implies 
Since s,(k) = (TR,) k+i, it follows as in the proof of Theorem 1 that 
II T”+l - &@)I1 = II &@I iV - .T)“+l- IllI < c1 :; ;;,i+1. 
Therefore, for 1 z j < 1 and k = 0, 1, 2 ,..., 
II T”+l II < II T”+l - &@)II + II &@)lI G M cy ~l’z;I!+,. 
In particular, for z = 0, we obtain 11 Tk+l II < M. 
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THEOREM 2’. If T is a bounded linear operator on a complex Banach space 
X, then a necessary and suficient condition that /I T” /j < MuP fey w > 0 and 
k ~--~ 1, 2, 3 ,..., is that 
(12’) 
for ~ z / < l/w and n = 1, 2, 3 ,... . 
THEOREM 3’. The operator-valued function R, , j z j < 1, is the resolvent 
of the operator T where 11 Tk 1; < Mf or all integers k = 1, 2, 3,..., ifand only if 
(a) ~4 - CR, = (z - 5) RR, , for I z I , I 5 I < 1, 
and 
(b’) :i(Rz - 1)” ij < M i&zI]‘L, for 1 z 1 -I: 1, and n = 1, 2, 3 ,... . 
Remarks. (i) The corollary to Theorem 1 follows immediately from 
Theorem 1’. 
(ii) Condition (c) in Theorem 3 is omitted in Theorem 3’ since it follows 
from (b’) for n = 1. 
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