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Abstract. A well-known problem in computing some matrix functions iteratively is the lack of
a clear, commonly accepted residual notion. An important matrix function for which this is the case
is the matrix exponential. Suppose the matrix exponential of a given matrix times a given vector
has to be computed. We develop the approach of Druskin, Greenbaum, and Knizhnerman [SIAM
J. Sci. Comput., 19 (1998), pp. 38–54] and interpret the sought-after vector as the value of a vector
function satisfying the linear system of ordinary diﬀerential equations (ODEs) whose coeﬃcients
form the given matrix. The residual is then deﬁned with respect to the initial value problem for this
ODE system. The residual introduced in this way can be seen as a backward error. We show how
the residual can be computed eﬃciently within several iterative methods for the matrix exponential.
This resolves the question of reliable stopping criteria for these methods. Further, we show that
the residual concept can be used to construct new residual-based iterative methods. In particular, a
variant of the Richardson method for the new residual appears to provide an eﬃcient way to restart
Krylov subspace methods for evaluating the matrix exponential.
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1. Introduction. Matrix functions, and particularly the matrix exponential,
have been an important tool in scientiﬁc computations for decades (see, e.g., [14,
15, 16, 17, 21, 22, 23]). The lack of a clear notion for a residual for many matrix
functions has been a known problem in the iterative computation of matrix functions
[3, 14, 44]. Although it is possible to deﬁne a residual for some matrix functions such
as the inverse or the square root, for many important matrix functions including the
matrix exponential, sine, and cosine, no natural notion for residuals seems to exist.
We consider the computation of
(1.1) y = exp(−A)v
for a given matrix A ∈ Cn×n, such that A+ A∗ is positive semideﬁnite and a vector
v ∈ Cn. The question is how to evaluate the quality of an approximate solution
(1.2) yk ≈ exp(−A)v,
where k refers to the number of steps (iterations) needed to construct yk. We interpret
the vector y as the value of a vector function y(t) at t = 1 such that
(1.3) y′(t) = −Ay(t), y(0) = v.
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Table 1.1
The linear system and matrix exponential residuals. In both cases the sought-after vector is
f(A)v with either f(x) = 1/x or f(x) = exp(−x).
f(x) 1/x exp(−x)
Exact solution y y = A−1v
deﬁne y(t) = exp(−tA)v,
set y := y(1)
Residual equation Ay = v
{
y′(t) = −Ay(t),
y(0) = v
Residual for yk ≈ y rk = v − Ayk rk(t) = −Ayk(t) − y′k(t)
Error k k = y − yk k(t) = y(t) − yk(t)
Mapping
Error k → residual rk rk = Ak
{
rk(t) = 
′
k(t) + Ak(t),
k(0) = 0
Perturbed problem
(Backward stability)
Ayk = v − rk
{
y′k(t) = −Ayk(t) − rk(t),
yk(0) = v
The exact solution of this initial value problem is given by
y(t) = exp(−tA)v.
Assuming now that there is a diﬀerentiable vector function yk(t) such that yk(1) = yk,
we deﬁne the residual for yk(t) ≈ y(t) as
(1.4) rk(t) ≡ −Ayk(t)− y′k(t)
and the error as
(1.5) k(t) ≡ y(t)− yk(t).
Obviously, k satisﬁes the initial value problem
(1.6) ′k(t) = −Ak(t) + rk(t), k(0) = 0.
The key point in this residual concept is that y = exp(−A)v is seen not as a
problem on its own but rather as the exact solution formula for the problem (1.3).
The latter provides the equation where the approximate solution is substituted to yield
the residual. We illustrate this in Table 1.1, where the introduced matrix exponential
residual is compared against the conventional residual for a linear system Ay = v. As
can be seen in Table 1.1, the approximate solution satisﬁes a perturbed initial value
problem, where the perturbation is the residual. Thus, the introduced residual can
be seen as a backward error. (See section 4 for residual-based error estimates.) If one
is interested in computing the matrix exponential exp(−A) itself, then the residual
can be deﬁned with respect to the matrix initial value problem
(1.7) X ′(t) = −AX(t), X(0) = I
with the exact solution X(t) = exp(−tA). Checking the norm of rk(t) in (1.4) is
proposed as a possible stopping criterion of Krylov subspace iterations ﬁrst in [5, 8]
and more recently for a similar matrix function in [28].
The contribution of this paper is twofold. First, it turns out that the residual (1.4)
can be eﬃciently computed within several iterative methods for matrix exponential
A1378 MIKE A. BOTCHEV, VOLKER GRIMM, AND MARLIS HOCHBRUCK
evaluation. We show how this can be done for some popular Krylov subspace and for
Chebyshev polynomial methods for computing exp(−A)v.
Second, we show how the residual notion leads to new algorithms to compute the
matrix exponential. The key idea here is to use diﬀerent approximations to the error
k by approximating the error equation (1.5) in a suitable way. This either allows us
to compute reliable error estimates or to improve the accuracy of the solution.
Two basic Richardson-like iterations are proposed and discussed. When combined
with Krylov subspace methods, one of them can be seen as an eﬃcient way to restart
the Krylov subspace methods.
The equivalence between problems (1.1) and (1.3) has been widely used in numer-
ical literature and computations. In addition to the work already cited [5, 8, 28], see,
e.g., the very ﬁrst formula in [34] or [21, section 10.1]. Moreover, methods for solv-
ing (1.2) are applied to (1.3) (for instance, exponential time integrators [24, 25]) and
vice versa [34, section 4]. In [44], van den Eshof and Hochbruck represent the error k
as the solution of (1.6) and obtain an explicit expression for k(t). This allows them
to justify a relative error estimator for their shift-and-invert Lanczos algorithm [44,
formula (4.9)]. Although being used, especially in the ﬁeld of numerical ODEs (see,
e.g., [2, 13, 27, 31, 40]), the exponential residual (1.4) does seem to have a potential
which has not been fully exploited yet, in particular in matrix computations. Our
paper aims at ﬁlling this gap.
The paper is organized as follows. Section 2 is devoted to the matrix exponential
residual within Krylov subspace methods. In section 3 we show how the Chebyshev
iterations can be modiﬁed to adopt the residual control. Section 4 presents some
simple residual-based error estimates. Richardson iteration for the matrix exponential
is the topic of section 5. Numerical experiments are discussed in section 6, and
conclusions are drawn in the last section.
Throughout the paper, unless noted otherwise, ‖ · ‖ denotes the Euclidean vector
norm or the corresponding induced matrix norm.
2. Matrix exponential residual in Krylov subspace methods. Krylov sub-
space methods have become an important tool for computing matrix functions (see,
e.g., [9, 10, 11, 15, 23, 24, 29, 38, 45]). For A ∈ Cn×n and v ∈ Cn given, the Arnoldi
process yields, after k steps, vectors v1, . . . , vk+1 ∈ Cn that are orthonormal in exact
arithmetic and span the Krylov subspace Kk+1(A, v) = span{v,Av, . . . , Akv} (see,
e.g., [17, 39, 46]). If A = A∗, the symmetric Lanczos process is usually used instead
of the Arnoldi method. Together with the basis vectors vj , the Arnoldi or Lanczos
processes deliver an upper-Hessenberg matrix Hk ∈ C(k+1)×k, such that the following
relation holds:
(2.1) AVk = Vk+1Hk = VkHk + hk+1,kvk+1e
T
k , V
∗
k Vk = Ik,
where Vk ∈ Cn×k has columns v1, . . . , vk, Hk ∈ Ck×k is the matrix Hk without the
last row (0, . . . , 0, hk+1,k), ek = (0, . . . , 0, 1)
T ∈ Rk, and Ik denotes the k × k identity
matrix. The ﬁrst basis vector v1 is the normalized vector v: v1 = v/β, where β = ‖v‖.
2.1. Ritz–Galerkin approximation. An approximation yk to the matrix ex-
ponential y = exp(−A)v is usually computed as yk(1) with
(2.2) yk(t) = Vkuk(t), uk(t) ≡ exp(−tHk)(βe1),
where e1 = (1, 0, . . . , 0)
T ∈ Rk. An important property of the Krylov subspace is
its scaling invariance: application of the Arnoldi process to tA, t ∈ R, results in the
upper-Hessenberg matrix tHk, and the basis vectors v1, . . . , vk+1 are independent of t.
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The approximation yk can also be obtained via a variational approach, where
yk ∈ Kk(A, v) is determined from the condition that the residual rk deﬁned in (1.4)
is orthogonal to Kk(A, v):
(2.3) 0 = V ∗k rk(t) = V
∗
k
(−y′k(t)−Ayk(t)), yk(t) = Vkuk(t).
Inserting (2.1) shows that uk(t) : R→ Ck is the solution of the projected initial value
problem
(2.4) u′k(t) = −Hkuk(t), uk(0) = βe1.
The following simple lemma (cf. [5, formula (4)], [8, formula (29)]) provides an explicit
expression for the residual.
Lemma 2.1. Let yk(t) ≈ y(t) = exp(−tA)v be the Krylov subspace approximation
given by (2.2). Then for any t  0 the residual rk(t) for yk(t) ≈ y(t) satisfies
(2.5a) rk(t) = βk(t)vk+1,
where
(2.5b) βk(t) = −βhk+1,keTk exp(−tHk)e1 = −hk+1,k[uk(t)]k.
Here, [uk(t)]k is the last entry of the vector function uk(t) defined in (2.2) and β =
‖v‖.
Proof. It follows from (2.2) that y′k(t) = −VkHk exp(−tHk)(βe1). From the
Arnoldi relation (2.1) we have
Ayk(t) = AVk exp(−tHk)(βe1) = (VkHk + hk+1,kvk+1eTk ) exp(−tHk)(βe1),
which yields the result
rk(t) = −Ayk(t)− y′k(t) = βk(t)vk+1
with βk deﬁned in (2.5b).
An immediate conclusion from this lemma is that
‖rk(t)‖ = |βk(t)| = |hk+1,k[uk(t)]k|.
Note that the Krylov subspace approximation (2.2) satisﬁes the initial condition
yk(0) = v by construction:
yk(0) = Vk(βe1) = βv1 = v.
Thus, there is no danger that the residual rk(t) = −Ayk(t) − y′k(t) is small in norm
for some yk(t) approaching a solution of the ODE system y
′ = Ay with other initial
data.
The residual rk(t) turns out to be closely related to the so-called generalized
residual ρk(t) deﬁned in [24]. Following [24] (see also [38]), we can write
yk(t) = βVk exp(−tHk)e1 = 1
2πi
∮
Γ
eλVk(λI + tHk)
−1βe1dλ,
y(t) = exp(−tA)v = 1
2πi
∮
Γ
eλ(λI + tA)−1vdλ,
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where Γ is a closed contour in C encircling the ﬁeld of values of −tA. Thus, yk(t) is an
approximation to y(t), where the action of the resolvent inverse x(λ, t) = (λI+tA)−1v
is approximated by k steps of the fully orthogonal method (FOM), which gives the
approximation
xk(λ, t) = Vk(λI + tHk)
−1βe1.
The error can be written as
k(t) = y(t)− yk(t) = 1
2πi
∮
Γ
eλ
(
x(λ, t) − xk(λ, t)
)
dλ.
Since the FOM error x(λ, t) − xk(λ, t) is unknown, the authors of [24] replace it
by the known FOM residual corresponding to the family of shifted linear systems
(λI + tA)x(λ, t) = v, which is
rk(λ, t) = v − (λI + tA)xk(λ, t) = βk(λ, t)vk+1,
where
βk(λ, t) = −tβhk+1,kvk+1eTk (λI + tHk)−1e1.
This leads to the generalized residual
(2.6) ρk(t) ≡ 1
2πi
∮
Γ
eλβk(λ, t)dλ.
From (2.5), we obtain
ρk(t) = tβk(t)vk+1 = trk(t),
hence the generalized residual coincides, up to a factor t, with our matrix exponential
residual rk(t). For the generalized residual, this provides a justiﬁcation which is
otherwise lacking: strictly speaking, there is no reason why the error in the integral
expression above can be replaced by the residual. In section 6.4, a numerical test is
presented to compare stopping criteria based on rk(t) and ρk(t).
2.2. Shift-and-invert Arnoldi/Lanczos approximations. In the shift-and-
invert Arnoldi/Lanczos approximations [18, 19, 35, 44] the Krylov subspace is con-
structed with respect to the matrix (I + γA)−1 with γ > 0 being a parameter. The
Krylov relation for the basis Vk+1 ∈ Cn×(k+1) and the upper-Hessenberg matrix
H˜k ∈ C(k+1)×k then reads
(2.7) (I + γA)−1Vk = Vk+1H˜k = VkH˜k + h˜k+1,kvk+1e
T
k ,
where H˜k ∈ Ck×k denotes the ﬁrst k rows of H˜k. The approximation yk(t) ≈
exp(−tA)v is then computed as given by (2.2) with Hk deﬁned as
(2.8) Hk =
1
γ
(H˜−1k − I);
cf. [44]. Relation (2.7) can be rewritten as (cf. formula (4.1) in [44])
(2.9) AVk = VkHk − h˜k+1,k
γ
(I + γA)vk+1e
T
k H˜
−1
k ,
which leads to the following lemma.
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Lemma 2.2. Let yk(t) ≈ y(t) = exp(−tA)v be the shift-and-invert Krylov sub-
space approximation (2.2), with Hk defined in (2.8). Then for any t  0 the residual
rk(t) for yk(t) ≈ y(t) satisfies
(2.10a) rk(t) = βk(t)wk+1, wk+1 = (I + γA)vk+1,
where
(2.10b) βk(t) = β
h˜k+1,k
γ
eTk H˜
−1
k exp(−tHk)e1.
Proof. The proof is very similar to that of Lemma 2.1. Instead of the conventional
Arnoldi relation (2.1), relation (2.9) should be used.
The residual norm for the shift-and-invert Krylov method then reads
‖rk(t)‖ = |βk(t)| ‖wk+1‖.
2.3. Error estimation in Krylov subspace methods. If yk(t) is the Krylov
subspace approximation (2.2) to y(t) = exp(−tA)v, then the error function k(t)
deﬁned in (1.5) satisﬁes the initial value problem (1.6) with the residual rk(t) given
by (1.4).
The key idea is to estimate the error k by solving (1.6) approximately by any
suitable time integration scheme, for example, by Krylov exponential schemes as
discussed, e.g., in [15, section 4] or [24]. The time integration process for solving (1.6)
can further be optimized, since by Lemma 2.1, the residual rk(t) = βk(t)vk+1 is a
scalar multiple of the (k + 1)st Arnoldi vector vk+1 for all t.
Following an idea by van den Eshof and Hochbruck [44], we propose to approx-
imate k by the Galerkin approximation ˜k with respect to the (m + k)th Krylov
subspace:
(2.11) k(t) ≈ ˜k(t) = Vk+mδk(t),
where ˜k satisﬁes the Galerkin condition
(2.12) V ∗k+m
(
˜′k(t) +A˜k(t)− rk(t)
)
= 0.
From the Arnoldi relation (2.1) and by (2.5a), this yields the projected initial value
problem
(2.13) δ′k(t) = −Hk+mδk(t) + βk(t)ek+1, δk(0) = 0.
Here, ek+1 denotes the (k + 1)st canonical basis vector in R
k+m.
Lemma 2.3. Let yk and yk+m be the kth and the (k+m)th Krylov approximation
defined in (2.2), respectively. Then the approximated error ˜k defined in (2.11) with
δk being the solution of (2.13) is given by
(2.14) ˜k(t) = ym+k(t)− yk(t).
Proof. yk and yk+m satisfy the Galerkin condition (2.3) for k and k +m, respec-
tively. From (2.5a) we thus have
V ∗k+m
(
y′k+m − y′k +A(yk+m − yk)
)
= −V ∗k+m(rk+m − rk) = V ∗k+mrk.
Using V ∗k+mrk(t) = βk(t)ek+1 shows that ym+k − yk satisﬁes (2.12), which completes
the proof.
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Note that (2.14) is just one of the estimates proposed in [44].
The analysis shows that error estimation by the same continued Krylov process
is a better option than solving the correction equation (1.6) by a new Krylov process:
the latter would mean that we neglect the built-up subspace. In fact, solving the
initial value problem (1.6) by another process and then correcting the approximate
solution yk(t) can be seen as a restarting of the Krylov process. We explore this
approach further in section 5.
3. Matrix exponential residual for Chebyshev approximations. A well-
known method to compute ym(t) ≈ exp(−tA)v is based on the Chebyshev polynomial
expansion (see, for instance, [37, 42]):
(3.1) ym(t) = Pm(−tA)v =
[
m∑
k=1
ckTk(−tA) + c0
2
I
]
v.
Here we assume that the matrix tA can be transformed to have its eigenvalues within
the interval [−1, 1] ⊂ R (for example, A can be a Hermitian or a skew-Hermitian
matrix). Here, Tk is the kth Chebyshev polynomial of the ﬁrst kind, whose actions
on the given vector v can be computed by the Chebyshev recursion
(3.2) T0(x) = 1, T1(x) = x, Tk+1(x) = 2xTk(x) − Tk−1(x), k = 1, 2, . . . .
The coeﬃcients ck can be computed for a large M as
(3.3) ck =
2
M
M∑
j=1
exp(cos(θj)) cos(kθj), k = 0, 1, . . . ,M, θj =
π(j − 12 )
M
,
which means interpolating exp(x) at the Chebyshev polynomial roots (see, e.g., [37,
section 3.2.3]). This Chebyshev polynomial approximation is used for evaluating
diﬀerent matrix functions in [3].
The well-known Clenshaw algorithm [6] to compute ym(t) can be modiﬁed to
provide, along with ym(t), vectors y
′
m(t) and Aym(t), so that the exponential residual
rm(t) ≡ −Aym(t)−y′m(t) can be controlled in the course of the iterations. To do this,
we use the well-known relations
T ′k(x) = kUk−1(x),(3.4)
xTk(x) =
1
2
(Tk+1(x) + Tk−1(x)),(3.5)
xUk(x) =
1
2
(Uk+1(x) + Uk−1(x)),(3.6)
Tk(x) =
1
2
(Uk(x) − Uk−2(x)),(3.7)
where k = 1, 2, . . . and Uk is the kth Chebyshev polynomial of the second kind:
(3.8) U0(x) = 1, U1(x) = 2x, Uk+1(x) = 2xUk(x)− Uk−1(x), k = 1, 2, . . . .
For (3.7) to hold for k = 1 we denote U−1(x) = 0. From (3.1), (3.4), and (3.6) it
follows that
(3.9)
y′m(t) =
[
m∑
k=1
ck
t
(−tA)T ′k(−tA)
]
v
=
[
m∑
k=1
ckk
2t
(Uk(−tA) + Uk−2(−tA))
]
v, m = 1, 2, . . . .
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u−2 := −v, u−1 := 0, u0 := v, u1 := −2t Av
compute c0
y := c0/2 u0, y
′ := 0, minusAy := c0/(4t)u1
for k = 1, . . . , Nmax
u2 := −2t Au1 − u0
compute ck
y := y + ck/2 (u1 − u−1)
y′ := y′ + ckk/(2t) (u1 + u−1)
minusAy := minusAy+ ck/(4t) (u2 − u−2)
u−2 := u−1
u1 := u0
u0 := u1
u1 := u2
resnorm := ‖minusAy− y′‖
if resnorm < toler
break
end
end
Fig. 3.1. Chebyshev expansion algorithm to compute the vector yNmax (t) ≈ exp(−tA)v. The
input parameters are A ∈ Cn×n, v ∈ Cn, t > 0, and toler > 0. It is assumed that the eigenvalues
λ of tA satisfy −1  λ  1.
Similarly, from (3.1), (3.5), and (3.7), we obtain
(3.10)
−Aym(t) =
[
m∑
k=1
ck
2t
(Tk+1(−tA) + Tk−1(−tA))− c0
2
A
]
v
=
[
m∑
k=1
ck
2t
(Uk+1(−tA)− Uk−3(−tA))− c0
2
A
]
v, m = 1, 2, . . . ,
where we deﬁne U−2(x) = −1.
These recursions can be used to formulate an algorithm for computing ym(t) ≈
exp(−tA)v that controls the residual rm(t) = −Aym(t) − y′m(t); see Figure 3.1. Just
like the original Chebyshev recursion algorithm for the matrix exponential, it requires
one action of the matrix A per iteration. To be able to control the residual, more
vectors have to be stored than in the conventional algorithm: 8 instead of 4.
4. Residual-based error estimates. A diﬀerent interpretation of the residual
rk(t) deﬁned in (1.4) is to view it as the backward error for yk(t):
(4.1) y′k(t) = −Ayk(t)− rk(t), y(0) = v,
is a perturbation of the original problem (1.3). The forward error k = y− yk solving
the initial value problem (1.6) is given by
(4.2) k(t) =
∫ t
0
exp
(−(t− s)A)rk(s)ds
A1384 MIKE A. BOTCHEV, VOLKER GRIMM, AND MARLIS HOCHBRUCK
(variation-of-constants formula). This formula can be used to obtain error bounds in
terms of the norms of the matrix exponential and the residual; cf. [47].
In the following, we assume the existence of constants CA > 0 and ω  0 such
that
(4.3) ‖ exp(−tA)‖  CAe−tω, t  0.
Remark. For the spectral norm, this bound is satisﬁed with CA = 1 if the ﬁeld
of values of A is contained in the complex halfplane Cω := {z ∈ C : Re z  ω}. In
this case, ω = −μ(−A), where μ(B) = λmax(12 (B + B∗)) is the logarithmic norm of
matrix B; cf. [7, 21]. If A is diagonalizable, X−1AX = Λ, then (4.3) holds for an
arbitrary matrix norm induced by a vector norm with CA = κ(X) = ‖X‖ ‖X−1‖ if
the spectrum of A is contained in Cω .
Our analysis makes use of the so-called ϕ-functions deﬁned as
(4.4) ϕk(z) =
∫ 1
0
e(1−θ)z
θk−1
(k − 1)!dθ, k ≥ 1.
These functions satisfy ϕk(0) = 1/k! and the recurrence relation
(4.5) ϕk+1(z) =
ϕk(z)− ϕk(0)
z
, ϕ0(z) = e
z.
Assumption (4.3) yields
‖ϕk(−tA)‖ ≤
∫ 1
0
‖e−t(1−θ)A‖ θ
k−1
(k − 1)!dθ  CA ϕk(−tω)  CA
1
k!
.
Lemma 4.1. Let A ∈ Cn×n satisfy (4.3). Then for all t  0, the solution k of
(1.6) is bounded by
(4.6) ‖k(t)‖  CA t ϕ1(−tω)μk, k = 0, 1, . . . ,
where
(4.7) μk := max
0st
‖rk(s)‖.
Proof. The variation-of-constants formula (4.2) yields
(4.8)
‖k(t)‖ 
∫ t
0
‖ exp(−(t− s)A)rk(s)‖ds
 CAt
∫ 1
0
exp(−ωt(1− θ))‖rk(tθ)‖dθ
 CA t ϕ1(−ωt) max
0st
‖rk(s)‖.
This proves the bound.
5. Richardson iteration for the matrix exponential. The notion of the
residual allows us to formulate a Richardson method for the matrix exponential.
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5.1. Preconditioned Richardson iteration. To motivate our approach, we
start by considering the preconditioned Richardson iterative method for solving the
linear system Ax = v. Given an initial guess x0 ∈ Cn and a preconditioner M ≈ A,
Richardson iteration reads
(5.1) xk+1 = xk +M
−1rk, rk = v −Axk, k = 0, 1, . . . .
Note that M−1rk is an approximation to the unknown error A−1v − xk = A−1rk.
The recursion (5.1) for the iterates yields
(5.2) rk+1 = rk −AM−1rk = (I −AM−1)rk = (M −A)M−1rk.
Hence, in general, the convergence will be linear:
(5.3) ‖rk‖  ‖(M −A)M−1‖k ‖r0‖
if ‖(M −A)M−1‖ < 1.
Analogously to (5.1), one can formulate the Richardson method for the matrix
exponential by approximating the solution k(t) of (1.6) by the solution ˜k(t) of the
initial value problem
(5.4) ˜′k(t) = −M˜k(t) + rk(t), ˜k(0) = 0,
where M ≈ A is a preconditioning matrix and rk is deﬁned in (1.4). Finally, the
update step of Richardson iteration is deﬁned as
(5.5) yk+1(t) = yk(t) + ˜k(t), k = 0, 1, . . . .
Just as for solving linear systems, M has to compromise between the approximation
quality M ≈ A and the ease of solving (5.4).
In fact, the exponential Richardson method can be seen as a special version of
waveform relaxation methods for solving ODEs; see, e.g., [26, 32] and references given
there. This is easily seen from (5.4) and (5.5), which can be written in the equivalent
form
y′k+1(t) +Myk+1(t) = (M −A)yk(t), yk+1(0) = yk(0).
A possible choice is to use multigrid preconditioning; cf. [32].
From (5.5), (1.4), and (5.4) we have
rk+1 = −Ayk+1 − y′k+1
= −Ayk −A˜k − y′k − ˜′k(5.6)
= (M −A)˜k.
Taking into account that
˜k(t) =
∫ t
0
exp
(−(t− s)M)rk(s)ds,
we obtain the following recursion for the residuals (cf. [33])
(5.7) rk+1(t) = (M −A)˜k(t) = (M −A)
∫ t
0
exp
(−(t− s)M)rk(s)ds.
This recurrence should be compared to the corresponding recurrence (5.2) for Richard-
son iteration for linear systems.
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Since M ≈ A, we now assume that there are constants CM > 0 and ω˜  0 such
that the preconditioning matrix M satisﬁes
(5.8) ‖ exp(−tM)‖  CM e−tω˜, t  0.
It is reasonable to assume ω˜ ≈ ω, where ω is deﬁned in (4.3).
Theorem 5.1. If (5.8) holds, then the residual rk corresponding to the iteration
(5.4), (5.5) satisfies (5.7). Moreover, rk is bounded by
‖rk(t)‖ 
(
CM‖M −A‖ t
)k
e−tω˜ϕk(tω˜)μ0, k = 0, 1, . . . ,
where μ0 = max0st ‖r0(s)‖.
Proof. Solving the recursion (5.7) yields
‖rk(t)‖ =
∥∥∥∥∫ t
0
(M −A) exp(−(t− sk)M) ∫ sk
0
(M −A) exp(−(sk − sk−1)M) · · ·∫ s2
0
(M −A) exp(−(s2 − s1)M)r0(s)ds1 . . . dsk∥∥∥∥ .
Using (5.8) and the deﬁnition of the ϕ-functions (4.4) shows
‖rk(t)‖  μ0
(
CM‖M −A‖
)k
e−tω˜
∫ t
0
∫ sk
0
· · ·
∫ s2
0
es1ω˜ds1 . . . dsk
 μ0
(
CM‖M −A‖ t
)k
e−tω˜ϕk(tω˜)
by using an induction argument and the relation∫ s
0
tkϕk(tω˜) dt = s
k+1ϕk+1(sω˜), k = 0, 1, 2, . . . .
Remark. Since ω˜  0 by assumption, we have
tk e−tω˜ϕk(tω˜) = e−tω˜
∫ t
0
e(t−s)ω˜
sk−1
(k − 1)!ds 
tk
k!
, t  0,
showing that the convergence is superlinear. If ‖(M −A)M−1‖ < 1, then
‖rk(t)‖  ‖(M −A)M−1‖k
(
CM‖M‖t
)k
e−tω˜ϕk(tω˜)μ0, k = 0, 1, . . . .
Hence, asymptotically, the iteration for the matrix exponential shows a favorable
convergence behavior compared to the linear convergence of Richardson iteration for
linear systems.
Remark. Note that it is crucial to consider t in a ﬁnite interval, t ∈ [0, T ] with a
ﬁxed T < ∞, to obtain the superlinear convergence. For instance, if ω˜ > 1, we have
the bound
tk e−tω˜ϕk(tω˜) 
∫ ∞
0
e−sω˜
sk−1
(k − 1)!ds =
(
1
ω˜
)k
showing linear convergence uniformly in t ∈ [0,∞). This is in correspondence with
many theoretical results for waveform relaxation methods where the emphasis is often
on the convergence in the inﬁnite interval [0,∞) in contrast to our application.
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An important practical issue hindering the use of the exponential Richardson
iteration is the necessity to store the vectors rk(t) for diﬀerent t. To achieve a good
accuracy, suﬃciently many samples of rk(t) have to be stored. Our limited experience
indicates that the exponential Richardson iteration can be of interest if the accuracy
requirements are relatively low, say up to 10−5. In the experiments described in
section 6.3 just 20 samples were suﬃcient to get the residual below tolerance 10−4 for
a matrix of size n = 104.
5.2. Krylov restarting via Richardson iteration. The exponential Richard-
son iteration (5.5) allows for great ﬂexibility in the choice of the approximated error
˜k(t) ≈ k. For instance, solving (1.6) by yet another Krylov process is closely related
to restarting the matrix exponential; cf. [1, 5, 12, 36].
From Lemmas 2.1 and 2.2 we have
rk(t) = βk(t)wk+1,
where wk+1 = vk+1 for the standard Arnoldi process and wk+1 = (I + γA)vk+1 for
shift-and-invert Arnoldi method. We thus propose to approximate
(5.9) k(t) ≈ ˜k,m(t) = V̂mδk,m(t),
where the columns of V̂m are deﬁned via an Arnoldi process for the Krylov subspace
Km(A,wk+1):
(5.10) AV̂m = V̂m+1Ĥm = V̂mĤm + ĥm+1,mv̂m+1e
T
m, V̂
∗
mV̂m = Im.
˜k,m(t) is determined from the Galerkin condition
(5.11) V̂ ∗m
(
˜′k,m(t) +A˜k,m(t)− rk(t)
)
= 0.
Similar to the presentation in section 2.3, δk,m(t) satisﬁes
δ′k,m(t) = −Ĥmδk,m(t) + V̂ ∗mrk(t)
= −Ĥmδk,m(t) + βk(t)‖wk+1‖e1, δk,m(0) = 0.(5.12)
Lemma 5.2. Let ˜k,m(t) ≈ k(t) be the Galerkin approximation (5.9) with δk,m(t)
being the solution of (5.12). Then the residual
r˜k,m(t) = −˜′k,m(t)−A˜k,m(t)
is given by
(5.13) r˜k,m(t) = −rk(t) + β̂m(t)v̂m+1,
where
(5.14) β̂m(t) = −ĥm+1,meTmδk,m(t).
Proof. Using the Arnoldi relation (5.10) yields
r˜k,m(t) = −V̂m
(
Ĥmδk,m(t) + V̂
∗
mrk(t)
)−AV̂mδk,m(t)
= −rk(t) + β̂m(t)v̂m+1
since rk(t) ∈ span{v̂1} and thus V̂mV̂ ∗mrk(t) = rk(t).
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Analogously, for the shift-and-invert Krylov process we obtain
r˜k,m(t) = −rk(t) + β̂m(t)ŵm+1, ŵm+1 = (I + γA)v̂m+1,
where
β̂m(t) =
̂˜
hm+1,mγ
−1eTm
( ̂˜
Hm
)−1
δk,m(t),
by Lemma 2.2.
For the residual of the (k + 1)st Richardson iterate (5.5), we thus have
(5.15) rk+1 = rk + r˜k,m = β̂m(t)ŵm+1,
where ŵm+1 = v̂m+1 for the standard Krylov process and ŵm+1 = (I + γA)v̂m+1 for
the shift-and-invert method. Hence, the residual rk+1(t) is, just as in Lemmas 2.1
and 2.2, a scalar time-dependent function times a constant vector. Since this is true
for all iterations k = 0, 1, 2, . . . , the analysis holds for repeated restarts as well.
6. Numerical experiments. All our numerical experiments have been carried
out with MATLAB on a Linux and Mac PC. Unless reported otherwise, the initial
vector v is taken to be the normalized vector with equal entries. Except for section 6.1,
the error reported is the relative error norm with respect to a reference solution
computed by the Expokit method [41]. The error reported for Expokit is the error
estimate provided by this code.
6.1. Residual in Chebyshev iteration. The following test is carried out for
the Chebyshev iterative method with incorporated residual control (see algorithm in
Figure 3.1). We compute exp(−A)v, where v ∈ Rn is a random vector with mean
zero and standard deviation one. In the test, the matrix A ∈ Rn×n is diagonal with
diagonal entries evenly distributed between −1 and 1. Note that the corresponding
ODE is not stiﬀ. The plots of the error and residual norms are presented in Figure 6.1.
6.2. A convection-diﬀusion problem. In the next several numerical experi-
ments the matrix A is taken to be the standard ﬁve-point central diﬀerence discretiza-
tion of the following convection-diﬀusion operator acting on functions deﬁned on the
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Fig. 6.1. Residual and true error norms in the Chebyshev algorithm to compute ym ≈ exp(−A)v
against iteration number m for the example of section 6.1 with n = 104 (top) and n = 105 (bottom).
RESIDUAL FOR THE MATRIX EXPONENTIAL A1389
unit square (x, y) ∈ [0, 1]2:
L[u] = −(D1ux)x − (D2uy)y + Pe(v1ux + v2uy),
D1(x, y) =
{
103 (x, y) ∈ [0.25, 0.75]2,
1 otherwise,
D2(x, y) =
1
2
D1(x, y),
v1(x, y) = x+ y, v2(x, y) = x− y.
To guarantee that the convection terms yield an exactly skew-symmetric matrix, we
rewrite the convection terms in the form
v1ux + v2uy =
1
2
(v1ux + v2uy) +
1
2
((v1u)x + (v2u)y)
before discretizing them; cf. [30]. This is possible because the velocity ﬁeld (v1, v2) is
divergence free. The operator L is set to satisfy the homogeneous Dirichlet boundary
conditions. The discretization is done on a 102 × 102 or 402 × 402 uniform mesh,
producing an n×n matrix A of size n = 104 or n = 16× 104, respectively. The Peclet
number varies from Pe = 0 (no convection, A = AT ) to Pe = 103, which on the ﬁner
mesh means ‖A−AT ‖1/‖A+AT ‖1 ≈ 8× 10−4. To get an impression on the ﬁeld of
values of A, which might be instructive regarding the results of sections 4 and 5, we
report that for the mesh 402 × 402 and Pe = 103 assumption (4.3) is satisﬁed with
CA = 1, ω = 0.
6.3. Exponential Richardson iteration. In this section we apply the expo-
nential Richardson iteration (5.4), (5.5) to compute the vector exp(−A)v for the
convection-diﬀusion matrices A described in section 6.2. The mesh is taken to be
102 × 102. As discussed above, to be able to update the residual and to solve the
initial value problem (5.4), we need to store the values of rk(t) for diﬀerent t spanning
the time interval of interest. Too few samples may result in an accuracy loss in the
interpolation stage. On the other hand, it can be prohibitively expensive to store
many samples. Therefore, in its current form, the method does not seem practical if
a high accuracy is needed. On the other hand, it turns out that a moderate accuracy
up to 10−5 can be reached with relatively few samples (≈ 20).
We organize the computations in the method as follows. The residual vector
function rk(t) is stored as 20 samples. At each iteration, the initial value problem (5.4)
is solved by the MATLAB ode15s ODE solver, and the values of the right-hand side
function −M˜k(t) + rk(t) are interpolated using the stored samples. The ode15s
solver is run with tolerances determined by the ﬁnal required accuracy and produces
the solution ˜k(t) in the form of its twenty samples. Then, the solution and residual
are updated according to (5.5) and (5.7), respectively.
We have chosenM to be the tridiagonal part tridiag(A) of the matrix A. Assump-
tion (5.8) is satisﬁed with CM = 1, ω˜ = 0. Table 6.1 and Figure 6.2 contain results of
the test runs. Except for the Richardson method, as a reference we use the Expokit
code [41] with the maximal Krylov dimension 100. Note that Expokit provides a much
more accurate solution than requested by the tolerance toler = 10−4. It is rather
diﬃcult to compare the total computational work of the Expokit and Richardson
methods exactly. We restrict ourselves to the matrix-vector part of the work. In the
Richardson method this work consists of the matrix-vector multiplication (matvec)
with M − A in (5.7) and the work done by the ode15s solver. The matvec with
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Table 6.1
Performance of the exponential Richardson method for the convection-diﬀusion test problem of
section 6.3 with toler = 10−4, M = tridiag(A). The CPU times are measured on a 3 GHz Linux
PC. We emphasize that the CPU time measurements are made in MATLAB and thus are only an
approximate indication of the actual performance.
Flops/n, Matvecs LU Solving Error
CPU time, s A / steps I + αM I + αM
Pe = 0
Expokit 4590, 2.6 918 matvecs — — 1.20e−11
exp. Richardson 2192, 1.7 8 steps 24 176 2.21e−04
Pe = 10
Expokit 4590, 2.6 918 matvecs — — 1.20e−11
exp. Richardson 2202, 1.7 8 steps 29 176 2.25e−04
Pe = 100
Expokit 4590, 2.6 918 matvecs — — 1.20e−11
exp. Richardson 2492, 1.9 9 steps 31 200 4.00e−04
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Fig. 6.2. Convergence history of the exponential Richardson iteration for the numerical example
of section 6.3.
bidiagonal1 M − A costs about 3n ﬂops times 20 samples, in total 60n ﬂops2. The
linear algebra work in ode15s is essentially tridiagonal matvecs, LU factorizations,
and back/forward substitutions with (possibly shifted and scaled) M . According to
[17, section 4.3.1], tridiagonal LU factorization and back/forward substitution require
about 2n ﬂops each. A matvec with tridiagonalM is 5n ﬂops. Thus, in total exponen-
tial Richardson costs 60n ﬂops times the number of iterations plus 2n ﬂops times the
number of LU factorizations and back/forward substitutions plus 5n ﬂops times the
total number of ODE solver steps. The matvec work in Expokit consists of matvecs
with pentadiagonal A, which is about 9n ﬂops.
From Table 6.1 we see that exponential Richardson is approximately twice as
cheap as Expokit. As expected from the convergence estimates, the exponential Ri-
chardson iteration converges much faster than the conventional Richardson iteration
for solving a linear system Ax = v would do. For these A and v, 8–9 iterations of the
conventional Richardson would only give a residual reduction by a factor of ≈ 0.99.
1NoteM is the tridiagonal part of Awhich is the standard ﬁve-point ﬁnite diﬀerence discretization
of the convection-diﬀusion operator.
2We use deﬁnition of ﬂop from [17, section 1.2.4].
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6.4. Experiments with Krylov–Richardson iteration. In this section we
present some numerical experiments with the Krylov–Richardson method presented
in section 5.2. We now brieﬂy describe the other methods to which Krylov–Richardson
is compared.
Together with the classical Arnoldi/Lanczos method [10, 15, 23, 38], we have
tested the shift-and-invert method of Van den Eshof and Hochbruck [44]. We have
implemented the method exactly as described in their paper with a single modiﬁca-
tion. In particular, in all the tests the shift parameter γ is set to 0.1tend, as done in the
experiments of [44]. (In general γ should to be chosen depending on the accuracy pre-
scribed [44, Table 3.1].) Furthermore, the relaxed stopping criterion strategy for the
inner iterative shift-and-invert solvers is employed. The only thing we have changed
is the stopping criterion of the outer Krylov process. To be able to exactly compare
the computational work, we can switch from the stopping criterion of Van den Eshof
and Hochbruck [44, formula (4.9)] to the residual stopping criterion (see Lemma 2.2).
Note that the relaxed strategy for the inner shift-and-invert solver is then also based
on the residual norm and not on the error estimate.
Since the Krylov–Richardson method is essentially a restarting technique, it has
to be compared with other existing restarting techniques. Note that a number of
restarting strategies have recently been developed [1, 12, 20, 36, 43]. We have used
the restarting method described in [36]. This choice is motivated by the fact that the
method from [36] turns out to be algorithmically very close to our Krylov–Richardson
method. In fact, the only essential diﬀerence is the handling of the projected problem.
In the method [36] the projected matrix Hk built up at every restart is appended to a
larger matrix H˜∗+k. There, the projected matrices from each restart are accumulated.
Thus, if 10 restarts of 20 steps are done, we have to compute the matrix exponential
of a 200 × 200 matrix. In our method, the projected matrices are not accumulated,
so at every restart we deal with a 20× 20 matrix. The price to pay, however, is the
solution of the small initial value problem (5.12).
In our implementation, at each Krylov–Richardson iteration the initial value prob-
lem (5.12) is solved by the ode15sODE solver from MATLAB. To save computational
work, it is essential that the solver be called most of the time with a relaxed toler-
ance. (In our code we set the tolerance to 1% of the current residual norm.) This is
suﬃcient to estimate the residual accurately. Only when the actual solution update
takes place (see formula (5.5)) do we solve the projected initial value problem to very
high accuracy.
Since the residual time dependence in Krylov–Richardson is given by a scalar
function, little storage is needed for the lookup table. Based on the required accuracy,
the ode15s solver automatically determines how many samples need to be stored. (In
our experiments this usually did not exceed 300.) This happens at the end of each
restart or when the stopping criterion is satisﬁed. Further savings in computational
work can be achieved by a polynomial ﬁtting: at each restart the newly computed
values of the function βk (see (2.5a)) are approximated by a best-ﬁt polynomial of a
moderate degree. (In all experiments the degree was set to 6.) If the ﬁtting error is
too large (this depends on the required tolerance), the algorithm proceeds as before.
Otherwise, the βk function is replaced by its best-ﬁt polynomial. This allows a faster
solution of the projected initial value problem (5.12) through an explicit formula
containing the ϕ-functions deﬁned in (4.4).
We now present an experiment showing the importance of a proper stopping crite-
rion. We compute exp(−5A)v forA being the convection-diﬀusion operator discretized
on a uniform mesh 102×102 with Pe = 100. The tolerance is set to toler = 10−5. We
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Fig. 6.3. First numerical example of section 6.4. Convergence of the conventional Arnoldi
method with two existing stopping criteria and Krylov–Richardson with the residual-based stopping
criterion for tolerance toler = 10−5. Left: stopping criterion [44, formula (4.9)], Arnoldi stops too
early (201 matvecs, 2.6 s CPU time, error 1.0e− 03). Right: generalized residual criterion, Arnoldi
stops too late (487 matvecs, 139 s CPU time, error 4.9e−08). Parameters of the Krylov–Richardson
run for both plots (434 matvecs, 11 s CPU time, error 2.2e− 06). The CPU measurements (on a 3
GHz Linux PC) are made in MATLAB and thus are only an indication of the actual performance.
let the usual Arnoldi method, restarted every 100 steps, run with the stopping criterion
of [44, formula (4.9)] and with the stopping criterion of [24] based on the generalized
residual (2.6). We emphasize that the stopping criterion given by [44, formula (4.9)]
is proposed for the Arnoldi method with the shift-and-invert strategy and it works, in
our limited experience, very well as soon as shift-and-invert is employed. However, the
stopping criteria based on the diﬀerence of two consecutive approximations are used
in Krylov methods not only with shift-and-invert (see, e.g., [4]) and it is instructive
to see possible implications of this. Together with Arnoldi, the Krylov–Richardson
method is run with the residual-based stopping criterion. The convergence plots are
shown in Figure 6.3. As we see, both existing stopping criteria turn out to be far from
optimal in this test. With the residual-based stopping criterion, the Arnoldi method
required 438 matvecs and 78 s CPU time to obtain an adequate accuracy of 4.5e−7.
To facilitate a fair comparison between the conventional Arnoldi and the Krylov–
Richardson methods, in all the other tests we use the residual-based stopping criterion
for both methods. Table 6.2 and Figure 6.4 contain the results of the test runs to com-
pute exp(−A)v for tolerance toler = 10−8. We show the results on two meshes for two
diﬀerent Peclet numbers only; the results for other Peclet numbers are quite similar.
The ﬁrst observation we make is that the CPU times measured in MATLAB seem
to favor the Expokit code, disregarding the actual matvec values. We emphasize
that when the shift-and-invert strategy is not used, the main computational cost
in the three methods, Expokit, Arnoldi, and Krylov–Richardson, are k steps of the
Arnoldi/Lanczos process. The diﬀerences among the three methods correspond to the
rest of the computational work, which is O(k3), at least if not too many restarts are
made.
The second observation is that the convergence of the Krylov–Richardson itera-
tion is essentially the same as of the classical Arnoldi/Lanczos method. This is not
inﬂuenced by the restart value or by the shift-and-invert strategy. Theoretically, this
is to be expected: the former method applies Krylov for the ϕ1 function, the latter for
the exponential; for both functions similar convergence estimates hold true, though
they are slightly more favorable for the ϕ1 function; cf. [23].
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Table 6.2
Second numerical example of section 6.4. Results of the test runs of the Krylov–Richardson
and Arnoldi with the residual-based stopping criterion. The CPU times are measured on a 2 GHz
Mac PC (mesh 102 × 102) and on a 3 GHz Linux PC (mesh 402 × 402). We emphasize that the
CPU time measurements are made in MATLAB and thus are only an approximate indication of the
actual performance.
Restart/shift-and-invert Total matvecs CPU Error
or LU actions time
mesh 102× 102, Pe = 100
Expokit restart 15 1343 2.2 3.61e−09
Arnoldi restart 15 250 26.4 1.45e−10
New method restart 15 240 6.7 1.94e−09
Expokit restart 100 1020 7.6 1.33e−11
Arnoldi restart 100 167 7.9 1.21e−10
New method restart 100 168 11.8 1.14e−10
Arnoldi SaI/GMRESa 980 (11 steps) 17.8 3.29e−08
New method SaI/GMRESa 60 (10 steps) 1.7 1.67e−08
Arnoldi SaI/sparse LU “11” (10 steps) 1.7 3.62e−09
New method SaI/sparse LU “11” (10 steps) 1.8 1.61e−10
mesh 402 × 402, Pe = 1000
Expokit restart 15 1445 21 4.36e−09
Arnoldi restart 15 244 11 1.13e−10
New method restart 15 254 15 2.62e−09
Expokit restart 100 1020 69 1.33e−11
Arnoldi restart 100 202 34 1.06e−10
New method restart 100 200 35 3.62e−10
Arnoldi SaI/GMRESa 1147 (15 steps) 80 5.68e−08
New method SaI/GMRESa 97 (12 steps) 6.2 1.28e−08
Arnoldi SaI/sparse LU “12” (11 steps) 46 3.06e−08
New method SaI/sparse LU “13” (12 steps) 50 2.07e−10
a GMRES(100) with SSOR preconditioner
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Fig. 6.4. Second numerical example of section 6.4 with Pe = 100. Convergence plots of the
Arnoldi/Lanczos and the new Krylov–Richardson methods on a 102× 102 mesh. Left: restart every
15 steps. Right: shift-and-invert strategy with GMRES. The peaks in the residual plots on the left
correspond to the restarts.
When no shift-and-invert strategy is applied, the gain we have with Krylov–
Richardson is twofold. First, a projected problem of much smaller size has to be
solved. This is reﬂected by the diﬀerence in the CPU times of Arnoldi and Krylov–
Richardson with restart 15 in lines 2 and 3 of Table 6.2: 26.4 s and 6.7 s. Of course,
this eﬀect can be less pronounced for larger problems or on faster computers—see
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Fig. 6.5. Convergence plots of the Arnoldi/Lanczos and the new Krylov–Richardson methods
for the fourth-order ﬁnite volume discretization of the three-dimensional Laplacian with periodic
boundary conditions (see section 6.5). Left: the starting vector v does not satisfy the boundary
conditions. Right: v is consistent with the boundary conditions.
the corresponding lines for Arnoldi and Krylov–Richardson with restart 15 on a ﬁner
mesh. Second, we have some freedom in choosing the initial vector. (In standard
Arnoldi/Lanczos we must always start with v.) This freedom is restricted to the fact
that the residual of the initial guess has to have scalar dependence on time. Several
variants for choosing the initial vector exist, and we will explore these possibilities in
the future.
A signiﬁcant reduction in total computational work can be achieved when
Krylov–Richardson is combined with the shift-and-invert strategy. The gain is then
due to the reduction in the number of the inner iterations. (The number of outer it-
erative steps is approximately the same.) In our limited experience, this is not always
the case but typically takes place when, for instance, v and A represent discretizations
of a smooth function and a partial diﬀerential operator, respectively. Currently, we
do not completely understand this behavior. Apparently, the Krylov subspace vectors
built in the Krylov–Richardson method constitute more favorable right-hand sides for
the inner shift-and-invert solvers to converge. It is rather diﬃcult to analyze this
phenomenon, but we will try to do this in the near future.
6.5. Initial vector and Krylov subspace convergence. It is instructive to
study the dependence of the Krylov subspace methods on the initial vector v. In par-
ticular, if (1.3) stems from an initial boundary value problem and A is a discretized
partial diﬀerential operator, a faster convergence may take place for v satisfying the
boundary conditions of the operator. Note that for the convection-diﬀusion test prob-
lem from the previous section this eﬀect is not pronounced (v did not satisfy bound-
ary conditions), probably due to the jump in the diﬀusion coeﬃcients. We therefore
demonstrate this eﬀect on a simple initial boundary value problem
(6.1) ut = Δu, u(x, y, z, 0) = u0(x, y, z),
posed for (x, y, z) ∈ [0, 1]3 for the unknown function u(x, y, z, t) obeying periodic
boundary conditions. We use a fourth-order ﬁnite volume discretization in space
from [48] on a regular mesh 40× 40× 40 and arrive at an initial value problem (1.3)
which we solve for t = 1000 by computing exp(−tA)v. In Figure 6.5 convergence of
the Krylov–Richardson and Arnoldi/Lanczos methods is illustrated for the starting
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vector v corresponding to
u0(x, y, z) = sin(2πx) sin(2πy) sin(2πz) + x(a− x)y(a− y)z(a− z)
with a = 2 or a = 1. In both cases the restart value is set to 100. The second
choice a = 1 (right plot) agrees with boundary conditions in the sense that u0 can be
periodically extended and leads to a faster convergence. The same eﬀect is observed
for the Krylov–Richardson and Arnoldi/Lanczos methods with the shift-and-invert
strategy, with a reduction in the number of steps from 12 to 8 or 9. Remarkably,
Expokit(100) converges for both choices of v within the same number of steps, 306.
Apparently, this is because Expokit splits the given time interval [0, tend], building a
new Krylov subspace for each subinterval.
7. Concluding remarks and an outlook to further research. The proposed
residual notion appears to provide a reliable stopping criterion in the iterative methods
for computing the matrix exponential. This is conﬁrmed by the numerical tests and
the analysis. Furthermore, the residual concept seems to set up a whole framework
for a new class of methods for evaluating the matrix exponential. Some basic methods
of this class are proposed in this paper. Many new research questions arise. One of
them is a comprehensive convergence analysis of the exponential Richardson and the
Krylov–Richardson methods. Another interesting research direction is development
of other residual-based iterative methods. In particular, one may ask whether the
exponential Richardson method (5.4), (5.5) might be used as a preconditioner for the
Krylov–Richardson method (5.5). We plan to address this question in future.
Finally, an interesting question is whether the proposed residual notion can be
extended to other matrix functions such as trigonometric functions arising in highly
oscillatory problems.
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