Beamforming for Multiuser Massive MIMO Systems: Digital versus Hybrid
  Analog-Digital by Bogale, Tadilo Endeshaw & Le, Long Bao
1Beamforming for Multiuser Massive MIMO
Systems: Digital versus Hybrid Analog-Digital
Tadilo Endeshaw Bogale and Long Bao Le
Institute National de la Recherche Scientifique (INRS)
Universite´ du Que´bec, Montre´al, Canada
Email: {tadilo.bogale, long.le}@emt.inrs.ca
Abstract—This paper designs a novel hybrid (a mixture
of analog and digital) beamforming and examines the relation
between the hybrid and digital beamformings for downlink mul-
tiuser massive multiple input multiple output (MIMO) systems.
We assume that perfect channel state information is available
only at the transmitter and we consider the total sum rate max-
imization problem. For this problem, the hybrid beamforming is
designed indirectly by considering a weighed sum mean square
error (WSMSE) minimization problem incorporating the solution
of digital beamforming which is obtained from the block diago-
nalization technique. The resulting WSMSE problem is solved by
applying the theory of compressed sensing. The relation between
the hybrid and digital beamformings is studied numerically
by varying different parameters, such as the number of radio
frequency (RF) chains, analog to digital converters (ADCs) and
multiplexed symbols. Computer simulations reveal that for the
given number of RF chains and ADCs, the performance gap
between digital and hybrid beamformings can be decreased by
decreasing the number of multiplexed symbols. Moreover, for the
given number of multiplexed symbols, increasing the number of
RF chains and ADCs will increase the total sum rate of the
hybrid beamforming which is expected.
Index Terms—Massive MIMO, Analog beamforming, Digital
beamforming, Hybrid beamforming, Millimeter wave, Com-
pressed sensing
I. INTRODUCTION
Multiple input multiple output (MIMO) system is one of
the promising techniques for exploiting the spectral efficiency
of wireless channels [1]–[4]. To exploit the full potential
of a MIMO system, one must leverage the conventional
beamforming techniques (i.e., digital beamforming). Recently
the deployment of large antenna arrays at the transmitter and
(or) receiver (massive MIMO) has received a lot of attention
[5], [6]. Using the law of large numbers, in a rich scattering
environment, the works of [5] exploit the fact that the full
potential of massive MIMO systems can be achieved by
utilizing simple digital beamforming techniques such as zero
forcing (ZF) and maximum ratio transmission (MRT).
Despite the research efforts to deploy efficient wireless
technologies, wireless industries always face spectrum crunch
at microwave frequencies (i.e., frequencies up to 6GHz). Due
to this fact, there is an interest to exploit the underutilized
millimeter wave (mmWave) frequencies (typical values are
30− 300GHz) for cellular applications [7], [8]. However, the
mmWave frequencies face severe path loss, penetration loss
and rain fading, and they are easily absorbed or scattered by
gases [9]. To address these challenges, mmWave frequencies
require very high gain antenna systems. It is known that
mmWaves frequencies have already used for outdoor point-
to-point backhaul links of cellular systems. In the existing
backhaul, however, large physical aperture antenna is used
to achieve the required link gain which is not economically
advantageous. Due to this fact, analog beamforming leveraging
massive MIMO is recently suggested for mmWave frequency
applications [7]. The fundamental idea of analog beamforming
is to control the phase of each antenna’s transmitted signal
using low cost phase shifters (i.e., each of the analog beam-
forming coefficients has constant modulus) [7], [10], [11].
At the transmitter side, digital beamfoming is performed
at the baseband stage (i.e., the transmitted signals phase
and amplitude is determined at baseband frequency). This
baseband processing requires dedicated radio frequency (RF)
chain (which is expensive) per each antenna. At the receiver
side digital beamforming is realized as follows. First, the
received signal of each antenna is separately acquired in
digital form. Then, the received samples of each antenna are
processed jointly to decode the transmitted bits. Thus, in a
digital beamforming, the number of received antennas is the
same as the number of analog to digital converters (ADCs)
which is one of the most expensive parts of a digital receiver
[12]. Thus, realizing digital beamforming for massive MIMO
systems appears to be impractical. As we have explained
previously, the analog beamforming is implemented just by
employing phase shifters which are low cost. Therefore, analog
beamforming is economically more attractive than that of the
digital one. However, as the amplitude of a phase shifter is
constant, the performance of analog beamforming is inferior
to that of the digital one. To achieve better performance, a
hybrid (i.e., a mixture of analog and digital) beamforming is
suggested in [8]. In this paper, the hybrid beamforming is
designed for single user massive MIMO systems. Furthermore,
the work of this paper considers capacity maximization prob-
lem to design the hybrid beamforming. However, it is not clear
how the hybrid beamforming approach of [8] can be extended
to any other design criteria for both single user and multiuser
massive MIMO systems.
In the current paper, a novel hybrid beamforming is de-
signed for downlink multiuser massive MIMO systems. It is
assumed that perfect channel state information is available
only at the transmitter. This could be achieved by simple time
division duplex (TDD) training method as in [6]. Obviously
the goal of the hybrid beamforming is to achieve very close
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performance to that of the digital beamforming. Furthermore,
it is also reasonable to design the hybrid beamforming in a way
that the performance gap between the hybrid and digital beam-
formings is almost constant for each symbol. This motivates
us to design the hybrid beamforming indirectly by considering
a weighed sum mean square error (WSMSE) minimization
problem while utilizing the solution of digital beamforming.
As will be clear later, the mean square error (MSE) weight
of each symbol depends on the design criteria and the digital
beamforming approach. In this paper, we consider the total
sum rate (i.e., design criteria) maximization problem. For this
problem, the digital beamforming is designed by applying the
well known block diagonalization (BD) approach [13], [14]
whereas, the hybrid beamforming is designed by considering
a WSMSE minimization problem where the MSE weight of
each symbol is selected as the inverse of the square of its
digital beamforming gain. The resulting WSMSE problem is
solved by leveraging the compressed sensing theory.
After the hybrid bemforming is designed, the relation
between hybrid and digital beamformings is studied numer-
ically by varying different parameters, such as the number
of multiplexed symbols, RF chains and ADCs. Computer
simulations reveal that for the given number of RF chains and
ADCs, the performance gap between the digital and hybrid
beamformings can be decreased by decreasing the number
of multiplexed symbols. Moreover, for the given number of
multiplexed symbols, we have noticed that increasing the
number of RF chains and ADCs will increase the total sum
rate of the hybrid beamforming which is expected.
This paper is organized as follows. Sections II and III
discuss the system and channel models. In Section IV, the
proposed hybrid beamforming design is presented. In Section
V, computer simulations are used to examine the performance
of the proposed hybrid beamforming and to study the relation
between the hybrid and digital beamformings. Conclusions are
drawn in Section VI.
Notations: In this paper, upper/lower-case boldface letters
denote matrices/column vectors. X(i,j), ||X||F , tr(X), XT ,
XH and E(X) denote the (i, j)th element, Frobenius norm,
trace, transpose, conjugate transpose and expected value of X,
respectively. In is the identity matrix of size n×n, CM×M and
ℜM×M represent spaces of M ×M matrices with complex
and real entries, respectively. The acronym null, s.t and i.i.d
denote ”(right) null space”, ”subject to” and ”independent and
identically distributed”, respectively.
II. SYSTEM MODEL
In this section, the digital and hybrid downlink multiuser
MIMO system models are discussed. The transmitter equipped
with N transmit antennas is serving K users. Each user has
Mk antennas to multiplex Sk symbols. The total number of
receiver antennas and symbols are M =
∑K
k=1Mk and S =∑K
k=1 Sk, respectively. The entire symbol can be written in
a data vector d = [dT1 , · · · ,dTK ]T , where dk ∈ CSk×1 is the
symbol vector for the kth receiver.
A. Digital Downlink MIMO System Model
In the digital downlink MIMO system, the transmitter
precodes d ∈ CS×1 by using the overall precoder matrix
B = [B1, · · · ,BK ], where Bk ∈ CN×Sk is the precoder
matrix for the kth user. The kth receiver uses a linear receiver
Wk ∈ CMk×Sk to recover its symbol dk as
dˆDk =W
H
k (H
H
k Bd+ nk) =W
H
k (H
H
k
K∑
i=1
Bidi + nk) (1)
where nk ∈ CMk×1 is the additive Gaussian noise at the kth
receiver and HHk ∈ CMk×N is the MIMO channel between
the transmitter and kth receiver and, Bk and Wk, ∀k are
the conventional digital transmitter (precoder) and receiver
(decoder) matrices, respectively. Without loss of generality, we
can assume that the entries of dk are i.i.d zero mean circularly
symmetric complex Gaussian (ZMCSCG) random variables
all with unit variance, i.e., E{dkdHk } = ISk , E{dkdHi } = 0,
∀i ̸= k, and E{dknHi } = 0. The noise vector of the kth
receiver is a ZMCSCG random variable with variance σ2.
B. Hybrid Downlink MIMO System Model
As discussed in the introduction section of this paper,
the hybrid beamforming consists of both digital and analog
precoders and decoders. By taking into account of this fact
and extending the hybrid beamforming representation of [8]
to multiuser case, the estimated signal of the kth user can be
expressed as
dˆHyk =W˜
H
k F
H
k (H
H
k
K∑
i=1
AB˜idi + nk) (2)
where A ∈ CN×Pt and Fk ∈ CMk×Prk , ∀k are the RF
transmitter and receiver matrices (analog beamforming ma-
trices), respectively, and B˜k and W˜k, ∀k are base band
(BB) transmitter and receiver matrices (digital beamforming
matrices), respectively. Each element of the matrices A(Fk)
has a constant modulus.
From this equation and (1), we can observe that the output
of the digital beamforming will be the same as that of (2)
(i.e., dˆHyk = dˆ
D
k ) when Pt = N,Prk = Mk,A = IN
and Fk = IMk . Furthermore, (2) becomes the output of
analog beamforming when Pt = S, Prk = Sk, B˜k = ISk
and W˜k = ISk . From (2), we can also understand that
Pt represents the number of transmitter RF chains and Prk
represents the number of ADCs at the kth receiver. This clearly
shows that the performance of dˆHyk depends on the selection
of Pt and Prk.
III. CHANNEL MODEL
This section discusses the channel model used in this paper.
We consider the most widely used geometric channel model
where the channel between the transmitter and the kth receiver
has Lk scatterers. Under this assumption,Hk can be expressed
as [8], [15]
Hk =
√
NMk
Lkρk
Lk∑
i=1
gkiatk(θtk(i))a
H
rk(θrk(i)) (3)
where gki is the complex gain of the kth user ith path with
E{|gki|2} = 1, ρk is the pathloss between the transmitter
and kth receiver, θt(i) ∈ [0, 2pi], θrk(i) ∈ [0, 2pi], ∀i, and
at(.) and ar(.) are the antenna array response vectors at the
transmitter and receiver, respectively. In particular, this paper
adopts a uniform linear array (ULA), where atk(.) and ark(.)
are modeled as [7]
atk(θ) =
1√
N
[1, expj
2pi
λ d sin (θ), · · · , expj(N−1) 2piλ d sin (θ)]T
ark(θ) =
1√
Mk
[1, expj
2pi
λ d sin (θ), · · · , expj(Mk−1) 2piλ d sin (θ)]T
where j =
√−1, λ is the transmission wave length and d is
the antenna spacing.
IV. HYBRID BEAMFORMING DESIGN
In this section we design the proposed hybrid beamform-
ing. As we can see from (2), the hybrid beamforming matrices
are more constrained than those of the digital ones. Therefore,
for any design criteria, the best performance is achieved by
digital beamforming. Due to this reason, we utilize dˆDk as
a reference received signal. And we quantify the quality of
the proposed hybrid beamforming by examining the euclidean
distance between the received signal of the hybrid beamform-
ing and that of the digital beamforming. Mathematically, this
distance can be obtained by evaluating the MSE between dˆHyk
and dˆDk which is given by
ξk =E{(dˆHyk − dˆDk )(dˆHyk − dˆDk )H}
=E{(W˜Hk FHk HHk AB˜k −Rkk)dk×
dHk (W˜
H
k F
H
k H
H
k AB˜k −Rkk)H+
K∑
i=1,i̸=k
(W˜Hk F
H
k H
H
k AB˜i −Rki)di×
dHi (W˜
H
k F
H
k H
H
k AB˜i −Rki)H
+ (W˜Hk F
H
k −WHk )nknHk (W˜Hk FHk −WHk )H}
=(W˜Hk F
H
k H
H
k AB˜k −Rkk)×
(W˜Hk F
H
k H
H
k AB˜k −Rkk)H+
K∑
i=1,i̸=k
(W˜Hk F
H
k H
H
k AB˜i −Rki)×
(W˜Hk F
H
k H
H
k AB˜i −Rki)H
+ σ2(W˜Hk F
H
k −WHk )(W˜Hk FHk −WHk )H (4)
where Rkk =WHk H
H
k Bk and Rki =W
H
k H
H
k Bi. As can be
seen from this equation, ξk = 0 when A = IN , Fk = ISk ,
B˜k = Bk, W˜k =Wk, ∀k which is expected.
As we can see, ξk depends on Bk,Wk, ∀k which con-
sequently depend on the digital beamforming approach and
design criteria. In this paper, we utilize the well known BD
digital beamforming approach and employ this approach to
maximize the total sum rate of the downlink multiuser massive
MIMO system. A brief summary of digital BD beamforming
approach is presented in the appendix (see Appendix A for
the details).
Using the BD digital beamforming approach, the input
output relation of (1) can be rewritten as
dˆDk =Zk
√
Qkdk + U˜
H
hknk
⇒ dˆDki =zki
√
qkidki + u˜
H
hkink, ∀k, i (5)
where U˜hk ∈ CMk×Sk is a unitary matrix, Zk ∈ CSk×Sk is a
diagonal matrix, Qk ∈ ℜSk×Sk is a real diagonal non-negative
power allocation matrix, dˆDki(dki) is the ith element of dˆ
D
k (dk)
and zki(qki) is the ith diagonal element of Zk(Qk) and u˜hki
is the ith row of U˜hk.
From this equation, we can observe that in the BD beam-
forming, Rkk = Zk
√
Qk and Rki = 0,∀k ̸= i. Consequently,
ξk of (4) can be expressed as
ξk =
(W˜Hk F
H
k H
H
k AB˜k − Zk
√
Qk)(W˜
H
k F
H
k H
H
k AB˜k − Zk
√
Qk)
H
+
K∑
i=1,i̸=k
(W˜Hk F
H
k H
H
k AB˜i)(W˜
H
k F
H
k H
H
k AB˜i)
H
+ σ2(W˜Hk F
H
k − U˜Hhk)(W˜Hk FHk − U˜Hhk)H . (6)
As discussed previously, it is also reasonable to design
A, B˜k,W˜k and Fk in a way that the performance gap between
the hybrid and digital beamformings is almost constant for
all symbols. Due to this reason, we suggest a WSMSE
optimization problem as our objective function, where the
weight of the kth user ith symbol is set to 1
z2kiqki
. This problem
can be mathematically formulated as1
min
A,B˜k,W˜k,Fk
K∑
k=1
tr{(Zk
√
Qk)
−1ξk(Zk
√
Qk)
−1} , ξw
s.t
K∑
k=1
tr{AB˜kB˜Hk AH} = Pmax
|A(i,j)|2 = κ, |Fk(i,j)|2 = κk (7)
where the constraint
∑K
k=1 tr{AB˜kB˜Hk AH} = Pmax is intro-
duced to ensure that both the digital and hybrid beamformings
utilize the same total power, and κ and κk, ∀k are arbitrary
positive constants. After some mathematical manipulation, one
can express ξw as
ξw = || ˜˜W
H
HHAB˜− I||2F +
K∑
k=1
|| ˜˜W
H
k F
H
k − ˜˜U
H
hk||2F (8)
where B˜ = [B˜1, · · · , B˜K ], ˜˜Wk = W˜k(Zk
√
Qk)
−1, ˜˜Uhk =
U˜hk(Zk
√
Qk)
−1, ˜˜W = blkdiag( ˜˜W1, · · · , ˜˜WK) and F =
blkdiag(F1, · · · ,FK). The above optimization problem can
thus be re-expressed as
min
A,B˜, ˜˜Wk,Fk
||(F ˜˜W)HHHAB˜− I||2F +
K∑
k=1
|| ˜˜W
H
k F
H
k − ˜˜U
H
hk||2F
s.t tr{AB˜B˜HAH} = Pmax
|A(i,j)|2 = κ, |Fk(i,j)|2 = κk. (9)
1Note that when z2kiqki ≈ 0, we ignore the kth user ith symbol. This is
because, in such a case, the digital beamforming also switches off this symbol.
To solve this problem, we employ two steps. In the first step,
we jointly optimize ˜˜Wk and Fk for each user. In the second
step, we optimize A and B˜ jointly for fixed ˜˜Wk and Fk, ∀k.
In the following, we provide detailed explanation of these two
steps
A. Step 1
For the kth user, the joint optimization of ˜˜Wk,Fk can be
expressed as
min
˜˜Wk,Fk
||Fk ˜˜Wk − ˜˜Uhk||2F , s.t |Fk(i,j)|2 = 1 (10)
where κk is set to unity without loss of generality. As we can
see, ˜˜Wk and Fk are jointly coupled in the objective function.
Furthermore, the constraint function is non convex. So the
global optimal solution of this problem is not anticipated. Here
our aim is to provide suboptimal (close to optimal) solution.
To this end, we leverage the technique of compressed sensing
approach to solve this problem which is presented as follows.
As we can see from (17) (i.e., in Appendix A), U˜hk is
highly correlated with the left singular eigenvectors of the
channel HHk . These eigenvectors are likely formed from the
linear combinations of F˜k and the null spaces of F˜Tk where
F˜k = [ark(θrk(1)),ark(θrk(2)), · · · ,ark(θrk(Lk))]. Due to
this intuition, we assume that each column of Fk is taken
from one of the columns of Fk, where Fk = [F˜k null(F˜Tk )] ∈
CMk×Mk with normalized entries (i.e., the modulus of each
element of Fk is normalized to 1). By applying this idea, we
reexpress the above problem as
min
˜˜Wk,Fk
||Fk ˜˜Wk − ˜˜Uhk||2F s.t Fk(:,i) ∈ Fk(:,∀j) . (11)
This problem is still non convex. To simplify this problem, we
introduce the following variable F¯k = Fk. Using this variable,
we can simplify this problem as
min
W¯k
||F¯kW¯k − ˜˜Uhk||2F s.t ||diag(W¯kW¯Hk )||0 = Prk (12)
where the equality constraint is introduced to ensure that
the dimension of W¯k is the same as that of
˜˜Wk. This
problem is a dimension reduction problem. As this problem
contains non-convex constraint, convex optimization can not
be applied. However, plenty of compressed sensing algorithms
can be applied to solve this problem. In the current paper,
we utilize simple orthogonal matching pursuit approach to
solve the problem [16]–[18]. Orthogonal matching pursuit is a
numerical approach of finding the best matching projections of
multidimensional data onto an over-complete dictionary (for
our problem F¯k is the dictionary matrix of the kth user). The
detailed explanation of the matching pursuit algorithm can be
found in [16].
For our problem, the orthogonal matching pursuit algo-
rithm is summarized as follows.
Algorithm I: Orthogonal matching pursuit to solve (12)
1) Initialization: Set Fk = [], F¯kR = ˜˜Uhk.
2) for i=1:Prk do
Φ = F¯Hk F¯kR.
i = argmax (diag(ΦΦH)).
Fk = [Fk|F¯(:,i)].
˜˜Wk = (F
H
k Fk)
−1FHk
˜˜Uhk.
F¯kR =
˜˜Uhk−Fk ˜˜Wk
|| ˜˜Uhk−Fk ˜˜Wk||F
.
end for
B. Step 2
For the given ˜˜Wk and
˜˜Fk, ∀k, (9) can be simplified to
min
A,B˜
|| ˜˜W
H
FHHHAB˜− I||2F
s.t tr{AB˜B˜HAH} ≤ Pmax
|A(i,j)|2 = 1. (13)
From (17) (see Appendix A), we can also notice that A
is highly correlated with the right singular eigenvectors of
HH . These eigenvectors are likely formed from the linear
combinations of A˜ and the null spaces of A˜T , where A˜ =
[atk(θt1(1)), · · · ,atk(θt1(L1)), · · · ,atk(θtK(1)), · · · ,
atk(θtK(LK))]. Because of this intuition, it is assumed that
each column of A is taken from one of the columns of A,
where A = [A˜ null(A˜T )] ∈ CN×N with normalized entries
(i.e., the modulus of each element of A is normalized to 1).
By employing A¯ = A and compressed sensing technique in
Step 1, the above problem can be reexpressed as
min
B¯
||(HF ˜˜W)HA¯B¯− I||2F
s.t tr{A¯B¯B¯HA¯H} = Pmax
||diag(B¯B¯H)||0 = Pt. (14)
This problem can be solved by employing the matching pursuit
algorithm like that of (12) and is summarized as follows.
Algorithm II: Orthogonal matching pursuit to solve (14)
1) Initialization: Set A = [], A¯R = I, A¯ = (HF ˜˜W)HA¯.
2) for i=1:Pt do
Φ = A¯
H
A¯R.
i = argmax (diag(ΦΦH)).
A = [A|A¯(:,i)].
Aˆ = (HF ˜˜W)HA.
B˜ = (AˆHAˆ)−1AˆHI.
A¯R =
I−AˆB˜
||I−AˆB˜||F .
end for
3) ˜˜B =
√
Pmax
B˜
||AB˜||F .
We would like to mention here that in practice the optimization
problems (12) and (14) are solved at the transmitter. However,
the kth receiver require Fk (i.e., Mk × Prk) and ˜˜Wk (i.e.,
Prk × Sk) to decode its own data. As each column of Fk
is selected from the columns of Fk, Fk can be constructed
from θrk(i). From this explanation, we can notice that the kth
receiver can locally compute Fk just by receiving θrk(i) (i.e.,
Lk real scalars) and the column index of Fk corresponding
to Fk (i.e., Prk real scalars). This shows that the feedback
information from the transmitter to the kth receiver is Lk+Prk
real plus Prk × Sk complex scalars which is insignificant for
practically relevant scenario (Typically Lk is in the order of
10 to 20, and Pk and Sk are in the orders of 1 to 10).
V. SIMULATION RESULTS
This section presents simulation results. We have usedN =
128, Mk = 32, d = 0.5λ, K = 4, Lk = 16 and Pt =
KPrk. The signal to noise ratio (SNR) which is defined as
SNR = Pavσ2 is controlled by varying σ
2 while keeping the
total transmitted power Pmax = KSkmw and Pav = PmaxSk .
The channel parameters ρ = [0.2338 0.2333 0.0402 0.5290]
and θtk(i)(θrk(i)) are taken randomly from uniform random
variables in [0, 2pi] (see (15)). The total sum rate is computed
as Rt =
∑K
k=1
∑Sk
i=1Rki, where the rate of each symbol is
calculated as Rki = log2(1 + γki) with γki as the achieved
signal to interference plus noise ratio (SINR) of the kth user
ith symbol. All of the plots are generated by averaging 1000
realizations of gk, ∀k.
θt(in pi) = θr(in pi) = (15)
0.71 0.66 0.20 0.70
1.29 0.16 0.81 1.88
0.65 0.91 0.22 0.52
1.70 0.64 0.94 1.61
0.80 1.85 1.42 1.33
0.43 1.11 1.99 1.38
1.24 0.61 1.53 1.95
0.80 0.10 0.77 1.22
0.47 0.07 0.38 0.39
0.43 1.50 0.83 1.83
0.04 0.71 1.27 1.24
0.60 0.53 0.16 0.32
1.50 1.76 0.08 0.71
0.77 1.48 0.05 1.23
0.74 1.89 1.70 0.20
0.02 0.83 0.36 1.71


0.25 1.87 0.73 0.45
1.04 0.73 0.73 0.16
0.39 0.74 1.51 1.30
0.23 1.52 1.69 1.40
0.77 0.16 0.55 1.04
1.92 1.63 1.81 1.71
1.80 1.58 0.07 1.86
1.37 0.44 0.93 0.16
1.85 1.05 1.19 0.75
0.49 0.64 1.31 0.35
0.20 1.09 1.28 0.24
0.85 1.39 0.98 1.20
1.13 0.10 1.13 1.46
0.88 1.92 1.59 1.08
0.84 1.93 1.68 1.47
1.56 0.25 1.44 1.96

A. Comparison of Digital and Hybrid Beamformings
In this subsection, we compare the performance of the
digital and hybrid beamforming algorithms. To this end, we set
Sk = 8 and Prk = 16, ∀k. Fig. 1 shows the sum rate achieved
by the digital and hybrid beamformings. As can be seen
from this figure, the performance of the hybrid beamforming
is almost the same as that of the digital one from the low
to moderate SNR regions. And small performance gap is
observed at high SNR regions.
B. Effect of Prk on Hybrid Beamforming
In this subsection, we examine the effect of Prk on the
performance of the hybrid beamforming algorithm. Fig. 2
illustrates the performance of the hybrid beamforming for
different settings of Prk at SNR={−4dB, 6dB} and Sk = 8.
From this figure, one can observe that the performance of the
hybrid beamforming algorithm improves as the number of RF
chains and ADCs (i.e., Prk) increase which is expected.
C. Joint effects of Sk and Prk on Digital and Hybrid Beam-
formings
In this simulation, we examine the joint effects of Sk and
Prk on the performance of the digital and hybrid beamform-
ings. To this end, we employ SNR=−4dB. Fig. 3 shows the
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Fig. 1. Comparison of digital and hybrid beamformings when Lk = 16,
Sk = 8 and Prk = 16.
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Fig. 2. Effect of Prk on the hybrid beamforming.
performance of the digital and hybrid beamformings. As can
be seen from this figure, the achieved sum rates of the digital
and hybrid beamformings increase as Sk increases. This is
because as Sk increases, Pmax = KSk also increases. Also
the performance gap between hybrid and digital beamformings
decrease as SK decreases. Hence, for a limited number of RF
chains and ADCs (i.e., Prk), the performance gap between
hybrid and digital beamformings can be decreased by reducing
the number of multiplexed symbols (Sk).
VI. CONCLUSIONS
This paper designs novel hybrid beamforming and dis-
cusses the relation between hybrid and digital beamformings
for downlink multiuser massive MIMO systems. The design
and analysis is provided by considering the total sum rate max-
imization problem. For this problem, the hybrid beamforming
is designed indirectly by considering a WSMSE minimization
problem incorporating the solution of digital beamforming
which is obtained from the BD technique. The resulting
WSMSE problem is solved by leveraging the compressed
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Fig. 3. Effect of Sk and Prk on the digital and hybrid beamforming.
sensing theory. After the hybrid bemforming is designed, the
relation between hybrid and digital beamformings is studied
numerically by varying different parameters, such as the num-
ber of multiplexed symbols, RF chains and ADCs. Simulation
results show that, for the given number of RF chains and
ADCs, the performance gap between the digital and hybrid
beamformings can be decreased by decreasing the number
of multiplexed symbols. Moreover, for the given number of
multiplexed symbols, increasing the number of RF chains
and ADCs increases the achievable sum rate of the hybrid
beamforming which is expected.
APPENDIX A
BLOCK DIAGONALIZATION BEAMFORMING
In this appendix, the well known digital BD beamforming
algorithm for multiuser MIMO systems is summarized. For
each desired user, the BD beamforming algorithm utilizes
three key steps. In the first step, the interference of the other
users is eliminated either partially or completely (if possible).
In the second step, the self interference of each user is canceled
(i.e., each of the symbols of the desired user are parallel).
In the third step, the powers of each symbol is optimized to
maximize the total sum rate of the downlink system [13], [14].
For better exposition, let us define the following terms
H˜k ,[H1,H2, · · · ,Hk−1Hk+1, · · · ,HK ]
Vh0k ,null(H˜Hk ) (16)
Xk ,HHk V0hk = U˜hkZkV˜Hhk (17)
where V0hk ∈ CN×Sk is the first Sk vectors of null(H˜Hk ),
U˜hk ∈ CMk×Sk , V˜hk ∈ CSk×Sk and Zk is a diagonal matrix
of size Sk, and the last equality is derived by applying the
singular value decomposition (SVD) operation on Xk.
The first and second steps of the BD beamforming algo-
rithm can be performed by setting Bk and Wk of (1) as
Bk = V0hkV˜hk
√
Qk and Wk = U˜hk, where Qk is the
power allocation matrix of the kth user. By doing so, the input
output relation of (1) can be rewritten as
dˆDk =Zk
√
Qkdk + U˜
H
hknk,⇒ dˆDki = zki
√
qkidki + u˜
H
hkink
(18)
where dˆDki(dki) is the ith element of dˆ
D
k (dk) and zki(qki) is
the ith diagonal element of Zk(Qk) and u˜hki is the ith row
of U˜hk.
The third step of the BD beamforming is achieved by
solving the following sum rate maximization problem
max
qki
K∑
k=1
Sk∑
i=1
log2
(
1 +
z2kiqki
σ2
)
, s.t
K∑
k=1
Sk∑
i=1
qki = Pmax
where qki is the ith diagonal element of Qk and Pmax is
the maximum power available at the transmitter. The global
optimal solution of this problem can be obtained by simple
water filling algorithm [2].
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