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a b s t r a c t
We present new infinite families of expander graphs of vertex degree 4, which is the
minimal possible degree for Cayley graph expanders. Our first family defines a tower of
coverings (with covering indices equal to 2) and our second family is given as Cayley
graphs of finite groups with very short presentations with only two generators and four
relations. Both families are based on particular finite quotients of a groupG of infinite upper
triangular matrices over the ring M(3, F2).
We present explicit vector space bases for the finite abelian quotients of the lower
exponent-2 groups of G by upper triangular subgroups and prove a particular 3-periodicity
of these quotients.We also conjecture that the groupG has finite width 3 and finite average
width 8/3.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The first explicit construction of expander graphs was introduced by Margulis [17] and was an application of Kazhdan’s
property (T). Expanders are simultaneously sparse and highly connected and are not only of theoretical importance but also
useful in computer science, e.g., for network designs. An extensive survey of this topic is given in [11].
Cartwright and Steger [4] constructed infinite sequences of groups acting simply transitively on the vertices of buildings
of type A˜n. Using these groups, Lubotzky et al. [16] and, independently, Sarveniazi [19] presented explicit constructions of
expanders and proved that they are, in fact, (higher dimensional) Ramanujan complexes.
Ershov constructed in [8] for every sufficiently large prime p a Golod–Shafarevich groups with property (T). Since those
groups have infinitely many p-quotients, this fact provided new families of expanders in connection with pro-p groups.
In this article, we bringmany of these aspects together.More precisely,we consider expanderswhich are Cayley graphs of
finite p-quotients of groups acting on buildings. (Note that it is an obvious consequence that the finite groups are nilpotent.)
In Section 3, we present two new families of Cayley graph expanders of vertex degree 4. One family is given by a tower of
coverings with covering indices equal to 2, and the other family is given by very short presentations with two generators and
only four relations (see Theorem 1 below). Note that we use the following shorthand notation for higher commutators:
[x, n y, z] := [x, y, . . . , y  
n
, z].
Theorem 1. The groups
Gk := ⟨ x0, x1 | r1, r2, r3, [x1, k x0] ⟩,
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with
r1 = x1x0x1x0x1x0x−31 x−30 ,
r2 = x1x−10 x−11 x−30 x21x−10 x1x0x1,
r3 = x31x−10 x1x0x1x20x21x0x1x0,
are finite and the associated Cayley graphs with respect to the symmetric set {x±10 , x±11 } define an infinite family of expanders of
vertex degree 4, satisfying |Gk| → ∞.
Each expander graph has twice as many edges as it has vertices. To prove that our graphs are indeed expanders, we
present them as Cayley graphs of finite quotients of a group G acting cocompactly on a Euclidean building of type A˜2, like in
[16] or [19], but our graphs are not Ramanujan for sufficiently many vertices.
The group G is given by ⟨x0, x1 | r1, r2, r3⟩. G is an index-2 subgroup of a group which appeared first in [7] (as an example
of a small cancellation group of type C(3), T (6)), and in [5] (in relation to groups acting simply transitively on the vertices
of A˜2-buildings).
Our considerations are based on a linear representation of the group G by infinite upper unitriangular matrices over the
field F2. It is particularly useful to view these infinitematrices as having been built up from diagonals of 3×3 blockmatrices.
Natural normal subgroups Hi are given by infinite upper triangular matrices with vanishing first i upper diagonals. Let
G = λ0(G) ≥ λ1(G) ≥ · · ·
denote the lower exponent-2 series of G, i.e., λi(G) = [λi−1(G),G]λi−1(G)p. Obviously, we have λi(G) ≤ G∩Hi. In Theorem 2
of Section 2, we prove a particular 3-periodicity for the abelian quotients λi(G)/(λi(G) ∩ Hi+1) and derive explicit bases for
them. These considerations give useful information about the structure of our families of Cayley graph expanders.
We finish our introduction with some conjectures which are based on MAGMA-computer calculations. Our first
conjecture reads as follows.
Conjecture 1. Let λi(G) and γi(G) denote the groups in the lower exponent-2 series and the lower central series of G. Then we
have
λi(G) = G ∩ Hi for i ≥ 1,
and
λi(G)/λi+1(G) ∼= γi(G)/γi+1(G) for i ≥ 2.
Computer calculations show that the above conjecture is true up to index i = 100. If these equalities are true for all
i-indices, then our group G has finite width 3 and finite average width 8/3 (see, e.g., [14] for definitions), and the covering
indices of our expander graphs Gi are given by the 3-periodic sequence 4, 8, 4, 8, 8.
Computer calculations suggest that not only is the group Γ of finite width 3, but so also are all groups ΓT introduced in
[5, Section 4]. Note that the same series of groups appeared in [12]. Here we expect the following statements to be true:
Conjecture 2. Let Γ = ΓT be one of the groups introduced in [5, Section 4, pp. 156–157], associated with a prime power q = pk
with p ≠ 3 (we exclude p = 3 to avoid torsion phenomena). Then we have the following 3-periodicity for the ranks of the abelian
quotients γi(Γ )/γi+1(Γ ) of the lower central series for i ≥ 2:
logp[γi(Γ ) : γi+1(Γ )] =

3, if i ≡ 0, 1 mod 3,
2, if i ≡ 2 mod 3.
2. Commutator schemes of the group G
Our group G is the fundamental group of a simplicial complexK , consisting of 14 triangles, and defined by the labeling
scheme in Fig. 1. Straightforward calculations give the following presentation of this group: G = ⟨ x0, x1 | r1, r2, r3 ⟩with
r1 = x1x0x1x0x1x0x−31 x−30 ,
r2 = x1x−10 x−11 x−30 x21x−10 x1x0x1, (1)
r3 = x31x−10 x1x0x1x20x21x0x1x0.
This complex is a twofold cover of a classifying space of the group
Γ := ⟨x0, . . . , x6|xixi+1xi+3 for i = 0, 1, . . . , 6⟩, (2)
where i, i+ 1, i+ 3 are taken mod 7. The group Γ belongs to the family of groups introduced in [5, §4].
Proposition 2.1. The group Γ in (2) is generated by x0, x1, x2 and the subgroup G generated by x0, x1 is an index-2 normal
subgroup of Γ .
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Fig. 1. Labeling scheme for our simplicial complex.
Fig. 2. Diagram for relations in G2 .
Even though [Γ : G] = 2 follows from covering arguments, we give a different proof for this fact as well.
Proof. The relations imply that x3 = (x0x1)−1, x4 = (x1x2)−1, x5 = x0x1x−12 , x6 = (x0x2)−1, so Γ is generated by x0, x1, x2.
The diagrams in Fig. 2 show the validity of the three relations x2x1x2 = x−10 x−11 x−10 , x2x−10 x2 = x−11 x0x1 and x22 = x−10 x1x0x1
in Γ .
It remains to prove that every element of Γ can be written as w or wx2, where w is a word in x0, x1. By relation
x22 = x−10 x1x0x1, it suffices to prove that any reduced word x2w with w only containing x0, x1 and being of length n can be
rewritten asw1x2w2 withw1, w2 only containing x0, x1 andw2 being of length≤ n− 1. Assume thatw = x0w′. (The other
casesw = x−10 w′,w = x1w′ andw = x−11 w′ are treated similarly.) Then we have, using the above three relations,
x2x0w′ = x22(x−12 x0x−12 )x2w′
= x22(x−11 x−10 x1)x2w′
= (x−10 x1x0x1)x−11 x−10 x1x2w′
= x−10 x21x2w′ = w1x2w2,
withw1 = x−10 x21 andw2 = w′. 
Now, we employ a particular linear representation of Γ in the matrix group GL(9, F2(y)) given in [16] (note that the bi
in [16, Section 10] correspond to our x−1i ):
x0 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 1 0
0 0 1 0 1 1 0 0 1
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 1
0 0 0 0 0 1 0 1 1
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

+ 1
y

0 0 0 0 0 0 0 0 0
0 1 1 0 0 1 0 1 0
0 1 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 1
0 0 1 0 1 0 0 1 1
0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 1 1
0 1 1 0 0 1 0 1 0

,
x1 =

1 0 0 0 0 0 0 0 0
0 1 0 0 1 0 1 1 1
0 0 1 1 1 1 0 1 1
0 0 0 1 0 0 0 1 1
0 0 0 0 1 0 1 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

+ 1
y

0 0 0 0 0 0 0 0 0
0 1 1 0 1 0 1 1 1
0 1 0 1 1 1 0 1 1
0 1 0 1 1 1 0 1 1
0 0 1 1 0 1 1 0 0
0 0 0 0 0 0 0 0 0
0 1 0 1 1 1 0 1 1
0 0 1 1 0 1 1 0 0
0 1 0 1 1 1 0 1 1

.
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Note that this representation is faithful, since G is just infinite by the normal subgroup theorem (see, e.g., [18]). (A group is
called just infinite if it does not have non-trivial normal subgroups of infinite index.) It is also mentioned in [16, p. 989] and
also [5, p. 159] that the representation is an embedding.
We have x0 = A0+ 1yA1 and x1 = B0+ 1yB1 with 9× 9 matrices A0, A1, B0, B1 ∈ M(9, F2), and their inverses x−10 , x−11 are
of the same form. Therefore, an arbitrary group element x ∈ G is of the form
x = C0 +
k−
j=1
1
yj
Cj,
which we identify with the (finite band) upper triangular infinite Toeplitz matrix
x =

C0 C1 C2 . . . Ck 0 0 . . .
0 C0 C1 . . . Ck−1 Ck 0
. . .
0 0 C0 . . . Ck−2 Ck−1 Ck
. . .
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
 , (3)
where each Ci is a matrix inM(9, F2). One checks that multiplication of elements in GL(9, F2[1/y]) and of the corresponding
infinite matrices is consistent.
For a more detailed analysis it is useful to rewrite the matrix representation (3) of an arbitrary element x ∈ G with the
help of 3× 3 matrices. This requires some notation.
Let S denote the vector space of all 3× 9 matrices over F2, i.e., every a ∈ S is of the form
a = a(1) a(2) a(3)
with 3 × 3-matrices a(i) over F2. Let 0 denote the zero matrix in S. For every (finite or infinite) sequence a1, a2, . . . ∈ S
let M(a1, a2, . . . ) denote the following infinite matrix: all lower diagonals of size 3 × 3 are zero, the main diagonal
of size 3 × 3 consists only of identity matrices and the ith upper diagonal of size 3 × 3 has the 3-periodic entries
ai(1), ai(2), ai(3), ai(1), ai(2), ai(3), . . . for i ≥ 1. In the case of a finite sequence a1, . . . , ap, all diagonals above the pth
diagonal of size 3 × 3 are also chosen to be zero. The set of all such infinite matrices has an obvious group structure and
is denoted by H . For i ≥ 0, let Mi(a1, a2, . . . ) denote the matrix M(0, 0, . . . , 0  
i times
, a1, a2, . . . ) and let Hi denote the normal
subgroup of H consisting of all those matrices. Let
G = λ0(G) ≥ λ1(G) ≥ λ2(G) ≥ · · ·
be the lower exponent-2 series of G. Note that λi(G) ≤ G ∩ Hi. With this notation, we have
x0 = M(a1, . . . , a5), a1 =
0 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 1
0 1 1 0 1 1 0 1 1

, (4)
x1 = M(b1, . . . , b5), b1 =
0 0 0 0 1 1 0 1 0
0 1 0 1 0 0 0 0 1
1 1 1 0 0 0 0 1 0

. (5)
Theorem 2. We have the following 3-periodicity for the abelian quotients λi(G)/(λi(G) ∩ Hi+1) for i ≥ 2:
[λi(G) : (λi(G) ∩ Hi+1)] =

8, if i ≡ 0, 1 mod 3,
4, if i ≡ 2 mod 3,
and a basis of λi(G)/(λi(G) ∩ Hi+1) (as a vector space over F2) is given by
{[x1, i x0], [x1, i−2 x0, x1, x0], [x1, i−2 x0, x1, x1]}, if i ≡ 1 mod 3,
{[x1, i x0], [x1, i−1 x0, x1]}, if i ≡ 2 mod 3,
{[x1, i x0], [x1, i−1 x0, x1], [x1, i−2 x0, x1, x1]}, if i ≡ 0 mod 3,
where each commutator [xi, xj, . . . ] above is an abbreviation for the left coset [xi, xj, . . . ](λi(G) ∩ Hi+1).
Remark 2.2. To complete the picture for i = 0, 1, we have
[G : (G ∩ H1)] = 4 and [λ1(G) : (λ1(G) ∩ H2)] = 8
with basis {x0, x1} in the first case and {x20, x21, [x1, x0]} in the second case. Note that the periodicity of the quotients
λi(G)/(λi(G) ∩ Hi+1) starts at i = 2.
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Before we start with the proof of Theorem 2, let us state an immediate consequence.
Corollary 2.3. We have
[G : (G ∩ H3i+j)] ≥

22, if (i, j) = (0, 1),
25, if (i, j) = (0, 2),
28i−1+µ(j), if i ≥ 1 and j ∈ {0, 1, 2},
where µ(0) = 0, µ(1) = 3 and µ(2) = 6.
Proof. The estimates follow immediately from Theorem 2 and Remark 2.2 via
[G : (G ∩ Hk)] = [G : (G ∩ H1)] · [(G ∩ H1) : (G ∩ H2)] · · · [(G ∩ Hk−1) : (G ∩ Hk)]
≥ [G : (G ∩ H1)] · [λ1(G) : (λ1(G) ∩ H2)] · · · [λk−1(G) ∩ (λk−1 ∩ Hk)]. 
Remark 2.4. Note that we have [H : Hk] = 227k. This yields also the obvious upper bound [G : (G ∩ H3i+j)] ≤ [H : H3i+j] =
281i+27j.
The rest of this section is devoted to the proof of Theorem 2.
Proposition 2.5. We have
Mk(a, . . . )2 = M2k+1(c, . . . ) (6)
with c ∈ S satisfying c(i) = a(i)a(i+ k+ 1) and
[Mk(a, . . . ),M(b, . . . )] = Mk+1(c, . . . ), (7)
with c ∈ S defined by c(i) = a(i)b(i+ k+ 1)− b(i)a(i+ 1) (where the indices i, i+ 1, i+ k+ 1 are taken mod 3).
Since we are working in vector spaces over F2, there is no difference between the expressions α + β and α − β , but we
prefer to use minus signs so that the formulas would also hold in vector spaces over other fields.
Proof. The equality (6) is easily checked. Equation (7) requires considerably more work and is proved in the Appendix. 
Now, we introduce the following elements of S:
α1 =
0 0 0 0 1 1 0 1 0
0 1 0 1 0 0 0 0 1
1 1 1 0 0 0 0 1 0

, β1 =
0 0 0 0 0 1 0 1 1
1 0 1 0 0 0 0 1 1
1 1 0 1 0 0 0 0 1

,
γ1 =
0 0 0 0 1 1 0 1 0
0 1 1 1 0 1 0 0 0
1 0 0 0 1 1 0 0 1

,
α2 =
0 0 0 0 1 0 0 0 1
0 0 1 0 1 0 1 0 0
1 1 0 0 1 1 1 0 0

, β2 =
0 0 0 0 0 0 0 0 0
0 1 1 0 1 1 0 1 1
0 1 0 0 1 0 0 1 0

,
γ2 =
0 0 0 0 1 1 0 1 0
1 0 0 0 1 0 1 1 1
1 1 1 0 0 0 0 1 0

,
α3 =
0 0 0 0 0 1 0 1 1
0 0 0 1 0 1 1 1 0
0 0 0 0 1 0 1 1 1

, β3 =
0 0 0 0 1 0 0 0 1
0 0 0 0 1 1 1 0 1
0 0 0 1 0 1 0 1 0

.
Using Proposition 2.5 as well as x0 = M(α1+γ1, . . . ) and x1 = M(α1, . . . ), we obtain the following commutator scheme
by straightforward calculations:
Proposition 2.6. For every integer k ≥ 0 we have the following equalities:
[M3k(α1, . . . ), x0] = M3k+1(α2, . . . ), [M3k(α1, . . . ), x1] = M3k+1(0, . . . ),
[M3k(β1, . . . ), x0] = M3k+1(β2 + γ2, . . . ), [M3k(β1, . . . ), x1] = M3k+1(β2, . . . ),
[M3k(γ1, . . . ), x0] = M3k+1(α2, . . . ), [M3k(γ1, . . . ), x1] = M3k+1(α2, . . . ),
[M3k+1(α2, . . . ), x0] = M3k+2(α3, . . . ), [M3k+1(α2, . . . ), x1] = M3k+2(β3, . . . ),
[M3k+1(β2, . . . ), x0] = M3k+2(0, . . . ), [M3k+1(β2, . . . ), x1] = M3k+2(α3, . . . ),
[M3k+1(γ2, . . . ), x0] = M3k+2(β3, . . . ), [M3k+1(γ2, . . . ), x1] = M3k+1(0, . . . ),
[M3k+2(α3, . . . ), x0] = M3k+3(α1, . . . ), [M3k+2(α3, . . . ), x1] = M3k+3(β1, . . . ),
[M3k+2(β3, . . . ), x0] = M3k+3(β1, . . . ), [M3k+2(β3, . . . ), x1] = M3k+3(γ1, . . . ).
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Note that this proposition can be used to calculate the kth upper diagonal a ∈ S of every k-fold commutator [xi1 , . . . , xik ]= Mk(a, . . . )with i1, . . . , ik ∈ {0, 1}.
To simplify the notation, letΛi := λi(G) and Li+1 := λi(G) ∩ Hi+1 and S1, S2, S3 ⊂ S denote the subspaces spanned by
{α1, β1, γ1}, {α2, β2, γ2} and {α3, β3}, respectively. Proposition 2.5 yields
x20 = M1(β2, . . . ), x21 = M1(γ2, . . . ), and [x1, x0] = M1(α2, . . . ). (8)
SinceM1(a, . . . )·M1(b, . . . ) = M1(a+b, . . . ) andM1(a, . . . )−1 = M1(−a, . . . ), we conclude from (8) thatΛ1/L2 is spanned
by α2, β2, γ2 ∈ S (under the identification a → M1(a)L2). The elements α2, β2, γ2 are linearly independent and, therefore,
Λ1/L2 is three dimensional and isomorphic to S2.
Propositions 2.5 and 2.6 are the key ingredients for the proof of Theorem 2, which we carry out by induction.
Proof of Theorem 2. We already know that every element in Λ1 is of the form M1(a, . . . ) with a ∈ S2. This is the base of
the induction.
Assume that we already know that every element inΛ3k+1 is of the formM3k+1(a, . . . )with a ∈ S2 for some k ≥ 0. Using
Propositions 2.5 and 2.6, we conclude that every element inΛ3k+2 is of the formM3k+2(a, . . . )with a ∈ S3. Proposition 2.6
yields also that we have
[x1, 3k−1 x0] = M3k+2(α3, . . . ),
[x1, 3k−2 x0, x1] = M3k+2(β3, . . . ).
Since α3, β3 span S3, we see thatΛ3k+2/L3k+3 is spanned by [x1, 3k−1 x0]L3k+3 and [x1, 3k−2 x0, x1]L3k+3.
Repeating this reasoning twice, we obtain that Λ3k+3 and Λ3k+4 contain only elements of the form M3k+3(a, . . . ) and
M3k+4(b, . . . )with a ∈ S1 and b ∈ S2, and that the commutators given in the theorem are bases of the quotientsΛ3k+3/L3k+4
andΛ3k+4/L3k+5. This completes the induction step k → k+ 1 and thus the proof of the theorem. 
3. Explicit construction of expanders
The simplicial complex K , introduced at the beginning of Section 2, consists of 2 vertices and 14 triangular faces. The
link of each vertex is isomorphic to an incidence graph of a finite projective plane of order 2 (see [20] for more details of
constructing polyhedra and determining their links). Using [1, Corollary 1, p. 616] (see also [2, Sections 5.5–5.7] for more
details and references) we conclude that the fundamental group G of K has Kazhdan property (T). We would also like to
mention that the Kazhdan constants of the groups ΓT of Desarguesian projective planes were exactly calculated in [6].
We choose the symmetric generating set S := {x±10 , x±11 } of the group G. As explained, e.g., in [15, Prop. 3.3.1 and
Prop. 4.2.4], the Kazhdan property (T) of G implies that the Cayley graphs of all quotients of finite index normal subgroups
of G (with respect to the set S) have a uniform positive lower bound on their combinatorial Cheeger constants as well as
on the smallest positive eigenvalue of the combinatorial Laplacian (spectral gap). Thus, any sequence of normal subgroups
with finite indices converging to infinity yields a family of expanders. We choose the normal subgroups Ni = G ∩ Hi. Note
that [H : Hi] is a power of 2, since the quotient H/Hi can be identified with the vector space Si over F2 via the map
M(a1, a2, . . . )Hi → (a1, a2, . . . , ai) ∈ Si. (9)
This implies that the groups Ni have finite indices in Gwhich are, again, powers of 2. We know from Corollary 2.3 that these
indices converge to infinity, so the corresponding Cayley graphs Gi are expanders.
Let us now have a closer look at the explicit matrix models of the quotients G/Ni, obtained via the identification (9). This
identification induces a nonabelian group structure on the space Si. In fact, the identity element is 0i ∈ Si and we have
(a1, a2, . . . , ai) · (b1, b2, . . . , bi) = (c1, c2, . . . , ci),
(a1, a2, . . . , ai)−1 = (d1, d2, . . . , di)
with
cj(k) = aj(k)+ bj(k)+
j−1
s=1
as(k)bj−s(k+ s), (10)
where k, k+ s are taken mod 3. For the coefficients dj(k), we obtain the recursion formulas d1(k) = −a1(k) and
dj(k) = −aj(k)−
j−1
s=1
as(k)dj−s(k+ s). (11)
The identification (9) induces an embedding G/Ni ↩→ Si and we denote the image of the group G/Ni in Si by Ki. Ki is
generated by the images of x0Ni and x1Ni, which we denote by v0 and v1. Hence, we have v0 = (a1, . . . , a5, 0, . . . ) ∈ Si
and v1 = (b1, . . . , b5, 0, . . . ) ∈ Si with a1, . . . , b5 defined in (4) and (5). (If i < 5, we set v0 = (a1, . . . , ai) and
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Fig. 3. The graphs G0 and G1 .
Fig. 4. The graph G2 .
v1 = (b1, . . . , bi).) The expanders Gi are the Cayley graphs of Ki with respect to {v±10 , v±11 }. They are all regular graphs
with vertex degree 4 and
· · ·Gi → Gi−1 → · · ·G1 → G0 (12)
is a tower of coverings. The covering indices of (12) are powers of 2, since [G : Ni] are powers of 2. G0 and G1 are illustrated
in Fig. 3.
Let us briefly explain how to construct G2, a regular graph with 25 = 32 vertices. Let v0 = (a1, a2) and v1 = (b1, b2)
be the images of x0 and x1 in the group K2 ⊂ S2 and w1 = (0, α2), w2 = (0, β2) and w3 = (0, γ2). Note that S2 has both
a vector space structure and a nonabelian multiplicative group structure (given by (10) and (11)). The elements of K2 are
given by
K2 :=

v∈{02,v0,v1,v0·v1}
v + F2w1 + F2w2 + F2w3 ⊂ S2,
and the center of K2 is generated by w1, w2, w3. Thus we have v · wi = wi · v = v + wi for all v ∈ K2. Using v20 = w2,
v21 = w3, [v1, v0] = w1 (which we compute with (10) and (11) or we conclude it from (8)), we obtain
v1 · v0 = v0 · v1 + w1, v−10 = v0 + w2, and v−11 = v1 + w3. (13)
The vertices of G2 are the elements of K2 and the neighbours of a vertex v ∈ G2 are the vertices v · v±10 and v · v±11 . These
neighbours can all be calculated with the help of (13). The graph G2 is illustrated in Fig. 4 (where we use the abbreviations
wij andwijk forwi + wj andwi + wj + wk).
Computer calculations with MAGMA show that the graph G5 with 213 = 8192 vertices is the first graph which is not
Ramanujan. Note also that we can fill into the tower of coverings (12) new intermediate covering graphs in order to obtain
a new tower of coverings
· · ·Gi → Gi−1 → · · ·G1 → G0,
where the covering indices of two subsequent graphs are exactly 2. This follows easily from the fact that every finite 2-group
has a normal index-2 subgroup. The graphs Gi are still expanders with the same positive lower bound on their spectral
gaps (since every finite covering of a graph G inherits all the Laplace eigenvalues of G). This ‘‘completed’’ tower of twofold
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coverings fits well to results of Bilu and Linial [3]. They present a construction of twofold towers of covering graphs with
nearly optimal spectral gap. They also conjecture, on the basis of extensive numerical tests, that every Ramanujan graph
has a twofold covering which is again Ramanujan. If their conjecture is true, there should be a different continuation of the
sequence G4 → G3 → · · · → G0 by Ramanujan graphs.
The group G can also be used to obtain another family of Cayley graph expanders of minimal vertex degree 4, presented
in Theorem 1, given by finite groups with two generators and only four relations.
Proof of Theorem 1. Weconclude fromProposition 2.6 that [x1, k x0] = Mk(αk+1, . . . ) (taking k in the index ofαk+1 mod3),
and hence this commutator never represents the identity in G. By the normal subgroup theorem (see, e.g., [18]), we know
that the group G is just infinite. Consequently, all the groups Gk are finite. The corresponding Cayley graphs are expanders
because G has Kazhdan property (T). Since [x1, k x0] ∈ G ∩ Hk = Nk, we conclude from Corollary 2.3 that
|G3i+j| ≥ [G : N3i+j] ≥ 28i−1+µ(j). 
Remark 3.1. Expanders are increasing families of finite graphs with a uniform positive lower bound on their combinatorial
Cheeger constants (or edge expansion ratios). The combinatorial Cheeger constants for infinite regular tessellations Gp,q of
the hyperbolic plane (i.e., every vertex is of degree p and every face is a q-gon) was exactly calculated in [9] and [10].
Lower bounds for more general planar tessellations (in terms of combinatorial curvature) were derived in [13]. It would
be interesting to derive similar results for Euclidean and hyperbolic buildings and more general non-planar simplicial
complexes. Note, however, that there is no simple relation between the Cheeger constants of infinite graphs and their finite
quotients.
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Appendix
This section is devoted to the proof of Proposition 2.5. For any 3 × 3 matrix α ∈ M(3, F2) and m, n ∈ Z, we denote by
Em,n(α) the infinitematrix, built up by 3×3matrices, which vanishes everywhere expect for its 3×3 entry at position (m, n),
which coincides with α. (m denotes the 3 ×∞ row and n denotes the∞× 3 column.) Moreover, given an infinite matrix
A, built up from 3× 3 matrices, let πm,n(A) denote its 3× 3 entry at position (m, n). Obviously, we have πm,n(Em,n(α)) = α.
For simplicity we sometimes denote πm,n(A) also by Am,n.
Lemma A.1. Let m, n ≥ 1, α ∈ M(3, F2) and b ∈ S. Then we have
πm,n(M0(b, . . . )−1Em,n(α)M0(b, . . . )) = α,
πm−1,n(M0(b, . . . )−1Em,n(α)M0(b, . . . )) = −b(m− 1) · α,
πm,n+1(M0(b, . . . )−1Em,n(α)M0(b, . . . )) = α · b(n),
where we have taken m and n mod 3 on the right hand side. Moreover, we have at all positions (m′, n′) with m′ > m or n′ < n
πm′,n′(M0(b, . . . )−1Em,n(α)M0(b, . . . )) = 0.
Proof. A straightforward calculation showsM0(b, . . . )−1 = M0(−b, . . . ). Then we have
πm′,n′(ABC) =
−
i,j
Am′,iBi,jCj,n′ ,
and in particular
πm′,n′(AEm,n(α)C) = Am′,mαCn,n′ .
The lemma follows now immediately from
πm−1,m(M0(b, . . . )−1) = −b(m− 1), πn,n+1(M0(b, . . . )) = b(n+ 1),
and πi,j(M0(b, . . . )±1) = 0 for j < i. 
Corollary A.2. We have
M0(b, . . . )−1Mk(a1, a2, . . . )M0(b, . . . ) = Mk(a1, c2, . . . )
with c2(i) = a2(i)− b(i)a1(i+ 1)+ a1(i)b(i+ k+ 1), where the indices i, i+ 1, i+ k+ 1 are taken mod 3.
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Proof. Note that
Mk(a1, a2, . . . ) = I +
∞−
m=1
 ∞−
l=1
Em,m+k+l(al(m))

,
and consequently,
M0(b, . . . )−1Mk(a1, a2, . . . )M0(b, . . . ) = I + C,
with
C =
∞−
m,l=1
M0(b, . . . )−1Em,m+k+l(al(m))M0(b, . . . ).
Lemma A.1 implies that I + C is of the typeMk(c1, c2, . . . ). Applying Lemma A.1 again, we obtain the desired results for the
entries c1(m) and c2(m) at the positions (m,m+ 1) and (m,m+ 2). 
Proof of Proposition 2.5. We distinguish the cases k = 0 and k ≥ 1:
Case k = 0: One easily checks that
M0(a1, a2, . . . )−1 = M0(−a1, d2, . . . )
with d2(i) = a1(i)a1(i+ 1)− a2(i) and, using Corollary A.2,
[M0(a1, a2, . . . ),M0(b, . . . )] = M0(−a1, d2, . . . )M0(a1, c2, . . . )
= M0(0, e2, . . . ) = M1(e2, . . . )
with e2(i) = d2(i)− a1(i)a1(i+ 1)+ c2(i). This yields
e2(i) = c2(i) = a2(i) = a1(i)b(i+ 1)− b(i)a1(i+ 1),
finishing this case.
Case k ≥ 1: Now we have
Mk(a1, a2, . . . )−1 = Mk(−a1,−a2, . . . )
and, using again Corollary A.2,
[Mk(a1, a2, . . . ),M0(b, . . . )] = Mk(−a1,−a2, . . . )Mk(a1, c2, . . . )
= Mk(0, c2 − a2, . . . ) = Mk+1(c2 − a2, . . . ),
where
c2(i)− a2(i) = a1(i)b(i+ k+ 1)− b(i)a1(i+ 1).
This settles the second case. 
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