Matrix factorization techniques such as the singular value decomposition (SVD) have had great success in recommender systems. We present a new perspective of SVD for constructing a latent space from the training data, which is justified by the theory of hypergraph model. We show that the vectors representing the items in the latent space can be grouped into (approximately) orthogonal clusters which correspond to the vertex clusters in the co-rating hypergraph, and the lengths of the vectors are indicators of the representativeness of the items. These properties are used for making top-N recommendations in a two-phase algorithm. In this work, we provide a new explanation for the significantly better performance of the asymmetric SVD approaches and a novel algorithm for better diversity in top-N recommendations.
INTRODUCTION
In a recommender system, there are two types of entities, i.e. users and items. The users give weighted connections, or ratings, to the items. These connections can be modeled as a rating matrix R where the rows represent the users and the columns represent the items. The entry R(i, k) is the rating given by user i to item k (if the rating exists). The goal of the recommender system is to predict unseen items that might be rated with high scores. A common assumption for making predictions is that certain latent factors are associated with each user and each item, and a user gives ratings according to her latent factors and the latent factors of the items.
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For ratings modeled as the matrix R, various matrix factorization techniques have been applied to extract the latent factors and make recommendations. Figure 1 shows a typical recommender system using matrix factorization. The old ratings given by existing users are first decomposed into multiple matrices to extract the latent factors. When new users come into the system, their ratings are combined with the extracted latent factors to make recommendations.
Sarwar et al. [17] proposed one of the early works that use the low-rank Singular Value Decomposition (SVD) approximation to replace the missing values in the original rating matrix, i.e. R ≈ U l S l V l where the sizes of the matrices are R: m×n, U l : m×l, S l : l×l, and V l : n×l. The diagonal matrix S l contains the l biggest singular values of R, and this low-rank approximation is also called the truncated SVD. This approach relies on the fact that the rank-l truncated SVD approximationR = U l S l V l minimizes the Frobenius norm R − R F among all the rank-l matrices, and we hope that the matrixR would generalize the correct ratings to the missing entries in R. Note that imputation of missing values is implicitly required when computing the truncated SVD. We can represent user i with the vectorūi = S −1/2 l U l (i, ·) and item k with the vectorv
. The predicted rating from user i to item k is thenR(i, k) =ū ivk , whereūi andv k can be considered as latent vectors.
During the Netflix prize competition, Funk [5] proposed an iterative way to compute the low-rank SVD approxima-tion on a very big matrix that minimizes only the Frobenius norm on the non-empty entries in the original rating matrix. Based on Funk's work, Paterek [14] suggested a new model to reduce the number of parameters that need to be stored in the recommender system. In Paterek's approach, a truncated SVD is computed as before, but only the right singular vectors in V l are taken into the second step. In the second step, item k is represented by v k which is the k-th column of V l , while user i's latent vector is computed by a linear combination of the v k 's whose corresponding items are rated by user i. Finally the rating prediction is the inner product of a user's latent vector and an item's latent vector. Koren [9] pointed out that this "asymmetric SVD" which takes only the right singular vectors actually works better in prediction accuracy. However, besides the empirical studies, the reason of such improvement for asymmetric SVD is not clear.
The main contributions of this paper include (1) a new explanation of the (approximate) orthogonal structure of the latent space constructed from the asymmetric SVD, which is used as an intermediate step in a top-N recommender system, and (2) a novel algorithm based on a hypergraph formulation that brings more diversity in the recommendations by applying normalizations in the asymmetric SVD.
In the reminder of the paper, we start with the hypergraph representation and the normalized hypergraph cut. We show that the asymmetric SVD approach follows the hypergraph learning scheme, and there is an (approximate) orthogonal structure associated with the right singular vectors. Based on the lengths of the latent vectors obtained from the right singular vectors, the items can be categorized into anchor items and non-anchor items. Finally we present a top-N recommendation algorithm that utilizes the above structures, and conduct experiments to compare our algorithm with the state-of-the-art approaches.
PRELIMINARIES
Suppose we have two sets of entities: the user set Y = {y1, y2, ..., ym} of size m, and the item set Z = {z1, z2, ..., zn} of size n. The items in set Z belong to s clusters {C1, C2, ..., Cs}. Each cluster Cj is a subset of Z and Cj ∩ C j = ∅ for j = j .
Taking the Lastfm dataset as an example again, let the set Y be the set of users and the set Z be the set of artists. Clusters or partitions over Z can be established according to the genres of the artists. For example, C1 includes the rock music artists, while all the country music artists are in C2. Each user in the set Y , on the other hand, is assumed to have a preference over music genres. If the user likes rock music, she would listen to the artists from C1 with high probability. If the user does not like country music, she would rarely listen to the artists from C2.
The mutually exclusion between clusters of items is the basic assumption in our analysis. Each cluster can be considered as a latent factor by which the ratings are generated. In some cases, however, an artist could play in multiple genres. This does not pose a problem to our basic assumption, because we can create a cluster (latent factor) that corresponds to a combination of genres. In fact, if the intuition behind the latent factors follows some categorical attributes, e.g. genres, languages, professions, etc., or a combination of categorical attributes, our basic assumption always holds. 
From Ratings to Relations
The matrix R contains the ratings between the users and the items, which can be seen as relations between two sets. For simplicity, we assume that all the ratings are bigger than zero, thus the empty entries in the m × n rating matrix R can be represented by zeros. If we ignore the actual ratings in R, we can obtain a binary matrix X = (R > 0) that represents only the relations, i.e. X(i, k) = 1 if R(i, k) > 0, otherwise X(i, k) = 0, and the resulting matrix X can be precisely represented by a hypergraph.
A hypergraph is an extension of a graph for modeling relations. In a graph, an edge connects exactly two vertices, while in a hypergraph a hyperedge connects any number of vertices. For a binary relation matrix X, the items are considered as the vertices of a hypergraph, and a user is represented by a hyperedge which contains all the items (vertices) that have been rated by the user. Following the tradition of visualizing a hypergraph in literatures, Figure 2 shows an example of the hypergraph representation. The matrix X is also called the incident matrix of the hypergraph. The vertex degree (of an item) is the sum of the k-th column of X, i.e. deg(z k ) = i X(i, k). The hyperedge degree (of a user) is the sum of the i-th row of X, i.e. deg(yi) = k X(i, k).
Recall that we assume there are some clusters of items, and these clusters correspond to the latent factors. Thus extracting the latent factors is equivalent to finding clusters of items (vertices) in the hypergraph. There is a wide range of studies for clustering the vertices in a hypergraph [8, 1, 22] . In this paper, we focus on one particular line of studies that convert a hypergraph into an approximated graph so that the graph clustering algorithms can be applied to the hypergraph. Zhou et al. proposed a transformation to convert a hypergraph into a graph based on the Normalized Hypergraph Cut (NHC) [22] (others include the clique-expansion, the start-expansion [1], and the hyperedge-expansion [15] ). We denote the transformation proposed in [22] as "NHC", and use it to find clusters in the hypergraph.
By applying the NHC transformation, the vertices of the hypergraph are copied into a new graph. Then each hyperedge is converted into a clique of weighted edges in the new graph that connect all the vertices in the original hyperedge. The weights of the edges in the clique are normalized by the hyperedge degree so that the contribution of each hyperedge to the new graph is the same. With a linear combination of all the cliques from all the hyperedges, the new graph can be seen as an approximation of the hypergraph in the sense that any two vertices connected by some hyperedges are also connected in the new graph. We call this new graph the induced graph (see Figure 2 ).
One can show that the adjacency matrix of the induced graph is X D −1 e X, where X is the transpose of X and De = diag (X1) is the hyperedge degree matrix. De is actually the diagonal matrix of row sums of X, and 1 is an all-ones vector of proper length. With the NHC transformation, it is proposed to use the normalized Laplacian of the induced graph to find clusters of vertices [22] , where the normalized Laplacian matrix L is defined as
(
Matrix I is an identity matrix, and Dv = diag 1 X is the vertex degree matrix. As in standard spectral graph theory [4] , the clustering algorithm involves computing the leading (smallest) l eigenvalues {λ1, λ2, ..., λ l } of L and the corresponding eigenvectors [f1, f2, ..., f l ] = F . Then a vertex (or an item z k ) can be represented by a vector α k that is the k-th column of F (note that F is of size n × l). We call the l-dimensional vector α k the latent vector, and the l-dimensional space the latent space. Once the latent vectors are computed, one can apply any clustering algorithm (such as k-means) in the latent space to find clusters of vertices.
This scheme of spectral technique (the list of eigenvalues are often called the spectrum of the matrix) has been widely used in many areas. It has close connections to the Principal Component Analysis (PCA), SVD, and many other matrix factorization techniques. In the next section, we show that the NHC transformation of a hypergraph is equivalent to a SVD, and under certain conditions there is a structure with the resulting latent vectors. Note that although the actual ratings are ignored in the hypergraph representation, they will be used again in the top-N recommendation algorithm presented in Section 4.
HYPERGRAPH LEARNING USING SVD
The normalized Laplacian L is a symmetric matrix. Let
We can rewrite L = I −X X . The biggest l eigenvalues of X X are exactly {1 − λ1, 1 − λ2, ..., 1 − λ l }, while the corresponding eigenvectors are still [f1, f2, ..., f l ] = F . Then we decompose the matrixX by the full SVDX = U SV , where U and V are unitary matrices, and S is a rectangular diagonal matrix. The biggest l singular values in S are ex-
, and the columns of V (right-singular vectors) are the eigenvectors ofX X . Therefore, instead of computing the eigen-decomposition of L, we can obtain F from the SVD ofX, i.e. F is the submatrix of the first l columns of V .
Since we are looking for the right singular vectors ofX associated with the largest l singular values, computing F can be done by the truncated SVDX ≈ U l S l V l = U l S l F . Thus the NHC transformation is equivalent to the asymmetric truncated SVD ofX. We call the column vectors inX the "profiles" of the items.
There are many advantages of using SVD to compute the α k 's (latent vectors) rather than the eigen-decomposition of L. Firstly, the matrixX is usually sparse, butX X might be non-sparse. When n is large, the computational cost and storage cost of the eigen-decomposition might be impractical. Secondly, there are existing approaches to implement SVD incrementally, which allows us to just compute the minor changes when modifyingX.
A Special Case
We first consider a special case where all the items in one cluster are rated by the same set of users. In other words, each cluster Cj is associated with a subset of users and these users have rated all the items in Cj. We call this special case the "full concentrated case" because it can be modeled with a beta distribution with a small concentration parameter. If there are s clusters, the matrixX can be written as
where the column vectors in one cluster are all the same. We call the items in the s clusters the anchor items because they define the cluster centers and remain clustered in the latent space.
In spectral graph theory, if the graph contains s disconnected components, one can show that the latent vectors obtained from the first s eigenvectors of the graph Laplacian are aligned with the axes of the s-dimensional latent space [13] . When the disconnected components are connected by some weak links, the latent vectors are still aligned with s approximately orthogonal lines [20] . However, the induced graph of a hypergraph usually does not consist of more than one connected component. Figure 3 shows an example of a hypergraph in full concentrated case. The adjacency matrix of the induced graph is not a diagonal block matrix (not even approximately), so we need to develop a new analysis to support the clustering algorithm for hypergraphs. If the rank ofX is s, i.e. the anchor item profilesxj's are linearly independent, the truncated SVDX = U l S l V l is an exact decomposition when l = s. Recall that the latent vectors in F can be obtained from F = V l . The following statement shows the structure of F . If all the items are anchor items, i.e. in the form of Eq. (3) and having linearly independentxj 's, the latent vectors would be in exactly s clusters whose centers are orthogonal to each other (see Figure 3) . The length of the latent vector is the reciprocal of the cluster size. Unlike the graph case, the latent vectors computed from a hypergraph are usually not aligned with the axes of the latent space, but up to a rotation that depends on the cluster sizes and the distribution of non-zero entries in X. Nevertheless, the orthogonal structure of the latent vectors still provides us a similar theoretical foundation for clustering vertices as in the standard spectral graph theory.
More General Case
The assumption that all the items are anchor items is too strict. We usually have some item profiles which are combinations of some other item profiles. For example, there are pure "SciFi" books and pure "romance" books that attract distinct sets of readers (the anchor items). But one book might have the "SciFi" element and the "romance" element at the same time, so it could attract readers from both sets. The item profile of this book is apparently a combination of two profiles.
Besides the anchor items, we now consider the non-anchor items that are combinations of anchor items. We assume that the weights of the combinations are always non-negative, which implies that only additions of profiles are allowed, but not subtractions. If there are n non-anchor items and s clusters of anchor items,X can be rewritten as (4) where the profile of non-anchor item z k is denoted asx k (k ∈ {1, 2, ..., n }), and the profile of an anchor item from cluster Cj is still denoted asxj. Note thatx k is not an exact linear combination of the anchor items, because when combining the profiles of the anchor items, there might be redundant entries. For example, ifx1 = [1 1 0 0] ,x2 = [0 1 1 0] andx k is a combination ofx1 andx2,x k would be [1 1 1 0] instead of [1 2 1 0] because the incident matrix X is always a binary matrix (normalizations are ignored in this example for simplicity). Thus we need to subtract the redundant entries when summing the anchor item profiles:
where I(z k ) is the set of anchor items from which z k is constructed, and r denotes the column vector that consists of the redundant entries in the profiles of the anchor items. Obviously all entries of r are non-negative. Denote the latent vector of an anchor item from cluster Cj as βj, and the latent vector of a non-anchor item z k as β k .
By the SVD onX, β k can be expressed by the combination
If the entries in r are small enough to be considered as residuals, or in other words the anchor items are associated with disjoint sets of users, we could still expect approximately orthogonal structure between the latent vectors of the anchor items.
Proposition 2. If the anchor items are associated with disjoint sets of users, i.e.x jxj = 0 for ∀j, j ∈ {1, 2, ..., s}, j = j , the latent vectors of the anchor items are approximately orthogonal β j β j ≈ 0 for ∀j = j .
The conclusion of Proposition
In practice, we can consider the anchor items as the most representative items of each cluster. For example, the pure "SciFi" books are the anchor items of the "SciFi" cluster, because they have the most unique features that define what is "SciFi". The anchor items are not necessarily the most popular items or the most informative items in each cluster, but the items that are most distant from all the other clusters and attract a very unique group of users. Usually the anchor items are in the long-tail part, i.e. less popular.
Although the anchor items exhibit the approximately orthogonal structure, we do not know which items are the anchor items. The following result suggests that it is possible to distinguish the anchor items and the non-anchor items by examining the length of the latent vectors. This result states that the length of a non-anchor latent vector is smaller than the lengths of the anchor latent vectors from which the former is constructed. Therefore, we can find the anchor items by sorting the lengths of the latent vectors in descending order.
In order to verify the conclusions in Propositions 2 and 3, we compute the latent vectors by the rank-l truncated SVD ofX, and select 10 · l items whose latent vectors have the longest lengths. Then the selected latent vectors are grouped into clusters by the k-means algorithm. By the conclusions of the Propositions, the cluster centers of the selected latent vectors should be approximately orthogonal. In Figure 4 , we show the results from a real dataset with NHC and SVD. Because there is no hyperedge-degree and vertex-degree normalizations in SVD, the longest latent vectors are not necessarily the anchor items. We can observe that there exists an approximately orthogonal structure in the NHC results, while such structure is less clear with SVD.
There are existing works about the categorization of the items or users based on their impact on the recommender system, e.g. [12] . Our classification of anchor and nonanchor items provides a new perspective in the context of latent space. In summary, (1) if the latent vectors are all orthogonal, each corresponds to a different anchor item (the full concentrated case). (2) if they are not, there is an orthogonal subset such that each latent vector in this subset corresponds to a different anchor item, and all the others (non-anchor items) are approximately in the subspace spanned by the orthogonal subset. (3) generally, the anchor items are rated by different groups of users. 
THE NORMALIZED RELATIONAL SVD
We now present a new algorithm based on the NHC Laplacian and the above analysis. Once the latent vectors are computed for the items, we model the user yi's interests (or latent profile) as another vector θi in the same latent space. The predicted score for user yi on item z k is P (yi, z k ) = θ i α k , and the vector θi should take the values such that the predictor P coincides with the existing ratings (or as close as possible).
In order to simulate the scenario where the recommendations are made for new users and evaluate the algorithm, we split the rating matrix R into three parts
Firstly the users are separated into two subsets. Ym is the subset of old users, and Yt is the subset of new users. The sub-matrix Rm contains all the ratings from the users in Ym, and the ratings in Rm are used for constructing the hypergraph and computing the latent vectors. The ratings from the users in Yt are further split into two parts: Rtr and Rte. Rtr contains the "known" ratings of the new users. Based on Rtr and the latent vectors, we can predict or recommend more items for the users in Yt. Then the predictions are evaluated by the ratings in Rte. Note that only Rm and Rtr are taken as the inputs of the algorithm. Rte is used for evaluation.
Since our algorithm works with the hypergraph transformation and SVD, we call it HSVD, which contains the following steps:
Step 1: Compute the l-dimensional NHC transformation F by the truncated SVDXm ≈ U l S l F , whereXm is computed from the binary matrix Xm = (Rm > 0) (see Eq. (2)). Normalize each of the l columns of F to 1 (l2 norm).
Step 2: For each user yi ∈ Yt, we choose the θi that minimizes the error Rtr(i, ·) − θ i F 2 2 . The predicted score vector isri = θ i F . In matrix form, the full prediction matrix isRte = Θ F , where Θ is obtained by solving the linear system F Θ = R tr in a least-squares sense.
Step 3: For each user yi ∈ Yt, recommend the top-N unrated items with the highest scores inRte.
There are several normalizations in the HSVD algorithm which did not exist in previous matrix factorization methods. When computingXm in step 1, the hyperedge-degree normalization (from the induced graph transformation itself) and the vertex-degree normalization (from the normalized Laplacian of the induced graph) ensure that the anchor latent vectors would have longer lengths. By Proposition 1, the normalization of the columns of F in step 1 is also indispensable for producing an (approximately) orthogonal structure in the latent space.
When computing the θi in step 2, two parts are actually taken into consideration, which is illustrated in Figure 5 . Firstly we consider the latent vectors of the items which are rated by user yi (the triangle points in Figure 5 ). We would like to choose a θi that is close to these rated α k 's. Since the row vector R(i, ·) is weighted by the ratings, θi should be even closer to the α k 's with higher ratings, which can be
Because every non-anchor item is approximately a linear combination of some anchor items (e.g. α3 is a combination of α1 and α5 in Figure 5 ), θi should be in the subspace spanned by the latent vectors of the underlying anchor items. Secondly, for those α k 's that are not rated by user yi (the circle points in Figure 5 ), θi should stay as far from them as possible, ideally orthogonal to these unrated latent vectors. The orthogonality between the cluster centers of the anchor items suggests that it is possible to find a θi which is orthogonal to the anchor items that the user yi is not interested in. This can be expressed as
Putting the two parts together, it suggests that in matrix form the θi's can be obtained by solving the linear system F Θ = R tr in a leastsquares sense, which is in the step 2 of the HSVD algorithm. Proposition 3 shows that the lengths of the anchor latent vectors are longer than the non-anchor latent vectors, even if the anchor items are less popular. For a fixed θi, because the scoreRte(i, k) is simply the inner product of θi and α k , the anchor items of longer length would have bigger chance to be selected in the top-N recommendations. This would allow us to diversify the recommendation list and recommend more less-popular items.
Scalability
The main computational cost of our algorithm comes from the truncated SVD routine. Usually the numerical method for truncated SVD on matrixX is in an iterative manner, and operated as an eigen-decomposition of the Hermitian matrixX X . The running time of the latter problem depends on the complexity of each iteration and the total number of iterations. In each iteration the basic operation contains two matrix vector multiplicationsX X v where v is a dense vector. If the number of non-zero entries inX (or the number of ratings in R) is M , the complexity of each iteration would be O(M ). On the other hand, the total number of iterations to converge depends on the gap between the l largest singular value and the l + 1 largest singular value. A bigger gap leads to a smaller number of iterations [6, 11] . If the number of iterations is nI , the overall complexity of the HSVD algorithm is O(nI M ), which is linear to the number of ratings. The parameter l (dimensionality of the truncated SVD) is considered as a constant, which can be determined by cross-validation in practice.
RELATED WORK
In the introduction, we have mentioned the SVD [17] , the SVD on non-empty entries [5] , and the asymmetric SVD [14, 9] for recommender systems. Another matrix factorization technique that is widely used in recommender systems is the non-negative matrix factorization (NMF). In NMF, the rating matrix is approximately decomposed into two lowrank, sparse and non-negative matrices R ≈ GH such that R − GH 2 is minimized [7, 16] . The idea behind NMF is that the set of orthogonal latent factors controls the values in R, and each latent factor takes one axis in the latent space. This idea is essentially similar to the HSVD since we have shown that the anchor items also exhibit an orthogonal structure in the latent space, although they are not aligned to the axes.
In order to compare our algorithm with the existing approaches, we adapt the SVD and the NMF into our setting, i.e. split the rating matrix into three parts as in Eq. (7) and use the sub-matrix R = R m R tr to compute the SVD or NMF, then evaluate the results on Rte. The SVD and NMF algorithms in this setting are denoted as SVDR and NMFR.
To make a better baseline, we also apply the SVDR and NMFR on Rm and predict with Rtr in an asymmetric manner, i.e. follow the same procedures in Section 4 but replaceXm with Rm (or replace F with the matrix H in NMF). These methods are denoted as ASVDR and ANMFR, where the leading "A" means "asymmetric".
We use the routine implemented by TimelyDevelopment for computing the SVD on non-empty entries [18] , which is denoted as SVDN. Note that SVDN is exactly the same as SVDR except for the SVD computation routine.
For the asymmetric SVD, we use the approach proposed in [14] . In this approach, a decomposition is first computed
. Then a user yi is represented by the currently rated items: θi = k,R(i,k)>0 α k . Finally a score is computed by the rulê R(i, k) = a k + θ i α k for each unrated item, where a k is the average rating of item z k . We call this method ASVDN.
EXPERIMENTAL RESULTS
In a top-N recommender system, the primary goal is to discover the unrated items that might be liked by a user [3] . We first test the algorithm's ability to discover the unrated items, which is denoted as the scenario PREDICT-ALL. The rating matrix is split into three parts as in Eq. (7), and we randomly select Rtr to have 5 ratings in each row (for each user). The remaining ratings in the Yt part are assigned to Rte. This setting simulates the situation where new users just come into the system with only a few ratings, which is denoted as PREDICT-ON-5. Similarly, we create another setting PREDICT-ON-20 where each row of Rtr has 20 ratings to simulate the users with more available ratings. Thus in the scenario PREDICT-ALL, there are two settings, namely PREDICT-ON-5 and PREDICT-ON-20. Note that all the items in Rte (rated or unrated) could be recommended in the top-N recommendation list. In all the experiments, Rtr and Rte are randomly selected in 5 different runs.
To test the results, we check if the set of recommended items coincides with the liked items (ratings higher than the median) for each user in the corresponding row of Rte. Let R N i and Ri denote these two sets for user yi. We measure the average precision precision = (1/|Yt|) In the scenario PREDICT-ALL, any item which is not in Rtr can be considered in the recommendation list. But sometimes we already know a set of candidate items that a user has suggested implicitly. For example, a user has viewed a list of pages of artists, but did not make any further actions like purchase a CD or download a track. In this case, we can limit our recommendations on the candidate items and only pick up the items that are truly liked by the user, which could be simulated by only recommending the rated items in Rte. We try to rank these items such that the liked ones are ranked higher. This scenario is denoted as RANK-CANDIDATES. The same measure (precision defined in Eq. (8)) is evaluated in RANK-CANDIDATES.
We have tested all the methods listed in Section 5 with the above settings on three datasets. Lastfm 1 contains the relations between users and artists collected from last.fm, and the ratings in Lastfm are the actual counts of plays with which a user has listened to an artist. YahooMusic 2 is also in the music domain, but includes relations between users and tracks. The ratings in YahooMusic are in the range of 1 to 100. The last dataset BookCrossing contains ratings from users to books [23] . The range of ratings in BookCrossing is from 1 to 10. In each dataset, we take a subset such that the induced graph of the hypergraph representation is connected. When the dataset contains a hypergraph with multiple connected components, we could simply apply the algorithm to each connected component respectively. Table 1 and Table 2 show the results of PREDICT-ALL and RANK-CANDIDATES respectively (with N = 20). In the first case, our proposed method performs best within the music domain, and shows results as good as the best methods with BookCrossing. The approaches ignoring the empty values (SVDN and ASVDN) does not perform very well. These methods are originally designed to minimize the root mean squared error on a testing set of known ratings, which is not fully compatible with the scenario PREDICT-ALL. In the 1 Available at http://mtg.upf.edu/node/1671 2 Yahoo! Webscope dataset ydata-ymusic-kddcup-2011-track2 http://labs.yahoo.com/Academic_Relations RANK-CANDIDATES, no method performs significantly better than the others over all datasets. But the NMF-based method NMFR and two asymmetric methods ASVDN and HSVD are always as good as the best one.
In recommender systems, we are mainly interested in recommending non-popular (long-tail) items, because the users are usually already aware of the popular items from other sources [19] . For the purpose of diversifying recommendations, we measure the popularity distribution of the items inR N i andR N i ∩ Ri, i.e. the set of all recommended items and the set of successfully recommended items ( Figure 6 ). The popularity of an item z k is the number of ratings in the k-th column of the rating matrix, i.e. deg(z k ). We observe that HSVD produces more diverse recommendations with the same (or better) level of precision. Especially with BookCrossing, there are much more less-popular recommendations from HSVD compared to SVDR and NMFR. Figure 7 explains why our approach produces more diverse recommendations. By using SVD without normalization, the lengths of the anchor items are not necessarily the longest ones. In fact, we can observe that there is a strong correlation between the popularity and the length of the latent vector with ASVDR, which would promote the popular items in the recommendations. In our approach HSVD, the longest latent vectors correspond to the anchor items of smaller popularity. 
CONCLUSION
In this work, we present a new perspective of SVD for constructing a latent space from the training data, which is justified by the transformation of normalized hypergraph cut. We show that the latent vectors representing the items in the latent space can be grouped into (approximately) orthogonal clusters, and the lengths of the vectors can be used to distinguish the anchor items and the non-anchor items. These properties are then utilized for making top-N recommendations in the proposed algorithm HSVD. Instead of explicitly constructing the clusters, the recommendations are generated by solving a linear system. We provide new explanations for the significantly better performance of the asymmetric SVD approaches and better diversity in top-N recommendations. Experiments conducted with three dataset on two domains also confirm our analysis.
Future works could include further studies of the latent space structures, and engineering methods that exploit such structures. For example, we can explicitly extract the anchor items to construct some clusters, and analyze the features of a non-anchor item by studying the underlying anchor clusters. It is also possible to include additional information,
