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Combinatorial Resolution of Systems of Dift'erential Equations III: a 
Special Class of Dift'erentially Algebraic Series 
FRAN<;:OIS BERGERON AND CHRISTOPHE REUTENAUER 
We introduce and give a combinatorial model for a new class of formal power series: 
constructible differentially algebraic series. We show that this class is an algebra which is closed 
for inversion, substitution and inverse for substitution and study properties of their coefficients. 
We compare it to other families of series and give many examples and counter-examples 
(involving Euler, Bell, Stirling and Genocchi numbers) . 
1. INTRODUCTION 
A series x in C[t] is called differentially algebraic if for some non-zero polynomial P 
in k + 2 variables over C, one has P(t, x, x', ... , X(k») = O. Many classical analytic 
functions are differentially algebraic. These series have been studied by several authors 
(see, e.g., [5], [15], [17], [18]). 
We introduce here a special class of differentially algebraic series, which we call 
constructible differentially algebraic series (CDF). A series x in C[tD is CDF if for some 
k ~ 1, there exist k series Xv ... , Xk with Xl = x and polynomials Pv ... , Pk such that 
xi = PI(xv ... , Xk), 
X~ = Pk(xv ... , Xk). 
We shall show in Section 5 that such a series is also differentially algebraic. 
First, we give a combinatorial interpretation of constructible differentially algebraic 
series in terms of increasing trees, a well known object of combinatorics. This approach 
is closely related to the work of Leroux-Viennot [12-14] where the authors use species 
of M-enriched increasing arborescences to solve combinatorially differential equations. 
However, we shall not explicitly use the theory of species; we need just a combinatorial 
Grobner-like formula, and our combinatorial interpretation of · the powers of a linear 
differential operator [1]. 
In Section 3 many examples of classical generating functions are shown to be CDF. 
In Section 4, we proceed with the study of CDF series from a point of view inspired by 
Stanley'S treatment of D-finite series (19). We show in this light that the class of CDF 
series has all the usual closure properties, except for the Hadamard product. We 
further establish some properties of the coefficients of these series, in particular a kind 
of Fatou property (as studied in [2], chapter 5). Finally, in Section 5, we compare the 
family of CDF series to other known families: differential algebraic series, algebraic 
series and D-finite series, series satisfying an equation of the form: 
X(k) = P(x, x', ... , X(k-l») . 
This paper is the third of a series originated by Leroux-Viennot [12-14] on the 
combinatorial resolution of systems of differential equations. One objective of this 
series is to show that a combinatorial outlook may give a new insight into the 
resolution of systems of differential equation; and conversely, some combinatorial 
problems may be solved by differential equations. 
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2. CONSTRUCTIBLE DIFFERENTIALLY ALGEBRAIC SERIES 
We say that x in C[t] is a constructible differentially algebraic series (CDF series, for 
short; we borrow the word 'constructible' from [6]) if there exist k series Xl> ... , Xk in 
C[t] with Xl =x, and k polynomials PI(XI , ... , X k), PiXl>"" X k), ... , 
Pk(Xl> ... ,Xk) such that 
xi = PI(Xl> ... , Xk), 
x~ = P2(Xl> ... , Xk), (1) 
X~ = Pk(Xl> ... , Xk)' 
For example, the series X = sec(t) is CDF: let Xl = X and X2 = tg(t); then 
X~ = 1 +x~. (2) 
In order to give a combinatorial interpretation for the solutions of system (1), we 
consider trees (rooted non-ordered trees) such as shown in Figure 1, which are defined 
by the following conditions: 
(i) The set of vertices is a totally ordered seet, usually [n] = {I, 2, ... , n} with the 
traditional order. 
(ii) The tree is increasing, meaning that each son of each vertex is greater than the 
latter. 
(iii) The vertices may have different 'colors' (here 0 and 0). 
(iv) We do not distinguish between the tree shown in Figure 1 and that shown in 
Figure 2. 
We shall give weights to such trees in the following manner. Let r be the set of 
colors for the vertices. A tree labelling table is a function from r to the ring q r] of 
polynomials in the variables r. As an example, let a E C; then we might associate to 
each of the two colors 0 and 0, the polynomials: 
O-a+ aO+ «O+aOO, 
0-1+0. (3) 
The weight of a colored increasing tree T is the product of the weights of all its vertices. 
The weight of a vertex v of T of color C, with n[ sons of color C[, is the coefficient of 
the monomial lItC'i1 in the polynomial corresponding to the color C, as given by the 
tree labelling table. The generating series for such trees, with a given color for the 
root, will be 
"" t" 
x(t) = Lan" 
n=O n. 
5 
FIGURE 1. FIGURE 2. 
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FIGURE 3. 
where an is equal to the sum of the weights of all increasing trees on [n] generated by 
the given table and having a root of the chosen color. Note that ao is necessarily 0; thus 
series generated by tree labelling tables have zero as constant term. If any vertex of T 
has weight 0, then the weight of T is zero. It is clear that trees of weight zero on 
{I, 2, 3, ... ,n} do not contribute to an in the generating series. Hence they are 
excluded from consideration, and we might as well say that a tree T is generated by a 
tree labelling table if all its vertices have non-zero weight. This suggests the 
representation of Figure 3, for the patterns of adjacencies corresponding to table (3). 
The trees on [3] = {I, 2, 3}, generated by table (3) and with root 0, are as shown in 
Figure 4. Thus the coefficient of t3 /3! in the series generated by (3) with color 0 is 
a?+3cr+ (l'. 
THEOREM 1. A series x is CDF iff x - x(O) is generated by some tree labelling table. 
It would be easy to adapt the proof of Theorem 3.1 of Leroux-Viennot [12] to obtain 
a purely combinatorial proof of Theorem 1. But we have chosen to give a proof that is 
closer to the spirit of this paper. 
PROOF OF THEOREM 1. The proof is in two parts. The first part follows Grabner's 
method for the solution of systems of differential equations. Part two establishes, in the 
light of part 1, the bijective correspondence between tree labelling tables, and systems 
of form (1). 
Part 1. Consider system (1) and let (l'i be the constant term of Xi· Let Yv ... ,Yk be 
new variables and let .1 be the linear differential operator of C[Y1' ... , yd defined by 
k a 
.1 = L ~(Yv ... , Yk) -;- . 
i=1 c.iYi 
Then 
(4) 
or, equivalently, 
(5) 
~ ~ 
,et ~" ~ 
FIGURE 4. 
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(where Y = a means YI = av ... , Yk = ak)' Indeed, the constant term of the right-hand 
side of (4) or (5) is ai' as required. Moreover, as shown by Grobner [9] (see also [7] or 
[11]), the mapping C[Yv ... , Yk]~qtD that sends a polynomial z(Yv ... , Yk) to the 
series exp(tLi)zly=a is an homomorphism of ~:>algebras. Hence 
d 
dt [exp(tLi)Yi Iy=a] = exp(tLi) LiYi Iy=a 
= exp(tLi)P;(yv ... , Yk) Iy=a 
= p;(exp(tL1)YI Iy=a, ... , exp(tL1)Yk Iy=a), 
and the series which are on the right-hand sides of (5) for i = 1, ... , k satisfy equation 
(1). The last equality follows from Grobner's homomorphism. 
Part 2. We now have to evaluate Lin. We may write 
k 0 
Lin = 2: Ai,n -;- + Qn, 
i=l r.iYi 
where the Ai,n'S are polynomials in Pv ... , Pk and their partial derivatives with respect 
to Yv ... , Yk and where Q n is a linear combination over C[Yv ... , Yk] of derivations of 
order at least 2. Morover, a simple computation shows that 
~ OAin Ai,n+l = L.J ~--' • 
j=l oYj 
This equation shows by induction on n that Ai,n may be obtained in the following way 
(see [1] for details): Ai,n is the sum of the weights of all increasing trees on [n] with k 
colors CI , ... , Ck and having a root of colour Ci . The weight of a tree is the product 
of the weights of its nodes, and the weight of a node v of color Ch is 
[ 
k ~i] Il-k Ph j=IOY/ 
when v has kj sons of color Cj • By equation (5), it is enough to apply to the weights the 
substitutions YI ~ av ... , Yk ~ ak> to show that the series Xl - av ... , Xk - ak are 
generated by the tree labelling table J on k colors Cv ... , Ck> described below: 
(jt+",+ik I c.~ ~. . P, Cit ... Cjk. 
, . L.J. 0 }t • • • O}k '_ _ I k 
/t,· .. ,}k YI Yk Yt-ab···,Yk-ak 
The above argument may be reversed. Hence if J is a tree labelling table with k 
colors Cv ... , Ck and corresponding polynomials 
then the series Xv ... , Xk generated by J satisfy equation (1), with 
Yit • •. yik P, = ~ b(i) . 1 k 
, . L.J. }b ..• ,]k·' ••• ·,· 
}b''',}k h· lk· 
(6) 
(7) 
o 
The proof of Theorem 1 shows how to establish a correspondence between systems 
of equations such as (1), and tree labelling tables. If the table is given in form (6), the 
Systems of differentiaL equations III 505 
corresponding system is (7). Conversely, first replace each function Xi in (1) by 
Yi = Xi - Xi(O), and in the system satisfied by the Yi' replace each monomials 
by 
3. SOME EXAMPLES 
EXAMPLE 1. Consider the series Xl = exp(a(et -1)) and X2 = et• Then one has 
X~ =X2' 
This shows (cf. equation (5)) that Xl and X2 are generated by table (3). Taking a = 1, 
Xl becomes the classical exponential generating function of the Bell numbers: hence, 
the nth Bell number is equal to the number of increasing trees on [n], with root of 
color '0', and nodes either of color '0' or '0', where the adjacencies are given by 
Figure 3. It is not difficult to see directly that these trees count the number of partitions 
of a set of n elements, which is the classical property of Bell numbers. The tree 
representation of the partition {{I, 3, 7}, {2,4}, {5}, {6,8}} of the set 
{I, 2, 3, 4, 5, 6, 7, 8} is shown in Figure 5. 
EXAMPLE 2. Now, consider the table C~ 1 + 2C2• From equation (6), it follows 
that the series X generated by this table satisfies x' = 1 + X2, hence X = tg(t). Recall that 
00 t2n+1 
tg(t) = ~o E2n+ 1 (2n + I)! ' 
where En is the nth Euler number (see [20)). The trees generated by this table are the 
complete binary increasing trees. Any such tree with 2n + 1 nodes has n internal nodes 
and n + 1 leaves. Thus, its weight is 2n and we conclude (as in [20)) that the (2n + 1 )th 
Euler number E2n+1 is equal to 2n times the number of complete increasing trees on 
[2n + 1]. All possible such trees on the set {I, 2, 3, 4, 5} are represented in Figure 6. 
EXAMPLE 3. Let X = (1- t)-t, Xk = (log(l- t)-l)k /kL We clearly have x' = X2, X~ = X 
and x~ = Xk-IX (for k ~ 2). Thus, these series are CDF. Let '0' and 'OJ' be the colors 
corresponding respectively to x, and the x/so The corresponding adjacencies table is 
represented in Figure 7. 
FIGURE 5. FIGURE 6. 
506 F. Bergeron and C. Reutenauer 
'~' 
'~k 'Xk 
Dk-,d' Ok-1 
FIGURE 7. 
Now, X is the exponential generating function of permutations, and the Xk'S are the 
exponential generating function for the kth Stirling numbers (of the first kind). This 
shows, through Foata's transformation (see [8, p. 92]), the well known result that the 
kth Stirling number is the number of permutations having k cycles in their cycle 
decomposition. 
, 5 
FIGURE 8. Tree of weight two counting the two permutations (125) (36) (4) and (152) (36) (4) of [6]. 
4. CLOSURE PROPERTIES 
We shall see that the set of CDF series has all the usual closure properties. 
ThEOREM 2. The set of CDF series is a subalgebra of C[t] which contains C[t] and 
which is closed for inversion, composition, inversion for composition and integration. 
As the proof will show, all these closure properties are effective: given a finite set of 
CDF series (by systems such as equation (1), or tables), one may effectively construct a 
system or a table corresponding to a series obtained from the above series by a finite 
number of the operations mentioned in the theorem. We first establish a simple but 
useful lemma. 
LEMMA 1. A series is CDF if and only if it is contained in some finitely generated 
subalgebra of CIt) which is closed for differentiation. 
Note that if a subalgebra of C[t] is generated by a set X of series and contains x' for 
any x in X, then it is closed for differentiation. 
PROOF. If equation (1) is satisfied, then the subalgebra of C[t] generated by 
Xl> .•• , Xk is closed under differentiation. It is finitely generated and contains x. 
Conversely, suppose that x is contained in a subalgebra A of C[t) which is finitely 
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generated and closed for differentiation. Let Xl> ... , Xk generate A, with Xl = X; then 
x; is in A. Thus x; = P;(Xl> . . . , Xk) for polynomials P; in the generators, and equation 
(1) is satisfied. 0 
PROOF OF THEOREM 2. We say DF algebra for finitely generated subalgebras of C[t] 
closed under differentiation. 
1. crt] is a DF algebra, hence any polynomial is CDF, by Lemma 1. 
2. Let x and Y be CDF series. By Lemma 1, they are contained in two DF algebras 
A and B, respectively. The algebra generated by A U B is a DF algebra and contains 
x', x + y and xy. Hence these series are also CDF. 
3. Suppose x' is CDF. Then it is contained in some DF algebra A . The algebra 
generated by A and x is a DF algebra; hence x is CDF. 
4. Let x be invertible and contained in some DF algebra A. Then the algebra 
generated by A and X- I is a DF algebra since (X-I), = -x'x-2 ; hence X-I is CDF. 
5. Let x and y be in DF algebras A and B, respectively. Suppose x(O) = 0, and let 
Xl> .. . , Xk generate A and Yl> ... , Ym generate B. Let C be the algebra generated by 
Xl> ... , Xb YI(X), .. . , Ym(x) . Then C is closed for differentiation, because of the chain 
rule (Yi(X»' = y;(x) · x'. Hence C is a DF algebra containing y(x), which is therefore 
CDF. 
6. Let x = ~n.,.O antn / n! be in some DF algebra, with ao = 0 and al =1= O. Let Y be the 
compositional inverse of x; that is, t = y(x) = x(y). Let Xl> ... ,Xk generate A; we may 
assume that Xl = t. Let B be the algebra generated by the series XI(Y), .. . , Xk(Y) and 
y'. Then B contains Y =XI(Y). Moreover, (Xi(Y»' =x;(y) · Y' is in B, because x; is in 
A. Now, Y' = l/x'(y), which implies Y" = -x"(y)y'(x'(y»-2 = -x"(y)y,3. Hence, Y" is 
in B, because x" is in A, from which we conclude that B is a DF algebra. 
The following theorem gives some information on the coefficients of CDF series. We 
shall use it to give counter-examples. 
THEOREM 3. Let x = ~n.,.oantn/n! be a CDF series. Then: 
(i) The series x is analytic around 0: in fact Ian I ~ a"n! (n ~ 1) for some constant ll'. 
(ii) If the an 's lie in a subfield K of C, then there exists for x a system such as equation 
(1) with coefficients in K. 
(iii) (Eisenstein criterion, compare to [16], p. 139) If the an's are rational numbers, 
then for some integer d ~ 1, one has dnan E 7L (n ~ 1). 
As a consequence of the theorem, we give some counter-examples. 
The set of CDF series is not closed for the Hadamard product (coefficient by 
coefficient product). Indeed, the Hadamard square of et is ~ (n!)-2tn, which does not 
satisfy the Eisenstein criterion. Similarly, the set of CDF series is not closed for the 
product 
Indeed, the square of (1- t)-1 for this product is ~ n!tn, which is not analytic 
around o. 
The series (et -1)rl = ~ (n + 1)-lrn/n! is not CDF, because it does not satisfy the 
Eisenstein criterion. This implies, by Theorem 2, that its inverse t(et - 1)-1, which is 
the generating function of the Bernoulli numbers, is not CDF. This may seem strange, 
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at first glance, because x = (et - 1)-1 satisfies x' = -x - X2. The reason why this is so is 
because x is not in C[t] (i.e. (et - 1) is not invertible in C[t]); hence x is not a CDF 
series. 
PROOF OF THEOREM 3. (i) Let x be generated by some tree labelling table with k 
colors. Let a be the supremum of the absolute values of the coefficients of the table. 
Thus, the weight of any tree on [n] generated by this table is clearly bounded by a". As 
there are exactly (n -I)! increasing trees on [n], lanl is bounded by a"(n -1)!:O::; a"n!. 
(ii) Let M be the field generated by K and the finite number of coefficients occurring 
in equation (1). Then M is finitely generated over K; hence there exists an 
intermediate field L such that L is a pure transcendental extension of K, and M is finite 
over L. Let ml> ... , mh be a basis of Mover L, with ml = 1. Then define kh series Xij 
(l:O::;i:o::;k, l:o::;j:o::;h) in L(t~ by 
h 
Xi = 2: mjXij· 
j=1 
Also define indeterminates tij (1:0::; i :0::; k, 1 :0::; j:O::; h), and hk polynomials P;j in L[tij ] by 
h 
p;(mltll + ... + mht lh, ... , mltkl + ... + mhtkh) = 2: mjp;j(tll , ... , tkh). 
j=1 
Then the series Xij satisfy the following system, with coefficients in L: 
since 
implies that 
h 
p;(mlxll + ... + mhxlh, ... , mlxkl + ... + mhxkh) = 2: mjp;j(xll, ... , Xkh)· 
j=1 
(8) 
Now, the coefficients of equation (8) are in L, which is of the form K(OI' ... , 0/) for 
some O/s algebraically independent over K. Let P( 01 , ••• ,0/) be a common 
denominator of the coefficients appearing in (8), and let al> ..• , at E K be such that 
P(al' ... , a/) *0. Replacing the O;'s by the a;'s in equation (8) gives a system over K 
satisfied by series Zij. As Xl is in K[t], one has Xl =Xll = Zll> and (ii) is proved. 
(iii) We may suppose, by (ii), that X is defined by a tree labelling table with 
coefficients in Q. Let d be a common denominator of these coefficients. Then dn(J) Ell.., 
if (J) is the weight of any tree on [n] generated by the table. As an is the sum of all these 
weights, we obtain (iii). 0 
For X = Ln ... o antn In! a CDF with an Ell.., one open question is whether it is possible 
to find a system with integer coefficients for this series. Note that for a given CDF 
series there are many systems giving this series. Another open problem is whether it is 
possible to have unicity modulo some transformation group. This may be related to 
problems of differential algebra (see [10)). 
5. COMPARISON WITH OnrnR FAMILIES 
First of all, we verify that any CDF series x is also differentially algebraic. Indeed, by 
Lemma 1, the derivatives of x all belong to some finitely generated subalgebra of CIt). 
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Hence, the infinite set {X(k) I k ~ O} is algebraically dependent over C. This directly 
implies that x is differentially algebraic. 
Theorem 3 shows that each rational power series is CDF. We show, using a theorem 
of Fliess [7] and Christol [4], that this assertion can be extended to algebraic series. 
THEOREM 4. Each algebraic formal power series is CDF. 
PROOF. Let x be algebraic. We may suppose that x(O) = O. By [6, proposition 7], x 
is constructively algebraic: that is, there exist k series Xv ... , Xk with constant term 
zero and Xl = X, and k polynomials P;(T, Xv ... ,Xk ) in qT, Xv ... ,Xk ], each 
having zero constant term and no monomial of the form Xj , such that 
i = 1, ... , k. (9) 
Differentiating (9) with respect to t, we obtain 
(10) 
for i = 1, ... , k. The special properties of the P's and the fact that the x's are without 
constant term ensure that (10) is a system of linear equations in x~, ... ,x~, the 
determinant y of which is invertible in C[t]. Thus, x; is in the algebra A generated by 
t, xv . .. ,Xk> y-l. Moreover, y is in the algebra generated by xv . .. ,Xk; thus y' eA, 
and it follows that (y-l), = _y'y-2 is also in A. This shows that A is a finitely generated 
algebra which is closed for differentiation, and we conclude that X =XI is CDF by 
Lemma 1. 0 
A series X is called D-finite (see [19]) if it satisfies a non-trivial linear differential 
equation of the form 
Qk(t)X(k) + ... + QI(t)X' + Qo(t)x = 0 
for some polynomials Qo, ... , Qk> with Qk =1= O. 
Equivalently [19, tho 1.S], x = ~n .. O antn is P-recursive, if for some polynomials 
Pin)an+d + ... + PI(n)an+1 + Po(n)an = 0 (n ~ 0). 
(11) 
We show that D-finite series and CDF series form two incomparable families. 
Indeed, (cos (t»-l is CDF, as shown at the beginning of Section 2; however, it is not 
D-finite, as shown by Carlitz ([IS, th.4]; see also [19, example 2.S or 4(a)]). 
Conversely, the series ~ n !tn is easily shown to be P-recursive, and hence D-finite, but 
it is not CDF, because it is not analytic in any neighborhood of 0 (see Theorem 2). 
Another example, which is analytic, is the series 
which is D-finite, but not CDF, as shown in Section 4. Because of the strong 
relationship between Bernoulli and Genocchi numbers, this leads to the similar 
question for the exponential generating series of the Genocchi numbers 
2t 00 tm 
-t-l=t+ L (-lt G2n (2 )'. 
e + n=l n . 
This series is CDF because the series x = 2(1 + et)-l is such that x' = -x + Z- IX2. 
Using equation (S), this equation provides the tree labelling table of Figure 9. 
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FIGURE 9. 
Now, observe that 
00 m+1 
x = 1 + ~o (-1t+1G2n +2 (2n + 2)(2n + 1)!' 
and that each complete binary tree with 2n + 1 nodes has exactly n + 1 leaves; and 
hence, according to the above table, a weight of (_1/2)n+l. Thus (2n + 2)-IG2n +2 is 
the number of complete binary increasing trees on [2n + 1], divided by 2n+l. This, 
together with Example 2 of Section 3, implies the following relation between Genocchi 
and Euler numbers: 22nG2n +2 = (n + 1)E2n+ 1• This is relation (1.6) of [20]. 
A subclass of CDF series is the set of series x satisfying an equation of the form 
X(k) = p(x, x', ... , X(k-l» (12) 
for some polynomial P. This is a subclass because the subalgebra of Q1/] generated 
(compare with Lemma 1) by x, x', ... ,X(k-l) is closed for differentiation. Clearly, x 
satisfies an equation of form (12) iff the subalgebra generated by x and all its 
derivatives is finitely generated. We shall show that this subclass is a proper subset of 
all CDF series. 
The series exp(t2) is CDF, since exp(t2)' = 21 exp(t2). We shall show that exp(t2) is 
not in th subclass of CDF series satisfying an equation of form (12). Recall that exp(/2) 
is not algebraic. If exp(t2) were to satisfy an equation of form (12), then the algebra A 
generated by all the derivatives (exp(f) )(n), n ~ 0, would be finitely generated. Now, 
(exp(f»(n) is a linear combination of exp(t2), I' exp(t2), ... , and ~ exp(t2), the latter 
having, moreover, a non-zero coefficient. Hence A is also generated by the series 
~ exp(f), n ~ O. Now, A being finitely generated, there exists an N such that A is 
generated by the series: 
Hence 
for some polynomial P. This may be rewritten as 
k 
t'+l exp(t2) = L: L: lrii(exp(t2)Yo, .. (t' exp(f)YN, 
i=O iO+" '+iN=i 
k 
= L: (exp(t2»i L: lri/h+" '+NiN, 
i=O iO+"'+iN=i 
where i means (jo, ... , iN)' But exp(t2) is not algebraic, and thus we must have: 
But this is surely impossible, because tN+1 is not a linear combination of 1, t, ... , tN. 
Systems of differential eqUiltions III 511 
Each CDF series is also differentially algebraic. However, the converse is far from 
being true. Indeed, there are differentially algebraic series which are not analytic 
around 0, such as the above considered series ~ n ltn which is D-finite, and hence also 
differentially algebraic. 
Finally, we mention a decidability result, due to Denef and Lipshitz (which was 
indicated to us by the latter author). They show that it is decidable if a system of 
differentially algebraic equations with given initial conditions has a power series 
solution (see [5, theorem 3.1]). An easy consequence of this is that it is decidable if a 
given CDF series vanishes: indeed, if x = Xl satisfies equation (1), with the initial 
conditions Xi(O) = ai' then X = 0 iff al = 0 and if the system 
x~ = P2(0, X2, ... , Xk), 
X~ = Pk(O, X2, ... , Xk) 
with Xj(O) = aj has a solution. This result shows also that one may decide the equality 
of two CDF series characterized by systems such as (1) (the 'word problem' for CDF 
series). 
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