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This study introduced an interaction technique that used tangible interaction for 3D 
modeling. A hybrid interaction technique using a Kinect camera and a smartphone with 
a gyroscope was developed for the navigating objects in a 3D modeling software. It was 
then tested on 20 participants categorized as amateurs who had basic 3D/ CAD 
modeling experience and 20 participants categorized as the experts who had extensive 
experience working with the modeling software. This research study presents the need 
for existence of such interaction technique, gaps from the related previous studies, 
statistical findings from the current study and possible reasons for the results. The 
results concluded that the even though the hybrid interaction technique was efficient 
for both the participant categories and though there existed a statistical significance in 
efficiency for the amateur category, it did not provide a better user experience for the 
expert category and user experience for the amateur category was inconclusive. The 
study suggests that future studies and fine tuning of the current study could have a 






CHAPTER 1. INTRODUCTION 
In the area of 3D modeling in computer graphics, there is no end to new features 
that could be developed. Existing design software and tools are developed in a way that 
the users (technical artists, engineers, drafters, architects etc.) can build a model using 
geometric proportions. Despite the fact that there exist numerous tools and supported 
features for 3D modeling, users at times prefer to use physical sketches to convey their 
ideas (Hsu & Liu, 2000). In most cases, the reason to choose physical sketches over 
software is due to lack of knowledge of modeling software or bad user experience 
especially among amateur/beginner artists or engineers (Ibrahim & Rahimian, 2010). 
A lot of methods had been proposed to enhance the user experience for 3D 
modeling software with an intention to make virtual modeling a natural process. Some 
of these were developing an entire CAD system to give a realistic experience 
(Kameyama, 1997), creating a new interface like a soft ball to interact with the 3D 
model in existing software (Grossman, Wigdor & Balakrishnan, 2004; Smith, Thomas & 
Piekarski, 2008) and developing plugins for using different interaction techniques (Dave, 
Chowriappa & Kesavadas, 2013; Ramanujan, Piya & Ramani, 2016).  
Embodied cognition suggests that the cognitive process of a human body is deeply 





emphasizing on mathematical formulae and operations, embodied cognition suggests 
that a physical object can be perceived as an object in the virtual environment 
(Anderson, 2003). When a user interacts with the physical object, changes made to the 
object in terms of shape, orientation and position should reflect on the virtual object. 
This research contributed to understanding the role of tangible interaction (an 
interaction in which a person interacts with the virtual information through a physical 
environment) in 3D modeling. This chapter provides an introduction to the research 
study and establishes its basis by describing the significance of the research area, 
outlining the research questions by defining key terms. 
1.1 Statement of Purpose 
This research was focused on developing an interaction technique using tangible 
user interfaces as a secondary input for 3D modeling in design tools. The purpose of the 
study was to explore an interaction technique that would be intuitive, user friendly and 
more efficient compared to the existing interaction techniques. 
In trying to make the virtual modeling process as similar as possible to the physical 
modeling/sculpting process, this study proposed to bridge the gap in 3D modeling 
between the virtual and real worlds. The results of this research have the potential to 
unfold extensive development of features using tangible user interfaces for design tools. 
1.2 Research Question 
The research question that this study aimed to answer was, Can a hybrid 





be efficient and bring a better user experience when used as an additional input 
alongside mouse/keyboard input for navigation of 3D objects? 
1.3 Scope 
The interaction technique developed was limited to the software Autodesk Maya. 
This research focused on Autodesk Maya because of the software’s familiarity for the 
researchers. The application was developed for the Kinect v2.0 camera but it is expected 
work with the Kinect v1.0 camera sensor as well. This technique was also limited to 
iPhone since the app was developed for iOS but it can be extended to any other 
smartphone with a gyroscope and other software. The setup of the experimental study 
could not be changed because the application was developed to identify the object 
movements in a reference space. More about this is described in section 4.4.2. 
The scope of this study evaluated two groups of participants:  
a. Amateurs – Participants with less than 2 years general CAD modeling experience. 
This category of participants consisted of undergraduate engineering students 
from Purdue University who were enrolled in CGT 163, 164 or 110 or had taken 
either one of the courses in the past 1 year. Students who had shown above 
average laboratory skills according to the teaching assistants i.e., students who 
had obtained an 80% or above grade in all the CAD modeling assignments in the 
courses were chosen. 
b. Experts – Participants with close to 2 or more than 2 years of experience with 
Autodesk Maya, animation and modeling tools. Participants from this category 





Computer Graphics Technology department of Purdue University who had 
extensively worked on Autodesk Maya.  
Participation for this study was completely voluntary. More about the tests is 
discussed in Section 5.1.3. 
1.4 Significance 
Among the research done, most of the studies concentrated on gestures or 
tangible interaction to be the primary input for creating models or environments from 
scratch (Smith, Thomas & Piekarski, 2008; Dave, Chowriappa & Kesavadas, 2013). The 
results of the studies showed problems in accuracy and users not preferring to use the 
interaction techniques. The significance of this study was to build on the available 
interaction techniques for 3D design tools to improve the experience of the users. 
 Embodied cognition theory suggests that using a physical object to interact with a 
virtual environment increases a person’s ability to understand the task better. Since 
users preferred to not move away from the traditional mouse input with an assumption 
that using a mouse is the most natural way of interacting with a computer, there was a 
need to show that there are other possible interaction techniques which could be more 
intuitive and natural. 
With the use of Kinect camera and a tangible user interface, the scope of this 
research stretched along a large boundary with varied options on what could be 
implemented. The prototype produced from this study should be able to give 







The study required developing a plugin for Maya to implement navigation using 
Kinect and an iPhone. The research was conducted and conclusions were drawn based 
on the following assumptions: 
 Current technologies including the Kinect Camera, smartphones and SDKs were 
sufficient to build the tool. 
 Kinect Camera sensor was accurate enough and was compatible with the system 
used for testing the implemented interface with Autodesk Maya.   
 Plugin for Autodesk Maya using the Kinect worked at all times.   
 The app on the smartphone worked at all times.  
 Participants had a basic knowledge in 3D modeling and could create basic shapes 
in Autodesk Maya using the mouse as input.  
 Participants in each group relatively had the same modeling skills and 
experience. 
 Participants answered the questions truthfully.  
1.6 Limitations 
Limitations for the study were: 
 The feature was tested only on Autodesk Maya.  
 The users were tested in a standard computer lab that might differ from the 





 Precision errors occurred due to the hardware used i.e., Kinect camera restricts 
the area that the object can be identified in. 
 Precision errors appeared erratically when a participant held the phone in 
certain angles. 
 The user study was limited to students from Purdue University.    
1.7 Delimitations 
The study was conducted with the following delimitations: 
 The position of the Kinect Camera and the other devices in the experiment setup 
could not be changed because the values of x, y and z coordinates for the object 
tracking was hard coded while implementing the application. 
 The results were generalized for all modeling tools since modeling software have 
the same structure.  
 The Computer graphics technology department at Purdue University has a wide 
range of courses with students from different majors. The courses concentrate 
on 3D modeling, CAD modeling and animation.   
1.8 Definition of Key terms 
3D modeling – a process of creating surfaces, meshes or any three dimensional surface 
by solving mathematical expressions on geometric primitives using specialized 
software. (Remondino & El‐Hakim, 2006, p 270). 
Accelerometer – A device used to measure relative acceleration similar to the 





Autodesk Maya – a 3D modeling, rendering and animation software used across the 
computer graphics industry for character modeling, simulation and animation. 
C# - C# is an object-oriented programming language developed by Microsoft. 
Embodied Cognition – a theory that argues that features of human cognition (ability of 
the mind to acquire and understand knowledge) are determined by the sensory 
and motor system of the body, which is the way the body interacts with 
physical environment of objects in a situation. (Wilson, 2002) 
Gesture Recognition – refers to the recognition of human expressions that involve 
moment of different parts of the human body, most commonly hands, arms, 
body and head. (Mitra & Acharya, 2007, p 311) 
Gyroscope – A device that consists of a wheel that orbits around a disk mounted on an 
axis rod that allows free directional movements. A gyroscope is also embedded 
in a smart phone and it measure the rotation of an object.  
Interaction Techniques – refers to the techniques that are used to perform user tasks of 
interacting with the machine (in this case, the virtual world). 
Kinect Camera – Kinect sensor (camera) is motion sensing input device that contains an 
RGB camera, a multi-array microphone and a depth sensor that is used to 
recognize gestures (Frati & Prattichizzo, 2011, p 317)  
Smartphone Accelerometer – Smartphones are fitted with a wireless accelerometer that 
can measure acceleration (change in rate of velocity) with which the phone 





SDK – A software development kit (SDK) is a set of development tools that help in 
creating and improving software applications which are designed to perform a 
set of tasks for a specific operating systems or similar developing platforms.  
Tangible User Interfaces (TUIs) – an interface in which a person interacts with a 
computer using a physical object or environment. 
TCP – The Transmission Control Protocol (TCP) is one of the many types of protocols 
through which data is transmitted between programs in a network. TCP is one 
of the main protocols of the internet protocol.  
Virtual World – Scenes and parts created virtually that are not real and are composed of 
a combination of real and graphic images that are partially or completely 
modeled using a designing tool. (Milgram & Colquhoun, 1999, p 2-3) 
XAML – Extensible Application Markup Language (XAML) is a markup language 
developed by Microsoft which is used to create the user interface of an 
application. 
1.9 Summary 
To summarize this chapter, this study aimed to help understand the different 
interaction techniques that can be used for interacting with the virtual environment and 
to make 3D modeling process intuitive. The research provided an understanding if this 
interaction technique is feasible for beginners and experts. The study tried to discover if 
the beginners would benefit more from this technique because of the shallow learning 





The following chapter portrays, in depth, the gaps and problems that surfaced in 
related studies that this research addressed. It also provides a deeper understanding of 







CHAPTER 2. LITERATURE REVIEW 
A summary of related literature in the field of tangible user interfaces as graphical 
interaction for 3D modeling along with the gaps in the research done so far is presented 
in this chapter. It provides an understanding of the research done so far and the need to 
develop the present research. 
2.1 Introduction and Motivation 
“Understanding depth lets your virtual world interact with the real world in new 
ways.” (Project Tango – Google, n.d.). In the past decade, there was rapid growth in the 
field of virtual reality and gesture recognition. This research was two-phased:  
a. The initial phase was to develop a tool that used tangible interaction for 
location tracking (using Kinect camera) and rotational tracking (using the 
smartphone’s gyroscope) of objects in Autodesk Maya. 
b. The second phase was to test how well engineers, designers and artists 
applied this tool for 3D modeling when used as an additional input along with 
a mouse or stylus. 
During the development phase, the researchers had to consider whether the 
Kinect camera would be the best technology that could be used to detect movements of 







reasons for choosing Kinect sensor over other devices like Leap Motion. Intel 
Corporation introduced the idea of integrating the revolutionary Intel RealSense depth-
sensing camera with laptops (Intel® RealSense™ Camera, n.d.). The possibility of laptop 
cameras and phone cameras to have the capacity to sense depth widened the scope of 
this research and justified the use of the Kinect Camera. Considering this is implemented 
in all the newly manufactured laptops, it was expected that there will come a time in the 
future when this research might gain more importance because of the following 
reasons: there will be no need for any additional equipment since the depth sensing 
camera will be a part of the computer and there will be no need to limit the use of the 
tool to users with a Kinect Camera.   
The concept to create a hybrid tool that uses tangible interfaces surfaced from the 
following thoughts:   
a. Users would be able to interact better with a physical object or environment 
(tangible user interface) than with just hand gestures (Dangeti, Chen & Zheng, 
2016).   
b. With the world moving on to the age of sensor enabled smartphones, 
researchers have constantly created new applications that can detect human 
behavior using a smartphone’s accelerometer and gyroscope (Bujari, Licar & 
Palazzi, 2012; Lau & David, 2010). Due to the shortcomings of the smartphone’s 








2.2 Embodied Cognition and Tangible Interaction 
The theory of embodied cognition suggests that interacting with the physical 
environment/object by touch enhances the ability of the mind to understand an idea 
(Wilson, 2002). Since 2000, a lot of research had been done on embodied cognition and 
how the human body interacts with the environment. Most of the tangible interaction 
techniques used embodied cognition to support the conjecture that using a physical 
object provided a more intuitive user experience.  
Kirsh (2013) suggested that embodied cognition presented researchers with new 
ways to think about the human body and mind when designing technology. Kirsh 
indicated the change in thinking of the role the body plays in cognition particularly as a 
means to physically model things. In the paper, the author outlined the different ways in 
which embodied cognition is entering technology, the different research directions 
which utilized embodied cognition and the ample opportunities for development in this 
field. 
Ever since tangible user interface (TUIs) was presented by Ishii and Ullmer (1997) 
in a CHI conference, the field constantly gained significance and development of 
different tangible user interfaces spread across many research directions. Fishkin (2004) 
analyzed tangible user interfaces and suggested that one of TUI’s dimension is 
embodiment. The study stated that ever since TUIs acquired attention, the interaction 
moved away from the conventional computer virtual world and entered the physical 
world. Further studies in TUIs showed the diversion from computer science community 







2.3 Tangible Interaction with 3D modeling 
A Tangible User Interface (TUI) is defined as the interface in which a person 
interacts with a digital information that can be manipulated with hands (Ishii, 2008). 
Construction toys like Legos (www.lego.com) and Play-Doh are the most commonly 
used TUIs. Tangible Interaction had to be accompanied with model recognition and 
interpretation like scanning of the model or sensors that identify the geometry of the 
model.  
Anderson et al. (2000) presented two models for tangible modeling, a 
combination of tangible interaction and graphical interpretation. Experiments were 
performed with both the models using clay and physical block structures as tangible 
interfaces. The first model consisted of a system with a microcontroller that let the 
block structure compute its own geometry and communicate with the controller 
through message-passing architectures. In the second model, a scanner was used to 
scan the model created and compared for the best-match from the database. The most 
evident limitation in this technique was that construction of complex models would be a 
daunting task using clay or Lego blocks when compared to actually constructing the 
same model from scratch using a design tool. Another limitation in this research was 
having a database of all the templates was near to impossible. There might always occur 
a scenario where a model needed to be created which is not a part of the database. 
Since 2000, there had not been a research that has built on Anderson’s research and 







Some other studies like one conducted by Watanabe et al. (2004), was a similar 
approach to Anderson, where cubes were used to construct a 3D model and 
communicated to the controller, which created a digital model of the same. The cubes 
in this case were equipped with gyroscopic sensors to measure the x, y and z direction 
and LED Matrix with a PIC16F874 to handle the input and output ports. Because of the 
chips and circuit devices used in these interfaces, it often made them hard to 
understand and quiet expensive. 
Kim, Albuquerque, Havemann and Fellner (2005, p 198) were the first to suggest 
that “gestures alone cannot make for a complete system of 3D manipulation in 
modeling.” Kim et al. (2005) did not construct a concrete model using one methodology. 
The researchers performed experiments with gizmos like finger-tip markers as virtual 
controller objects, hand gestures and head tracking. In this study, the researchers 
presented different techniques using gestures and tangible interfaces to build a generic 
infrastructure for 3D interaction in applications. This research was also the first that did 
navigation using gestures however, gestures were accounted as the primary input for 
modeling in this study.  
Smith, Thomas and Piekarski (2008) introduced a new tangible user interface, a 
digital foam for 3D modeling. The research focused mainly on making surface modeling 
and sculpting easier for graphic artists, industrial designers and others in the same 
discipline. There were different operations specified for free form sculpting, camera 
view control, menu control and common techniques of rotate, scale and speed and 







for the techniques implemented. The results of the study concluded that the orientation 
tracking started to drift which created technical difficulties to select the menu options. 
Due to the drift, there was a possibility that the wrong option was selected from the 
menu, this was one of the main flaw in this research that the present research did not 
contain.  
In all the studies mentioned so far, tangible user interfaces were used as the sole 
input for 3D modeling, which brought up the problems with precision of input and 
convenience in using the device. For this study, an existing framework design developed 
by Dangeti, Chen & Zheng (2016), in which an iPhone was used to navigate the scene in 
Maya while the user could still use the mouse for creating different shapes of the model 
was incorporated. However, the main challenge faced in the previous research was that 
it was not just hard to implement the pan feature, after continued research, it was 
concluded not feasible.  
The advantage of tangible interfaces was to have a physical object to interact with 
while modeling which enhances the experience of modeling especially for sculptors but 
the question that emerged was whether there was a future in which only tangible user 
interfaces could be implemented in studies like the present one.  
2.4 Gestures for Modeling 
In the earlier stages of gesture recognition, Grossman (Grossman, Wigdor & 
Balakrishnan, 2004) demonstrated the use of gestural interactions to manipulate objects 
with a prototype 3D geometric model. The prototype comprised of the volumetric 







system, and markers to track finger positions. Using this prototype, a user could 
construct an entire scene with geometric primitives and construction lines. In 2004, 
Grossman’s study was a foundation for gestural interaction, but with the development 
of depth-sensing cameras the need for the projection screens are no longer present. 
Techniques developed in this research to define gestures are however still used in the 
present day with different technologies.  
In 2007, pen stroke gestures were designed by Cao (Cao & Zhai, 2007) that were 
computed from curves, line segments and corners (CLC) in one gesture stroke. Although 
this research was scarcely related to the current study, it produced a CLC model for 
gestures. It provided the knowledge required on user interface design, which was 
needed for the model presented in this thesis, along with highly precise and wide 
ranging gestures with different complexities. 
The Kinect sensor camera provides “unlimited number of opportunities for old 
and new applications” (Zhang, 2012, p 10). In the research, Zhang provided an in-debt 
knowledge of the Kinect sensor camera, its composition, hardware and development 
tools. The Kinect sensor camera contains an IR (Infra-Red) projector, IR camera and an 
RGB camera of which the IR projector and the IR camera are used to sense depth. The 
depth image in constructed using the infrared dots as seen by the IR camera. The Kinect 
camera is a highly stable depth sensing camera that can be recalibrated when the depth 
maps are created incorrectly (Zhang, 2012). However, the glitch was it posed a threat to 
accurate object selection for the proposed study. According to developer reviews, 







original Kinect, does not pose this threat as much. It was later observed that the 
because of the high number of frames (30) recorded by the camera attained a stabilized 
blob/point from the depth frame was difficult even with Kinect version 2. Additional to 
the features mentioned above, the Kinect camera is capable of skeletal tracking and 
representing a stick figure of a human body, using the number of joints (Zhang, 2012). 
The camera also has the capacity to track facial expressions and sense audio, which was 
not used in the current study but could be implemented in the future. The reason for 
choosing Kinect for this research was the wide range of possibilities for development 
and the different features the sensor provided.  
With the growth of gesture recognition through the years, there had been many 
new technologies developed that used gestures for a broad range of problems 
(Ibraheem, 2012; Zhang, 2012). In Henry’s research (Henry et al., 2012) a framework of 
RGB-D mapping was created that generated dense 3D maps of indoor environments 
using a Kinect-Style camera developed by PrimeSense. PrimeSense is the company that 
was involved in the initial development of the Kinect sensor camera. The research 
produced by Henry et al. was derived from the results of multiple experiments 
conducted in different lighting conditions. Although this significantly reduced the time 
spent on creating 3D models, one of the limitation of this research was that building 
dense models of indoor environments were not accurate because of errors in projection 
and alignment, which was not improved by optimization techniques in some situations 
like requirement of high details, repetitive structures etc. In the present research there 







feature was optimized before testing but there are still possibilities of optimizing it 
further to get consistent depth maps (Henry et al., 2012). 
A lot of research on gestures using the Kinect sensor surfaced in 2013 when the 
Kinect camera started gaining attention and became more important. One such study 
was presented by Dave (Dave, Chowriappa & Kesavadas, 2013), who implemented a 
gesture interface using Kinect to bring intuitiveness of digital sculpting to a CAD 
environment. The researchers implemented features like creating and editing shapes 
and viewport orientation. The results of this research provided an initial basis to the 
current study that using gestures for 3D modeling is a fairly intuitive method. Another 
study by De Araújo (De Araújo, Casiez, Jorge & Hachet, 2013) supported the claim made 
by Dave and the existing research. In their study, De Araújo et al. implemented a multi-
touch modeling setup called the Mockup Builder with an interface very similar to the 
interface of SketchUp, a tool to draw in 3D. Although, the results of MockUp Builder 
were not better than SketchUp, it was comparable. However, these interaction 
techniques were created to be the only input. 
Ren et al. (Ren, Yuan, Meng & Zhang, 2013) suggested that even though there had 
been a lot of research on human body tracking and face detection using the Kinect, 
creating a robust hand gesture recognition system was still challenging. This study 
presented some of the challenges that were expected to be faced by the current study 
like noisy hand shapes and distorted/confusing gesture interpretation. They proposed a 
distance metric called Finger-Earth Mover’s Distance (FEMD) to distinguish two similar 







gestures from a given dataset which proved that a robust hand gestures system using 
the Kinect was not only possible, but might be promising. This study also gave the 
researchers of the current study a reason to move towards a hybrid design using Kinect 
Camera with an iPhone, rather than implementing an interaction technique which used 
just hand gestures.     
The navigation tool is the most used feature by users while modeling, it seemed 
worth exploring the idea to use a TUI as an additional input along with a mouse input to 
control the object.   
2.5 Comparing Hand Gestures with Tangible Interaction 
The development done in the research (Dangeti, Chen & Zheng, 2016) showed the 
limitation in the current technology where a perfect navigation feature could not be 
created using only an iPhone or using only a Kinect camera. In this research, the 
navigation feature was intended to be implemented with a smartphone app and with 
the Kinect camera. The research intended to do a comparative study between using a 
tangible user interface (smartphone) and hand gesture recognition (using Kinect 
camera) for object navigation in Maya. 
The rotation of the 3D object was implemented correctly with the phone 
application but the accelerometer of the phone was not sufficient to implement the 
panning of the object since the stop point for the accelerometer reading could not be 
defined. It was concluded that the translation movements could not be implemented in 







recognition algorithm had to be designed to identify the rotate gesture which was 
complex. 
A previous project done in Purdue University had shown the problems faced when 
implementing a tool using only gesture recognition for 3D modeling. In the project 
researchers tried to implement a gesture recognition tool to navigate through a scene in 
Adobe Acrobat 3D using Leap Motion. Considering the shortcomings of the previous 
researches, a hybrid tool was created in the current study which combines the 
smartphone gyroscope technology and Kinect camera’s object detection method. 
2.6 Other Relevant literature 
This section provides a brief overview of some related literatures and areas which 
could be further improved using the present study. 
Keefe et al. (2001) conducted a study on making painting in a 3D medium an 
interactive experience and concluded that traditional painting results in a 2D result 
which had to be generally perceived in 3D. The researchers conducted a study on the 
experience of artists with the system. The environment of the system was an actual 
cave environment, but the paint and brush strokes were digitized. Although, it was a 
very easy tool for artists to understand and use immediately, there are a lot electronic 
gadgets and widgets used each for every brush used, sensors for every bucket of paint 
and device that the user/artist had to put on to view the digitized painting that had to 
be utilized. This was a classic example of tangible interfaces but was expensive. There 
was no mention of how powerful the computer system which digitizes the paintings had 







environment, using an iPhone as a brush accompanied with gestures the researchers 
predicted increased the uses and dynamics in research focused in this direction. 
Neff, Kipp, Albrecht and Seidel (2008) presented a system to create gestures that 
were believable (i.e., match the gesturing style of certain individuals). Neff et al. created 
a model that analyzed the video of a speaker and automatically generated the 
animation of the gesture that could be used to recognize the input in an effective way. 
The authors (Neff et al., 2008) studied the speaking style, body movements, subject of 
the speech, pose alignment of a person and used an average of the movements to 
create the animated gesture. The limitation of this study was that the gestures were 
specific to one person. It could have been a very useful article for creating the gestures 
if the same study had it been performed using a larger sample and if generalized 
gestures were created using the result. The question that came to light from previous 
suggestions was if there was a possibility of getting generalized gestures. 
2.7 Conclusions and Summary 
This chapter provides a brief summary on the reason for choosing the research 
and a summary of relevant literatures, some of which provided insight for how the 
method could be developed while others were existing methods that contained gaps 
which this research tried to fill. The connection of embodied cognition theory towards 
the current study and how embodied cognition supports tangible interfaces was 
described.  
 It was concluded that among most of the research done so far in the field of 







modeled. The flaws that arose from trying to manipulate a model using gesture 
recognition and tangible user interfaces were pointed out and how the current research 
tried to fill the gaps from the previous studies.  In the next chapter, the research 







CHAPTER 3. METHODOLOGY 
This chapter explains the framework developed for the feature and methodology 
of the study. First, there is an explanation on how the feature worked with Autodesk 
Maya followed by a step-by-step procedure that was done during the user study. The 
target population and the setting for the study are specified. Finally, the hypothesis that 
was used for analyzing the data is explained. 
3.1 Framework 
The first phase of this research comprised of developing the plugin tool for Maya 
in which the phone movements were tracked by the Kinect Camera. The movements 
(pan and rotate) made on the phone were mapped onto the selected 3D object in 
Autodesk Maya. The tool was developed with the support of the existing framework for 
tangible interaction using a smartphone (Dangeti, Chen & Zheng, 2016). 
The framework developed for this study comprised of a windows desktop 
application that interacts with the Kinect camera (developed in C#) and an iOS mobile 
app (developed in SWIFT). There was also a python script in Maya which opened the 
socket port that enabled the application to send the data. The strings sent from the 
application are also in python scripting format. These instigate the movement of a 







Section 4.1 explains the framework in detail. 
Figure 3.1 – Workflow of the developed Framework 
3.2 Experiment Setup 
The experiment design is laid out in this section. The study is a quantitative study. 
Participants for this study were students of Purdue University.  
The procedure followed to perform the study was as follows: 
 Participants were selected based on their performance in the laboratory 
sessions of the courses. Since the investigator of the study had been a teaching 
assistant of CGT 163 in the previous semesters, students who had taken the 
course in the previous semesters were selected based on their performance in 
lab during their course of study. The students’ with an above average level 
performance with respect to ease of use of modeling software were selected.  
 Participants of both the categories – amateurs (basic 3D modeling experience) 
and experts (extensive 3D modeling experience) were recruited on purely 
volunteer basis.  




















o The Kinect Camera was mounted on top of the laptop. Laptop was 
placed on a desk approximately 60 cm away from the chair where the 
participant was seated. The phone was placed on the desk.  
o Before the participant arrived, the laptop was switched on and Autodesk 
Maya application was opened.  
o In the Kinect shelf (custom shelf created) of Maya, the python script was 
executed.  
o The windows application was launched (by clicking on the exe file) and 
the ‘Connect Phone’ button on the application was selected. 
o The IP address that is displayed in the windows applications was used to 
make the TCP/IP Connection between the iPhone app and the windows 
app. The app was launched on the iPhone and the IP address printed on 
the windows app is entered after which the connect button was clicked 
on the phone.  
o The ‘Send Co-ordinates to Maya’ button was clicked. 
o The shelf editor in Maya was minimized. The initial setup was done at 
this point and the setup was ready for the participant to test on. 
 When the participant arrived for the testing, the participant’s major and 
education level were noted because these two variables might affect the results. 
The investigator briefed the participants on the tasks they were to perform. The 







the tasks. The participants were given verbal instructions and were shown as an 
example how the interaction technique worked.  
 Every participant was asked to perform both the interaction techniques, the tool 
developed by the current research and the stand mouse/keyboard input. Since 
every participant was tested in each condition, there was an expectation for 
order effects to arise. While the participants performed the tasks, the time 
taken to perform the tasks was recorded. 
 Participants were asked to answer 7 questions (see Appendix H) based on their 
experience with the two interaction techniques.  
 The data collected was analyzed using a 2 sample t-test for each category. The 
dependent variables for the statistical analysis based on which the conclusions of 
this study were drawn are:  
o Time. 
o Accuracy 
 User Experience was analyzed using frequency distribution based on some 
answers given by the participants which is explained in detail in chapter 5. 
The duration of the study was between 15 minutes to 45 minutes (but no more 
than an hour) and each session was independent of the other. The experimental design 
was mostly influenced by existing spatial ability, 3D visualization and gesture recognition 
interface design studies. The possible impact that this study could have on 3D modeling 







constantly have to switch between the navigation toolbar and the sketch toolbar and 
convenience of working with both hands. 
3.3 Participants (Sample Set) 
The main purpose of this study was to understand how intuitive the process of 3D 
modeling is for users. Since the modeling experience of users who might benefit from 
this study can vary, the participants selected for this research were divided into 2 groups 
based on the user experience.  
Group A comprised of students from different CGT courses (CGT 163, 110 and 
164), with limited 3D modeling experience (<2 years in 3D modeling). These courses are 
introduction courses in 3D modeling for different fields (construction, mechanical and 
aerospace). The students were selected after observing them during lab sessions with 
the help of Teaching Assistants of the courses based on their ability to visualize and 
work with 3D software (not necessarily Autodesk Maya). Students were recruited 
through email invitations which explained the study and stated the benefits of the 
research conducted. The 3D modeling experience the participants had attained did not 
have an impact on performing the experiment. Sample Size of Group A was 20 students. 
 Group B consisted of experts who had close to two or more than two years’ 
experience using Autodesk Maya. Students recruited for Group B were senior and junior 
undergraduate students focusing in animation and graduate students from the 
department of Computer Graphics Technology in Purdue University. Sample Size of 







The reason for choosing 20 participants were multiple: Choosing a sample size of 
around 30 reduces the possibility of type I and type II errors when using a T- test. 
However, since there are two groups of participants and the study used repeated 
measures type of experimental design, 20 participants per group was feasible for 
arriving at conclusions based on a 2 sample T-test.  Other factors which contributed to 
selecting 20 participants per group were time available to do the research and 
participant availability. A $ 10 compensation was given to the participants who took part 
and completed the study. 
Similar previous studies mostly selected a smaller number of participants (~15). 
However, none of the studies had any concerns on the number of participants chosen in 
the sample set.  
3.4 Permissions 
The study used the human subject research approach, it required permission from 
the Institutional Review Board (IRB). An application for the approval of the study was 
submitted to IRB and the application was approved (Appendix D). All the data collected 
for the study was after IRB approval was received.  
3.5 Hypothesis 
The statistical hypothesis in the null and alternative forms is as listed below. The 
study was a one-tailed T-test with two possible hypothesis.  
Ha1 = Using a hybrid way of combining tangible interaction and hand movements 
for navigating 3D objects simultaneously along with a mouse input, a user can be more 







Ho1 = An interaction technique that combines tangible interaction and hand 
gestural movements is not efficient when used as an additional input for navigation in 
Maya.    
Ha2 = Using a hybrid way of combining tangible interaction and hand movements 
for navigating 3D objects simultaneously along with a mouse input, a user can gain 
better experience in 3D modeling. 
Ho2 = An interaction technique that combines tangible interaction and hand 
gestural movements does not provide a better user experience when used as an 
additional input for navigation in Maya 
The null hypothesis was rejected when the standard input interaction technique 
was better than the Kinect and phone hybrid interaction technique.  
3.6 Statistical Analysis 
Statistical analysis of the data collected from the user study was be used to draw a 
conclusion if this interaction technique is more efficient than the inbuilt navigation 
technique of Autodesk Maya.  
The following were the dependent variables used in the study: 
 Sum of time taken for the tasks.  
 Average percentage accuracy of the tasks. 
The independent variables: 
a. Order of tasks (Kinect and phone interaction technique done first or inbuilt 







A two sample t – test was used for both experts and amateurs separately to 
determine  
a. If there was a significant time difference in performing the tasks with the 
inbuilt interaction technique or Kinect and phone interaction technique. 
b. If there was a significant compromise in accuracy while using either of the 
techniques.   
A two sample t – test was chosen to do the study because this was a hypothesis 
testing with quantitative variables and there were two independent techniques that 
were being analyzed to see if one was better than the other. A two sample t test does a 
hypothesis test of the difference of two populations’ means when the standard 
deviation is known for a set confidence level. It can be done for both unequal and equal 
variances. This study used the unequal variances formulae.  
The layout used for the t test for experts and amateurs was as follows:  
Table 3.1 – Experts – time taken analysis layout 
Experts Sum of Time taken for 7 tasks 
using Inbuilt Navigation 
Sum of Time taken for 7 tasks using 
Kinect and phone Navigation 
Mean   
Std. Deviation   
 
Table 3.2 – Experts – accuracy analysis layout 
Experts Sum of Accuracy for 7 tasks 
using Inbuilt Navigation 
Sum of Accuracy for 7 tasks using 
Kinect and phone Navigation 
Mean   








Table 3.3 – Amateurs – time taken analysis layout 
Amateurs Sum of Time taken for 7 tasks 
using Inbuilt Navigation 
Sum of Time taken for 7 tasks using 
Kinect and phone Navigation 
Mean   
Std. Deviation   
 
Table 3.4 – Amateurs – accuracy analysis layout 
Amateurs Sum of Accuracy for 7 tasks 
using Inbuilt Navigation 
Sum of Accuracy for 7 tasks using 
Kinect and phone Navigation 
Mean   
Std. Deviation   
 
Since there was no relationship between the time and accuracy for completing a 
task, each of these were analyzed individually. Conclusions were however drawn using 
both the dependent variables. Since the order differences did not have any effect on the 
results of the study, each of the category (Group A and Group B) was considered as one 
when results were concluded. The most common practice was to consider a significance 
level of 0.05. There are some additional comments based on other significance levels in 
the following chapter.  
Additionally, the data collected from the interviews was analyzed using a 
frequency distribution for individual questions.  To attain the best possible feedback 
from every participant, the participants were requested to keep the tasks performed 








To summarize this chapter, this study recruited two categories of participants 
based on their 3D modeling experience and asked the participants to perform a set of 
tasks using the interaction technique developed and the standard technique. The study 
was conducted at Purdue University and hence all the participants were students at the 
Purdue University’s West Lafayette campus.  








CHAPTER 4. IMPLEMENTATION 
This chapter describes the implementation of the framework that was briefly 
described in chapter 3. It provides an overview of the classes of the developed windows 
application and the structure of the program flow. 
4.1 System Architecture 
The implementation was built with the help of an existing application developed 
for an iPhone (Dangeti, Chen & Zheng, 2016). The application developed in xCode using 
SWIFT sent data in the form of a python script to Maya. The detailed workflow of the 
system is explained in Figure 4.1. 
Figure 4.1 – Detailed Workflow of the system 
 Object Detection application: This application was developed in Visual Studio 2013 
in C# language (XAML) with the help of the Kinect 2.0 SDKs and libraries. This 






















 the Kinect Camera and retrieved the coordinates. The application acted as the 
client side of the TCP socket connection that established a connection to Autodesk 
Maya through the command port. Autodesk Maya served as the server side of this 
TCP socket connection.  
 iOS mobile app: The iOS mobile application developed for the research involving 
object manipulation using a smartphone (Dangeti, Chen & Zheng, 2016) was 
modified to fit the present framework. It was developed in xCode using SWIFT. 
The accelerometer and the gyroscope of an iPhone helped in measuring the 
rotation of the phone. This application also acted as the client side of a TCP/IP 
socket connection that communicated with the object detection application. The 
windows application functioned as the server side for this TCP/IP connection.  
 Python Script: There was a script written in Python which was executed in 
Autodesk Maya command line that opened a specified port when objects needed 
to be manipulated and closed the port when not required. 
Laptop that was used for this study required to have the following specifications 
to maintain a good performance of the applications: 
 i5 dual-core processor (at least) 
 NVIDIA GeForce GTX 720M 2GB graphics (required) 
 6 GB RAM (minimum) 







The development phase of this study also involved testing of all components 
involved in the study. There were different methods of testing performed, starting with 
unit testing: verifying if the Kinect camera, phone and the laptop were working correctly 
individually; integrated testing: verifying if the developed windows and iOS applications 
were working successfully together; and performance testing: verifying if the 
implementation affected the performance of the computer, Autodesk Maya or Kinect. 
For the integrated testing, a consistent 95% (so as to get reliable results from the 
ANOVA analysis) accuracy or more of gesture movements in Maya was expected and 
attained i.e., when trying to move or rotate a 3D object using the developed plugin, the 
desired output was achieved with a 95% accuracy for every attempt, before performing 
the experiments on the participants. 
4.2 Object Detection Application  
The application implemented for this research took in data from the iPhone 
application and the Kinect sensor and sent the data to Maya, more of which is explained 
in this chapter. Figure 4.2 shows a picture of the application user interface (UI).  
 







The window loaded function is the starting point of the application (Check 
Appendix A for full program). It establishes a TCP client server connection with Autodesk 
Maya. Simultaneously, on a different thread, the application establishes a TCP-IP client 
server connection for the iPhone application to connect. Figure 4.3 shows the workflow 















Figure 4.3 – Workflow of the program 
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4.3 iPhone App and Windows Application Connection 
When the application is run, it tries to establish a TCP – IP connection with the 
iPhone application. The windows app acts as a server and opens a socket 54321. When 
the ‘Connect Phone’ button is clicked the windows app is actively accepting a 
connection from the client. The Server Connect (See Appendix B for the 
implementation) class handles the connection between the two applications. On this 
thread, the data is received from the iPhone using a Network Stream and stored in a 
string format in the variable ‘dataFromClient’. This data handles the rotation of the 
object in Maya. 
4.4 Kinect to Desktop Application 
On the main thread of the application, the Kinect camera is initialized and the 
frame reader function is called. The frame reader function defines what actions are 
performed every time a frame is received from a Kinect (Typically the Kinect camera 
records and sends 22-28 frames per second). The following happens in the frame reader 
function: 
 Once the frame is received, the raw depth data from the depth frame is 
processed for every pixel in the frame.  
 The closest depth point in identified from every frame.  
 A blob is identified around the closest point by averaging a distance of 2cm 







 This blob is averaged with the previous 5 frames that arrived the Kinect camera. 
This step and the previous step were done to achieve precision by stabilizing the 
object and to not let the object selected in Maya to have any jagged movements.  
 If the socket is open in Autodesk Maya, data is sent to Maya. This data comprises 
of the data from the iPhone stored in the variable ‘dataFromClient’ and 
processed data from the Kinect.   
Data is sent to Maya after the ‘Send Coordinates to Maya’ button is clicked. 
4.4.1 Closest Point Algorithm and Optimization 
The closest point algorithm used to identify blobs or objects traversed through all 
the pixels of a frame of the depth image from the Kinect camera and identified the 
closest pixel using the pixel’s z value. Figure 4.4 is a sample depth image with the red 
dot representing the closest point to the Kinect Camera. In a depth map, the closest 
point appears white, the farthest point appears black and every other pixel is depicted 
in a shade of grey with the intensity of grey color increasing with the distance of the 
pixel to the camera. 
   Figure 4.4 – Kinect Depth Map Frame            Figure 4.5 – Closest Point 
Least depth 








For this study, the width of every frame of the Kinect camera was set to 512 pixels 
and the height of the frame was set to 474 pixels. The algorithm traversed through 
every pixel of the matrix in the frame and found the closest point as shown in Figure 4.5. 
Typically, the Kinect camera recorded 25-30 frames per second. This resulted in an 
unstable blob. To stabilize this closest point and to form a blob, two levels of 
optimization were done: 
 The first level of optimization was to create a blob around the closest point and 
was to find a new point by taking an average of the nearby pixels (up to 2cms 
away) in x, y and z directions. The x-y directions nearby pixels are shown in the 
Figure 4.6 
 The second level of optimization was to store the x, y, z values from the 
previous step for the previous 5 frames. The average of these 5 frames were 
taken. 
Figure 4.6 – Optimization of the closest point 
The two levels of optimization effectively increased the accuracy and stabilized the 
object movements in Maya.  
Least depth 








4.4.2 Virtual Environment to Read World Reference Space 
The reference space in which the object could be identified is shown in Figure 4.7. 
The red box shown in Figure 4.7 (a) was a direct map to the virtual environment in Maya 
shown in Figure 4.7 (b). Each pixel in the frame was referred as 1 mm to keep the x and 
y points in track with the depth pixels which were also measured in millimeters. The 
depth image shown in Figure 4.4 represented a 512 mm width and 474 mm in height. 
The closest point a Kinect sensor camera could identify was 500 mm.  
Figure 4.7 (a) - Real World Reference Space         Figure 4.7 (b) - Virtual Environment 
Converting the millimeters into centimeters, the center of the reference space was 
60 cms away from the Kinect camera which was placed directly above the laptop placed 
on a desk. The reference box was a 20 cms cube and 1 cm in the real world was 1 unit in 
Autodesk Maya. Movements made with the phone and how they reflect in Maya are 
shown in Figure 4.8 and 4.9. 
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Figure 4.8 – Translation movement from one position to another 
Figure 4.9 – Rotational movement from one position to another 
4.5 Connection to Autodesk Maya 
When the ‘Send Coordinates to Maya’ button is clicked, the data is continuously 
being sent to Maya in the background. On the other side, in Autodesk Maya a python 
script is run (See Appendix C for the script). When the script is run, a window named 
Kinect Navigation is opened with a start and stop button. 
When the start button is clicked, Maya acts as a server and opens a socket 







clicked, the socket connection is closed on the server side. When the socket connection 
is closed from Maya, the windows app waits from the connection to be established. The 
data is sent when the socket connection is opened from Maya, by clicking the Start 
button. There exists a 2 hour timeout in the windows app, before which the socket 
connection should be opened in the Maya. Typically, there are 2 TCP client server 
connections in the windows application as shown in Figure 4.8.  
Figure 4.10 – TCP connections from and to the windows application 
While navigating the object or after clicking the Stop button, any other feature can 
be performed on the object selected or on other objects in the scene.  
4.6 Summary 
This chapter explains in detail how the connections are made between the Kinect 
camera, iPhone app, windows app and Autodesk Maya. It also explains how the data is 
flowing from the two applications to Maya and how Maya accepts the data from the 



















CHAPTER 5. ANALYSIS 
The purpose of this study was to determine if the developed interaction technique 
was efficient and more intuitive than the standard interaction technique of Autodesk 
Maya. Furthermore, the researchers intended to analyze experts’ and amateurs’ 
responsiveness to the developed technique. It was predicted that the amateurs would 
find this interaction technique more intuitive than the inbuilt interaction whereas the 
experts would be undecided towards this interaction technique because of the 
familiarity of the 3D modeling software.  
This chapter presents the results obtained from the participants and a statistical 
analysis to support or reject the hypotheses mentioned in chapter three. 
5.1 User Study 
The participants who took part in the study, environment setup for the user study, 
tasks every participant performed and how the data was collected from the participants 
is described in this section.  
5.1.1 Human Subjects 
Approximately 100 students who fit the category of amateurs and 40 students 
who fit the category of experts were invited to take part in the study. 20 students took 






and due to the ability of deriving conclusions of a t – test with 20 population, the 
researchers believed that the participant necessity was met.   
In the amateur category, students were at undergraduate sophomore or junior 
educational level between the ages of 18 – 22 years and had enrolled in the course CGT 
163 or 110 in the previous 2 semesters or were enrolled in it now. These students 
belonged to Mechanical Engineering and Aerospace & Aeronautical Engineering 
departments in Purdue University.  In the expert category, students were graduates and 
undergraduate seniors from the Computer Graphics Technology department between 
the ages of 20- 32. Undergraduate seniors in this category were enrolled in the 
advanced level animation courses in CGT.   
5.1.2 Setting for the Study 
The experiment was conducted in between the Fall Semester of 2016 in Purdue 
University due to maximum possible availability of participants. The subjects were asked 
to come to a testing room in Knoy Hall, Purdue University, where the experiment was 
set up. The room was uniformly lit so as to restrict the noise in the Kinect Camera video 
stream to minimal. The Kinect Camera was placed about 60 – 100 cms away from the 
participant since the nearest point the Kinect Camera can track is 50 cms. Participants 
were asked to perform 8 tasks using both the interaction techniques in one stretch with 
at most 1-2 minutes break between the two sets of tasks.  
5.1.3 Tasks 
Each participant was asked to perform 8 tasks using the inbuilt interaction 






techniques are performed by every participant, order effects were expected. Order 
effect for this research referred to preferring one interaction technique over the other 
because a task was performed first or last. Since the study was designed in a way to not 
allow a long duration gap for the participant between testing the two techniques, the 
most feasible option was to separate each participant group into two and reverse the 
other for the second half. Table 5.1 elaborates on the order effects and how the 
experiment was conducted to minimize that. Detailed explanation on the tasks and 
group categories are given below the table.  
Table 5.1: Testing Methodology – Distribution of participants and Order of the tasks 
Participant Group Order of the tasks 
Group A ( <2 years 3D modeling experience - Amateurs) 
Group A1 
(10 participants) 
Tasks 1-8 using inbuilt 
Maya interaction 
technique 
Tasks 1- 8 using Kinect 




Task 1- 8 using Kinect and 
phone interaction 
technique 
Tasks 1-8 using inbuilt 
Maya interaction 
technique 
Group B (>2 years 3D modeling experience - Experts) 
Group B1 
(10 participants) 
Tasks 1-8 using inbuilt 
Maya interaction 
technique 
Tasks 1- 8 using Kinect 




Tasks 1- 8 using Kinect 
and phone interaction 
technique 
Tasks 1-8 using inbuilt 
Maya interaction 
technique 
   
Tasks: Tasks 1 – 8 mentioned in table 5.1 are all specified below. Task 1 was a 
trial task which was not accounted for the statistical analysis. It was designed for 






Group A1: Comprised of 10 participants from Group A considering equal 
distribution in education level.  
Group A2: Comprised of remaining 10 participants from Group A. The modeling 
skills of both Group A1 and A2 were the same.  
Group B1: Comprised of 10 participants from Group B. 
Group B2: Comprised of the remaining 10 participants from Group B. The 
average number of years of experience of both the groups B1 and B2 was the 
same. 
 Following are the 8 tasks: 
Task 1: Objective of the task - Place the green object in the position of the red object 
(superimpose). Refer Fig 5.1 a-b. 
 
Figure 5.1 (a) Task 1 – Question   Figure 5.1(b) Task 1 - Solution 
 









         Figure 5.2 (a) Task 2 – Question   Figure 5.2 (b) Task 2 – Solution 
Task 3: Objective of the task - Place the green object in the position of the red object 
(superimpose). Refer Fig 5.3 a-b. 
 
Figure 5.3 (a) Task 3 – Question   Figure 5.3 (b) Task 3 - Solution 
Task 4: Objective of the task - Place the green object in the position of the red object 











Figure 5.4 (a) Task 4 – Question   Figure 5.4 (b) Task 4 - Solution 
Task 5: Objective of the task - Place the green object in the position of the red object 
(superimpose). Refer Fig 5.5 a-b. 
 
          Figure 5.5 (a) Task 5 – Question   Figure 5.5 (b) Task 5 - Solution 
Task 6: Objective of the task - Place the green object in the position of the red object 










Figure 5.6 (a) Task 6 – Question   Figure 5.6 (b) Task 6 - Solution 
Task 7: Objective of the task - Place the green object in the position of the red object 
(superimpose). Refer Fig 5.7 a-b 
 
 
         Figure 5.7 (a) Task 7 – Question   Figure 5.7 (b) Task 7 - Solution 
Task 8: Objective of the task – Insert the green object into the red box with the hole. 







      Figure 5.8 (a) Task 8 – Question       Figure 5.8 (b) Task 8 - Solution 
The tasks were defined to test both rotation and translation of an object together 
and separately. Task 2 was to test only rotational movement, task 7 was to test only the 
translation movement.    
5.1.4 Data Collected 
Along with the demographic data (age, gender, major of study and education 
level) the time taken to perform the task and accuracy of each task for every participant 
was recorded. 
The time taken for each task was recorded in Autodesk Maya. When the start 
button was clicked to move the object the timer was started and the timer ended when 
the stop button is clicked. If this was done multiple times to complete the task with 
highest accuracy i.e., when a participant clicks start and stop and then clicks start again, 
the overall time was recorded. For both the interaction techniques, inbuilt and tangible 
interaction, the time was recorded in the same way.  
When the task was completed, the participants were asked to save the scene. The 






both translational and rotational movements accuracy was calculated using the 
following formula.  
(|𝐴𝑐𝑡𝑢𝑎𝑙 − 𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙|)
𝐴𝑐𝑡𝑢𝑎𝑙
 × 100 % 
Where Actual = Distance between the original position/rotation of the green 
object to the original position/rotation of the red object.  
Experimental = Distance between the original position/rotation of the green 
object to the final position/rotation of the green object at the end of the task.  
While calculating the rotational accuracy, when the object was reflection 
symmetric, a 183 degree error (where error = (|Actual – Experimental|)) was considered 
as a 3 degree error due to the reflection symmetry. For the cylinder (Task 4), the axis 
about the spherical surface was neglected.  
5.2 Test Results 
The processed data results used for the t – test and for the frequency distribution 
are described here along with the descriptive statistical data for all the categorized data. 
Table 5.2 includes all the data obtained: 
a. Sum of the time taken denotes the sum of time taken in seconds to perform 
the tasks 2-8 (since task 1 was a trial task, it was not considered for the 
analysis) 







Table 5.2 – Results of the study used for the statistical analysis   
Autodesk Maya 
Inbuilt Interaction 


























P01 Expert 267.39 98.59 384.46 96.21 Yes No Yes 
P02 Expert 203.56 98.21 185.07 92.73 Yes Yes with 
constraints 
Yes 
P03 Expert 147.33 99.46 99.98 95.78 Yes No No 
P04 Expert 253.60 97.47 169.74 96.40 Yes No No 
P05 Expert 199.30 97.71 182.52 93.33 Yes No Yes 
P06 Expert 242.02 97.57 159.28 97.22 Yes No No 
P07 Expert 195.01 99.16 134.11 97.68 Yes Yes with 
constraints 
No 
P08 Expert 202.88 98.58 159.93 94.66 Yes Yes with 
constraints 
No 
P09 Expert 181.59 97.97 135.39 89.28 Yes No No 
P10 Expert 128.75 97.91 144.68 93.25 Yes Yes with 
constraints 
No 
P11 Expert 197.53 97.99 119.17 94.23 Yes No No 
P12 Expert 180.73 99.48 202.32 94.08 Yes Yes with 
constraints 
No 
P13 Expert 137.64 99.09 89.88 98.34 Yes Yes with 
constraints 
No 
P14 Expert 133.82 99.22 106.69 95.34 No Yes No 
P15 Expert 175.77 97.95 148.47 96.77 Yes Yes with 
constraints 
Yes 
P16 Expert 145.17 98.64 165.21 93.45 Yes No No 
P17 Expert 133.92 98.19 110.90 95.03 No No No 
P18 Expert 131.51 98.68 117.47 98.06 No Yes with 
constraints 
No 
P19 Expert 159.32 98.80 175.51 94.13 No Yes with 
constraints 
Yes 
P20 Expert 218.27 98.34 106.34 96.01 Yes Maybe No 
P21 Amateur 196.14 97.80 156.30 92.27 No No No 
P22 Amateur 280.61 97.73 128.96 98.24 Yes Yes No 
P23 Amateur 226.00 98.63 88.51 96.62 No Yes Yes 
P24 Amateur 231.38 95.79 90.53 97.06 No No Yes 
P25 Amateur 186.53 93.85 83.28 96.71 No Yes No 
P26 Amateur 201.39 97.89 139.19 95.43 Yes Yes No 
P27 Amateur 220.79 95.59 102.79 96.93 Yes Yes Yes 
P28 Amateur 210.30 99.03 123.69 96.71 Yes No No 
P29 Amateur 132.08 97.92 86.90 96.27 Yes No No 
P30 Amateur 234.21 98.35 166.80 97.69 No Yes No 
P31 Amateur 179.81 97.50 159.84 95.12 Yes Yes Yes 
P32 Amateur 161.03  97.84  55.291  96.81 No Yes No 
P33 Amateur 218.61 98.62 114.29  95.24 No Yes No 
P34 Amateur 204.12 96.12  148.77  94.50 Yes Yes No 
P35 Amateur 235.24  95.81  140.94  95.79 No Yes No 
P36 Amateur 133.85  98.28 118.65  93.36  Yes Yes with 
constraints 
No 
P37 Amateur 233.60  97.76  215.41  90.33 Yes No Yes 
P38 Amateur 164.63 98.99 127.85  94.32 Yes Yes No 
P39 Amateur 297.84  90.87 237.95  91.98  Yes Maybe No 






5.2.1  Descriptive Statistics 
When each of this variable was analyzed separately for experts and amateurs the 
descriptive statistical data in a tabular form and as a bar chart looked as follows.  
Table 5.3 Descriptive Statistics: Experts – Time taken in seconds 
Variable Mean St dev Variance Min Max 
Inbuilt Interaction 181.76   42.33    1791.80    128.75    267.39 
Kinect and phone Interaction 154.9    62.8     3942.9      89.9     384.5 
 
Table 5.4 Descriptive Statistics: Experts – Accuracy 
Variable Mean St dev Variance Min Max 
Inbuilt Interaction 98.450   0.617      0.381    97.469    99.481 
Kinect and phone Interaction 95.099   2.166      4.692    89.278    98.336 
 
 
Figure 5.9 – Experts – Mean time taken and accuracy graphs 
The mean time taken to perform the tasks with Kinect and phone navigation was 
lesser than the inbuilt interaction for the experts. The minimum and maximum time 
taken for the techniques however was not conclusive which suggested that the data had 
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and phone interaction was lesser than the inbuilt interaction. However, it was noticed 
that the difference in accuracy was small. 
Table 5.5 Descriptive Statistics: Amateurs – Time taken in seconds 
Variable Mean St dev Variance Min Max 
Inbuilt Interaction 208.73 42.12    1774.28    132.08    297.84 
Kinect and phone Interaction 132.40   44.38    1969.56     55.29    237.95 
 
Table 5.6 Descriptive Statistics: Amateurs – Accuracy 
Variable Mean St dev Variance Min Max 
Inbuilt Interaction 97.148   2.006     4.023   90.869   99.031 
Kinect and phone Interaction 95.487   2.157      4.651    90.328    98.367 
 
Figure 5.10 – Amateurs – Mean time taken and accuracy graphs 
The mean time taken for the Kinect and phone interaction was lesser than the 
inbuilt interaction for amateurs too, similar to the experts. The minimum and maximum 
time taken for the techniques did show regularities. It was noticed that the difference in 
the mean times taken for the tasks was larger for the amateurs. Similar to the experts 
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Figure 5.11 – Relative difficulty level – Experts and Amateurs 
 Majority of the participants responded that the difficulty level of the Kinect and 
phone interaction technique was greater than the inbuilt interaction. Since difficulty 
level changes from participant to participant a relative difficulty level was considered. 
There were relatively more participants under the expert category who considered that  
Figure 5.12 – Willingness to use the developed technique – Experts and Amateurs 
60%
40%
Amateurs - Difficulty level of 
kinect and phone interaction 





Experts - Difficulty level of kinect 
and phone interaction relatively 







Amateurs - Willingness to use 
Kinect and phone interaction?





Experts - Willingness to use Kinect 
and phone interaction?






the developed interaction technique was harder than when compared to the 
participants in the amateur category. 
There were mixed responses in the experts’ category when asked if they would 
use the Kinect and phone interaction technique for navigation. Forty percent of the 
participants responded that they would use this technique with some constraints which 
included fine tuning of object tracking, depending on the complexity of the task, not 
using a phone and more practical training. Among the amateurs, majority of the 
participants responded positively for willingness to use the developed technique. The 
constraints mentioned in the Figure 5.12 were participants wished for a symmetrical 
object instead of the phone, object alignment with the tangible user interface and 
relative object mapping.  
5.3 Statistical Analysis 
The following section explains the results of the statistical analysis and helped 
arrive at a conclusion based on the hypothesis test.   
5.3.1 Two Sample T - test Analyses for Experts 
To determine whether the Kinect and phone interaction technique was more 
efficient, the effect on the two dependent variables was considered for the hypothesis 
H01. The output tables for the experts is given in Appendix I.  
With regard to the results of the statistical analysis, it was concluded that at a 95 % 
confidence interval the null hypothesis was not rejected and using the Kinect and phone 
interaction technique was not more efficient that the inbuilt Maya interaction technique 






The p-value was 0.061 which was greater than 0.05 (95% confidence p-value) but lesser 
than 0.10 (90% confidence p-value). With respect to the accuracy, the Kinect and phone 
interaction was relatively lesser when compared to the inbuilt interaction.  
Ultimately, it was inferred that for the experts category the use of the hybrid 
interaction technique combining gesture recognition and tangible interaction was 
efficient but not at a significant level. Accuracy was affected when the developed 
technique was used but this did not necessary prove that the interaction technique was 
inefficient.   
5.3.2 Two Sample T – test Analyses for Amateurs 
The output tables for the amateurs is given in Appendix J. From the t – test, it was 
concluded that at a 95% confidence that the null hypothesis was rejected and the Kinect 
and phone interaction was significantly more efficient than the inbuilt Maya interaction 
technique. The null hypothesis was also rejected when tested with a 99% confidence 
interval. The p-value was 0.0 which is lesser than 0.005 (99.5% confidence p-value). 
Accuracy was similar to the experts, there was a very minimal possibility of the Kinect 
and phone interaction technique being more accurate than the inbuilt interaction.  
As predicted, the null hypothesis for efficiency (H01) was rejected for the amateurs 
with a very good margin but the developed technique was not as efficient for the 







5.3.3 Frequency Distributions for Experts 
The frequency distribution table for the relative difficulty level between the two 
interaction techniques and for the willingness to use the technique for experts is given 
below.  
Table 5.7 – Frequency distribution for relative difficulty level for experts 
Answer No. of participants who rated that the Kinect and 
phone technique was comparatively difficult 
Percentage of 
participants 
Yes 16 80 
No 4 20 
 20 100 
 
Table 5.8 – Frequency distribution for willingness to use for experts 




Yes 1 5 
No 9 45 




 20 100 
 
Based on the answers given by the participants, it could be inferred that the user 
experience was not better for the Kinect and phone interaction technique and hence 






5.3.4 Frequency Distributions for Amateurs 
The frequency distribution table for the relative difficulty level between the two 
interaction techniques and for the willingness to use the technique for amateurs is given 
below.  
Table 5.9 – Frequency distribution for relative difficulty level for amateurs 
Answer No. of participants who rated that the Kinect and 
phone technique was comparatively difficult 
Percentage of 
participants 
Yes 12 60 
No 8 40 
 20 100 
 
Table 5.10 – Frequency distribution for willingness to use for amateurs 




Yes 12 60 
No 6 30 




 20 100 
 
Based on the answers given by the participants and the frequency distributions 
mentioned in table 5.9 and 5.10, no conclusions could be drawn. While a majority of the 
participants were willing to use this interaction technique, it could not be concluded 
that the reason was ease of use because there was a higher percentage of participants 
who rated the inbuilt interaction technique to be relatively easier when compared to 







To summarize this chapter, the statistical analyses done on the different variables 
for both the categories helped to arrive at certain conclusions using the hypothesis 
testing. The first hypothesis, H01, which stated that ‘an interaction technique that 
combines tangible interaction and hand gestural movements is not efficient when used 
as an additional input for navigation in Maya’ was rejected for the amateurs category 
since there was statistical significance that the Kinect and phone interaction technique 
was better than the inbuilt interaction technique. For the expert category, the statistical 
significance as evident only at a 90 % confidence interval, meaning the developed 
technique was efficient but not up to the expectations set for the study. In both cases 
accuracy was affected when the inbuilt interaction technique was not used.  
The second hypothesis,Ho2, which stated that ‘an interaction technique that 
combines tangible interaction and hand gestural movements does not provide a better 
user experience when used as an additional input for navigation in Maya’ was not 
rejected in both categories at different levels of confidence. For the amateurs the 
results were inconclusive whereas for the experts it was evident that the developed 
technique which used gesture recognition and tangible interaction did not provide a 
better user experience. Additionally, there was no way to suggest that holding the 








CHAPTER 6. CONCLUSIONS 
This chapter presents possible reasons for the results concluded in the previous 
chapter. It also gives possible future directions that could be taken for this field.  
6.1 Conclusions  
As mentioned in the previous chapter it was concluded that the Kinect and phone 
interaction technique have mainly a positive effect on the amateur participants and a 
negative effect on the experts. The most plausible explanation for this was since the 
experts were used the existing software interface, the sudden switch to a new 
interaction technique was not warmly welcomed. Alternatively, it could be stated that 
since the amateur participants had not worked with the software, there is a possibility 
that they preferred the developed hybrid interaction technique. Despite the fact that 
the amateurs were willing to use the hybrid interaction technique, the fact that relative 
difficulty of this technique was higher could be due to the use of a new technique and 
that there exists a learning curve.   
The reason for the time taken to perform the tasks was significantly lesser for the 
amateurs and lesser (but with no statistical significance) for the experts using the Kinect 
and phone interaction could be because the movement and rotation of the object was 






press a shortcut key or a button click on the interface to switch between the two 
navigational controls. Some other user experience details obtained from this study were 
if holding the phone for the duration of performing the task cause any distress to the 
hand. The results for this are shown in the figure below. 
 
Figure 6.1 – Distress caused to the hand – experts and amateurs 
In both the categories, majority of the participants did not feel any distress while 
performing the tasks. An explanation to why users did feel distress was because of the 
way in which the users rotated and moved the phone. It was noticed that instead of 
rotating or moving the device in hand some participants tried to move/ rotate the entire 
hand is the required direction. 
6.2 Limitations of the Results 
Previous researches (Ren, Yuan, Meng & Zhang, 2013) stated that creating a robust 
gesture recognition system is challenging. There were multiple problems that appeared 
during the development phase of this research as well. Stability of object recognition 
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was one of the main concerns for this study. Before the testing started the researchers 
did multiple methods to optimize and make the object tracking mechanism with 
maximum precision. It was achieved only for a certain space frame, using which the 
testing was done. Despite all the attempts made, the object movement was not stable 
when some participants were performing the tasks. When the participant adjusted the 
way the phone was held, the object movement in Maya would stabilize. However, this 
behavior was unexpected and could not be controlled. Another major limitation was 
that the noise from the Kinect camera’s video stream was affected a lot by the lighting 
in the room. Since this study used the closest point to identify the object, the noise 
caused further stability errors.   
6.3 Future Work 
To kick start the further enhancements for the study, suggestions provided by the 
participant could be considered. The suggestion that appeared the most was to use a 
symmetrical object rather than a phone as the tangible device. Using a symmetrical 
device in which an accelerometer and a gyroscope are present and which could connect 
to a computer might help with the different shapes used in 3D modeling software, 
especially considering the fact that the shapes created in 3D modeling software like 
Autodesk Maya are complex. Another suggestions made was to make the real world 
object position relative to the virtual world object position. The reason this was not 
implemented in the current study was due to the use for Kinect camera, the real world 
region compared to the virtual world was restricted. There were multiple factors that 






world like space availability, Kinect recognition capabilities, need of the user while 
modeling etc. 
This study implemented the navigation feature, there are several other more 
useful and complex features than could be implemented using this technique. It would 
be interesting to see the response to other features. 
To conclude, the research in this field could be vast. However, it is necessary to 
give a lot of importance to the small details like precision and accuracy. It would be hard 
to get used to for experienced users who have been using the software for a while. 
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Appendix A Main Window Program 
private void Window_Loaded(object sender, RoutedEventArgs e) 
{ 
            txtBoxIP.Text = ServerConnect.ip; 
            kinectSensor = KinectSensor.GetDefault(); 
            if (kinectSensor != null) 
            { 
//turning on Kinect 
kinectSensor.Open(); 
            } 
 
            FrameReader = 
kinectSensor.OpenMultiSourceFrameReader(FrameSourceTypes.Depth); 
            FrameReader.MultiSourceFrameArrived += Reader_MultiSourceFrameArrived; 
} 
 
         
 
 
void Reader_MultiSourceFrameArrived(object sender, 
MultiSourceFrameArrivedEventArgs e) 
{ 
  bool frameReceived = false; 
 
using (var frame = 
e.FrameReference.AcquireFrame().DepthFrameReference.AcquireFrame()) 
{ 
if (frame != null) 
{ 




int width = frame.FrameDescription.Width; 
int height = frame.FrameDescription.Height; 
 
ushort[] rawDepthData = new ushort[frame.FrameDescription.LengthInPixels]; 
frame.CopyFrameDataToArray(rawDepthData); 
 






                Stack<double> depBlobArr = new Stack<double>(); 
                Stack<double> xBlobArr = new Stack<double>(); 
                Stack<double> yBlobArr = new Stack<double>(); 
                double posX = 0; 
                double posY = 0; 
 
                //Getting the closest depth point 
                for (int x = 0; x < width; x++ ) 
                { 
                 for(int y =0; y< height; y++) 
                     { 
                       int i = x + y *width; 
 
                           int depth = rawDepthData[i]; 
                             
                           if ( depth > 500 && depth < 1000 && y>50 && y<(height-50) && x > 100 
&& x < 400) 
                           { 
                                if(depth < record) 
                                { 
                                    record = depth; 
                                    posX = x; 
                                    posY = y; 
                                } 
} 
                 } 
                } 
 
                //Averaging around the closest point to eliminate the jaggered values 
                for (int x = 0; x < width; x++) 
                { 
                  for (int y = 0; y < height; y++) 
                     { 
                       int i = x + y * width; 
                           int depth = rawDepthData[i]; 
 
                           if (depth > record - 20 && depth < record + 20) 
                           { 
                                depBlobArr.Push(depth); 
                                xBlobArr.Push(x); 
                                yBlobArr.Push(y); 
                           } 






                } 
 
                if(depBlobArr.Count() != 0) 
                    record = depBlobArr.Average();  
                     
                if(xBlobArr.Count() != 0) 
                     posX = xBlobArr.Average(); 
 
                if(yBlobArr.Count() != 0) 
                 posY = yBlobArr.Average(); 
 
                depthAvg.Add(record/10); 
                Xavg.Add(posX/10); 
                Yavg.Add(posY/10); 
 
                txtBoxPointX.Text = Convert.ToString(Xavg.queue.Average()); 
                txtBoxPointY.Text = Convert.ToString(Yavg.queue.Average()); 
                txtBoxPointZ.Text = Convert.ToString(depthAvg.queue.Average()); 
 
                if (SendCoordinates) 
                { 
                        try 
                        { 
                            if (Connection.isConnected()) 
                            { 
                                MayaConnect.sendCoordinates(Xavg.queue.Average(), 
Yavg.queue.Average(), depthAvg.queue.Average()); 
                            } 
                        } 
                        catch(Exception ex) 
                        { 
                            Console.WriteLine("Server is not available. Waiting... Exception :", ex); 
 
                            MayaConnect.connect(); 
                        } 
             } 











ServerConnect.clientSocket = await 
ServerConnect.serverSocket.AcceptTcpClientAsync(); 
      Debug.WriteLine(">> Accepting connection from the client"); 
 
ThreadStart t = new ThreadStart(RecieveDataFromPhone); 
Thread workerThread = new Thread(t); 









Appendix B Other Classes 
public class ServerConnect 
{ 






     public ServerConnect() 
     { 
       IPAddress[] ipv4Addresses = 
Array.FindAll(Dns.GetHostEntry(string.Empty).AddressList,a => a.AddressFamily == 
AddressFamily.InterNetwork); 
 
           ip = ipv4Addresses[0].ToString(); 
 
           serverSocket = new SocketHelper(ipv4Addresses[0], 54321); 
           clientSocket = default(TcpClient); 
 
           if(!serverSocket.Active) 
            serverSocket.Start(); 
 
           Debug.WriteLine(">> Server Started "); 
} 
 
     public void ReceiveDataFromClient() 
     { 
       NetworkStream networkStream = null; 
 
try 
           { 
            if (clientSocket != null) 
                { 
                 networkStream = clientSocket.GetStream(); 
                     byte[] bytesFrom = new byte[clientSocket.ReceiveBufferSize]; 
 
                     networkStream.Read(bytesFrom, 0, (int)clientSocket.ReceiveBufferSize); 











                if (networkStream != null) 
                { 
                 string serverResponse = "Data receieved" + dataFromClient; 
                     Byte[] sendBytes = Encoding.ASCII.GetBytes(serverResponse); 
                     networkStream.Write(sendBytes, 0, sendBytes.Length); 
                     networkStream.Flush(); 
                } 
  } 
           catch (Exception e) 
           { 
                Debug.WriteLine(e.StackTrace); 




public class MayaConnect 
{ 
 public static void sendCoordinates(double x, double y, double z) 
     { 
       double valueX = (x-25); 
           double valueY = (35-y); 
           double valueZ = (z-60); 
 
           if (Connection.isConnected()) 
           { 
            object[] panargs = { valueX.ToString(), valueY.ToString(), valueZ.ToString() }; 
 
                Connection.sendData(ServerConnect.dataFromClient); 
                Connection.sendData(String.Format("import math\n" + "theta = 
cmds.xform('persp',q=1,ws=1,ro=1)[1]\n" + 
"cmds.move({0}+({2}*(math.tan(math.radians(theta)))), {1}, {2}-
({0}*(math.tan(math.radians(theta)))) )", panargs)); 
                Connection.sendData(String.Format("print cmds.date(t=True),'Position:', 












     public static Connection connect() 
     { 
       int mPort = 7777; 
           string strHost = "localhost"; 
           Connection conn = new Connection(strHost, mPort); 




public class Connection 
{ 
private static TcpClient mClient = null; 
     private Stream mStream = null; 
     private static StreamWriter mWriter = null; 
 
public Connection(string strHost, int mPort) 
     { 
       Stopwatch watch = new Stopwatch(); 
           watch.Start(); 
 
           while(watch.Elapsed < TimeSpan.FromMinutes(120)) 
           { 
            try 
                { 
                 mClient = new TcpClient(strHost, mPort); 
                     mStream = mClient.GetStream(); 
                     mWriter = new StreamWriter(mStream); 
                     break; 
                } 
                catch (System.Exception e) 
                { 
                 Thread.Sleep(500); 
                     Debug.WriteLine(e.StackTrace); 
                     Debug.WriteLine("Can not establish a connection"); 




      public void closeConnection() 
     { 
       if (mClient.Connected) 








if (mWriter != null) 
            mClient.Close(); 
 
if (mStream != null) 
            mClient.Close(); 
} 
 
     public static void sendData(string strData) 
     { 
       Debug.WriteLine("Sending Data " + strData); 
           mWriter.WriteLine(strData); 
           mWriter.Flush(); 
} 
 
public static bool isConnected() 
      { 
       return mClient.Connected; 








Appendix C Python Script 
import math 
import time 
import maya.cmds as cmds 
import maya.OpenMaya as api 
import maya.OpenMayaUI as apiUI 
objFlag = None 




    global objFlag 
    if not objFlag: 
        objFlag = True 
        start.timing = time.clock() 
    try: 
        cmds.commandPort(n = "localhost:7777", stp = 'python') 
    except: 
        cmds.warning("Could not open the port localhost:7777, Maybe it is already open") 
     
 
def stop(): 
    global objFlag 
    if objFlag: 
        objFlag = False 
        print time.clock() - start.timing 
    global counter 
    view = apiUI.M3dView.active3dView() 
    view.setColorMask(1, 1, 1, 1) 
    image = api.MImage() 
    view.readColorBuffer(image, True) 
    image.writeToFile( 'C:/Users/cgtuser/Desktop/Kinect/Stop-test'+str(counter)+'.png', 
'png') 
    counter+=1 
    try: 
        cmds.commandPort(n = "localhost:7777", close = True) 
    except: 









windowZ= cmds.window(title="Kinect Navigation", w= 350) 
cmds.columnLayout(adjustableColumn = True) 
 
startbtn = cmds.button(label="Start", c= "start()") 


































Appendix F Recruitment Email 







































Appendix H Two Sample T- test Results for Experts 
Sum of Time Taken          Accuracy 
 
 Inbuilt Kinect & phone 
Mean 181.757 154.856 
St Dev 42.329 62.792 
Var 1791.80 3942.9 
Min 128.75 89.9 
Max 267.39 384.5 
 
Table H.1 – Time taken t-test input for 
experts 




Difference of µ(1) - µ(2)  
       Estimate of difference = 26.9 
 
90 % lower bound of difference = 4.7 
95% lower bound of difference = -1.8 
T-value = 1.59 
p-value = 0.061 
Degrees of Freedom = 33 
 
Difference of µ(1) - µ(2)  
       Estimate of difference = 3.351 
 
90 % lower bound of difference = 4.017 
95% lower bound of difference = 4.216 
T-value = 6.65 
p-value = 1.00 
Degrees of Freedom = 22 
 
 
 Inbuilt Kinect & phone 
Mean 98.450 95.099 
St Dev 0.6174 2.1661 
Var 0.381 4.692 
Min 97.469 89.278 







Appendix I Two Sample T- test Results for Amateurs 
Sum of Time Taken          Accuracy 
 
 Inbuilt Kinect & phone 
Mean 208.73 132.40 
St Dev 42.12 44.38 
Var 1774.28 1969.56 
Min 132.08 55.29 
Max 297.84 237.95 
 
Table I.1 – Time taken t- test input for 
amateurs 
Table I.2 – Accuracy t- test input for amateurs 
 
 
Difference of µ(1) - µ(2)  
       Estimate of difference = 76.3 
 
95 % lower bound of difference = 53.2 
99% lower bound of difference = 43.1 
T-value = 5.58 
p-value = 0.0 
Degrees of Freedom = 37 
 
Difference of µ(1) - µ(2)  
       Estimate of difference = 1.587 
 
95 % lower bound of difference = 2.691 
95% lower bound of difference = 3.178 
T-value = 2.43 
p-value = 0.01 







 Inbuilt Kinect & phone 
Mean 97.074 95.487 
St Dev 1.977 2.157 
Var 3.908 4.651 
Min 90.869 90.328 
Max 99.031 98.367 
