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Interaktive Initialisierung eines Echtzeit 3D-Trackings für 
Augmented Reality auf Smart Devices mit Tiefensensoren 
Matthias Neges · Jan Luca Siewert 
Zusammenfassung 
Heutige Ansätze des 3D-Trackings für die Registrierung in der realen Welt 
zum Einsatz von Augmented Reality lassen sich in modellbasierte und 
umgebungsbasierte Verfahren unterteilen. Umgebungsbasierte Verfahren 
nutzen den SLAM-Algorithmus zur Erzeugung dreidimensionaler Punktwol-
ken der Umgebung in Echtzeit. Modellbasierte Verfahren finden Ihren Ur-
sprung im Canny edge detector und nutzen aus den CAD-Modellen abgelei-
tete Kantenmodelle. Wird das modellbasierte Verfahren über 
Kantendetektion und das umgebungsbasierte Verfahren über 3D-
Punktewolken kombiniert, ergibt sich ein robustes, hybrides 3D-Tracking. 
Die entsprechenden Algorithmen der verschiedenen Verfahren sind in heute 
verfügbaren AR-Frameworks bereits implementiert. Der vorliegende Betrag 
zeigt zwar, welche Effizienz das hybride 3D-Tracking aufweist, jedoch auch 
die Problematik der erforderlichen geometrischen Ähnlichkeit von idealem 
CAD-Modell, bzw. Kantenmodell, und realem Objekt. Bei unterschiedlichen 
Montagestufen an verschiedenen Montagestationen und mit wechselnden 
Anwendern ist beispielsweise eine erneute Initialisierung erforderlich. Somit 
bedingt das hybride 3D-Tracking zahlreiche Kantenmodell, die zuvor aus der 
jeweiligen Montagestufe abgeleitet werden müssen. Hinzu kommen geo-
metrische Abweichungen durch die Fertigung, die je nach Größe der bran-
chenspezifischen Toleranzen keine hinreichend hohe Übereinstimmung mit 
den abgeleiteten Kantenmodellen aus den idealen CAD-Modellen aufwei-
sen. Die Autoren schlagen daher den Einsatz parametrisch aufgebauter 
Mastermodelle vor, welche durch eine interaktive Initialisierung geometrisch 
Instanziiert werden. Zum Einsatz kommt hier ein mobiler Tiefensensor für 
Smart Devices, welcher mit Hilfe des Anwenders eine Relation der realen 
geometrischen Merkmale mit den Idealen des CAD-Modells ermöglicht. Des 
Weiteren wird in dem dargestellten Konzept die Nutzung von speziellen 






















sodass eine Registrierung und Instanziierung auch ohne hinterlegtes Mas-
termodell ermöglicht wird. Der Beitrag fokussiert sich bei der Validierung auf 
die interaktive Initialisierung anhand eines konkreten anwendungsnahen 
Beispiels, da die Initialisierung die Grundlage für die weitere Entwicklung 
des Gesamtkonzeptes darstellt. 
Heutige optische Trackingverfahren für AR auf Smart Devices 
Azuma definierte in seiner Studie von 1997 die Eigenschaften von Aug-
mented Reality (AR). Eine von drei charakteristischen Merkmalen beschreibt 
er als die Registrierung von realen und virtuellen Objekten in 3D. Gleichzeitig 
stellt er die genaue Registrierung und Überlagerung der beiden Welten als 
die größte Herausforderung dar. Sein Kriterium für das beste AR-System ist 
der mobile Einsatz außerhalb einer kontrollierte Umgebung (Azuma, 1997). 
Seine Definitionen, Eigenschaften und Kriterien sind bis heute gültig und 
gelten als Referenz aller Aktivitäten im Bereich der AR. Der Aspekt des 
robusten und genauen Trackings, also die Registrierung innerhalb der realen 
Welt für eine Überlagerung dieser mit virtuellen Informationen, beschäftigt 
seither die Forschung und Industrie. Hierbei dominieren zunehmend opti-
sche Trackingverfahren, basierend auf Bildverarbeitungsalgorithmen (Wang, 
Kim, Love & Kang, 2013). Diese Verfahren benötigen Foto/Kamera-Sensoren 
zur Aufnahme der realen Umgebung. Die Verfügbarkeit von günstigen und 
hochauflösenden optischer Sensoren und die Entwicklung von leistungs-
starken Smartphones und Tablets, sowie aktuell der Head-Mounted-
Displays, führt zu einer verstärkten Forschung im Bereich der mobilen 
anstelle von Desktop-orientierten AR-Anwendungen (Wang et al., 2013).  
Jun Rekimoto entwickelte bereits 1996 eine Methode, bei der mit einem 
schwarz-weiß Matrix-Code versehene 2D Marker zur Bestimmung der 
Kameraposition in allen 6 Freiheitsgraden verwendet wurden (Rekimoto, 
1996). Das Tracking von dieser Art von 2D Marker, auch AR-Marker ge-
nannt, ist bis heute eine der meistverwendeten Methoden (Wang et al., 
2013) und wurde ebenfalls in der ersten Open-Source Libary für AR, dem 
ARToolKit implementiert (Kato & Billinghurst, 1999; Wang et al., 2013). Seit 
1998 ist es möglich, beliebige Merkmale aus Bilder zu extrahieren und somit 
ein Tracking zu ermöglichen (Park, You & Neumann, 1998). Heutige Stan-
dard AR-Frameworks ermöglich ein 2D-Tracking mit Hilfe von beliebigen 
Bildern oder Bildausschnitten und sind somit für ein breites Anwendungs-
feld einsetzbar (Koch, Neges, König & Abramovici, 2014). Im Bereich des 
3D-Trackings wird häufig zwischen modellbasiert/objektbasiert und umge-
bungsbasiert unterschieden (Rabbi & Ullah, 2013). Umgebungsbasierte 
Verfahren stehen meist im Zusammenhang mit dem Simultaneous Localiza-































































Umgebung kontinuierlich detektiert wird und somit dem System angelernt 
werden kann. Klein und Murray zeigten 2007 erstmals ein Trackingverfahren 
auf Basis von SLAM (Klein & Murray, 2007) und später dessen Adaption für 
mobile Geräte (Klein & Murray, 2009). Seitdem gibt es zahlreiche Weiter-
entwicklungen mit dem Ziel eines robusten und Hardwareressourcen-
schonenden Verfahrens (Herrera C, Kihwan Kim, Kannala, Pulli & Heikkila, 
2014; Salas-Moreno, Glocken, Kelly & Davison, 2014; Wei Tan, Haomin Liu, 
Dong, Zhang & Bao, 2013), die ebenfalls für direkte Lokalisierung des An-
wenders durch eine zuvor registrierte Punktwolke genutzt werden können 
(Ventura, Arth, Reitmayr & Schmalstieg, 2014). Werden diese Punktwolken 
auf das reale Objekt beschränkt, wird so ebenfalls ein Tracking unabhängig 
von der Umgebung ermöglicht. Für Objekt- bzw. modellbasierte Verfahren 
bildet das CAD-Modell, bzw. eine daraus erstellte Punktwolke oder das 
daraus abgeleitete Kantenmodell, die Referenz für das Tracking. Ansätze, 
wie auf Basis von CAD-Modellen solche Feature-Punkte erstellt werden 
könne, lassen sich z.B. hier finden (Park, Lepetit & Woo, 2011). Andere 
Verfahren des objekt- bzw. modellbasierten Trackings basieren auf der Idee 
von Canny (Canny, 1986), der Extraktion und Registrierung von Kanten 
(Canny edge detector). Möhring et al. stellte 2004 einer der ersten Ansätze 
des Trackings von 3D Objekten vor (Möhring, Lessig & Bimber, 2004). 
Weitere Beispiele lassen sich z.B hier (Reitmayr & Drummond, 2006; Wu-
est, Vial & Strieker, 2005) finden. Die Optimierung von Kantenextraktion und 
Registrierung birgt nach wie vor hohes Forschungspotential (Hodan, Damen, 
Mayol-Cuevas & Matas, 2015). Zur Bestimmung der Anwenderposition in 
Relation zum realen Objekt, wird neben dem Kantenmodell jedoch auch eine 
Positionsmatrix benötigt. Han et al. zeigten, wie diese Positionsmatrix für 
bestimmte Anwendungsfälle und unter speziell getroffenen Annahmen auch 
direkt in Echtzeit berechnet werden kann, ohne sie im Vorfeld gemeinsam 
mit dem Kantemodell generieren zu müssen (Han & Zhao, 2015).  
Zur Steigerung der Effizienz der Trackingverfahren und zur Vergrößerung der 
Einsatzgebiete existieren Kombinationen der einzelnen Verfahren in denen 
z.B. zunächst eine Lokalisierung über 2D-Marker und nachfolgen eine Erfas-
sung der Umgebung über SLAM erfolgt (Lim & Lee, 2009; Yew, Ong & Nee, 
2016). Aber auch eine Initialisierung über ein Kantenmodell mit nachfolgen-
dem Tracking über SLAM ist möglich (Bleser, Wuest & Stricker, 2006; 
Kempter, Wendel & Bischof, 2012). Äquivalent zu den 2D-Trackinverfahren, 
sind ebenfalls die 3D-Verfahren in kommerziell verfügbaren AR-Frameworks, 
wie Metaio oder Vuforia, verfügbar, welche auch auf Smart Devices (Smart-






















Evaluation von implementierten 3D-Trackingverfahren in Standard AR-
Frameworks 
Für den Einsatz einer AR-Anwendung in Instandhaltungsprozessen unter 
realen Bedingungen müssen 7 Anforderungen an ein robustes Tracking 
erfüllt sein (Tabelle 3). Es zeigt sich, das ein Hybrides 3D-Trackingverfahren 
als robuste Methode für den Einsatz unter realen Bedingung anzusehen ist. 
Die Kombination aus kantenbasierter Initialisierung und punktbasierten 
Tracking ermöglicht zudem einen sehr freien und großflächigen Bewe-
gungsspielraum, sodass der Anwender sich frei um das Instandhaltungsob-
jekt bewegen kann.  









































































keine zusätzlichen Marker - o + + o + 
kein CAD Modell erforderlich + + + - + - 
Robustheit: Beschädigungen - - + o - o 
Robustheit: Lichtverhältnisse + + - + + + 
Robustheit: Verschmutzungen - - - + - + 
Robustheit: verschiedenen Blickwinkeln - - + o - + 
Robustheit: beliebigen Abständen o o + o o + 
Robustheit: Demontage von Teilen + + + + + + 
Legende:  + gut geeignet o bedingt geeignet - nicht geeignet 
 
Darüber hinaus sind keine zusätzlichen Marker am oder um das Instandhal-
tungsobjekt anzubringen, sondern das reale Objekt kann direkt für das 
Tracking genutzt werden. Als Nachteil jedoch steht die direkte Abhängigkeit 
der Methoden zum CAD-Modell und dem daraus abgeleiteten Kantenmo-
dell. Das Potential von kommerzieller Standard Hardware in Kombination mit 
AR-Frameworks konnten die Autoren bereits aufzeigen (Abramovici & Ne-































































ter Tracking-Verfahren in verfügbaren Standard AR-Frameworks, konnte das 
metaioSDK als das leistungsfähigste Werkzeug identifiziert werden (Neges, 
2015). 
Metaio bietet neben alle erwähnten und gängigen Tracking-Methoden 
zudem über einen Rendering-Engine und ist kostenlos verfügbar. Nach der 
Übernahme der Firma durch Apple Mitte 2015 (welt.de, 2015) stehen aller-
dings keine Updates des Frameworks zur Verfügung. Das SDK kann jedoch 
weiter genutzt werden und es bleibt abzuwarten, wie Apple das metaioSDK 
zukünftig vermarkten wird. Für die detaillierten Tests unter realen Bedin-
gungen wurde ein Prototyp auf einem iPad Air 2 und dem metaioSDK 5.5 
entwickelt. Ein Abgasrauchmelder der Firma Securiton, welcher oftmals in 
den Gebäuden der Ruhr Universität Bochum montiert ist, wurde als De-
monstrator gewählt (Abbildung ).  
 
Abbildung 1: Testobjekt für die Evaluation der Tracking-Methoden 
Die einzelnen Tracking-Methoden wurden in unterschiedlichen Testszenari-
en evaluiert und gemäß der Anforderung bewertet (Tabelle 3). Hier wurde 
z.B. angenommen, das der 2D-Marker und/oder der Rauchmelder im unter-
schiedlichsten Maße beschmutzt wurde. Dieser Zustand wurde beim 
Rauchmelder über aufgebrachtes Graffiti simuliert, welches ein durchaus 
häufiges Problem in öffentlichen Gebäuden darstellt. Nachfolgende 
Screenshots zeigen, dass das hybride 3D-Tracking, bzw. die kantenbasierte 
Initialisierung auch bei starker Beschmutzung einsetzbar ist (Abbildung a bis 
c). Durch das punktbasierte Tracking und der damit verbundenen kontinuier-
lichen Erweiterung der Punktwolke der Umgebung durch SLAM, lassen sich 
ebenfalls einzelne Bauteile des Rauchmelders demontieren, ohne dass das 
Tracking abbricht bzw. nicht wiederaufgenommen werden kann (Abbildung 























Abbildung 2: Auszug aus den Testergebnissen zur Evaluierung der Tracking-Methoden 
Konzept für ein robustes Echtzeit 3D-Tracking 
Die Gegenüberstellung der Tracking-Methoden sowie die Evaluierung des 
Hybriden 3D-Trackings haben gezeigt, dass ein robuster Einsatz von AR in 
Instandhaltungsprozessen möglich ist. Metaio bietet hier mit seinem SDK 
bereits eine Standard-Software, welche die hierfür notwendigen Vorausset-
zungen liefert.  
Aktuell existierende modellbasierte Tracking-Verfahren, sowohl in der For-
schung als auch in den Implementierungen in Standard AR-Frameworks, 
erfordern jedoch eine hohe geometrische Genauigkeit der virtuellen Modelle 
in Bezug auf das reale Objekt. In vielen Bereichen des Maschinenbaus kann 
zwar von einer hohen Ähnlichkeit zwischen idealem CAD-Modell und realem 
Objekt ausgegangen werden, jedoch finden sich zahlreiche Bereiche, z.B. im 
Schiffsbau, Anlagenbau oder Bauwesen, bei denen häufig größere Ferti-
gungstoleranzen zu erwarten sind. Reale Objektkanten können so aufgrund 
der Fertigungstoleranz nicht mit dem aus dem idealen CAD-Modell abgelei-
teten Kantenmodell in Relation gebracht werden, wodurch die Registrierung 
fehlschlägt.  
In Montageprozessen ergeben sich zudem größere geometrische Abwei-































































Trackings noch nicht montiert sind. Die geometrische Ähnlichkeit für ein 
kantenbasiertes Tracking ist somit nicht ausreicht, wenn eine vollständig 
montierte Baugruppe als Grundlage für die Ableitung des Kantenmodells 
verwendet wird. Meist werden einzelne Montagestufen an verschiedenen 
Montagestationen durch wechselnde Monteure aufgebaut, sodass selbst 
nach einer erfolgreichen Initialisierung an eine Montagestation durch die 
Veränderung der Umgebung kein weiteres Tracking über das punktbasierte 
Verfahren ermöglicht wird. Vielmehr muss für jede Montagestufe zuvor ein 
Kantenmodell abgeleitet werden, welches für den jeweiligen Montageschritt 
eine erneute Initialisierung ermöglicht. 
Um AR dennoch einsetzen zu können, wird vom Anwender das Einnehmen 
zuvor definierter Blickwinkel und somit eine grobe händische Überlagerung 
eingefordert. Die Frage ist daher, ob ein 3D-Trackingvarfahren entwickelt 
werden kann, welches auf Abweichungen des realen Objektes reagieren 
kann und eine somit die Initialisierung für ein nachfolgendes punktbasiertes 
Tracking ermöglicht.  
Der Einsatz von AR kann in vielen Bereichen einen Mehrwert liefern, wie 
z.B. bei der Unterstützung von Montage- oder Instandhaltungsprozessen. 
Die Autoren zeigten bereits, dass mittels AR jedoch auch zusätzliche Infor-
mationen aus der realen Welt zurück in Planung geliefert werden können, 
wie bspw. durch AR-Serviceberichte (Neges, 2015). Mit Hilfe neuartiger 
mobiler Tiefensensoren, wie dem Structure 3D Sensor der Firma Occipital 
(Occipital, 2016), ist es möglich, Tiefeninformationen mit Smart Devices, 
wie z.B. einem Tablet, aufzunehmen. Somit lassen sich geometrische 
Informationen realer Objekt auslesen und sowohl für ein robustes 3D-
Tracking als auch als Feedbackinformationen verwenden. Die Lage einer im 
CAD-Modell definierten Kante oder Bohrung kann mit Hilfe dieser Feedba-
ckinformationen der Realität angepasst werden. Hierzu ist es notwendig, 
das CAD-Modell parametrisch aufzubauen, um geometrische Änderungen 
schnell durchführen zu können. Über diesen Ansatz ist zukünftig kein exak-
tes CAD-Modell mehr erforderlich, sondern vielmehr ein parametrisch 
aufgebautes Mastermodell, aus dem sich verschiedene geometrische 
Modelle ableiten lassen. Dies führt zwangsläufig zu einer Instanziierung des 
virtuellen Mastermodells, wobei jede Instanz eine Anpassung gemäß dem 
realen Objekt darstellt. Kombiniert mit einer Identifizierung, wie z.B. durch 
Barcodes oder RFID-Tags (Neges, Wolf & Abramovici, 2015a), entstehen so 
virtuelle geometrische Zwillings. Diese Methoden birgt hohes Potential für 
z.B. die Montage, bei der zwar CAD-Modelle vorhanden, aufgrund geometri-
scher Modifikationen aber nicht für heutige modellbasiertes Tracking-






















Die beschriebene Methode der interaktiven Initialisierung ermöglicht eben-
falls den Einsatz in Montageprozessen mit unterschiedlichen Montagestu-
fen. Das Mastermodell kann entsprechend der aktuellen Montagestufe nur 
die Bauteile für die Identifizierung von geometrischen Merkmalen anzeigen, 
welche auch real vorliegen. Noch nicht montierte Bauteile können dement-
sprechend einfach ausgeblendet und eine Initialisierung und somit ein 3D-
Tracking ermöglich werden. 
Um den Anspruch eines robusten 3D-Trackings gerecht zu werden, muss 
ebenfalls der Fall berücksichtigt werden, dass zunächst kein entsprechen-
des Mastermodell hinterlegt ist. Hierbei markiert der Anwender in einem 
interaktiven Prozess verschiedene geometrische Merkmale, wie Kanten 
oder Bohrung am realen Objekt über das Display des Smart Device. Mit 
Hilfe von speziellen Algorithmen (Chakraborty, 2008) ist es möglich, die 
erfassten geometrischen Merkmale mit vorhanden CAD-Daten abzugleichen 
und so Ähnlichkeiten zu finden. Als Resultat können ähnlich Modelle dem 
Anwender dargestellt werden, die entweder direkt gefiltert, wie z.B. durch 
eine Klassifizierung, oder durch die Eingabe weitere geometrischer Merkma-
le eingeschränkt werden können. Die Iteration kann solange durchgeführt 
werden, bis entweder ein virtueller geometrischer Zwilling aus einem ähnli-
chen Mastermodell abgeleitet werden oder die Initialisierung direkt über ein 
ähnliches Modell erfolgen kann.  
Unabhängig vom verwendeten Initialisierungsverfahren wird ein robustes 
Tracking über das punktbasierte Verfahren mittels SLAM gewährleistet. Wie 
die Evaluation gezeigt hat ermöglicht die kontinuierliche Detektion der 
Umgebung sowohl einen freien Bewegungsraum des Anwenders, als auch 
eine Unabhängigkeit von einzelnen Objekte. Hierdurch kann der Anwender 
mit der Umgebung interagieren und z.B. Bauteile entfernen oder anbringen 
ohne dass das Tracking abreißt. 
Validierung des Teilkonzeptes 
Eine Validierung des Gesamtkonzeptes ist aufgrund der Komplexität in 
mehreren Teilschritten notwendig. Unter der Annahme, dass eine hohe 
Ähnlichkeit zwischen CAD-Modell und realen Objekt besteht, konnte die 
Effizienz der Initialisierung über ein Kantenmodell kombiniert mit dem 
punktbasierten Tracking bereits gezeigt werden. Die nachfolgende Validie-
rung beschränkt sich zunächst auf die interaktive Initialisierung über ein 
Mastermodell, ohne eine direkte parametrische Änderung an diesem vorzu-
nehmen. Als Validierungsbeispiel wurde auch hier äquivalent der Abgas-
rauchmelder der Firma Securiton verwendet. Der Prototyp wurde auf einem 































































SDK des Structure 3D Sensors liefert eine Umgebungserfassung mittels 
SLAM. Die detektierte Umgebung kann durch ein Netz aus Dreiecken auf 
dem Display visualisiert werden (Abbildung ). 
 























Abbildung 4: Detektierte Umgebung über den Structure 3D Sensor 
 































































Die Auflösung, in der die Umgebung aufgenommen und gespeichert wird, 
ist frei definierbar und kann somit der verwendeten Hardware und den 
damit verbundenen Performanceressourcen angepasst werden. Erste Tests 
mit dem iPad Pro zeigten hier bereits, dass bedingt durch den deutlich 
schnelleren Prozessor ein sehr feines Umgebungsnetz erstellt werden kann. 
Mittels des Barcodes auf dem Abgasrauchmelder kann dieser eindeutig 
identifiziert und das hinterlegte Mastermodell geladen werden. Ein Ansatz, 
wie das Mastermodell über eine Cloud bereitgestellt werde kann, wurde 
von den Autoren bereits veröffentlicht (Neges, 2015; Neges, Wolf & Ab-
ramovici, 2015b). Für das Rendering des Mastermodells wird auf SceneKit 
zurückgegriffen, welches im iOS SDK verfügbar ist. Es ermöglicht einen 
direkten Import von 3D-Daten im Wavefront OBJ-Format und macht eine 
zusätzliche Implementierung von Drittanbieter SDKs überflüssig. Der An-
wender erhält die Möglichkeit, Kanten, Bohrung oder Punkte zwischen 
Mastermodell und realen Objekt in Relation zu setzten. Hierfür markiert er 
die Elemente lediglich abwechselt über das Display (Abbildung ). 
 






















Für eine Initialisierung sind lediglich 4 Punkte erforderlich, wobei eine Unter-
scheidung der Koordinaten in allen 3 Richtungen geben sein muss. Durch 
die Angabe weitere Punkte oder Kanten kann die Überlagerung iterativ 
weiter optimiert werden. Das überlagerte virtuelle Modell kann hierzu aus- 
bzw. eingeblendet werden (Abbildung ). 
Fazit und zukünftige Aktivitäten 
Der Beitrag zeigt, dass der Einsatz von punktbasierten 3D-Trackinverfahren 
eine robuste und echtzeitfähige Methode für die Registrierung in der realen 
Welt und somit für den Einsatz von AR darstellt. Hierzu ist eine modellba-
sierte Initialisierung notwendig, welche heute auf dem Canny edge detector 
baseiren und aus CAD-Modellen abgeleitete Kantenmodell nutzen. Die 
Potentiale eines hybriden 3D-Trackings (kanten- und punktbasiert) und die 
Effizienz der implementierten Methoden in verfügbaren AR Frameworks 
konnte durch die in dem Beitrag dargestellte Evaluation nachgewiesen 
werden. Hierbei wird deutlich, das heutige Verfahren eine hohe Ähnlichkeit 
zwischen CAD-Modell und realem Objekt bedingen. Die Autoren schlagen 
daher den Einsatz von parametrisch aufgebauten Mastermodellen vor, 
welche durch eine interaktive Initialisierung geometrisch Instanziiert wer-
den. Dieser Ansatz ermöglicht ebenfalls eine Initialisierung für ein 3D Tra-
cking bei unterschiedlichen Montagestufen von Baugruppen, ohne eine 
Vielzahl von Referenzmodellen im Vorfeld erzeugen zu müssen. Zum Einsatz 
kommt hierbei ein mobiler Tiefensensor, welcher mit Hilfe des Anwenders 
eine Relation der realen geometrischen Merkmale mit den Idealen aus dem 
CAD-Modell ermöglicht. Der Beitrag fokussiert sich hierbei zunächst auf die 
Validierung der vorgeschlagen interaktiven Initialisierung, welches ein wich-
tiger Bestandteil des präsentierten Konzeptes für ein robustes 3D-
Trackingverfahren darstellt.  
Die weiteren Forschungsaktivitäten konzentrieren sich auf den strukturierten 
und methodischen Aufbau der parametrisieren Mastermodelle und die 
geometrische Instanziierung dieser. Die Implementierung von optimierten 
Erkennungsalgorithmen geometrischen Elemente, wie Kanten und Bohrun-
gen, werden den Anwender zukünftig bei der Generierung der Relationen 
zwischen Mastermodell und realem Objekt unterstützen. Nachfolgend 
werden diese Erkennungsalgorithmen ebenfalls für die Suche nach geomet-
risch ähnlichen Objekten genutzt, um eine Registrierung und Instanziierung 
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