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1. Einleitung
Das parallele Rechnen wird fu¨r viele Simulationen aus dem naturwissenschaftlich-technischen
Bereich wie z.B. fu¨r Wettervorhersagen oder bei der Flugzeugkonstruktion eingesetzt, um
einerseits die Laufzeit der Anwendungen zu verku¨rzen und um andererseits auch Probleme de-
taillierter betrachten zu ko¨nnen. Die Entwicklung derartiger paralleler Anwendungsprogramme
gestaltet sich jedoch oftmals schwieriger als das Schreiben rein sequentieller Programme, da
zusa¨tzliche Koordinations- und Synchronisationsoperationen beru¨cksichtigt werden mu¨ssen.
Die Erreichung einer ho¨chstmo¨glichen Leistungsfa¨higkeit auf einer gegebenen parallelen Re-
chenplattform erfordert daru¨ber hinaus architekturabha¨ngige Anpassungen, die die geeignete
Ausnutzung der vorhandenen Rechen- und Kommunikationsleistung sicherstellen. Diese Anpas-
sungen sind ha¨ufig nicht auf andere Plattformen mit anderen Leistungsparametern u¨bertragbar,
so dass eine Portierung unter Beibehaltung der Effizienz einen hohen Aufwand verursachen
kann.
Die Architektur von Parallelrechnern kann sich in vielen Details unterscheiden. Ein wichtiges
Kriterium ist die Organisation des Speichers, wobei zwischen Rechnern mit einem gemeinsa-
men Speicher, der allen Prozessoren zur Verfu¨gung steht, und Rechnern mit verteilten Speichern,
die jeweils nur von einem Prozessor genutzt werden ko¨nnen, unterschieden wird. Viele Paral-
lelrechner basieren auf verteilten Speichern, da damit gerade bei hohen Prozessorzahlen ein
gu¨nstigeres Preis/Leistungs-Verha¨ltnis erzielt werden kann. Auf derartigen Systemen ist ein
Datenaustausch zwischen verschiedenen Prozessoren mit Kommunikation verbunden, die ent-
weder explizit durch den Programmierer spezifiziert werden muss oder implizit durch geeignete
Softwareumgebungen erkannt werden kann.
Als Standard fu¨r die Realisierung dieser Kommunikationsoperationen hat sich die MPI
(message passing interface) Bibliothek [68] etabliert, fu¨r die viele Implementierungen von frei
verfu¨gbaren, portablen Versionen bis hin zu hoch optimierten Varianten fu¨r bestimmte Plattfor-
men existieren. MPI unterstu¨tzt Kommunikation zwischen zwei ausgezeichneten Prozessoren
(Punkt-zu-Punkt Kommunikation) und zwischen Teilmengen der vorhandenen Prozessoren
(kollektive Kommunikation). Kollektive Kommunikationsoperationen ko¨nnen insbesondere bei
einer hohen Prozessoranzahl eine hohe Ausfu¨hrungszeit besitzen und damit zu einer erheblichen
Verla¨ngerung der Gesamtlaufzeit von Anwendungsprogrammen fu¨hren. Fu¨r die Parallelverar-
beitung ergibt sich daraus die Herausforderung, geeignete Programmiermodelle zur Verfu¨gung
zu stellen, die zu einer Reduktion der entstehenden Kommunikationszeiten beitragen.
Fu¨r die Implementierung paralleler Anwendungsprogramme ko¨nnen verschiedene Program-
miermodelle eingesetzt werden. Das datenparallele Programmiermodell partitioniert und
verteilt die Daten eines Anwendungsprogramms auf die verfu¨gbaren Recheneinheiten, wo-
bei jede Recheneinheit fu¨r die Berechnungen auf den zugewiesenen Daten verantwortlich ist
(owner-computes Regel). Die Realisierung von datenparallelen Anwendungen erfolgt ha¨ufig
mit Hilfe eines SPMD-Programmieransatzes (single program, multiple data), d.h. es wird ein
paralleles Programm verwendet, das von den beteiligten Recheneinheiten auf unterschiedliche
Teile der Programmdaten angewendet wird.
Im rein taskparallelen Programmiermodell wird eine Anwendung in eine Menge von Teil-
aufgaben (Tasks) zerlegt, die auf die verfu¨gbaren Prozessoren verteilt werden. Die Zerlegung
und die Zuordnung auf die Recheneinheiten ko¨nnen sowohl statisch durch den Anwendungsent-
wickler oder durch ein geeignetes Compilerwerkzeug als auch dynamisch zur Laufzeit erfolgen.
Die Tasks einer Anwendung ko¨nnen unterschiedliche Berechnungen auf verschiedenen Daten
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ausfu¨hren, weswegen man auch vom MPMD-Programmierkonzept (multiple program, multiple
data) spricht.
Zwischen den Tasks einer Anwendung ko¨nnen Abha¨ngigkeitsbeziehungen bestehen, bspw.
kann ein Task Daten produzieren, die fu¨r die Abarbeitung eines anderen Tasks beno¨tigt werden.
Die Abha¨ngigkeiten ko¨nnen zu Kommunikationsoperationen fu¨hren, falls die beteiligten Tasks
auf unterschiedlichen Prozessoren ausgefu¨hrt werden. Taskparallelita¨t bietet auch Vorteile fu¨r
irregula¨re Berechnungen, die bspw. durch dynamisch erzeugte Tasks implementiert werden
ko¨nnen. Zur Auslastung von großen parallelen Rechensystemen mu¨ssen entsprechend viele
Tasks erzeugt und verwaltet werden, so dass die Anzahl der Rechenoperationen pro Task
sinkt und ein hoher Verwaltungsaufwand entstehen kann. Fu¨r viele Anwendungen kommt
erschwerend hinzu, dass der verfu¨gbare Grad der Taskparallelita¨t beschra¨nkt ist.
Gemischt parallele Programmiermodelle vereinen die Eigenschaften reiner Daten- und
Taskparallelita¨t. In diesen Programmiermodellen wird eine Anwendung in eine Menge von
parallelen Tasks zerlegt, die jeweils durch mehrere Recheneinheiten gemeinsam abgearbeitet
werden ko¨nnen. Die parallelen Tasks einer Anwendung werden auch als malleable task, multi-
processor task oder M-task bezeichnet und ko¨nnen direkt als datenparallele Programmteile im
SPMD Programmierstil implementiert sein oder aus anderen parallelen Tasks zusammengesetzt
werden. Daraus ergibt sich eine mehrstufig parallele Anwendungsstruktur, auf deren unterster
Ebene die Ausnutzung feinko¨rniger Parallelita¨t durch datenparallele Berechnungen steht und
auf den oberen Ebenen grobko¨rnige Parallelita¨t durch zeitgleich ausgefu¨hrte parallele Tasks
ausgenutzt wird.
Zwischen den parallelen Tasks einer Anwendung ko¨nnen wie im rein taskparallelen Modell
Abha¨ngigkeiten bestehen. Da die Daten eines Tasks u¨blicherweise verteilt auf allen ausfu¨hren-
den Prozessoren vorliegen, ko¨nnen durch vorhandene Abha¨ngigkeiten Datenumverteilungsope-
rationen zwischen Prozessorgruppen entstehen.
Der Vorteil eines gemischt parallelen Programmieransatzes gegenu¨ber einem rein taskparal-
lelen Modell besteht vor allem in der geringeren Taskanzahl einer Anwendung, wodurch der
Verwaltungsaufwand reduziert und das Ausnutzen hoher Prozessorzahlen erleichtert wird. Im
Vergleich zu einem datenparallelen Modell besteht der Vorteil in der Beschra¨nkung der Berech-
nungen und kollektiven Kommunikationsoperationen eines parallelen Tasks auf Teilmengen
der Prozessoren, so dass der durch Kommunikation verursachte Laufzeitanteil reduziert werden
kann.
Die vorliegende Arbeit befasst sich mit der Unterstu¨tzung der Programmentwicklung auf pa-
rallelen Rechenplattformen. Zu diesem Zweck wird ein gemischt paralleles Programmiermodell
(das Modell der kommunizierenden Multiprozessor-tasks (CM-tasks)) eingefu¨hrt und ein Com-
pilerframework zur Unterstu¨tzung der Programmentwicklung pra¨sentiert. Das CM-task Modell
kann als Erweiterung des TwoL-Modells [90, 95] um eine zusa¨tzliche Kommunikationsebene
zwischen zeitgleich ausgefu¨hrten parallelen Tasks aufgefasst werden.
Der Kern des CM-task Compilerframeworks ist der CM-task Compiler, der aus einer ge-
gebenen plattformunabha¨ngigen Spezifikation der Struktur einer parallelen Anwendung mit
Hilfe mehrerer aufeinanderfolgender Transformationsschritte ein ausfu¨hrbares Koordinations-
programm erzeugt. Die Transformationsschritte beinhalten Schedulingentscheidungen, die
festlegen, wie die spezifizierte Parallelita¨t auf einer gegebenen Plattform ausgenutzt werden
soll. Auf diese Weise kann eine gegebene Anwendungsspezifikation auf verschiedene Ziel-
plattformen abgebildet werden, so dass die Portabilita¨t der Anwendung gewa¨hrleistet und
der erforderliche Implementierungsaufwand reduziert wird. Zwischen den einzelnen Trans-
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formationsschritten bestehen klar definierte Schnittstellen in Form von Spezifikationen mit
zusa¨tzlichen Annotationen, die ein Eingreifen der Anwendungsentwicklers in den U¨berset-
zungsvorgang ermo¨glichen.
Die Unterstu¨tzung von heterogenen Systemumgebungen und Anwendungsprogrammen, fu¨r
die eine exakte Kostenabscha¨tzung schwierig ist, wird durch den semi-dynamischen Ansatz
des CM-task Compilers gewa¨hrleistet. In diesem Ansatz wird ein Koordinationsprogramm mit
einem flexiblen Ausfu¨hrungsschema erzeugt, das zur Laufzeit durch eine Lastausgleichsbib-
liothek an dynamisch ermittelte Leistungsdaten der zugrundeliegenden Plattform angepasst
werden kann. Das CM-task Compilerframework stellt eine geeignete Lastausgleichsbibliothek
bereit, die eine Heuristik geringer Komplexita¨t entha¨lt und damit den Verwaltungsaufwand zur
Laufzeit nur unwesentlich erho¨ht.
Die Anwendbarkeit des CM-task Programmiermodells und des CM-task Compilerframe-
works wird fu¨r verschiedene Anwendungen aus dem Bereich des wissenschaftlichen Rech-
nens demonstriert. Die Anwendungen umfassen verschiedene Lo¨sungsverfahren fu¨r Systeme
gewo¨hnlicher Differentialgleichungen und Simulationen aus dem Bereich der Stro¨mungsdy-
namik. Anhand von Messergebnissen auf verschiedenen Rechenplattformen wird aufgezeigt,
dass durch eine Implementierung im CM-task Programmiermodell eine Reduzierung der An-
wendungslaufzeit insbesondere fu¨r hohe Prozessorzahlen erreicht werden kann. Desweiteren
wird fu¨r direkt gekoppelte heterogene Plattformen nachgewiesen, dass durch eine dynamische
Anpassung des Ausfu¨hrungsschemas deutlich geringere Laufzeiten im Vergleich zu einem
statischen Ansatz mo¨glich sind.
Die Arbeit ist wie folgt gegliedert. Kapitel 2 stellt das CM-task Programmiermodell und
das zugeho¨rige Compilerframework vor und entha¨lt eine Einordnung in bestehende Modelle
und Werkzeuge fu¨r die Entwicklung gemischt paralleler Anwendungen. Kapitel 3 definiert
das CM-task Schedulingproblem und stellt einen Schedulingalgorithmus fu¨r CM-task Pro-
gramme vor. Die Schnittstellen, Datenstrukturen und Beschreibungssprachen des CM-task
Compilerframeworks werden in Kapitel 4 diskutiert. Desweiteren beschreibt dieses Kapitel
das zugrundeliegende Kostenmodell. Die zur Realisierung der Komponenten des Compilerfra-
meworks wird in Kapitel 5 betrachtet. Kapitel 6 demonstriert die Spezifikation verschiedener
Anwendungsprogramme mit Hilfe des CM-task Compilerframeworks und zeigt anhand von
Laufzeitmessungen die Effizienz der erzeugten Implementierungen auf. Kapitel 7 fasst die
Ergebnisse dieser Arbeit zusammen.
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2. Das CM-task Programmiermodell
Programmiermodelle auf Basis paralleler Tasks tragen ha¨ufig zu einer Effizienzsteigerung von
großen modularen Anwendungsprogrammen bei. In diesen Programmiermodellen wird eine An-
wendung in eine Menge eigensta¨ndiger paralleler Tasks und eine Koordinationsstruktur zerlegt,
die das Zusammenwirken der Tasks beschreibt. Jeder Task entha¨lt parallelen Programmcode
und kann auf einer variablen Prozessoranzahl ausgefu¨hrt werden. Als Koordinationsstruktur
ko¨nnen gerichtete azyklische Graphen [82, 117], Macro Dataflow Graphen (MDG) [85] oder
serien-parallele (SP)-Graphen [95] eingesetzt werden. Der Vorteil dieser Programmiermodelle
liegt in der Ausnutzung feinko¨rniger Parallelita¨t innerhalb der Tasks und grobko¨rniger Paralle-
lita¨t zwischen den Tasks sowie in der Flexibilita¨t der Ausfu¨hrungsreihenfolge der parallelen
Tasks, wodurch die Anpassung an eine konkrete parallele Plattform ermo¨glicht wird.
Die Koordinationsstruktur einer Anwendung beschreibt Abha¨ngigkeiten zwischen den enthal-
tenen parallelen Tasks, die auftreten, wenn die Ausgabe eines parallelen Tasks als Eingabe eines
anderen Tasks verwendet wird. Diese Datenabha¨ngigkeiten stellen die einzige Mo¨glichkeit
dar, Daten zwischen verschiedenen Tasks auszutauschen. Die Berechnungen innerhalb eines
parallelen Tasks sind vollsta¨ndig unabha¨ngig von anderen Tasks.
Wird in einer Anwendung ein Datenaustausch zwischen verschiedenen Programmteilen
beno¨tigt, mu¨ssen die entsprechenden parallelen Tasks zuna¨chst beendet und im Falle einer
weiteren Ausfu¨hrung neu gestartet werden. Daraus entstehen Nachteile speziell fu¨r Anwen-
dungen, die aus einer Vielzahl von Zeitschritten bestehen und jeder Zeitschritt einen solchen
Datenaustausch erfordert. In diesem Fall ist ein Task auf die Ausfu¨hrung eines Zeitschrittes
beschra¨nkt und in jedem Zeitschritt entsteht zusa¨tzlicher Verwaltungsaufwand fu¨r das Star-
ten und das Beenden der Tasks sowie fu¨r Kommunikationsoperationen zur Bereitstellung der
beno¨tigten Eingabedaten. Zur Vermeidung dieses Zusatzaufwands kann die Unterstu¨tzung eines
Datenaustauschs zwischen parallelen Tasks beitragen, der nicht die Beendigung der Tasks
erfordert.
Dieses Problem greift das Programmiermodell der kommunizierenden Multiprozessortasks
(communicating multiprocessor tasks; CM-tasks) [28, 29] auf, das ein erweitertes Taskkon-
zept in Form von CM-tasks beinhaltet, die zusa¨tzlich wa¨hrend der Ausfu¨hrung miteinander
kommunizieren ko¨nnen. Das CM-task Modell ermo¨glicht damit eine bessere Modellierung
von Anwendungen, die regelma¨ßig Informationen zwischen verschiedenen Programmteilen
austauschen mu¨ssen. Dieser Datenaustausch kann direkt zwischen den entsprechenden CM-
tasks erfolgen, ohne deren Abarbeitung unterbrechen zu mu¨ssen. Damit tra¨gt das Modell zur
Reduzierung des Verwaltungsaufwands fu¨r die Ausfu¨hrung der Tasks bei.
Ein weiterer Vorteil des CM-task Modells ist der mo¨gliche Einsatz spezialisierter Kommu-
nikationsmuster zwischen CM-tasks. Ein Beispiel ist die orthogonale Kommunikation, bei
der die Anwendungsprozesse derart in einem zweidimensionalen Gitter angeordnet werden,
dass die Kommunikation innerhalb von CM-tasks und die Kommunikation zwischen CM-tasks
entlang verschiedener Gitterdimensionen verlaufen und somit orthogonal zueinander ist. Or-
thogonale Kommunikation spielt eine wichtige Rolle bei der effizienten Implementierung von
Lo¨sungsverfahren fu¨r gewo¨hnliche Differentialgleichungssysteme.
Beispiele fu¨r Anwendungen des CM-task Modells kommen aus verschiedenen Bereichen.
Große gekoppelte Anwendungen kombinieren Algorithmen aus verschiedenen Wissenschaftsbe-
reichen, z.B. Umweltsimulationen, die auf Modellen fu¨r die Atmospha¨re, das Regenwasser und
das Grundwasser basieren, oder die Flugzeugentwicklung, die Aerodynamik-, Antriebs- und
5
2. Das CM-task Programmiermodell
Strukturanalysemodelle beno¨tigt [11]. In der Bildverarbeitung [107] und bei der Auswertung
von periodisch aktualisierten Sensordaten [107, 74] treten pipelineartige Berechnungen auf
Eingabestreams auf. Die Berechnung der einzelnen Pipelinestufen kann durch zeitgleich aus-
gefu¨hrte CM-tasks realisiert werden, wobei Kommunikation zwischen den Tasks zur Weitergabe
der Zwischenergebnisse an die na¨chste Stufe stattfindet. Ein weiteres Anwendungsgebiet sind
Lo¨ser fu¨r Systeme gewo¨hnlicher Differentialgleichungen, z.B. Extrapolationsverfahren [95],
iterierte Runge-Kutta Verfahren [93] oder Parallele Adams Methoden [100]. Diese Verfahren
berechnen in jedem Zeitschritt eine feste Anzahl unabha¨ngiger Stufenvektoren, die am Ende
des Schrittes zu einem neuen Lo¨sungsvektor kombiniert werden.
Dieses Kapitel gliedert sich wie folgt. Abschnitt 2.1 umfasst die Vorstellung der grundle-
genden Eigenschaften des CM-task Programmiermodells und der verwendeten Koordinati-
onsstruktur, die auch als CM-task Graph bezeichnet wird. Abschnitt 2.2 gibt einen U¨berblick
u¨ber das CM-task Compilerframework, das den Anwender bei der Erstellung von effizienten
Implementierungen von CM-task Programmen unterstu¨tzt. Den Abschluss des Kapitels bildet
ein U¨berblick u¨ber Modelle und Programmieransa¨tze fu¨r gemischt parallele Anwendungen in
Abschnitt 2.3.
2.1. CM-task Programme
Ein CM-task Programm besteht aus einer Menge kooperierender CM-tasks, die Teilaufgaben
des Programmes berechnen, und einer Koordinationsstruktur, die die Zusammenarbeit der
CM-tasks beschreibt.
Ein CM-task ist ein eigensta¨ndiges paralleles Programmmodul, das auf einer parametrisier-
ten Prozessoranzahl ausgefu¨hrt werden kann. Intern besteht ein CM-task aus datenparallelen
Berechnungen im SPMD Stil, die bspw. durch ein threadbasiertes Programmiermodell wie
OpenMP oder Pthreads auf Rechnern mit gemeinsamem Speicher oder durch ein nachrichten-
basiertes Programmiermodell wie MPI realisiert sein ko¨nnen. Im Folgenden wird von einer
MPI basierten Implementierung ausgegangen.
Durch einen CM-task ko¨nnen zwei verschiedene Arten von Kommunikationsoperationen
ausgefu¨hrt werden. Interne Kommunikation ermo¨glicht einen Datenaustausch zwischen den
Prozessoren desselben CM-tasks, wohingegen durch externe Kommunikation Daten zwischen
den Prozessoren verschiedener, zeitgleich ausgefu¨hrter CM-tasks ausgetauscht werden ko¨nnen.
Externe Kommunikation ist eine Erweiterung gegenu¨ber Modellen auf Basis paralleler Tasks.
Ein CM-task beno¨tigt eine Menge von Eingabeparametern und produziert eine Menge von
Ausgabeparametern , wobei ein Parameter auch fu¨r Ein- und Ausgabe genutzt werden kann.
Jeder Parameter besitzt einen festen Datentyp , der die Gro¨ße und die Struktur beschreibt und
einen festen Datenverteilungstyp , der angibt, wie die Daten auf die ausfu¨hrenden Prozessoren
des entsprechenden CM-tasks aufgeteilt werden. Ein Beispiel fu¨r Datentypen sind mehrdimen-
sionale Felder, die Datenverteilung kann bspw. blockweise erfolgen, d.h. jeder Prozessor besitzt
exklusiv einen zusammenha¨ngenden Teil der Daten. Zur korrekten Abarbeitung eines CM-tasks
mu¨ssen die Eingabeparameter in der geforderten Datenverteilung auf den entsprechenden
Prozessoren vorliegen.
Die Interaktionen zwischen den CM-tasks eines Programmes werden durch zwei Relationen
erfasst:
1) P-Relation
Zwischen zwei CM-tasks A und B besteht eine Vorrangbeziehung (precedence relation,
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Abbildung 1: Beispiel fu¨r einen CM-task Graph mit P-Relationen (Annotation P) und C-Relationen
(Annotation C).
P-Relation) , wenn A Ausgabedaten erzeugt, die als Eingabe fu¨r B beno¨tigt werden. Die
P-Relation ist asymmetrisch und wird durch AδPB gekennzeichnet.
2) C-Relation
Eine Kommunikationsbeziehung (communication relation, C-Relation) zwischen zwei
CM-tasks A und B spezifiziert einen Datenaustausch zwischen A und B wa¨hrend ihrer
Ausfu¨hrung. Die C-Relation ist symmetrisch und wird durch AδCB gekennzeichnet.
Aus den Relationen zwischen den CM-tasks eines CM-task Programmes ergeben sich fu¨r die
korrekte Abarbeitung des entsprechenden CM-task Programmes die folgenden Einschra¨nkun-
gen:
• Besteht zwischen zwei CM-tasks A und B eine P-Relation, so mu¨ssen A und B zeitlich
nacheinander ausgefu¨hrt werden. Zusa¨tzlich muss sichergestellt werden, dass die Ein-
gabedaten von B in der erwarteten Datenverteilung auf der korrekten Prozessorgruppe
vorliegen. Werden diese Eingabedaten von A in einer anderen Datenverteilung erzeugt
oder unterscheiden sich die Prozessorgruppen von A und B, ist eine Datenumverteilung
zwischen A und B notwendig.
• Zwei CM-tasks A und B, die durch eine C-Relation in Verbindung stehen, mu¨ssen
zeitgleich ausgefu¨hrt werden, um den spezifizierten Datenaustausch zu ermo¨glichen.
Daraus folgt, dass disjunkte Prozessorgruppen fu¨r die Ausfu¨hrung von A und B ver-
wendet werden mu¨ssen. Zur Realisierung des Datenaustauschs muss ein gemeinsamer
Kommunikationskontext, z.B. in Form eines MPI-Kommunikators, fu¨r A und B erzeugt
werden.
Die Abha¨ngigkeitsbeziehungen eines CM-task Programmes lassen sich durch einen CM-
task Graph G = (V,E) darstellen, wobei die Knotenmenge V = {A1, . . . ,An} die CM-tasks
des Programmes repra¨sentiert. Die Kantenmenge E des Graphen besteht aus zwei disjunkten
Teilmengen EP und EC mit E = EP ∪ EC und EP ∩ EC = /0. EP entha¨lt gerichtete Kanten
entsprechend den P-Relationen des Programmes, d.h. (Ai,A j) ∈ EP falls AiδPA j gilt. Die
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Menge bidirektionaler Kanten EC symbolisiert die C-Relationen zwischen den CM-tasks, d.h.
(Ai,A j) ∈ EC falls AiδCA j gilt. Abbildung 1 zeigt ein Beispiel eines CM-task Graph.
Die Kanten des CM-task Graph symbolisieren die Restriktionen in der mo¨glichen Ausfu¨h-
rungsreihenfolge der CM-tasks eines Programmes. Aus den Beobachtungen fu¨r die Relationen
eines Programmes folgt, dass CM-tasks A und B, die durch einen Pfad im gerichteten Teilgra-
phen GP = (V,EP) verbunden sind, nacheinander ausgefu¨hrt werden mu¨ssen, wohingegen ein
Pfad zwischen A und B im Teilgraphen GC = (V,EC) eine gleichzeitige Abarbeitung von A und
B erfordert. Existiert jedoch kein Pfad zwischen A und B im CM-task Graph G, so sind A und B
unabha¨ngig voneinander und ihre Ausfu¨hrungsreihenfolge unterliegt keinen Restriktionen, d.h.
sowohl eine Abarbeitung nacheinander als auch eine gleichzeitige Ausfu¨hrung auf disjunkten
Prozessorgruppen ist erlaubt.
Ein CM-task Graph entha¨lt einen Konflikt, wenn keine Ausfu¨hrungsreihenfolge der enthalte-
nen CM-tasks gefunden werden kann, die alle Restriktionen des Graphen erfu¨llt. In diesem Fall
kann das zugeho¨rige CM-task Programm nicht abgearbeitet werden. Im Folgenden wird eine
Teilmenge der mo¨glichen CM-task Graphen definiert, die derartige Konflikte ausschließt.
Definition 1 (Gu¨ltiger CM-task Graph) Ein CM-task Graph G = (V,E) heißt gu¨ltig, wenn
fu¨r alle CM-tasks A,B ∈V,A 6= B gilt:
Falls es in G einen Pfad von A nach B mit mindestens einer gerichteten Kante gibt, dann existiert
kein Pfad von B nach A. 2
Aus der Definition folgt, dass in gu¨ltigen CM-task Graphen der Teilgraph GP azyklisch ist
und somit eine Ausfu¨hrungsreihenfolge gefunden werden kann, die keine der Forderungen der
gerichteten Kanten verletzt. Eine weitere Folgerung ist, dass falls zwei CM-tasks A und B durch
einen Pfad bidirektionaler Kanten verbunden sind, weder ein Pfad von A nach B noch ein Pfad
von B nach A mit einer gerichteten Kante existieren kann. Damit wird gewa¨hrleistet, dass die
gleichzeitige Ausfu¨hrung von A und B keine Restriktionen der gerichteten Kanten des Graphen
verletzt. Gu¨ltige CM-task Graphen ko¨nnen jedoch mehrere bidirektionale Pfade zwischen A
und B und somit Zyklen innerhalb des Teilgraphen GC besitzen.
2.2. Werkzeugunterstu¨tzung fu¨r CM-task Programme
Die Entwicklung von Anwendungsprogrammen im CM-task Programmiermodell gestaltet
sich ha¨ufig aufwendiger und fehleranfa¨lliger als rein datenparallele oder rein taskparallele
Implementierungen. Die Gru¨nde dafu¨r liegen sowohl in der komplexen mehrstufigen Kommu-
nikationsstruktur mit der Unterscheidung von interner und externer Kommunikation als auch in
der Koordination der CM-tasks eines Programmes, d.h. der Erzeugung geeigneter Prozessor-
gruppen, der Zuweisung von CM-tasks an Prozessorgruppen und das Ausfu¨hren erforderlicher
Datenumverteilungsoperationen. Zusa¨tzlich stellt die Portabilita¨t von CM-task Programmen ei-
ne Herausforderung fu¨r den Anwendungsentwickler dar, da auf verschiedenen Plattformen eine
unterschiedliche Prozessorgruppenaufteilung oder unterschiedliche Ausfu¨hrungsreihenfolgen
fu¨r unabha¨ngige CM-tasks zu den geringsten Laufzeiten fu¨hren ko¨nnen.
Zur Unterstu¨tzung des Anwendungsprogrammierers bei der Realisierung von CM-task
Programmen wurde das CM-task Compilerframework [29] entwickelt. Das Framework bein-
haltet
• eine plattformunabha¨ngige Spezifikationssprache fu¨r parallele Algorithmen;
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• eine anwendungsunabha¨ngige Beschreibungssprache fu¨r parallele Plattformen;
• den CM-task Compiler, der ausgehend von einer gegebenen Algorithmenspezifikation
und einer gegebenen Plattformbeschreibung durch mehrere aufeinanderfolgende Trans-
formationsschritte ein auf die Zielplattform angepasstes Koordinationsprogramm erzeugt;
• eine Datenumverteilungsbibliothek zur Realisierung von Datenumverteilungsoperationen
und
• eine Lastausgleichsbibliothek zur dynamischen Anpassung der Gro¨ßen der verwendeten
Prozessorgruppen an das Ausfu¨hrungsverhalten einer Anwendung.
Im Folgenden werden die einzelnen Bestandteile des Compilerframeworks kurz vorgestellt,
eine ausfu¨hrliche Beschreibung der Sprachen und Schnittstellen wird in Kapitel 4 gegeben. Die
Implementierung des Frameworks wird in Kapitel 5 beschrieben.
Die Spezifikationssprache ermo¨glicht die Beschreibung der Struktur eines parallelen Algo-
rithmus in Form von Basismodulen und Verbundmodulen. Die Basismodule repra¨sentieren die
CM-tasks einer Anwendung und werden als black-box Funktionen mit bekannter Schnittstelle
und Ausfu¨hrungszeit definiert. Die Schnittstellen umfassen die Eingabe- und Ausgabepara-
meter, die die Auswirkungen auf die u¨bergebenen Datenstrukturen beschreiben, und spezielle
Kommunikationsparameter, mit deren Hilfe ein Datenaustausch mit zeitgleich ausgefu¨hrten
Modulen spezifiziert wird. Die Ausfu¨hrungszeit wird durch eine symbolische Laufzeitformel
abha¨ngig von der Anzahl ausfu¨hrender Prozessoren und plattformspezifischen Parametern
definiert. Die konkreten Werte dieser Parameter werden getrennt in der Plattformbeschreibung
zur Verfu¨gung gestellt.
Ein Verbundmodul dru¨ckt die vorhandene Taskparallelita¨t eines Programmteils aus und
kann durch einen CM-task Graph repra¨sentiert werden. Die Spezifikation erfolgt durch einen
hierarchischen Modulausdruck, auf dessen unterster Hierarchiestufe Aufrufe von Basismodulen
und anderen Verbundmodulen stehen. Auf den ho¨heren Hierarchiestufen ko¨nnen durch vorgege-
bene Konstruktoren Teilberechnungen zusammengefasst werden. Der verwendete Konstruktor
definiert dabei, ob die entsprechenden Berechnungen nacheinander ausgefu¨hrt werden mu¨ssen,
zeitgleich ausgefu¨hrt werden mu¨ssen oder unabha¨ngig voneinander sind und sowohl nacheinan-
der als auch parallel zueinander ausgefu¨hrt werden ko¨nnen. Weitere Konstruktoren erlauben
die Spezifikation von bedingt ausgefu¨hrten Programmteilen und wiederholter Abarbeitung in
Form von Schleifen.
Die Plattformbeschreibungssprache ermo¨glicht die Angabe von Eigenschaften der Ziel-
plattform, wie der Rechen- und Kommunikationsleistung und der Anzahl verfu¨gbarer Pro-
zessoren. Die Rechenleistung wird u¨ber die mittlere Ausfu¨hrungsdauer einer arithmetischen
Operation definiert, wa¨hrend die Kommunikationsleistung durch eine symbolische Formel
beschrieben wird. Eine derartige Formel gibt die Ausfu¨hrungszeit einer MPI-Kommunikati-
onsoperation in Abha¨ngigkeit von der Datenmenge und der Anzahl beteiligter Prozessoren an.
Die Ermittlung der Leistungswerte muss durch den Nutzer erfolgen und kann durch geeignete
Benchmarkprogramme unterstu¨tzt werden.
Der CM-task Compiler ermo¨glicht die schrittweise Transformation eines gegebenen Spe-
zifikationsprogrammes in ein ausfu¨hrbares Koordinationsprogramm. Das Koordinationspro-
gramm ist auf eine konkrete durch eine separate Plattformbeschreibung definierte Zielplattform
angepasst. Fu¨r die Erzeugung des Ausgabeprogrammes stehen zwei Ausgabemodi mit unter-
schiedlichen Zielstellungen zur Verfu¨gung:
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(a) Der statische Compileransatz erzeugt ein Koordinationsprogramm mit einem festen
Abarbeitungsplan, d.h. sowohl die Ausfu¨hrungsreihenfolge der Modulaufrufe als auch
die verwendeten Prozessorgruppen werden zur Compilezeit festgelegt und ko¨nnen zur
Laufzeit nicht mehr vera¨ndert werden. Durch diese Festlegung werden zusa¨tzliche Op-
timierungen ermo¨glicht, die ha¨ufig zu einem geringeren Koordinationsoverhead zur
Laufzeit fu¨hren. Der statische Ansatz ist besonders fu¨r Anwendungen mit regelma¨ßigem
Berechnungsmuster und homogene Zielplattformen mit exklusiver Nutzung geeignet.
(b) Der semi-dynamische Compileransatz erstellt ein Koordinationsprogramm, dessen Ab-
arbeitungsplans durch eine flexible Datenstruktur beschrieben wird. Diese Datenstruktur
definiert eine feste Ausfu¨hrungsreihenfolge der Modulaufrufe, erlaubt aber eine An-
passung der ausfu¨hrenden Prozessorgruppen zur Laufzeit. Dadurch ko¨nnen basierend
auf dynamischen Leistungsdaten auftretende Lastungleichgewichte zwischen Prozes-
sorgruppen ausgeglichen werden. Lastungleichgewichte ko¨nnen bspw. aus ungleichen
Prozessorgeschwindigkeiten oder ungenauen Laufzeitvorhersagen fu¨r die verwende-
ten Basismodule entstehen. Daher eignet sich der semi-dynamische Ansatz besonders
fu¨r heterogene Zielplattformen und fu¨r Anwendungen, die Basismodule mit einer sich
dynamisch a¨ndernden Ausfu¨hrungszeit enthalten.
Der schematische Aufbau des CM-task Compilers und der Ablauf des U¨bersetzungsvorgangs
sind in Abbildung 2 dargestellt. Der Transformationsprozess gliedert sich in vier aufeinander-
folgende Schritte: die Analysephase, die Schedulingphase, die Datenverteilungsphase und die
Codegenerierungsphase. Jeder Schritt generiert neue Informationen und fu¨gt sie der jeweiligen
Eingabespezifikation hinzu.
Diese Spezifikationen dienen als Schnittstelle zwischen den einzelnen Transformations-
schritten, die als getrennte Werkzeugkomponenten realisiert sind. Der Nutzer kann u¨ber diese
Schnittstellen in den Transformationsprozess eingreifen und Entscheidungen, die vom Compiler
getroffen wurden, analysieren und gegebenenfalls modifizieren. Zusa¨tzlich ko¨nnen an diesen
Schnittstellen externe Werkzeuge, etwa zur Visualisierung der Zwischenergebnisse, ansetzen.
Der komponentenbasierte Aufbau des Compilers stellt die Erweiterbarkeit und die Adaptier-
barkeit sicher, da bestehende Komponenten ausgetauscht und neue Komponenten, etwa zur
softwaregestu¨tzten Ermittlung von Kostenwerten, hinzugefu¨gt werden ko¨nnen.
Die Analysephase erkennt die Daten- und Kommunikationsabha¨ngigkeiten, die im Spezifika-
tionsprogramm implizit u¨ber die als aktuelle Parameter von Basis- und Verbundmodulaufrufen
verwendeten Variablennamen definiert sind. Eine Datenabha¨ngigkeit besteht zwischen zwei
Modulaufrufen A und B, falls A eine Variable schreibt, die nachfolgend als Eingabe von B
beno¨tigt wird. Eine Kommunikationsabha¨ngigkeit besteht zwischen Modulaufrufen, die zeit-
gleich ausgefu¨hrt werden mu¨ssen und einen gemeinsamen Kommunikationsparameter besitzen.
Die Daten- und Kommunikationsabha¨ngigkeiten werden durch Attributierung der abstrakten
Syntaxba¨ume der im gegebenen Spezifikationsprogramm definierten Verbundmodule ermittelt
und explizit in Form eines erweiterten Spezifikationsprogrammes ausgegeben.
Die Schedulingphase entscheidet, wie die vorhandene Taskparallelita¨t des spezifizierten
Algorithmus auf einer konkreten parallelen Zielplattform ausgenutzt werden soll. Dazu werden
Schedulingtechniken zur Festlegung der Ausfu¨hrungsreihenfolge unabha¨ngiger Modulaufru-
fe und Lastbalancierungstechniken zur Bestimmung geeigneter Gro¨ßen fu¨r die verwendeten
Prozessorgruppen verwendet. Die Entscheidungen basieren auf einem Kostenmodell, das die
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Abbildung 2: Aufbau des CM-task Compilers und Einbindung in den Transformationsprozess des
CM-task Compilerframeworks.
Auswirkungen auf die Ausfu¨hrungszeit der Anwendung vorhersagt. Die Ausgabe der Schedu-
lingphase beinhaltet bereits plattformabha¨ngige Anpassungen und wird daher als Rahmenpro-
gramm bezeichnet.
Die Datenverteilungsphase legt Datenverteilungen fu¨r die innerhalb von Verbundmodu-
len verwendeten Variablen fest und bestimmt beno¨tigte Datenumverteilungsoperationen, um
zwischen Modulaufrufen einen korrekten Datenfluss sicherzustellen. Die Arbeitsweise dieser
Phase ha¨ngt vom gewa¨hlten Compileransatz ab. Im statischen Ansatz werden Heuristiken
eingesetzt, um die Anzahl der Umverteilungsoperationen zu reduzieren. Im semi-dynamischen
Ansatz kann dagegen aufgrund der dynamischen Anpassbarkeit der Prozessorgruppen erst
zur Laufzeit entschieden werden, welche Datenumverteilungsoperationen beno¨tigt werden.
Zusa¨tzlich werden im semi-dynamischen Ansatz die Programmpunkte festgelegt, an denen zur
Laufzeit ein Lastausgleich erfolgen soll. Das ausgegebene erweiterte Rahmenprogramm reflek-
tiert alle Designentscheidungen des CM-task Compilers und kann direkt in ein ausfu¨hrbares
Koordinationsprogramm u¨bersetzt werden.
Die Codegenerierungsphase ist fu¨r die abschließende Ausgabe des CM-task Compilers
zusta¨ndig und beinhaltet ein syntaxgerichtetes U¨bersetzungsschema zur Erzeugung des Ko-
ordinationsprogrammes in Form eines C-Quelltexts mit Aufrufen der MPI Bibliothek. Das
ausgegebene Programm verbindet die Ausfu¨hrung von Basismodulen mit Koordinationscode,
der fu¨r die Umsetzung des in der Schedulingphase ermittelten Abarbeitungsplans, die Verwal-
tung der beno¨tigten Prozessorgruppen, die Ausfu¨hrung von Datenumverteilungsoperationen
und (im semi-dynamischen Ansatz) fu¨r dynamische Lastausgleichsoperationen verantwortlich
ist.
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Die Implementierungen der verwendeten Basismodule mu¨ssen durch den Anwendungspro-
grammierer in Form von parallelen Funktionen, deren Parameterliste mit der spezifizierten
Basismodulschnittstelle u¨bereinstimmt, bereitgestellt werden. Zur Laufzeit werden diesen
Funktionen zwei Arten von Kommunikatoren u¨bergeben:
• Der Gruppenkommunikator definiert die ausfu¨hrende Prozessorgruppe des Basismoduls
und kann fu¨r interne Kommunikation genutzt werden.
• Fu¨r jeden spezifizierten Kommunikationsparameter des entsprechenden Basismodulauf-
rufs wird ein externer Kommunikator bereitgestellt, der die ausfu¨hrenden Prozessoren
aller Basismodule mit demselben Kommunikationsparameter entha¨lt und fu¨r externe
Kommunikation genutzt werden kann.
Durch diese Kommunikatoren kann sich ein Basismodul an die vom CM-task Compiler festge-
legte Prozessorgruppenaufteilung anpassen.
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks unterstu¨tzt regelma¨-
ßige Datenverteilungen fu¨r mehrdimensionale Felddatentypen. Beispiele mo¨glicher Verteilun-
gen sind eine replizierte Speicherung aller Feldelemente auf allen Prozessoren und blockzykli-
sche Verteilungen, bei der die Elemente in eine feste Menge von Blo¨cken zerlegt und zyklisch
u¨ber die Prozessoren verteilt werden. Die enthaltenen Datenumverteilungsoperationen erlauben
beliebige Quell- und Zielprozessorgruppen und ko¨nnen im statischen Compileransatz vorbe-
rechnete Kommunikationsmuster zur Reduzierung des Kommunikationsoverheads verwenden.
Weitere Datentypen und Datenverteilungen, bspw. irregela¨re und dynamische Strukturen wie
du¨nn besetzte Matrizen oder Graphen, ko¨nnen u¨ber eine Schnittstelle des Compilerframeworks
integriert werden.
Die Lastausgleichsbibliothek unterstu¨tzt die Abarbeitung semi-dynamischer Koordinati-
onsprogramme durch Funktionen zum Sammeln dynamischer Lastinformationen und zur An-
passung der verwendeten Prozessorgruppen. Den Kern der Bibliothek bildet eine Algorithmus
zur Erkennung von Lastungleichgewichten und zur Wahl angepasster Prozessorgruppengro¨ßen.
Der Aufbau der Bibliothek ist modular, so dass die Einbindung nutzerdefinierter Lastausgleichs-
algorithmen vereinfacht wird.
2.3. Programmiermodelle fu¨r gemischt parallele Anwendungen
Eine Vielzahl von Modellen und Programmieransa¨tzen wurde fu¨r die Entwicklung gemischt
paralleler Anwendungen fu¨r große parallele Rechenplattformen vorgeschlagen. Dazu geho¨ren
Spracherweiterungen fu¨r bestehende Programmiersprachen, skeletonbasierte Ansa¨tze, biblio-
theksbasierte Ansa¨tze und koordinationsbasierte Ansa¨tze. Ein U¨berblick dieser Ansa¨tze wird
in [31] gegeben. Im Folgenden wird eine Auswahl na¨her vorgestellt.
2.3.1. Spracherweiterungen
Spracherweiterungen basieren auf existierenden Programmiersprachen und definieren zusa¨tzli-
che Annotationen und Sprachkonstrukte zur Beschreibung einer gemischt parallelen Ausfu¨h-
rung. Als Grundlage dienen ha¨ufig rein datenparallele Sprachen, die mit taskparallelen Konstruk-
ten erweitert werden, oder rein taskparallele Sprachen, denen Konstrukte fu¨r Datenparallelita¨t
hinzugefu¨gt werden. Die meisten derartigen Ansa¨tze verwenden einen speziellen source-to-
source Compiler zur U¨bersetzung der zusa¨tzlichen Spracheigenschaften in ein Programm der
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zugrundeliegenden Sprache und eine Laufzeitbibliothek zur Realisierung der eingefu¨hrten
Erweiterungen.
Im Vergleich zum CM-task Programmiermodell erfolgt die Koordination der parallelen Tasks
direkt durch den Anwendungsprogrammierer mit Hilfe entsprechender Sprachkonstrukte. Eine
explizite Spezifikationssprache und eine explizite Koordinationsstruktur (wie sie der CM-task
Graph darstellt) sind nicht vorhanden. Damit ist in diesen Ansa¨tzen kein werkzeuggestu¨tztes
Scheduling zur Anpassung an eine konkrete Plattform mo¨glich. Desweiteren bieten die im
Folgenden vorgestellten Spracherweiterungen im Gegensatz zum semi-dynamischen Ansatz
des CM-task Compilerframeworks keine Softwareunterstu¨tzung fu¨r Lastausgleichsoperationen
zur Laufzeit einer Anwendung.
Fortran M [40] ist eine taskparallele Sprache basierend auf Fortran 77, die Sprachkonstrukte
zur Erzeugung von Prozessen und Kommunikationskana¨len einfu¨hrt. Die Kommunikations-
kana¨le ermo¨glichen Punkt-zu-Punkt Kommunikation zwischen den Anwendungsprozessen
unter der Verwendung von Nachrichten. Das Prozessmodell von Fortran M ist dynamisch, d.h.
neue Prozesse und Kommunikationskana¨le ko¨nnen zur Laufzeit erzeugt werden. Fortran D [41]
und High Performance Fortran (HPF) [45] sind datenparallele Sprachen, die auf Fortran 90
basieren und Primitive zur Verteilung von mehrdimensionalen Feldern auf die verfu¨gbaren
Prozessoren und datenparallele Operationen wie parallele Schleifen enthalten. Ein gemischt
paralleles Programmiermodell, das Fortran M zur Realisierung der Taskparallelita¨t und Fortran
D oder HPF zur Unterstu¨tzung der datenparallelen Programmteile verwendet, wurde in [10]
vorgeschlagen. Dabei wird Fortran M zur Verwaltung der Ressourcen verwendet, z.B. zum
Starten datenparalleler Tasks auf Teilmengen der Prozessoren. Die zu verwendenden Prozes-
sorgruppen mu¨ssen explizit vom Nutzer angegeben werden. Fortran D oder HPF werden zur
Implementierung der Tasks, also zum Verteilen der Daten und Berechnungen auf die zugewiese-
nen Prozessoren, eingesetzt. Eine Kommunikation zwischen zeitgleich ausgefu¨hrten parallelen
Tasks ist mit Hilfe von durch Fortran M bereitgestellten Kommunikationskana¨len mo¨glich.
Opus [12, 11] definiert eine Reihe von Erweiterungen der datenparallelen Sprache HPF, die
die Koordinierung von unabha¨ngigen datenparallelen Modulen unterstu¨tzen. Die anvisier-
ten Zielanwendungen sind große gekoppelte Simulationsprogramme, die aus unabha¨ngigen
Teilsimulationen bestehen und in regelma¨ßigen Absta¨nden Daten austauschen, z.B. fu¨r die
gleichzeitige Optimierung der aerodynamischen Eigenschaften und des zula¨ssigen Gesamtge-
wichts bei der Flugzeugkonstruktion. Taskparallelita¨t wird in Opus durch gesonderte Routinen
ermo¨glicht, die auf durch den Anwender spezifizierten Teilmengen der Prozessoren ausgefu¨hrt
werden. Der Kern der Opus Erweiterungen sind die ShareD Abstractions (SDAs), die Daten und
Methoden in Form von Objekten kapseln. Eine SDA kann durch mehrere parallel ausgefu¨hrte
Tasks genutzt werden und erlaubt auf diese Weise einen Datenaustausch zwischen diesen Tasks.
Das OpusJava-Framework [62, 61] erlaubt die Integration von Opus Komponenten in große
verteilte Java-Anwendungen und bietet damit eine Unterstu¨tzung fu¨r lose gekoppelte heterogene
Systemlandschaften.
Fx [107] ist eine Fortran-basierte Sprache, die a¨hnliche Direktiven zur Partitionierung und
Aufteilung von Daten wie HPF bereitstellt und zusa¨tzliche Direktiven zur Koordinierung einer
taskparallelen Ausfu¨hrung bietet. Taskparallelita¨t kann nur innerhalb bestimmter Programm-
fragmente (task regions) verwendet werden. Innerhalb eines derartigen Fragments ko¨nnen
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datenparallele Unterprogramme auf einer Teilmenge der verfu¨gbaren Prozessoren abgearbeitet
werden. Die Anzahl der ausfu¨hrenden Prozessoren und die konkrete Prozessorgruppe ko¨nnen dy-
namisch zur Laufzeit ermittelt werden. Jedes datenparallele Unterprogramm kann weitere task
regions enthalten, so dass eine mehrstufig parallele Ausfu¨hrung mo¨glich ist. Das Fx-Framework
entha¨lt ein Werkzeug, das zur Compilezeit ein optimiertes Ausfu¨hrungsschema fu¨r die Tasks
einer task region mit Hilfe dynamischer Programmierung ermitteln kann [106]. Die dafu¨r
beno¨tigten Kosteninformationen werden durch Messung verschiedener Ausfu¨hrungsschemata
gewonnen.
High Performance Fortran 2.0(HPF 2.0) [46] ist eine Sprachstandard basierend auf Fortran
95, der auch Erweiterungen fu¨r gemischt parallele Anwendungen definiert. Das zugrundelie-
gende Modell ist a¨hnlich zum Fx Ansatz, d.h. es ko¨nnen task regions definiert werden, in denen
grobgranulare datenparallele Tasks oder Tasks mit untergeordneten task regions ausgefu¨hrt
werden. Mit Hilfe der on-Direktive kann der Programmierer die Verteilung der Berechnungen
auf die verfu¨gbaren Prozessoren kontrollieren. Die Datenverteilung auf beliebige Teilmengen
der Prozessoren wird durch die distribute- und align-Direktiven unterstu¨tzt. Die verwendeten
Prozessorgruppen ko¨nnen wie in Fx zur Laufzeit erzeugt und in den entsprechenden Direktiven
verwendet werden.
Orca [5] definiert eine Spezifikationssprache, die in C-Code mit Aufrufen einer speziellen
Laufzeitbibliothek u¨bersetzt wird. Datenparallelita¨t wird in Form von Objekten spezifiziert, die
partitioniert und auf eine beliebige Teilmenge der Prozessoren verteilt werden. Die mit einem
Objekt verbundenen Berechnungen werden nach der owner-computes Regel ausgefu¨hrt und
erforderliche Kommunikationsoperationen zum Zugriff auf nichtlokale Daten werden durch den
Compiler eingefu¨gt. Taskparallelita¨t wird durch Prozesse unterstu¨tzt, die dynamisch erzeugt
und gestartet werden ko¨nnen. Die zugrundeliegende Datenverteilung und die zur Ausfu¨hrung
verwendete Prozessorgruppe mu¨ssen explizit durch den Anwender spezifiziert werden. Die
Kommunikation zwischen Prozessen ist u¨ber shared objects, die als Instanzen von abstrakten
Datentypen implementiert werden, mo¨glich. Jeder Prozess kann Daten innerhalb eines shared
objects mit Hilfe atomarer Operationen lesen und modifizieren, so dass auch Daten zwischen
zeitgleich ausgefu¨hrten Prozessen ausgetauscht werden ko¨nnen.
Braid [120] erweitert Mentat, eine objektorientierte Sprache basierend auf C++ mit Unter-
stu¨tzung fu¨r Taskparallelita¨t, um datenparallele Eigenschaften. Mentat entha¨lt Sprachkonstrukte
zur Definition von taskparallelen Objekten und bietet Unterstu¨tzung fu¨r die dynamische Er-
zeugung, Synchronisation, Kommunikation und das Scheduling dieser Objekte. Braid fu¨gt
datenparallele Elemente hinzu, bspw. overlay Methoden zur Initialisierung von Daten, aggre-
gate Methoden zur Anwendung einer Operation auf alle oder eine bestimmte Teilmenge von
Datenelementen oder reduction Methoden, um Informationen aus einer Menge von Datenele-
menten zu gewinnen. Der Nutzer kann den Compiler u¨ber Annotationen u¨ber das Kommuni-
kationsverhalten der Objekte informieren. Dies beinhaltet lokale Kommunikation innerhalb
von datenparallelen Methoden, z.B. Kommunikation unter benachbarten Prozessen, als auch
Interaktionen zwischen verschiedenen Objekten. Zusa¨tzlich kann angegeben werden, welche
Kommunikationsoperationen in einer Anwendung dominant sind. Das Laufzeitsystem verwen-
det diese Annotationen zusammen mit plattformspezifischen Parametern, um eine geeignete
Verteilung der Daten zu ermitteln.
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2.3.2. Skeletonbasierte Ansa¨tze
Skeletonbasierte Ansa¨tze definieren eine vorgegebene Menge von Koordinationsmustern, die
die Kombination von sequentiellen oder parallelen Programmteilen zu komplexen parallelen
Anwendungen ermo¨glichen. Parallele Skeletons ko¨nnen dabei datenparallele (z.B. die An-
wendung eines konkreten Codefragmentes auf verschiedene Elemente der Eingabedaten) oder
taskparallele Muster (z.B. die Anordnung verschiedener Programmteile als Pipeline) definieren.
Mehrstufige Parallelita¨t kann durch eine geeignete Schachtelung der Skeletons spezifiziert
werden.
Im Unterschied zum CM-task Programmiermodell ko¨nnen in den im Folgenden vorgestellten
Ansa¨tzen keine Interaktionen zwischen zeitgleich ausgefu¨hrten parallelen Tasks spezifiziert
werden. Desweiteren bietet im Gegensatz zum CM-task Compilerframework keiner dieser
Ansa¨tze eine integrierte Unterstu¨tzung fu¨r das globale Scheduling einer Anwendung, das
Erkennen und Realisieren von beno¨tigten Datenumverteilungsoperationen und die dynamische
Anpassung der verwendeten Prozessorgruppen zur Laufzeit einer Anwendung.
P3L [78] ist eine Koordinationssprache fu¨r Skeletons, die sequentielle Programmteile in der
Programmiersprache C ausdru¨ckt. Die unterstu¨tzten Skeletons beinhalten datenparallele, task-
parallele und Kontrollskeletons, die ineinander verschachtelt werden ko¨nnen. Datenparallele
Skeletons sind bspw. map, das Daten verteilt und ein spezifiziertes Skeleton auf diese Daten
anwendet, reduce, das verteilte Daten in einen Wert zusammenfasst, scan, das den parallelen
Pra¨fix eines verteilten Feldes berechnet und comp, das Skeletons in Form einer Funktionskom-
position kombiniert. Die taskparallelen Skeletons umfassen pipe, das eine Reihe von Skeletons
nacheinander in Form einer Pipeline auf die Eingabedaten anwendet, und farm, das ein konkre-
tes Skeleton auf verschiedene Elemente der Eingabedaten anwendet. Kontrollskeletons sind seq
zur Spezifikation von sequentiellen Programmteilen und loop fu¨r die wiederholte Anwendung
eines konkreten Skeletons. Das P3L Framework entha¨lt einen Compiler zur Erzeugung von
ausfu¨hrbaren C+MPI Programmen, die eine Bibliothek mit optimierten Templates fu¨r die
verwendeten Skeletons verwenden. Fu¨r die einzelnen Skeletons stehen Kostenformeln zur
Verfu¨gung, die Kosten fu¨r die sequentiellen Programmteile durch Profiling bestimmt werden.
Durch Kombination dieser Kostenformeln gema¨ß des hierarchischen Aufbaus einer Anwendung
kann daraus ein Kostenwert fu¨r das gesamte Anwendungsprogramm berechnet werden.
taskHPF [14] kombiniert Task- und Datenparallelita¨t u¨ber einen zweischichtigen Ansatz.
Die taskparallele Koordinationsstruktur wird auf einer hohen Abstraktionsebene durch eine
spezielle Sprache beschrieben, die datenparallele Tasks mit Ein- und Ausgabeparametern
und Interaktionen zwischen diesen Tasks mit Hilfe vordefinierter Skeletons darstellen kann.
Die verfu¨gbaren Skeletons unterstu¨tzen die Definition pipelineartiger Berechnungen sowie
die Erzeugung und Verwendung von mehreren Instanzen von Pipelinestufen mit schlechter
Skalierbarkeit. Die Spezifikationssprache beinhaltet die on processors-Direktive, mit der die
ausfu¨hrenden Prozessoren der datenparallelen Tasks angegeben werden. Die Implementie-
rung der datenparallelen Tasks und die Definition der zugrundeliegenden Datenverteilungen
erfolgt durch Verwendung von HPF. Die zwischen verschiedenen parallelen Tasks erforder-
lichen Datenumverteilungsoperationen werden durch den Compiler erkannt und durch die
COLTHPF [75, 74] Kommunikationsbibliothek realisiert.
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LLC [22, 23] ist eine parallele Programmiersprache basierend auf C mit zusa¨tzlichen Direk-
tiven, die eine a¨hnliche Syntax wie die OpenMP Erweiterungen besitzen. Diese Direktiven
ermo¨glichen die Definition verschiedener Skeletons und die Bereitstellung zusa¨tzlicher Infor-
mationen fu¨r die Abarbeitung der Anwendung. Der Compiler llCoMP u¨bersetzt ein gegebe-
nes Eingabeprogramm in ein paralleles C+MPI Programm. Die elementaren datenparallelen
Skeletons in LLC beinhalten bspw. das forall-Skeleton zur Definition paralleler Schleifen.
Taskparallelita¨t wird durch das sections-Skeleton, das unabha¨ngige Berechnungen spezifiziert,
das pipeline-Skeleton zur Definition pipelineartiger Berechnungen und das taskq-Skeleton, zur
Kombination von Tasks in Form eines Master/Slave Schemas zur Verfu¨gung gestellt. Die Imple-
mentierung der verfu¨gbaren Skeletons partitioniert die verfu¨gbaren Prozessoren in Teilgruppen
entsprechend der Anzahl der verfu¨gbaren Tasks, also bspw. der Anzahl der Pipelinestufen oder
der Anzahl der Schleifeniterationen. Der Nutzer kann den Tasks Gewichte zuweisen, um die
Anzahl der zugewiesenen Prozessoren zu beeinflussen.
ASSIST [115] ist ein Framework fu¨r eine skeletonbasierte Zusammensetzung von sequentiel-
len und parallelen Modulen zu komplexen parallelen Anwendungsprogrammen. Sequentielle
Module operieren auf Streams von Eingabedaten und ko¨nnen in einer von ASSIST unterstu¨tz-
ten Sprache (C, C++ oder Fortran) definiert werden. Parallele Module werden durch das
parmod-Konstrukt spezifiziert, das Eingabe- und Ausgabestreams, eine Menge virtueller Pro-
zessoren und eine virtuelle Prozesstopologie beschreibt. Zusa¨tzlich ko¨nnen Module auf externe
Objekte zugreifen, die auch durch mehrere Module gemeinsam verwendet werden du¨rfen
und damit einen Datenaustausch zwischen zeitgleich ausgefu¨hrten Modulen ermo¨glichen. Die
Interaktionen zwischen den Modulen einer Anwendung werden mit Hilfe der ASSIST-CL Koor-
dinationssprache in Form eines gerichteten, azyklischen Graphen spezifiziert. Die Knoten des
Graphen entsprechen den Modulen und die Kanten repra¨sentieren Datenstreams, die zwischen
den Modulen ausgetauscht werden. Fu¨r die Ausfu¨hrung eines Anwendungsprogrammes mu¨ssen
die virtuellen Prozessoren der parallelen Module auf physische Prozessoren abgebildet werden.
Diese Abbildung kann dynamisch zur Laufzeit vera¨ndert werden [116].
DIP [20] ist eine patternbasierte Koordinationssprache, die auf Gebietsaufteilung und multi-
block Anwendungen, bspw. fu¨r die Lo¨sung partieller Differentialgleichungen, fokussiert ist. Die
Implementierung von DIP basiert auf der border-based coordination language(BCL) [19], d.h.
der DIP Compiler u¨bersetzt ein gegebenes Spezifikationsprogramm in ein BCL Programm. BCL
unterstu¨tzt numerische Lo¨sungsverfahren fu¨r Anwendungsprobleme mit mehreren eigensta¨ndi-
gen Lo¨sungsgebieten durch automatische Erzeugung von beno¨tigten Kommunikationsopera-
tionen fu¨r den Randwertaustausch zwischen den einzelnen Gebieten. Die zugrundeliegenden
datenparallelen Tasks, bspw. zur Implementierung eines Lo¨sungsverfahrens fu¨r ein konkretes
Gebiet, werden in HPF realisiert. DIP stellt das multiblock-Skeleton zur Verfu¨gung, das die De-
finition einer Menge von k-dimensionalen Gebieten mit vorgegebenen Koordinaten erlaubt und
einen regelma¨ßigen Randwertaustausch zwischen Gebieten mit benachbarten Koordinaten un-
terstu¨tzt. Zusa¨tzlich wird das pipe-Muster zur Beschreibung einer Menge aufeinanderfolgender
Pipelinestufen und das replicate-Muster zur Erzeugung mehrerer unabha¨ngiger Instanzen eines
Programmteils, die jeweils auf unterschiedlichen Elementen eines Eingabestreams arbeiten,
bereitgestellt. DIP unterstu¨tzt verschiedene Implementierungstemplates fu¨r die verfu¨gbaren Mu-
ster, wobei der Nutzer das zu verwendende Template und die Anzahl ausfu¨hrender Prozessoren
fu¨r jeden Task explizit angeben muss.
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SBASCO [21] ist eine Erweiterung des DIP-Ansatzes, die ebenfalls die multiblock-, pipe- und
farm-Skeletons unterstu¨tzt. Zusa¨tzlich beinhaltet SBASCO ein Kostenmodell fu¨r die Lauf-
zeitabscha¨tzung der Skeletons in Abha¨ngigkeit von Parametern der Zielplattform. SBASCO
unterscheidet zwei verschiedene Sichten auf eine gegebene Anwendungsspezifikation, die
Anwendungssicht und die Konfigurationssicht. Die Anwendungssicht beschreibt die Struktur
der Anwendung mit Hilfe der verfu¨gbaren Skeletons und elementaren datenparallelen Mo-
dulen unter Angabe der Ein- und Ausgabeparameter. Die Konfigurationssicht erweitert die
Anwendungssicht mit Informationen u¨ber Datenverteilungen, Prozesslayout und die interne
Struktur von Modulen. Die Anwendungssicht wird durch den Programmierer bereitgestellt,
wohingegen die Konfigurationssicht durch ein Werkzeug genutzt wird, um ein geeignetes
Ausfu¨hrungsschema fu¨r die Module einer Anwendung auf einer gegebenen parallelen Plattform
unter Beru¨cksichtigung der Laufzeitabscha¨tzung zu finden.
2.3.3. Bibliotheksbasierte Ansa¨tze
Bibliotheksbasierte Ansa¨tze unterstu¨tzen gemischt parallele Ausfu¨hrungsschemata durch Be-
reitstellung von Bibliotheksfunktionen. Diese Funktionen ko¨nnen bspw. die Koordination und
Synchronisation von datenparallelen Tasks unterstu¨tzen, Datenumverteilungsoperationen bereit-
stellen, die Erzeugung und Verwaltung von Prozessorgruppen ermo¨glichen oder die Abarbeitung
von datenparallelen Tasks auf Prozessorgruppen erlauben. Analog zu den Spracherweiterungen
ist der Programmierer fu¨r die Umsetzung einer gemischt parallelen Ausfu¨hrung durch Einfu¨gen
geeigneter Bibliotheksaufrufe in den Programmquelltext verantwortlich.
Die meisten der im Folgenden vorgestellten Ansa¨tze erlauben analog zum CM-task Program-
miermodell die Kommunikation zwischen zeitgleich ausgefu¨hrten datenparallelen Modulen.
Im Gegensatz zum CM-task Programmiermodell steht jedoch weder Werkzeugunterstu¨tzung
fu¨r das Scheduling einer Anwendung noch fu¨r das Ausfu¨hren von Lastausgleichsoperationen
zur Laufzeit einer Anwendung oder fu¨r das Erkennen und Einfu¨gen beno¨tigter Datenumvertei-
lungsoperationen zur Verfu¨gung.
HPF/MPI [39] ist eine Bibliothek zur Kopplung von HPF und MPI, die damit die Ausfu¨hrung
von MPI Kommunikationsoperationen innerhalb von HPF Programmen ermo¨glicht. Dadurch
ist auch Kommunikation und Synchronisation zwischen verschiedenen datenparallelen HPF
Programmen mo¨glich. Fu¨r die durch HPF/MPI bereitgestellten Kommunikationsoperationen
ko¨nnen beliebige Variablen des entsprechenden HPF Programmes verwendet werden. Die-
se Variablen ko¨nnen auch mehrdimensionale Felder sein, deren Elemente verteilt u¨ber die
ausfu¨hrenden Prozessoren vorliegen. Daher muss bspw. bei der Kommunikation zwischen zwei
Modulen der Fall beachtet werden, dass sich die Datenverteilung der Quell- und Zielvariablen
unterscheiden. Die HPF/MPI Bibliothek realisiert diesen Fall durch einen vorherigen Austausch
eines Deskriptors, der die zugeho¨rigen Datenverteilungstypen beschreibt.
Die HPF TASK LIBRARY [8] ermo¨glicht die Interaktion zwischen zeitgleich ausgefu¨hrten,
datenparallelen HPF Tasks durch Bereitstellung von Punkt-zu-Punkt und kollektiven Kom-
munikationsoperationen. Die Bibliothek ist auf das HPF 2.0 Taskmodell ausgerichtet, das die
Erzeugung von datenparallelen Tasks auf disjunkten Prozessorgruppen erlaubt, jedoch keine
Kommunikation zwischen diesen Tasks unterstu¨tzt. Die HPF TASK LIBRARY erlaubt auch
17
2. Das CM-task Programmiermodell
den Austausch von verteilt vorliegenden Datenstrukturen und muss daher vor der eigentlichen
Kommunikationsoperation Informationen u¨ber die verwendeten Datenverteilungstypen aus-
tauschen und ein geeignetes Kommunikationsmuster ermitteln. Durch HPF 2.0 ko¨nnen auch
geschachtelte parallele Tasks definiert werden, wobei die HPF TASK LIBRARY aber nur die
Kommunikation zwischen Tasks auf derselben Schachtelungsebene unterstu¨tzt.
KeLP-HPF [67] nutzt die C++ Klassenbibliothek KeLP [35] zur Koordination von datenparal-
lelen Tasks, die mit Hilfe von HPF realisiert werden. KeLP bietet hochsprachige Unterstu¨tzung
zur Vereinfachung der Entwicklung von blockstrukturierten Algorithmen auf SMP Clustern. Da-
bei baut KeLP auf MPI auf und bietet Mechanismen zur Verteilung von Daten, zum Verschieben
von Daten und zur Verwaltung des parallelen Kontrollflusses. Fu¨r die Datenverteilung werden
allgemeine blockweise Verteilungen unterstu¨tzt und das Verschieben erfolgt durch Berechnung
eines Kommunikationsschedules zur Laufzeit. Im KeLP-HPF Programmiermodell wird KeLP
zur dynamischen Erzeugung von Prozessorgruppen und zum Starten neuer datenparalleler HPF
Tasks verwendet. Daher ist dieses Programmiermodell besonders fu¨r Anwendungen geeignet,
die regelma¨ßige datenparallele Operationen auf unregelma¨ßigen oder dynamisch erzeugten
Gebieten ausfu¨hren, wie z.B. Methoden mit lose gekoppelten Lo¨sungsgebieten oder Methoden
mit einer adaptiven Gebietsverfeinerung. Die Eingabeparameter fu¨r die datenparallelen Pro-
grammteile werden durch KeLP zusammen mit einem mapping-Deskriptor, der dem HPF Code
Informationen u¨ber die verwendete Datenverteilung u¨bermittelt, bereitgestellt.
Die ORT [87] Bibliothek verwendet ein Group-SPMD Programmiermodell, bei dem die Ge-
samtmenge der Prozessoren in disjunkte Teilmengen zerlegt wird, die jeweils einen parallelen
Task ausfu¨hren. ORT ermo¨glicht mehrerere derartige Zerlegungen, die die spezifische Eigen-
schaft besitzen, dass die enthaltenen Prozessoren orthogonal zueinander in einem virtuellen
zwei- oder ho¨herdimensionalen Gitter angeordnet sind. Ein typisches ORT Programm besteht
aus Berechnungsphasen und Kommunikationsphasen, die jeweils fu¨r genau eine der mo¨gli-
chen Zerlegungen ausgefu¨hrt werden, und nur Berechnungen oder Kommunikation innerhalb
der entsprechenden Prozessorgruppen verwenden. Ein derartiges Programmiermodell bietet
spezielle Vorteile fu¨r Anwendungen mit regelma¨ßigen Kommunikationsmustern, an denen
jeweils nur Prozesse entlang einer festen Gitterdimension beteiligt sind. Beispiele fu¨r solche
Anwendungen sind Algorithmen der linearen Algebra, die auf mehrdimensionalen Feldern
operieren, z.B. die LR-Zerlegung, oder parallele Lo¨sungsverfahren fu¨r Systeme gewo¨hnlicher
Differentialgleichungen.
Die TLib [98] Bibliothek unterstu¨tzt die Programmierung mit hierarchischen parallelen Tasks
und ist insbesondere fu¨r die Implementierung hierarchischer Divide-&-Conquer Algorith-
men geeignet. In einem TLib-Programm gibt es parallele Basisfunktionen, die im SPMD
Programmierstil implementiert sind, und Koordinationsfunktionen, die fu¨r die Ausfu¨hrung
von Basisfunktionen auf einer bestimmten Prozessorgruppe verantwortlich sind. Koordina-
tionsfunktionen ko¨nnen beliebig ineinander geschachtelt werden, so dass ein mehrstufiges
Group-SPMD Ausfu¨hrungsschema entsteht. TLib unterstu¨tzt die Implementierung von Ko-
ordinationsfunktionen durch Bereitstellung von Bibliotheksfunktionen zur Erzeugung und
Verwaltung der beno¨tigten Prozessorgruppen, zur dynamischen Abbildung von auszufu¨hrenden
Basis- und Kontrollfunktionen auf diese Prozessorgruppen und zur Verwaltung des Kontroll-
flusses der Anwendung. Die Gro¨ßen der verwendeten Prozessorgruppen ko¨nnen abha¨ngig
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von der verfu¨gbaren Prozessorzahl zur Laufzeit festgelegt werden. Die erforderlichen Da-
tenumverteilungsoperationen zwischen verschiedenen parallelen Tasks werden durch eine
separate Datenumverteilungsbibliothek [99] realisiert. Die softwaregestu¨tzte Erzeugung von
TLib-Programmen aus einer Spezifikation der Anwendungsstruktur wird durch ein funktionales
Koordinationssystem [73] unterstu¨tzt.
2.3.4. Koordinationsbasierte Ansa¨tze
Koordinationsbasierte Ansa¨tze verwenden eine statische Koordinationsstruktur, die das Zusam-
menwirken der parallelen Tasks einer Anwendung beschreibt und damit eine globale Sicht auf
die Anwendung bietet. Die Koordinationsstruktur kann durch spezielle Sprachen oder zusa¨tzli-
che Annotationen in einem gegeben Quelltext spezifiziert und mit Hilfe eines Compilers oder
eines transformationsbasierten Werkzeugs in ausfu¨hrbaren Programmcode u¨bersetzt werden.
Basierend auf der Koordinationsstruktur sind im U¨bersetzungsvorgang statische Optimierungen,
wie die Berechnung eines geeigneten Schedules, mo¨glich. Das CM-task Modell beinhaltet den
CM-task Graphen als Koordinationsstruktur und stellt den CM-task Compiler zur Erzeugung
ausfu¨hrbaren Programmcodes bereit und kann daher ebenfalls als koordinationsbasierter Ansatz
aufgefasst werden. Im Gegensatz zum CM-task Modell erlauben die nachfolgend beschriebenen
Ansa¨tze jedoch keine Kommunikation zwischen zeitgleich abgearbeiteten Tasks.
Paradigm [56] ist ein Framework, das einen parallelen Compiler fu¨r HPF Programme entha¨lt
und zusa¨tzliche taskparallele Erweiterungen unterstu¨tzt [85]. Die Erweiterungen umfassen
Annotationen im Programmquelltext, die die automatisierte Extrahierung der Taskstruktur
der Anwendung in Form eines Macro Dataflow Graphen (MDG) ermo¨glichen. Der MDG ist
hierarchisch aufgebaut und besitzt einfache Knoten, die mit der Ausfu¨hrung einer Berechnung
assoziiert sind, Knoten, die Schleifen oder Bedingungen symbolisieren und nutzerdefinierte
Knoten. Die Kanten des MDG repra¨sentieren Daten- oder Kontrollabha¨ngigkeiten zwischen
Berechnungen. Zusa¨tzlich entha¨lt der MDG Kosteninformationen in Form von Annotationen
an den einfachen Knoten und den Kanten, die die Ausfu¨hrungszeit der entsprechenden Be-
rechnungen bzw. die Kommunikationszeit fu¨r Datenumverteilungsoperationen, die sich aus
Datenabha¨ngigkeiten ergeben ko¨nnen, angeben. Die Kosten fu¨r die einfachen Knoten wer-
den durch Profiling und Kurvenanpassung auf ein Kostentemplate nach dem Amdahlschen
Gesetz ermittelt. Die Kosten fu¨r Datenumverteilungsoperationen ha¨ngen von der Gro¨ße der
beteiligten Datenstruktur, dem Overhead fu¨r das Senden und das Empfangen einer Nachricht
und der Bandbreite des verwendeten Netzwerkes ab. Das Paradigm Framework entha¨lt zwei
Schedulingalgorithmen (TSAS und SAS [84]) fu¨r die Abbildung eines gegebenen MDG auf
eine bestimmte Plattform unter Beru¨cksichtigung der annotierten Kosteninformationen. Die
Ausgabe des verwendeten Compilers ist ein optimierter MPMD-Code, der fu¨r die beno¨tigten
Datenumverteilungsoperationen mehrdimensionaler Felder eine spezielle Bibliothek einsetzt.
Das Kommunikationsmuster und der zugeho¨rige Kommunikationsschedule der Datenumvertei-
lungsoperationen werden zur Laufzeit mit dem FALLS Algorithmus [86] berechnet.
Im Vergleich zum CM-task Compilerframework beinhaltet der Paradigm-Compiler nur einen
statischen Ansatz zur Koordinationscodegenerierung, d.h. Lastausgleichsoperationen zur Lauf-
zeit der erzeugten Anwendung werden nicht unterstu¨tzt. Ein weiterer Unterschied besteht bei
der Spezifikation eines parallelen Algorithmus. Wa¨hrend der Paradigm-Compiler die verfu¨gbare
Taskparallelita¨t eines Algorithmus aus den Annotationen und Variablenzugriffen eines Eingabe-
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programmes automatisch erkennt, wird die Taskparallelita¨t im CM-task Compilerframework
explizit durch den Anwender durch vorgegebene Konstruktoren in Form eines Spezifikations-
programmes definiert.
Network of Tasks [79] ist ein Programmiermodell, das eine Koordinationssprache fu¨r grobgra-
nulare Tasks mit Schwerpunkt auf der Laufzeitvorhersage entha¨lt. Eine Anwendung wird als
gerichteter azyklischer Graph modelliert, dessen Knoten beliebige parallele mo¨glicherweise
heterogene Programme darstellen. Fu¨r einen bestimmten Knoten ko¨nnen verschiedene parallele
Implementierungen existieren und verschiedene Prozessoranzahlen ko¨nnen zur Ausfu¨hrung
verwendet werden. Die gerichteten Kanten des Graphen kennzeichnen gerichtete Kommunika-
tionsoperationen mit verteilten Datenstrukturen oder Streams. Das Scheduling eines gegebenen
Taskgraphen erfolgt mit Hilfe eines speziellen Algorithmus [105], der versucht, durch Pipe-
lining und Farming die Anwendungsleistung zu optimieren. Pipelining bedeutet in diesem
Zusammenhang die gleichzeitige Ausfu¨hrung aller Knoten eines Teilgraphen, z.B. einer Schlei-
fe, fu¨r einen Eingabestream und Farming ermo¨glicht die replizierte Ausfu¨hrung von schlecht
skalierenden Knoten auf verschiedenen Elementen eines Datenstreams. Die Kostenwerte fu¨r
das gesamte Anwendungsprogramm werden aus den vom Nutzer bereitgestellten Kosten fu¨r die
Graphknoten und den basierend auf dem BSP Modell [110] ermittelten Kommunikationskosten
zusammengesetzt.
Im Vergleich zum CM-task Compilerframework erfolgt die Spezifikation einer Anwendung
direkt als gerichteter Graph, wa¨hrend die CM-task Spezifikationssprache auf vordefinierten Kon-
struktoren zur Definition mo¨glicher Ausfu¨hrungsreihenfolgen basiert. Desweiteren beinhaltet
das NOT Modell im Gegensatz zum CM-task Compilerframework keine Datenumverteilungsbib-
liothek und bietet keine Unterstu¨tzung fu¨r die dynamische Anpassung von Prozessorgruppen.
Das Kompositionsframework [58] unterstu¨tzt die Kombination von parallelen und sequen-
tiellen Komponenten zu parallelen Anwendungen. Der Schwerpunkt des Frameworks liegt
dabei auf der Vorhersage der Laufzeit. Jede verwendete Komponente muss eine Funktions-
schnittstelle zur Spezifikation der Eingabe- und Ausgabeparameter und eine Kostenschnittstelle
zur Spezifikation des Laufzeitverhaltens in Abha¨ngigkeit von der Anzahl ausfu¨hrender Pro-
zessoren bereitstellen. Fu¨r ein bestimmtes Teilproblem ko¨nnen verschiedene Komponenten
zur Verfu¨gung stehen, die eine identische Funktionsschnittstelle bieten, sich aber in der Ko-
stenschnittstelle unterscheiden ko¨nnen. Die Struktur der Anwendung wird durch zusa¨tzliche
Sprachannotationen definiert, die durch ein spezielles Compilerwerkzeug ausgewertet werden.
Die Implementierung der parallelen Komponenten kann durch ein SPMD-Programmiermodell
erfolgen und kann zusa¨tzlich den compose parallel-Operator zur Spezifikation unabha¨ngiger
Teilberechnungen, die durch parallel ausgefu¨hrte Komponenten bearbeitet werden ko¨nnen,
enthalten. Komponenten, die außerhalb dieses Operators verwendet werden, werden sequentiell
in der Reihenfolge der Spezifikation abgearbeitet. Die Ausfu¨hrung einer Anwendung erfolgt
unter Verwendung einer variant dispatch Tabelle, die die beste Implementierungsvariante fu¨r
jede Kombination aus Prozessoranzahl und Komponententyp entha¨lt. Zusa¨tzlich entha¨lt die
Tabelle einen Schedule fu¨r jeden definierten compose parallel-Operator und jede mo¨gliche
Prozessoranzahl. Der Schedule wird durch Schedulingtechniken fu¨r unabha¨ngige parallele
Tasks ermittelt und legt die Ausfu¨hrungsreihenfolge und die Anzahl ausfu¨hrender Prozessoren
fu¨r die entsprechenden Teilberechnungen fest. Zur Laufzeit wird aus der Tabelle der beste
Schedule in Abha¨ngigkeit von der Anzahl verfu¨gbarer Prozessoren ausgewa¨hlt.
20
2.3. Programmiermodelle fu¨r gemischt parallele Anwendungen
Im Vergleich zum CM-task Programmiermodell besitzt das Kompositionsframework keine
separate Spezifikationssprache und bietet keine Unterstu¨tzung zur Erkennung und Ausfu¨hrung
beno¨tigter Datenumverteilungsoperationen. Desweiteren ist die variant dispatch Tabelle des
Kompositionsframeworks statisch, d.h. es ist keine Anpassung der Gro¨ße der verwendeten
Prozessorgruppen zur Laufzeit mo¨glich. Im Gegensatz dazu ist eine derartige Anpassung in mit
CM-task Compiler erzeugten semi-dynamischen Koordinationsprogrammen mo¨glich.
Das TwoL-Modell [90, 95] ist ein top-down Ansatz zur Entwicklung strukturierter paralleler
Anwendungen, der zwei getrennte Ebenen der Parallelita¨t unterscheidet. Die untere (daten-
parallele) Ebene definiert die Schnittstellen der Module, die vom Anwendungsentwickler zur
Verfu¨gung gestellt werden. Diese Basismodule werden als black-box Codes betrachtet, die
auf einer variablen Prozessoranzahl ausgefu¨hrt werden ko¨nnen. Fu¨r jedes Basismodul ko¨nnen
verschiedene Implementierungen, die sich bspw. in der Datenverteilung oder im verwende-
ten Algorithmus unterscheiden, angegeben werden. Die obere (taskparallele) Ebene nutzt die
plattformunabha¨ngige TwoL-Spezifikationssprache zur Definition von Verbundmodulen, die
hierarchisch aus anderen Modulen zusammengesetzt sind. Die Struktur eines Verbundmoduls
wird mit Hilfe vordefinierter Konstruktoren beschrieben, die zur hierarchischen Kombination
von Teilberechnungen verwendet werden. Konstruktoren stehen zur sequentiellen Komposi-
tion von Teilberechnungen (◦-Operator), zur parallelen Komposition von Teilberechnungen
(‖-Operator), fu¨r sequentielle Schleifen ( f or- und while-Konstruktoren), fu¨r parallele Schleifen
(par f or-Konstruktor) und fu¨r die bedingte Ausfu¨hrung von Teilberechnungen (i f -Konstruktor)
zur Verfu¨gung.
Im TwoL-Modell spezifiziert der Programmierer den maximalen Grad verfu¨gbarer Taskpar-
allelita¨t einer Anwendung. U¨ber die Ausnutzung dieser Parallelita¨t auf einer bestimmten
Zielplattform entscheiden die Transformationsschritte des TwoL-Frameworks, die eine Spezifi-
kation schrittweise in ein ausfu¨hrbares Programm u¨bersetzen. Die Transformationsschritte sind
durch ein Kostenmodell unterlegt, das die Auswirkung verschiedener Designentscheidungen
auf die Ausfu¨hrungszeit der resultierenden Implementierung abscha¨tzt. Das Kostenmodell
fu¨r Basismodule basiert auf parametrisierten Laufzeitformeln, die aus einem Term zur Be-
schreibung der Berechnungskosten in Abha¨ngigkeit der ausfu¨hrenden Prozessoranzahl und
einem Term fu¨r die Kosten der internen Kommunikationsoperationen bestehen. Die beno¨tigten
Laufzeitformeln ko¨nnen bspw. durch ein Werkzeug wie SCAPP [59] aus dem Quelltext des
Moduls gewonnen werden. Die Kosten fu¨r Datenumverteilungsoperationen zwischen Modulen
werden anhand einer plattformspezifischen startup Zeit und byte-transfer Zeit modelliert. Fu¨r
die Kosten der Verbundmodule werden die Kosten der enthaltenen Module und Datenumvertei-
lungsoperationen gema¨ß der hierarchischen Modulstruktur kombiniert.
Die Transformationsschritte des TwoL-Frameworks beinhalten Entscheidungen wie die
Festlegung eines geeigneten Schedules und die Bestimmung von Datenverteilungen fu¨r die
verwendeten Module. Das Framework beinhaltet zwei Schedulingalgorithmen, TwoL-Level [91]
und TwoL-Tree [94], die auch in Form eines Scheduling Toolkits (STK) verfu¨gbar sind [26]. Die
optimalen Datenverteilungen ko¨nnen mit Hilfe dynamischer Programmierung unter Ausnutzung
der Anwendungsstruktur bestimmt werden [101].
Das TwoL-Modell wurde unter verschiedenen Zielstellungen realisiert. Ein U¨bersetzungssy-
stem fu¨r eine TwoL-Spezifikation unter Einbindung eines genetischen Schedulingalgorithmus
wurde in [37] entwickelt. In [88, 102] wird eine komponentenbasierte Realisierung der TwoL-
Spracharchitektur vorgestellt, in der die einzelnen Transformationsschritte durch separate
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Komponenten realisiert sind.
Das CM-task Programmiermodell ist eine Erweiterung des TwoL-Modells, die zusa¨tzlich
eine Kommunikation zwischen zeitgleich ausgefu¨hrten Tasks unterstu¨tzt. Desweiteren besitzt
der CM-task Compiler sowohl einen statischen als auch einen semi-dynamischen Ansatz,
wohingegen der TwoL-Compiler nur statische Koordinationsprogramme erzeugen kann.
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Die Ausfu¨hrung eines CM-task Programmes auf einer parallelen Plattform erfordert einen Abar-
beitungsplan (Schedule), der festlegt in welcher Reihenfolge und auf welchen Prozessorgruppen
die CM-tasks des entsprechenden Programmes ausgefu¨hrt werden. Der Schedule muss dabei
die durch P-Relationen und C-Relationen definierten Abha¨ngigkeiten zwischen den CM-tasks
des entsprechenden Programmes beru¨cksichtigen. Im Allgemeinen exisitieren fu¨r ein CM-task
Programm viele verschiedene Schedules, die zu jeweils unterschiedlichen Ausfu¨hrungszeiten
des entsprechenden Programmes fu¨hren. In diesem Kapitel wird ein Schedulingalgorithmus
vorgestellt, der fu¨r ein in Form eines CM-task Graph mit annotierten Kostenfunktionen gege-
benes Programm einen Schedule berechnet, der zu einer mo¨glichst geringen Laufzeit dieses
Programmes fu¨hrt.
Das Kapitel ist wie folgt gegliedert. In Abschnitt 3.1 wird das Schedulingproblem fu¨r
CM-task Programme definiert. Der Schedulingalgorithmus wird in Abschnitt 3.2 vorgestellt.
Abschnitt 3.3 entha¨lt Simulationsergebnisse fu¨r den Schedulingalgorithmus und Abschnitt 3.4
fasst die Ergebnisse dieses Kapitels zusammen und diskutiert verwandte Arbeiten.
3.1. Das CM-task Schedulingproblem
Fu¨r die Definition des CM-task Schedulingproblems wird die Ausfu¨hrung eines CM-task
Programmes auf einer homogenen Zielplattform mit der Menge verfu¨gbarer Prozessoren Q
betrachtet. Das CM-task Programm wird durch einen CM-task Graph G = (V,E) beschrie-
ben, dessen Knotenmenge V = {A1, . . . ,An} die n CM-tasks des entsprechenden Programmes
repra¨sentiert.
Den Knoten des CM-task Graph sind Kosten zugeordnet, die die Ausfu¨hrungszeit des
zugeho¨rigen CM-tasks abha¨ngig von der Anzahl ausfu¨hrenden Prozessoren angeben. Die
Kosten werden durch die Funktion
T : V ×{1, . . . ,q}→ R
beschrieben, wobei q= |Q| die Prozessoranzahl der Zielplattform ist. Der Wert T (A, |R|) gibt die
Ausfu¨hrungszeit von CM-task A auf Prozessorgruppe R⊆Q an, wobei sich die Ausfu¨hrungszeit
eines CM-tasks A aus der Zeit fu¨r interne Berechnungen, der Zeit fu¨r interne Kommunikations-
operationen und der Zeit fu¨r externe Kommunikationsoperationen mit zeitgleich ausgefu¨hrten
CM-tasks zusammensetzt.
Die gerichteten Kanten des CM-task Graph sind mit Kommunikationskosten assoziiert, die
durch die Funktion
TP : EP×{1, . . . ,q}×{1, . . . ,q}→ R
beschrieben werden. Dabei gibt TP(e, |R1|, |R2|) mit e = (A1,A2) die Kommunikationskosten
zwischen CM-task A1 ausgefu¨hrt auf Prozessorgruppe R1 und CM-task A2 ausgefu¨hrt auf
Prozessorgruppe R2 mit R1,R2 ⊆ Q an. Die Funktion TP repra¨sentiert die Kosten fu¨r Datenum-
verteilungsoperationen, die aufgrund der P-Relationen des CM-task Programmes entstehen.
Eine Datenumverteilungsoperation zwischen zwei durch eine P-Relation verbundene CM-tasks
Ai und A j wird beno¨tigt, falls Ai und A j auf unterschiedlichen Prozessorgruppen ausgefu¨hrt
werden oder Ai die Ausgabedaten in einer anderen Datenverteilung erzeugt als sie fu¨r die
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Abbildung 3: Links: Beispiel fu¨r einen CM-task Graph mit gerichteten Kanten fu¨r P-Relationen
(Annotation P) und bidirektionalen Kanten fu¨r C-Relationen (Annotation C).
Rechts: Illustration eines CM-task Schedule.
Eingabe von A j beno¨tigt wird, i, j ∈ {1, . . . ,n}, i 6= j.
Ein CM-task Schedule S eines CM-task Programmes ordnet jedem CM-task Ai, i = 1, . . . ,n,
ein Zeitintervall zur Ausfu¨hrung beginnend mit der Startzeit si und eine Prozessorgruppe Ri mit
Ri ⊆ Q zu, d.h.
S : {A1, . . . ,An} → R×2Q
S(Ai) = (si,Ri).
Abbildung 3 zeigt ein Beispiel fu¨r einen CM-task Graph mit einem mo¨glichen CM-task
Schedule.
Aus den P- und C-Relationen eines CM-task Programmes ergeben sich die folgenden Ein-
schra¨nkungen fu¨r den zugeho¨rigen CM-task Schedule:
(I) Nacheinanderausfu¨hrung durch P-Relationen verbundener CM-tasks:
Falls es eine P-Relation AiδPA j zwischen zwei CM-tasks Ai und A j, i, j∈{1, . . . ,n}, i 6= j,
gibt, kann die Ausfu¨hrung von A j erst beginnen, wenn Ai komplett abgearbeitet wurde
und alle zwischen Ai und A j beno¨tigten Datenumverteilungsoperationen ausgefu¨hrt
wurden. Daraus ergibt sich fu¨r die Startzeiten si und s j von Ai bzw. A j und die jeweils
zugeordneten Prozessorgruppen Ri bzw. R j die folgende Bedingung:
si+T (Ai, |Ri|)+TP (e, |Ri|, |R j|)≤ s j
mit e = (Ai,A j).
(II) Gleichzeitige Ausfu¨hrung durch C-Relationen verbundener CM-tasks:
Falls es eine C-Relation AiδCA j zwischen zwei CM-tasks Ai und A j, i, j∈{1, . . . ,n}, i 6= j,
gibt, mu¨ssen Ai und A j auf disjunkten Prozessorgruppen Ri bzw. R j mit sich u¨berlappen-
den Ausfu¨hrungszeitintervallen abgearbeitet werden, d.h. die folgenden beiden Bedin-
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gungen mu¨ssen erfu¨llt sein:
Ri∩R j = /0 und
[si,si+T (Ai, |Ri|)]∩ [s j,s j +T (A j, |R j|)] 6= /0.
Die u¨berlappenden Ausfu¨hrungszeitintervalle garantieren, dass Ai und A j wa¨hrend ihrer
Ausfu¨hrung Daten miteinander austauschen ko¨nnen.
(III) Beliebige Ausfu¨hrungsreihenfolge fu¨r unabha¨ngige CM-tasks:
Falls es keine P-Relation und keine C-Relation zwischen Ai und A j, i, j ∈ {1, . . . ,n}, i 6= j,
gibt, dann ko¨nnen Ai und A j in beliebiger Reihenfolge ausgefu¨hrt werden, d.h. Ai und
A j ko¨nnen zeitgleich oder nacheinander abgearbeitet werden. Im Fall einer zeitgleichen
Ausfu¨hrung mu¨ssen die jeweils zugeordnet Prozessorgruppen Ri bzw. R j disjunkt sein,
d.h.
falls [si,si+Tg(Ai, |Ri|)]∩ [s j,s j +Tg(A j, |R j|)] 6= /0
dann gilt Ri∩R j = /0,
wobei Tg sowohl die Ausfu¨hrungszeit von Ai als auch die Kommunikationszeit mit
nachfolgend ausgefu¨hrten CM-tasks Ak,AiδPAk, umfasst, d.h.




mit e = (Ai,Ak) ∈ EP
TP(e, |Ri|, |Rk|).
Gu¨ltiger Schedule Im Folgenden wird ein Schedule, der die Bedingungen (I), (II) und (III)
erfu¨llt, gu¨ltig genannt. Aus jedem gu¨ltigen Schedule S ergibt sich eine Gesamtausfu¨hrungszeit
Tmax(S) des gegebenen CM-task Programmes, die als derjenige Zeitpunkt definiert ist, an dem




Das Finden eines gu¨ltigen Schedule S, der die Gesamtausfu¨hrungszeit Tmax(S) minimiert, wird
als Schedulingproblem eines CM-task Programmes bezeichnet. Dieses Optimierungsproblem
ist bereits stark NP-schwierig fu¨r den Fall, dass der CM-task Graph aus einer linearen Kette
von gerichteten Kanten besteht und die Zielplattform 2 Prozessoren besitzt [24].
3.2. CM-task Schedulingalgorithmus
In diesem Abschnitt wird ein Schedulingalgorithmus fu¨r CM-task Graphen mit annotierten
Kosten vorgestellt, der aus den folgenden vier Phasen besteht:
(a) In der ersten Phase werden durch C-Relationen verbundene CM-tasks zu sogenannten
Supertasks zusammengefasst. Die CM-tasks innerhalb eines Supertasks mu¨ssen aufgrund
der durch die C-Relationen spezifizierten Kommunikation zeitgleich ausgefu¨hrt werden,
vgl. Bedingung (II) in Abschnitt 3.1. Die Abha¨ngigkeiten zwischen den erzeugten Su-
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pertasks werden durch einen gerichteten Graphen beschrieben, der auch als Supertask
Graph bezeichnet wird.
(b) Die zweite Phase berechnet fu¨r jeden Supertask und jede Prozessoranzahl p, p = 1, . . . ,q,
eine Prozessorgruppenaufteilung, die beschreibt, wie die p Prozessoren des Supertasks
auf die im jeweiligen Supertask enthaltenen CM-tasks verteilt werden. Mit Hilfe der
berechneten Prozessorgruppenaufteilungen werden die Kosten fu¨r die Knoten und Kanten
des Supertask Graph bestimmt.
(c) Die dritte Phase berechnet eine geeignete Ausfu¨hrungsreihenfolge und geeignete Pro-
zessorgruppen fu¨r die in Phase (a) erzeugten Supertasks, wobei die durch den Supertask
Graph beschriebenen Restriktionen der Ausfu¨hrungsreihenfolge beru¨cksichtigt werden.
(d) Die letzte Phase fu¨gt die Ergebnisse der vorherigen Phasen zusammen und erzeugt den
resultierenden CM-task Schedule.
In den folgenden Abschnitten werden die einzelnen Phasen des Schedulingalgorithmus detail-
liert beschrieben.
3.2.1. Transformation des CM-task Graphen
Die erste Phase des Schedulingalgorithmus identifiziert durch C-Relationen verbundene CM-
tasks und fasst diese zu Supertasks entsprechend der folgenden Definition zusammen.
Definition 2 (Supertask) Sei G = (V,E) ein CM-task Graph. Ein Supertask ist ein maximaler
Teilgraph Gˆ= (Vˆ , Eˆ) mit Vˆ ⊆V und Eˆ ⊆ EC, so dass jedes Paar von CM-tasks A,B ∈ Vˆ ,A 6= B,
durch einen Pfad bidirektionaler Kanten aus Eˆ verbunden ist. 2
Jeder CM-task und jede bidirektionale Kante eines CM-task Graph geho¨rt zu genau einem
Supertask. Ein einzelner CM-task ohne C-Relationen mit anderen CM-tasks stellt fu¨r sich
alleine einen Supertask dar. Das Auffinden aller Supertasks eines CM-task Graph ist a¨quivalent
mit dem Finden der Zusammenhangskomponenten eines ungerichteten Graph, wobei die C-
Relationen als ungerichtete Kanten betrachtet werden. Die Zusammenhangskomponenten
eines gegebenen Graph ko¨nnen durch einen Tiefensuchlauf mit Komplexita¨t O(|V |+ |E|)
aufgefunden werden [103].
Definition 3 (Supertask Graph) Sei G = (V,E) ein CM-task Graph mit m Supertasks Gˆ1 =
(Vˆ1, Eˆ1), . . . , Gˆm = (Vˆm, Eˆm). Der zu G geho¨rige Supertask Graph ist ein gerichteter Graph
G′ = (V ′,E ′) mit der Menge von m Knoten V ′ = {Gˆ1, . . . , Gˆm} und der Menge gerichteter
Kanten
E ′ = {(Gˆi, Gˆ j) | ∃A ∈ Vˆi,B ∈ Vˆj mit AδPB}. 2
Abbildung 4 (links) zeigt den zugeho¨rigen Supertask Graph des CM-task Graph aus Abbil-
dung 3 (links). Ein Supertask Graph entha¨lt drei Ebenen der Parallelita¨t, die sich gegenseitig
beeinflussen ko¨nnen:
• Der Supertask Graph selbst repra¨sentiert die Vorrangbeziehungen zwischen den Super-
tasks. Auf dieser Ebene muss der Schedulingalgorithmus die Ausfu¨hrungsreihenfolge
und die Prozessorgruppen der Supertasks bestimmen. Diese Entscheidung wird mit Hilfe




Abbildung 4: Links: Zugeho¨riger Supertask Graph des CM-task Graph aus Abbildung 3 (links).
Bei der Transformation werden bspw. die CM-tasks 2 und 3 zu dem Supertask B
zusammengefasst. Mitte: Beispiel fu¨r die Partitionierung des Supertask Graph
in Schichten. Rechts: Illustration der fu¨r die Schichten des Supertask Graph
erzeugten Schedules. Beispielsweise werden fu¨r die Schicht W2 κ = 2 Prozes-
sorgruppen erzeugt. Der resultierende CM-task Schedule nach Erzeugen der
Teilgruppen zur Ausfu¨hrung der in den Supertasks enthaltenen CM-tasks ist in
Abbildung 3 (rechts) dargestellt.
• Jeder Supertask entha¨lt eine Teilmenge der CM-tasks des CM-task Programmes, die
aufgrund von spezifizierten Kommunikationsoperationen zeitgleich ausgefu¨hrt werden
mu¨ssen. Auf dieser Ebene muss der Schedulingalgorithmus die Anzahl der Prozessoren
zur Ausfu¨hrung der in einem Supertask enthaltenen CM-tasks festlegen. Diese Entschei-
dung ha¨ngt von der Anzahl der fu¨r den jeweiligen Supertask verfu¨gbaren Prozessoren ab
und beeinflusst die Kosten der Knoten des Supertask Graph.
• Jeder CM-task besitzt eine interne parallele Implementierung, die die auszufu¨hren-
den Berechnungen auf die fu¨r den jeweiligen CM-task verfu¨gbaren Prozessoren verteilt
und die beno¨tigten internen Kommunikationsoperationen bestimmt. Die interne paral-
lele Implementierung eines CM-tasks bestimmt die resultierende Ausfu¨hrungszeit und
beeinflusst damit die Entscheidungen auf den beiden oberen Parallelita¨tsebenen.
3.2.2. Lastbalancierung fu¨r Supertasks
In diesem Unterabschnitt wird ein einzelner Supertask Gˆ = (Vˆ , Eˆ) betrachtet und ein Algorith-
mus zur Berechnung der Prozessoranzahl fu¨r jeden in Gˆ enthaltenen CM-task vorgestellt. Das
Ziel dieses Lastbalancierungsalgorithmus ist es, eine gegebene Anzahl an Prozessoren derart auf
die in Gˆ enthaltenen CM-tasks zu verteilen, dass eine minimale Ausfu¨hrungszeit des gesamten
Supertasks Gˆ resultiert. Die Ausgabe des Algorithmus ist eine Supertask Allokation LGˆ(A, p)
des Supertasks Gˆ die angibt, durch wieviele Prozessoren CM-task A, A ∈ Vˆ , ausgefu¨hrt wird,
wenn p Prozessoren fu¨r den gesamten Supertask Gˆ zur Verfu¨gung stehen.
Im Folgenden wird angenommen, dass m CM-tasks im Supertask Gˆ enthalten sind und
p Prozessoren fu¨r die Ausfu¨hrung von Gˆ zur Verfu¨gung stehen. Da alle m CM-tasks aus Gˆ
zeitgleich ausgefu¨hrt werden mu¨ssen, muss die Prozessoranzahl p gro¨ßer oder gleich m sein,
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Algorithmus 1 : Lastbalancierungsschritt fu¨r einen Supertask.
begin1
sei Gˆ = (Vˆ , Eˆ) ein Supertask mit Vˆ = {A1, . . . ,Am};2
setze LGˆ(Ai,m) = 1, i = 1, . . . ,m;3
for (p = m+1, . . . ,q) do4
setze LGˆ(Ai, p) = LGˆ(Ai, p−1), i = 1, . . . ,m;5
wa¨hle CM-task Ak ∈ Vˆ , so dass T (Ak,LGˆ(Ak, p−1)) maximal ist;6
erho¨he LGˆ(Ak, p) um 1;7
end8
d.h. p≥ m. Fu¨r p = m weist der Lastbalancierungsalgorithmus jedem CM-task genau einen
Prozessor zu. Fu¨r p > m werden die p Prozessoren in m Prozessorgruppen aufgeteilt, wobei
jede Gruppe einen CM-task ausfu¨hrt. Die Prozessorgruppenaufteilung wird derart gewa¨hlt, dass
die auszufu¨hrenden Berechnungen gleichma¨ßig auf die Prozessorgruppen verteilt sind.
Zu diesem Zweck wird ein iterativer Algorithmus verwendet, dessen Ausgangspunkt eine
Prozessorgruppenaufteilung in m Gruppen mit jeweils einem Prozessor ist. In jedem Schritt
des Algorithmus wird die Anzahl der verfu¨gbaren Prozessoren um eins erho¨ht und der zusa¨tz-
liche Prozessor der Prozessorgruppe mit der aktuell ho¨chsten Ausfu¨hrungszeit hinzugefu¨gt.
Algorithmus 1 zeigt den Ablauf des iterativen Lastbalancierungsalgorithmus.
Eine alternative Methode zur Bestimmung der Supertask Allokation basiert auf den se-
quentiellen Ausfu¨hrungszeiten der im Supertask enthaltenen CM-tasks, d.h. die Zuweisung
von
LGˆ(Ai, p) = p ·
T (Ai,1)
∑A j∈Vˆ T (A j,1)
Prozessoren zu einem CM-task Ai ∈ Vˆ . Algorithmus 1 besitzt verglichen mit diesem Ansatz
den Vorteil, dass durch die Verwendung der parallelen Ausfu¨hrungszeit Skalierbarkeitseffekte
beru¨cksichtigt werden.
Die Ausgabe von Algorithmus 1 ist eine Supertask Allokation LGˆ fu¨r jeden Supertask Gˆ
fu¨r m ≤ p ≤ q Prozessoren sowie die entsprechenden Ausfu¨hrungszeiten T (A,LGˆ(A, p)) fu¨r
jeden CM-task A aus Gˆ. Diese Ausfu¨hrungszeiten bestimmen die Kosten fu¨r den Supertask
Graph, die vom Schedulingalgorithmus zur Bestimmung einer geeigneten Prozessoranzahl fu¨r
die Supertasks des gegebenen CM-task Programmes verwendet werden.
3.2.3. Kosten des Supertask Graphen
Die Kosten fu¨r die Knoten und Kanten des in Abschnitt 3.2.1 erzeugten Supertask Graph
werden mit Hilfe der im vorherigen Schritt berechneten Supertask Allokationen LGˆ wie folgt
definiert:
Definition 4 (Kosten von Supertask Graphen) Sei G = (V,E) ein CM-task Graph und G′ =
(V ′,E ′) der zugeho¨rige Supertask Graph. Ein Knoten Gˆ = (Vˆ , Eˆ) von G′ besitzt die Kosten
T ′(Gˆ, p) =
{
∞ falls p < |Vˆ |
max
A∈Vˆ
T (A,LGˆ(A, p)) sonst.
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Eine gerichtete Kante eˆi j = (Gˆi, Gˆ j) mit Gˆi = (Vˆi, Eˆi) und Gˆ j = (Vˆj, Eˆ j), i 6= j, besitzt die
Kosten
T ′P(eˆi j, pi, p j) = ∑
e∈RE
TP(e,LGˆi(A, pi),LGˆ j(B, p j))
mit
RE = {e = (A,B) | ∃A ∈ Vˆi,B ∈ Vˆj mit AδPB}. 2
Die Kosten T ′ werden vom im na¨chsten Unterabschnitt beschriebenen Schedulingalgorithmus
verwendet.
3.2.4. Scheduling des Supertask Graphen
Der Supertask Graph ist ein gerichteter Graph, der den Taskgraphen in Programmiermodellen
fu¨r parallele Tasks mit Abha¨ngigkeiten (z.B. [85, 82, 118]) a¨hnelt. Ein wichtiger Unterschied
muss jedoch beim Scheduling beru¨cksichtigt werden. Die Knoten des Supertask Graph besitzen
jeweils eine Mindestforderung an Prozessoren, die die Wahl der ausfu¨hrenden Prozessorgrup-
pe einschra¨nkt, wohingegen die Knoten der Taskgraphen fu¨r parallele Tasks auf beliebigen
Prozessorgruppen ausgefu¨hrt werden ko¨nnen.
Die Einschra¨nkung fu¨r Supertask Graphen resultiert aus der Zusammensetzung der Super-
tasks aus einer Menge zeitgleich auszufu¨hrender CM-tasks. Jedem Supertask mu¨ssen durch
den Schedulingalgorithmus genu¨gend Prozessoren zugewiesen werden, so dass fu¨r jeden im
jeweiligen Supertask enthaltenen CM-task mindestens ein Prozessor zur Verfu¨gung steht, d.h.
einem Supertask mit m CM-tasks mu¨ssen mindestens m Prozessoren zugewiesen werden. Durch
geeignete Beru¨cksichtigung dieser zusa¨tzlichen Bedingung ko¨nnen Schedulingalgorithmen
fu¨r Supertask Graphen aus Schedulingalgorithmen fu¨r parallele Tasks mit Abha¨ngigkeiten
abgeleitet werden.
Im Folgenden wird ein schichtenbasierter Schedulingalgorithmus fu¨r einen Supertask Graph
G′ vorgestellt, der auf einem Schedulingalgorithmus fu¨r parallele Tasks mit Abha¨ngigkeiten [91]
basiert. Der neue Algorithmus besteht aus mehreren Phasen, die im Folgenden beschrieben
werden.
In der ersten Phase wird G′ in eine Menge von Schichten partitioniert, so dass jede Schicht
eine Menge unabha¨ngiger Supertasks entha¨lt. Die Schichten werden derart konstruiert, dass
eine Nacheinanderausfu¨hrung der Schichten zu einem gu¨ltigen Schedule fu¨r den Supertask
Graph fu¨hrt. Im Allgemeinen existieren viele Mo¨glichkeiten fu¨r eine Partitionierung eines
Graphen in Schichten. Die ho¨chste Flexibilita¨t fu¨r die Entscheidungen in den na¨chsten Phasen
des Schedulingalgorithmus wird erreicht, wenn die erzeugten Schichten eine mo¨glichst hohe
Anzahl an Supertasks enthalten. Aus diesem Grund wird ein greedy Algorithmus verwendet,
der den Supertask Graph mit einer Breitensuche durchla¨uft und der jeweils aktuellen Schicht
soviele Supertasks wie mo¨glich hinzufu¨gt.
In der zweiten Phase des Schedulingalgorithmus werden die zuvor erzeugten Schichten
nacheinander behandelt. Zur Ausfu¨hrung einer Schicht W werden κ , 1 ≤ κ ≤ |W |, Prozes-
sorgruppen R1, . . . ,Rκ erzeugt, wobei jede Gruppe eine bestimmte Teilmenge der Supertasks
von W nacheinander ausfu¨hrt. Falls ein einer Prozessorgruppe Ri, i = 1, . . . ,κ , zugeordneter
Supertask Gˆ mehrere CM-tasks entha¨lt, wird die Prozessorgruppe Ri in m Teilgruppen aufgeteilt,
wobei m die Anzahl der CM-tasks in Gˆ ist. Die Gro¨ße der erzeugten Teilgruppen wird durch
die Supertask Allokation LGˆ definiert. Fu¨r das Scheduling einer Schicht W muss die Anzahl der
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Algorithmus 2 : Scheduling einer Schicht des Supertask Graph.
begin1
sei W = {Gˆ1, . . . , Gˆr} eine Schicht des Supertask Graph G′ = (V ′,E ′);2
sei f = max
i=1,...,r
|Vˆi| die maximale Anzahl an CM-tasks in einem Supertasks aus W ;3
Tmin = ∞;4
for (κ = 1, . . . ,min{P− f +1,r}) do5







und R2, . . . ,Rκ ungefa¨hr die gleiche Gro¨ße besitzen;
sortiere {Gˆ1, . . . , Gˆr}, so dass |Vˆi|> |Vˆi+1| oder |Vˆi|= |Vˆi+1| und7
T (Gˆi, |R1|)≥ T (Gˆi+1, |R1|) fu¨r i = 1, . . . ,r−1 gilt;
for ( j = 1, . . . ,r) do8
ordne Supertask Gˆ j derjenigen Gruppe Rl zu, so dass |Rl| ≥ |Vˆj| und die9
kumulierte Ausfu¨hrungszeit Tact(Rl) minimal ist, 1≤ l ≤ κ;




if (Tκ < Tmin) then Tmin = Tκ ;12
end13
Prozessorgruppen κ , die Gro¨ße der κ Prozessorgruppen und die Zuordnung von Supertasks
zu Prozessorgruppen festgelegt werden. Fu¨r jede dieser drei Entscheidungen existieren im
Allgemeinen viele verschiedene Mo¨glichkeiten, die zu unterschiedlichen Ausfu¨hrungszeiten
der Schicht W fu¨hren.
Algorithmus 2 zeigt das Scheduling fu¨r eine einzelne Schicht W des Supertask Graph, die
|W | = r Supertasks entha¨lt. Der Algorithmus probiert alle Werte fu¨r die Prozessorgruppen-
anzahl κ durch und wa¨hlt denjenigen Wert fu¨r κ , der zu der geringsten Ausfu¨hrungszeit der
Schicht W fu¨hrt. Bei der Partitionierung der verfu¨gbaren Prozessoren in κ Prozessorgruppen
wird beru¨cksichtigt, dass einige Supertasks eine hohe Anzahl an Prozessoren zur Ausfu¨hrung
erfordern. Deshalb erzeugt der Partitinierungsschritt eine Prozessorgruppe R1, die genu¨gend
Prozessoren zur Ausfu¨hrung jedes Supertasks der Schicht W entha¨lt.
Die Zuordnung von Supertasks zu Prozessorgruppen erfolgt durch einen List-Scheduling
Algorithmus, der in jedem Schritt einen Supertask derjenigen Prozessorgruppe Rl zuweist,
die die geringste kumulierte Ausfu¨hrungszeit Tact(Rl), l ∈ {1, . . . ,κ}, besitzt. Die kumulierte
Ausfu¨hrungszeit einer Prozessorgruppe Rl ist als Summe der Ausfu¨hrungszeiten der Rl zu-
geordneten CM-tasks auf |Rl| Prozessoren definiert. Die Reihenfolge, in der die Supertasks
vom List-Scheduling Algorithmus betrachtet werden, wird durch die Anzahl der enthaltenen
CM-tasks und durch die Ausfu¨hrungszeit der Supertasks bestimmt. Supertasks mit einer hohen
Anzahl enthaltener CM-tasks werden zuerst betrachtet, da diese Supertasks die Auswahl der
Prozessorgruppe einschra¨nken ko¨nnen.
3.2.5. Gruppenausgleich
Die Gruppenausgleichsphase des Schedulingalgorithmus reduziert Lastungleichgewichte, die
aufgrund einer ungleichma¨ßigen Verteilung der Berechnungsarbeit auf die κ in der vorherigen
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berechne kumulierte Ausfu¨hrungszeit Tact(Ri), i = 1, . . . ,κ;5
berechne reduzierte kumulierte Ausfu¨hrungszeit Tred(Ri) als Summe der Ausfu¨h-6
rungszeiten der Ri zugeorneten Supertasks auf |Ri|−1 Prozessoren,i = 1, . . . ,κ;
wa¨hle Prozessorgruppe Rk mit Tact(Rk) maximal;7
wa¨hle Prozessorgruppe Rl mit Tred(Rl) minimal;8
if (Tred(Rl)< Tact(Rk)) then verschiebe einen Prozessor von Rl zu Rk;9
else done = true;10
until done ;11
end12
Phase erzeugten Prozessorgruppen R1, . . . ,Rκ entstehen ko¨nnen. Dazu werden in jedem Schritt
der Gruppenausgleichsphase zwei Prozessorgruppen Rk und Rl , k, l ∈ {1, . . . ,κ},k 6= l, derart
bestimmt, dass das Verschieben eines Prozessors von Rl zu Rk zu einer Reduzierung der
Gesamtausfu¨hrungszeit der Schicht W fu¨hrt. Der Gruppenausgleich wird beendet, falls keine
derartigen Paare mehr existieren.
Algorithmus 3 zeigt den Ablauf der Gruppenausgleichsphase. Die Auswahl der Prozes-
sorgruppen Rk und Rl erfolgt mit Hilfe der kumulierten Ausfu¨hrungszeiten Tact(Ri) und der
reduzierten kumulierten Ausfu¨hrungszeiten Tred(Ri), i = 1, . . . ,κ . Die reduzierte kumulierte
Ausfu¨hrungszeit einer Gruppe Ri entspricht der Summe der Ausfu¨hrungszeiten der Ri zu-
geordneten Supertasks fu¨r den Fall, dass statt |Ri| nur |Ri| − 1 Prozessoren zur Verfu¨gung
stehen.
Fu¨r das Verschieben eines Prozessors werden zuna¨chst zwei Kandidaten fu¨r die Gruppen
Rk und Rl bestimmt. Der beste Kandidat fu¨r Rk ist die Gruppe mit der ho¨chsten kumulierten
Ausfu¨hrungszeit, da diese Gruppe die Gesamtausfu¨hrungszeit der Schicht bestimmt. Der beste
Kandidat fu¨r Rl ist die Prozessorgruppe mit der geringsten reduzierten kumulierten Ausfu¨hrungs-
zeit. Ein Prozessor wird nur dann von Rl zu Rk verschoben, wenn durch dieses Verschieben
die kumulierte Ausfu¨hrungszeit von Rl nicht gro¨ßer als die kumulierte Ausfu¨hrungszeit von Rk
wird, also Rl nicht zu der denjenigen Gruppe wird, die die Gesamtausfu¨hrungszeit der Schicht
bestimmt. Fu¨r die Gruppe Rk wird angenommen, dass das Hinzufu¨gen eines zusa¨tzlichen
Prozessors zu einer geringeren kumulierten Ausfu¨hrungszeit dieser Gruppe fu¨hrt. Ist diese
Annahme nicht erfu¨llt, mu¨ssen zusa¨tzliche Tests in den Algorithmus integriert werden, die das
zyklische Verschieben von Prozessoren zwischen Prozessorgruppen verhindern.
3.2.6. Erzeugung eines CM-task Schedules
Der letzte Schritt des CM-task Schedulingalgorithmus erzeugt den resultierenden CM-task
Schedule, indem die fu¨r die einzelnen Schichten des Supertask Graph berechneten Schedules
nacheinander eingefu¨gt werden. Fu¨r die CM-tasks innerhalb eines Supertasks werden die
ausfu¨hrenden Prozessorgruppen mit Hilfe der entsprechenden Supertask Allokation und der
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Durchschnittliche Ausführungszeit (q=1024 Prozessoren)




















Durchschnittliche Ausführungszeit (n=1000 CM−tasks)
Abbildung 5: Laufzeit des CM-task Schedulingalgorithmus abha¨ngig von der Knotenanzahl
n des CM-task Graph (links) und von der Prozessoranzahl q der Zielplattform
(rechts).
dem jeweiligen Supertask zugeordneten Prozessorgruppe bestimmt. Fu¨r die Festlegung dieser
Prozessorgruppen gibt es im Allgemeinen mehrere Mo¨glichkeiten, die zu unterschiedlichen
Kosten fu¨r die Datenumverteilungsoperationen zwischen den CM-tasks verschiedener Schichten
fu¨hren ko¨nnen. Um diese Kosten zu reduzieren, werden in diesem Schritt durch P-Relationen
verbundenen CM-tasks nach Mo¨glichkeit identische oder sich u¨berlappende Prozessorgruppen
zugewiesen.
3.3. Experimentelle Auswertung
In diesem Abschnitt wird die Laufzeit des CM-task Schedulingalgorithmus und die Gu¨te der
von diesem Algorithmus erzeugten CM-task Schedules evaluatiert. Dazu werden mit Hilfe eines
Graphgenerierungsalgorithmus [66] synthetische CM-task Graphen mit 50 bis 1000 Knoten
mit einer Schrittweite von 50 Knoten erzeugt. In den generierten Graphen betra¨gt die Anzahl
der eingehenden Kanten und die Anzahl der ausgehenden Kanten fu¨r jeden Knoten maximal
vier. Diese Festlegung ist sinnvoll, da CM-tasks meistens nur eine geringe Anzahl an Eingabe-
und Ausgabeparameter besitzen.
Die Kosten fu¨r die Knoten der synthetischen CM-task Graphen werden mit Hilfe des Am-
dahlschen Gesetzes [2] festgelegt, d.h. es wird eine Funktion der Form Tpar(p) = (α+(1−
α)/p)∗Tseq verwendet, wobei Tpar(p) die parallele Ausfu¨hrungszeit auf p Prozessoren, Tseq
die sequentielle Ausfu¨hrungszeit und α , 0 ≤ α ≤ 1, den inha¨rent sequentiellen Anteil am
Programmcode angibt. Fu¨r Tseq und α wird fu¨r jeden Knoten eines synthetischen Graphen
jeweils ein zufa¨lliger Wert verwendet. Um Effekte aufgrund bestimmter Graphstrukturen oder
Kostenfunktionen weitgehend auszuschließen werden fu¨r jede Knotenanzahl 100 verschiedene
Graphen generiert. Die im Folgenden vorgestellten Ergebnisse geben das arithmetische Mittel
u¨ber die erzeugten Graphen mit der jeweiligen Knotenanzahl an.
Zuna¨chst wird die Laufzeit des CM-task Schedulingalgorithmus auf einem AMD Opteron
8425 HE ”Istanbul“ Prozessor mit 2.1 GHz betrachtet. Wie Abbildung 5 (links) zeigt, steigt die
Laufzeit des Algorithmus ungefa¨hr linear mit der Knotenanzahl im CM-task Graph an. Dieses
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Abbildung 6: Vergleich der relativen Gu¨te der erzeugten Schedules abha¨ngig von der Knoten-
anzahl n im CM-task Graph (links) und von der Prozessoranzahl q der Zielplatt-
form (rechts).
Verhalten resultiert aus der linearen Komplexita¨t der Algorithmenschritte, die einen gegebenen
CM-task Graph in den zugeho¨rigen Supertask Graph transformieren bzw. den Supertask Graph
in Schichten unterteilen. Das Scheduling der einzelnen Schichten wird mit einer Knotenanzahl
ausgefu¨hrt, die meistens deutlich geringer als die Gesamtknotenanzahl des CM-task Graph ist.
Abbildung 5 (rechts) zeigt, dass die Laufzeit des Schedulingalgorithmus ebenfalls line-
ar mit der Prozessoranzahl der Zielplattform zunimmt. Dieses Laufzeitverhalten resultiert
hauptsa¨chlich aus der Anzahl der betrachteten Werte fu¨r die Prozessorgruppenanzahl κ beim
Scheduling einer Schicht des Supertask Graph. Insgesamt zeigen die Simulationsergebnisse,
dass der vorgestellte CM-task Schedulingalgorithmus auch fu¨r sehr große CM-task Graphen
und fu¨r große Zielplattform eine Laufzeit von weniger als 0,3 Sekunden besitzt. Damit eignet
sich dieser Algorihtmus besonders gut fu¨r die Implementierung in einem Werkzeug wie dem
CM-task Compiler.
Die in Abbildung 6 dargestellte relative Gu¨te gibt den Quotient aus der Gesamtausfu¨hrungs-
zeit eines vom CM-task Schedulingalgorithmus erzeugten Schedule und einem rein daten-
parallelen bzw. einem rein taskparallelen Schedule an. Der datenparallele Schedule fu¨hrt alle
Supertasks nacheinander auf allen verfu¨gbaren Prozessoren aus. Der taskparallele Schedule
wird durch einen List-Scheduling Algorithmus berechnet, wobei jeder CM-task auf genau
einem Prozessor ausgefu¨hrt wird.
Die Ergebnisse zeigen, dass eine vom CM-task Schedulingalgorithmus berechnete gemischt
parallele Ausfu¨hrung sowohl einer rein datenparallelen als auch einer rein taskparallelen
Ausfu¨hrung u¨berlegen ist. Der taskparallele Schedule erreicht eine ho¨here relative Gu¨te fu¨r CM-
task Graphen mit einer hohen Knotenanzahl, da mehr CM-tasks zur Ausnutzung der Prozessoren
der Plattform zur Verfu¨gung stehen und damit die ungenutzte Prozessorzeit reduziert wird. Die
relative Gu¨te des datenparallelen Schedules nimmt mit der Knotenanzahl des CM-task Graphen
ab. In CM-task Graphen mit einer hohen Knotenanzahl ist meistens auch eine hohe Anzahl von
CM-tasks unabha¨ngig voneinander und kann zeitgleich ausgefu¨hrt werden, woraus sich ha¨ufig
eine Reduzierung der Gesamtausfu¨hrungszeit des gemischt parallelen Schedules ergibt.
Die relative Gu¨te der erzeugten Schedules ist beinahe unabha¨ngig von der Prozessoranzahl
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der Zielplattform (vgl. Abbildung 6 (rechts)). Dieses Verhalten resultiert aus den Kostenfunk-
tionen fu¨r die Knoten der synthetischen Graphen. Durch Verwendung eines zufa¨lligen Wertes
fu¨r den inha¨rent sequentiellen Anteil α in den Funktionstemplates nach dem Amdahlschen
Gesetz gibt es in den betrachteten CM-task Graphen Knoten mit einer sehr schlechten Skalier-
barkeit, d.h. dass das Hinzufu¨gen zusa¨tzlicher Prozessoren zu diesen Knoten die entsprechende
Ausfu¨hrungszeit nur unwesentlich reduziert. Bei einer hohen Prozessoranzahl wird die Gesamt-
ausfu¨hrungszeit der berechneten Schedules fu¨r alle drei betrachteten Schedulingalgorithmen
durch die Ausfu¨hrungszeit dieser schlecht skalierenden Knoten dominiert.
3.4. Zusammenfassung und verwandte Arbeiten
In diesem Kapitel wurde das Schedulingproblem fu¨r CM-task Programme definiert und ein
Schedulingalgorithmus zur Berechnung eines CM-task Schedules vorgestellt. Der Schedu-
lingalgorithmus transformiert einen gegebenen CM-task Graph zuna¨chst in einen Supertask
Graph, dessen Knoten Mengen von zeitgleich auszufu¨hrenden CM-tasks repra¨sentieren. Die
Kosten des Supertask Graph werden durch einen Lastbalancierungsalgorithmus bestimmt. Fu¨r
das Scheduling des Supertask Graph wurde eine modifizierte Version eines Schedulingalgo-
rithmus fu¨r parallele Tasks mit Abha¨ngigkeiten genutzt, die zusa¨tzlich die durch die Knoten
des Supertask Graph geforderte Mindestanzahl an zuzuordnenden Prozessoren beru¨cksichtigt.
Experimente des vorgestellten Schedulingalgorithmus mit synthetischen Taskgraphen zeigen,
dass der Algorihtmus auch fu¨r eine hohe Knotenanzahl und eine hohe Prozessoranzahl niedrige
Ausfu¨hrungszeiten erzielt und dass die erzeugten Schedules sowohl einer datenparallelen als
auch einer taskparallelen Ausfu¨hrung u¨berlegen sind.
Fu¨r das Scheduling von parallelen Tasks mit Abha¨ngigkeiten wurden verschiedene Algorith-
men vorgeschlagen. Diese Algorithmen beru¨cksichtigen keine C-Relationen wie sie zwischen
CM-tasks bestehen ko¨nnen und sind somit nicht direkt fu¨r das Scheduling von CM-task Pro-
grammen einsetzbar. Schedulingalgorithmen fu¨r parallele Tasks auf homogenen Plattformen
lassen sich in zwei Hauptkategorien untergliedern: Allokations- und Schedulingalgorithmen
und schichtenbasierte Algorithmen. Im Folgenden wird ein kurzer U¨berblick dieser beiden Ka-
tegorien gegeben und anschließend Schedulingalgorithmen fu¨r parallele Tasks auf heterogenen
Plattformen betrachtet.
Allokations- und Schedulingalgorithmen bestehen aus zwei Teilschritten. Der zuerst aus-
gefu¨hrte Allokationsschritt weist jedem parallelen Task eine Prozessoranzahl zu. Der nachfol-
gend ausgefu¨hrte Schedulingschritt verwendet einen angepassten List-Scheduling Algorithmus,
um die Ausfu¨hrungsreihenfolge und die konkreten Prozessorgruppen fu¨r die parallelen Tasks zu
bestimmen. Die beiden Schritte ko¨nnen auch gekoppelt sein, bspw. indem der durch den Schedu-
lingschritt berechnete Schedule zur Optimierung der durch den Allokationsschritt berechneten
Prozessoranzahl genutzt wird.
Die Berechnung der Prozessoranzahl im Allokationsschritt kann durch Definition eines
konvexen Optimierungsproblems wie in TSAS [84, 85] und SAS [84], durch Definition eines
linearen Optimierungsproblems [54] oder durch einen iterativen Algorithmus wie in CPA [83],
CPR [82], MCPA [3], iCASLB [117], Loc-MPS [118] und RATS [50] erfolgen. Die iterativen
Algorithmen beginnen mit der Zuordnung von einem Prozessor zu jedem parallelen Task und
wa¨hlen in jedem Iterationsschritt einen parallelen Task, dessen Prozessoranzahl um eins erho¨ht
wird. Durch Anpassung der anfa¨nglichen Prozessorzuordnung an die geforderte Mindestprozes-
soranzahl der Supertasks ko¨nnen diese Algorithmen fu¨r das Scheduling des Supertask Graph
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eingesetzt werden.
Weitere Allokations- und Schedulingalgorithmen wurden fu¨r Spezialfa¨lle wie Abha¨ngig-
keitsgraphen mit einer bestimmten Struktur oder fu¨r spezielle Kostenfunktionen der parallelen
Tasks vorgeschlagen. Abha¨ngigkeitsgraphen mit begrenzter Breite und SP-Graphen werden
in [64] betrachtet und jeweils ein (3+
√
5)/2-Approximationsalgorithmus definiert. Ein Sche-
dulingalgorithmus fu¨r Abha¨ngigkeitsgraphen in Form von Ba¨umen wird in [63] vorgestellt.
Fu¨r parallele Tasks mit Speedupwerten in Form einer konkaven Funktion existiert ein 3.29-
Approximationsalgorithmus basierend auf linearer Programmierung [53]. Ein U¨berblick und
Vergleich verschiedener Allokations- und Schedulingalgorithmen wird in [25] gegeben.
Schichtenbasierte Schedulingalgorithmen partitionieren die Menge paralleler Tasks in dis-
junkte Teilmengen unabha¨ngiger Tasks und Lo¨sen das Schedulingproblem getrennt fu¨r jede
dieser Teilmengen. Diese Strategie wurde fu¨r die Algorithmen TwoL-Level [91] und TwoL-
Tree [94] entwickelt und kann genutzt werden, um Schedulingalgorithmen fu¨r unabha¨ngige
parallele Tasks fu¨r das Scheduling von Abha¨ngigkeitsgraphen einzusetzen [27]. Beispielsweise
wurden erweiterte Versionen der fu¨r unabha¨ngige parallele Tasks definierten Approximationsal-
gorithmen mit Faktor 2 [65], mit Faktor (
√
3+ε) [69] und mit Faktor (1.5+ε) [70] entwickelt.
Ein Vergleich dieser Algorithmen anhand von synthetischen Abha¨ngigkeitsgraphen ist in [27]
enthalten.
Weitere Schedulingalgorithmen fu¨r homogene Plattformen basieren auf genetischen Al-
gorithmen [36] oder erlauben nur eine eingeschra¨nkte Anzahl von Prozessorgruppen fu¨r die
Ausfu¨hrung paralleler Tasks [7].
Schedulingalgorithmen fu¨r parallele Tasks mit Abha¨ngigkeiten auf heterogenen Plattformen
zielen meist auf große Cluster-of-Clusters Plattformen bestehend aus mehreren homogenen
Teilclustern ab und erlauben die Ausfu¨hrung einzelner paralleler Tasks nur innerhalb von
Teilclustern. Beispiele fu¨r derartige Algorithmen sind M-HEFT[34, 108], HCPA[71] und MC-
GAS [33]. Mehrere Verbesserungen fu¨r M-HEFT und HCPA werden in [72] vorgeschlagen.
Eine Kombination aus Scheduling und Mapping zur Ausfu¨hrung von parallelen Tasks mit
Abha¨ngigkeiten auf Multicore-Plattformen wird in [32] vorgestellt. Fu¨r das Scheduling von
dynamisch erzeugten Abha¨ngigkeitsgraphen auf Cluster-of-Clusters Plattformen wurden Re-
PA [49] und DMHEFT [51] entwickelt.
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4. Sprachen und Schnittstellen des CM-task
Compilerframeworks
Dieses Kapitel befasst sich mit den Sprachen und den Schnittstellen des CM-task Compiler-
frameworks und stellt die zugrundeliegenden Konzepte vor. Abbildung 7 zeigt die Gliederung
dieses Kapitels anhand der Softwarearchitektur des Frameworks. Den Abschluss des Kapitels



































Abbildung 7: Architektur des CM-task Compilerframeworks mit Angabe der Abschnitte, in
denen die Bestandteile des Frameworks behandelt werden.
4.1. Spezifikationssprache
Das Spezifikationsprogramm beschreibt die inha¨rente Parallelita¨t eines Algorithmus und wird
vom Anwender in der plattformunabha¨ngigen Spezifikationssprache angegeben. Die Spra-
che beinhaltet Konstantendefinitionen, Datentypdefinitionen, Datenverteilungstypdefinitionen,
Basismoduldefinitionen und Verbundmoduldefinitionen. Im Folgenden werden diese Definiti-
onsarten u¨berblicksartig vorgestellt und anhand von Beispielen verdeutlicht. Die Syntax der
Spezifikationssprache wird mit Hilfe einer kontextfreien Grammatik im Anhang Abschnitt B
definiert.
4.1.1. Konstanten- und Datentypdefinitionen
Eine Konstantendefinition erfolgt durch das Schlu¨sselwort const und besteht aus einem
Bezeichner fu¨r die Konstante und einem arithmetischen Ausdruck, der den Wert der Konstante
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Listing 1: Beispiel fu¨r die Definition einer Konstante n, eines zweidimensionalen Felddatentyps
matrix und eines Nutzerdatentyps graph mit Identifikationsparameter 1.
c on s t n = 1000;
type matrix = ar ray [n][n] o f doub le ;
type graph = use r type (1);
angibt. Dieser Bezeichner kann in nachfolgenden Definitionen verwendet werden und ist
a¨quivalent mit der direkten Angabe des zugewiesenen Wertes.
Datentypen werden in der Spezifikationssprache zur Beschreibung der Schnittstellen von
Basis- und Verbundmodulen verwendet. Die Spezifikationssprache unterstu¨tzt drei Arten von
Datentypen: vordefinierte Basisdatentypen sowie vom Anwender definierte Felddatentypen und
Nutzerdatentypen.
Basisdatentypen werden fu¨r einzelne Zeichen (Typname: char), ganze Zahlen (Typname:
int) und fu¨r Gleitkommazahlen mit einfacher Genauigkeit (Typname: float) und doppelter
Genauigkeit (Typname: double) bereitgestellt.
Felddatentypen repra¨sentieren mehrdimensionale Felder von Basisdatentypen, wie sie in
vielen regelma¨ßigen wissenschaftlichen Anwendungen verwendet werden. Die Definition
in der Spezifikationssprache erfolgt mit Hilfe des array-Konstruktors unter Angabe der
Felddimensionen. Die Gro¨ße eines definierten Feldes ist statisch, d.h. Anzahl und Ausdehnung
der Felddimensionen stehen zum Spezifikationszeitpunkt fest.
Nutzerdatentypen erlauben die Verwendung von Typen, die nicht durch die zuvor genannten
Kategorien abgedeckt werden, z.B. unregelma¨ßige oder dynamische Typen. Die Spezifikation
erfolgt durch das Schlu¨sselwort usertype und der Angabe eines eindeutigen Typidentifika-
tors. Der Aufbau eines Nutzerdatentypen ist fu¨r das Compilerframework nicht sichtbar. Daher
mu¨ssen vom Anwender zusa¨tzliche Funktionen in Form einer Bibliothek zur Verfu¨gung gestellt
werden, um eine korrekte Behandlung im erzeugten Koordinationsprogramm sicherzustellen.
Listing 1 zeigt Beispieldefinitionen fu¨r eine Konstante n, einen Felddatentyp matrix und
einen Nutzerdatentyp graph.
4.1.2. Datenverteilungstypdefinitionen
Datenverteilungstypen geben an, wie die Elemente einer Datenstruktur auf eine Gruppe von Pro-
zessoren verteilt werden. Jeder Datenverteilungstyp besitzt einen zugrundeliegenden Datentyp,
der die fu¨r die Verteilung verfu¨gbaren Datenelemente beschreibt. Abha¨ngig von der Art dieses
Datentyps ko¨nnen Datenverteilungstypen als Felddatenverteilung (fu¨r Felddatentypen) oder
als Nutzerdatenverteilung (fu¨r Nutzerdatentypen) definiert werden. Fu¨r Felddatenverteilungen
werden Datenumverteilungsoperationen durch das Compilerframework bereitgestellt, wa¨hrend
fu¨r Nutzerdatenverteilungen der Anwender die entsprechende Funktionalita¨t in Form einer
Bibliothek zur Verfu¨gung stellen muss.
Felddatenverteilungen stellen eine Abbildung der Feldelemente auf eine Menge von p
Prozessoren dar. Da die Spezifikationssprache unabha¨ngig von einer spezifischen Plattform ist,
ist der konkrete Wert von p zum Zeitpunkt der Spezifikation nicht bekannt. Daher werden zur
Definition von Felddatenverteilungen parametrisierte Datenverteilungsvektoren [96] verwendet,
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Listing 2: Beispiel fu¨r die Definition einer zeilenblockweisen (rowblock) und einer spaltenzy-
klischen (colcyclic) Felddatenverteilung fu¨r den zuvor definierten Felddatentyp
matrix und Definition einer Nutzerdatenverteilung (partitioned) mit Identifi-
kationsparameter 2 fu¨r den zuvor definierten Nutzerdatentyp graph.
d i s t r i b matrix:rowblock = [block on p][ block on 1];
d i s t r i b matrix:colcyclic = [block on 1][ cyclic on p];
d i s t r i b graph:partitioned = u s e r d i s t r i b (2);
die die Beschreibung vieler regelma¨ßiger Datenverteilungen, die ha¨ufig in wissenschaftlichen
Anwendungen genutzt werden, unterstu¨tzen.
Ein parametrisierter Datenverteilungsvektor eines d-dimensionalen Feldes der Gro¨ße n1×
. . .×nd besitzt die Form ((m1,b1), . . . ,(md ,bd)). Die Eintra¨ge mi des Datenverteilungsvektors
ordnen p Prozessoren in einem virtuellen d-dimensionalen Gitter der Gro¨ße m1× . . .×md an,
wobei∏i=1,...,d mi = p gelten muss. Die Blockgro¨ßen bi geben an, wie viele zusammenha¨ngende
Feldelemente einer Dimension i, i = 1, . . . ,d, zu einem Block zusammengefasst werden. Die
entstehenden Blo¨cke werden reihum auf die mi Prozessoren in Dimension i verteilt. Daraus
ergibt sich eine Speicherung des Feldelementes mit Indexvektor (e1, . . . ,ed), 0 ≤ ei < ni fu¨r












Im Spezifikationsprogramm wird ein Datenverteilungsvektor durch Angabe eines Musters
[bsi on msi] fu¨r jede Dimension i des zugrundeliegenden Felddatentyps definiert. Dabei ist
msi ein arithmetischer Ausdruck abha¨ngig von der konkret verfu¨gbaren Prozessoranzahl p,
der die Gittergro¨ße mi beschreibt. Fu¨r die Definition der Blockgro¨ße bsi stehen die folgenden
Mo¨glichkeiten zur Verfu¨gung:
• cyclic fu¨hrt zu einer zyklischen Datenverteilung mit Blockgro¨ße bi = 1;
• block definiert eine blockweise Datenverteilung mit Blockgro¨ße bi = d nimi e;
• blockcyclic(bi) erlaubt die direkte Angabe der Blockgro¨ße bi und
• replic definiert eine replizierte Abspeicherung, d.h. alle Prozessoren der Dimension
erhalten alle Feldelemente.
Nutzerdatenverteilungen werden durch das Schlu¨sselwort userdistrib und der Anga-
be eines eindeutigen Identifikators spezifiziert. Listing 2 zeigt Beispieldefinitionen fu¨r zwei
Felddatenverteilungen und eine Nutzerdatenverteilung.
4.1.3. Basismoduldefinitionen
Die Definition eines Basismoduls erfolgt durch das Schlu¨sselwort cmtask und der Angabe
eines Modulnamens, einer Schnittstellenbeschreibung und eines Kostenausdrucks.
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Listing 3: Beispiel fu¨r die Definition eines Basismoduls BM mit einem Eingabeparameter a
vom Datentyp matrix und Datenverteilungstyp rowblock, einem Ausgabepa-
rameter b mit Datentyp graph und Datenverteilungstyp partitioned, einem
Kommunikationsparameter c mit Datentyp matrix und Kostenausdruck 1000/p.
cmtask BM (a:matrix: i n :rowblock , b:graph: out :partitioned ,
c:matrix:comm) runt ime 1000/p;
Die Schnittstellenbeschreibung wird als Liste formaler Parameter angegeben, wobei jeder
Parameter einen Datentyp und einen Zugriffstyp besitzt. Mo¨gliche Zugriffstypen sind in fu¨r
Eingabeparameter, out fu¨r Ausgabeparameter, inout fu¨r Ein- und Ausgabeparameter und
comm fu¨r Kommunikationsparameter, die zum Datenaustausch mit zeitgleich ausgefu¨hrten Mo-
dulen genutzt werden. Parameter, die fu¨r die Moduleingabe oder Modulausgabe genutzt werden,
ko¨nnen zusa¨tzlich einen Datenverteilungstyp zur Spezifikation der erwarteten Eingabeverteilung
bzw. der produzierten Ausgabeverteilung besitzen. Parameter mit einem Basisdatentyp werden
als Wertparameter u¨bergeben und ko¨nnen daher nur fu¨r die Moduleingabe genutzt werden.
Der Kostenausdruck gibt eine Abscha¨tzung der Ausfu¨hrungszeit des Moduls abha¨ngig von
der Anzahl der ausfu¨hrenden Prozessoren p und plattformabha¨ngiger Parameter an. Eine
ausfu¨hrliche Beschreibung wird im Rahmen des Kostenmodells in Abschnitt 4.2 gegeben.
Die Definition des Kostenausdrucks erfolgt nach der Schnittstellenbeschreibung und wird
durch das Schlu¨sselwort runtime eingeleitet. Listing 3 zeigt eine Beispielspezifikation eines
Basismoduls BM.
4.1.4. Verbundmoduldefinitionen
Ein Spezifikationsprogramm beinhaltet ein Hauptmodul, das als Einsprungspunkt fu¨r das Ko-
ordinationsprogramm dient und durch das Schlu¨sselwort cmmain definiert wird, und eine
beliebige Anzahl zusa¨tzlicher Verbundmodule, die durch das Schlu¨sselwort cmgraph definiert
werden. Dieses Schlu¨sselwort verdeutlicht, dass Verbundmodule analog zu den CM-task Gra-
phen die Abha¨ngigkeiten zwischen CM-tasks beschreiben. Alle Verbundmodule besitzen eine
analog zu den Basismodulen definierte Schnittstellenbeschreibung und einen Modulrumpf.
Der Modulrumpf entha¨lt Deklarationen lokaler Variablen und einen hierarchisch strukturier-
ten Modulausdruck, der aus Aufrufen anderer Basis- und Verbundmodule und Konstruktoren
zur Beschreibung der mo¨glichen Ausfu¨hrungsreihenfolgen besteht. Die folgende vereinfachte
Grammatik gibt einen U¨berblick u¨ber den Aufbau eines Modulausdrucks M.
M → seq { M1M2 . . .Mn } Ausfu¨hrung von M1, . . . ,Mn nacheinander
| par { M1M2 . . .Mn } Unabha¨ngigkeit von M1, . . . ,Mn
| for (i = 1 : n) { M1 } n-malige Ausfu¨hrung von M1 nacheinander
| while (cond)#It { M1 } wiederholte Ausfu¨hrung von M1 nacheinander,
It gibt die Gro¨ßenordnung der Iterationsanzahl an
| parfor (i = 1 : n) { M1 } Unabha¨ngigkeit fu¨r n Instanzen von M1
| if (cond) { M1 } bedingte Ausfu¨hrung von M1




C → BM (a1, . . . ,an); Ausfu¨hrung des Basismoduls BM
| VM (a1, . . . ,an); Ausfu¨hrung des Verbundmoduls VM
| cpar {C1C2 . . .Cn } zeitgleiche Ausfu¨hrung von C1, . . . ,Cn
| cparfor (i = 1 : n) {C1 } zeitgleiche Ausfu¨hrung von n Instanzen von C1
Der Aufbau eines Modulausdrucks ist zweistufig. Die untere Stufe, die durch das Nichttermi-
nalsymbol C repra¨sentiert wird, beinhaltet Modulaufrufe und Konstruktoren zur Spezifikation
einer zeitgleichen Ausfu¨hrung von Modulaufrufen. Die obere Stufe, fu¨r die das Nichttermi-
nalsymbol M verwendet wird, spezifiziert, welche Teilberechnungen nacheinander ausgefu¨hrt
werden mu¨ssen und welche Teilberechnungen unabha¨ngig voneinander sind. Die Konstruk-
toren der oberen Stufe sind in Anlehnung an das TwoL Modell [92] gewa¨hlt, wa¨hrend die
Konstruktoren der unteren Stufe eine Erweiterung dieses Modells darstellen.
Modulaufrufe werden unter Angabe des Modulnamens und einer Liste aktueller Parameter
a1, . . . ,an definiert. Die Anzahl und der Datentyp der aktuellen Parameter muss zu der zuvor
definierten Modulschnittstelle passen, wobei abha¨ngig vom spezifizierten Datentyp eines
formalen Parameters die folgenden A¨quivalenzregeln verwendet werden.
• Besitzt ein formaler Parameter einen Basisdatentyp, kann entweder eine Variable des
entsprechenden Typs oder ein arithmetischer Ausdruck u¨bergeben werden.
• Fu¨r Felddatentypen mu¨ssen Anzahl und Gro¨ße der Felddimensionen und der zugrunde-
liegende Basisdatentyp von aktuellem und formalem Parameter u¨bereinstimmen (struktu-
relle A¨quivalenz). Die Spezifikationssprache unterstu¨tzt die Verwendung von Zugriffs-
dimensionen, um Teile eines Feldes auszuwa¨hlen und als Parameter zu u¨bergeben. Bei-
spielsweise bewirkt ein aktueller Parameter a[2] fu¨r eine n×m Matrix a die U¨bergabe
eines Vektors der La¨nge m.
• Nutzerdatentypen sind nur zu sich selbst a¨quivalent (reine Namensa¨quivalenz), d.h. der
Datentyp von aktuellem und formalem Parameter muss u¨bereinstimmen.
Die Semantik der Konstruktoren ist wie folgt festgelegt. Die Anwendung des seq-Konstruk-
tors auf eine Liste von Teilmodulausdru¨cken M1, . . . ,Mn erfordert die vollsta¨ndige Abarbeitung
aller durch Mi definierten Teilberechnungen, bevor eine durch Mi+1 repra¨sentierte Berechnung
begonnen werden kann (i = 1, . . . ,n−1). Die for- und die while-Schleife erfordern eine
Nacheinanderausfu¨hrung der einzelnen Schleifeniterationen, d.h. eine Iteration muss komplett
abgearbeitet werden, bevor mit der Ausfu¨hrung der na¨chsten Iteration begonnen werden kann.
Die while-Schleife besitzt eine zusa¨tzliche Annotation, die eine Abscha¨tzung der Anzahl der
Schleifeniterationen angibt und zur Berechnung der Ausfu¨hrungskosten der Schleife in der
Schedulingphase des CM-task Compilers verwendet wird. Die zur Laufzeit der Anwendung
tatsa¨chlich ausgefu¨hrte Iterationsanzahl kann vom angegebenen Wert abweichen, woraus sich
jedoch ungenaue Kostenvorhersagen fu¨r die gesamte Anwendung ergeben.
Der par-Konstruktor definiert eine Menge von n Teilberechnungen M1, . . . ,Mn als vonein-
ander unabha¨ngig. Konkret bedeutet dies, dass keine Interaktionen zwischen Modulaufrufen in
den Teilausdru¨cken Mi und M j mit i 6= j stattfinden und keine Einschra¨nkungen bezu¨glich der
Ausfu¨hrungsreihenfolge von Mi und M j existieren. Analog gelten diese Festlegungen auch fu¨r
die einzelnen Iterationen einer parfor-Schleife.
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Die cpar- und cparfor-Konstruktoren erlauben die Definition von zeitgleich auszufu¨hren-
den Modulaufrufen, zwischen denen Interaktionen in Form von Kommunikation wa¨hrend der
Ausfu¨hrung mo¨glich sind.
Aufgrund der Semantik der Konstruktoren ko¨nnen nicht beliebige CM-task Graphen in
der Spezifikationssprache abgebildet werden. Die Klasse der erzeugbaren Graphen wird in
Anlehnung an serien-parallele(SP) Graphen [109] im Folgenden als erweiterte SP-Graphen
bezeichnet und kann wie folgt induktiv definiert werden.
Definition 5 (Erweiterter SP-Graph)
(i) Ein CM-task Graph G = (V,E) mit V = {A1, . . . ,An}, E = EP∪EC, EP = /0 und EC =
{(Ai,Ai+1) | i = 1, . . . ,n−1} ist ein erweiterter SP-Graph.
(ii) Seien G1 = (V1,E1), . . . ,Gn = (Vn,En) erweiterte SP-Graphen mit Ei = EiP ∪EiC fu¨r
i = 1, . . . ,n.
(a) Parallele Komposition: Der CM-task Graph G = (V,E) mit V = ∪i=1,...,nVi und
E = ∪i=1,...,nEi ist ebenfalls ein erweiterter SP-Graph.
(b) Sequentielle Komposition: Der CM-task Graph G = (V,E) mit V = ∪i=1,...,nVi,
E = EP ∪EC, EC = ∪i=1,...,nEiC und EP = (∪i=1,...,nEiP)∪ (∪i=1,...,n−1Ni×Ri+1)
ist ein erweiterter SP-Graph, wobei Ni ⊆ Vi die Menge der Knoten aus Gi ohne
ausgehende gerichtete Kante und Ri+1 ⊆Vi+1 die Menge der Knoten aus Gi+1 ohne
eingehende gerichtete Kante ist. 2
Fall (i) erfasst einzelne Knoten und CM-task Graphen ohne gerichtete Kanten, deren Knoten
als Kette durch bidirektionale Kanten verbunden sind. In der Spezifikationssprache werden
derartige Graphen durch Zusammenfassen von Modulaufrufen durch einen cpar-Konstruktor
definiert. Die parallele Komposition (ii,a) entspricht der Anwendung des par-Konstruktors
auf n Teilmodulausdru¨cke und die sequentielle Komposition (ii,b) korrespondiert mit der
Anwendung des seq-Konstruktors auf n Teilmodulausdru¨cke.
Ein Beispiel fu¨r einen erweiterten SP-Graph und der entsprechende Spezifikationsausschnitt
sind in Abbildung 8 dargestellt. Gema¨ß Fall (i) der Definition ist der Teilgraph bestehend aus
den Knoten C und D und der verbindenden Kante ein erweiterter SP-Graph. Durch sequentielle
Komposition des Knotens B, des zuvor genannten Teilgraphen und des Knotens E entsteht der
erweiterte SP-Graph mit Knoten B,C,D und E. Eine parallele Komposition mit dem erweiterten
SP-Graphen, der durch die Knoten F und G gema¨ß Fall (i) gebildet wird, resultiert in dem
Teilgraphen, der die Knoten B,C,D,E,F und G entha¨lt. Der letzte Schritt ist eine sequentielle
Komposition des Knotens A, des zuvor genannten Graphen und des Knotens H.
Viele Anwendungen aus dem Bereich des wissenschaftlichen Rechnens besitzen eine re-
gelma¨ßige Berechnungsstruktur mit aufeinander folgenden Berechnungsphasen, die unabha¨n-
gige oder miteinander kommunizierende Teilberechnungen beinhalten. Beispielsweise treten
diese Strukturen bei den in dieser Arbeit betrachteten Lo¨sern fu¨r Systeme gewo¨hnlicher Dif-
ferentialgleichungen oder den Anwendungsbenchmarks aus der Stro¨mungsdynamik auf (s.
auch Kapitel 6). Derartige Abha¨ngigkeitsbeziehungen ko¨nnen direkt als erweiterter SP-Graph
dargestellt und durch ein entsprechendes Spezifikationsprogramm definiert werden.
Die Spezifikation von Anwendungen mit einer unregelma¨ßigen Struktur setzt die Um-
wandlung in einen erweiterten SP-Graphen voraus. Diese Umwandlung kann durch Einfu¨gen
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Abbildung 8: Beispiel fu¨r einen erweiterten SP-Graph mit acht Knoten (links) und Ausschnitt
der zugeho¨rigen Verbundmodulspezifikation (rechts).
zusa¨tzlicher gerichteter Kanten in den zugeho¨rigen CM-task Graphen erreicht werden. Ein
mo¨gliches Vorgehen ist wie folgt. Zuna¨chst wird der gegebene CM-task Graph in den zugeho¨ri-
gen Supertask Graph transformiert (vgl. Abschnitt 3.2.1). Der entstehende Supertask Graph
wird durch Einfu¨gen zusa¨tzlicher Kanten in einen SP-Graph umgewandelt. Ein Algorithmus fu¨r
die Transformation allgemeiner gerichteter Graphen in SP-Graphen wird in [42] vorgestellt und
dabei aufgezeigt, dass der damit einhergehende Verlust an Parallelita¨t gering ist. Anschließend
werden die Supertasks durch die enthaltenen CM-tasks mit bidirektionalen Kanten gema¨ß Punkt
(i) von Definition 5 ersetzt und die gerichteten Kanten entsprechend angepasst.
Kommunikationsmuster zwischen Basismodulen
Die Konstruktoren der Spezifikationssprache und der daraus resultierende erweiterte SP-Graph
beschreiben die mo¨glichen Ausfu¨hrungsreihenfolgen der Module eines Programmes. Die kon-
kreten Interaktionen zwischen den Modulen werden durch die sich aus den aktuellen Parametern
der Modulaufrufe ergebenden Daten- und Kommunikationsabha¨ngigkeiten beschrieben.
Eine Kommunikationsabha¨ngigkeit besteht zwischen zwei oder mehr Basismodulaufrufen,
die aufgrund der verwendeten Konstruktoren (cpar oder cparfor) zeitgleich ausgefu¨hrt
werden mu¨ssen und einen identischen Kommunikationsparameter besitzen. Das erzeugte Koor-
dinationsprogramm stellt sicher, dass die an einer Kommunikationsabha¨ngigkeit beteiligten
Basismodule zur Laufzeit der Anwendung miteinander kommunizieren ko¨nnen. Die konkrete
Implementierung der Kommunikationsoperationen erfolgt durch den Anwendungsentwickler
innerhalb der Basismodulimplementierungen (s. Abschnitt 4.9 fu¨r ein Beispiel). Ein Basismodul
kann mehrere Kommunikationsparameter besitzen und somit an mehreren Kommunikations-
abha¨ngigkeiten beteiligt sein. Damit ko¨nnen zwischen zeitgleich ausgefu¨hrten Basismodulen
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cpar {
C(a/∗ in ∗/, b/∗ out ∗/, x/∗ comm ∗/);
D(c/∗ in ∗/, d/∗ out ∗/, x/∗ comm ∗/);
}
Abbildung 9: Beispiel fu¨r eine Spezifikation des Kommunikationsmusters I (links) und Illu-
stration der resultierenden Abha¨ngigkeiten zwischen den Modulen(rechts). Die
Module C und D kommunizieren mit Hilfe des Kommunikationsparameters x, der
beiden Modulen beim Aufruf zur Verfu¨gung gestellt wird.
eine Vielzahl verschiedener Kommunikationsmuster spezifiziert werden. Im Folgenden wird
eine Auswahl dieser Muster na¨her vorgestellt.
Kommunikationsmuster I Der einfachste Fall ist eine Kommunikation zwischen zwei zeit-
gleich ausgefu¨hrten Modulen. Diese Kommunikation kann sowohl einseitig als auch bidi-
rektional ablaufen. In beiden Fa¨llen mu¨ssen die beteiligten Module durch einen cpar oder
cparfor-Konstruktor kombiniert werden und einen gemeinsamen Kommunikationsparameter
verwenden. Abbildung 9 zeigt eine Mo¨glichkeit fu¨r die Spezifikation einer derartigen Kommuni-
kation und veranschaulicht die resultierenden Abha¨ngigkeiten. Die Zugriffstypen der Parameter
sind zum besseren Versta¨ndnis als Kommentar angegeben.
Kommunikationsmuster II In pipelineartigen Berechnungen wird eine feste Anzahl von
Stufen verwendet, wobei jedes Datenelement der Eingabe nacheinander alle Stufen durchla¨uft.
Daraus resultieren gerichtete Kommunikationsoperationen zwischen benachbarten Pipelinestu-
fen zur Weitergabe der Zwischenergebnisse.
Die Spezifikation einer Pipeline, in der jede Stufe durch ein Basismodul realisiert wird,
erfolgt durch Verwendung eines cpar-Konstruktors zur Kombination der entsprechenden
Modulaufrufe. Der Datenaustausch zwischen benachbarten Stufen wird durch jeweils einen
gemeinsam genutzten Kommunikationsparameter spezifiziert. Daraus folgt, dass jeder Modul-
aufruf (mit Ausnahme der ersten und der letzten Pipelinestufe) zwei Kommunikationsparameter
besitzen muss. Ein Ausschnitt eines Beispielprogrammes mit vier Stufen ist zusammen mit den
Kommunikationsabha¨ngigkeiten in Abbildung 10 dargestellt.
Kommunikationsmuster III Bei einem Master/Slave Programmieransatz wird zwischen
einem ausgezeichneten Master und einer Menge von Slaves unterschieden. Der Master ist fu¨r
die Verwaltung der zu erledigenden Rechenaufgaben und die Verteilung von Arbeitspaketen an
die Slaves verantwortlich. Die Slaves bearbeiten die zugewiesenen Aufgaben und senden das
Ergebnis an den Master. Daraus resultiert eine bidirektionale Kommunikation zwischen dem
Master und jedem der Slaves, wa¨hrend die einzelnen Slaves unabha¨ngig voneinander arbeiten.
Im CM-task Programmiermodell ko¨nnen sowohl der Master als auch jeder Slave durch ein
eigenes Modul dargestellt werden. Zur Realisierung der erforderlichen Kommunikationsope-




C(a1/∗ in ∗/,b1/∗ out ∗/,x1/∗ comm ∗/);
D(a2/∗ in ∗/,b2/∗ out ∗/,x1 ,x2/∗ comm ∗/);
E(a3/∗ in ∗/,b3/∗ out ∗/,x2 ,x3/∗ comm ∗/);
F(a4/∗ in ∗/,b4/∗ out ∗/,x3/∗ comm ∗/);
}
Abbildung 10: Beispielspezifikation fu¨r das Kommunikationsmuster II (links) und Veranschauli-
chung der resultierenden Abha¨ngigkeiten (rechts). Die Module C, D, E und F
bilden eine Pipeline und die Kommunikationsoperationen zwischen benachbar-
ten Pipelinestufen werden durch die Kommunikationsparameter x1,x2 und x3
angegeben.
cpar {
M(a/∗ in ∗/, b/∗ out ∗/,
x[1],...,x[n]/∗ comm ∗/);




Abbildung 11: Beispiel einer Spezifikation des Kommunikationsmusters III (links) und Illustrati-
on der zugeho¨rigen Abha¨ngigkeiten (rechts). Die cparfor-Schleife definiert
n Instanzen Si des Slave-Moduls S mit jeweils einem Kommunikationsparame-
ter x[i], i = 1, . . . ,n. Der cpar-Konstruktor definiert die zeitgleiche Ausfu¨hrung
des Master-Moduls M mit n Kommunikationsparametern x[1], . . . ,x[n] und aller
Slaves Si. Kommunikationsoperationen sind zwischen M und Si aufgrund des
gemeinsamen Kommunikationsparameters x[i] mo¨glich, wa¨hrend die einzelnen
Instanzen der Slaves nicht miteinander kommunizieren ko¨nnen.
Spezifikation eines Master/Slave Ansatzes mit den resultierenden Abha¨ngigkeiten ist in Abbil-
dung 11 dargestellt.
Kommunikationsmuster IV Mit Hilfe der Spezifikationssprache kann ebenfalls ein gitter-
basiertes Kommunikationsmuster spezifiziert werden. In diesem Kommunikationsmuster wird
eine feste Anzahl von Basismodulen in einem virtuellen Gitter angeordnet, wobei Basismo-
dule, die in einer Gitterdimension benachbart sind, miteinander kommunizieren ko¨nnen. Die
Nachbarschaftsbeziehung kann dabei auch periodisch definiert sein, d.h. dass ebenfalls eine
Kommunikation zwischen dem Modul mit minimaler und dem Modul mit maximaler Gitterko-
ordinate in einer Dimension stattfindet.
Ein Anwendungsbeispiel fu¨r dieses Kommunikationsmuster sind Simulationsprogramme mit
einem globalen Lo¨sungsgebiet, das in einer oder mehreren Koordinatenrichtungen in teilweise
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c p a r f o r (i=0:m−1) {
c p a r f o r (j=0:n−1) {
C(i, j/∗ in ∗/,
x[i][j]/∗ comm , rechts ∗/,
y[i][j]/∗ comm , unten ∗/,
x[i][(j−1)%n]/∗ comm , links ∗/,
y[(i−1)%m][j]/∗ comm , oben ∗/);
}
}
Abbildung 12: Beispiel fu¨r eine Spezifikation des Kommunikationsmusters IV (links) und
Illustration der entstehenden Kommunikationsabha¨ngigkeiten (rechts). Die
cparfor-Schleifen erzeugen nm Instanzen des Basismoduls C, die in ei-
nem virtuellen n×m Gitter angeordnet sind. Der Kommunikationsparameter
x definiert einen Datenaustausch zwischen Modulen mit benachbarten hori-
zontalen Gitterkoordinaten und der Kommunikationsparameter y spezifiziert
Kommunikation zwischen vertikal benachbarten Modulen.
u¨berlappende Teilgebiete aufgeteilt ist und in regelma¨ßigen Absta¨nden ein Randwertaustausch
zwischen den Teilgebieten beno¨tigt wird (s. auch die in Abschnitt 6.2.2 betrachteten Anwen-
dungsbeispiele).
Abbildung 12 veranschaulicht die Spezifikation eines zweidimensionalen Gitters mit periodi-
scher Kommunikation. Da jedes Modul im zweidimensionalen Fall Daten mit vier benachbarten
Modulen austauscht, werden fu¨r jeden Modulaufruf vier Kommunikationsparameter beno¨tigt,
wobei jeder Parameter mit genau einem Nachbarmodul gemeinsam genutzt wird.
Kommunikationsmuster V Die bisher betrachteten Kommunikationsmuster basieren auf
Kommunikationsoperationen, die zwischen jeweils zwei Modulen ausgefu¨hrt werden. Zusa¨tz-
lich erlaubt die Spezifikationssprache auch die Definition eines kollektiven Datenaustauschs
zwischen mehr als zwei zeitgleich ausgefu¨hrten Modulen, um bspw. ein berechnetes Zwischen-
ergebnis eines Moduls global zur Verfu¨gung zu stellen.
Die Spezifikation dieses Kommunikationsmusters erfolgt durch Verwendung eines iden-
tischen Kommunikationsparameters fu¨r alle beteiligten Modulaufrufe. Ein Beispiel fu¨r die
Definition kollektiver Kommunikation (z.B. eines Broadcasts) zwischen n Modulen ist in
Abbildung 13 dargestellt.
Kommunikationsmuster VI Ein Spezialfall des Kommunikationsmusters V ist die orthogo-
nale Kommunikation, bei der nur bestimmte Prozessoren von zeitgleich ausgefu¨hrten Modulen
Daten untereinander austauschen. Orthogonale Kommunikation tritt bspw. bei Gleichungslo¨sern
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Abbildung 13: Beispiel fu¨r eine Spezifikation des Kommunikationsmusters V (links) und Illustra-
tion der zugeho¨rigen Kommunikationsabha¨ngigkeiten (rechts). Die cparfor-
Schleife definiert n Instanzen C1, . . . ,Cn des Basismoduls C, die den identischen
Kommunikationsparameter x verwenden. Daraus resultiert eine einzige Kom-
munikationsabha¨ngigkeit, die alle n Modulinstanzen umfasst.
fu¨r gewo¨hnliche Differentialgleichungssysteme auf (s. auch Abschnitt 4.1.5 fu¨r ein Beispiel).
Der Datenaustausch zwischen den Modulen dieser Anwendungsprogramme kann durch eine
Anordnung der Prozessoren in einem virtuellen zweidimensionalen Gitter optimiert werden,
falls jedes Modul durch eine identische Prozessorzahl ausgefu¨hrt wird [93, 100]. Jeder Prozessor
ist dabei an zwei verschiedenen Kommunikationstypen beteiligt:
(i) der Kommunikation zwischen Prozessoren, die dasselbe Modul ausfu¨hren, und
(ii) der Kommunikation zwischen Prozessoren mit derselben Position innerhalb eines Mo-
duls.
Eine Illustration ist in Abbildung 14(links) fu¨r drei Module mit jeweils sechs Prozessoren
angegeben.
Die Spezifikation des orthogonalen Kommunikationsmusters erfolgt analog zu Kommunika-
tionsmuster V, d.h. es wird ein allgemeiner kollektiver Datenaustausch spezifiziert, so dass das
CM-task Compilerframework den Basismodulen einen externen Kommunikator mit den Prozes-
soren aller beteiligter Module bereitstellt. Zur Realisierung orthogonaler Kommunikation muss
innerhalb der Basismodule zuna¨chst ein Kommunikator erzeugt werden, der die Prozessoren
mit identischer Position innerhalb der die Module ausfu¨hrenden Prozessorgruppen entha¨lt. Ab-
bildung 14(rechts) zeigt ein Beispiel einer Spezifikation und einer Basismodulimplementierung.
Eine genauere Beschreibung der Basismodulparameter wird in Abschnitt 4.9 gegeben.
4.1.5. Beispiel: Iterierte Runge-Kutta Verfahren
Als Beispiel fu¨r die Spezifikation eines CM-task Programmes werden iterierte Runge-Kutta
(IRK) Verfahren betrachtet. IRK Verfahren sind explizite Lo¨sungsverfahren fu¨r Anfangswert-
probleme nichtsteifer Systeme von gewo¨hnlichen Differentialgleichungen (ordinary differential
equations, ODEs), die speziell fu¨r eine parallele Verarbeitung entwickelt wurden [97]. Die
Grundlage bilden implizite Runge-Kutta Verfahren, die in jedem Zeitschritt s Stufenvektoren
durch ein System impliziter Gleichungen berechnen. Die Anzahl der berechneten Stufenvek-
toren wird durch das zugrundeliegende RK Verfahren festgelegt. IRK Verfahren berechnen
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/∗ Spezifikation ∗/
c p a r f o r (i=1:3) { C(i, ort/∗ comm ∗/); }
/∗ Basismodulimplementierung ∗/
vo id C( i n t i, CMC COMM DESC ort ,
MPI Comm gcomm) {
i n t me; MPI Comm ortcomm;
/∗ Gruppenposition bestimmen ∗/
MPI Comm rank (gcomm , &me);
/∗ orthogonalen Kommunikator erzeugen ∗/
MPI Comm split (ort.ecomm ,me ,0,& ortcomm );
/∗ interner Broadcast ∗/
MPI Bcast (&i,..., gcomm);
/∗ orthogonaler Broadcast ∗/
MPI Bcast (&i,..., ortcomm );
MPI Comm free (& ortcomm );
}
Abbildung 14: Beispiel fu¨r die Spezifikation und Implementierung eines orthogonalen Kom-
munikationsmusters (links) und Illustration der resultierenden Kommunikati-
onsoperationen (rechts). Drei Basismodule C1, C2 und C3 werden auf den
Prozessorgruppen {P1, . . . ,P6}, {P7, . . . ,P12} bzw. {P13, . . . ,P18} ausgefu¨hrt.
Interne Kommunikation findet innerhalb der jeweiligen ausfu¨hrenden Prozes-
sorgruppe statt, wa¨hrend orthogonale Kommunikation zwischen Prozessoren
mit derselben Position innerhalb der CM-tasks (z.B. in der Gruppe {P1,P7,P13})
stattfindet. Die Spezifikation erfolgt analog zum Kommunikationsmuster V (s.
Abbildung 13) durch einen cparfor-Konstruktor. Die Basismodulimplemen-
tierung erha¨lt als Parameter eine Kommunikationsstruktur ort (s. Abschnitt
4.6 fu¨r den Aufbau), die einen externen Kommunikator ort.ecomm mit allen
Prozessoren ({P1, . . . ,P18}) entha¨lt, und einen Gruppenkommunikator gcomm,
der die ausfu¨hrenden Prozessoren des jeweiligen Basismoduls entha¨lt. Anhand
der Position im Gruppenkommunikator (me) wird ein Kommunikator ortcomm
fu¨r orthogonale Kommunikationsoperationen erzeugt.
Approximationen µ l( j) dieser Stufenvektoren mit m Fixpunktiterationsschritten und sind durch
folgendes Berechnungsschema gekennzeichnet:
µ l(0) = f (xk,yk), l = 1, . . . ,s (1)
µ l( j) = f
(






, l = 1, . . . ,s, j = 1, . . . ,m (2)





Dabei geben hk die Schrittweite, xk den Zeitindex und yk den Na¨herungsvektor des ODE
Systems im k-ten Zeitschritt an. Die Koeffizienten A = (ali) ∈ Rs×s, b = (b1, . . . ,bs) ∈ Rs
48
4.1. Spezifikationssprache
und c = (c1, . . . ,cs) ∈ Rs beschreiben das zugrundeliegende RK Verfahren. Die Funktion
f : R×Rn→ Rn definiert das ODE System der Dimension n. Fu¨r die Schrittweitenkontrolle,
die nicht im Berechnungsschema aufgefu¨hrt ist, werden die Stufenvektorapproximationen µ l(m)
und µ l(m−1) verwendet.
Eine parallele Implementierung von IRK Verfahren kann zwei Quellen potentieller Pa-
rallelita¨t ausnutzen. Einerseits kann die Berechnung der n Komponenten des ODE Systems
parallelisiert werden und andererseits kann die Berechnung der s Stufenvektoren eines Fix-
punktiterationsschrittes parallel ausgefu¨hrt werden. Listing 4 zeigt ein Spezifikationsprogramm
fu¨r IRK Verfahren, das beide Parallelita¨tsquellen ausnutzt. Im ersten Spezifikationsteil (Zeilen
1-3) werden Konstanten fu¨r die Anzahl der berechneten Stufenvektoren s, die Gro¨ße des ODE
Systems n und die Anzahl der Fixpunktiterationsschritte m des Verfahrens definiert.
Datentypen werden in den Zeilen 4-6 fu¨r Vektoren der La¨nge 1 zur Darstellung des Zeitinde-
xes und der Schrittweite (Typname: scalar), fu¨r Vektoren der La¨nge n zur Darstellung eines
einzelnen Stufenvektors (Typname: vector) und fu¨r s × n Matrizen zur Repra¨sentation aller
s Stufenvektoren (Typname: svectors) definiert. Der Datentyp scalar stellt analog zum
Basisdatentyp double einzelne Gleitkommazahlen dar, kann aber im Gegensatz zu diesem
Basisdatentyp als Ausgabeparameter eines Modulaufrufs verwendet werden.
Die Datenverteilungstypdefinitionen (Zeilen 7-9) umfassen die Spezifikation einer replizier-
ten Verteilung fu¨r skalare Variablen (Typname: sreplic), einer blockweisen Verteilung fu¨r
Vektoren (Typname: vblock) und einer spaltenblockweisen Verteilung fu¨r Stufenvektorma-
trizen (Typname: sblock). Die spaltenblockweise Verteilung ordnet jedem Prozessor d npe
aufeinanderfolgende Elemente jedes Stufenvektors zu.
Basismodule werden zur Initialisierung der Schrittweite (init step), zur Berechnung
eines Stufenvektors (stage vector), zur Aktualisierung des Na¨herungsvektors eines Zeit-
schrittes (compute approx) und zur Schrittweitenkontrolle (step control) definiert.
Das Modul init step (Zeile 10) initialisiert den Zeitindex x, berechnet eine erste Schritt-
weite h und legt eine Kopie des eingegebenen Na¨herungsvektors y k im Hilfsvektor y k1 an.
Die Kostenausdru¨cke im Spezifikationsprogramm, die fu¨r Basismodule nach dem Schlu¨sselwort
runtime spezifiziert werden, basieren auf den Herleitungen symbolischer Laufzeitformeln
fu¨r IRK Verfahren in [93] und werden in Abschnitt 4.2 na¨her betrachtet.
Das Modul stage vector (Zeile 11) implementiert Gleichungen (1) und (2) zur Berech-
nung eines Stufenvektors µ l , der durch den Eingabeparameter l bestimmt wird. Die Ausgabe
besteht aus den Vektoren µ l(m) und µ
l
(m−1), die durch die Variablen mu l bzw. mu1 l repra¨sen-
tiert werden. Als Ausgabedatenverteilung der berechneten Vektoren wird eine blockweise
Verteilung (vblock) festgelegt. Der Kommunikationsparameter ort erlaubt dem Modul,
wa¨hrend der Ausfu¨hrung Daten mit anderen Modulen auszutauschen.
Das Modul compute approx (Zeile 12) beinhaltet Gleichung (3) zur Aktualisierung
des Na¨herungsvektors y k basierend auf allen s berechneten Stufenvektoren, die durch den
Eingabeparameter mu zur Verfu¨gung gestellt werden.
Die Schrittweitenkontrolle im Modul step control (Zeile 13) entscheidet, ob der neu
berechnete Na¨herungsvektor einer vorgegebenen Genauigkeit genu¨gt, oder ob der Zeitschritt
mit einer geringeren Schrittweite wiederholt werden muss. In ersterem Fall wird die Kopie des
Na¨herungsvektors in y k1 aktualisiert, wohingegen in letzterem Fall die zuvor gespeicherte
Kopie in y k wiederhergestellt wird. In beiden Fa¨llen wird eine neue Schrittweite h und ein
neuer Zeitindex x ausgegeben.
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Listing 4: Spezifikationsprogramm fu¨r Iterierte Runge-Kutta Verfahren.
1
// Konstantendefinitionen
c on s t s = 3; // Anzahl Stufenvektoren
2 c on s t n = 1000; // Gro¨ße des ODE Systems
3 c on s t m = 5; // Anzahl Fixpunktiterationsschritte
// Datentypdefinitionen
4 type scalar = ar ray [1] o f doub le ; // Gleitkommazahl
5 type vector = ar ray [n] o f doub le ; // Vektor der La¨nge n
6 type svectors = ar ray [s][n] o f doub le ; // s×n Matrix
// Datenverteilungstypdefinitionen
7 d i s t r i b scalar:sreplic = [replic on p]; // repliziert
8 d i s t r i b vector:vblock = [block on p]; // blockweise
9 d i s t r i b svectors:sblock = [block on 1][ block on p];// spaltenblock
// Basismoduldefinitionen
// Initialisierung
10 cmtask init step (x,h:scalar: out :sreplic , y k :vector: in ,
y k1 :vector: out )
runt ime n/p∗ T op +n/p∗ T eval + T ar (p,1)+ T ag (p,n/p);
// Berechnung eines Stufenvektors l
11 cmtask stage vector (l: i n t , x,h:scalar: i n :sreplic , y k :vector: in ,
mu1 l , mu l :vector: out :vblock , ort:vector:comm) runt ime
m∗n/p∗ T eval +m∗(s+1)∗n/p∗ T op +m∗ T ag (p,n/p)+m∗ T ag (s,n/p);
// Berechnung des Na¨herungsvektors
12 cmtask compute approx (h:scalar: i n :sreplic , y k :vector: inout ,
mu:svectors: i n :sblock) runt ime n∗s/p∗ T op ;
// Schrittweitenkontrolle
13 cmtask step control (x,h:scalar: i n ou t :sreplic ,y k , y k1 :vector: inout ,
mu,mu1:svectors: i n :sblock) runt ime n∗s/p∗ T op + T ar (p,1);
// Hauptmoduldefinition
14 cmmain irk ( y k :vector: i n ou t ) {
// Deklaration lokaler Variablen
15 var x, h : scalar; // Zeitindex und Schrittweite
16 var y k1 : vector; // Kopie des Na¨herungsvektors
17 var ort : vector; // Vektor fu¨r orthogonale Kommunikation
18 var mu , mu1 : svectors; // Stufenvektoren
19 var i : i n t ;
// Modulausdruck
20 seq {
21 init step (x,h,y k , y k1 ); // Initialisierung
22 wh i l e (x[0]<X)#100 { // Schleife mit 100 Zeitschritten
23 seq {
24 c p a r f o r (i = 0:s−1) { // Schleife zur Stufenvektorberechnung
25 stage vector (i,x,h,y k ,mu1[i],mu[i], ort);
26 }
27 compute approx (h,y k ,mu); // Berechnung neue Approximation
28 step control (x,h,y k ,y k1 ,mu ,mu1); // Schrittweitenkontrolle
29 }}}}
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Die Definition des Hauptmoduls irk (Zeile 14) beinhaltet die Definition von lokalen Varia-
blen zur Speicherung von Zwischenergebnissen und einen Modulausdruck, der die Abha¨ngig-
keiten der Modulaufrufe beschreibt. Die while-Schleife (Zeile 22) fu¨hrt die Zeitschritte des
IRK Verfahrens aus und wird abgebrochen, wenn ein vorgegebener Zeitindex X erreicht wird.
Der Zugriff auf den aktuellen Zeitindex erfolgt durch x[0], da zur Abspeicherung ein Vektor
der La¨nge 1 verwendet wird. Die Gro¨ßenordnung fu¨r die Anzahl der ausgefu¨hrten Schleifenite-
rationen wird mit 100 angegeben. Bei der tatsa¨chlichen Ausfu¨hrung der Anwendung ko¨nnen
abha¨ngig von X und dem Konvergenzverhalten des Verfahrens abweichende Iterationsanzahlen
auftreten.
Der Schleifenrumpf der while-Schleife beinhaltet eine cparfor-Schleife (Zeile 24) zur
Spezifikation von s Aufrufen des Basismoduls stage vector, wobei jeder Aufruf einen
Stufenvektor berechnet. Der gemeinsam verwendete Kommunikationsparameter ort beschreibt
einen Datenaustausch zwischen diesen s Modulinstanzen. Ein Datenaustausch ist erforderlich,
da jeder Fixpunktiterationsschritt von den Stufenvektoren des vorherigen Schrittes abha¨ngig
ist (vgl. Gleichung (2)). Die Realisierung dieses Datenaustauschs erfolgt durch orthogonale
Kommunikation (Kommunikationsmuster VI, s. Abbildung 14 auf Seite 48).
Die nachfolgenden Aufrufe der Module compute approx (Zeile 27) und step control
(Zeile 28) beno¨tigen alle berechneten Stufenvektoren und mu¨ssen aufgrund vorhandener Daten-
abha¨ngigkeiten nacheinander ausgefu¨hrt werden.
Die schrittweise Transformation des angegebenen Spezifikationsprogrammes in ein ausfu¨hr-
bares Koordinationsprogramm wird in den Abschnitten 4.3, 4.4, 4.5 und 4.6 beschrieben. Kapitel
6 entha¨lt Laufzeitmessungen auf verschiedenen Plattformen und einen Vergleich der durch den
CM-task Compiler erzeugten Programmversion mit einer datenparallelen Implementierung, die
alle Stufenvektoren nacheinander durch alle Prozessoren berechnet.
4.2. Kostenmodell und Plattformbeschreibung
Der Transformationsprozess des CM-task Compilers beruht auf einem Kostenmodell, durch
das die Auswirkungen verschiedener Entscheidungen in der Schedulingphase auf die Laufzeit
der Anwendung abgescha¨tzt wird. Kosteninformationen werden fu¨r die Ausfu¨hrung von Basis-
und Verbundmodulen und fu¨r die Kommunikationsoperationen zwischen diesen Modulen
beno¨tigt. Die Kosten von Basismodulen werden durch den Anwender spezifiziert, wohingegen
die Ausfu¨hrungskosten von Verbundmodulen und Datenumverteilungsoperationen im CM-task
Compiler berechnet werden.
Die Definition der Basismodulkosten erfolgt in Form symbolischer Laufzeitformeln in ge-
schlossener Form [60, 95]. Eine symbolische Laufzeitformel TA fu¨r ein Basismodul A beschreibt
die Ausfu¨hrungszeit von A in Abha¨ngigkeit von der Anzahl ausfu¨hrender Prozessoren p. Der
Aufbau von TA spiegelt die interne Berechnungs- und Kommunikationsstruktur von A wider,





wobei ops die Anzahl arithmetischer Operationen von A angibt, Top die mittlere Ausfu¨hrungszeit
einer arithmetischen Operation auf der Zielplattform ist und Tcomm die Summe der internen
Kommunikationszeiten von A angibt.
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Die Kommunikationszeit Tcomm ha¨ngt von der Anzahl und der Art der ausgefu¨hrten Kom-
munikationsoperationen ab und wird basierend auf Kostenformeln fu¨r die einzelnen Kommu-
nikationsprimitive beschrieben. Die durch die MPI Bibliothek [68] zur Verfu¨gung gestellten
Primitive umfassen Punkt-zu-Punkt Kommunikationsoperationen, deren Laufzeit von der zu
u¨bertragenden Datenmenge b abha¨ngt, und kollektive Kommunikationsoperationen, deren
Laufzeit zusa¨tzlich von der Anzahl der beteiligten Prozessoren p abha¨ngt. Beispielsweise kann
die Ausfu¨hrungszeit einer Broadcastoperation, die zur Kommunikation einen Binomialbaum
der Tiefe log(p) verwendet, durch eine Funktion der Form
Tbc(p,b) = (τ+ tc ∗ log(p))∗b
abgescha¨tzt werden. Dabei geben τ und tc hardwareabha¨ngige Parameter an, die durch Kurven-
anpassung von Messwerten ermittelt werden ko¨nnen.
Eine geeignete Laufzeitformel fu¨r ein gegebenes Basismodul kann per Hand erstellt oder mit
Hilfe eines Softwarewerkzeugs wie SCAPP [59] aus dem Programmquelltext extrahiert werden.
Fu¨r die Berechnung eines Stufenvektors in einem s-stufigen iterierten Runge-Kutta(IRK)








ermittelt [93]. Dabei entspricht Teval der Auswertungszeit einer Komponente des ODE Sy-
stems der Gro¨ße n und Tag(p,b) beschreibt die Laufzeit einer Multibroadcast-Operation
(MPI Allgather()) in Abha¨ngigkeit von der Prozessoranzahl p und der Datenmenge b.
Das konkrete Aussehen einer Laufzeitformel ist von der verwendeten Zielplattform un-
abha¨ngig und wird daher in der Spezifikationssprache zusammen mit dem entsprechenden
Basismodul definiert (s. Abschnitt 4.1.5 fu¨r ein Beispiel). Die hardwareabha¨ngigen Parameter
werden in einer separaten, weiter unten vorgestellten Plattformbeschreibung angegeben.
Die Ausfu¨hrungszeit eines Verbundmoduls ha¨ngt von den enthaltenen Berechnungen und
den beno¨tigten Kommunikationsoperationen ab und wird durch hierarchisches Scheduling
ermittelt (s. Abschnitt 5.2). Die Kosten von Datenumverteilungsoperationen ha¨ngen von der
u¨bertragenen Datenmenge und der Punkt-zu-Punkt Kommunikationsleistung der Zielplattform
ab. Die Datenmenge wird aus den spezifizierten Felddatenverteilungstypen ermittelt, wa¨hrend
die Kommunikationsleistung durch die im Folgenden besprochene Plattformbeschreibung
definiert wird. Fu¨r Datenumverteilungsoperationen unter Beteiligung von Nutzerdatentypen
und Nutzerdatenverteilungen erfolgt keine Kostenberechnung, da der Aufbau dieser Typen und
Verteilungen fu¨r den CM-task Compiler nicht sichtbar ist.
Plattformbeschreibung
Die Plattformbeschreibung stellt Informationen u¨ber die Anzahl der verfu¨gbaren Prozessoren
und die Rechen- und Kommunikationsleistung eines parallelen Rechensystems zur Verfu¨gung.
Die Beschreibung erfolgt in Form von Konstanten- und Funktionsdefinitionen, wobei die
Konstante P fu¨r die verfu¨gbare Prozessorzahl vordefiniert ist und die Punkt-zu-Punkt Kommu-
nikationsleistung durch eine Funktion der Form T p2p(b) angegeben werden muss. Diese
Funktion wird durch den CM-task Compiler zur Bestimmung der Datenumverteilungskosten
fu¨r Felddatenverteilungen verwendet. Weitere Konstanten und Funktionen ko¨nnen frei gewa¨hlt
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Listing 5: Beispiel fu¨r die Beschreibung einer Plattform mit P=48 Prozessoren. Es werden die
mittlere Ausfu¨hrungszeit einer arithmetischen Operation T op, die Punkt-zu-Punkt
Kommunikationszeit T p2p abha¨ngig von der Datenmenge b und die Laufzeit T bc




T op = 69e−9;
T p2p (b) = 2e−6+12e−10∗b;
T bc (p,b) = (0.038+0.474/1000000∗ l o g (p))∗b;
}
und danach in den Laufzeitformeln eines Spezifikationsprogrammes genutzt werden. Listing 5
zeigt ein Beispiel fu¨r die Beschreibung einer Plattform mit P=48 Prozessoren.
4.3. Erweiterte Spezifikationssprache
Die erweiterte Spezifikationssprache definiert die Syntax von erweiterten Spezifikationspro-
grammen, die als Ausgabe der Analysephase des CM-task Compilers erzeugt werden. Die
Analysephase erkennt basierend auf den spezifizierten Variablenzugriffen und den verwendeten
Konstruktoren die in einem gegebenen Spezifikationsprogramm implizit vorhandenen Daten-
und Kommunikationsabha¨ngigkeiten. Abbildung 15 stellt die in der Analysephase erkannten
Abha¨ngigkeiten des Spezifikationsprogrammes fu¨r IRK Verfahren graphisch dar.
Zur expliziten Darstellung der Abha¨ngigkeiten wird in der erweiterten Spezifikationsspra-
che die Syntax von Verbundmoduldefinitionen gegenu¨ber der in Abschnitt 4.1 beschriebenen
Spezifikationssprache vera¨ndert. Die erweiterte Spezifikationssprache definiert zusa¨tzliche
Annotationen fu¨r Identifikatoren, Kommunikations- und Datenabha¨ngigkeiten, die im Folgen-
den vorgestellt werden. Die Syntax der erweiterten Spezifikationssprache wird anhand einer
kontextfreien Grammatik im Anhang Abschnitt B.2 definiert.
Annotation von Identifikatoren In der erweiterten Spezifikationssprache wird jedem Basis-
und Verbundmodulaufruf sowie jedem for-, while- und if-Konstrukt ein eindeutiger Identi-
fikator zugeordnet. Diese Identifikatoren werden in den annotierten Daten- und Kommunikati-
onsabha¨ngigkeiten zur Spezifikation der beteiligten Konstrukte verwendet. Ein Identifikator ist
ein im entsprechenden Verbundmodul eindeutiger Bezeichner, der am zugeho¨rigen Konstrukt
annotiert wird. Das folgende Beispiel verdeutlicht die Annotation eines Identifikators n1 an
einem Aufruf des Moduls A mit aktuellen Parametern x,y und z, wobei die gegenu¨ber der
Spezifikationssprache hinzugefu¨gte Annotation grau hinterlegt ist.
n1: A(x, y, z);
Annotation von Kommunikationsabha¨ngigkeiten Eine Kommunikationsabha¨ngigkeit be-
steht zwischen n Basismodulaufrufen mit einem gemeinsamen Kommunikationsparameter,
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Eingabe: y_k
init_step


































Abbildung 15: Illustration der Daten- und Kommunikationsabha¨ngigkeiten im Hauptmodul
irk des Spezifikationsprogrammes fu¨r Iterierte Runge-Kutta Verfahren (s. Li-
sting 4 auf Seite 50). Die angegebenen Eingabe- und Ausgabeparameter des
Hauptmoduls und der Modulaufrufe werden vom Anwendungsprogrammierer
spezifiziert. Die Eingabe- und Ausgabeparameter der while-Schleife werden
in der Analysephase des CM-task Compilers aus den Variablenzugriffen des
Schleifenrumpfes bestimmt und werden intern verwendet. Diese Parameter
sind fu¨r den Anwendungsprogrammierer nicht sichtbar.
Zwischen den drei Aufrufen des Moduls stage vector besteht eine Kom-
munikationsabha¨ngigkeit fu¨r die Variable ort, die durch zwei bidirektionale
Kanten dargestellt ist.
Datenabha¨ngigkeiten verlaufen entweder komplett außerhalb oder komplett
innerhalb der while-Schleife und verbinden einen Schreibzugriff auf eine
Variable mit einem nachfolgend auszufu¨hrenden Lesezugriff. Fu¨r den Lese-
zugriff auf die Variable mu durch das Modul compute approx werden drei
Datenabha¨ngigkeiten (fu¨r mu[0], mu[1] und mu[2]) eingefu¨gt, da durch
jeden Modulaufruf von stage vector nur ein Teil der fu¨r den Lesezugriff
beno¨tigten Daten zur Verfu¨gung gestellt wird.
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d.h. einem aktuellen Parameter mit Zugriffstyp comm. Die Annotation von Kommunikations-
abha¨ngigkeiten erfolgt in der erweiterten Spezifikationssprache durch das crels-Konstrukt.
Der Name des Konstrukts dru¨ckt aus, dass in der Schedulingphase des CM-task Compilers aus
den annotierten Kommunikationsabha¨ngigkeiten die C-Relationen des CM-task Programmes
konstruiert werden. Ein crels-Konstrukt entha¨lt eine Menge von Kommunikationsabha¨ngig-
keiten, wobei eine einzelne Abha¨ngigkeit die Form
(id1--id2--id3--...--idn, commvar)
besitzt. Dabei geben id1,...,idn die Identifikatoren der n an der jeweiligen Kommunikati-
onsabha¨ngigkeit beteiligten Basismodulaufrufe und commvar den Namen des gemeinsamen
Kommunikationsparameters an. Das Trennsymbol zwischen den einzelnen Identifikatoren (--)
symbolisiert die Symmetrie Kommunikationsabha¨ngigkeiten.
Annotation von Datenabha¨ngigkeiten Eine Datenabha¨ngigkeit verbindet einen Schreib-
zugriff auf eine Variable mit einem nachfolgend auszufu¨hrenden Lesezugriff auf dieselbe
Variable. In der erweiterten Spezifikationssprache werden Datenabha¨ngigkeiten innerhalb des
prels-Konstrukt definiert. Der Name des Konstrukts dru¨ckt aus, dass die annotierten Daten-
abha¨ngigkeiten die P-Relationen des CM-task Programmes beschreiben. Ein prels-Konstrukt
entha¨lt eine Menge von Datenabha¨ngigkeiten, die jeweils die Form
(source->target, {var1,...,varm})
besitzen. Dabei gibt source den Identifikator des Schreibzugriffes und target den Identifi-
kator des Lesezugriffes der Abha¨ngigkeit an. Als Trennsymbol wird ein Pfeil (->) verwendet,
der die Richtung der Abha¨ngigkeit anzeigt. Die Menge von Variablen {var1,...,varm}
gibt m Ausgabewerte des Schreibzugriffes an, die als Eingabe fu¨r den Lesezugriff der Abha¨ngig-
keit beno¨tigt werden.
Beispiel: Iterierte Runge-Kutta Verfahren
Das erweiterte Spezifikationsprogramm fu¨r IRK Verfahren unterscheidet sich vom urspru¨ngli-
chen Spezifikationsprogramm (s. Listing 4 auf Seite 50) nur in der Definition des Hauptmoduls
irk. Listing 6 zeigt diese vera¨nderte Hauptmoduldefinition. Die hinzugefu¨gten Identifikatoren
fu¨r die Modulaufrufe und die while-Schleife sind automatisch aus der hierarchischen Struktur
des Modulausdrucks generierte Namen. Die annotierten Daten- und Kommunikationsabha¨ngig-
keiten sind in Abbildung 15 graphisch dargestellt.
Das erweiterte Spezifikationsprogramm entha¨lt eine Kommunikationsabha¨ngigkeit (Zeile 9),
die zwischen den s=3 Instanzen des Basismodulaufrufs stage vector aufgrund des ge-
meinsamen Kommunikationsparameters ort besteht. Zur Auswahl der genauen Instanz des
Modulaufrufs wird zusa¨tzlich zum entsprechenden Identifikator die Schleifeniteration der um-
gebenden cparfor-Schleife angegeben. Beispielsweise beschreibt der Identifikator n2 1[0]
den Basismodulaufruf in der Iteration i=0.
Datenabha¨ngigkeiten werden an vier verschiedenen Stellen des Spezifikationsprogrammes
eingefu¨gt:
• Das erste prels-Konstrukt (Zeile 13) ist Bestandteil des seq-Konstruktors innerhalb
der while-Schleife und entha¨lt Datenabha¨ngigkeiten, die zwischen Modulaufrufen
derselben Iteration dieser Schleife bestehen.
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Listing 6: Hauptmoduldefinition des erweiterten Spezifikationsprogrammes fu¨r Iterierte Runge-
Kutta Verfahren. Die in der Analysephase hinzugefu¨gten Annotationen sind grau
hinterlegt und Auslassungen sind durch [...] gekennzeichnet.
1
// Hauptmoduldefinition
cmmain irk ( y k :vector: i n ou t ) {




4 n1: init step (x,h,y k , y k1 );
5 n2: wh i l e (x[0] < X)#100 {
6 seq {
7 c p a r f o r (i = 0:s−1) {
8 n2 1 : stage vector (i,x,h,y k ,mu1[i],mu[i], ort);
/∗ Kommunikationsabha¨ngigkeit zwischen den s=3 Instanzen
des Modulaufrufs stage vector . Die konkrete Iteration
der cparfor−Schleife wird zusa¨tzlich zum Identifikator
in eckigen Klammern angegeben ∗/
9 c r e l s { ( n2 1[0]−−n2 1[1]−−n2 1 [2],ort) }
10 }
11 n2 2 : compute approx (h,y k ,mu);
12 n2 3 : step control (x,h,y k ,y k1 ,mu,mu1);
/∗ Datenabha¨ngigkeiten zwischen Modulaufrufen innerhalb
der while−Schleife ∗/
13 p r e l s {
14 ( n2 1[0]−>n2 2 ,{mu[0]}) ,( n2 1[1]−>n2 2 ,{mu[1]}) ,
15 ( n2 1[2]−>n2 2 ,{mu[2]}) ,( n2 1[0]−>n2 3 ,{mu[0],mu1 [0]}) ,
16 ( n2 1[1]−>n2 3 ,{mu[1],mu1 [1]}) ,
17 ( n2 2 1[2]−>n2 3 ,{mu[2],mu1 [2]}) ,( n2 2−>n2 3 ,{ y k })
18 }
19 }
// Datenabha¨ngigkeiten fu¨r Ein− und Ausgabe der while−Schleife
20 p r e l s {
21 (n2−>n2 1 [0],{x,h, y k }), (n2−>n2 1 [1],{x,h, y k }),
22 (n2−>n2 1 [2],{x,h, y k }), (n2−>n2 2 ,{h, y k }),
23 (n2−>n2 3 ,{x,h, y k1 }), (n2 3−>n2 ,{x,h,y k , y k1 })
24 }
25 }
// Datenabha¨ngigkeiten außerhalb der while−Schleife
26 p r e l s {(n1−>n2 ,{x,h, y k1 })}
27 }
/∗ Datenabha¨ngigkeiten fu¨r Ein− und Ausgabeparameter
des Hauptmoduls irk ∗/




• Das zweite prels-Konstrukt (Zeile 20) ist Bestandteil der while-Schleife und entha¨lt
Datenabha¨ngigkeiten, die Eingabe- oder Ausgabeparameter der Schleife mit Modulaufru-
fen des Schleifenrumpfes verbinden. Die Eingabe- und Ausgabeparameter der Schleife
werden durch die Analysephase des CM-task Compilers aus den Variablenzugriffen
des Schleifenrumpfes ermittelt. Diese Parameter werden nicht im erweiterten Spezifika-
tionsprogramm ausgegeben und sind somit nicht fu¨r den Anwendungsprogrammierer
sichtbar. Im Beispiel sind die Variablen x, h, y k und y k1 sowohl Eingabe- als auch
Ausgabeparameter, da die in einer Iteration j geschriebenen Werte in Iteration j+ 1
gelesen werden.
• Das dritte prels-Konstrukt (Zeile 26) ist Bestandteil des seq-Konstruktors außerhalb
der while-Schleife und entha¨lt die Datenabha¨ngigkeit zwischen dem Basismodulaufruf
init step und der Eingabe der while-Schleife.
• Das vierte prels-Konstrukt (Zeile 28) beinhaltet alle Datenabha¨ngigkeiten, an denen
Eingabe- oder Ausgabeparameter des Hauptmoduls beteiligt sind. In diesen Abha¨ngig-
keiten wird der Hauptmodulname als Identifikator fu¨r den Schreibzugriff (Hauptmodu-
leingabeparameter) bzw. den Lesezugriff (Hauptmodulausgabeparameter) verwendet.
4.4. Rahmenprogramm
Das Rahmenprogramm legt fest, wie eine CM-task Anwendung auf einer bestimmten Ziel-
plattform ausgefu¨hrt werden soll. Dies beinhaltet sowohl die Festlegung der Ausfu¨hrungsrei-
henfolge der spezifizierten Modulaufrufe als auch die Definition der Prozessorgruppen, die
zur Ausfu¨hrung der Modulaufrufe verwendet werden sollen. Zur Darstellung der Ausfu¨hrungs-
reihenfolge und der verwendeten Prozessorgruppen wird die Syntax und die Semantik von
Verbundmoduldefinitionen im Rahmenprogramm gegenu¨ber dem erweiterten Spezifikations-
programm vera¨ndert. Im Folgenden werden diese Vera¨nderungen vorgestellt und anschließend
das mit dem CM-task Compiler erzeugte Rahmenprogramm fu¨r IRK Verfahren beschrieben.
Die Syntax des Rahmenprogrammes wird anhand einer kontextfreien Grammatik im Anhang
Abschnitt B.3 definiert.
Festlegung der Ausfu¨hrungsreihenfolge Die Ausfu¨hrungsreihenfolge von Programmfrag-
menten wird durch die Konstruktoren des Rahmenprogrammes festgelegt. Diese Konstruktoren
haben dieselbe Syntax wie die Konstruktoren der Spezifikationssprache, besitzen aber eine
vera¨nderte Semantik. Die Konstruktoren des Spezifikationsprogrammes definieren die po-
tentielle Parallelita¨t einer Anwendung, d.h. mo¨gliche Ausfu¨hrungsreihenfolgen der durch die
Konstruktoren zusammengefassten Programmfragmente. Im Gegensatz dazu definieren die Kon-
struktoren des Rahmenprogrammes die tatsa¨chlich ausgenutzte Parallelita¨t, d.h. die tatsa¨chliche
Ausfu¨hrungsreihenfolge bei Abarbeitung der Anwendung.
Dies bedeutet konkret, dass durch einen seq-Konstruktor kombinierte Programmfragmente
nacheinander ausgefu¨hrt werden. Die par- und cpar-Konstruktoren beschreiben beide eine
gleichzeitige Ausfu¨hrung auf disjunkten Prozessorgruppen, wobei letztere zusa¨tzlich eine Kom-
munikation zwischen den enthaltenen Basismodulaufrufen erlauben. Analoge Festlegungen
gelten auch fu¨r die Schleifen, d.h. die Iterationen von parfor- und cparfor-Schleifen
werden zeitgleich abgearbeitet, wohingegen for- und while-Schleifen eine Nacheinander-
ausfu¨hrung der Schleifeniterationen festlegen.
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Darstellung von Prozessorgruppen Eine Prozessorgruppe wird im Rahmenprogramm als
eine Menge natu¨rlicher Zahlen dargestellt. Diese Zahlen korrespondieren mit den eindeuti-
gen Prozessornummern, die in einem MPI Programm vergeben werden. Im Unterschied zur
MPI Bibliothek, die fortlaufende Prozessornummern beginnend mit 0 vergibt, beginnt die
Nummerierung im Rahmenprogramm mit 1. Die Abku¨rzung von Teilfolgen mit direkt aufein-
anderfolgenden Prozessornummern wird durch den Operator .. unterstu¨tzt. Beispielsweise
definiert
{1..4, 6..7, 10}
eine Prozessorgruppe bestehend aus den sieben Prozessoren 1,2,3,4,6,7,10.
Annotation von Prozessorgruppen Ein Rahmenprogramm entha¨lt gegenu¨ber dem erwei-
terten Spezifikationsprogramm zusa¨tzliche Annotationen von Prozessorgruppen, die an den
folgenden Stellen innerhalb einer Verbundmoduldefinition auftreten.
(i) An der Definition des Verbundmoduls wird eine Prozessorgruppe der Form {1..q}
annotiert, wobei q die Anzahl der zur Ausfu¨hrung des jeweiligen Verbundmoduls beno¨tig-
ten Prozessoren angibt. Diese Prozessorgruppe stellt zugleich eine Obermenge jeder
innerhalb der Verbundmoduldefinition annotierten Prozessorgruppe (Punkte (ii) und (iii))
dar. Das folgende Beispiel demonstriert die Annotation einer Prozessorgruppe an der
Definition eines Verbundmoduls A, das q=12 Prozessoren zur Ausfu¨hrung beno¨tigt.
cmgraph A([...]) on {1..12} { [...] }
(ii) Die for-, while- und if-Konstrukte des Rahmenprogrammes besitzen eine Prozes-
sorgruppenannotation, die die ausfu¨hrenden Prozessoren des Schleifenrumpfes bzw. der
Bedingungszweige festlegt. Die Abbruchbedingung der Schleife bzw. die durch das
if-Konstrukt spezifizierte Bedingung wird zur Laufzeit nur durch die annotierten Prozes-
soren ausgewertet. Zur Sicherstellung einer ordnungsgema¨ßen Abarbeitung des erzeugten
Koordinationsprogrammes mu¨ssen alle in einem Schleifenrumpf oder einem Bedingungs-
zweig annotierten Prozessorgruppen Teilgruppen der an der entsprechenden Schleife bzw.
Bedingung annotierten Prozessorgruppe sein. Das folgende Beispiel demonstriert die
Annotation einer Prozessorgruppe an einer for-Schleife mit Identifikator n1.
n1: for (i=1:n) on {5..10} { [...] }
(iii) Die Prozessorgruppenannotation an Basis- und Verbundmodulaufrufen legt fest, welche
Prozessoren zur Laufzeit den spezifizierten Modulaufruf ausfu¨hren. Fu¨r Verbundmo-
dulaufrufe entspricht die Anzahl der annotierten Prozessoren der Anzahl der an der
Definition des aufgerufenen Verbundmoduls annotierten Prozessoren (s. Punkt (i)). Das
folgende Beispiel demonstriert die Annotation einer Prozessorgruppe bestehend aus 12
Prozessoren am Aufruf eines Moduls A.
n2: A([...]) on {3..14} ;
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Listing 7: Definition des Hauptmoduls irk im Rahmenprogramm fu¨r Iterierte Runge-Kutta
Verfahren, das durch den CM-task Compiler fu¨r eine Zielplattform mit 48 Prozesso-
ren erzeugt wurde. Die in der Schedulingphase hinzugefu¨gten Annotationen sind
grau hinterlegt und Auslassungen fu¨r die annotierten Daten- und Kommunikations-
abha¨ngigkeiten und die Deklaration lokaler Variablen durch [...] gekennzeichnet.
1
// Hauptmoduldefinition
cmmain irk ( y k :vector: i n ou t ) on {1..48} {




// Ausfu¨hrung von init step auf allen verfu¨gbaren Prozessoren
4 n1: init step (x,h,y k , y k1 ) on {1..48} ;
// Ausfu¨hrung der while−Schleife auf allen Prozessoren
5 n2: wh i l e (x[0] < X)#100 on {1..48} {
6 seq {
7 c p a r f o r (i = 0:s−1) {
/∗ Ausfu¨hrung der drei Instanzen des Modulaufrufs
stage vector auf disjunkten Prozessorgruppen mit
jeweils 16 Prozessoren ∗/
8 n2 1 : stage vector (i,x,h,y k ,mu1[i],mu[i], ort)
9 on [{1..16} ,{17..32} ,{33..48}] ;
10 [...]
11 }
// Ausfu¨hrung von compute approx auf allen Prozessoren
12 n2 2 : compute approx (h,y k ,mu) on {1..48} ;
// Ausfu¨hrung von step control auf allen Prozessoren
13 n2 3 : step control (x,h,y k ,y k1 ,mu,mu1) on {1..48} ;
14 [...] } [...] } [...] } [...]
15 }
Beispiel: Iterierte Runge-Kutta Verfahren
Listing 7 zeigt die Hauptmoduldefinition des Rahmenprogrammes fu¨r IRK Verfahren auf ei-
ner Plattform mit 48 Prozessoren, wie sie durch die Plattformbeschreibung in Listing 5 auf
Seite 53 definiert wird. Zur besseren Lesbarkeit wurden die Annotationen fu¨r Daten- und
Kommunikationsabha¨ngigkeiten (crels- und prels-Konstrukte) des erweiterten Spezifi-
kationsprogrammes ausgelassen und die hinzugefu¨gten Prozessorgruppenannotationen grau
hinterlegt.
Das Rahmenprogramm nutzt den maximalen Grad der im Spezifikationsprogramm definier-
ten Taskparallelita¨t aus. Die verwendeten Konstruktoren des Rahmenprogrammes legen eine
zeitgleiche Ausfu¨hrung der s=3 Instanzen des Basismodulaufrufs stage vector fest. Zur
Ausfu¨hrung dieser Instanzen werden drei disjunkte Prozessorgruppen mit jeweils 16 Prozesso-
ren definiert, die in Form einer Liste an dem entsprechenden Modulaufruf annotiert sind. Die
einzelnen Elemente dieser Liste beschreiben die Prozessorgruppen der einzelnen Instanzen des
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Abbildung 16: Illustration der Ausfu¨hrungsreihenfolge und der verwendeten Prozessorgrup-
pen im Rahmenprogramm fu¨r Iterierte Runge-Kutta Verfahren aus Listing
7. Das Modul init step und die while-Schleife werden nacheinander
auf allen Prozessoren abgearbeitet. Im Schleifenrumpf der while-Schleife
werden drei gleichgroße Prozessorgruppen zur Ausfu¨hrung der drei Instan-
zen des Basismodulaufrufs stage vector genutzt. Anschließend werden
compute approx und step control nacheinander auf allen Prozesso-
ren abgearbeitet. Fu¨r alle ausgefu¨hrten Iterationen der while-Schleife werden
dieselbe Ausfu¨hrungsreihenfolge und dieselben Prozessorgruppen fu¨r die Mo-
dulaufrufe des Schleifenrumpfes verwendet.
Modulaufrufs. Eine graphische Darstellung der Ausfu¨hrungsreihenfolge und der verwendeten
Prozessorgruppen ist in Abbildung 16 angegeben.
4.5. Erweitertes Rahmenprogramm
Die Datenverteilungsphase des CM-task Compilers erzeugt ein erweitertes Rahmenprogramm,
das gegenu¨ber dem Rahmenprogramm zusa¨tzliche Annotationen fu¨r Datenumverteilungsopera-
tionen und (im semi-dynamischen Ansatz) fu¨r Lastausgleichsoperationen besitzt. Im Folgenden
wird ein U¨berblick dieser Annotationen gegeben, die vollsta¨ndige Syntax ist in Abschnitt B.4
des Anhangs enthalten.
Annotation von Datenumverteilungsoperationen Datenumverteilungsoperationen wer-
den im erzeugten Koordinationsprogramm beno¨tigt, um Eingabedaten von Modulaufrufen in
der jeweils geforderten Datenverteilung auf der jeweiligen ausfu¨hrenden Prozessorgruppe zur
Verfu¨gung zu stellen. Das erweiterte Rahmenprogramm legt durch Annotationen innerhalb
von Verbundmoduldefinitionen fest, welche Datenumverteilungsoperationen zur Laufzeit aus-
gefu¨hrt werden mu¨ssen. Dazu wird die Syntax von Verbundmoduldefinitionen gegenu¨ber dem
Rahmenprogramm um ein zusa¨tzliches redistr-Konstrukt erweitert, das eine Menge von
Annotationen fu¨r Datenumverteilungsoperationen entha¨lt. Eine Annotation hat die Form
(source:svar:sdistr on sgroup -> target:tvar:tdistr on tgroup),
wobei source den Identifikator des Quellkonstrukts der Umverteilung, svar den Namen der
Quellvariable, sdistr den Quelldatenverteilungstyp und sgroup die der Quelldatenvertei-
lung zugrundeliegende Prozessorgruppe angibt. Analog spezifizieren target den Identifikator
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des Zielkonstrukts, tvar den Namen der Zielvariable, tdistr den Zieldatenverteilungstyp
und tgroup die Prozessorgruppe der Zieldatenverteilung.
Annotation von Lastausgleichsoperationen Der semi-dynamische Compileransatz un-
terstu¨tzt Lastausgleichsoperationen im Schleifenrumpf von for- und while-Schleifen und
in Bedingungszweigen von if-Konstrukten. Im erweiterten Rahmenprogramm werden for-,
while- und if-Konstrukten, in denen zur Laufzeit ein Lastausgleich stattfinden soll, durch
eine zusa¨tzliche Lastausgleichsannotation gekennzeichnet.
Eine Lastausgleichsannotation besteht aus dem Schlu¨sselwort rebalance und einer optio-
nalen Lastausgleichsgranularita¨t, die die Ha¨ufigkeit des auszufu¨hrenden Lastausgleichs festlegt.
Eine Lastausgleichsgranularita¨t von g bewirkt einen periodischen Lastausgleich nach jeweils g
ausgefu¨hrten Schleifeniterationen bzw. g-maliger Ausfu¨hrung eines Bedingungszweiges der
entsprechenden Schleife oder Bedingung. Wird keine Lastausgleichsgranularita¨t spezifiziert,
wird ein Lastausgleich in jeder ausgefu¨hrten Schleifeniteration bzw. bei jeder Abarbeitung
eines Bedingungszweiges der entsprechend annotierten Schleife oder Bedingung durchgefu¨hrt,
d.h. die Ausfu¨hrung ist a¨quivalent zu der Angabe einer Granularita¨t von g=1.
Daraus ergeben sich die folgenden drei Mo¨glichkeiten der Spezifikation einer for-Schleife
in einem Rahmenprogramm des semi-dynamischen Compileransatzes:
for (i=1:n) on {[...]}{[...]} Schleife ohne Lastausgleich
for (i=1:n) on {[...]}@rebalance {[...]} Lastausgleich nach jeder Iteration
for (i=1:n) on {[...]}@rebalance (g) {[...]} Ausgleich nach jeweils g Iterationen
Die Annotation von Lastausgleichsoperationen an while-Schleifen und an if-Konstrukten
erfolgt analog.
Mit Hilfe der Lastausgleichsannotationen und der darin enthaltenen Lastausgleichsgranu-
larita¨t kann die Anzahl der ausgefu¨hrten Lastausgleichsoperationen gesteuert werden. Eine
derartige Operation ist stets mit zusa¨tzlichen Bibliotheksaufrufen verbunden und kann daher bei
zu ha¨ufiger Anwendung zu einem erheblichen Overhead zur Laufzeit der Anwendung fu¨hren.
Auf der anderen Seite kann auch ein zu seltener Lastausgleich ungu¨nstig sein, da eventuell
vorhandene Ungleichgewichte erst spa¨t erkannt und korrigiert werden ko¨nnen. Die Datenvertei-
lungsphase des CM-task Compilers legt die zu annotierenden Konstrukte und die zugeho¨rige
Lastausgleichsgranularita¨t mit Hilfe einer Heuristik fest, die in Abschnitt 5.3 skizziert wird. Der
Anwendungsprogrammierer kann die getroffene Entscheidung durch entsprechende Anpassung
des erweiterten Rahmenprogrammes vera¨ndern.
Beispiel: Iterierte Runge-Kutta Verfahren
Listing 8 zeigt die Hauptmoduldefinition des erweiterten Rahmenprogrammes fu¨r IRK Verfah-
ren, das mit dem statischen Compileransatz erzeugt wurde. Nicht dargestellt sind die in der
Analysephase erkannten Abha¨ngigkeiten (s. Listing 6 auf Seite 56) und die deklarierten lokalen
Variablen (s. Listing 4 auf Seite 50).
Das erweiterte Rahmenprogramm entha¨lt Datenumverteilungsoperationen fu¨r die Stufenvek-
toren mu und mu1 (Zeilen 16-21). Diese Vektoren werden in einer durch die cparfor-Schleife
(Zeile 7) definierten Instanz des Modulaufrufs stage vector (Identifikator: n2 1) mit dem
Datenverteilungstyp vblock erzeugt. Die Verwendung der Stufenvektoren erfolgt durch den
Modulaufruf compute approx (Identifikator: n2 2) fu¨r mu bzw. durch den Modulaufruf
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Listing 8: Hauptmoduldefinition des erweiterten Rahmenprogrammes fu¨r Iterierte Runge-Kutta
Verfahren, wie sie durch den statischen Ansatz des CM-task Compilers fu¨r eine
Plattform mit 48 Prozessoren erzeugt wird. Gegenu¨ber dem Rahmenprogramm (s.
Listing 7 auf Seite 59) sind zusa¨tzliche Annotationen fu¨r Datenumverteilungsopera-
tionen enthalten. Auslassungen sind durch [...] gekennzeichnet.
1
// Hauptmodul
cmmain irk ( y k :vector: i n ou t ) on {1..48} {




4 n1: init step (x,h,y k , y k1 ) on {1..48};
5 n2: wh i l e (x[0] < X)#100 on {1..48} {
6 seq {
7 c p a r f o r (i = 0:s−1) {
8 n2 1 : stage vector (i,x,h,y k ,mu1[i],mu[i], ort)
9 on [{1..16} ,{17..32} ,{33..48}];
10 [...]
11 }
12 n2 2 : compute approx (h,y k ,mu) on {1..48};
13 n2 3 : step control (x,h,y k ,y k1 ,mu,mu1) on {1..48};
14 [...]
// Datenumverteilungen fu¨r die Stufenvektoren mu[i] und mu1[i]
15 r e d i s t r {
16 ( n2 1 [0]:mu[0]: vblock on{1..16}−>n2 2 :mu:sblock on {1..48}) ,
17 ( n2 1 [1]:mu[1]: vblock on{17..32}−> n2 2 :mu:sblock on {1..48}) ,
18 ( n2 1 [2]:mu[2]: vblock on{33..48}−> n2 2 :mu:sblock on {1..48}) ,
19 ( n2 1 [0]: mu1 [0]: vblock on{1..16}−>n2 3 :mu1:sblock on {1..48}) ,
20 ( n2 1 [1]: mu1 [1]: vblock on{17..32}−> n2 3 :mu1:sblock on {1..48}) ,
21 ( n2 1 [2]: mu1 [2]: vblock on{33..48}−> n2 3 :mu1:sblock on {1..48})
22 }
23 } [...] } [...] } [...]
24 }
step control (Identifikator: n2 3) fu¨r mu1. Beide Modulaufrufe werden auf allen 48
Prozessoren (Gruppe: {1..48}) ausgefu¨hrt und beno¨tigen den Datenverteilungstyp sblock.
Zu beachten ist, dass als Quelle der Datenumverteilungsoperationen einzelne Vektoren
(mu[i] bzw. mu1[i]) angegeben sind, wa¨hrend das Ziel der Umverteilungsoperationen die
gesamte Stufenvektormatrix (mu bzw. mu1) ist. Diese Darstellung resultiert aus den Varia-
blenzugriffen der entsprechenden Basismodulaufrufe und bewirkt, dass bei Ausfu¨hrung der
Datenumverteilungsoperation von der Quelle der Datenumverteilungsoperation einzelne Vek-
toren gesendet werden, die am Ziel der Datenumverteilungsoperation empfangen und an die
korrekte Position der Matrix gespeichert werden.
Das im semi-dynamischen Compileransatz erzeugte erweiterte Rahmenprogramm entha¨lt
dieselben Datenumverteilungsoperationen und eine zusa¨tzliche Lastausgleichsannotation fu¨r
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die while-Schleife (Zeile 5). Dadurch wird in das generierte Koordinationsprogramm eine
Lastausgleichsoperation in den Schleifenrumpf eingefu¨gt, die zur Laufzeit einen Lastausgleich
zwischen den zeitgleich ausgefu¨hrten Instanzen des Basismoduls stage vector ausfu¨hrt.
4.6. Koordinationsprogramm
Der letzte Transformationsschritt des CM-task Compilers ist die Codegenerierungsphase, die
ein ausfu¨hrbares Koordinationsprogramm in Form eines C-Quelltextes erzeugt. Das Koordi-
nationsprogramm stellt eine parallele MPI Implementierung des im Spezifikationsprogramm
definierten parallelen Algorithmus dar und beinhaltet alle Entscheidungen der Transformations-
schritte des CM-task Compilers. Diese Entscheidungen umfassen die in der Schedulingphase
ermittelten Prozessorgruppen und die Ausfu¨hrungsreihenfolge der Modulaufrufe sowie die in
der Datenverteilungsphase hinzugefu¨gten Datenumverteilungs- und Lastausgleichsoperationen.
Das Koordinationsprogramm besteht aus drei Teilen:
• einer C-Headerdatei, die Deklarationen der verwendeten Datenstrukturen und Funktionen
entha¨lt;
• einem globalen Datenteil mit allen statisch initialisierten Daten, z.B. zur Beschreibung
der Prozessorgruppen und der Datenumverteilungsoperationen, und
• einem Koordinationsteil, der eine Koordinationsfunktion fu¨r jedes im erweiterten Rah-
menprogramm definierte Verbundmodul entha¨lt.
Die Koordinationsfunktion eines Verbundmoduls ist eine C-Funktion mit einer aus der spe-
zifizierten Verbundmodulschnittstelle generierten Parameterliste. Als letzter Parameter wird
zusa¨tzlich ein MPI Kommunikator angegeben, der zur Eingabe der ausfu¨hrenden Prozessor-
gruppe des entsprechenden Verbundmoduls verwendet wird. Kernbestandteil des Rumpfes der
Koordinationsfunktion ist der Modulausfu¨hrungsteil , der die U¨bersetzung des Modulausdruckes
des entsprechenden Verbundmoduls darstellt. Die konkrete Struktur des Modulausfu¨hrungsteils
ha¨ngt vom gewa¨hlten Compileransatz ab und wird in den Teilabschnitten 4.6.1 und 4.6.2 fu¨r
den statischen bzw. den semi-dynamischen Compileransatz beschrieben. Im Folgenden wird
zuna¨chst die vom Compileransatz unabha¨ngige Realisierung von Basis- und Verbundmodulauf-
rufen im Modulausfu¨hrungsteil betrachtet.
Ein Basis- oder Verbundmodulaufruf des Spezifikationsprogrammes wird in der Koordina-
tionsfunktion durch einen Funktionsaufruf der entsprechenden C-Funktion repra¨sentiert. Die
Koordinationsfunktion stellt diesem Funktionsaufruf zwei Arten von Kommunikatoren zur
Verfu¨gung: den Gruppenkommunikator und externe Kommunikatoren. Der Gruppenkommuni-
kator beschreibt die ausfu¨hrende Prozessorgruppe des aufgerufenen Basis- oder Verbundmoduls
und wird dem Funktionsaufruf zusa¨tzlich zu den im Spezifikationsprogramm definierten aktuel-
len Parametern als letzter Parameter u¨bergeben.
Externe Kommunikatoren werden zur Kommunikation zwischen zeitgleich ausgefu¨hrten
Basismodulen beno¨tigt. Die Koordinationsfunktion erzeugt fu¨r jede im erweiterten Rahmen-
programm definierte Kommunikationsabha¨ngigkeit einen externen Kommunikator, der die
ausfu¨hrenden Prozessoren aller an der entsprechenden Kommunikationsabha¨ngigkeit beteiligter
Basismodule entha¨lt. Die Bereitstellung eines externen Kommunikators erfolgt innerhalb einer
Kommunikationsstruktur zusammen mit zusa¨tzlichen Informationen, die die Zuordnung der Pro-
zessoren innerhalb des Kommunikators zu den an der Kommunikationsabha¨ngigkeit beteiligten
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Basismodulen beschreiben. Diese Informationen ko¨nnen innerhalb der Basismodule verwendet
werden, bspw. um die Prozessoranzahl der zeitgleich ausgefu¨hrten Module zu ermitteln oder um
Daten zu einem spezifischen Prozessor eines bestimmten zeitgleich ausgefu¨hrten Basismoduls
zu senden.
Die folgende C-Datentypdefinition beschreibt den konkreten Aufbau einer Kommunikations-
struktur:
t ypede f s t r u c t cmc comm desc {
MPI Comm ecomm; // externer Kommunikator
i n t numgroups; // Anzahl beteiligte Module
i n t ∗gsizes; // Gro¨ßen der beteiligten Prozessorgruppen
i n t ∗ goffsets; // Positionen der Prozessorgruppen
i n t groupid; // lokale Gruppennummer
vo id ∗data; // Verweis auf Kommunikationsparameter
} CMC COMM DESC ;
Der externe Kommunikator ecomm fasst die Prozessorgruppen aller an einer Kommunikati-
onsabha¨ngigkeit beteiligten Basismodule zusammen. Die Zuordnung der Prozesse des Kom-
munikators zu den einzelnen Basismodulen wird durch die Felder gsizes und goffsets
beschrieben, die fu¨r jedes beteiligte Basismodul die Anzahl der ausfu¨hrenden Prozessoren
bzw. die Position des ersten Prozessors im Kommunikator angeben. Die lokale Gruppennum-
mer groupid gibt an, welches der beteiligten Basismodule lokal ausgefu¨hrt wird, und ist
vom konkreten Prozessor abha¨ngig. Der Speicherbereich data verweist auf den der Kom-
munikationsabha¨ngigkeit zugrundeliegenden Kommunikationsparameter. Die Gro¨ße dieses
Speicherbereiches wird durch den im Spezifikationsprogramm definierten Datentyp des Kom-
munikationsparameters bestimmt.
4.6.1. Koordination im statischen Compileransatz
Das Rahmenprogramm des statischen Compileransatzes definiert sowohl eine feste Ausfu¨hrungs-
reihenfolge als auch feste Prozessorgruppen fu¨r die auszufu¨hrenden Modulaufrufe. In einer
statischen Koordinationsfunktion werden daher alle beno¨tigten MPI Kommunikatoren bei
Funktionseintritt angefordert und erst bei Verlassen der Funktion wieder freigegeben. Diese
Herangehensweise bietet zwei Vorteile. Erstens ko¨nnen identische Prozessorgruppen, die bspw.
fu¨r verschiedene Modulaufrufe beno¨tigt werden, auf denselben MPI Kommunikator abgebildet
werden. Dadurch wird der Ressourcenverbrauch der Koordinationsfunktion reduziert. Der
zweite Vorteil liegt darin, dass jeder MPI Kommunikator nur einmal pro Ausfu¨hrung des Ver-
bundmoduls angefordert werden muss, wodurch die Anzahl der ausgefu¨hrten MPI Operationen
und damit der Koordinationsoverhead minimiert wird.
Der Modulausfu¨hrungsteil des statischen Compileransatzes ist analog zur Struktur des
Modulausdrucks des Rahmenprogrammes hierarchisch aufgebaut und besteht aus den folgenden
Codefragementen fu¨r die im Modulausdruck enthaltenen Basis- und Verbundmodulaufrufe und
for-, while- und if-Konstrukte:
1. Prozessorauswahl: Der fu¨r die Prozessorauswahl eingefu¨gte Programmcode stellt sicher,
dass die nachfolgend aufgefu¨hrten Schritte nur von Prozessoren abgearbeitet werden, die
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in der im Rahmenprogramm annotierten Prozessorgruppe des jeweiligen Konstrukts, also
des Modulaufrufs, der Schleife oder der Bedingung, enthalten sind.
2. Empfangsoperationen: Fu¨r jede im erweiterten Rahmenprogramm definierte Daten-
umverteilungsoperation, deren Zielkonstrukt mit dem jeweiligen Basis- oder Verbund-
modulaufruf bzw. der jeweiligen Schleife oder Bedingung u¨bereinstimmt, wird eine
entsprechende Empfangsoperation eingefu¨gt. Die Empfangsoperation wird durch die Da-
tenumverteilungsbibliothek bereitgestellt (s. Abschnitt 4.7) und ist blockierend realisiert,
so dass die nachfolgenden Schritte erst nach Empfang aller beno¨tigter Eingabedaten des
jeweiligen Konstrukts ausgefu¨hrt werden.
3. Bereitstellung der Kommunikationsstrukturen: Die zur Kommunikation zwischen
zeitgleich ausgefu¨hrten Basismodulen beno¨tigten Kommunikationsstrukturen werden
im statischen Compileransatz im globalen Datenteil des Koordinationsprogrammes ab-
gelegt. An dieser Stelle werden die zur Laufzeit ermittelten Informationen, d.h. der
externe Kommunikator (Strukturelement ecomm), der Verweis auf den Speicherplatz des
Kommunikationsparameters (Strukturelement data) und die lokale Gruppennummer
(Strukturelement groupid) erga¨nzt. Die restlichen Strukturelemente (numgroups,
gsizes und goffsets) sind zur Compilezeit bekannt und werden daher statisch
initialisiert.
4. Ausfu¨hrung: An dieser Stelle wird fu¨r Basis- und Verbundmodulaufrufe ein Funktions-
aufruf der entsprechenden C-Funtion eingefu¨gt. Fu¨r Schleifen und Bedingungen wird ein
Codefragment fu¨r den Schleifenrumpf bzw. die Bedingungszweige erzeugt und in ein
entsprechendes Schleifen- bzw. Bedingungskonstrukt in C eingebettet.
5. Sendeoperationen: An dieser Stelle wird fu¨r jede im erweiterten Rahmenprogramm
definierte Datenumverteilungsoperation, deren Quellkonstrukt mit dem jeweiligen Basis-
oder Verbundmodulaufruf bzw. der jeweiligen Schleife oder Bedingung u¨bereinstimmt,
eine entsprechende Sendeoperation eingefu¨gt. Sendeoperationen stellen die Eingabedaten
fu¨r nachfolgend ausgefu¨hrte Berechnungen zur Verfu¨gung und sind in der Datenumver-
teilungsbibliothek nichtblockierend realisiert. Dadurch ko¨nnen alle Sendeoperationen
abgearbeitet werden, auch wenn die korrespondierenden Empfangsoperationen erst zu
einem spa¨teren Zeitpunkt ausgefu¨hrt werden.
Die restlichen Konstruktoren des Rahmenprogrammes (par, cpar, parfor, cparfor und
seq) erscheinen nicht explizit im erzeugten Koordinationsprogramm. Diese Konstruktoren defi-
nieren im Rahmenprogramm die Ausfu¨hrungsreihenfolge der Basis- und Verbundmodulaufrufe,
Schleifen und Bedingungen und sind im Koordinationsprogramm implizit durch die Reihen-
folge der eingefu¨gten Codefragmente und der in der Prozessorauswahl (Punkt 1) verwendeten
Prozessorgruppen vertreten.
Beispiel: Iterierte Runge-Kutta Verfahren
Die erzeugte Koordinationsfunktion fu¨r das Hauptmodul des Spezifikationsprogrammes fu¨r
IRK Verfahren ist in Listing 9 dargestellt. Die generierte Funktionsschnittstelle (Zeile 1)
besteht aus dem spezifizierten Ein- und Ausgabeparameter y k und dem MPI Kommunikator
CMC rootcomm, der die ausfu¨hrende Prozessorgruppe des Hauptmoduls beschreibt. Der
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Listing 9: Statische Koordinationsfunktion des Hauptmoduls fu¨r Iterierte Runge-Kutta Verfah-
ren. Auslassungen sind durch [...] gekennzeichnet.
1 vo id irk ( doub le ∗y k , MPI Comm CMC rootcomm ) {
// Deklaration der spezifizierten lokalen Variablen
2 doub le ∗x, ∗h, ∗mu, ∗mu1 , ∗ort , ∗ y k1 ;
// Deklaration der Koordinationsvariablen
3 i n t CMC nump ;
4 MPI Group CMC rootgroup , CMC groups [4];
5 MPI Comm CMC comms [4];
// U¨berpru¨fung der beno¨tigten Prozessoranzahl
6 MPI Comm size (CMC rootcomm , & CMC nump );
7 i f ( CMC nump < 48) {
8 fprintf (stderr , "Modul irk kann nicht ausgefu¨hrt werden .\n"
"Beno¨tigte Prozessoren: 48. Verfu¨gbare Prozessoren: %d\n",
CMC nump );
9 r e turn ;
10 }
// Speicheranforderung fu¨r spezifizierte lokalen Variablen
11 x = ( doub le ∗) calloc (1, s i z e o f ( doub le ));
12 [...]
// Initialisierung der MPI Kommunikatoren
13 MPI Comm group (CMC rootcomm , & CMC rootgroup );
14 MPI Group range incl (CMC rootgroup , 1, CMC DAT irk group 0 ,
& CMC groups [0]);
15 MPI Comm create (CMC rootcomm , CMC groups [0], & CMC comms [0]);
16 [...]
// Modulausfu¨hrungsteil (Zeilen 17−38) s. Listing 10
// Freigabe der MPI Kommunikatoren
39 MPI Group free (& CMC groups [0]);
40 MPI Comm free (& CMC comms [0]);
41 [...]




Pra¨fix CMC zeigt an, dass es sich um eine vom CM-task Compiler zur Koordination verwendete
Variable handelt.
Zeile 2 entha¨lt die Deklaration der lokalen Variablen, die vom Anwendungsentwickler
im Spezifikationsprogramm definiert wurden. Die zur Koordination beno¨tigten lokalen Va-
riablen werden in den Zeilen 3-5 deklariert. Diese Koordinationsvariablen beinhalten die
Variable CMC nump zur Speicherung der Prozessoranzahl im eingegebenen MPI Kommu-
nikator CMC rootcomm und vier MPI Kommunikatoren, die in der Variable CMC comms
gespeichert werden. Diese vier Kommunikatoren ergeben sich aus den vier unterschiedlichen
Prozessorgruppenannotationen, die im Rahmenprogramm (s. Listing 7 auf Seite 59) inner-
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halb der Hauptmoduldefinition auftreten. Der Kommunikator CMC comms[0] repra¨sentiert
die Prozessorgruppenannotation {1..48} und wird bspw. zur Ausfu¨hrung des Basismoduls
init step beno¨tigt. Die drei anderen Kommunikatoren repra¨sentieren die am Basismodulauf-
ruf stage vector annotierten Prozessorgruppen ({1..16}, {17..32} und {33..48}).
Die deklarierten MPI Gruppen (CMC rootgroup und CMC groups) sind Hilfsvariablen, die
zur Erzeugung der Kommunikatoren verwendet werden.
In den Zeilen 6-10 erfolgt die U¨berpru¨fung, ob der u¨bergebene Kommunikator CMC root-
comm genu¨gend Prozessoren zur Ausfu¨hrung des Hauptmoduls entha¨lt. Entsprechend der
Prozessorgruppenannotation der Verbundmoduldefinition im Rahmenprogramm werden 48
Prozessoren beno¨tigt. Stehen weniger Prozessoren zur Verfu¨gung, wird die Ausfu¨hrung des
Hauptmoduls mit einer entsprechenden Fehlermeldung abgebrochen.
Zeile 11 zeigt die Initialisierung der vom Anwendungsprogrammierer spezifizierten loka-
len Variablen am Beispiel der Variable x. Fu¨r Feldvariablen wird an dieser Stelle mit Hilfe
der C-Funktion calloc Speicherplatz angefordert. Dieser Speicherplatz wird am Ende der
Koordinationsfunktion wieder freigegeben (s. Zeile 42).
Der erzeugte Programmcode zur Initialisierung der vier Kommunikatoren ist in den Zeilen
13 bis 16 abgebildet. Zur Illustration der Vorgehensweise ist die Anforderung des Kommuni-
kators CMC comms[0] angegeben. Die Anforderung eines Kommunikators erfolgt in zwei
Schritten. Zuna¨chst wird durch die MPI Funktion MPI Group range incl die MPI Gruppe
CMC groups[0] erzeugt, aus der anschließend durch MPI Comm create der entsprechen-
de MPI Kommunikator erzeugt wird. Der Parameter CMC DAT irk group 0 definiert die
Prozessoren der zu erzeugenden Gruppe und wird durch den CM-task Compiler aus der Pro-
zessorgruppenannotation generiert und im globalen Datenteil des Koordinationsprogrammes
gespeichert. Die Freigabe der erzeugten MPI Kommunikatoren und MPI Gruppen erfolgt am
Ende der Koordinationsfunktion (Zeilen 39- 41).
Der Modulausfu¨hrungsteil der Koordinationsfunktion (Zeilen 17- 38) ist separat in Listing 10
abgebildet. Entsprechend der durch das Rahmenprogramm definierten Ausfu¨hrungsreihenfolge
(s. Abbildung 16 auf Seite 60) erfolgt zuna¨chst der Aufruf des Basismoduls init step. Da
dieses Basismodul weder an Datenumverteilungsoperationen noch an externen Kommunika-
tionsoperationen beteiligt ist, wird nur Code fu¨r die Prozessorauswahl und die Ausfu¨hrung
des Modulaufrufs mit den spezifizierten Parametern erzeugt. Die Prozessorauswahl (Zeile
17) erfolgt durch den MPI Kommunikator CMC comms[0], der die im Rahmenprogramm
annotierte Prozessorgruppe {1..48} repra¨sentiert.
Analoger Programmcode wird fu¨r die Prozessorauswahl der while-Schleife (Zeile 20) er-
zeugt. Der Programmcode zur Ausfu¨hrung der while-Schleife besteht aus dem Schleifenkopf
(Zeile 21), der direkt aus der U¨bersetzung der Spezifikation entsteht, und dem Schleifenrumpf,
fu¨r den exemplarisch der erzeugte Code des Modulaufrufs stage vector[0] angegeben ist.
Dieser Modulaufruf erfolgt auf der Prozessorgruppe {1..16}, die im Koordinationsprogramm
durch den MPI Kommunikator CMC comms[1] repra¨sentiert wird.
Die durch den CM-task Compiler erzeugte Kommunikationsstruktur CMC DAT irk comm1
repra¨sentiert die Kommunikationsabha¨ngigkeit zwischen den s=3 Instanzen des Modulaufrufs
stage vector und ist im globalen Datenteil abgelegt. In den Zeilen 23 bis 25 werden der
zur Laufzeit erzeugte externe Kommunikator (Strukturelement ecomm), die lokale Gruppen-
position (Strukturelement groupid) und der Verweis auf den Kommunikationsparameter
ort (Strukturelement data) erga¨nzt. Der externe Kommunikator beinhaltet die ausfu¨hrenden
Prozessoren aller drei Instanzen des Modulaufrufs und entspricht daher dem Kommunikator
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Listing 10: Modulausfu¨hrungsteil der statischen Koordinationsfunktion fu¨r Iterierte Runge-
Kutta Verfahren. Auslassungen sind durch [...] gekennzeichnet.
17
// Modulaufruf init step auf Prozessorgruppe {1..48}
i f ( CMC comms [0] != MPI COMM NULL ) { // Prozessorauswahl
18 init step (x, h, y k , y k1 , comms [0]); // Ausfu¨hrung
19 }
// while−Schleife auf Prozessorgruppe {1..48}
20 i f ( CMC comms [0] != MPI COMM NULL ) { // Prozessorauswahl
21 wh i l e (x[0]<X) { // Ausfu¨hrung while−Schleife
// Modulaufruf stage vector [0] auf Prozessorgruppe {1..16}
22 i f ( CMC comms [1] != MPI COMM NULL ) { // Prozessorauswahl
// Bereitstellung der Kommunikationsstrukturen
23 CMC DAT irk comm1 .ecomm = CMC comms [0];
24 CMC DAT irk comm1 .groupid = 0;
25 CMC DAT irk comm1 .data = ort;
// Ausfu¨hrung des Modulaufrufs
26 stage vector (0, x, h, y k , mu1 +0∗1000 , mu+0∗1000 ,
CMC DAT irk comm1 , CMC comms [1]);
// Sendeoperationen




// Modulaufruf compute approx auf Prozessorgruppe {1..48}
31 i f ( CMC comms [0] != MPI COMM NULL ) { // Prozessorauswahl
// Empfangsoperationen
32 CMC Red recv static (mu, ..., 20000);
33 [...]






Zeile 27 zeigt exemplarisch eine Sendeoperation fu¨r die durch den Modulaufruf geschriebene
Variable mu. Diese Operation wird durch einen Aufruf der entsprechenden Funktion der
Datenumverteilungsbibliothek (s. Abschnitt 4.7) realisiert. Der Parameter 20000 ist ein vom
CM-task Compiler erzeugter, eindeutiger Identifikator (Tag) der Datenumverteilungsoperation,
der auch von der korrespondierenden Empfangsoperation in Zeile 32 verwendet wird.
4.6.2. Koordination im semi-dynamischen Compileransatz
Im semi-dynamischen Compileransatz definiert das Rahmenprogramm eine feste Ausfu¨hrungs-
reihenfolge, wohingegen die annotierten Prozessorgruppen nur die initiale Belegung vorgeben
und zur Laufzeit der Anwendung vera¨ndert werden ko¨nnen. Daher enthalten semi-dynamische
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Koordinationsprogramme wie ihre statischen Gegenstu¨cke eine fest kodierte Ausfu¨hrungsrei-
henfolge, verwenden aber im Unterschied zum statischen Ansatz eine flexible Darstellung der
Prozessorgruppen. Die Verwaltung der Prozessorgruppen und das Erzeugen und Auflo¨sen der
beno¨tigten MPI Kommunikatoren wird durch die Lastausgleichsbibliothek (s. Abschnitt 4.8
u¨bernommen.
Semi-dynamische Koordinationsprogramme enthalten entsprechend den Annotationen des
erweiterten Rahmenprogrammes Lastausgleichsoperationen, in denen Prozessoren zwischen
den Prozessorgruppen zeitgleich auszufu¨hrender Module verschoben werden ko¨nnen. Die
Lastausgleichsoperationen basieren auf dynamischen Leistungsdaten, die durch das Koordina-
tionsprogramm gesammelt werden. Dazu werden im Koordinationsprogramm Modulaufrufe,
Schleifen und Bedingungen in Profilingcode zur Messung der Ausfu¨hrungszeit eingebettet. Fu¨r
jeden Modulaufruf, jede Schleife und jede Bedingung wird die Ausfu¨hrungsanzahl und die
kumulierte Ausfu¨hrungszeit abgespeichert. Innerhalb der Lastausgleichsoperationen ko¨nnen
diese Za¨hler abgefragt und nach erfolgter Anpassung der Prozessorgruppen zuru¨ckgesetzt
werden.
Der semi-dynamische Modulausfu¨hrungsteil entha¨lt Koordinationscode fu¨r Basis- und Ver-
bundmodulaufrufe, for- und while-Schleifen und Bedingungen (if), der aus den folgenden
Bestandteilen zusammengesetzt wird.
1. Prozessorauswahl: Der erzeugte Koordinationscode stellt sicher, dass die nachfolgend
aufgefu¨hrten Schritte nur durch die aktuell dem jeweiligen Basis- oder Verbundmodulauf-
ruf bzw. der jeweiligen Schleife oder Bedingung zugeordneten Prozessoren ausgefu¨hrt
wird.
2. Empfangsoperationen: Entsprechend den im erweiterten Rahmenprogramm definierten
Datenumverteilungsoperationen werden die Empfangsoperationen fu¨r die Eingabedaten
des jeweiligen Basis- oder Verbundmodulaufrufs bzw. der jeweiligen Schleife oder
Bedingung eingefu¨gt. Analog zum statischen Ansatz sind diese Operationen blockierend
realisiert und werden durch die Datenumverteilungsbibliothek bereitgestellt.
3. Anforderung der Kommunikatoren: Fu¨r Schleifen und Bedingungen wird ein Aufruf
der Lastausgleichsbibliothek eingefu¨gt, der die fu¨r die Modulaufrufe im zugeho¨rigen
Schleifenrumpf bzw. in den zugeho¨rigen Bedingungszweigen beno¨tigten Kommuni-
katoren entsprechend den aktuell zugeordneten Prozessorgruppen erzeugt. Zusa¨tzlich
initialisiert dieser Funktionsaufruf auch die im entsprechenden Schleifenrumpf bzw. die
in den entsprechenden Bedingungszweigen verwendeten Kommunikationsstrukturen mit
den entsprechenden externen Kommunikatoren.
4. Bereitstellung der Kommunikationsstrukturen: Fu¨r Modulaufrufe werden die zur
Laufzeit ermittelten Strukturelemente der fu¨r den Aufruf beno¨tigten Kommunikations-
strukturen mit den entsprechenden Werten belegt. Diese Strukturelemente sind die vom
ausfu¨hrenden Prozessor abha¨ngige lokale Gruppennummer (Strukturelement groupid)
und der Verweis auf den Speicherplatz des Kommunikationsparameters (Strukturele-
ment data). Die restlichen Strukturelemente (ecomm, numgroups, gsizes und
goffsets) werden bereits im vorherigen Schritt entsprechend der aktuell verwendeten
Prozessorgruppen gesetzt.
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5. Start der Zeitmessung: An dieser Stelle wird Programmcode zur Abfrage und Speiche-
rung der aktuellen Systemzeit eingefu¨gt.
6. Ausfu¨hrung: Analog zum statischen Compileransatz wird an dieser Stelle ein entspre-
chender Funktionsaufruf (fu¨r Basis- und Verbundmodulaufrufe) oder der erzeugte Pro-
grammcode des Schleifenrumpfes bzw. der Bedingungszweige (fu¨r Schleifen und Bedin-
gungen) eingefu¨gt.
7. Lastausgleich: Fu¨r Schleifen und Bedingungen mit einer Lastausgleichsannotation
im erweiterten Rahmenprogramm wird als letzte Anweisung des zugeho¨rigen Schlei-
fenrumpfes bzw. der zugeho¨rigen Bedingungszweige ein entsprechender Aufruf der
Lastausgleichsbibliothek eingefu¨gt.
8. Ende der Zeitmessung: An dieser Stelle wird Programmcode zur Berechnung und
Speicherung der Ausfu¨hrungszeit des Basis- oder Verbundmoduls bzw. der kompletten
Schleife oder Bedingung eingefu¨gt.
9. Kommunikatorfreigabe: Fu¨r Schleifen und Bedingungen wird ein Aufruf der Last-
ausgleichsbibliothek eingefu¨gt, der die in Punkt 3 angeforderten Kommunikatoren des
zugeho¨rigen Schleifenrumpfes bzw. der zugeho¨rigen Bedingungszweige wieder freigibt.
10. Sendeoperationen: Entsprechend der im erweiterten Rahmenprogramm definierten
Datenumverteilungsoperationen werden Sendeoperationen eingefu¨gt. Diese Operationen
sind analog zum statischen Ansatz nichtblockierend realisiert und werden durch die
Datenumverteilungsbibliothek bereitgestellt.
Die restlichen Konstrukte des Rahmenprogrammes (seq, par, cpar, parfor und cparfor)
erscheinen nicht explizit in der erzeugten Koordinationsfunktion. Im semi-dynamischen Compi-
leransatz werden diese Konstrukte in eine Datenstruktur u¨bersetzt, die die durch die Konstrukte
definierte Ausfu¨hrungsreihenfolge speichert und als Schnittstelle zwischen semi-dynamischem
Koordinationsprogramm und Lastausgleichsbibliothek genutzt wird. Diese Datenstruktur wird
auch als Schedulestruktur bezeichnet und in Abschnitt 5.4 na¨her vorgestellt.
4.7. Datenumverteilungsbibliothek
Datenumverteilungsoperationen werden in den vom CM-task Compiler erzeugten Koordinati-
onsprogrammen beno¨tigt, um die Art der Datenverteilung oder die zur Speicherung verwen-
dete Prozessorgruppe von Variablen zu vera¨ndern, bspw. um die aktuellen Parameter eines
Modulaufrufs in der vom aufgerufenen Modul geforderten Datenverteilung auf den das je-
weilige Modul ausfu¨hrenden Prozessoren zur Verfu¨gung zu stellen. Die Realisierung dieser
Datenumverteilungsoperationen erfolgt durch die Datenumverteilungsbibliothek des CM-task
Compilerframeworks.
Eine Datenumverteilungsoperation gliedert sich in eine Sendephase und eine Empfangs-
phase. Die Sendephase wird von der Quellprozessorgruppe der Datenumverteilungsoperation
abgearbeitet, d.h. von denjenigen Prozessoren, die die umzuverteilende Variable vor der Date-
numverteilung speichern. Die Empfangsphase wird dagegen von der Zielprozessorgruppe der
Datenumverteilungsoperation ausgefu¨hrt, d.h. von denjenigen Prozessoren, auf denen die Varia-
ble nach der Datenumverteilungsoperation gespeichert wird. Die Datenumverteilungsbibliothek
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des CM-task Compilerframeworks unterstu¨tzt beliebige Quell- und Zielprozessorgruppen, d.h.
die an einer Datenumverteilungsoperation beteiligten Gruppen mu¨ssen nicht identisch sein.
Die in einer Datenumverteilungsoperation ausgefu¨hrten Kommunikationsoperationen ha¨ngen
neben der Quell- und der Zielprozessorgruppe auch vom Datenverteilungstyp der umzuvertei-
lenden Variable vor und nach der Umverteilungsoperation ab. Im Allgemeinen mu¨ssen Daten
von jedem Quellprozessor zu jedem Zielprozessor u¨bertragen werden, wobei die erforderlichen
Datentransfers durch nichtblockierende Punkt-zu-Punkt Kommunikationsoperationen der MPI
Bibliothek realisiert sind.
Die Sendephase einer Datenumverteilungsoperation gliedert sich in die folgenden drei
Arbeitsschritte:
(a) jeder Quellprozessor bestimmt fu¨r die lokal gespeicherten Elemente der umzuverteilenden
Datenstruktur die entsprechenden Zielprozessoren und berechnet fu¨r jeden Zielprozessor,
wieviele Datenelemente zu diesem Prozessor gesendet werden mu¨ssen;
(b) jeder Quellprozessor kopiert die lokal gespeicherten Datenelemente in einen Sendepuffer,
so dass Elemente mit demselben Zielprozessor in aufeinanderfolgenden Positionen des
Sendepuffers abgelegt werden;
(c) jeder Quellprozessor sendet die entsprechenden Abschnitte des Sendepuffers an den
jeweiligen Zielprozessor. Durch die Anordnung der Elemente im Sendepuffer wird zu
jedem Zielprozessor maximal eine Nachricht gesendet.
Abbildung 17 (links) zeigt die Kommunikationsoperationen zur Umverteilung eines zwo¨lf-
elementigen Feldes von einer zyklischen Datenverteilung auf drei Quellprozessoren zu einer
blockzyklischen Datenverteilung mit Blockgro¨ße zwei auf vier Zielprozessoren. Rechts in dieser
Abbildung sind die in der Sendephase ausgefu¨hrten Aktionen am Beispiel des Quellprozessors
P1 dargestellt.
Die Empfangsphase einer Datenumverteilungsoperation besteht aus den folgenden drei
Arbeitsschritten:
(d) jeder Zielprozessor bestimmt fu¨r die lokal zu speichernden Elemente der umzuvertei-
lenden Datenstruktur die entsprechenden Quellprozessoren und berechnet, wieviele
Datenelemente von jedem Quellprozessor empfangen werden;
(e) jeder Zielprozessor empfa¨ngt die in Schritt (c) gesendeten Nachrichten von den jeweiligen
Quellprozessoren und legt die empfangenen Daten geordnet nach Quellprozessor im
Empfangspuffer ab;
(f) jeder Zielprozessor kopiert die Datenelemente aus dem Empfangspuffer an die korrekte
Position innerhalb der umzuverteilenden Datenstruktur.
Abbildung 17 (rechts unten) illustriert die ausgefu¨hrten Aktionen der Empfangsphase am
Beispiel des Zielprozessors Q1.
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks entha¨lt zwei Arten
von Umverteilungsoperationen fu¨r mehrdimensionale Felder: statische Datenumverteilungsope-
rationen und dynamische Datenumverteilungsoperationen. Im Folgenden wird ein U¨berblick
dieser beiden Operationsarten gegeben.
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Abbildung 17: Beispiel fu¨r die Umverteilung eines eindimensionalen Feldes mit zwo¨lf Elemen-
ten {1, . . . ,12} von einer zyklischen Datenverteilung auf drei Quellprozessoren
{P1,P2,P3} zu einer blockzyklischen Datenverteilung mit Blockgro¨ße zwei auf
vier Zielprozessoren {Q1, . . . ,Q4}. Links: Illustration der auszufu¨hrenden Kom-
munikationsoperationen zwischen den Quell- und Zielprozessoren. Rechts
oben: Illustration der vom Quellprozessor P1 auszufu¨hrenden Kopier- und Kom-
munikationsoperationen zum Aufbau des Sendepuffers bzw. zum Transfer der
Pufferelemente zu den jeweiligen Zielprozessoren. Recht unten: Illustration der
auszufu¨hrenden Empfangs- und Kopieroperationen fu¨r den Zielprozessor Q1.
Statische Datenumverteilungsoperationen Die statischen Datenumverteilungsoperatio-
nen zielen auf eine Minimierung des entstehenden Datenumverteilungsoverheads zur Laufzeit
ab. Dazu werden die Schritte (a) und (d) zur Berechnung der von den Quell- und Zielpro-
zessoren auszufu¨hrenden Kopier- und Kommunikationsoperationen bereits zur Compilezeit
ausgefu¨hrt. Diese Berechnung erfolgt in der Codegenerierungsphase des CM-task Compilers
basierend auf den vom Anwendungsentwickler spezifizierten parametrisierten Datenverteilungs-
vektoren der Quell- und der Zieldatenverteilung. Da fu¨r diese Berechnung auch die an der
Datenumverteilung beteiligten Prozessorgruppen bekannt sein mu¨ssen, ko¨nnen die statischen
Datenumverteilungsoperationen nur im statischen Ansatz des CM-task Compilers verwendet
werden.
Das Ergebnis der Berechnungen im CM-task Compiler wird in Form einer Umverteilungs-
struktur fu¨r jeden Quell- und fu¨r jeden Zielprozessor in das erzeugte Koordinationsprogramm
integriert. Eine Umverteilungsstruktur ist eine Datenstruktur, die fu¨r einen bestimmten Prozessor
sowohl die auszufu¨hrenden lokalen Kopieroperationen als auch die auszufu¨hrenden Sendeope-
rationen (fu¨r Quellprozessoren einer Datenumverteilungsoperation) bzw. Empfangsoperationen
(fu¨r Zielprozessoren einer Datenumverteilungsoperation) speichert.
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// Datentyp und Datenverteilungstypspezifikation
type matrix = ar ray [100][100] o f doub le ;
d i s t r i b matrix:rowblock = [block on p][ block on 1];
// erzeugte Kodierungsmatrizen fu¨r P=10 Prozessoren
MSMT =
(
1 2 3 4 5 6 7 8 9 10




100 50 34 25 20 17 15 13 12 10
100 100 100 100 100 100 100 100 100 100
)
Abbildung 18: Beispiel fu¨r die Spezifikation eines Datenverteilungstyps fu¨r ein zweidimen-
sionales Feld matrix (oben) und Kodierung des Datenverteilungstyps durch
zwei Matrizen MSM und BSM fu¨r P = 10 Prozessoren (unten).
Die Realisierung der statischen Datenumverteilungsoperationen erfolgt durch die Funktionen
CMC Red send static (Sendephase) und CMC Red recv static (Empfangsphase) der
Datenumverteilungsbibliothek. Eine Schnittstellenbeschreibung dieser Funktionen und der
konkrete Aufbau der Umverteilungsstruktur ist im Anhang Abschnitt C.2.1 angegeben.
Dynamische Datenumverteilungsoperationen Die dynamischen Datenumverteilungsope-
rationen unterstu¨tzen flexible Quell- und Zielprozessorgruppen, die erst zur Laufzeit der Anwen-
dung vor Abarbeitung der jeweiligen Umverteilungsoperation feststehen mu¨ssen. Damit sind
die dynamischen Datenumverteilungsoperationen speziell fu¨r den semi-dynamischen Ansatz
des CM-task Compilers geeignet.
Die Berechnung der auszufu¨hrenden Kopier- und Kommunikationsoperationen (Schritte (a)
und (d)) erfolgt in den dynamischen Datenumverteilungsoperationen zur Laufzeit. Analog zu
den statischen Umverteilungsoperationen basiert diese Berechnung auf den parametrisierten
Datenverteilungsvektoren von Quell- und Zieldatenverteilung, die in kodierter Form in das Ko-
ordinationsprogramm eingebunden und den Umverteilungsoperationen zur Verfu¨gung gestellt
werden.
Die Kodierung eines parametrisierten Datenverteilungsvektors fu¨r ein d-dimensionales
Feld erfolgt mit Hilfe von zwei P× d Matrizen MSM und BSM, wobei P die Anzahl der
verfu¨gbaren Prozessoren der Zielplattform angibt. Die Matrix MSM = (msmpi) definiert das
der Datenverteilung zugrundeliegende virtuelle d-dimensionale Prozessorgitter, d.h. Matri-
xelement msmpi beschreibt die Anzahl der Prozessoren in Felddimension i, i = 1, . . . ,d, fu¨r
p, p= 1, . . . ,P, zur Speicherung des entsprechenden Feldes verwendete Prozessoren. Die Matrix
BSM = (bsmpi) beschreibt die durch den parametrisierten Datenverteilungsvektor definierten
Blockgro¨ßen, d.h. Matrixelement bsmpi definiert die Blockgro¨ße in Felddimension i, i= 1, . . . ,d,
fu¨r p, p = 1, . . . ,P, zur Speicherung des entsprechenden Feldes verwendete Prozessoren. Abbil-
dung 18 zeigt ein Beispiel fu¨r die Kodierung eines definierten Datenverteilungstyps.
Die Realisierung der dynamischen Datenumverteilungsoperationen erfolgt durch die Funk-
tionen CMC Red send dynamic (Sendephase) und CMC Red recv dynamic (Empfangs-
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phase) der Datenumverteilungsbibliothek. Eine Schnittstellenbeschreibung dieser Funktionen
ist im Anhang Abschnitt C.2.2 angegeben.
Datenumverteilungsoperationen fu¨r Nutzerdatentypen Zusa¨tzlich definiert die Datenum-
verteilungsbibliothek eine Schnittstelle zur Einbindung von Datenumverteilungsoperationen fu¨r
Nutzerdatentypen. Diese Schnittstelle ist vom Compileransatz unabha¨ngig und besteht aus den
Funktionen CMC Red send user (Sendephase) und CMC Red recv user (Empfangspha-
se). Diesen Funktionen wird zur Laufzeit der Anwendung der vom Anwendungsentwickler
spezifizierte Datentypidentifikator (s. Abschnitt 4.1.1) der umzuverteilenden Datenstruktur,
sowie die vom Anwendungsentwickler spezifizierten Identifikatoren fu¨r Quell- und Zieldaten-
verteilung (s. Abschnitt 4.1.2) u¨bergeben. Die genaue Schnittstellenbeschreibung befindet sich
im Anhang in Abschnitt C.2.3.
4.8. Lastausgleichsbibliothek
Die Lastausgleichsbibliothek stellt Funktionen und Datenstrukturen zur Unterstu¨tzung der Ab-
arbeitung semi-dynamischer Koordinationsprogramme bereit. Zentrale Schnittstelle zwischen
Koordinationsprogramm und Lastausgleichsbibliothek ist die Schedulestruktur. Diese Daten-
struktur beschreibt den Schedule eines Programmblockes, d.h. eines Schleifenrumpfes einer
for- oder while-Schleife, eines Bedingungszweiges oder eines gesamten Verbundmoduls.
Konkret beschreibt eine Schedulestruktur, welche Module des zugeho¨rigen Programmblockes
zeitgleich ausgefu¨hrt werden und damit fu¨r eine Lastausgleichsoperation in Frage kommen
sowie welche Kommunikationsabha¨ngigkeiten zwischen zeitgleich ausgefu¨hrten Basismodul-
aufrufen bestehen. Ein Modul kann dabei ein ausgefu¨hrtes Basis- oder Verbundmodul, eine
komplette for- oder while-Schleife oder eine komplette Bedingung (if-Konstrukt) sein.
Fu¨r jedes Modul speichert die Schedulestruktur die aktuell zugewiesene Prozessorgruppe mit
dem entsprechenden MPI Kommunikator und die vom Koordinationsprogramm ermittelten
Leistungsdaten, d.h. die Ausfu¨hrungsanzahl und die kumulierte Ausfu¨hrungszeit. Der konkrete
Aufbau einer Schedulestruktur und die Erzeugung durch den CM-task Compiler werden in
Abschnitt 5.4.2 beschrieben.
Die Funktionen der Lastausgleichsbibliothek sind in Abbildung 19 dargestellt. Die Al-
lokationsfunktion CMC Lb allocate fordert die beno¨tigten MPI Kommunikatoren eines
Programmblockes an und speichert sie in der entsprechenden Schedulestruktur. Die ange-
forderten Kommunikatoren umfassen sowohl die Gruppenkommunikatoren zur Ausfu¨hrung
von Modulen als auch externe Kommunikatoren zur Kommunikation zwischen zeitgleich
ausgefu¨hrten Basismodulen. In einem semi-dynamischen Koordinationsprogramm wird die
Allokationsfunktion bei Eintritt in ein Verbundmodul oder vor der Ausfu¨hrung einer Schleife
oder Bedingung mit der entsprechenden Schedulestruktur aufgerufen.
Die Deallokationsfunktion CMC Lb deallocate gibt die in einer Schedulestruktur ge-
speicherten Kommunikatoren wieder frei. Diese Funktion wird in semi-dynamischen Koordina-
tionsprogramm vor Verlassen eines Verbundmoduls bzw. nach kompletter Abarbeitung einer
Schleife oder Bedingung ausgefu¨hrt.
Durch Lastausgleichsoperationen ko¨nnen in einem semi-dynamischen Koordinationspro-
gramm Prozessoren zwischen den Prozessorgruppen zeitgleich ausgefu¨hrter Module verscho-
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Abbildung 19: Illustration der Struktur der Lastausgleichsbibliothek. Die Funktionen
CMC Lb allocate und CMC Lb deallocate fordern die beno¨tigten Kom-
munikatoren einer Schedulestruktur an bzw. geben diese wieder frei. Die Mana-
gementfunktion CMC Lb rebalance extrahiert die aktuellen Prozessorgrup-
pengro¨ßen und die gemessenen Ausfu¨hrungszeiten einer Menge zeitgleich aus-
gefu¨hrter Module aus der Schedulestruktur und stellt sie dem Lastausgleichsal-
gorithmus zur Verfu¨gung. Dieser Algorithmus entscheidet, ob ein Lastausgleich
notwendig ist und gibt gegebenenfalls angepasste Prozessorgruppengro¨ßen
aus. Falls ein Lastausgleich stattfinden soll, passt die Managementfunktion
die Schedulestruktur entsprechend an und erzeugt neue Kommunikatoren
basierend auf den angepassten Prozessorgruppengro¨ßen.
Bedingungszweiges durch alle die entsprechende Schleife bzw. Bedingung abarbeitenden Pro-
zessoren gemeinsam ausgefu¨hrt. Die Realisierung einer derartigen Operation erfolgt in der
Lastausgleichsbibliothek durch zwei Funktionen: der Managementfunktion und dem Lastaus-
gleichsalgorithmus.
Der Lastausgleichsalgorithmus (Bibliotheksfunktion CMC Lb rebalance alg) entschei-
det fu¨r eine Menge zeitgleich ausgefu¨hrter Module basierend auf den gemessenen Ausfu¨hrungs-
zeiten und den verwendeten Prozessorgruppengro¨ßen, ob ein Lastausgleich stattfinden soll und
gibt gegebenenfalls angepasste Prozessorgruppengro¨ßen aus. Die Realisierung des Lastaus-
gleichsalgorithmus ist unabha¨ngig vom Aufbau der Schedulestruktur, wodurch eine einfache
Erweiterbarkeit der Lastausgleichsbibliothek mit vom Anwender in Form von C-Funktionen be-
reitgestellten Algorithmen gewa¨hrleistet wird. Der im CM-task Compilerframework verwendete
Lastausgleichsalgorithmus wird in Abschnitt 5.6 beschrieben.
Die Managementfunktion beinhaltet die fu¨r einen Lastausgleich notwendigen Operationen
auf der Schedulestruktur eines Schleifenrumpfes oder Bedingungszweiges. Konkret fu¨hrt die
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Managementfunktion nacheinander die folgenden Arbeitsschritte aus.
(i) Bereitstellung der gemessenen Ausfu¨hrungszeiten:
In diesem Arbeitsschritt werden die gemessenen Ausfu¨hrungszeiten aus der Schedule-
struktur extrahiert und allen beteiligten Prozessoren zur Verfu¨gung gestellt.
(ii) Ausfu¨hrung des Lastausgleichsalgorithmus:
Der Lastausgleichsalgorithmus wird fu¨r jede Menge zeitgleich ausgefu¨hrter Module des
durch die Schedulestruktur beschriebenen Schleifenrumpfes oder Bedingungszweiges
ausgefu¨hrt.
(iii) Anpassung der Schedulestruktur:
Falls der Lastausgleichsalgorithmus eine Anpassung der Prozessorgruppengro¨ßen von
zeitgleich ausgefu¨hrten Modulen vorgenommen hat, werden entsprechend angepasste
MPI Kommunikatoren erzeugt und in der Schedulestruktur abgelegt.
(iv) Rekursiver Lastausgleich:
Falls durch eine Lastausgleichsoperation die Prozessoranzahl einer Schleife, einer Be-
dingung oder eines Verbundmodulaufrufs vera¨ndert wurde, erfolgt eine Anpassung der
im Schleifenrumpf, Bedingungszweig bzw. aufgerufenem Verbundmodul verwende-
ten Prozessorgruppen durch einen rekursiven Aufruf der Managementfunktion mit der
Schedulestruktur des jeweiligen Konstrukts.
4.9. Implementierung der Basismodule
Die Implementierung der Basismodule erfolgt durch den Anwendungsentwickler in Form von
parallelen MPI+C-Funktionen1. Die Schnittstelle einer derartigen Funktion umfasst die im Spe-
zifikationsprogramm definierten formalen Parameter der entsprechenden Basismoduldefinition
sowie als letzten Parameter einen MPI Kommunikator. Dieser Kommunikator beschreibt die
ausfu¨hrende Prozessorgruppe des Basismoduls und wird zur Laufzeit durch das Koordinations-
programm zur Verfu¨gung gestellt.
Die U¨bergabe der im Spezifikationsprogramm definierten formalen Parameter erfolgt abha¨ngig
vom spezifizierten Datentyp und vom spezifizierten Zugriffstyp eines formalen Parameters.
Eingabe- und Ausgabeparameter werden entweder als Wertparameter (Basisdatentypen) oder
als Referenzparameter (Feld- und Nutzerdatentypen) u¨bergeben. Kommunikationsparameter
werden in Form einer Kommunikationsstruktur u¨bergeben. Diese Datenstruktur beinhaltet neben
einem Verweis auf den Speicherplatz des Kommunikationsparameters auch einen externen Kom-
munikator, der die Prozessoren aller Basismodule mit demselben Kommunikationsparameter
beinhaltet. Der konkrete Aufbau der Kommunikationsstruktur ist auf Seite 64 angegeben.
Listing 11 zeigt ein Beispiel fu¨r die Verwendung externer Kommunikationsoperationen
innerhalb einer Basismodulimplementierung. Als Beispiel wird ein Datenaustausch zwischen
zwei zeitgleich ausgefu¨hrten Instanzen desselben Basismoduls betrachtet. Ein derartiger Daten-
austausch entspricht dem Kommunikationsmuster I (s. Abbildung 9 auf Seite 44). Zeilen 1-4
des Listings zeigen den entsprechenden Ausschnitt aus dem Spezifikationsprogramm.
1Der Einsatz von FORTRAN-Routinen ist mit Hilfe von Wrapper-Funktionen mo¨glich. Diese Funktionen mu¨ssen
die durch das Koordinationsprogramm bereitgestellten MPI Kommunikatoren fu¨r C-Programme mit Hilfe der
MPI Funktion MPI Comm c2f() in ein a¨quivalentes Konstrukt fu¨r FORTRAN u¨bersetzen.
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Listing 11: Beispiel fu¨r die Spezifikation einer Kommunikation zwischen zwei zeitgleich aus-
gefu¨hrten Instanzen desselben Basismoduls (Zeilen 1-4) und fu¨r die Verwendung





2 BM example (comm1 );
3 BM example (comm1 );
4 }
// Basismodulimplementierung
5 vo id BM example ( COMM DESC comm1 , MPI Comm groupcomm) {
6 i n t j, pid;
7 MPI Status status;
// Prozessor−ID innerhalb des Gruppenkommunikators bestimmen
8 MPI Comm rank (groupcomm , &pid);
// Datenaustausch zwischen zwei kommunizierenden Modulen
9 i f (comm1.groupid == 0) {
10 i f (pid == 0) {
11 f o r (j = 0; j < comm1.gsizes [1]; j++)
/∗ Prozessor 0 der Gruppe 0 sendet an alle Prozessoren
der Gruppe 1 ∗/
12 MPI Send (comm1.data , 1, MPI INT , comm1.goffsets [1]+j,
0, comm1.ecomm );
13 }
14 } e l s e i f (comm1.groupid == 1) {
// Gruppe 1 empfa¨ngt von Prozessor 0 der Gruppe 0
15 MPI Recv (comm1.data , 1, MPI INT , comm1.goffsets [0], 0,
comm1.ecomm , &status );
16 }
17 }
Zeile 9 fu¨hrt eine Fallunterscheidung anhand der lokalen Gruppennummer comm1.group-
id, die innerhalb der Kommunikationsstruktur comm1 bereitgestellt wird. Fu¨r den in Zeile 2
definierten Modulaufruf ist diese Gruppennummer 0, wohingegen der Modulaufruf in Zeile 3
eine Gruppennummer von 1 besitzt. Diese Nummern ergeben sich aus der Reihenfolge der
Modulaufrufe im Spezifikationsprogramm.
Zeilen 10 bis 12 enthalten Programmcode fu¨r Sendeoperationen von einem ausgewa¨hlten
Prozessor der Modulinstanz mit Gruppennummer 0 an alle ausfu¨hrenden Prozessoren der Mo-
dulinstanz mit Gruppennummer 1. Die korrespondierenden Empfangsoperationen befinden sich
in Zeile 15. Die Anzahl der ausfu¨hrenden Prozessoren des Basismoduls mit Gruppennummer 1
wird in der Schedulingphase des CM-task Compilers festgelegt und u¨ber das Strukturelement
comm1.gsizes[1] der Kommunikationsstruktur zur Laufzeit bereitgestellt. Die Kommuni-
kation erfolgt u¨ber den externen Kommunikator comm1.ecomm, der die ausfu¨hrenden Prozes-
soren beider Basismodulinstanzen entha¨lt. Die Position des ersten ausfu¨hrenden Prozessors der
Modulinstanz i wird durch das Strukturelement comm1.goffsets[i] angegeben.
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4.10. Zusammenfassung und verwandte Arbeiten
In diesem Kapitel wurden die im CM-task Compilerframework verwendeten Sprachen beschrie-
ben und die Funktionalita¨t der Datenumverteilungsbibliothek und Lastausgleichsbibliothek des
Compilerframeworks vorgestellt. Die Sprachen werden durch den Anwendungsentwickler zur
Spezifikation von parallelen Algorithmen und Plattformen und durch den CM-task Compiler
zur Darstellung der Ergebnisse der Transformationsschritte verwendet.
Die plattformunabha¨ngige Spezifikationssprache fu¨r parallele Algorithmen beinhaltet die
Definition von Datentypen, Datenverteilungstypen und daten- und taskparallelen Programmtei-
len in Form von Basis- bzw. Verbundmodulen. Die Struktur von Verbundmodulen wird durch
einen hierarchischen Modulausdruck beschrieben, der die Abha¨ngigkeiten und Unabha¨ngig-
keiten zwischen Teilberechnungen definiert. Die zugrunde liegende Grammatik basiert auf der
Spezifikationssprache des TwoL-Modells[92], entha¨lt aber Erweiterungen zur Definition von
Kommunikationsabha¨ngigkeiten zwischen zeitgleich ausgefu¨hrten Modulen. Im Gegensatz zu
parallelisierenden Compilern wie Paradigm [56], die aus einem sequentiellen Eingabeprogramm
eine parallele Implementierung erzeugen, dru¨ckt das Spezifikationsprogramm des CM-task
Compilers den maximal verfu¨gbaren Grad an Taskparallelita¨t aus.
Die Definition von Datenverteilungstypen in der Spezifikationssprache basiert auf parametri-
sierten Datenverteilungsvektoren. Diese Darstellungsform erlaubt die Spezifikation regelma¨ßi-
ger Verteilungen auf einer variablen Prozessoranzahl. Die Beschreibung von Datenverteilungen
ist Bestandteil vieler datenparalleler Sprachen, z.B. von Fortran D [47], HPF [46], High Per-
formance C [114], HPJava [9] oder Vienna Fortran 90 [6], wobei ha¨ufig die Daten auf alle
verfu¨gbare Prozessoren verteilt werden. Die Definition regelma¨ßiger Datenverteilungen auf
Prozessorgruppen durch Angabe einer Blockgro¨ße und eines Skipfaktors wurde im Paradigm-
Compiler [84] verwendet.
Die durch die Transformationsschritte des CM-task Compilers getroffenen Entscheidungen
basieren auf Kosteninformationen fu¨r die im Spezifikationsprogramm definierten Basismo-
dule. Die Spezifikation dieser Kosten erfolgt durch den Anwender in Form parametrisierter
Laufzeitformeln, die aus einem Berechnungs- und einem Kommunikationsteil bestehen. Der
Kommunikationsteil wird mit Hilfe von Kostenformeln fu¨r die verwendeten MPI Kommunika-
tionsoperationen angegeben, die in einer separaten Plattformspezifikation zusammengefasst
werden. Andere Ansa¨tze zur Darstellung von Kosten paralleler Programme sind z.B. das Am-
dahlsche Gesetz [2], BSP [110], LogP [15] oder LogGP [1]. Aus diesen Modellen ergeben sich
ebenfalls Kostenformeln in geschlossener Form, die in einem CM-task Spezifikationsprogramm
verwendet werden ko¨nnen.
Das erweiterte Spezifikationsprogramm, das Rahmenprogramm und das erweiterte Rahmen-
programm repra¨sentieren Zwischenergebnisse des CM-task Compilers, die durch Hinzufu¨gen
zusa¨tzlicher Annotationen entstehen. Annotationen werden bspw. fu¨r die vorhandenen Daten-
und Kommunikationsabha¨ngigkeiten zwischen Modulaufrufen, fu¨r die zur Ausfu¨hrung zu
verwendenden Prozessorgruppen oder fu¨r beno¨tigte Datenumverteilungsoperationen verwen-
det. Das Konzept eines Rahmenprogrammes zur Darstellung von Designentscheidungen eines
Transformationswerkzeuges wurde ebenfalls im TwoL-Modell verwendet [95, 37].
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks unterstu¨tzt regelma¨ßi-
ge Datenverteilungen fu¨r mehrdimensionale Felder und erlaubt die Verwendung beliebiger
Quell- und Zielprozessorgruppen. Die Realisierung der Umverteilungsoperationen erfolgt durch
Einzeltransferoperationen, die im allgemeinen Fall Daten von jedem Quellprozessor zu jedem
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Zielprozessor u¨bertragen. Zur Reduzierung des zur Laufzeit entstehenden Kommunikations-
overheads unterstu¨tzt die Bibliothek vorberechnete Kommunikationsmuster, die durch den
CM-task Compiler in ein erzeugtes Koordinationsprogramm eingebunden werden.
Datenumverteilungsoperationen werden fu¨r viele datenparallele Sprachen wie HPF [46]
beno¨tigt, z.B. zur Unterstu¨tzung von Zuweisungsoperationen A = B fu¨r mehrdimensionale
Felder A und B mit unterschiedlichen Datenverteilungstypen. DaRel[57] ist eine Datenumver-
teilungsbibliothek fu¨r HPF Programme, die wie die Datenumverteilungsbibliothek des CM-task
Compilerframeworks die zur Laufzeit auszufu¨hrenden Kommunikationsoperationen zur Com-
pilezeit vorberechnen kann. Die Datenumverteilungsoperationen sind in DaRel als atomare
Operation realisiert, an der sowohl Quell- als auch Zielprozessoren beteiligt sind , und ko¨nnen
wahlweise Punkt-zu-Punkt Kommunikationsoperationen oder kollektive Kommunikationsope-
rationen wie z.B. Broadcastoperationen verwenden.
DRDlib [99] ist eine Datenumverteilungsbibliothek fu¨r mehrdimensionale Felder, die kollek-
tive MPI Kommunikationsoperationen zur Realisierung der Umverteilungen verwendet. Aus
diesem Grund mu¨ssen Quell- und Zielprozessoren die Umverteilungsoperationen gemeinsam
ausfu¨hren, wa¨hrend die Datenumverteilungsbibliothek des CM-task Compilerframeworks sepa-
rate Sende- und Empfangsphasen fu¨r die Quell- bzw. Zielprozessoren verwendet. Eine weitere
Bibliothek mit Unterstu¨tzung von Datenumverteilungen ist ScaLAPACK [81]. Im Unterschied
zur Datenumverteilungsbibliothek des CM-task Compilerframeworks bieten diese Bibliothe-
ken keine Compilerunterstu¨tzung zur Integration der Bibliotheksfunktionen in eine parallele
Anwendung.
Die Lastausgleichsbibliothek des CM-task Compilerframeworks unterstu¨tzt die dynami-
sche Anpassung der in einem Koordinationsprogramm verwendeten Prozessorgruppen an die
zugrundeliegende parallele Plattform. Eine derartige Anpassung ist speziell fu¨r heterogene
Zielsysteme sinnvoll, da die Gro¨ße der verwendeten Prozessorgruppen auf die Geschwindigkeit
der enthaltenen Prozessoren abgestimmt werden kann.
Ein dynamischer Lastausgleich ist insbesondere auch fu¨r taskparallele Anwendungen mit
irregula¨rem Berechnungen oder dynamisch erzeugten Tasks wichtig. Zu diesem Zweck wurden
verschiedene Frameworks und Bibliotheken entwickelt, z.B. SAMBA [80], PREMA [4] oder
Zoltan [18]. Diese Ansa¨tze zielen auf eine gleichma¨ßige Verteilung einzelner Tasks auf die
verfu¨gbaren Prozessoren ab. Im Gegensatz dazu besteht die Aufgabe der Lastausgleichsbiblio-
thek des CM-task Compilerframeworks in der Ermittlung einer geeigneten Prozessoranzahl fu¨r
zeitgleich ausgefu¨hrte parallele Tasks.
Eine Klassifikation von Lastausgleichsverfahren wurde in [76] eingefu¨hrt. Nach dieser
Klassifikation ist der Lastausgleichsansatz des CM-task Compilerframeworks
• periodisch, d.h. der Lastausgleich erfolgt an festen Programmpunkten;
• verteilt, d.h. Lastausgleichsoperationen werden durch mehrere Prozessoren ausgefu¨hrt;
• synchron, d.h. Lastausgleichsoperationen werden durch die beteiligten Prozessoren
zeitgleich ausgefu¨hrt und




5. Realisierung des CM-task Compilerframeworks
In diesem Kapitel wird die Realisierung der Komponenten des CM-task Compilerframeworks
beschrieben. Abbildung 20 gibt anhand der in Abschnitt 2.2 vorgestellten Architektur des Com-
pilerframeworks einen U¨berblick dieses Kapitels. Abschnitt 5.7 fasst dieses Kapitel zusammen
































Abbildung 20: Architektur des CM-task Compilerframeworks mit Angabe der Abschnitte, die
die Realisierung der Compilerkomponenten des CM-task Compilers bzw. der
enthaltenen Bibliotheken beschreiben.
5.1. Analysephase des CM-task Compilers
Die Aufgabe der Analysephase besteht im Erkennen der in einem gegebenem CM-task Spe-
zifikationsprogramm implizit u¨ber Variablennamen definierten Daten- und Kommunikations-
abha¨ngigkeiten und der Ausgabe der erkannten Abha¨ngigkeiten in Form eines erweiterten
Spezifikationsprogrammes. Als interne Datenstruktur der Analysephase werden die abstrakten
Syntaxba¨ume der im Spezifikationsprogramm definierten Verbundmodule verwendet. Diese
Syntaxba¨ume werden durch einen Parser mit gekoppeltem U¨bersetzungsschema aus dem
Spezifikationsprogramm erzeugt.
Der abstrakte Syntaxbaum eines Verbundmoduls ist wie folgt aufgebaut. Der Wurzelknoten
des Syntaxbaums speichert den Namen und die im Spezifikationsprogramm definierten Eingabe-
und Ausgabeparameter des jeweiligen Verbundmoduls und besitzt einen Kindknoten. Die inne-
ren Knoten des Syntaxbaums sind mit seq, par, cpar, for, while, parfor, cparfor
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Abbildung 21: Abstrakter Syntaxbaum des Spezifikationsprogrammes fu¨r Iterierte Runge-
Kutta Verfahren (s. Listing 4 auf Seite 50) mit annotierten Identifikatoren (ID).
Beispielsweise wird dem Aufruf des Basismoduls stage vector der Identifi-
kator n1 zugeordnet.
oder if bezeichnet und repra¨sentieren die im Modulausdruck des jeweiligen Verbundmoduls
verwendeten Konstruktoren. Die Blattknoten des Syntaxbaums repra¨sentieren die im jeweiligen
Verbundmodul definierten Basis- und Verbundmodulaufrufe. Jedes Konstrukt eines gegebenen
Spezifikationsprogrammes wird durch genau einen Knoten im zugeho¨rigen abstrakten Syntax-
baum dargestellt. Im Folgenden wird nicht mehr zwischen den Knoten des Syntaxbaums und
dem jeweils zugeho¨rigen Konstrukt des entsprechenden Spezifikationsprogrammes unterschie-
den. Abbildung 21 zeigt den abstrakten Syntaxbaum des Spezifikationsprogrammes fu¨r IRK
Verfahren.
Die Analysephase besteht aus drei Arbeitsschritten, die fu¨r jeden abstrakten Syntaxbaum
eines im Spezifikationsprogramm definierten Verbundmoduls nacheinander ausgefu¨hrt werden.
Der erste Schritt annotiert eindeutige Identifikatoren an den Knoten eines gegebenen abstrakten
Syntaxbaums. Im zweiten Schritt werden die Kommunikationsabha¨ngigkeiten und im dritten
Schritt die Datenabha¨ngigkeiten in einem gegebenen abstrakten Syntaxbaum erkannt und an
den Knoten des jeweiligen Syntaxbaums annotiert. Im Folgenden werden diese drei Schritte
genauer beschrieben.
5.1.1. Festlegen eindeutiger Identifikatoren
Die Ausgabe der in den nachfolgenden Schritten ermittelten Daten- und Kommunikations-
abha¨ngigkeiten im erweiterten Spezifikationsprogramm erfordert Identifikatoren zur eindeutigen
Bezeichnung der an der jeweiligen Abha¨ngigkeit beteiligten Konstrukte. Dazu wird in diesem
Schritt an den for-, while-, if- und Blattknoten eines gegebenen abstrakten Syntaxbaums
jeweils ein eindeutiger Identifikator annotiert.
Die Annotation erfolgt durch eine top-down Traversierung des entsprechenden Syntaxbaums,
wobei der an einem Knoten k annotierte Identifikator inkrementell anhand des Pfades von der
Syntaxbaumwurzel zu k aufgebaut wird. Konkret wird wie folgt vorgegangen. Die Traversierung
beginnt mit dem Identifikator ”n“ in der Syntaxbaumwurzel. An jedem Syntaxbaumknoten k
mit n, n > 1, Kindknoten wird der Identifikator fu¨r Kindknoten i, i = 1, . . . ,n, durch Anha¨ngen
von i an den Identifikator von k ermittelt. Besitzt ein Syntaxbaumknoten k nur einen Kindknoten,
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Tabelle 1: Regeln zur Annotation der Kommunikationsmenge k.COMM an einem Syntax-
baumknoten k.
Fall fu¨r Syntaxbaumknoten k Konstruktionsregel fu¨r Kommunikationsmenge k.COMM
k ist Basismodulaufruf k.COMM = {(ai,k.ID) | Zugriffstyp des i-ten formalen
BM (a1, . . . ,an) Parameters von BM ist comm; i = 1, . . . ,n }
k ist Verbundmodulaufruf k.COMM = /0
VM (a1, . . . ,an)
k ist cpar-Knoten mit n k.COMM = ∪i=1,...,nci.COMM
Kindknoten c1, . . . ,cn
so wird der Identifikator von k an den Kindknoten weitergegeben.
Falls der an einen for-, while-, if- oder Blattknoten zu annotierende Identifikator bereits
vergeben ist (z.B. falls ein Blattknoten einziges Kind eines for-Knotens ist), wird diesem
Identifikator der String ” 1“ angeha¨ngt. Diese Konstruktionsvorschrift erzeugt Identifikatoren,
die den Aufbau des abstrakten Syntaxbaums widerspiegeln und eine mo¨glichst geringe La¨nge
besitzen. Abbildung 21 zeigt die am Syntaxbaum fu¨r IRK Verfahren annotierten Identifikatoren.
5.1.2. Bestimmung der Kommunikationsabha¨ngigkeiten
Eine Kommunikationsabha¨ngigkeit in einem CM-task Spezifikationsprogramm besteht zwi-
schen zwei oder mehr Basismodulaufrufen, die (a) durch einen cpar- oder cparfor-Kon-
struktor zusammengefasst werden und die (b) einen gemeinsamen Kommunikationsparameter
besitzen. Als Kommunikationsparameter wird ein aktueller Parameter eines Basismodulaufrufs
im Spezifikationsprogramm bezeichnet, dessen Zugriffstyp in der Schnittstellendefinition des
aufgerufenen Basismoduls als comm spezifiziert ist. Eine Kommunikationsabha¨ngigkeit zeigt
an, dass die entsprechenden Basismodule wa¨hrend ihrer Ausfu¨hrung miteinander kommunizie-
ren.
Die Bestimmung der Kommunikationsabha¨ngigkeiten fu¨r einen gegebenen abstrakten Syntax-
baum eines Verbundmoduls erfolgt in zwei Teilschritten. Im ersten Schritt wird an den Knoten
des Syntaxbaums eine Kommunikationsmenge annotiert. Eine Kommunikationsmenge besteht
aus Paaren (a, id), wobei id der Identifikator eines Basismodulaufrufs und a ein durch diesen
Basismodulaufruf verwendeter Kommunikationsparameter ist. Die Kommunikationsmenge
eines Syntaxbaumknotens k gibt die im Teilbaum des abstrakten Syntaxbaums mit Wurzel
k verwendeten Kommunikationsparameter mit den zugeho¨rigen Basismodulaufrufen an. Im
zweiten Schritt werden aus den berechneten Kommunikationsmengen die zu annotierenden
Kommunikationsabha¨ngigkeiten bestimmt.
Annotation der Kommunikationsmengen. Die Kommunikationsmenge eines Syntaxbaum-
knotens k wird aus den Kommunikationsmengen der Kindknoten von k berechnet, d.h. es findet
eine bottom-up Attributierung des abstrakten Syntaxbaums statt. Tabelle 1 zeigt die Regeln zur
Berechnung der Kommunikationsmenge k.COMM eines Knotens k, wobei k.ID den zuvor an k
annotierten Identifikator bezeichnet. Die Regel fu¨r Verbundmodulaufrufe beru¨cksichtigt, dass
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Abbildung 22: Annotation der Kommunikationsmengen (COMM) am abstrakten Syntaxbaum
fu¨r Iterierte Runge-Kutta Verfahren. In den Knoten sind die zugeordneten Identi-
fikatoren (z.B. n1) und die verwendeten Kommunikationsparameter (z.B. ort)
angegeben. Die Iterationen der cparfor-Schleife werden durch separate
Teilba¨ume dargestellt, in denen den Identifikatoren die entsprechende Schleife-
niteration in eckigen Klammern angeha¨ngt ist.
in der CM-task Spezifikationssprache keine Kommunikationsparameter fu¨r Verbundmodule
definiert werden ko¨nnen. An den nicht in der Tabelle aufgefu¨hrten seq-, par-, for-, while-
und if-Knoten wird keine Kommunikationsmenge annotiert, da zwischen den durch diese
Konstruktoren zusammengefassten Programmteilen keine Kommunikationsabha¨ngigkeiten
bestehen. Fu¨r parfor- und cparfor-Knoten werden spezielle Regeln verwendet, die im
Folgenden erla¨utert werden.
Behandlung von parfor- und cparfor-Schleifen. Die Behandlung von parfor- und
cparfor-Schleifen erfolgt in drei Schritten. Im ersten Schritt werden die Schleifen ent-
rollt, d.h. im Syntaxbaum wird der Teilbaum unterhalb des entsprechenden parfor- bzw.
cparfor-Knotens entsprechend des Iterationsraumes der Schleife repliziert. Die so entste-
henden Teilba¨ume werden unterhalb des entsprechenden parfor- bzw. cparfor-Knotens in
den Syntaxbaum eingefu¨gt und den annotierten Identifikatoren in diesen Teilba¨umen wird die
jeweilige Schleifeniteration angeha¨ngt. Abbildung 22 zeigt den Syntaxbaum fu¨r IRK Verfahren
mit entrollter cparfor-Schleife.
Im zweiten Schritt erfolgt die Bestimmung der Kommunikationsabha¨ngigkeiten fu¨r den modi-
fizierten Syntaxbaum gema¨ß den Regeln aus Tabelle 1, wobei die cparfor-Knoten analog zu
den cpar-Knoten behandelt werden, d.h. die Kommunikationsmenge eines cparfor-Knotens
ergibt sich aus der Vereinigung der Kommunikationsmengen der einzelnen Schleifeniteratio-
nen. Auf diese Weise ko¨nnen im nachfolgenden Schritt auch Kommunikationsabha¨ngigkeiten
zwischen verschiedenen Iterationen einer cparfor-Schleife erkannt werden.
Im dritten Schritt erfolgt die Ru¨cktransformantion des Syntaxbaums in die urspru¨ngliche
Darstellung. Dabei werden die im ersten Schritt replizierten Syntaxbaumknoten auf den ent-
sprechenden urspru¨nglichen Syntaxbaumknoten abgebildet, wobei die Kommunikationsmenge
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des urspru¨nglichen Syntaxbaumknotens aus der Vereinigung der Kommunikationsmengen der
auf diesen Knoten abgebildeten replizierten Knoten berechnet wird.
Annotation der Kommunikationsabha¨ngigkeiten. Die Annotation der Kommunikations-
abha¨ngigkeiten erfolgt durch einen Tiefensuchlauf u¨ber einen gegebenen abstrakten Syntax-
baum mit annotierten Kommunikationsmengen. Bei dieser Tiefensuche werden nur diejenigen
cpar- und cparfor-Knoten betrachtet, die nicht Kindknoten eines anderen cpar- oder
cparfor-Knotens sind. Damit wird gewa¨hrleistet, dass alle Zugriffe von zeitgleich aus-
zufu¨hrenden Basismodulen auf einen bestimmten Kommunikationsparameter beru¨cksichtigt
werden.
Die Annotation der Kommunikationsabha¨ngigkeiten an einem derartigen Syntaxbaumknoten
k mit annotierter Kommunikationsmenge k.COMM wird wie folgt durchgefu¨hrt. Zuna¨chst
wird k.COMM in disjunkte Teilmengen partitioniert, so dass Paare einer Teilmenge denselben
Kommunikationsparameter und Paare verschiedener Teilmengen unterschiedliche Kommu-
nikationsparameter besitzen. Fu¨r jede derart konstruierte Teilmenge wird eine Kommunika-
tionsabha¨ngigkeit an k annotiert. Die an der einzufu¨genden Kommunikationsabha¨ngigkeit
beteiligten Basismodulaufrufe sind durch die in den Paaren der entsprechenden Teilmenge der
Kommunikationsmenge gespeicherten Identifikatoren gegeben.
Beispiel: Iterierte Runge-Kutta Verfahren
Abbildung 22 zeigt den abstrakten Syntaxbaum des Spezifikationsprogrammes fu¨r IRK Ver-
fahren, in dem die cparfor-Schleife entrollt dargestellt ist. Die Kommunikationsmengen
der Basismodulaufrufe ergeben sich aus den verwendeten Kommunikationsparametern, die
in den entsprechenden Syntaxbaumknoten angegeben sind. Die Kommunikationsmenge der
cparfor-Schleife ergibt sich aus der Vereinigung der Kommunikationsmengen der im Schlei-
fenrumpf enthaltenen Aufrufe des Basismoduls stage vector.
Die Annotation der Kommunikationsabha¨ngigkeiten erfolgt am cparfor-Knoten des Syn-
taxbaums. Dabei wird eine Kommunikationsabha¨ngigkeit fu¨r den Kommunikationsparameter
ort eingefu¨gt. An dieser Kommunikationsabha¨ngigkeit sind alle drei Aufrufe des Basismoduls
stage vector beteiligt.
5.1.3. Bestimmung der Datenabha¨ngigkeiten
Eine Datenabha¨ngigkeit in einer CM-task Anwendungsspezifikation besteht zwischen einem
schreibenden Zugriff auf eine Variable a und einem nachfolgend auszufu¨hrenden Lesezugriff
auf a, falls zwischen diesem Schreibzugriff und diesem Lesezugriff kein anderer Schreibzugriff
auf a ausgefu¨hrt wird. Eine Datenabha¨ngigkeit zeigt an, dass vom Schreibzugriff Daten fu¨r den
Lesezugriff bereitgestellt werden und dass abha¨ngig von den jeweiligen Datenverteilungstypen
fu¨r die Variable a und den jeweiligen ausfu¨hrenden Prozessorgruppen eine Datenumverteilungs-
operation zwischen Schreib- und Lesezugriff beno¨tigt wird.
Zur Bestimmung der Datenabha¨ngigkeiten fu¨r einen gegebenen abstrakten Syntaxbaum eines
Verbundmoduls wird zuna¨chst an jedem Knoten dieses Syntaxbaums eine Lesemenge und
eine Schreibmenge annotiert. Die Lese- und Schreibmengen enthalten Paare (a, id) bestehend
aus einer Variable a und einem Identifikator id, wobei ein derartiges Paar einen Lese- bzw.
Schreibzugriff auf a durch das mit id bezeichnete Konstrukt repra¨sentiert.
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Die Lesemenge eines Syntaxbaumknotens k entha¨lt alle Lesezugriffe innerhalb des Teilbaums
des abstrakten Syntaxbaums mit Wurzel k, die ihre Werte von einem Schreibzugriff außerhalb
dieses Teilbaums erhalten. Die Schreibmenge eines Knotens k entha¨lt alle im Teilbaum des
abstrakten Syntaxbaums mit Wurzel k ausgefu¨hrten Schreibzugriffe, deren geschriebene Werte
nach kompletter Abarbeitung der durch diesen Teilbaum repra¨sentierten Berechnungen erhalten
bleiben, d.h. nicht von einem anderen sich in diesem Teilbaum befindenden Schreibzugriff
u¨berschrieben werden.
Aus den berechneten Lese- und Schreibmengen werden in einem nachfolgenden Schritt die
zu annotierenden Datenabha¨ngigkeiten bestimmt. Im Folgenden wird die Konstruktion der
Lese- und Schreibmengen und die Annotation der Datenabha¨ngigkeiten beschrieben.
Berechnung der Lese- und Schreibmengen
Die Berechnung der Lese- und der Schreibmenge eines Syntaxbaumknotens k erfolgt mit Hilfe
der Lese- und Schreibmengen der Kindknoten von k, d.h. es findet eine bottom-up Attributierung
des abstrakten Syntaxbaums statt. Tabelle 2 zeigt die Konstruktionsregeln zur Bestimmung
der Lesemenge k.READ und der Schreibmenge k.WRIT E eines Syntaxbaumknotens k. Dabei
bezeichnet k.ID den zuvor an k annotierten Identifikator.
Die Lese- und Schreibmenge eines Basismodulaufrufs wird direkt aus den aktuellen Para-
metern des Modulaufrufs und den Zugriffstypen der korrespondierenden formalen Parameter
bestimmt. Diese Zugriffstypen werden vom Anwendungsentwickler in der Schnittstellenbe-
schreibung des aufgerufenen Moduls spezifiziert. Die Berechnung der Lese- und Schreibmengen
von Verbundmodulaufrufen erfolgt analog zu den Basismodulaufrufen und ist daher nicht in
der Tabelle angegeben.
Die Konstruktionsregeln fu¨r par- und cpar-Knoten beru¨cksichtigen die durch die zu-
geho¨rigen Konstrukte definierte Datenunabha¨ngigkeit zwischen den durch die entsprechenden
Kindknoten repra¨sentierten Berechnungen. Fu¨r seq-Knoten ist die Reihenfolge der Kindknoten
entscheidend, die sich aus der Reihenfolge der Definition der zugeho¨rigen Berechnungen im
Spezifikationsprogramm ergibt. Dies bedeutet, dass bspw. ein Schreibzugriff auf eine Variable
a in einem Kindknoten i eines seq-Knotens mit n Kindknoten den in einem Kindknoten j,
1≤ j < i≤ n, dieses seq-Knotens geschriebenen Wert von a u¨berschreibt. Die parfor- und
cparfor-Knoten werden analog zu der Bestimmung der Kommunikationsabha¨ngigkeiten (s.
Abschnitt 5.1.2) behandelt, d.h. die entsprechenden Schleifen werden entrollt und die Lese-
und Schreibmengen fu¨r jede Schleifeniteration separat berechnet.
Schleifen. Fu¨r for-Schleifen wird in diesem Schritt eine virtuelle Parameterliste konstruiert.
Diese Parameterliste wird intern verwendet und ist fu¨r den Anwendungsentwickler nicht
sichtbar. Virtuelle Eingabeparameter der Schleife sind alle Variablen, die in mindestens einem
Paar der Lesemenge des zugeho¨rigen Schleifenrumpfes enthalten sind. Diese Variablen erhalten
ihren Wert (zumindest in der ersten Iteration der Schleife) von einem Schreibzugriff, der vor
der entsprechenden Schleife ausgefu¨hrt wird. Virtuelle Ausgabeparameter der Schleife sind alle
Variablen, die in mindestens einem Paar der Schreibmenge des zugeho¨rigen Schleifenrumpfes
enthalten sind. Die Werte dieser Variablen stehen nach Ablauf einer Schleifeniteration fu¨r
Lesezugriffe in der darauffolgenden Iteration sowie fu¨r nach der entsprechenden Schleife
ausgefu¨hrte Lesezugriffe zur Verfu¨gung.
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Tabelle 2: Konstruktionsregeln fu¨r die Lesemenge k.READ und die Schreibmenge k.WRIT E
eines Knotens k des abstrakten Syntaxbaums.
Fall fu¨r Syntaxbaumknoten k Konstruktionsregeln fu¨r Lese- und Schreibmenge von k
k ist Basismodulaufruf k.READ = {(ai,k.ID) | Zugriffstyp des i-ten formalen
BM (a1, . . . ,an) Parameters von BM ist in oder inout; i = 1, . . . ,n }
k.WRIT E = {(ai,k.ID) | Zugriffstyp des i-ten formalen
Parameters von BM ist out oder inout; i = 1, . . . ,n }
k ist cpar-Knoten mit n k.READ = ∪i=1,...,nci.READ
Kindknoten c1, . . . ,cn k.WRIT E = ∪i=1,...,nci.WRIT E
k ist par-Knoten mit n k.READ = ∪i=1,...,nci.READ
Kindknoten c1, . . . ,cn k.WRIT E = ∪i=1,...,nci.WRIT E
k ist seq-Knoten mit n k.READ = ∪i=1,...,n{(a, id) | (a, id) ∈ ci.READ und
Kindknoten c1, . . . ,cn es gibt kein (a, id′) ∈ c j.WRIT E fu¨r 1≤ j < i }
k.WRIT E = ∪i=1,...,n{(a, id) | (a, id) ∈ ci.WRIT E und
es gibt kein (a, id′) ∈ c j.WRIT E fu¨r i < j ≤ n }
k ist for-Knoten mit k.READ = {(a,k.ID) | (a, id′) ∈ c.READ}
Kindknoten c k.WRIT E = {(a,k.ID) | (a, id′) ∈ c.WRIT E}
k ist if-Knoten mit einem k.READ = {(a,k.ID) | (a, id′) ∈ c.READ∪ c.WRIT E}
Kindknoten c k.WRIT E = {(a,k.ID) | (a, id′) ∈ c.WRIT E}
k ist if-Knoten mit zwei k.READ = {(a,k.ID) | (a, id′) ∈ c1.READ∪ c2.READ}∪
Kindknoten c1 und c2 {(a,k.ID) | (a, id′) ∈ c1.WRIT E und es gibt kein
(a, id′′) ∈ c2.WRIT E}∪
{(a,k.ID) | (a, id′) ∈ c2.WRIT E und es gibt kein
(a, id′′) ∈ c1.WRIT E}
k.WRIT E = {(a,k.ID) | (a, id′) ∈ c1.WRIT E ∪ c2.WRIT E}
Die Lese- und Schreibmengen eines for-Knotens werden wie fu¨r einen Modulaufruf kon-
struiert, der die entsprechenden virtuellen Eingabeparameter beno¨tigt und die entsprechenden
virtuellen Ausgabeparameter erzeugt. Die Behandlung von while-Knoten erfolgt analog zu
den for-Knoten und ist nicht in Tabelle 2 aufgefu¨hrt.
Bedingungen. Fu¨r Bedingungen wird ebenfalls eine virtuelle Parameterliste konstruiert,
wobei unterschiedliche Regeln fu¨r einseitige Bedingungen (d.h. Bedingungen ohne else-Zweig)
und zweiseitige Bedingungen verwendet werden. Zuna¨chst werden einseitige Bedingungen
betrachtet, die im abstrakten Syntaxbaum durch einen if-Knoten mit einem Kindknoten
dargestellt werden. Die virtuellen Eingabeparameter eines derartigen Konstrukts umfassen alle
Variablen, die in mindestens einem Paar der Lesemenge oder der Schreibmenge des if-Zweigs
enthalten sind. Die im if-Zweig geschriebenen Variablen za¨hlen zu den Eingabeparametern
der entsprechenden Bedingung, da erst zur Laufzeit der Anwendung entschieden wird, ob
die Schreibzugriffe des if-Zweigs tatsa¨chlich ausgefu¨hrt werden. Wird der if-Zweig nicht
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    (y_k,n2_1[1]),(y_k,n2_1[2])}
WRITE=
Abbildung 23: Syntaxbaum fu¨r das Hauptmodul des Spezifikationsprogrammes fu¨r Iterierte
Runge-Kutta Verfahren mit berechneten Lese- und Schreibmengen (READ
bzw. WRIT E). Fu¨r die Berechnung dieser Mengen werden nur die Zugriffe auf
die Variable y k betrachtet, die in den entsprechenden Knoten in Klammern
angegeben sind. Die drei Iterationen der cparfor-Schleife sind durch sepa-
rate Teilba¨ume dargestellt, fu¨r die jeweils eigene Lese- und Schreibmengen
berechnet werden.
ausgefu¨hrt, entsprechen die Werte der Ausgabeparameter der Bedingung den Werten der
jeweiligen Variablen vor Abarbeitung der Bedingung.
Analoge U¨berlegungen liegen den Konstruktionsregeln fu¨r zweiseitige Bedingungen zugrun-
de. Virtuelle Eingabeparameter eines derartigen Konstrukts sind alle Variablen, die in einem
Paar der Lesemenge eines Bedingungszweigs enthalten sind, sowie Variablen, die in genau
einem Bedingungszweig geschrieben werden. Variablen, die in beiden Bedingungszweigen
geschrieben werden, sind keine Eingabeparameter, da unabha¨ngig vom tatsa¨chlich ausgefu¨hrten
Bedingungszweig ein neuer Wert durch das Bedingungskonstrukt erzeugt wird.
Beispiel: Iterierte Runge-Kutta Verfahren
Abbildung 23 zeigt den Syntaxbaum des Hauptmoduls des Spezifikationsprogrammes fu¨r
IRK Verfahren (s. Listing 4 auf Seite 50) mit entrollter cparfor-Schleife und annotierten
Lese- und Schreibmengen. Vereinfachend wird nur die Variable y k beru¨cksichtigt und auf die
Betrachtung der Zugriffe auf die Variablen x, h, y k1, mu und mu1 verzichtet. Die Zugriffe auf
y k sind in den entsprechenden Syntaxbaumknoten angegeben. In der virtuellen Parameterliste
der while-Schleife tritt y k als Eingabe- und als Ausgabeparameter auf, da sowohl in der
Lese- als auch in der Schreibmenge des Schleifenrumpfes ein Paar mit y k enthalten ist.
In der Lesemenge des seq-Knotens im Schleifenrumpf der while-Schleife sind die Lese-
zugriffe durch die Modulaufrufe von stage vector und compute approx enthalten. Der
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Tabelle 3: Konstruktionsregeln zur Annotation der Datenabha¨ngigkeiten an einem Syntax-
baumknoten k.
Fall fu¨r Syntaxbaumknoten k Regel fu¨r die Annotation der Datenabha¨ngigkeiten
k ist seq-Knoten mit n for (i = 1, . . . ,n) do
Kindknoten c1, . . . ,cn foreach ((a, id) ∈ ci.READ\ k.READ) do {
finde (a, id′) ∈ c j.WRIT E mit 1≤ j < i und j maximal;
annotiere Datenabha¨ngigkeit mit Schreibzugriff id′,
Lesezugriff id, Variable a an k;
}
k ist for-Knoten mit foreach ((a, id) ∈ c.READ) do
Kindknoten c annotiere Datenabha¨ngigkeit mit Schreibzugriff k.ID,
Lesezugriff id, Variable a an k;
foreach ((a, id) ∈ c.WRIT E) do
annotiere Datenabha¨ngigkeit mit Schreibzugriff id,
Lesezugriff k.ID, Variable a an k;
k ist Wurzelknoten mit foreach ((a, id) ∈ c.READ) do {
Kindknoten c if (a ist Eingabeparameter des durch k repra¨sentierten
Verbundmoduls) then
annotiere Datenabha¨ngigkeit mit Schreibzugriff k,
Lesezugriff id, Variable a an k;
}
foreach (Ausgabeparameter a des durch k repra¨sentierten
Verbundmoduls) do {
finde (a, id) ∈ c.WRIT E;
annotiere Datenabha¨ngigkeit mit Schreibzugriff id,
Lesezugriff k, Variable a an k;
}
Lesezugriff durch den Basismodulaufruf step control erfolgt auf den durch den Schreib-
zugriff des Modulaufrufs compute approx geschriebenen Wert und ist daher nicht in dieser
Lesemenge enthalten.
Annotation der Datenabha¨ngigkeiten
Die Annotation der Datenabha¨ngigkeiten erfolgt durch einen Tiefensuchlauf u¨ber einen gegebe-
nen abstrakten Syntaxbaum mit annotierten Lese- und Schreibmengen. Die Konstruktionsregeln
fu¨r einen Syntaxbaumknoten k sind in Tabelle 3 zusammengefasst.
An einem seq-Knoten werden diejenigen Datenabha¨ngigkeiten annotiert, die zwischen
einem Schreibzugriff und einem Lesezugriff in jeweils verschiedenen Teilba¨umen unterhalb des
jeweiligen seq-Knotens bestehen. An for-, while- und if-Knoten werden Datenabha¨ngig-
keiten eingefu¨gt, an denen die virtuellen Eingabe- und Ausgabeparameter des entsprechenden
Konstrukts beteiligt sind. Tabelle 3 zeigt dies exemplarisch fu¨r die for-Knoten. Am Wur-
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zelknoten des abstrakten Syntaxbaums werden Datenabha¨ngigkeiten fu¨r Lesezugriffe auf die
Eingabeparameter des jeweiligen Verbundmoduls und fu¨r Schreibzugriffe innerhalb des Ver-
bundmoduls eingefu¨gt, die die Werte fu¨r die Ausgabeparameter des jeweiligen Verbundmoduls
bereitstellen.
Beispiel: Iterierte Runge-Kutta Verfahren
Im Beispiel fu¨r IRK Verfahren (s. Abbildung 23 fu¨r die berechneten Lese- und Schreibmengen
und Abbildung 15 auf Seite 54 fu¨r eine graphische Darstellung der Abha¨ngigkeiten) werden
eine Datenabha¨ngigkeit am seq-Knoten innerhalb der while-Schleife, fu¨nf Datenabha¨ngig-
keiten am while-Knoten und drei Datenabha¨ngigkeiten am Wurzelknoten annotiert. Die
an diesem seq-Knoten annotierte Abha¨ngigkeit besteht zwischen dem Schreibzugriff durch
compute approx und dem Lesezugriff durch step control. Die am Wurzelknoten und
am while-Knoten annotierten Abha¨ngigkeiten ergeben sich aus den Paaren in der Lese- und
Schreibmenge des jeweiligen Kindknotens.
5.2. Schedulingphase des CM-task Compilers
Die Schedulingphase des CM-task Compilers erzeugt fu¨r eine gegebene Anwendungsspezifika-
tion mit annotierten Daten- und Kommunikationsabha¨ngigkeiten einen globalen, hierarchischen
Schedule, der die Ausfu¨hrungsreihenfolge und die ausfu¨hrenden Prozessorgruppen der in der
Anwendungsspezifikation definierten Modulaufrufe festlegt. Die Schedulingphase besteht aus
sieben nacheinander ausgefu¨hrten Arbeitsschritten die in den nachfolgenden Unterabschnit-
ten beschrieben und anhand eines erkla¨renden Beispiels (running example, s. Abbildung 24)
verdeutlicht werden. Der letzte Arbeitsschritt erzeugt das Rahmenprogramm, das alle von der
Schedulingphase getroffenen Entscheidungen zusammenfasst.
5.2.1. Konstruktion einer Hierarchie von CM-task Graphen
Der erste Arbeitsschritt der Schedulingphase erzeugt fu¨r jedes im gegebenen erweiterten Spezi-
fikationsprogramm definierte Verbundmodul eine Menge von CM-task Graphen. Dabei wird
ein CM-task Graph fu¨r jeden Programmblock des jeweiligen Verbundmoduls erzeugt. Ein
Programmblock eines Verbundmoduls ist das Verbundmodul selbst sowie jeder im entsprechen-
den Verbundmodul definierte Bedingungszweig und jeder im entsprechenden Verbundmodul
definierte Schleifenrumpf einer for- oder while-Schleife.
Die Knoten des erzeugten CM-task Graph eines Programmblockes repra¨sentieren die im
jeweiligen Programmblock definierten Basis- und Verbundmodulaufrufe, Schleifen (for und
while) und Bedingungen. Jeder dieser Graphknoten speichert einen Verweis auf den zugeho¨ri-
gen Knoten im abstrakten Syntaxbaum des erweiterten Spezifikationsprogrammes. Schleifen
und Bedingungen repra¨sentierende Graphknoten speichern zusa¨tzlich einen Verweis auf den
CM-task Graph des zugeho¨rigen Schleifenrumpfes bzw. auf die CM-task Graphen der zugeho¨ri-
gen Bedingungszweige, so dass eine Hierarchie der CM-task Graphen eines Verbundmoduls
entsteht.
Zusa¨tzlich zu den bereits erwa¨hnten Graphknoten entha¨lt jeder konstruierte CM-task Graph
einen eindeutigen Startknoten und einen eindeutigen Endknoten. Diese Knoten repra¨sentie-
ren die Eingabe bzw. die Ausgabe des zugeho¨rigen Programmblockes und sind nicht mit
Berechnungen assoziiert.
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n2: wh i l e ([...])#5 {
pa r f o r (i=1:3) {
n2 1 : A(x[i]);
}
p r e l s {
(n2−>n2 1 [1],{x[1]}) ,
(n2−>n2 1 [2],{x[2]}) ,
(n2−>n2 1 [3],{x[3]})
}}}}
Abbildung 24: Erkla¨rendes Beispiel fu¨r den Ablauf der Schedulingphase. Links: Hauptmodulde-
finition im erweiterten Spezifikationsprogramm. Rechts: Abstrakter Syntaxbaum
des Hauptmoduls. Die drei im prels-Konstrukt gespeicherten Datenabha¨ngig-
keiten sind durch drei abgehende Pfeile illustriert.
Die Konstruktion eines CM-task Graph fu¨r einen gegebenen abstrakten Syntaxbaum mit
annotierten Daten- und Kommunikationsabha¨ngigkeiten ist in Algorithmus 4 skizziert. Der
Algorithmus fu¨hrt eine bottom-up Attributierung des Syntaxbaums durch. An jedem Knoten
k des Syntaxbaums wird der zugeho¨rige Teilgraph, der den Teilbaum des Syntaxbaums mit
Wurzel k repra¨sentiert, in Form der Knotenmenge k.V und der Kantenmenge k.E annotiert. Am
Wurzelknoten des Syntaxbaums werden dem fu¨r den entsprechenden Kindknoten konstruierten
Teilgraphen der Startknoten und der Endknoten hinzugefu¨gt, so dass der vollsta¨ndige CM-task
Graph entsteht.
Die angegebenen Konstruktionsregeln fu¨r par-, cpar- und seq-Knoten kombinieren die
fu¨r die jeweiligen Kindknoten ermittelten Teilgraphen gema¨ß den entsprechenden Kompositi-
onsregeln fu¨r erweiterte SP-Graphen (s. Definition 5 auf Seite 42).
An cpar-Knoten werden zusa¨tzliche bidirektionale Kanten fu¨r die an diesen Knoten anno-
tierten Kommunikationsabha¨ngigkeiten eingefu¨gt und an seq-Knoten sowie am Wurzelknoten
werden zusa¨tzliche gerichtete Kanten fu¨r die an diesen Knoten annotierten Datenabha¨ngigkei-
ten eingefu¨gt. Diese Kanten sind mit den zugrundeliegenden Variablen der entsprechenden
Abha¨ngigkeiten annotiert und werden im nachfolgenden Schritt zur Bestimmung der Kommu-
nikationskosten zwischen den jeweils verbundenen Graphknoten genutzt.
Die parfor- und cparfor-Schleifen werden vor Ausfu¨hrung von Algorithmus 4 entrollt
(vgl. Abschnitt 5.1.2). Dies bedeutet, dass bspw. fu¨r Modulaufrufe in einem Schleifenrumpf
einer derartigen Schleife entsprechend des Iterationsraumes der jeweiligen Schleife mehrere
Graphknoten erzeugt werden, wobei jeder Graphknoten den Modulaufruf in einer der Schlei-
feniterationen repra¨sentiert.
Die Konstruktionsvorschriften fu¨r die for-, while- und if-Knoten des abstrakten Syn-
taxbaums sind nicht in Algorithmus 4 enthalten. Fu¨r einen derartigen Knoten k wird zuna¨chst
analog zu dem Wurzelknoten des Syntaxbaums dem fu¨r den entsprechenden Kindknoten ermit-
telten Teilgraph ein Start- und ein Endknoten sowie entsprechende gerichtete Kanten hinzu-
gefu¨gt. Der resultierende CM-task Graph wird an einem neu erzeugten einzelnen Graphknoten
v annotiert. Analog zu den Blattknoten wird dem Syntaxbaumknoten k eine Knotenmenge
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Algorithmus 4 : Konstruktion des CM-task Graph fu¨r ein Verbundmodul. An jedem
Knoten k des zugeho¨rigen abstrakten Syntaxbaums wird bottom-up die zugeho¨rige
Knotenmenge k.V und die zugeho¨rige Kantenmenge k.E annotiert.
procedure construct CMtask graph (Syntaxbaumknoten k)1
begin2
foreach (Kindknoten c von k) do construct CMtask graph (c) ; // bottom-up3
if (k ist Blattknoten) then4
erzeuge neuen Graphknoten v, der auf k verweist;5
k.V = {v}; k.E = /0;6
else if (k ist par-Knoten mit n Kindknoten c1, . . . ,cn) then7
k.V = ∪i=1,...,nci.V ; k.E = ∪i=1,...,nci.E;8
else if (k ist cpar-Knoten mit n Kindknoten c1, . . . ,cn) then9
k.V = ∪i=1,...,nci.V ; k.E = ∪i=1,...,nci.E;10
for (i = 1, . . . ,n−1) do11
wa¨hle Graphknoten vi ∈ ci.V und vi+1 ∈ ci+1.V ;12
fu¨ge bidirektionale Kante (vi,vi+1) zu k.E hinzu;13
foreach (an k annotierte Kommunikationsabha¨ngigkeit cdep) do14
seien v1, . . . ,vm die Graphknoten der m an cdep beteiligten Modulaufrufe;15
for ( j = 1, . . . ,m−1) do16
fu¨ge bidirektionale Kante (v j,v j+1) zu k.E annotiert mit dem cdep17
zugrundeliegenden Kommunikationsparameter hinzu;
else if (k ist seq-Knoten mit n Kindknoten c1, . . . ,cn) then18
k.V = ∪i=1,...,nci.V ; k.E = ∪i=1,...,nci.E;19
for (i = 1, . . . ,n−1) do20
foreach (Knoten vi ∈ ci.V ohne ausgehende gerichtete Kante in ci.E) do21
foreach (Knoten vi+1 ∈ ci+1.V ohne eingehende gerichtete22
Kante in ci+1.E) do23
fu¨ge gerichtete Kante (vi,vi+1) zu k.E hinzu;24
foreach (an k annotierte Datenabha¨ngigkeit ddep) do25
seien vi und v j die Graphknoten des Schreib- bzw. Lesezugriffes von ddep;26
fu¨ge gerichtete Kante (vi,v j) annotiert mit der ddep zugrundeliegenden27
Variablen zu k.E hinzu;
else if (k ist Wurzelknoten mit Kindknoten c) then28
erzeuge neuen Startknoten vs und neuen Endknoten ve;29
k.V = c.V ∪{vs,ve}; k.E = c.E;30
foreach (Knoten v ∈ c.V ohne eingehende gerichtete Kante in c.E) do31
fu¨ge gerichtete Kante (vs,v) zu k.E hinzu;32
foreach (Knoten v ∈ c.V ohne ausgehende gerichtete Kante in c.E) do33
fu¨ge gerichtete Kante (v,ve) zu k.E hinzu;34
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Abbildung 25: Konstruierte CM-task Graphen fu¨r das erkla¨rende Beispiel aus Abbildung 24.
Der linke CM-task Graph repra¨sentiert das Hauptmodul, wobei die while-
Schleife durch einen Knoten repra¨sentiert wird, der auf den CM-task Graph des
Schleifenrumpfes verweist. Im CM-task Graph des Schleifenrumpfes werden
drei Knoten fu¨r die durch die parfor-Schleife definierten Instanzen des Mo-
dulaufrufs A eingefu¨gt. Die Annotationen an den Kanten resultieren aus den
im prels-Konstrukt des erweiterten Spezifikationsprogrammes definierten
Datenabha¨ngigkeiten.
bestehend aus diesem einzelnen Graphknoten (d.h. k.V = {v}) und einer leeren Kantenmenge
(d.h. k.E = /0) annotiert.
Beispiel 5.2.1 Abbildung 24 zeigt die Hauptmoduldefinition des erweiterten Spezifikations-
programmes und den zugeho¨rigen abstrakten Syntaxbaum fu¨r das erkla¨rende Beispiel der
Schedulingphase. Die fu¨r dieses Beispiel erzeugten CM-task Graphen sind in Abbildung 25
dargestellt. Durch die bottom-up Konstruktionsvorschrift aus Algorithmus 4 wird zuna¨chst der
rechts dargestellte CM-task Graph des Schleifenrumpfes der while-Schleife und anschließend
der links dargestellte CM-task Graph fu¨r das Hauptmodul erzeugt.
5.2.2. Hierarchisches Scheduling der CM-task Anwendung
Das Scheduling eines gegebenen CM-task Graph erfordert Kostenwerte fu¨r die im Graph enthal-
tenen Knoten. Die Kostenwerte eines Knotens geben die Ausfu¨hrungszeit des durch den Knoten
repra¨sentierten Programmfragments abha¨ngig von der Anzahl ausfu¨hrender Prozessoren an. Die
Ausfu¨hrungszeit einer kompletten Schleife oder eines gesamten Verbundmoduls ha¨ngt davon
ab, in welcher Reihenfolge und auf welchen Prozessorgruppen die im entsprechenden Schleifen-
rumpf bzw. im jeweiligen Verbundmodul definierten Modulaufrufe ausgefu¨hrt werden. Daher
muss zur Kostenbestimmung eines einen Verbundmodulaufruf oder eine Schleife repra¨sen-
tierenden Knotens eines CM-task Graphen der Schedule des entsprechenden Verbundmoduls
bzw. des entsprechenden Schleifenrumpfes bekannt sein. Daraus ergibt sich ein hierarchisches
Vorgehen, bei dem Kostenberechnung und Scheduling miteinander verschra¨nkt sind.
Algorithmus 5 skizziert das hierarchische Scheduling fu¨r eine CM-task Anwendung. Die
Prozedur schedule hierarchical bestimmt die Kostenwerte fu¨r die im erweiterten Spe-
zifikationsprogramm definierten Verbundmodule durch Scheduling des zugeho¨rigen CM-task
Graph des jeweiligen Verbundmoduls. Fu¨r jedes Verbundmodul (mit Ausnahme des Haupt-
moduls) wird fu¨r jede Prozessoranzahl p, p = 1, . . . ,P, ein Schedule berechnet, wobei P die
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Algorithmus 5 : Hierarchisches Scheduling einer CM-task Anwendung.
procedure schedule hierarchical (verfu¨gbare Prozessoranzahl P)1
begin2
foreach (Verbundmoduldefinition V M des erweiterten Spezifikationsprogrammes3
in der Reihenfolge der Definition) do
sei G = (V,E) der an V M annotierte CM-task Graph;4
compute costs(G, P);5
if (V M ist Hauptmodul) then pmin = P; else pmin = 1;6
for (p = pmin, . . . ,P) do7
S = schedule (G, p);8
setze Kosten von V M fu¨r p Prozessoren auf Tmax(S);9
end10
procedure compute costs (CM-task Graph G = (V,E), Prozessorzahl P)11
begin12
foreach (Knoten v ∈V ) do13
if (v repra¨sentiert Aufruf des Basismoduls BM) then14
setze Kosten von v fu¨r p Prozessoren auf Ergebnis der Auswertung der15
fu¨r BM spezifizierten symbolischen Laufzeitformel (p = 1, . . . ,P);
else if (v repra¨sentiert Aufruf des Verbundmoduls V M) then16
setze Kosten von v auf den an V M annotierten Kostenwert fu¨r p17
(p = 1, . . . ,P);
else if (v repra¨sentiert for- oder while-Schleife) then18
sei G1 = (V1,E1) der an v gespeicherte CM-task Graph des19
Schleifenrumpfes;
compute costs (G1,P);20
sei it die Anzahl der Iterationen der durch v repra¨sentierten Schleife;21
for (p = 1, . . . ,P) do22
S = schedule (G1, p);23
setze Kosten von v fu¨r p Prozessoren auf Tmax(S)∗ it;24
else if (v repra¨sentiert Bedingung) then25
seien G1 = (V1,E1) und G2 = (V2,E2) die CM-task Graphen der26
Bedingungszweige;
compute costs (G1,P); compute costs (G2,P);27
for (p = 1, . . . ,P) do28
S1 = schedule (G1, p); S2 = schedule (G2, p);29
setze Kosten von v fu¨r p Prozessoren auf max{Tmax(S1),Tmax(S2)};30
end31
function schedule (CM-task Graph G = (V,E), Prozessoranzahl p)32
begin33
fu¨hre CM-task Schedulingalgorithmus mit CM-task Graph G und verfu¨gbarer34
Prozessoranzahl p aus und liefere einen CM-task Schedule S mit Gesamt-
ausfu¨hrungszeit Tmax(S) in Form eines Syntaxbaumfragmentes zuru¨ck;
end35
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Prozessoranzahl der Zielplattform ist. Die genaue Prozessoranzahl fu¨r ein Verbundmodul wird
durch die dem entsprechenden Verbundmodulaufruf zugeordnete Prozessoranzahl festgelegt.
Fu¨r das Hauptmodul wird nur ein Schedule auf allen verfu¨gbaren Prozessoren berechnet, da
die Spezifikationssprache keine Rekursion unterstu¨tzt und somit keine Aufrufe dieses Moduls
vorhanden sind.
Die rekursive Prozedur compute costs annotiert Kostenwerte an den Knoten eines gege-
benen CM-task Graph G. Die Kosten eines Knotens v werden abha¨ngig vom von v repra¨sen-
tierten Konstrukt der Spezifikationssprache bestimmt. Fu¨r Schleifen wird die vom Anwen-
dungsprogrammierer spezifizierte Iterationsanzahl beru¨cksichtigt. Die Kosten einer Bedingung
entsprechen dem Maximum aus den ermittelten Ausfu¨hrungszeiten der Bedingungszweige. Da-
mit wird gewa¨hrleistet, dass im berechneten Schedule unabha¨ngig vom tatsa¨chlich ausgefu¨hrten
Bedingungszweig genu¨gend Zeit zur Abarbeitung der Bedingung vorhanden ist.
Die Funktion schedule entha¨lt den Schedulingalgorithmus fu¨r einen gegebenen CM-task
Graph G mit annotierten Kostenwerten und eine gegebene Prozessoranzahl p. Die Ausgabe
dieser Funktion ist ein CM-task Schedule S, der in Form eines Syntaxbaumfragments des
Rahmenprogrammes ausgegeben wird. Dieses Syntaxbaumfragment entha¨lt je einen Blattknoten
fu¨r jeden Graphknoten von G (mit Ausnahme des Startknotens und des Endknotens). Jeder
dieser Blattknoten besitzt eine Annotation fu¨r die zugeordnete Prozessorgruppe und verweist
auf den zugeho¨rigen Knoten im Syntaxbaum des erweiterten Spezifikationsprogrammes. Dieser
Verweis wird aus den entsprechenden Knoten des CM-task Graph G u¨bernommen.
Die inneren Knoten des erzeugten Syntaxbaumfragments sind mit seq, par oder cpar
bezeichnet und legen die Ausfu¨hrungsreihenfolge der durch die Blattknoten repra¨sentierten
Programmteile fest. Entsprechend der Semantik der Konstruktoren des Rahmenprogrammes
(vgl. Abschnitt 4.4) definieren diese Syntaxbaumknoten eine Nacheinanderausfu¨hrung (seq),
eine gleichzeitige Ausfu¨hrung ohne Kommunikationsabha¨ngigkeiten (par) bzw. eine gleich-
zeitige Ausfu¨hrung mit Kommunikationsabha¨ngigkeiten (cpar) der durch die Kindknoten
repra¨sentierten Programmfragmente. Der CM-task Schedulingalgorithmus aus Kapitel 3 er-
zeugt Schedules mit einer Struktur, die sich direkt in ein entsprechendes Syntaxbaumfragment
u¨bersetzen la¨sst.
Algorithmus 5 berechnet fu¨r jedes Verbundmodul (außer dem Hauptmodul), jeden Schleifen-
rumpf und jeden Bedingungszweig P Schedules, wobei P die Prozessoranzahl der Zielplattform
ist. Daraus kann eine hohe Anzahl berechneter Schedules fu¨r eine gegebene CM-task Anwen-
dung resultieren. Die Programmlaufzeit dieses Arbeitsschrittes des CM-task Compilers ist fu¨r
die in Kapitel 6 betrachteten Anwendungen auch bei einer hohen Prozessoranzahl P gering, da
die erzeugten CM-task Graphen dieser Anwendungen aufgrund der hierarchischen Anordnung
nur wenige Knoten besitzen und der genutzte Schedulingalgorithmus eine sehr geringe Laufzeit
besitzt (vgl. Abschnitt 3.3).
Beispiel 5.2.2 Fu¨r das hierarchische Scheduling des erkla¨renden Beispiels wird eine Ziel-
plattform mit P = 64 Prozessoren verwendet. Durch die Prozedur compute costs aus
Algorithmus 5 werden zuna¨chst 64 CM-task Schedules fu¨r den CM-task Graph des Schleifen-
rumpfes der while-Schleife berechnet (s. Abbildung 26). Aus den Gesamtausfu¨hrungszeiten
dieser Schedules werden die Kosten des while-Knotens im CM-task Graph des Hauptmoduls
bestimmt. Anschließend erfolgt die Berechnung eines CM-task Schedules fu¨r den CM-task
Graph des Hauptmoduls mit p = 64 Prozessoren. Der entsprechende CM-task Schedule mit
dem zugeho¨rigen Syntaxbaumfragment des Rahmenprogrammes ist in Abbildung 27 dargestellt.
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Abbildung 26: Illustration der erzeugten CM-task Schedules (links) und der zugeho¨rigen Syn-
taxbaumfragmente des Rahmenprogrammes (rechts) fu¨r den CM-task Graph
des Schleifenrumpfes der while-Schleife des erkla¨renden Beispiels (s. Ab-
bildung 25 (rechts)). Fu¨r eine Zielplattform mit P = 64 Prozessoren werden
insgesamt 64 CM-task Schedules erzeugt. Die Abbildung zeigt exemplarisch
die Resultate fu¨r p ∈ {1,32,64} Prozessoren. In den erzeugten Syntaxbaum-
fragmenten werden die verwendeten Prozessorgruppen in den Blattknoten
gespeichert. Die inneren Knoten sind par-, seq- und cpar-Knoten, die die




on {1..32}1 64 on {33..64}3233
Abbildung 27: Illustration des erzeugten CM-task Schedules (links) und des zugeho¨rigen Syn-
taxbaumfragments des Rahmenprogrammes (rechts) fu¨r den CM-task Graph
des Hauptmoduls des erkla¨renden Beispiels (s. Abbildung 25 (links)).
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Algorithmus 6 : Konstruktion der Syntaxba¨ume des Rahmenprogrammes
begin1
initialisiere X = {(HM,P)} mit Hauptmodul HM des erweiterten Spezifikations-2
programmes und Prozessoranzahl P der Zielplattform;
while (X 6= /0) do3
wa¨hle Paar (V M, p) ∈ X ;4
X = X \ (V M, p);5
erzeuge Wurzelknoten w des Syntaxbaums des Rahmenprogrammes fu¨r V M;6
annotiere Prozessorgruppe {1..p} an w;7
setze Kindknoten von w auf Syntaxbaumfragment fu¨r V M mit p Prozessoren;8
starte Tiefensuche im Syntaxbaum des Rahmenprogrammes ausgehend von w;9
foreach (in der Tiefensuche angetroffenen Syntaxbaumknoten k) do10
if (k repra¨sentiert Aufruf des Verbundmoduls V M1) then11
sei q die Gro¨ße der an k annotierten Prozessorgruppe;12
if (V M1 hat keine Markierung fu¨r q Prozessoren) then13
fu¨ge Markierung fu¨r q Prozessoren zu V M1 hinzu;14
X = X ∪{(V M1,q)};15
else if (k symbolisiert eine Schleife oder Bedingung) then16
sei q die Gro¨ße der an k annotierten Prozessorgruppe;17
setze Kindknoten von k auf das fu¨r q Prozessoren erzeugte Syntaxbaum-18
fragment des entsprechenden Schleifenrumpfes bzw. der
entsprechenden Bedingungszweige;
setze Tiefensuche mit diesen Kindknoten von k fort;19
fu¨ge w zur Menge erzeugter Syntaxba¨ume des Rahmenprogrammes hinzu;20
end21
5.2.3. Konstruktion der Syntaxba¨ume des Rahmenprogrammes
Dieser Schritt kombiniert die vom Schedulingalgorithmus erzeugten Syntaxbaumfragmente
zu einer Menge von Syntaxba¨umen, die die Verbundmoduldefinitionen des Rahmenprogram-
mes darstellen. Die erzeugten Syntaxba¨ume definieren die Ausfu¨hrungsreihenfolge und die
ausfu¨hrenden Prozessorgruppen fu¨r die Modulaufrufe, for- und while-Schleifen und die
Bedingungen des Rahmenprogrammes, enthalten aber noch nicht alle fu¨r die Erzeugung des
Rahmenprogrammes beno¨tigten Informationen wie z.B. die Parameterlisten von Modulauf-
rufen oder die Annotationen fu¨r Daten- und Kommunikationsabha¨ngigkeiten. Die fehlenden
Informationen werden sukzessive in den nachfolgenden Arbeitsschritten hinzugefu¨gt.
Algorithmus 6 skizziert das Vorgehen dieses Arbeitsschrittes. Der Algorithmus verwendet
eine Menge X , die die noch zu betrachtenden Paare (V M, p) bestehend aus einem Verbundmo-
dul V M des erweiterten Spezifikationsprogrammes und die V M ausfu¨hrende Prozessoranzahl p
speichert. In jedem Schritt wa¨hlt der Algorithmus ein Paar (V M, p) aus und konstruiert den
abstrakten Syntaxbaum fu¨r V M im Rahmenprogramm. Dazu wird zuna¨chst die entsprechen-
de Syntaxbaumwurzel erzeugt und das vom Schedulingalgorithmus fu¨r den CM-task Graph
fu¨r V M mit p Prozessoren erzeugte Syntaxbaumfragment als Kindknoten eingesetzt. Durch
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Abbildung 28: Erzeugter Syntaxbaum des Rahmenprogrammes fu¨r das Hauptmodul des
erkla¨renden Beispiels (links) und Syntaxbaum des erkla¨renden Beispiels nach
U¨bersetzung der Prozessorgruppenannotation (rechts).
einen Tiefensuchlauf werden sukzessive die entsprechenden Syntaxbaumfragmente fu¨r die
Schleifenru¨mpfe und Bedingungszweige dieses Syntaxbaumfragments eingefu¨gt.
Fu¨r im zu konstruierenden Syntaxbaum auftretende Verbundmodulaufrufe wird gegebenfalls
ein neues Paar bestehend aus dem aufgerufenen Verbundmodul V M1 und der fu¨r den Aufruf
verwendeten Prozessoranzahl q zur Menge X hinzugefu¨gt. Durch eine Markierung der Ver-
bundmodule wird sichergestellt, dass jedes derartige Paar maximal einmal zu X hinzugefu¨gt
wird. Ein bestimmtes Verbundmodul kann jedoch mit verschiedenen Prozessorzahlen zu X
hinzugefu¨gt werden, so dass aus einer Verbundmoduldefinition des erweiterten Spezifikations-
programmes mehrere Verbundmoduldefinitionen im Rahmenprogramm entstehen. Dieser Fall
tritt ein, wenn fu¨r ein Verbundmodul V M Aufrufe mit unterschiedlicher vom Schedulingalgo-
rithmus festgelegter Prozessoranzahl existieren. Im ausgegebenen Rahmenprogramm werden
die verschiedenen Versionen von V M anhand eines eindeutigen Namenssuffixes unterschieden.
Beispiel 5.2.3 Abbildung 28 (links) zeigt den konstruierten Syntaxbaum fu¨r das Hauptmodul
des erkla¨renden Beispiels. Dieser Syntaxbaum entsteht aus dem neu erzeugten Wurzelknoten mit
annotierter Prozessorgruppe {1..64} und der im hierarchischen Schedulingschritt erzeugten
Syntaxbaumfragmente fu¨r den CM-task Graph des Hauptmoduls mit p = 64 Prozessoren (s.
Abbildung 28 (rechts)) und fu¨r den Rumpf der while-Schleife mit p = 32 Prozessoren (s.
Abbildung 27 (mitte rechts)).
5.2.4. U¨bersetzung der Prozessorgruppenannotationen
Die im vorherigen Schritt erzeugten Syntaxba¨ume des Rahmenprogrammes bestehen jeweils aus
einer Menge von Syntaxbaumfragmenten, wobei jedes Syntaxbaumfragment den Schedule eines
Programmblockes wie bspw. eines Schleifenrumpfes repra¨sentiert. Die in den Syntaxbaumfrag-
menten eines Syntaxbaums annotierten Prozessorgruppen verwenden lokale Prozessornummern
innerhalb des jeweiligen Syntaxbaumfragments. Beispielsweise sind in einem fu¨r q Prozessoren
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erzeugten Syntaxbaumfragment alle annotierten Prozessorgruppen Teilmengen von {1, . . . ,q}.
In diesem Schritt werden alle in einem gegebenen abstrakten Syntaxbaum annotierten Prozes-
sornummern in globale Prozessornummern des jeweiligen Verbundmoduls u¨bersetzt. Damit
wird eine bessere Versta¨ndlichkeit des ausgegebenen Rahmenprogrammes angestrebt, da nach
diesem Schritt fu¨r jeden Modulaufruf die ausfu¨hrenden Prozessoren direkt ersichtlich sind.
Die Realisierung dieses Arbeitsschrittes erfolgt durch eine top-down Traversierung eines
gegebenen abstrakten Syntaxbaums. Die neue Prozessorgruppenannotation eines Knotens k
wird bei der Traversierung aus der zuvor an k annotierten Prozessorgruppe und der neuen
Prozessorgruppe des Syntaxbaumknotens bestimmt, an dem das k enthaltende Syntaxbaum-
fragment im vorherigen Schritt eingeha¨ngt wurde, also dem letzten for-, while-, if- oder
Wurzelknoten auf dem Pfad von der Syntaxbaumwurzel zu k.
Beispiel 5.2.4 Abbildung 28 (rechts) zeigt den abstrakten Syntaxbaum des erkla¨renden Bei-
spiels nach U¨bersetzung der Prozessorgruppenannotationen. Fu¨r den Modulaufruf B und den
while-Knoten entspricht die neue Prozessorgruppenannotation der jeweiligen alten Annotati-
on. Fu¨r die im Teilbaum unterhalb des while-Knotens annotierten Prozessornummern erfolgt
eine Abbildung von der lokalen Prozessormenge {1, . . . ,32} auf die globale Prozessormenge
{33, . . . ,64}, die sich aus der am while-Knoten annotierten Prozessorgruppe ergibt.
5.2.5. Schleifenrekonstruktion
Das Ziel dieses Arbeitsschrittes ist die Erho¨hung der Lesbarkeit des Rahmenprogrammes,
indem parfor- und cparfor-Schleifen des erweiterten Spezifikationsprogrammes im Rah-
menprogramm rekonstruiert werden. Eine derartige Rekonstruktion wird ausgefu¨hrt, wenn
fu¨r die Iterationen einer parfor- oder cparfor-Schleife des erweiterten Spezifikations-
programmes durch entsprechende par- bzw. cpar-Knoten im erzeugten Syntaxbaum des
Rahmenprogrammes eine zeitgleiche Ausfu¨hrung festgelegt ist. In diesem Arbeitsschritt wer-
den die bereits erzeugten Syntaxba¨ume des Rahmenprogrammes transformiert. Dabei ko¨nnen
sowohl zusa¨tzliche parfor- und cparfor-Knoten eingefu¨gt werden, als auch bestehende
par- und cpar-Knoten durch parfor- bzw. cparfor-Knoten ersetzt werden.
Da eine parfor-Schleifen im erweiterten Spezifikationsprogramm die Unabha¨ngigkeit
der enthaltenen Schleifeniterationen definiert, ko¨nnen durch den Schedulingalgorithmus ver-
schiedene Ausfu¨hrungsreihenfolgen fu¨r die Iterationen einer derartigen Schleife festgelegt
werden. Beispielsweise kann ein Teil der Iterationen zeitgleich ausgefu¨hrt werden, wohingegen
andere Iterationen nacheinander ausgefu¨hrt werden. In diesem Fall wird fu¨r jede zeitgleich
ausgefu¨hrte Teilmenge von Iterationen eine eigene Kopie der urspru¨nglichen parfor-Schleife
mit einem entsprechend eingeschra¨nkten Iterationsraum eingefu¨gt. Dadurch ko¨nnen aus einer
parfor-Schleife des erweiterten Spezifikationsprogrammes mehrere parfor-Schleifen im
Rahmenprogramm entstehen, wobei die Schleifen des Rahmenprogrammes paarweise disjunkte
Teilmengen der Iterationen der urspru¨nglichen Schleife enthalten.
Algorithmus 7 skizziert die Schleifenrekonstruktion fu¨r ein gegebenes Verbundmodul des
Rahmenprogrammes. In jedem Schritt des Algorithmus wird eine der Schleifen des erweiterten
Spezifikationsprogrammes betrachtet. Die Reihenfolge der Betrachtung ist derart gewa¨hlt, dass
die Rekonstruktion innerer Schleifen vor der Rekonstruktion a¨ußerer Schleifen ausgefu¨hrt wird.
Dadurch ist auch die Rekonstruktion ineinander verschachtelter Schleifen mo¨glich.
Fu¨r eine bestimmte zu rekonstruierende Schleife l werden durch einen Tiefensuchlauf u¨ber
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Algorithmus 7 : Rekonstruktion der parfor- und cparfor-Schleifen.
begin1
sei W der abstrakte Syntaxbaum eines Verbundmoduls V M im Rahmenprogramm;2
sei W ′ der abstrakte Syntaxbaum von V M im erweiterten Spezifikationsprogramm;3
bestimme Liste L aller in W ′ enthaltener parfor- und cparfor-Knoten durch4
eine postorder Traversierung von W ′;
foreach (parfor- oder cparfor-Knoten l ∈ L in Reihenfolge der Liste) do5
starte Tiefensuche in W ;6
foreach (in der Tiefensuche angetroffenen par- bzw. cpar-Knoten k) do7
bilde Liste Iter mit Kindknoten von k, die auf Kindknoten von l verweisen;8
if (Iter entha¨lt mindestens zwei Elemente, die zu direkt aufeinanderfolgen-9
den Iterationen von l geho¨ren) then
erzeuge neuen parfor- bzw. cparfor-Knoten l′ mit Verweis auf l;10
bestimme neuen Iterationsbereich fu¨r l′;11
if (es gibt schon eine rekonstruierte Schleife fu¨r l) then12
fu¨ge Kopieannotation zu l′ hinzu;13
bestimme Liste PG aller Prozessorgruppen, die in den Teilba¨umen aus14
Iter annotiert sind;
setze Schleifenrumpf von l′ auf erstes Element von Iter;15
setze Prozessorgruppenannotation des einzigen Modulaufrufs im16
neuen Schleifenrumpf von l′ auf PG;
if (Iter beinhaltet alle Kindknoten von k) then17
ersetze k durch l′ im abstrakten Syntaxbaum W ;18
else19
entferne alle Kindknoten von k, die in Iter enthalten sind;20
fu¨ge l′ als Kindknoten zu k hinzu;21
end22
den abstrakten Syntaxbaum des Rahmenprogrammes direkt aufeinanderfolgende Schleifenitera-
tionen von l gesucht, fu¨r die durch einen par- oder cpar-Knoten eine zeitgleiche Ausfu¨hrung
festgelegt ist. Zum Auffinden der Schleifeniterationen von l im Syntaxbaum des Rahmenpro-
grammes werden die in den entsprechenden Syntaxbaumknoten gespeicherten Verweise auf die
zugeho¨rigen Knoten im Syntaxbaum des erweiterten Spezifikationsprogramm genutzt.
Dadurch werden nur diejenigen Schleifen rekonstruiert, deren Schleifenrumpf entweder
aus einem einzelnen Modulaufruf oder aus einer anderen bereits rekonstruierten parfor-
oder cparfor-Schleife besteht. Dies bedeutet, dass jede rekonstruierte Schleife genau einen
Modulaufruf entha¨lt. Schleifen des erweiterten Spezifikationsprogrammes mit enthaltenen
par, seq- oder cpar-Konstrukten werden durch Algorithmus 7 nicht rekonstruiert, d.h.
diese Schleifen sind im Rahmenprogramm unabha¨ngig von der vom Schedulingalgorithmus
festgelegten Ausfu¨hrungsreihenfolge der Iterationen in entrollter Form enthalten.
Werden fu¨r die Schleife l des erweiterten Spezifikationsprogrammes mehrere Schleifen in
das Rahmenprogramm eingefu¨gt, wird den eingefu¨gten Schleifen eine entsprechende Kopiean-
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Abbildung 29: Links: Abstrakter Syntaxbaum des Rahmenprogrammes fu¨r das Hauptmoduls
des erkla¨renden Beispiels nach der Schleifenrekonstruktion. Dieser Schritt
ersetzt den par-Knoten, der eine zeitgleiche Ausfu¨hrung fu¨r zwei Iterationen
(A[1] und A[2]) der parfor-Schleife des erweiterten Spezifikationspro-
grammes definiert, durch einen entsprechenden parfor-Knoten. Rechts:
Abstrakter Syntaxbaum des Hauptmoduls des erkla¨renden Beispiels nach der
Annotation der Konstruktdaten. Die annotierten Daten umfassen die Parame-
terlisten und Identifikatoren der Modulaufrufe und der while-Schleife. Am
Modulaufruf A(x[3]) wird ein gegenu¨ber dem erweiterten Spezifikationspro-
gramm vera¨nderter Identifikator (n2 1 3) annotiert, da dieser Aufruf nicht mehr
Bestandteil der urspru¨nglichen parfor-Schleife ist.
notation hinzugefu¨gt. Diese Annotation wird im na¨chsten Arbeitsschritt zur Bestimmung der
Identifikatoren verwendet und nicht im Rahmenprogramm ausgegeben.
An dem in der rekonstruierten Schleife l′ befindenden Modulaufruf wird eine Liste von
Prozessorgruppen PG annotiert. Diese Liste gibt die ausfu¨hrenden Prozessoren fu¨r jede durch
l′ definierte Instanz des Modulaufrufs an.
Beispiel 5.2.5 Das erweiterte Spezifikationsprogramm des erkla¨renden Beispiels entha¨lt eine
parfor-Schleife (vgl. Abbildung 24). Zur Rekonstruktion dieser Schleife fu¨hrt Algorithmus 7
einen Tiefensuchlauf u¨ber den abstrakten Syntaxbaum des Rahmenprogrammes durch. Bei
diesem Tiefensuchlauf wird festgestellt, dass fu¨r die Iterationen A[1] und A[2] der parfor-
Schleife des erweiterten Spezifikationsprogrammes eine zeitgleich Ausfu¨hrung durch einen
par-Knoten festgelegt wird. Daher wird fu¨r diese Iterationen eine neue parfor-Schleife mit
zwei Iterationen erzeugt und der zugeho¨rige parfor-Knoten anstelle des par-Knotens in
den abstrakten Syntaxbaum eingefu¨gt. Als Kindknoten des neu erzeugten parfor-Knotens
wird der Modulaufruf A[1] verwendet, dem zusa¨tzlich die Prozessorgruppenannotation des
Modulaufrufs A[2] hinzugefu¨gt wird. Abbildung 29 (links) zeigt das Ergebnis der Schleifenre-
konstruktion fu¨r das erkla¨rende Beispiel.
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5.2.6. Annotation der Konstruktdaten
In diesem Arbeitsschritt werden die in den Syntaxba¨umen des erweiterten Spezifikationspro-
grammes gespeicherten Informationen in die entsprechenden Syntaxba¨ume des Rahmenpro-
grammes u¨bertragen. Diese Informationen umfassen die in der Analysephase festgelegten
Identifikatoren sowie die vom Anwendungsprogrammierer spezifizierten Parameterlisten von
Basis- und Verbundmodulaufrufen, Iterationsgrenzen von for-Schleifen und logischen Aus-
dru¨cke von while- und if-Konstrukten.
Da sich die Programmstruktur des Rahmenprogrammes von der des erweiterten Spezi-
fikationsprogrammes unterscheidet, sind Anpassungen an den u¨bertragenen Informationen
erforderlich. Diese Anpassungen betreffen die Identifikatoren, fu¨r die die Eindeutigkeit im
Rahmenprogramm sichergestellt wird, und die Parameterlisten und Schleifengrenzen, in denen
die Iterationsvariable einer Schleife des erweiterten Spezifikationsprogrammes auftritt, die im
vorherigen Schritt nicht rekonstruiert werden konnte. Verweise auf derartige Iterationsvariablen
werden in diesem Schritt durch entsprechende Konstanten ersetzt.
Konkret werden fu¨r ein gegebenes Verbundmodul des Rahmenprogrammes die folgenden
drei Schritte nacheinander ausgefu¨hrt.
(i) Bestimmung der umgebenden Schleifen im Rahmenprogramm:
Durch einen Tiefensuchlauf u¨ber den abstrakten Syntaxbaum des gegebenen Verbundmo-
duls wird an jedem Knoten k des Syntaxbaums eine Liste bestehend aus allen parfor-
und cparfor-Knoten auf dem Pfad von der Syntaxbaumwurzel zu k gespeichert.
(ii) Bestimmung der umgebenden Schleifen im erweiterten Spezifikationsprogramm:
Analog zu Schritt (i) wird durch einen Tiefensuchlauf eine Liste der umgebenden Schlei-
fen an jedem Knoten des abstrakten Syntaxbaums des entsprechenden Verbundmoduls
im erweiterten Spezifikationsprogramm annotiert.
(iii) U¨bertragung und Anpassung der Daten:
Dieser Schritt ist durch einen Tiefensuchlauf u¨ber den gegebenen abstrakten Syntaxbaum
eines Verbundmoduls im Rahmenprogrammes realisiert. Dabei werden fu¨r die for-,
while-, if- und Blattknoten zwei nachfolgend beschriebene Teilschritte ausgefu¨hrt.
Die u¨brigen Syntaxbaumknoten besitzen entweder keine zugeordneten Knoten im Syn-
taxbaum des erweiterten Spezifikationsprogrammes (seq, par und cpar) oder die
Informationen wurden bereits bei der Schleifenrekonstruktion u¨bertragen (parfor und
cparfor).
Im Folgenden wird ein Knoten k des abstrakten Syntaxbaums des Rahmenprogrammes
betrachtet. Der zu k korrespondierende Knoten k′ im abstrakten Syntaxbaum des erweiter-
ten Spezifikationsprogrammes wird durch den in k gespeicherten Verweis (vgl. Abschnitt
5.2.2) bestimmt. Im ersten Teilschritt wird ein Identifikator fu¨r k derart bestimmt, dass
nach Mo¨glichkeit die Identifikatoren des erweiterten Spezifikationsprogrammes erhalten
bleiben, aber kein Identifikator mehrmals im Rahmenprogramm auftritt.
Dazu werden die in Schritt (i) und Schritt (ii) bestimmten Schleifenumgebungen von k
bzw. k′ betrachtet. Besitzen k und k′ eine identische Schleifenumgebung, d.h. die Anzahl
der umgebenden Schleifen ist gleich und keine der k umgebenden Schleifen besitzt eine
Kopieannotation, wird k der Identifikator von k′ annotiert. Andernfalls wird ein neuer
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Identifikator fu¨r k erzeugt, indem dem Identifikator von k′ die konkreten an k gespeicher-
ten Iterationen der nicht rekonstruierten Schleifen angeha¨ngt werden. Die Zuordnung
von Identifikatoren des erweiterten Spezifikationsprogrammes zu Identifikatoren des Rah-
menprogrammes wird in einer Tabelle gespeichert, die im nachfolgend zur Annotation
der Daten- und Kommunikationsabha¨ngigkeiten verwendet wird.
Der zweite fu¨r k ausgefu¨hrte Teilschritt u¨bertra¨gt die Parameterliste (Blattknoten), die
zugeordnete Bedingung (while- und if-Knoten), die zugeordnete Iterationsanzahl
(while-Knoten) oder die zugeordneten Iterationsgrenzen (for-Knoten) von k′ zu k.
Eine Anpassung dieser Daten ist erforderlich, wenn sich die Anzahl umgebender Schlei-
fen von k und k′ unterscheiden, d.h. nicht alle k′ umgebenden Schleifen rekonstruiert
wurden. Anhand der an k und k′ annotierten Liste der umgebenden Schleifen werden
die nicht rekonstruierten Schleifen identifiziert und alle Verwendungen der zugeho¨rigen
Iterationsvariable dieser Schleifen durch entsprechende in k gespeicherten Konstanten
ersetzt.
Beispiel 5.2.6 Abbildung 29 (rechts) zeigt den abstrakten Syntaxbaum des erkla¨renden Bei-
spiels nach Annotation der Konstruktdaten. Die u¨bertragenen Informationen umfassen die
Parameterlisten der Modulaufrufe sowie die Identifikatoren der Modulaufrufe und der while-
Schleife. Fu¨r den Modulaufruf A(x[3]) wird eine vom erweiterten Spezifikationsprogramm
abweichende Schleifenumgebung festgestellt. Daher wird ein neuer Identifikator fu¨r diesen Kno-
ten erzeugt (n2 1 3) und die Iterationsvariable i in der Parameterliste durch die entsprechende
Konstante (3) ersetzt.
5.2.7. Annotation der Daten- und Kommunikationsabha¨ngigkeiten
In diesem Arbeitsschritt werden die in der Analysephase des CM-task Compilers bestimm-
ten Daten- und Kommunikationsabha¨ngigkeiten vom erweiterten Spezifikationsprogramm in
das Rahmenprogramm u¨bertragen. Die Realisierung erfolgt fu¨r einen gegebenen abstrakten
Syntaxbaum W des Rahmenprogrammes durch die folgenden drei Teilschritte.
(i) Bestimmung der zu annotierenden Daten- und Kommunikationsabha¨ngigkeiten:
Durch einen Tiefensuchlauf u¨ber den zu W geho¨rigen abstrakten Syntaxbaum des erwei-
terten Spezifikationsprogrammes werden alle in der Analysephase des CM-task Compi-
lers annotierten Daten- und Kommunikationsabha¨ngigkeiten des von W repra¨sentierten
Verbundmoduls bestimmt.
(ii) Anpassung der Identifikatoren:
In diesem Teilschritt werden die in den in Schritt (i) bestimmten Daten- und Kommu-
nikationsabha¨ngigkeiten gespeicherten Identifikatoren des erweiterten Spezifikations-
programmes in die entsprechenden Identifikatoren des Rahmenprogrammes u¨bersetzt.
Identifikatoren werden fu¨r den Schreibe- und Lesezugriff (Datenabha¨ngigkeiten) bzw. fu¨r
die beteiligte Basismodulaufrufe (Kommunikationsabha¨ngigkeiten) gespeichert. Dieser
Schritt ist mit Hilfe einer Tabelle realisiert, die bei der Annotation der Konstruktdaten
aufgebaut wird und zu jedem Identifikator des erweiterten Spezifikationsprogrammes
den entsprechenden Identifikator des Rahmenprogrammes speichert.
(iii) Annotation der Daten- und Kommunikationsabha¨ngigkeiten:
Die Annotation einer Daten- oder Kommunikationsabha¨ngigkeit erfolgt an der Wurzel
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des kleinsten Teilbaumes von W , der alle an der entsprechenden Abha¨ngigkeit beteiligten
Konstrukte entha¨lt. Die Realisierung erfolgt durch einen Tiefensuchlauf u¨ber W , wobei fu¨r
einen Syntaxbaumknoten k wie folgt vorgegangen wird. Zuna¨chst wird die Tiefensuche
mit den Kindknoten von k fortgesetzt, bei der die Menge IDS(k) der im Teilbaum des
Syntaxbaums mit Wurzel k annotierten Identifikatoren bestimmt wird. Anschließend
werden an k diejenigen Daten- und Kommunikationsabha¨ngigkeiten annotiert, die (a) an
keinem zuvor betrachteten Syntaxbaumknoten annotiert sind und fu¨r die (b) die Menge
der gespeicherten Identifikatoren eine Teilmenge von IDS(k) ist.
Nach diesem Arbeitsschritt sind alle Informationen aus dem erweiterten Spezifikationspro-
gramm in den erzeugten Syntaxba¨umen des Rahmenprogrammes enthalten. Die Ausgabe des
Rahmenprogrammes erfolgt durch einen top-down Lauf u¨ber den entsprechenden abstrakten
Syntaxbaum.
Beispiel 5.2.7 In Teilschritt (i) werden fu¨r das erkla¨rende Beispiel durch einen Tiefensuchlauf
u¨ber den abstrakten Syntaxbaum des erweiterten Spezifikationsprogrammes die folgenden drei
zu annotierenden Datenabha¨ngigkeiten ermittelt (vgl. Abbildung 24):
(n2−>n2 1 [1],{x[1]}) , (n2−>n2 1 [2],{x[2]}) , (n2−>n2 1 [3],{x[3]})
In Teilschritt (ii) wird der Identifikator n2 1[3], der den Modulaufruf A(x[3]) im erwei-
terten Spezifikationsprogramm bezeichnet, in den entsprechenden Identifikator n2 1 3 des
Rahmenprogrammes u¨bersetzt, d.h. es entstehen die folgenden drei zu annotierende Daten-
abha¨ngigkeiten:
(n2−>n2 1 [1],{x[1]}) , (n2−>n2 1 [2],{x[2]}) , (n2−>n2 1 3 ,{x[3]})
In Teilschritt (iii) erfolgt ein Tiefensuchlauf u¨ber den abstrakten Syntaxbaum des Rahmen-
programmes, bei dem alle drei Datenabha¨ngigkeiten am while-Knoten annotiert werden.
Abbildung 30 zeigt den resultierenden abstrakten Syntaxbaum und die daraus erzeugte Haupt-
moduldefinition des Rahmenprogrammes.
5.3. Datenverteilungsphase des CM-task Compilers
Die Datenverteilungsphase gliedert sich in die folgenden drei Arbeitsschritte, die fu¨r jedes im
Rahmenprogramm definierte Verbundmodul nacheinander ausgefu¨hrt werden.
(i) Bestimmung der Datenverteilungen fu¨r Schleifen und Bedingungen.
Dieser Arbeitsschritt legt fu¨r jeden virtuellen Eingabeparameter einer Schleife (for oder
while) oder Bedingung des betrachteten Verbundmoduls eine Eingabedatenverteilung
fest, die angibt in welcher Datenverteilung und auf welcher Prozessorgruppe der jeweili-
ge Eingabeparameter von der entsprechenden Schleife oder Bedingung erwartet wird.
Fu¨r die virtuellen Ausgabeparameter von for-, while- und if-Konstrukten wird eine
Ausgabedatenverteilung festgelegt, die angibt, in welcher Datenverteilung und auf wel-
cher Prozessorgruppe die Ausgabeparameter vom entsprechenden Konstrukt produziert
werden.
(ii) Einfu¨gen der Datenumverteilungsoperationen.
Dieser Arbeitsschritt bestimmt die fu¨r eine korrekte Abarbeitung des zu erzeugenden
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cmmain C() {
var x : vektor;
par {
n1:B() on {1..32};
n2:wh i l e ([...])#5 on {33..64} {
seq {
pa r f o r (i=1:2) {
n2 1 :A(x[i]) on
[{33..48} ,{49..64}];
}
n2 1 3 :A(x[3]) on {33..64};
}
p r e l s {
(n2−>n2 1 [1],{x[1]}) ,
(n2−>n2 1 [2],{x[2]}) ,
(n2−>n2 1 3 ,{x[3]})
}}}}
Abbildung 30: Links: Abstrakter Syntaxbaum des Rahmenprogrammes des erkla¨renden Bei-
spiels nach Annotation der Daten und Kommunikationsabha¨ngigkeiten. Am
while-Knoten wird ein prels-Konstrukt annotiert, das drei Datenabha¨ngig-
keiten entha¨lt, die durch drei abgehende Pfeile illustriert sind.
Rechts: Aus dem abstrakten Syntaxbaum des erkla¨renden Beispiels (links)
erzeugte Hauptmoduldefinition des Rahmenprogrammes.
Koordinationsprogrammes beno¨tigten Datenumverteilungsoperationen. Dazu werden
die in der Analysephase des CM-task Compilers eingefu¨gten Datenabha¨ngigkeiten, die
in der Schedulingphase des CM-task Compilers festgelegte Ausfu¨hrungsreihenfolge
und ausfu¨hrenden Prozessorgruppen der Modulaufrufe, die in Schritt (i) festgelegten
Datenverteilungen fu¨r Schleifen und Bedingungen sowie die vom Anwendungsentwickler
spezifizierten Datenverteilungen fu¨r Basis- und Verbundmodule verwendet.
(iii) Annotation von Lastausgleichsoperationen.
Im semi-dynamischen Compileransatz werden zusa¨tzlich die Programmpunkte festgelegt,
an denen zur Laufzeit eine Lastausgleichsoperation durchgefu¨hrt werden soll.
Im Folgenden werden diese drei Arbeitsschritte beschrieben.
5.3.1. Bestimmung der Datenverteilungen fu¨r Schleifen und Bedingungen
Die Eingabe- und Ausgabedatenverteilungen von Schleifen und Bedingungen werden mit dem
Ziel festgelegt, die Anzahl der beno¨tigten Datenumverteilungsoperationen im na¨chsten Schritt
zu reduzieren. Im Folgenden werden die fu¨r Schleifen und Bedingungen verwendeten Regeln
erla¨utert und im Anschluss die Realisierung im CM-task Compiler vorgestellt.
Bedingungen. Die Eingabedatenverteilung eines virtuellen Eingabeparameters a einer Be-
dingung besteht aus der Datenverteilung und der Prozessorgruppe des ersten Lesezugriffs
auf a im if-Zweig der jeweiligen Bedingung. Existiert kein Lesezugriff auf a im if-Zweig,
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werden Datenverteilung und Prozessorgruppe des ersten Lesezugriffs auf a im else-Zweig der
Bedingung verwendet. Durch diese Festlegung kann eine Datenumverteilungsoperation von der
Eingabe des if-Konstrukts zum entsprechenden Lesezugriff vermieden werden.
Analog wird die Ausgabedatenverteilung eines virtuellen Ausgabeparameters einer Bedin-
gung durch den letzten Schreibzugriff im if-Zweig bzw. (falls dieser nicht existiert) im else-Zeig
festgelegt, so dass eine Datenumverteilung von diesem Schreibzugriff zur Ausgabe des if-
Konstrukts vermieden werden kann. Durch diese Festlegungen ko¨nnen fu¨r einen Parameter,
der sowohl virtueller Eingabe- als auch virtueller Ausgabeparameter des if-Konstrukts ist,
unterschiedliche Eingabe- und Ausgabedatenverteilungen festgelegt werden.
Schleifen. Die Eingabedatenverteilungen fu¨r die virtuellen Eingabeparameter und die Aus-
gabedatenverteilungen fu¨r die virtuellen Ausgabeparameter einer for- oder while-Schleife
werden analog zu den Bedingungen festgelegt, d.h. die entsprechenden Verteilungen verwen-
den die Datenverteilung und die Prozessorgruppe des ersten Lesezugriffs bzw. des letzten
Schreibzugriffs im Schleifenrumpf.
Fu¨r Parameter, die sowohl virtueller Eingabe- als auch virtueller Ausgabeparameter einer
Schleife sind, werden von den Bedingungen abweichende Regeln verwendet. Fu¨r diese Para-
meter wird sowohl die Eingabedatenverteilung als auch die Ausgabedatenverteilung durch die
Datenverteilung und die Prozessorgruppe der letzten Schreibzugriffs im entsprechenden Schlei-
fenrumpf bestimmt. Dadurch sind Eingabedatenverteilung und Ausgabedatenverteilung dieser
Parameter identisch und zusa¨tzliche Datenumverteilungsoperationen zwischen den Iterationen
der jeweiligen Schleife werden vermieden.
Realisierung im CM-task Compiler. Die Realisierung dieses Arbeitsschrittes der Daten-
verteilungsphase erfolgt im CM-task Compiler durch einen Tiefensuchlauf u¨ber den gege-
benen abstrakten Syntaxbaum eines Verbundmoduls im Rahmenprogramm. An den Knoten
dieses Syntaxbaums sind die in der Analysephase des CM-task Compilers bestimmten Daten-
abha¨ngigkeiten und die in der Schedulingphase festgelegten Prozessorgruppen annotiert. An
den Blattknoten sind zusa¨tzlich die Datenverteilungen der aktuellen Parameter des zugeho¨rigen
Modulaufrufs entsprechend der vom Anwendungsentwickler definierten Schnittstellenbeschrei-
bung des aufgerufenen Moduls annotiert.
Bei dieser Tiefensuche wird fu¨r einen bestimmten for- oder while-Knoten k wie folgt
vorgegangen. Zuna¨chst wird die Tiefensuche mit dem Kindknoten von k fortgesetzt und bei
dieser Tiefensuche eine geordnete Liste CL(k) mit den sich im Teilbaum des Syntaxbaums mit
Wurzel k befindenden Syntaxbaumknoten in der Reihenfolge der Tiefensuche erstellt.
Anschließend werden die virtuellen Eingabeparameter und die virtuellen Ausgabeparameter
der von k repra¨sentierten Schleife ermittelt. Diese Parameter werden von der Analysephase
des CM-task Compilers nicht explizit im ausgegebenen erweiterten Spezifikationsprogramm
gespeichert, sondern sind implizit durch die eingefu¨gten Datenabha¨ngigkeiten fu¨r den entspre-
chenden Schleifenrumpf gegeben. Virtuelle Eingabeparameter (bzw. Ausgabeparameter) der
von k repra¨sentierten Schleife sind alle Variablen, fu¨r die an k eine Datenabha¨ngigkeit mit
Schreibzugriff (bzw. Lesezugriff) k annotiert ist.
Die Eingabedatenverteilung bzw. die Ausgabedatenverteilung fu¨r einen bestimmten virtuellen
Parameter a der von k repra¨sentierten Schleife wird anhand der Reihenfolge der Lese- bzw.
Schreibzugriffe auf a durch die sich in der Liste CL(k) befindenden Konstrukte gema¨ß den
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oben aufgefu¨hrten Regeln fu¨r Schleifen bestimmt.
Fu¨r if-Knoten k werden zwei Listen CL1(k) und CL2(k) gebildet, die die bei der Tiefensuche
betrachteten Syntaxbaumknoten im Teilbaum des if-Zweigs bzw. des else-Zweigs enthalten.
Anschließend wird analog wie bei den Schleifen vorgegangen, d.h. es werden die virtuellen
Eingabe- und Ausgabeparameter des if-Konstrukts bestimmt und zuna¨chst anhand der Liste
CL1(k) und (falls kein Lese- bzw. Schreibzugriff auf einen bestimmten Parameter gefunden
wurde) anhand der Liste CL2(k) die entsprechenden Eingabe- und Ausgabedatenverteilungen
gema¨ß den obigen Regeln festgelegt.
5.3.2. Einfu¨gen der Datenumverteilungsoperationen
In diesem Abschnitt wird zuna¨chst beschrieben, wie fu¨r eine gegebene Datenabha¨ngigkeit die
zugeho¨rige Datenumverteilungsoperation bestimmt wird. Anschließend wird die Umsetzung
im CM-task Compiler fu¨r einen gegebenen abstrakten Syntaxbaum des Rahmenprogrammes
mit annotierten Datenabha¨ngigkeiten und Prozessorgruppen vorgestellt.
Bestimmung einer Datenumverteilungsoperation. Im Folgenden wird eine bestimmte
Datenabha¨ngigkeit mit Schreibzugriff s, Lesezugriff t und Variable a betrachtet. Die zugeho¨rige
Datenumverteilungsoperation findet zwischen einem Quellkonstrukt q und einem Zielkonstrukt
r statt. Zur Laufzeit der Anwendung fu¨hrt das Quellkonstrukt die Sendephase der Datenumver-
teilungsoperation aus, wohingegen das Zielkonstrukt fu¨r die Ausfu¨hrung der korrespondieren-
den Empfangsphase verantwortlich ist.
Das Zielkonstrukt der Datenumverteilungsoperation ist immer identisch mit dem Lesezugriff
der entsprechenden Datenabha¨ngigkeit, d.h es gilt t = r. Dagegen ko¨nnen sich Schreibzugriff
der Datenabha¨ngigkeit und Quellkonstrukt der zugeho¨rigen Datenumverteilungsoperation
unterscheiden, falls zwischen der Ausfu¨hrung von s und t weitere Zugriffe auf a erfolgen.
Konkret wird das Quellkonstrukt q derart festgelegt, dass die folgenden drei Bedingungen
erfu¨llt sind:
(i) Das Quellkonstrukt q besitzt den durch den Schreibzugriff s geschriebenen Wert der
Variable a;
(ii) Das Quellkonstrukt q wird vor dem Zielkonstrukt r ausgefu¨hrt und
(iii) zwischen der Ausfu¨hrung von Quellkonstrukt q und Zielkonstrukt r erfolgt durch keinen
q oder r ausfu¨hrenden Prozessor ein Zugriff auf die Variable a.
Bedingung (i) wird durch den Schreibzugriff s und alle Lesezugriffe auf den durch s geschrie-
benen Wert von a erfu¨llt. Bedingung (iii) sorgt dafu¨r, dass die Datenverteilung der Variable a
zwischen der Ausfu¨hrung von q und r nicht vera¨ndert wird.
Diese Auswahlkriterien fu¨r q bieten zwei Vorteile. Zum einen wird der zeitliche Abstand
zwischen der Ausfu¨hrung von Quell- und Zielkonstrukt mo¨glichst gering gehalten. Damit
werden zur Laufzeit der Anwendung die durch die Kommunikation zwischen Quell- und Ziel-
konstrukt belegten Ressourcen nur kurze Zeit beno¨tigt. Zum anderen kann auf die Ausfu¨hrung
der Datenumverteilungsoperation verzichtet werden, falls q und r identische Prozessorgruppen
und identische Datenverteilungen zur Speicherung der Variable a verwenden.
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Realisierung im CM-task Compiler. Die Datenverteilungsphase des CM-task Compilers
fu¨hrt zur Umsetzung der beschriebenen Vorgehensweise einen Tiefensuchlauf u¨ber einen gege-
benen abstrakten Syntaxbaum des Rahmenprogrammes aus. An den Knoten dieses Syntaxbaums
sind die in der Analysephase bestimmten Datenabha¨ngigkeiten und die in der Schedulingphase
des CM-task Compilers bestimmten Prozessorgruppen annotiert. Desweiteren sind an den
for-, while- und if-Knoten die im vorherigen Schritt der Datenverteilungsphase festge-
legten Eingabe- und Ausgabedatenverteilungen fu¨r die zugeho¨rigen virtuellen Eingabe- und
Ausgabeparameter annotiert. An den Blattknoten des Syntaxbaums sind die Datenverteilungen
fu¨r die Eingabe- und Ausgabeparameter des zugeho¨rigen Modulaufrufs entsprechend der vom
Anwender definierten Schnittstelle des jeweiligen aufgerufenen Moduls annotiert.
Fu¨r einen in der Tiefensuche angetroffenen Syntaxbaumknoten k wird wie folgt vorgegangen.
Zuna¨chst wird die Tiefensuche mit den Kindknoten von k fortgesetzt, wobei eine geordnete
Liste CL(k) erzeugt wird, die alle Syntaxbaumknoten im Teilbaum des Syntaxbaums mit Wurzel
k in der Reihenfolge der Tiefensuche entha¨lt.
Anschließend werden alle an k annotierten Datenabha¨ngigkeiten nacheinander betrachtet.
Fu¨r eine Datenabha¨ngigkeit mit Schreibzugriff s und Lesezugriff t werden alle Kandidaten fu¨r
das Quellkonstrukt q der zugeho¨rigen Datenumverteilungsoperation bestimmt, die Bedingung
(i) erfu¨llen. Diese Kandidaten sind der Schreibzugriff s und alle Lesezugriffe auf a, fu¨r die eine
Datenabha¨ngigkeit mit Schreibzugriff s besteht. Eine derartige Datenabha¨ngigkeit ist entweder
an k oder einem Knoten aus der Liste CL(k) annotiert.
Das Quellkonstrukt q wird als der Kandidat mit der maximalen Position in der Liste CL(k)
bestimmt, so dass sich (a) q in der Liste CL(k) vor dem Lesezugriff t befindet und dass (b)
die an q und t annotierten Prozessorgruppen nicht disjunkt sind. Bedingung (b) wird beno¨tigt,
um sicherzustellen, dass q vor t ausgefu¨hrt wird, also Bedingung (ii) erfu¨llt ist. Existiert kein
derartiges Konstrukt, etwa weil die Prozessorgruppe jedes Kandidaten mit der an t annotierten
Prozessorgruppe disjunkt ist, wird der Schreibzugriff s als Quellkonstrukt festgelegt. Aufgrund
der Datenabha¨ngigkeit zwischen s und t wird s stets vor t ausgefu¨hrt.
Durch das Quellkonstrukt q werden sowohl die Quelldatenverteilung als auch die Quellpro-
zessorgruppe fu¨r die Variable a festgelegt. Die Zieldatenverteilung und die Zielprozessorgruppe
fu¨r a ergeben sich aus den entsprechenden Annotationen des Lesezugriffs t. Im statischen Com-
pileransatz wird nur dann eine Datenumverteilungsoperation erzeugt, wenn sich Quell- und
Zieldatenverteilung oder Quell- und Zielprozessorgruppe unterscheiden. Im semi-dynamischen
Compileransatz wird in jedem Fall eine Datenumverteilungsoperation erzeugt und erst zur
Laufzeit der Anwendung abha¨ngig von der aktuell dem Quellkonstrukt und dem Zielkonstrukt
zugewiesenen Prozessorgruppen u¨ber die Ausfu¨hrung der entsprechenden Datenumverteilungs-
operation entschieden. Die Annotation der erzeugten Datenumverteilungsoperation erfolgt
sowohl im statischen als auch im semi-dynamischen Compileransatz am Syntaxbaumknoten k.
Ein Beispiel fu¨r das Einfu¨gen von Datenumverteilungsoperationen ist in Abbildung 31 ange-
geben. In diesem Beispiel besteht eine Datenabha¨ngigkeit vom Schreibzugriff A (Identifikator:
n1) zum Lesezugriff D (Identifikator: n4) fu¨r die Variable a. Als Kandidaten fu¨r das Quell-
konstrukt der zugeho¨rigen Datenumverteilungsoperation werden der Schreibzugriff A sowie
die Lesezugriffe B und C bestimmt. Aufgrund der Reihenfolge der Tiefensuche, die sich aus
der Reihenfolge der Definition im Rahmenprogramm ergibt, wird C als Quellkonstrukt der
Datenumverteilungsoperation ausgewa¨hlt. Fu¨r die restlichen drei Datenabha¨ngigkeiten (von A
zu B, von A zu C und von B zu D) existiert jeweils nur ein Kandidat fu¨r das Quellkonstrukt, der
in jedem dieser Fa¨lle mit dem Schreibzugriff der jeweiligen Datenabha¨ngigkeit identisch ist.
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seq {
n1:A(a/∗ out ∗/) on {1..64};
par {
n2:B(a/∗ in ∗/, b/∗out ∗/)
on {1..16};
n3:C(a/∗ in ∗/) on {17..64};}
n4:D(a/∗ in ∗/, b/∗ in ∗/)
on {1..64};
p r e l s {
(n1−>n2 ,{a}),(n1−>n3 ,{a}),
(n1−>n4 ,{a}),(n2−>n4 ,{b}) }}
Abbildung 31: Beispiel fu¨r das Einfu¨gen von Datenumverteilungsoperationen. Links: Modulaus-
druck des Rahmenprogrammes mit annotierten Datenabha¨ngigkeiten (prels-
Konstrukt) und Prozessorgruppen. Mitte: Illustration der vom Rahmenprogramm
definierten Ausfu¨hrungsreihenfolge der Modulaufrufe. Rechts: Illustration der
resultierenden Abarbeitung nach Einfu¨gen der Datenumverteilungsoperationen.
5.3.3. Annotation von Lastausgleichsoperationen
Der semi-dynamische Compileransatz bestimmt in diesem Arbeitsschritt, in welchen Schlei-
fenru¨mpfen und welchen Bedingungszweigen eines gegebenen Verbundmoduls zur Laufzeit
der Anwendung ein Lastausgleich stattfinden soll. Fu¨r jeden Lastausgleich wird zusa¨tzlich die
Ha¨ufigkeit der Ausfu¨hrung festgelegt.
Der CM-task Compiler verwendet zu diesem Zweck eine Heuristik, die festlegt, dass
(a) Lastausgleichsoperationen in jedem Schleifenrumpf einer for- oder while-Schleife
sowie in jedem Bedingungszweig mit mindestens einer umgebenden for- oder while-
Schleife stattfinden und dass
(b) jeder Lastausgleich einmal pro Schleifeniteration der jeweils a¨ußersten Schleife (for
oder while) erfolgt.
Durch Festlegung (a) wird gewa¨hrleistet, dass Lastausgleichsoperationen nur fu¨r mehrfach
abgearbeitete Berechnungen ausgefu¨hrt werden. Festlegung (b) wurde gewa¨hlt, um einen zu
ha¨ufigen Lastausgleich in inneren Schleifen zu vermeiden und damit den Anteil der durch die
Lastausgleichsoperationen entstehenden Koordinationsoverhead an der Gesamtausfu¨hrungszeit
der jeweiligen Anwendung gering zu halten.
Die Realisierung dieses Arbeitsschrittes erfolgt durch einen Tiefensuchlauf u¨ber den ab-
strakten Syntaxbaum eines gegebenen Verbundmoduls im Rahmenprogramm. Bei diesem
Tiefensuchlauf wird fu¨r jeden Syntaxbaumknoten k eine Liste der k umgebenden for- und
while-Schleifen erstellt, d.h. die Liste entha¨lt alle for- und while-Knoten des Syntaxbaums,
die auf dem Pfad von der Syntaxbaumwurzel zu k liegen. Eine Lastausgleichsoperation wird an
einem Knoten k annotiert, falls k ein for- oder while-Knoten ist oder falls k ein if-Knoten
mit mindestens einer umgebenden Schleife ist.
Die Ha¨ufigkeit einer Lastausgleichsoperation wird durch die zugeho¨rige Lastausgleichs-
granularita¨t definiert. Die Lastausgleichsgranularita¨t eines mit einer Lastausgleichsoperation
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annotierten Konstrukts gibt die Abarbeitungsanzahl des entsprechenden Konstrukts an, nach
der jeweils eine Lastausgleichsoperation ausgefu¨hrt wird. Fu¨r einen Syntaxbaumknoten k mit
annotierter Lastausgleichsannotation wird die Lastausgleichsgranularita¨t als Produkt aus der
Iterationsanzahl aller k umgebenden Schleifen berechnet.
5.4. Codegenerierungsphase des CM-task Compilers
Der statische und der semi-dynamische Compileransatz enthalten unterschiedliche Codegene-
rierungsphasen, die im Folgenden vorgestellt werden.
5.4.1. Codegenerator fu¨r statische Koordinationsprogramme
Der statische Codegenerator arbeitet in zwei Schritten, die jeweils durch einen Tiefensuchlauf
u¨ber einen gegebenen abstrakten Syntaxbaum einer Verbundmoduldefinition im erweiterten
Rahmenprogramm realisiert sind. Dies bedeutet, dass an den Knoten des betrachteten Syntax-
baums Annotationen fu¨r die ausfu¨hrende Prozessorgruppe, fu¨r die Daten- und Kommunika-
tionsabha¨ngigkeiten und fu¨r die auszufu¨hrenden Datenumverteilungsoperationen vorhanden
sind.
Der Tiefensuchlauf des ersten Schrittes erzeugt aus den lokalen Annotationen der Syntax-
baumknoten jeweils eine globale Liste mit allen annotierten Prozessorgruppen, allen annotierten
Kommunikationsabha¨ngigkeiten und allen Datenumverteilungsoperationen. Aus der Liste der
annotierten Prozessorgruppen werden die zur Ausfu¨hrung des jeweiligen Verbundmoduls
beno¨tigten MPI Kommunikatoren bestimm und entsprechender Koordinationscode zur Initia-
lisierung bzw. zur Freigabe der MPI Kommunikatoren erzeugt (vgl. Listing 9 auf Seite 66
Zeilen 13-16 bzw. Zeilen 39-41). Identische Prozessorgruppen werden dabei auf denselben
MPI Kommunikator abgebildet.
Fu¨r jede ermittelte Kommunikationsabha¨ngigkeit wird eine Kommunikationsstruktur erzeugt
und im globalen Datenteil des ausgegebenen Koordinationsprogrammes abgelegt. Die erzeugte
Kommunikationsstruktur stellt Informationen zur Realisierung von Kommunikationsoperatio-
nen zwischen zeitgleich ausgefu¨hrten Basismodulen bereit und wird zur Laufzeit den an der
zugeho¨rigen Kommunikationsabha¨ngigkeit beteiligten Basismodulen zur Verfu¨gung gestellt.
Fu¨r jede ermittelte Datenumverteilungsoperation wird das Kommunikationsmuster zwischen
Quell- und Zielprozessoren vorberechnet (vgl. Abschnitt 5.5). Dieses Kommunikationsmuster
wird ebenfalls im globalen Datenteil des Koordinationsprogrammes gespeichert.
Die zweite Phase des statischen Codegenerators basiert auf einem syntaxgerichteten U¨ber-
setzungsschema. Die Realisierung erfolgt durch einen Tiefensuchlauf u¨ber den betrachteten
abstrakten Syntaxbaum, wobei fu¨r jeden Knoten des Syntaxbaums die entsprechenden Co-
defragmente fu¨r Prozessorauswahl, fu¨r die Ausfu¨hrung der Empfangsoperationen, fu¨r die
Bereitstellung der Kommunikationsstrukturen, fu¨r die Ausfu¨hrung des zugeordneten Konstrukts
und fu¨r die Ausfu¨hrung der Sendeoperationen eingefu¨gt wird (vgl. Abschnitt 4.6.1). Vor diesem
Tiefensuchlauf werden die parfor- und cparfor-Schleifen entrollt (s. Abschnitt 5.1.2).
5.4.2. Codegenerator fu¨r semi-dynamische Koordinationsprogramme
Im semi-dynamischen Compileransatz erfolgt die Codegenerierung fu¨r ein gegebenes Verbund-
modul in zwei Arbeitsschritten. Der erste Schritt u¨bersetzt die durch das Rahmenprogramm
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festgelegte Ausfu¨hrungsreihenfolge und die zugewiesenen Prozessorgruppen in eine Menge von
Schedulestrukturen. Die generierten Datenstrukturen werden als statisch initialisierte globale
Daten im ausgegebenen Koordinationsprogramm abgespeichert.
Der zweite Arbeitsschritt erzeugt die Koordinationsfunktion des betrachteten Verbundmoduls
mit Hilfe eines syntaxgerichteten U¨bersetzungsschemas. Die Realisierung erfolgt durch einen
Tiefensuchlauf u¨ber den abstrakten Syntaxbaum des jeweiligen Verbundmoduls, wobei fu¨r jeden
Knoten abha¨ngig vom zugeho¨rigen Konstrukt Codefragmente erzeugt werden. Die in diesem
Arbeitsschritt erzeugten Codefragmente (z.B. zur Prozessorauswahl) sind in Abschnitt 4.6.2 auf-
gefu¨hrt und erkla¨rt. Im Folgenden wird der Aufbau und die Erzeugung der Schedulestrukturen
na¨her beschrieben.
Eine Schedulestruktur ist eine Datenstruktur, die den Schedule eines Programmblockes im
semi-dynamischen Koordinationsprogramm repra¨sentiert, d.h. den Schedule eines Schleifen-
rumpfes einer for- oder while-Schleife, eines Bedingungszweiges oder eines gesamten
Verbundmoduls. Der Aufbau einer Schedulestruktur ist dreistufig:
• Die untere Stufe besteht aus je einer Taskstruktur fu¨r jeden im entsprechenden Programm-
block auftretenden Basis- oder Verbundmodulaufruf, jede for- oder while-Schleife
und jede Bedingung (if). Die Taskstruktur speichert fu¨r das zugeho¨rige Konstrukt die
aktuell zugeordnete Prozessorgruppe mit dem entsprechenden MPI Kommunikator, die
zur Ausfu¨hrung beno¨tigte Mindestanzahl an Prozessoren sowie die dynamisch ermittelten
Leistungsdaten.
Die Leistungsdaten bestehen aus der Ausfu¨hrungsanzahl und der kumulierten Ausfu¨h-
rungszeit des zugeho¨rigen Konstrukts. Die Mindestprozessoranzahl ergibt sich aus der in
der Schedulingphase des CM-task Compilers festgelegten Ausfu¨hrungsreihenfolge und
entspricht der maximalen Anzahl zeitgleich ausgefu¨hrter Basismodule im Schleifenrumpf
der jeweiligen Schleife bzw. in den Bedingungszweigen der jeweiligen Bedingung.
• Die mittlere Stufe der Schedulestruktur besteht aus einer Menge von Schichtstrukturen,
wobei eine Schichtstruktur die zeitgleiche Ausfu¨hrung einer Menge von Modulen defi-
niert. Ein Modul kann dabei ein Basis- oder Verbundmodul oder ein komplettes for-,
while- oder if-Konstrukt sein. In einer Schichtstruktur werden zwei Felder gespeichert.
Das erste Feld entha¨lt Verweise auf die Taskstrukturen der zeitgleich auszufu¨hrenden
Module. Das zweite Feld entha¨lt Verweise auf kodierte Kommunikationsabha¨ngigkeiten,
die zwischen den zeitgleich auszufu¨hrenden Basismodulen der jeweiligen Schichtstruk-
tur bestehen. Jede Kommunikationsabha¨ngigkeit entha¨lt ein Feld mit Verweisen auf
die Taskstrukturen der beteiligten Basismodule und einen Verweis auf die zugeho¨rige
Kommunikationsstruktur.
Zur Laufzeit ist ein Lastausgleich nur zwischen denjenigen Modulen mo¨glich, deren
Taskstrukturen in derselben Schichtstruktur gespeichert sind. Die Verweise auf die
Taskstrukturen und Kommunikationsabha¨ngigkeiten werden beno¨tigt, um die dynami-
schen Leistungsdaten zu sammeln und nach erfolgtem Lastausgleich die entsprechenden
MPI Kommunikatoren der Taskstrukturen sowie die in den Kommunikationsstrukturen
gespeicherten externen Kommunikatoren anzupassen.
• Die obere Stufe einer Schedulestruktur ist die Blockstruktur, die die Nacheinander-
ausfu¨hrung einer Menge von Schichtstruktur definiert. Dazu wird in der Blockstruktur
ein Feld mit Verweisen auf die entsprechenden Schichtstrukturen gespeichert.
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Abbildung 32: Ausfu¨hrungsschema fu¨r Iterierte Runge-Kutta Verfahren mit enthaltenen Kom-
munikationsabha¨ngigkeiten (links) und Illustration der Schedulestruktur fu¨r den
Rumpf der while-Schleife (rechts). Die Schedulestruktur besteht aus einer
Blockstruktur, die Verweise auf die nacheinander auszufu¨hrenden Schichtstruk-
turen speichert. Jede Schichtstruktur entha¨lt Verweise auf die Taskstrukturen
der zeitgleich auszufu¨hrenden Module und auf die Kommunikationsabha¨ngig-
keiten zwischen diesen Modulen. Die Kommunikationsabha¨ngigkeit verweist
auf die Taskstrukturen der kommunizierenden Basismodule.
Der konkrete Aufbau der Schedulestruktur wird in Abschnitt C.3 des Anhangs durch eine
C-Datentypdefinition angegeben. Abbildung 32 illustriert die Schedulestruktur fu¨r das semi-
dynamische Koordinationsprogramm fu¨r IRK Verfahren.
Der Aufbau der Schedulestruktur wurde mit dem Ziel gewa¨hlt, zur Laufzeit Lastausgleichs-
operationen mit mo¨glichst geringem Koordinationsoverhead zu ermo¨glichen. Der Nachteil die-
ses Aufbaus besteht darin, dass nicht jede durch das Rahmenprogramm definierbare Ausfu¨hrungs-
reihenfolge in eine entsprechende Schedulestruktur u¨bersetzt werden kann. Beispielsweise
kann ein par-Konstrukt mit enthaltenem seq-Konstrukt nicht durch eine Schedulestruktur
dargestellt werden.
Der CM-task Compiler tra¨gt dieser Einschra¨nkung Rechnung, indem im semi-dynamischen
Compileransatz eine entsprechend angepasste Version des Schedulingalgorithmus aus Kapitel 3
eingesetzt wird. Die Anpassung betrifft das Scheduling einer Schicht des Supertask Graph (s.
Algorithmus 2 auf Seite 30). In der angepassten Version dieses Schrittes wird entweder die
zeitgleiche Ausfu¨hrung aller Supertasks einer Schicht oder die Nacheinanderausfu¨hrung aller
Supertasks einer Schicht festgelegt, je nachdem welche Variante zur niedrigeren Ausfu¨hrungs-
zeit der entsprechenden Schicht fu¨hrt. In beiden Varianten entsteht ein Schedule, der durch die
beschriebene Schedulestruktur dargestellt werden kann.
Die Erzeugung der Schedulestruktur erfolgt durch einen Tiefensuchlauf u¨ber den abstrakten
Syntaxbaums eines gegebenen Verbundmoduls im erweiterten Rahmenprogramm. Bei diesem
Tiefensuchlauf wird fu¨r jeden Blattknoten eine Taskstruktur erzeugt. An denjenigen par- und
cpar-Knoten k, die nicht Kindknoten eines anderen par- oder cpar-Knotens sind, wird eine
Schichtstruktur erzeugt, in der die Taskstrukturen aller sich im Teilbaum des Syntaxbaums
mit Wurzel k befindender Blattknoten entha¨lt. An for-, while-, if- und Wurzelknoten wird
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jeweils eine Blockstruktur erzeugt, die die im entsprechenden Teilbaum des Syntaxbaums
erzeugten Schichtstrukturen in der Reihenfolge der Tiefensuche entha¨lt. Die parfor- und
cparfor-Knoten werden vor diesem Schritt im Syntaxbaum entrollt (s. Abschnitt 5.1) und
wie par- bzw. cpar-Knoten behandelt.
5.5. Datenumverteilungsbibliothek
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks stellt Datenumvertei-
lungsoperationen fu¨r blockzyklische und replizierte Datenverteilungen mehrdimensionaler
Felder bereit. Die Realisierung der Datenumverteilungsoperationen erfolgt durch direkte Punkt-
zu-Punkt Kommunikationsoperationen zwischen den Prozessoren der Quellprozessorgruppe
und den Prozessoren der Zielprozessorgruppe.
Die auszufu¨hrenden Kommunikationsoperationen zur Umverteilung eines d-dimensionalen
Feldes werden in zwei Arbeitsschritten bestimmt.
(i) Bestimmung eindimensionaler Kommunikationsmuster.
Im ersten Schritt wird fu¨r jede Felddimension ein eigenes Kommunikationsmuster be-
stimmt. Fu¨r eine bestimmte Dimension wird anhand der parametrisierten Datenvertei-
lungsvektoren der Quell- und Zielverteilungstyp (repliziert oder blockzyklisch) sowie die
Quell- und Zielprozessoranzahl dieser Dimension bestimmt. Zur Berechnung des Kom-
munikationsmusters werden in diesem Schritt virtuelle Quell- und Zielprozessorgruppen
mit den entsprechenden Prozessoranzahlen verwendet.
Fu¨r blockzyklische Quelldatenverteilungen sind die auszufu¨hrenden Kommunikations-
operationen eindeutig bestimmt und werden durch den in [48] vorgestellten Algorithmus
berechnet. Dieser Algorithmus teilt die umzuverteilenden Feldelemente in Superblo¨cke
mit identischem Kommunikationsmuster ein. Das Kommunikationsmuster wird nur fu¨r
einen ausgewa¨hlten Superblock berechnet und anschließend auf die weiteren Superblo¨cke
u¨bertragen.
Fu¨r replizierte Quelldatenverteilungen bestehen mehrere mo¨gliche Kommunikationsmu-
ster, da jeder Quellprozessor alle Elemente der umzuverteilenden Datenstruktur besitzt.
Die Datenumverteilungsbibliothek gewa¨hrleistet in diesem Fall ein ausgewogenes Kom-
munikationsverhalten, indem die auszufu¨hrenden Sendeoperationen gleichma¨ßig auf die
Quellprozessoren verteilt werden. Dazu wird jedem virtuellen Zielprozessor reihum ein
virtueller Quellprozessor zugeordnet, der fu¨r die Bereitstellung aller fu¨r den jeweiligen
Zielprozessor beno¨tigter Daten verantwortlich ist.
(ii) Kombination der eindimensionale Kommunikationsmuster.
Die auszufu¨hrenden Kommunikationsoperationen zwischen einem bestimmten Quell-
prozessor p1 und einem bestimmten Zielprozessor p2 werden mit Hilfe der durch die
parametrisierten Datenverteilungsvektoren beschriebenen Prozessorgitter berechnet. Die
Gitterkoordinaten von p1 und p2 bestimmen die Positionen innerhalb der virtuellen
Quell- bzw. Zielprozessorgruppen der einzelnen Dimensionen. Anhand der berechneten
eindimensionalen Kommunikationsmuster werden diejenigen Feldelemente bestimmt,
die von p1 zu p2 u¨bertragen werden mu¨ssen.
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Abbildung 33: Illustration der Situation vor (links) und nach (rechts) einer Lastausgleichsope-
ration zwischen vier zeitgleich ausgefu¨hrten Modulen {M1,M2,M3,M4}.
5.6. Lastausgleichsbibliothek
In diesem Abschnitt wird der im CM-task Compilerframework verwendete dynamische Last-
ausgleichsalgorithmus beschrieben. Dieser Algorithmus wird zur Laufzeit semi-dynamischer
Koordinationsprogramme zur Anpassung der Prozessorgruppen von n zeitgleich ausgefu¨hrten
Modulen M1, . . . ,Mn verwendet. Ein derartiges Modul ist ein Basis- oder Verbundmodulaufruf,
eine komplette Schleife (for oder while) oder eine komplette Bedingung (if-Konstrukt).
Der Lastausgleichsalgorithmus trifft seine Entscheidungen basierend auf der fu¨r Modul
Mi gemessenen Ausfu¨hrungszeit ti und der aktuell verwendeten Prozessorgruppengro¨ße gi,
i = 1, . . . ,n. Abbildung 33 (links) illustriert die Abarbeitungssituation vor Ausfu¨hrung des
Lastausgleichsalgorithmus fu¨r n = 4 Module.
Die Ausgabe des Lastausgleichsalgorithmus umfasst eine Entscheidung, ob eine Modifikation
der Prozessorgruppen erforderlich ist und gegebenenfalls eine angepasste Prozessorgruppen-
gro¨ße g′i fu¨r Modul Mi. Abbildung 33 (rechts) zeigt die Abarbeitungssituation nach erfolgtem
Lastausgleich. Bei der Berechnung der Prozessorgruppengro¨ßen g′i muss der Algorithmus
beachten, dass fu¨r Verbundmodulaufrufe, Schleifen und Bedingungen eine Mindestanzahl von
Prozessoren minpi erforderlich ist. Diese Mindestanzahl entspricht der maximalen Anzahl
zeitgleich ausgefu¨hrter Basismodule im entsprechenden Verbundmodul, dem entsprechenden
Schleifenrumpf bzw. den entsprechenden Bedingungszweigen. Da die Ausfu¨hrungsreihenfolge
zur Compilezeit feststeht, wird die erforderliche Mindestprozessoranzahl fu¨r jedes Modul
statisch durch eine bottom-up Traversierung des entsprechenden abstrakten Syntaxbaums
ermittelt.
Der Lastausgleichsalgorithmus ist in Algorithmus 8 zusammengefasst und gliedert sich in
die folgenden drei Arbeitsschritte.
(i) Feststellen eines Lastungleichgewichts
Im ersten Teilschritt wird u¨berpru¨ft, ob ein eventuell vorliegendes Lastungleichgewicht
den zusa¨tzlichen Aufwand einer Lastausgleichsoperation rechtfertigt. Als Maß r fu¨r das
bestehende Lastungleichgewicht wird das Verha¨ltnis aus der maximalen und der minima-
len Ausfu¨hrungszeit der betrachteten Module verwendet. Ein Lastausgleich erfolgt, falls
das Lastungleichgewicht einen vorgegebenen Wert R u¨berschreitet.
Die Wahl eines guten Wertes fu¨r R muss sowohl die Eigenschaften der konkreten Anwen-
dung als auch plattformspezifische Werte wie die Anzahl der verfu¨gbaren Prozessoren
beru¨cksichtigen. Eine ho¨here Prozessoranzahl erlaubt bspw. feinere Anpassungen der
Prozessorgruppengro¨ßen und ermo¨glicht damit auch niedrigere Werte fu¨r R. Fu¨r Be-
rechnungen deren Laufzeit stark schwanken kann, sind dagegen ho¨here Werte fu¨r R
sinnvoll, um zu ha¨ufige Anpassungen zu vermeiden. Die in Abschnitt 6.3.2 durchgefu¨hr-
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Algorithmus 8 : Dynamischer Lastausgleichsalgorithmus
Eingabe : Menge von n Modulen {M1, . . . ,Mn}
Eingabe : gemessene Ausfu¨hrungszeiten ti, i = 1, . . . ,n
Eingabe : aktuelle Prozessorgruppengro¨ßen gi, i = 1, . . . ,n
Eingabe : minimale Prozessoranzahlen minpi, i = 1, . . . ,n
Eingabe : verfu¨gbare Prozessoranzahl P; maximales Lastungleichgewicht R
Ru¨ckgabe : true, falls Lastausgleich stattfinden soll
Ausgabe : neue Prozessorgruppengro¨ßen g′i, i = 1, . . . ,n
begin1
/* (i) Feststellen eines Lastungleichgewichts */
r = maxi=1,...,n ti/mini=1,...,n ti; /* Laufzeitverha¨ltnis */2
if (r > R) then3
/* (ii) Berechnung angepasster Gruppengro¨ßen */
W = ∑ni=1 ti ∗gi ; /* gesamte Berechnungsarbeit */4









/* (iii) Korrektur der Gruppengro¨ßen */
p = ∑ni=1 g′i; /* Summe der Prozessorzahlen */7
while (p 6= P) do8
if (p < P) then9
wa¨hle Modul Mi, so dass gi ∗ ti/g′i maximal ist10
g′i = g
′
i+1; p = p+1;11
else12











ten Laufzeituntersuchungen verwenden den Wert R = 1.1, der sich durch empirische
Untersuchungen fu¨r die betrachteten Anwendungen als gu¨nstig erwiesen hat.
(ii) Berechnung angepasster Gruppengro¨ßen
Die angepasste Prozessorgruppengro¨ße g′i eines Moduls Mi wird durch den Anteil der
Berechnungsarbeit von Mi an der Gesamtberechnungsarbeit W aller n Module bestimmt.
Die Berechnungsarbeit eines Moduls Mi ist als Produkt aus Prozessorgruppengro¨ße und
Ausfu¨hrungszeit (ti ∗gi) definiert und kann als Fla¨cheninhalt von Mi in Abbildung 33
(links) aufgefasst werden.
(iii) Korrektur der Gruppengro¨ßen
Rundungsfehler und die Beru¨cksichtigung der Mindestprozessoranzahlen minpi im vor-
hergehenden Schritt ko¨nnen dazu fu¨hren, dass die Summe der angepassten Prozessor-
gruppengro¨ßen p nicht mit der verfu¨gbaren Prozessoranzahl P u¨bereinstimmt. In diesem
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Arbeitsschritt erfolgt daher sukzessive eine Anpassung der Gruppengro¨ßen g′i, wobei die
folgenden beiden Fa¨lle unterschieden werden:
(a) Wurden zuwenige Prozessoren zugeordnet, wird einem Modul Mi, dessen erwartete
Laufzeit mit der angepassten Gruppengro¨ße g′i maximal ist, ein zusa¨tzlicher Pro-
zessor zugeordnet. Fu¨r die Berechnung der erwarteten Laufzeit wird eine lineare
Skalierung der Ausfu¨hrungszeit angenommen.
(b) Wurden zuviele Prozessoren verteilt, wird die Gruppengro¨ße g′i eines Moduls Mi
reduziert. Dieses Modul wird derart ausgewa¨hlt, dass die erwartete Laufzeit mit
der reduzierten Gruppengro¨ße minimal ist. Analog zum vorherigen Fall wird eine
lineare Skalierbarkeit des Moduls angenommen.
Die Komplexita¨t des vorgestellten Lastausgleichsalgorithmus la¨sst sich wie folgt abscha¨tzen.
Das Feststellen, ob ein Lastausgleich notwendig ist (Schritt (i)), erfordert einen Durchlauf
u¨ber alle Module, also O(n) Operationen. Die Berechnung adaptierter Prozessorgruppengro¨ßen
(Schritt (ii)), beno¨tigt einen konstanten Aufwand pro Modul, was zu einer Komplexita¨t von
O(n) fu¨hrt. Jede ausgefu¨hrte Gruppengro¨ßenkorrektur (Schritt (iii)) beno¨tigt zur Auswahl eines
geeigneten Moduls O(n) Schritte. Die Anzahl der ausgefu¨hrten Korrekturschritte ist in vielen
praktischen Fa¨llen gering, kann aber im ungu¨nstigsten Fall O(P) betragen. Insgesamt besitzt
der Lastausgleichsalgorithmus eine Komplexita¨t von O(nP) und ist daher besonders gut fu¨r
den Einsatz zur Laufzeit einer Anwendung geeignet.
5.7. Zusammenfassung und verwandte Arbeiten
In diesem Kapitel wurde die Realisierung der Komponenten des CM-task Compilers, der
Datenumverteilungsbibliothek und der Lastausgleichsbibliothek vorgestellt.
Die Analysephase des CM-task Compilers bestimmt die in einem gegebenen Spezifikations-
programm implizit definierten Daten- und Kommunikationsabha¨ngigkeiten durch bottom-up
Attributierung der abstrakten Syntaxba¨ume der im entsprechenden Spezifikationsprogramm
definierten Verbundmodule.
Zur Bestimmung der Datenabha¨ngigkeiten in der der CM-task Spezifikationssprache zugrun-
deliegenden TwoL-Grammatik [92] wurden zwei Algorithmen entwickelt. In [102] wird ein
top-down Ansatz vorgestellt, der einen gegebenen abstrakten Syntaxbaum durchla¨uft und fu¨r je-
den angetroffenen Lesezugriff den zugeho¨rigen Schreibzugriff durch einen Ru¨ckwa¨rtslauf u¨ber
die Liste der in der Tiefensuche besuchten Knoten bestimmt. Dieser Algorithmus unterstu¨tzt
im Gegensatz zum CM-task Compiler keine Schleifen und Bedingungen.
Ein bottom-up Ansatz zur Bestimmung der Datenabha¨ngigkeiten in einem TwoL-Spezifika-
tionsprogramm wird in [37] verwendet. Dieser Algorithmus konstruiert zuna¨chst den durch die
Konstruktoren des gegebenen Spezifikationsprogrammes definierten Abha¨ngigkeitsgraph. Der
zugeho¨rige Schreibzugriff eines Lesezugriffes wird durch einen Ru¨ckwa¨rtslauf u¨ber die Kanten
des konstruierten Graph ermittelt. Fu¨r Schleifen und Bedingungen wird analog zum CM-task
Compiler eine virtuelle Parameterliste bestimmt. Dazu wird eine bottom-up Attributierung der
entsprechenden Grammatik definiert.
Die Schedulingphase des CM-task Compilers verwendet einen hierarchischen Scheduling-
algorithmus, der fu¨r eine gegebene Anwendung eine Menge von Teilschedules in Form von
Syntaxbaumfragmenten erzeugt, die durch mehrere Transformationsschritte in ein Rahmenpro-
gramm u¨bersetzt werden.
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5.7. Zusammenfassung und verwandte Arbeiten
Der Paradigm Compiler [86, 85] verwendet ebenfalls einen hierarchischen Schedulingansatz
zur Berechnung eines globalen Schedules fu¨r eine gemischt parallele Anwendung auf Basis
paralleler Tasks. Im Unterschied zum CM-task Compiler werden zur Kostenbestimmung von
Schleifen und Bedingungen nur Schedules fu¨r ausgewa¨hlte Prozessoranzahlen berechnet. Die
Kostenwerte fu¨r die u¨brigen Prozessoranzahlen werden durch eine Kurvenanpassung auf ein
Funktionstemplate nach dem Amdahlschen Gesetz bestimmt. Die Ausgabe des berechneten
Schedules in einer vom Anwendungsentwickler lesbaren Form ist nicht Bestandteil dieses
Ansatzes.
Fu¨r Anwendungsspezifikationen im TwoL-Modell wird in [37] ein genetischer Schedulingal-
gorithmus verwendet, der auf einem flachen Taskgraphen der gesamten Anwendung arbeitet.
Die U¨bersetzung des erzeugten Schedules in ein TwoL-Rahmenprogramm erfolgt durch Um-
wandlung des den Schedule darstellenden gerichteten Graph in einen SP-Graph. Schleifen und
Bedingungen werden in diesem Ansatz nicht explizit betrachtet.
Compilerunterstu¨tzung fu¨r das hierarchische Scheduling gemischt paralleler Anwendungen
wird in [121] diskutiert. Das Scheduling erfolgt mit Hilfe eines schichtenbasierten Algorithmus
auf einem Abha¨ngigkeitsgraph, der aus einem gegebenen Programm aufgebaut wird. Im zugrun-
deliegenden Anwendungsmodell werden die parallelen Tasks im Unterschied zum CM-task
Ansatz aus einer Menge von sequentiellen Tasks zusammengesetzt.
Die Datenverteilungsphase des CM-task Compilers legt in einem gegebenen Rahmenpro-
gramm die Datenverteilungen fu¨r die Eingabe- und Ausgabeparameter von Schleifen und
Bedingungen fest und bestimmt die Datenumverteilungsoperationen, die fu¨r einen korrekten
Datenfluss im zu erzeugenden Koordinationsprogramm beno¨tigt werden. Beide Teilschritte
arbeiten mit Heuristiken, die auf eine Reduzierung der Anzahl der eingefu¨gten Datenumver-
teilungsoperationen bzw. auf eine Reduzierung der entstehenden Datenumverteilungskosten
durch Verwendung von mo¨glichst identischen Quell- und Zielprozessorgruppen abzielen.
Die Codegenerierungsphase des CM-task Compilers verwendet ein syntaxgerichtetes U¨ber-
setzungsschema zur Transformation eines gegebenen erweiterten Rahmenprogrammes in ein
Koordinationsprogramm. Im statischen Compileransatz werden die Ausfu¨hrungsreihenfolge
und die verwendeten Prozessorgruppen der Modulaufrufe fest im ausgegebenen Koordinati-
onsprogramm kodiert. Im semi-dynamischen Compileransatz wird der in der Schedulingphase
des CM-task Compilers berechnete Schedule in eine Schedulestruktur u¨bersetzt. Diese Da-
tenstruktur bildet die Schnittstelle zwischen semi-dynamischem Koordinationsprogramm und
Lastausgleichsbibliothek. Die Schedulestruktur speichert dynamische Leistungsdaten und legt
fest, zwischen welchen Modulen zur Laufzeit ein Lastausgleich stattfindet.
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks verwendet zwei
verschiedene Algorithmen zur Berechnung der auszufu¨hrenden Kommunikationsoperationen
zur Umverteilung eines d-dimensionalen Feldes. Der in [48] vorgestellte Algorithmus wird
fu¨r blockzyklische Quelldatenverteilungen verwendet. Fu¨r replizierte Quelldatenverteilungen
werden die auszufu¨hrenden Kommunikationsoperationen zyklisch auf die Quellprozessoren
verteilt, so dass ein ausgewogenes Kommunikationsverhalten entsteht.
Die Datenumverteilung zwischen verschiedenen blockzyklischen Datenverteilungen mehr-
dimensionaler Felder wurde vor allem in Zusammenhang mit HPF untersucht, z.B. in [119,
104, 43]. Der Fokus dieser Ansa¨tze liegt auf datenparallelen Anwendungen, in denen alle
verfu¨gbaren Prozessoren zur Verteilung der Daten verwendet werden. Dagegen unterstu¨tzt
die Datenumverteilungsbibliothek des CM-task Compilerframeworks beliebige Quell- und
Zielprozessorgruppen.
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Ein Algorithmus zur Datenumverteilung zwischen beliebigen Quell- und Zielprozessorgrup-
pen wurde in [77] vorgestellt. Fu¨r diesen Algorithmus muss die Blockgro¨ße der blockzyklischen
Zieldatenverteilung ein ganzzahliges Vielfaches der Blockgro¨ße der Quelldatenverteilung sein.
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks unterstu¨tzt dagegen be-
liebige Blockgro¨ßen fu¨r die beteiligten Datenverteilungen. Der FALLS-Algorithmus [86] wurde
zur effizienten Datenumverteilung zwischen blockzyklischen Datenverteilungen auf beliebigen
Prozessorgruppen entwickelt. In [48] wurde aufgezeigt, dass der in der Datenumverteilungs-
bibliothek verwendete Algorithmus eine geringere Berechnungskomplexita¨t besitzt und zu
geringeren Ausfu¨hrungszeiten der Datenumverteilungsoperationen fu¨hrt.
Die Lastausgleichsbibliothek des CM-task Compilerframeworks entha¨lt einen Lastaus-
gleichsalgorithmus zur dynamischen Anpassung der Prozessorgruppengro¨ßen von zeitgleich
ausgefu¨hrten Modulen. Der Algorithmus berechnet die angepassten Prozessorgruppengro¨ßen
mit Hilfe der Berechnungsarbeit der entsprechenden Module, die als Produkt aus der jeweiligen
Prozessorgruppengro¨ße und der jeweiligen gemessenen Ausfu¨hrungszeit definiert ist.
Dynamische Lastausgleichsoperationen werden ha¨ufig fu¨r irregula¨re Anwendungen beste-
hend aus sequentiellen Tasks eingesetzt und ko¨nnen bspw. auf Graphpartitionierungsverfahren
basieren [17]. Dynamische Lastausgleichsstrategien fu¨r datenparallele Anwendungen werden
in [38] vorgestellt und hinsichtlich der Komplexita¨t und Konvergenzkriterien analysiert.
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6. Anwendungen und Experimente
In diesem Kapitel wird die Realisierung verschiedener Anwendungen aus dem Bereich des
wissenschaftlichen Rechnens mit dem CM-task Compilerframework diskutiert und die Leis-
tungsfa¨higkeit der erzeugten Koordinationsprogramme mit verschiedenen handgeschriebenen
Programmversionen verglichen. Die fu¨r die Laufzeitmessungen genutzten Plattformen werden
in Abschnitt 6.1 vorgestellt. Abschnitt 6.2 beschreibt die Anwendungsprogramme. Die erzielten
Messergebnisse werden in Abschnitt 6.3 vorgestellt und ausgewertet. Den Abschluss des
Kapitels bildet eine Zusammenfassung in Abschnitt 6.4.
6.1. Parallele Plattformen
Im Folgenden werden die Hardwareeigenschaften sowie die Softwareumgebung der fu¨r die Ex-
perimente verwendeten Plattformen beschrieben. Tabelle 4 gibt einen U¨berblick der wichtigsten
Eigenschaften.
CHiC. Der Chemnitz High performance Linux Cluster integriert insgesamt 2120 Rechen-
kerne, die auf 530 Knoten mit je zwei Dual-Core Prozessoren vom Typ AMD Opteron 2218
”Santa Rosa“ verteilt sind. Die Taktrate der Prozessoren betra¨gt 2.6 GHz und fu¨hrt zu einer
maximalen Rechenleistung von 5.2 GFlops/s pro Rechenkern. Die Rechenknoten sind durch ein
10 GBit/s Infiniband Netzwerk miteinander verbunden. Fu¨r die in diesem Kapitel vorgestellten
Messungen wurden die MVAPICH 1.0 MPI Bibliothek und der Pathscale Compiler 3.1 mit der
ho¨chsten Optimierungsstufe (-O3) eingesetzt.
SGI Altix 4700. Die SGI Altix 4700 Plattform besteht aus insgesamt 19 Partitionen mit je 512
Rechenkernen. Die Messungen wurden innerhalb einer Partition durchgefu¨hrt, die 128 Knoten
mit jeweils zwei Intel Itanium2 ”Montecito“ Dual-Core Prozessoren entha¨lt. Die Prozessoren
sind mit 1.6 GHz getaktet und besitzen eine maximale Rechenleistung von 6.4 GFlops/s pro
Kern. Jeder Rechenknoten besitzt zwei Links zum NUMAlink4 Verbindungsnetzwerk, das eine
bidirektionale Bandbreite von 6.4 GByte/s pro Link bereitstellt. Als MPI Bibliothek wurde das
SGI MPT 1.16 Message Passing Toolkit verwendet und als Compiler kam der Intel Compiler
11.0 mit der ho¨chsten Optimierungsstufe (-O3) zum Einsatz.
JuRoPA. Der JuRoPA (Ju¨lich Research on Petaflop Architectures) Cluster besitzt 2208
Rechenknoten, die jeweils mit zwei Intel Xeon X5570 ”Nehalem“ Quad-Core Prozessoren
bestu¨ckt sind. Die Prozessoren erreichen bei einer Taktrate von 2.93 GHz eine maximale
Rechenleistung von 11.72 GFlops/s pro Kern. Als Verbindungsnetzwerk wird ein Infiniband
Netz mit vierfacher Datenrate (quad data rate, QDR) verwendet. Die fu¨r die Messungen
benutzte Softwareumgebung besteht aus der ParaStation MPI Bibliothek von ParTec und dem
Intel Compiler 11.0 mit der ho¨chsten Optimierungsstufe (-O3).
Heterogener Cluster. Der heterogene Cluster verfu¨gt u¨ber insgesamt 104 Rechenkerne, die
auf die folgenden vier Knotentypen aufgeteilt sind:
• 48 Kerne AMD Opteron 865 ”Egypt“ mit 1.8 GHz auf sechs Knoten mit je vier Dual-Core
Prozessoren;
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AMD Opteron MVAPICH InfinibandCHic
2.6 GHz
530 2 × 2 Kerne
1.0 10 GBit/s
Intel Itanium2 SGI MPT NUMAlink4SGI Altix
1.6 GHz
128 2 × 2 Kerne
1.16 6.4 GByte/s
Intel Xeon ParaStation InfinibandJuRoPA
2.93 GHz
2208 2 × 4 Kerne
MPI v5.0 QDR
Opteron 1.8 GHz 6 4 × 2 Kerne
Opteron 1.9 GHz 1 4 × 4 Kerne MVAPICH2 InfinibandHeterogen
Opteron 2.0 Ghz 1 8 × 2 Kerne 1.0.3 10 GBit/s
Xeon 2.33 GHz 3 2 × 4 Kerne
• 16 Kerne AMD Opteron 8347 ”Barcelona“ mit 1.9 GHz auf einem Knoten mit vier
Quad-Core Prozessoren;
• 16 Kerne AMD Opteron 870 ”Egypt“ mit 2.0 GHz auf einem Knoten mit acht Dual-Core
Prozessoren und
• 24 Kerne Intel Xeon E5345 ”Clovertown“ mit 2.33 GHz auf drei Knoten mit je zwei
Quad-Core Prozessoren.
Ein Infinibandnetzwerk mit einer Bandbreite von 10 GBit/s verbindet die einzelnen Rechen-
knoten und wird durch die MVAPICH2 1.0.3 MPI Bibliothek unterstu¨tzt. Die U¨bersetzung
der Anwendungsprogramme erfolgte mit Hilfe des Intel Compilers 10.1 mit der ho¨chsten
Optimierungsstufe (-O3).
6.2. Anwendungsprogramme
In dieser Arbeit werden zwei Klassen von Anwendungen betrachtet, die sich aufgrund ihres
modularen Aufbaus besonders gut fu¨r eine Implementierung im CM-task Programmiermodell
eignen. Die erste Klasse umfasst numerische Lo¨sungsverfahren fu¨r Systeme gewo¨hnlicher Dif-
ferentialgleichungen, die in jedem Zeitschritt eine feste Anzahl von Stufenvektoren berechnen.
In diesen Verfahren kann feinko¨rnige Parallelita¨t durch eine parallele Berechnung der einzelnen
Komponenten des Gleichungssystems und grobko¨rnige Parallelita¨t durch eine parallele Be-
rechnung der Stufenvektoren ausgenutzt werden. Als Beispiele dieser Klasse werden Iterierte
Runge-Kutta Verfahren und Parallele Adams Verfahren betrachtet.
Die zweite Anwendungsklasse sind Lo¨ser fu¨r partielle Differentialgleichungen, deren Lo¨-
sungsgebiet in lose gekoppelte Teilgebiete aufgeteilt ist. Daraus resultiert feinko¨rnige Parallelita¨t
innerhalb der Teilgebiete und grobko¨rnige Parallelita¨t zwischen verschiedenen Teilgebieten.
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Tabelle 5: U¨berblick der Eigenschaften der Anwendungsbenchmarks.
Anzahl Anzahl Anzahl Anzahl Module pro
Basis- Daten- Datenum- Kommuni- Kommuni-
Kommuni-
Name
modul- abha¨ngig- verteilungs- kationsab- kationsab-
kations-
aufrufe keiten operationen ha¨ngigkeiten ha¨nigkeit
muster
IRK s+3 3s+8 2s 1 s orthogonal(VI)
PAB K+2 2K+5 3K−1 1 K orthogonal(VI)
PABM K+2 2K+5 3K−1 1 K orthogonal(VI)
LU-MZ 16 0 0 32 2 Gitter(IV)
SP-MZ Z 0 0 2Z 2 Gitter(IV)
BT-MZ Z 0 0 2Z 2 Gitter(IV)
Als Beispiele werden drei durch die NAS-MZ Benchmark Suite bereitgestellte Anwendungs-
benchmarks verwendet. Im Folgenden werden die einzelnen Vertreter der beiden Klassen na¨her
vorgestellt. Die wichtigsten Eigenschaften sind in Tabelle 5 zusammengefasst.
6.2.1. Lo¨ser fu¨r Systeme gewo¨hnlicher Differentialgleichungen
Iterierte Runge-Kutta (IRK) Verfahren [112, 93] werden in Kapitel 4 als Anwendungsbei-
spiel betrachtet. Das Spezifikationsprogramm ist auf Seite 50 abgebildet und in Abbildung 15
auf Seite 54 graphisch dargestellt. Der durch den CM-task Compiler berechnete Schedule ist in
Abbildung 16 auf Seite 60 veranschaulicht und auf Seite 66 ist ein Ausschnitt des erzeugten
statischen Koordinationsprogrammes abgebildet. Die verwendeten Basismodule sind mit Hilfe
von MPI implementiert.
Parallele Adams Verfahren [111, 100] beinhalten die PAB und die PABM Methode, die
in einem Zeitschritt jeweils K Stufenvektoren berechnen und durch CM-task Spezifikations-
programme mit einer identischen Struktur beschrieben werden. Unterschiede zwischen den
Methoden bestehen in den ausgefu¨hrten Rechen- und Kommunikationsoperationen innerhalb
der Basismodule.
Abbildung 34 illustriert die Struktur des Spezifikationsprogrammes fu¨r die PABM Methode,
das auf Seite 167 im Anhang abgebildet ist. Die Berechnung der K Stufenvektoren erfordert
die zeitgleiche Ausfu¨hrung von K Instanzen des Basismoduls pabm step. Zwischen diesen
Instanzen werden Teilergebnisse durch eine orthogonale Kommunikationsoperation ausge-
tauscht. Die Modulinstanzen besitzen identische Rechen- und Kommunikationskosten, wobei
die modulinterne Kommunikation durch eine (PAB Methode) bzw. mehrere (PABM Methode)
Multibroadcastoperationen (MPI Allgather) dominiert wird. Fu¨r dieses Basismodul wird ei-
ne reine MPI Implementierung verwendet. Die Basismodule init step und update step
initialisieren bzw. aktualisieren den aktuellen Zeitindex x und die Schrittweite h. Diese beiden
Module beinhalten eine konstante Anzahl von Rechenoperationen und beno¨tigen keine interne
Kommunikation.
Die Schedulingphase des CM-task Compilers berechnet einen Schedule, der K disjunkte
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Abbildung 34: Illustration der Berechnungsstruktur Paralleler Adams Verfahren. Dem Haupt-
modul werden K Stufenvektoren in der Variable y zur Verfu¨gung gestellt. Das
Basismodul init step initialisiert den Zeitindex x und die Schrittweite h. Die
while-Schleife berechnet die Zeitschritte des Verfahrens bis ein vorgegebe-
ner Zeitindex erreicht wird. Im Schleifenrumpf wird Stufenvektor y[i] durch
den Basismodulaufruf pabm step[i] (i=0,. . .,K-1) berechnet. Zwischen
den K Aufrufen des Basismoduls pabm step besteht eine Kommunikations-
abha¨ngigkeit, die durch den gemeinsamen Kommunikationsparameter ort
spezifiziert ist. Am Ende eines Zeitschrittes erfolgt die Anpassung des Zeitinde-
xes und der Schrittweite durch das Basismodul update step. Die Ausgabe
des Hauptmoduls besteht aus den K Stufenvektoren des letzten ausgefu¨hrten
Zeitschrittes.
Prozessorgruppen gleicher Gro¨ße zur Ausfu¨hrung der K Modulinstanzen von pabm step
verwendet. Die Datenverteilungsphase des CM-task Compilers legt fu¨r die while-Schleife
eine Abspeicherung der K Stufenvektoren y[i], i = 1, . . . ,K, auf jeweils einer der K Prozes-
sorgruppen fest. Dadurch werden insgesamt 3K−1 Datenumverteilungsoperationen beno¨tigt.
Davon werden 2K Operationen außerhalb der while-Schleife ausgefu¨hrt, um die K Stufen-
vektoren von der Hauptmoduleingabe zur Schleifeneingabe bzw. von der Schleifenausgabe
zur Hauptmodulausgabe umzuverteilen. Diese Umverteilungen werden beno¨tigt, da im Spe-
zifikationsprogramm fu¨r die in das Hauptmodul eingegebenen bzw. die vom Hauptmodul
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Abbildung 35: Aufteilung des globalen dreidimensionalen Lo¨sungsgebietes in 4× 4 Zonen
und Veranschaulichung des Randwertaustausches durch Pfeile.
ausgegebenen Stufenvektoren eine Speicherung auf allen Prozessoren definiert ist. Innerhalb
der while-Schleife werden K−1 Umverteilungen beno¨tigt, um den Stufenvektor y[K−1]
allen Prozessorgruppen zur Verfu¨gung zu stellen.
6.2.2. NAS-MZ Benchmarks
Die NAS Parallel Multi-Zone Benchmark Suite (NAS-MZ) [113, 55] entha¨lt synthetische
Benchmarks, die die Berechnungs- und Kommunikationsstruktur realer Anwendungen aus dem
Bereich der Stro¨mungsmechanik nachbilden. Die Suite umfasst drei verschiedene Lo¨sungsver-
fahren (LU-MZ, SP-MZ und BT-MZ) und stellt Referenzimplementierungen sowohl fu¨r einen
gemeinsamen Speicher als auch fu¨r ein hybrides MPI+OpenMP Programmiermodell bereit. Fu¨r
die folgenden Betrachtungen wurden modifizierte Programmvarianten erstellt, die auf einer
reinen MPI Implementierung basieren.
Jeder der drei Benchmarks verwendet ein globales dreidimensionales Lo¨sungsgebiert, das
entlang zweier Koordinatenachsen in lose gekoppelte Teilgebiete aufgeteilt ist. Diese Teilge-
biete werden im Folgenden als Zonen bezeichnet. Ein Zeitschritt eines Benchmarks umfasst
die getrennte Berechnung einer Na¨herungslo¨sung fu¨r jede Zone und einen anschließenden
Randwertaustausch zwischen benachbarten Zonen. Abbildung 35 veranschaulicht die Zonen-
aufteilung und die resultierenden Kommunikationsoperationen zwischen den Zonen. Fu¨r jeden
Benchmark existieren verschiedene Problemklassen (S, W, A, B, C, D, E, F), die sich in
der Gro¨ße des Lo¨sungsgebietes, der Anzahl der Zonen und der Anzahl der auszufu¨hrenden
Zeitschritte unterscheiden.
Lower-Upper Symmetric Gauss-Seidel Multi-Zone (LU-MZ) Benchmark. Das Lo¨sungs-
gebiet des LU-MZ Benchmarks wird in allen Benchmarkklassen in 16 gleichgroße Zonen
aufgeteilt, die in einem 4×4 Gitter angeordnet sind. Durch diese Zonenaufteilung besitzen
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Benchmarkklassen mit einem gro¨ßeren Lo¨sungsgebiet einen ho¨heren Anteil an feinko¨rni-
ger Parallelita¨t innerhalb der Zonen, wohingegen der Grad grobko¨rniger Parallelita¨t fu¨r alle
Benchmarkklassen gleich ist.
Fu¨r die Realisierung des LU-MZ Benchmarks mit dem CM-task Compilerframework werden
die Berechnungen einer Zone durch jeweils ein Basismodul ausgefu¨hrt. Diese Berechnungen
umfassen die Initialisierung der Zone mit vorgegebenen Startwerten und die Ausfu¨hrung der
vorgegebenen Anzahl der Zeitschritte. Die Zeitschritte enthalten einen Randwertaustausch mit
benachbarten Zonen, der durch externe Kommunikation realisiert ist. Daraus ergibt sich ein git-
terbasiertes Kommunikationsmuster (Kommunikationsmuster IV, s. Abbildung 12 auf Seite 46),
das eine gleichzeitige Ausfu¨hrung aller 16 Modulinstanzen erfordert. Die Ausgabe der Basis-
module besteht aus Kontrollwerten, wie der Abweichung der berechneten Na¨herungslo¨sung
von der vorgegebenen Referenzlo¨sung.
Das resultierende Spezifikationsprogramm fu¨r den LU-MZ Benchmark ist im Anhang auf
Seite 168 dargestellt. Die 16 Basismodulaufrufe werden durch zwei verschachtelte cparfor-
Schleifen spezifiziert. Die fu¨r die Basismodulaufrufe verwendeten Kommunikationsparameter
sind derart gewa¨hlt, dass ein gitterbasiertes Kommunikationsmuster entsteht. Die Kosten eines
Basismoduls werden vereinfacht durch die Anzahl der Diskretisierungspunkte pro Prozessor
abgescha¨tzt. Daraus ergeben sich identische Kostenfunktionen fu¨r alle Basismodulaufrufe,
wodurch in der Schedulingphase des CM-task Compilers 16 gleichgroße Prozessorgruppen zur
Ausfu¨hrung der Basismodule bestimmt werden. Das durch den CM-task Compiler erzeugte
Koordinationsprogramm entha¨lt keine Datenumverteilungsoperationen, da die notwendigen
Kommunikationsoperationen zwischen den Prozessorgruppen bereits in die Basismodule inte-
griert sind.
Scalar Pentadiagonal Multi-Zone (SP-MZ) Benchmark. Der SP-MZ Benchmark teilt das
globale Lo¨sungsgebiet in z gleichgroße Zonen auf, die in einem
√
z×√z Gitter angeordnet sind.
Der konkrete Wert von z ha¨ngt von der Benchmarkklasse ab und liegt zwischen 4 fu¨r Klasse S
und 16384 fu¨r Klasse F. Benchmarkklassen mit einem gro¨ßeren Lo¨sungsgebiet definieren eine
ho¨here Zonenanzahl, so dass die einzelnen Zonen in allen Klassen ungefa¨hr gleichgroß sind.
Aufgrund der hohen Zonenanzahl in einigen Benchmarkklassen verwendet die Realisierung
des SP-MZ Bechmarks mit dem CM-task Compilerframework Basismodule, die eine konfigu-
rierbare Anzahl c benachbarter Zonen berechnen. Der Parameter c wird vom Anwender definiert
und ist fu¨r alle ausgefu¨hrten Basismodule identisch. Ein Wert von c = z fu¨hrt zu einer rein
datenparallelen Ausfu¨hrung, wohingegen durch c = 1 die maximal vorhandene Taskparallelita¨t
ausgenutzt wird.
In einem Zeitschritt berechnet jedes Basismodul nacheinander die Na¨herungslo¨sung fu¨r
die c zugewiesenen Zonen und fu¨hrt anschließend den Randwertaustausch aus. Der Rand-
wertaustausch eines Basismoduls umfasst sowohl interne Kommunikation zum Datenaustausch
zwischen den c lokalen Zonen des jeweiligen Basismoduls als auch externe Kommunikation
mit denjenigen Basismodulen, die die an die lokalen Zonen angrenzenden Zonen berechnen.
Insgesamt werden Z = zc Basismodule zeitgleich ausgefu¨hrt, zwischen denen aufgrund des
Randwertaustausches ein gitterbasiertes Kommunikationsmuster (Kommunikationsmuster IV, s.
Abbildung 12 auf Seite 46) entsteht. Die Ausgabe der Basismodule besteht analog zum LU-MZ
Benchmark aus Kontrollwerten.
Das Spezifikationsprogramm des SP-MZ Benchmarks ist im Anhang auf Seite 169 abgebildet.
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Die Z Basismodulaufrufe werden analog zum LU-MZ Benchmark durch zwei verschachtelte
cparfor-Schleifen spezifiziert. Der Iterationsraum dieser Schleifen ist im Gegensatz zum
LU-MZ Benchmark von der Gesamtzonenanzahl und der Anzahl der Zonen pro Basismodul
abha¨ngig. Die spezifizierten Kostenwerte fu¨r die Basismodule ergeben sich wie im LU-MZ
Benchmark aus der Anzahl der Diskretisierungspunkte pro Prozessor. Da die Kostenwerte
fu¨r alle Z Basismodulaufrufe identisch sind, werden in der Schedulingphase des CM-task
Compilers Z gleichgroße Prozessorgruppen zur Ausfu¨hrung der Module festgelegt. Analog
zum LU-MZ Benchmark werden keine Datenumverteilungsoperationen beno¨tigt.
Block Tridiagonal Multi-Zone (BT-MZ) Benchmark. Die Zonenanzahl z im BT-MZ Bench-
mark ist wie im SP-MZ Benchmark abha¨ngig von der Benchmarkklasse. Die Zonen des BT-MZ
Benchmarks besitzen jedoch unterschiedliche Gro¨ßen, wobei die gro¨ßte Zone ungefa¨hr die
zwanzigfache Anzahl der Diskretisierungspunkte der kleinsten Zone besitzt.
Die Realisierung des BT-MZ Benchmarks im CM-task Compilerframework erfolgt analog
zum SP-MZ Benchmark, d.h. ein Basismodul berechnet eine manuell festgelegte Anzahl
benachbarter Zonen c. Das zugeho¨rige Spezifikationsprogramm ist im Anhang auf Seite 170
dargestellt. Unterschiede gegenu¨ber dem SP-MZ Benchmark bestehen nur bei der Spezifikation
der Kostenwerte, da aufgrund der unterschiedlichen Zonengro¨ßen unterschiedliche Kosten fu¨r
die Z = zc zeitgleich auszufu¨hrenden Basismodulaufrufe entstehen. Als Kostenwerte werden wie
fu¨r die LU-MZ und SP-MZ Benchmarks die Anzahl der Diskretisierungspunkte pro Prozessor
verwendet. Die spezifizierten Kostenwerte bewirken, dass die Schedulingphase des CM-task
Compilers Z disjunkte Prozessorgruppen unterschiedlicher Gro¨ße bestimmt. Die Gruppengro¨ße
wird durch den Lastbalancierungsschritt des CM-task Schedulingalgorithmus derart festgelegt,
dass jeder Prozessor ungefa¨hr die gleiche Anzahl an Diskretisierungspunkten zu berechnen hat.
Dies bedeutet, dass Basismodule mit einer ho¨heren Anzahl an Diskretisierungspunkten durch
Prozessorgruppen mit ho¨herer Prozessoranzahl berechnet werden.
6.3. Auswertung der Experimente
Im Folgenden werden die Resultate von Laufzeitmessungen vorgestellt, die unter unterschiedli-
chen Pra¨missen durchgefu¨hrt wurden. In Teilabschnitt 6.3.1 wird zuna¨chst die Leistungsfa¨hig-
keit statischer Koordinationsprogramme untersucht. Semi-dynamische Koordinationsprogram-
me werden anschließend in Teilabschnitt 6.3.2 evaluiert. Teilabschnitt 6.3.3 bewertet verschie-
dene Mappingstrategien zur Ausfu¨hrung statischer Koordinationsprogramme auf Multicore-
Systemen.
6.3.1. Evaluierung des statischen Compileransatzes
Iterierte Runge-Kutta Verfahren
Die Laufzeituntersuchungen fu¨r IRK Verfahren vergleichen die folgenden vier parallelen
Implementierungen.
• Die handgeschriebene datenparallele Implementierung (s. Abbildung 36 (a)) berechnet
alle s Stufenvektoren nacheinander auf allen verfu¨gbaren Prozessoren. Diese Programm-
version besitzt den Vorteil, dass keine Datenumverteilungsoperationen zwischen den
einzelnen Stufenvektorberechnungen beno¨tigt werden. Der Nachteil liegt im hohen Anteil
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Abbildung 36: Illustration des Ablaufs eines Zeitschrittes der datenparallelen (a), der task-
parallelen (b), der handgeschriebenen orthogonalen (c) und der generierten
orthogonalen Programmversion (d) fu¨r Iterierte Runge-Kutta Verfahren. Die
Berechnung der s = 3 Stufenvektoren besteht aus einem Initialisierungsschritt
initi und m = 4 Fixpunkiterationsschritten f piti, j (i = 1,2,3; j = 1, . . . ,4). An-
schließend wird der Na¨herungsvektor aktualisiert (compute approx) und die
Schrittweitenkontrolle durchgefu¨hrt (step control).
globaler Kommunikationsoperationen, die zur Berechnung der Stufenvektoren beno¨tigt
werden.
• Die handgeschriebene taskparallele Programmversion (s. Abbildung 36 (b)) repra¨sen-
tiert eine Implementierung, wie sie typisch fu¨r Programmiermodelle auf Basis paralleler
Tasks ist. Die Berechnung der Stufenvektoren erfolgt durch s disjunkte Prozessorgruppen
gleicher Gro¨ße. Damit ko¨nnen die Kommunikationsoperationen, die zur Berechnung
eines Stufenvektors erforderlich sind, auf Teilmengen der Prozessoren beschra¨nkt wer-
den. Im Vergleich zur datenparallelen Version werden jedoch zusa¨tzliche Kommunika-
tionsoperationen zum Datenaustausch zwischen den Prozessorgruppen beno¨tigt. Diese
Kommunikationsoperationen sind durch globale Kommunikationsphasen realisiert.
• Die handgeschriebene orthogonale Programmversion (s. Abbildung 36 (c)) repra¨sen-
tiert eine Implementierung, wie sie das CM-task Programmiermodell ermo¨glicht. Analog
zur taskparallelen Version werden s disjunkte Prozessorgruppen verwendet und die Kom-
munikationsoperationen zur Stufenvektorberechnung auf Teilmengen von Prozessoren
beschra¨nkt. Der erforderliche Datenaustausch zwischen den Prozessorgruppen ist durch
ein orthogonales Kommunikationsmuster (s. Abbildung 14 auf Seite 48) realisiert, so
dass diese Kommunikationsoperationen ebenfalls auf Teilmengen von Prozessoren aus-
gefu¨hrt werden und der Anteil globaler Kommunikation im Vergleich zur taskparallelen
Implementierung verringert wird.
• Die generierte orthogonale Programmversion (s. Abbildung 36 (d)) setzt sich zusam-
men aus dem vom CM-task Compiler erzeugten statischen Koordinationsprogramm und
den entsprechenden Basismodulimplementierungen. Die Prozessorgruppenaufteilung
und die verwendeten Kommunikationsoperationen zur Berechnung der Stufenvektoren
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entsprechen der handgeschriebenen orthogonalen Implementierung. Unterschiede be-
stehen am Ende eines Zeitschrittes bei der Aktualisierung des Na¨herungsvektors. Die
handgeschriebene Version stellt die erforderliche Datenverteilung durch orthogonale
Kommunikationsoperationen her, wohingegen die generierte Version die Punkt-zu-Punkt
Kommunikationsoperationen der Datenumverteilungsbibliothek des CM-task Compiler-
frameworks verwendet.
Fu¨r die Laufzeitmessungen werden zwei Differentialgleichungssysteme mit unterschied-
lichen Berechnungseigenschaften verwendet. Die zweidimensionale Brusselator-Gleichung
mit Diffusion (BRUSS2D) [44] ist du¨nn besetzt, d.h. die Berechnung einer Komponente des
Systems beno¨tigt eine feste Anzahl arithmetischer Operationen. Als dicht besetztes System
wird ein Schro¨dinger-Poisson-System (SCHROED) [89] verwendet. Die Auswertungszeit einer
Komponente dieses Systems ist linear abha¨ngig von der Dimension des Gleichungssystems.
Abbildung 37 zeigt eine Auswahl der Messergebnisse fu¨r ein IRK Verfahren, das s = 4 Stu-
fenvektoren mit m = 6 Fixpunktiterationsschritten berechnet. Die Messungen zeigen deutliche
Leistungsunterschiede zwischen einer datenparallelen, einer taskparallelen und einer orthogo-
nalen Implementierung. Diese Unterschiede sind fu¨r das du¨nn besetzte Brusselator-System
aufgrund des hohen Kommunikationsanteils an der Gesamtlaufzeit besonders ausgepra¨gt.
Im Vergleich zu einer rein datenparallelen Realisierung schneidet die taskparallele Implemen-
tierung aufgrund der zusa¨tzlichen Kommunikationsoperationen zum Austausch der Stufenvek-
toren in den meisten Fa¨llen schlechter ab. Eine gemischt parallele Ausfu¨hrung kann erst durch
Ausnutzung orthogonaler Kommunikationsmuster fu¨r den Datenaustausch zwischen den Pro-
zessorgruppen einen deutlichen Leistungsgewinn gegenu¨ber einer datenparallelen Ausfu¨hrung
erzielen. Beispielsweise kann die Ausfu¨hrungszeit fu¨r das du¨nn besetzte System gegenu¨ber
der datenparallelen Version um den Faktor fu¨nf (CHiC Cluster) bzw. 2.7 (JuRoPA Cluster)
reduziert werden. Die Laufzeitreduktion fu¨r den JuRoPA Cluster fa¨llt geringer aus, da aufgrund
der ho¨heren Rechenkernanzahl pro Knoten und des schnelleren Verbindungsnetzwerkes die
globalen Kommunikationsoperationen besser skalieren.
Der Overhead der generierten Programmversion gegenu¨ber der handgeschriebenen orthogo-
nalen Version liegt sowohl auf dem CHiC Cluster als auch auf dem JuRoPA Cluster zwischen
einem und zwei Prozent. Auf der SGI Altix sind durch die generierte Version fu¨r nahezu alle ge-
testeten Prozessoranzahlen sogar minimal ho¨here Speedupwerte mo¨glich. Dieses Verhalten la¨sst
auf eine ho¨here Leistungsfa¨higkeit der in der generierten Version verwendeten Punkt-zu-Punkt
Kommunikationsoperationen im Vergleich zu den kollektiven Kommunikationsoperationen der
handgeschriebenen Variante schließen.
Zusammen belegen die Resultate sowohl den Vorteil orthogonaler Realisierungen als auch
den geringen Koordinationsoverhead generierter Programmversionen und der darin enthaltenen
Datenumverteilungsoperationen.
Parallele Adams Verfahren
Fu¨r Parallele Adams Verfahren werden die folgenden Programmversionen verwendet, die
analog zu den IRK Verfahren definiert sind.
• Die handgeschriebene datenparallele Programmversion berechnet nacheinander K
Stufenvektoren gemeinsam durch alle Prozessoren und verwendet ausschließlich globale
kollektive Kommunikationsoperationen.
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Abbildung 37: Messergebnisse fu¨r einen Zeitschritt eines Iterierten Runge-Kutta Verfahrens
mit s = 4 Stufenvektoren. Die linke Spalte zeigt die Ausfu¨hrungszeiten fu¨r ver-
schiedene Dimensionen eines du¨nn besetzten Systems auf 256 Rechenkernen
des CHiC Clusters (oben links) und des JuRoPA Clusters (unten links). Die
handgeschriebene und die generierte orthogonale Programmversion erzielen
fu¨r diese beiden Messungen nahezu identische Ausfu¨hrungszeiten. Die rechte
Spalte zeigt die Speedupwerte fu¨r ein dicht besetztes System abha¨ngig von
der Prozessoranzahl fu¨r die SGI Altix (oben rechts) und den JuRoPA Cluster
(unten rechts).
• Die handgeschriebene taskparallele Programmversion verwendet K gleich große Pro-
zessorgruppen zur zeitgleichen Berechnung von K Stufenvektoren. Der Datenaustausch
zwischen den Prozessorgruppen ist durch globale Kommunikationsoperationen realisiert.
• Die handgeschriebene orthogonale Realisierung berechnet die K Stufenvektoren auf
K gleich großen Prozessorgruppen und verwendet orthogonale Kommunikation zum
Datenaustausch zwischen den Prozessorgruppen.
• Die generierte orthogonale Programmversion entspricht dem vom CM-task Compiler
erzeugten statischen Koordinationsprogramm. Die Berechnungen werden analog zur
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Abbildung 38: Messergebnisse der PABM Methode mit K = 8 Stufenvektoren. Das linke Dia-
gramm zeigt die Speedupwerte eines dicht besetzten Systems fu¨r verschiedene
Prozessorzahlen des CHiC Clusters. Die Ausfu¨hrungszeiten eines Zeitschrittes
fu¨r ein du¨nn besetztes System auf 256 Rechenkernen der SGI Altix sind im
rechten Diagramm dargestellt.
handgeschriebenen orthogonalen Version auf K disjunkten Prozessorgruppen ausgefu¨hrt
und der erforderliche Datenaustausch zur Stufenvektorberechnung erfolgt durch ein
orthogonales Kommunikationsmuster. Der Austausch des berechneten Na¨herungsvektors
am Ende eines Zeitschrittes erfolgt durch die Datenumverteilungsbibliothek des CM-task
Compilerframeworks.
Abbildung 38 zeigt die Speedupwerte fu¨r ein dicht besetztes System auf dem CHiC Cluster
(links) und die Ausfu¨hrungszeiten eines Zeitschrittes fu¨r ein du¨nn besetztes System auf der
SGI Altix (rechts) unter Verwendung der PABM Methode mit K = 8 Stufenvektoren. Im
Gegensatz zu den IRK Verfahren ist schon eine einfache taskparallele Implementierung der
datenparallelen Version deutlich u¨berlegen. Dieses Verhalten kann mit dem ho¨heren Anteil
gruppenbasierter Kommunikationsoperationen und der ho¨heren Prozessorgruppenanzahl in der
PABM Methode erkla¨rt werden. Durch eine orthogonale Realisierung werden analog zu den
IRK Verfahren signifikante Leistungsvorteile erzielt. Insbesondere die Speedupwerte auf dem
CHiC Cluster belegen, dass nur durch die orthogonale Programmversion eine Skalierung bis zu
1024 Rechenkerne erreicht werden kann.
Der Overhead der generierten Programmversion betra¨gt auf dem CHiC Cluster bis zu
vier Prozent bei 768 Rechenkerne. Fu¨r ho¨here Prozessorzahlen nimmt der Overhead ab und
liegt bei unter einem Prozent bei 1024 Rechenkernen. Auf der SGI Altix werden durch die
generierte Programmversion wie schon bei den IRK Verfahren geringere Laufzeiten aufgrund
der verwendeten Punkt-zu-Punkt Kommunikationsoperationen erzielt.
LU-MZ Benchmark
Fu¨r die Leistungsmessungen des LU-MZ Benchmarks werden die folgenden Programmversio-
nen verwendet.
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LU−MZ Benchmark auf CHiC
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LU−MZ Benchmark auf JuRoPA
 
 
Datenparallel (handgeschrieben) Klasse C
Taskparallel (handgeschrieben) Klasse C
Taskparallel (generiert) Klasse C
Datenparallel (handgeschrieben) Klasse D
Taskparallel (handgeschrieben) Klasse D
Taskparallel (generiert) Klasse D
Abbildung 39: Leistungswerte fu¨r verschiedene Programmversionen des LU-MZ Benchmarks
fu¨r die Benchmarkklassen C und D auf dem CHiC Cluster (links) und auf dem
JuRoPA Cluster (rechts).
• Die handgeschriebene datenparallele Programmversion berechnet 16 Zonen nachein-
ander auf allen verfu¨gbaren Prozessoren. Die Datenverteilung innerhalb der Zonen ist
derart festgelegt, dass fu¨r den Randwertaustausch keine Kommunikationsoperationen
beno¨tigt werden.
• Die handgeschriebene taskparallele Programmversion bildet 16 gleichgroße Prozes-
sorgruppen, die jeweils eine Zone berechnen. Am Ende jedes Zeitschrittes erfolgt der
Randwertaustausch zwischen benachbarten Zonen durch direkte Punkt-zu-Punkt Kom-
munikationsoperationen zwischen den entsprechenden Prozessoren.
• Die generierte taskparallele Programmversion entspricht dem durch den CM-task Com-
piler generierten statischen Koordinationsprogramm. Die Aufteilung der Berechnungen
und die verwendeten Kommunikationsoperationen sind identisch mit der handgeschrie-
benen taskparallelen Programmversion.
Abbildung 39 zeigt die vom LU-MZ Benchmark ausgegebenen Leistungswerte in GFlops/s
auf dem CHiC Cluster (links) und auf dem JuRoPA Cluster (rechts). Die Messungen verwenden
die Benchmarkklassen C und D, die jeweils z = 16 Zonen der Gro¨ße 120× 80× 28 bzw.
408×304×34 besitzen. Klasse C entha¨lt nicht genu¨gend Parallelita¨t, um die datenparallele
Programmversion auf mehr als 448 Prozessoren abzuarbeiten. Die erzielten Leistungswerte
sind fu¨r den JuRoPA Cluster aufgrund der schnelleren Prozessoren und des leistungsfa¨higeren
Verbindungsnetzwerkes deutlich ho¨her als fu¨r den CHiC Cluster.
Auf beiden Plattformen ist die datenparallele Programmversion den anderen Implementie-
rungen bei einer niedrigen Prozessoranzahl u¨berlegen, da keine Kommunikationsoperationen
fu¨r den Randwertaustausch anfallen und die Speicherhierarchie aufgrund der geringeren Da-
tenmenge, die jeder Prozessor fu¨r eine bestimmte Zone berechnen muss, besser ausgenutzt
werden kann. Mit wachsender Prozessoranzahl treten in dieser Programmversion aber Ska-
lierbarkeitsprobleme aufgrund der steigenden Kommunikations- und Synchronisationszeiten
innerhalb der Zonen auf. Im Gegensatz dazu werden diese Probleme bei den taskparallelen
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Programmversionen reduziert und dadurch insbesondere bei hohen Prozessorzahlen deutlich
ho¨here Leistungswerte erzielt. Beispielsweise erzielen die taskparallelen Versionen auf dem
JuRoPA Cluster mit 1024 Prozessorkernen die mehr als dreifache Leistung einer datenparallelen
Realisierung.
Die Leistungsunterschiede zwischen handgeschriebener und generierter Programmversion
betragen fu¨r Benchmarkklasse C maximal fu¨nf Prozent, wa¨hrend fu¨r Klasse D beide Versionen
eine nahezu identische Leistung erzielen. Die Unterschiede resultieren einerseits aus dem
generierten Koordinationscode zur Verwaltung der Prozessorgruppen und andererseits aus der
Ermittlung der beno¨tigten Kommunikationsoperationen zum Randwertaustausch. Wa¨hrend
in der handgeschriebenen Version alle fu¨r die Kommunikation beno¨tigten Informationen bei
Programmstart außerhalb der Messungen ermittelt werden, muss dieser Berechnungsschritt
in der generierten Variante innerhalb der Basismodule erfolgen, da erst bei Ausfu¨hrung der
Basismodule die genaue Prozessorgruppenaufteilung des generierten Koordinationsprogrammes
bekannt ist.
SP-MZ Benchmark
Die Laufzeitexperimente fu¨r den SP-MZ Benchmark verwenden Benchmarkklasse C mit
z = 256 Zonen der Gro¨ße 30×20×28 und Benchmarkklasse D mit z = 1024 Zonen der Gro¨ße
51× 38× 34. Als Programmversionen werden eine handgeschriebene datenparallele Imple-
mentierung, die in einem Zeitschritt alle z Zonen nacheinander berechnet, und verschiedene
generierte Koordinationsprogramme verwendet. Diese Koordinationsprogramme werden durch
den statischen Ansatz des CM-task Compilers erzeugt und unterscheiden sich in der Anzahl der
zeitgleich ausgefu¨hrten Basismodule Z. Im Folgenden wird auf die Verteilung der Daten einer
Zone auf die p die jeweilige Zone ausfu¨hrenden Prozessoren eingegangen. Diese Datenvertei-
lung ist fu¨r alle Programmversionen gleich und beeinflusst die sich ergebenden Wartezeiten
und die maximale Prozessoranzahl pro Zone.
Das Lo¨sungsverfahren im SP-MZ Benchmark basiert auf einem ADI (alternating direction
implicit) Verfahren, das in jedem Zeitschritt aus mehreren Phasen besteht. In jeder dieser
Phasen bestehen Datenabha¨ngigkeiten zwischen den Diskretisierungspunkten entlang einer der
drei Koordinatenachsen, so dass die in dieser Dimension benachbarten Punkte nacheinander
berechnet werden mu¨ssen. Dagegen sind die Diskretisierungspunkte entlang der beiden anderen
Koordinatenachsen unabha¨ngig voneinander und ko¨nnen parallel berechnet werden. Als Daten-
verteilung fu¨r derartige Verfahren ist eine Multipartitionierung [13] geeignet. Dabei wird fu¨r
eine quadratische Prozessoranzahl p das Lo¨sungsgebiet einer Zone in
√
p×√p×√p gleich-
große quaderfo¨rmige Zellen aufgeteilt. Jedem Prozessor werden
√
p Zellen derart zugeteilt, dass
der jeweilige Prozessor in jeder der drei Koordinatenachsen fu¨r jede der
√
p Zellenkoordinaten
genau eine Zelle besitzt. Durch diese Anordnung ko¨nnen Wartezeiten in jeder der Phasen des
Algorithmus verhindert werden.
Fu¨r nichtquadratische Prozessorzahlen wurde in [16] eine Erweiterung vorgeschlagen, die
ebenfalls Wartezeiten in jeder der Algorithmenphasen verhindern kann. Dieser Ansatz beno¨tigt
jedoch die Aufteilung einer Zone in eine hohe Anzahl von Zellen und ist deshalb fu¨r die im SP-
MZ Benchmark vorkommenden geringen Zonengro¨ßen nicht geeignet. Daher wird ein anderer
Ansatz gewa¨hlt. Das Lo¨sungsgebiet wird in p1× p2× p2 Zellen mit p1 p2 = p und p1 > p2
aufgeteilt. Jedem Prozessor werden p2 Zellen zugeteilt, so dass der jeweilige Prozessor fu¨r
jede Zellenkoordinate in y- und in z-Richtung des Koordinatensystems genau eine Zelle besitzt.
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Abbildung 40: Leistungswerte des SP-MZ Benchmarks fu¨r eine datenparallele Programm-
version und generierte taskparallele Programmversionen mit unterschiedlicher
Anzahl zeitgleich ausgefu¨hrter Basismodule auf dem CHiC Cluster fu¨r Bench-
markklasse C (links) und Benchmarkklasse D (rechts).
In x-Richtung des Koordinatensystems ist eine derartige Zuteilung nicht mo¨glich, da p1 > p2
Zellenkoordinaten vorhanden sind. Daher entstehen Wartezeiten in den Algorithmenphasen,
die entlang der x-Richtung ausgefu¨hrt werden.
Aus der verwendeten Datenverteilung und der vom Benchmark definierten Zonengro¨ße
ergibt sich eine maximale Prozessoranzahl pro Zone. Die durch die Datenverteilung erzeugten
Zellen mu¨ssen mindestens drei Diskretisierungspunkte in jeder der Koordinatenachsen besitzen.
Daraus folgt, dass eine Zone von Benchmarkklasse C in maximal 10×6×6 Zellen unterteilt
werden kann und somit maximal p = 60 Prozessoren ausgenutzt werden. Fu¨r Benchmarkklasse
D ko¨nnen 17×11×11 Zellen gebildet werden, so dass p= 187 Prozessoren ausgenutzt werden.
In den im Folgenden vorgestellten Messungen blieben u¨berza¨hlige Rechenkerne unta¨tig.
Abbildung 40 zeigt die gemessenen Leistungswerte fu¨r die Programmversionen des SP-
MZ Benchmarks auf dem CHiC Cluster. Fu¨r Benchmarkklasse D sind nur Resultate fu¨r die
taskparallele Versionen mit mindestens vier CM-tasks angegeben, da auf den Knoten des
CHiC Clusters nicht genu¨gend Hauptspeicher zur Ausfu¨hrung der datenparallelen und der
taskparallelen Version mit zwei Basismodulen zur Verfu¨gung stand.
Die Resultate zeigen fu¨r beide Benchmarkklassen, dass eine datenparallele Ausfu¨hrung
und die taskparallelen Versionen mit einer niedrigen Anzahl von Basismodulen nicht konkur-
renzfa¨hig sind. Dieses Verhalten resultiert aus der geringen Gro¨ße der Zellen und dem damit
verbundenen ha¨ufigen Datenaustausch zwischen den einer Zone zugewiesenen Prozessoren.
Fu¨r Benchmarkklasse C gilt, dass bei ho¨heren Prozessorzahlen eine ho¨here Anzahl von
Basismodulen zur Erreichung der besten Leistung beno¨tigt wird. Auf 256 Prozessoren werden
die ho¨chsten Leistungswerte durch 64 Basismodule erreicht, wa¨hrend die Programmversion
mit 128 Basismodulen in den Messungen fu¨r 384, 512 und 640 Rechenkerne u¨berlegen ist. Erst
ab 768 Kernen fu¨hrt die Ausnutzung maximaler Taskparallelita¨t durch 256 Basismodulen zu
den ho¨chsten Leistungswerten.
Fu¨r die Benchmarkklasse D ergibt sich ein unregelma¨ßigeres Bild. Auf 1024 Rechenkernen
erreichen die Programmversionen mit 64 und 256 Basismodulen die ho¨chste Rechenleistung.
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Abbildung 41: Leistungswerte fu¨r Benchmarkklasse C des BT-MZ Benchmarks fu¨r eine daten-
parallele Programmversion und generierte taskparallele Programmversionen
mit unterschiedlicher Anzahl zeitgleich ausgefu¨hrter Basismodule auf dem
CHiC Cluster (links) und auf der SGI Altix (rechts).
In diesen Programmversionen wird jede Zone durch 16 bzw. durch vier Rechenkerne berechnet,
so dass aufgrund der quadratischen Prozessoranzahl eine Multipartitionierung ohne zusa¨tzli-
che Wartezeiten verwendet wird. Aus analogen Gru¨nden erzielen auf 512 Rechenkernen die
Versionen mit 32 und 128 Basismodulen die ho¨chsten Leistungswerte.
Insgesamt liegen die gemessenen Leistungswerte deutlich unter denen des LU-MZ Bench-
marks. Dieses Verhalten kann vor allem durch die deutlich ho¨here Zonenanzahl erkla¨rt werden.
Daraus ergibt sich sowohl ein ho¨herer Verwaltungsaufwand fu¨r die Zonen als auch eine ho¨he-
re Anzahl beno¨tigter Kommunikationsoperationen fu¨r den Randwertaustausch zwischen den
Zonen.
BT-MZ Benchmark
Die Laufzeitmessungen fu¨r den BT-MZ Benchmark vergleichen analog zum SP-MZ Bench-
mark eine handgeschriebene datenparallele Ausfu¨hrung mit vom CM-task Compiler erzeugten
Koordinationsprogrammen. Dafu¨r wird im Folgenden die Benchmarkklasse C mit z = 256
Zonen betrachtet. Die Zonen besitzen im BT-MZ Benchmark unterschiedliche Gro¨ßen, wobei
die kleinste Zone 13×8×28 und die gro¨ßte Zone 57×38×28 Diskretisierungspunkte entha¨lt.
Der BT-MZ Benchmark verwendet dieselbe Datenverteilung innerhalb der Zonen wie der SP-
MZ Benchmark. Daraus folgt, dass die kleinste Zone durch maximal acht Prozessoren (4×2×2
Zellen, zwei Zellen pro Prozessor) und die gro¨ßte Zone durch maximal 171 Prozessoren (19×
9×9 Zellen, neun Zellen pro Prozessor) berechnet werden kann. Diese Beschra¨nkungen werden
durch die im Spezifikationsprogramm verwendeten Kostenfunktionen fu¨r die Basismodule
nicht erfasst, so dass durch den CM-task Compiler auch ho¨here Prozessoranzahlen zugewiesen
werden ko¨nnen. Die u¨berza¨hligen Prozessoren bleiben in diesem Fall unta¨tig.
Abbildung 41 vergleicht die Resultate einer datenparallelen Realisierung mit taskparallelen
Implementierungen mit unterschiedlicher Basismodulanzahl Z. Als Plattformen dienen der
CHiC Cluster (links) und die SGI Altix (rechts). Die datenparallele Programmversion und die
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taskparallelen Versionen mit niedriger Basismodulanzahl erreichen nur niedrige Leistungswerte
aufgrund der begrenzten Anzahl ausnutzbarer Prozessoren und der geringen Gro¨ße der erzeugten
Zellen.
Die Versionen mit einer hohen Basismodulanzahl zeigen speziell auf dem CHiC Cluster eine
sehr gute Skalierbarkeit der Leistungswerte. Beispielsweise erho¨ht sich die Rechenleistung
der Programmversion mit Z = 256 Basismodulen bei einer Verdopplung der Rechenkernan-
zahl von 256 auf 512 um den Faktor 3.7. Auf der SGI Altix wird ebenfalls eine deutliche
Leistungssteigerung dieser Programmversion bei Erho¨hung der Rechenkernanzahl von 256 auf
384 erreicht.
Dieses Verhalten resultiert aus den durch die unterschiedliche Zonengro¨ßen entstehenden
Lastungleichgewichten zwischen den verwendeten Prozessorgruppen. Beispielsweise wird fu¨r
die Version mit Z = 256 Basismodulen bei einer Ausfu¨hrung auf 256 Kernen je ein Rechenkern
pro Basismodul verwendet. In diesem Fall wird die Ausfu¨hrungszeit eines Zeitschrittes des
Benchmarks durch die Ausfu¨hrungszeit der gro¨ßten Zone auf einem Rechenkern bestimmt. Fu¨r
eine Ausfu¨hrung dieser Programmversion auf 512 Kernen werden durch die Schedulingphase
des CM-task Compilers Prozessorgruppen unterschiedlicher Gro¨ße definiert. Die kleinste Zone
wird in diesem Fall durch einen einzelnen Kern berechnet, wohingegen fu¨r die gro¨ßte Zone sechs
Rechenkerne verwendet werden. Dadurch kann vor allem die fu¨r die gro¨ßte Zone beno¨tigte
Ausfu¨hrungszeit deutlich reduziert werden.
Die beobachteten Leistungssteigerungen fu¨r diese Programmversionen zeigen, dass durch die
Wahl geeigneter Prozessorgruppengro¨ßen die Lastungleichgewichte reduziert werden ko¨nnen
und unterstreichen dabei die Einsetzbarkeit des CM-task Schedulingalgorithmus.
6.3.2. Evaluierung semi-dynamischer Koordinationsprogramme
Die Leistungsfa¨higkeit semi-dynamischer Koordinationsprogramme wird fu¨r IRK Verfahren
und Parallele Adams Verfahren auf einer heterogenen Plattform untersucht. Diese Anwendun-
gen wurden gewa¨hlt, da die ausgefu¨hrten Zeitschritte fu¨r das Compilerframework sichtbar
sind und entsprechende Lastausgleichsoperationen eingefu¨gt werden ko¨nnen. Fu¨r die Mes-
sungen in diesem Abschnitt werden modifizierte Spezifikationsprogramme dieser Anwendun-
gen verwendet, die Basismodule in Form paralleler Tasks enthalten und keine orthogonalen
Kommunikationsmuster ausnutzen. Diese Modifikation ist notwendig, da die orthogonalen
Kommunikationsoperationen zu einer Synchronisation der Prozessorgruppen fu¨hren und daher
keine Laufzeitunterschiede der Basismodule im Koordinationsprogramm messbar sind.
Der fu¨r die Laufzeitexperimente verwendete heterogene Cluster entha¨lt vier verschiedene
Prozessortypen. Die relative Rechenleistung eines Kernes dieser Prozessortypen im Vergleich
zum langsamsten Rechenkern ist in Abbildung 42 (links) dargestellt. Die Messungen wurden
mit einer sequentiellen Implementierung eines IRK Verfahrens mit s = 4 Stufenvektoren fu¨r
das dicht besetzte Gleichungssystem ausgefu¨hrt. Die Resultate zeigen einen Leistungsunter-
schied zwischen schnellstem und langsamstem Rechenkern von ungefa¨hr 60 Prozent. Analoge
Ergebnisse werden fu¨r die PABM Methode mit K = 8 Stufenvektoren erzielt (s. Abbildung 42
(rechts)).
Die parallele Ausfu¨hrungszeit eines Basismoduls auf einer heterogenen Plattform wird
durch den langsamsten ausfu¨hrenden Rechenkern des jeweiligen Basismoduls bestimmt. Daher
werden fu¨r die Messung der parallelen Ausfu¨hrungszeit die MPI Prozessornummern nach
absteigender Rechenleistung der entsprechenden Rechenkerne vergeben. Diese Anordnung
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Abbildung 42: Relative Rechenleistung der Kerne des heterogenen Clusters im Vergleich zum
langsamsten Rechenkern fu¨r sequentielle Implementierungen eines Iterierten
Runge-Kutta Verfahrens mit s= 4 Stufenvektoren (links) und der PABM Methode
mit K = 8 Stufenvektoren (rechts).
besitzt den Vorteil, dass die verwendeten Basismodule durch Rechenkerne mit mo¨glichst
gleicher Rechenleistung abgearbeitet werden.
Die Laufzeitmessungen mit dem du¨nn besetzten Gleichungssystem zeigen eine Laufzeit-
verschlechterung der semi-dynamischen Koordinationsprogramme gegenu¨ber einer statischen
Implementierung (ohne Abbildung). Dieses Verhalten resultiert aus den ungleichen Prozessor-
gruppengro¨ßen, die durch Lastausgleichsoperationen bei einer semi-dynamischen Ausfu¨hrung
entstehen. Daraus ergibt sich ein unregelma¨ßiges Kommunikationsmuster zwischen den Prozes-
sorgruppen, das gegenu¨ber dem orthogonalen Datenaustausch eines statischen Koordinations-
programmes zu erheblich ho¨heren Kommunikationszeiten fu¨hrt. Daher werden im Folgenden
die Resultate fu¨r das dicht besetzte System diskutiert, fu¨r das aufgrund des wesentlich ho¨heren
Rechenanteils eine auf die Prozessorgeschwindigkeit angepasste Verteilung der Berechnungen
wichtiger als ein regelma¨ßiges Kommunikationsmuster ist.
Abbildung 42 entha¨lt einen Vergleich der Ausfu¨hrungszeiten eines Zeitschrittes fu¨r IRK
Verfahren (links) und fu¨r die PABM Methode mit K = 8 Stufenvektoren (rechts). Die erzielten
Ergebnisse sind fu¨r beide Anwendungsfa¨lle a¨hnlich. Fu¨r Gleichungssysteme, deren Dimension
unterhalb von n = 100002 liegt, besitzt die semi-dynamische Realisierung eine bis zu fu¨nf
Prozent ho¨here Ausfu¨hrungszeit als die datenparallele Version. Dieser Overhead entsteht vor
allem durch die ha¨ufigen Lastausgleichsoperationen, die aufgrund von Schwankungen der
Laufzeit der Basismodule zwischen den Zeitschritten entstehen. Insbesondere fu¨r die PABM
Methode werden viele Lastausgleichsoperationen ausgefu¨hrt, da aus der ho¨heren Anzahl gleich-
zeitig ausgefu¨hrter Basismodule kleinere Prozessorgruppengro¨ßen resultieren, die vermehrt zu
Rundungsungenauigkeiten im dynamischen Lastausgleichsalgorithmus fu¨hren.
Dagegen konnte die Lastausgleichsbibliothek fu¨r gro¨ßere Gleichungssysteme bereits nach
wenigen Zeitschritten eine Prozessorgruppenaufteilung finden, die zu einem guten Lastgleichge-
wicht fu¨hrt und in den meisten Fa¨llen keine weitere Anpassung erfordert. Die Laufzeitresultate
belegen, dass auf einem heterogenen Cluster durch eine Anpassung der Prozessorgruppen-
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Abbildung 43: Vergleich der Ausfu¨hrungszeiten eines Zeitschrittes des semi-dynamischen
Koordinationsprogrammes mit verschiedenen statischen Programmversionen
fu¨r Iterierte Runge-Kutta Verfahren mit s = 4 Stufenvektoren (links) und fu¨r die
PABM Methode mit K = 8 Stufenvektoren (rechts).
gro¨ßen, wie sie der semi-dynamische Compileransatz ermo¨glicht, die Laufzeit gegenu¨ber einer
statischen Ausfu¨hrung signifikant reduziert werden kann.
6.3.3. Mappingstrategien fu¨r Multicore-Prozessoren
Die Abarbeitung einer CM-task Anwendung auf einem Multicore- oder SMP-Cluster erfordert
neben einem Schedule, der die Ausfu¨hrungsreihenfolge und die Anzahl der ausfu¨hrenden
Rechenkerne festlegt, auch eine Abbildung der CM-tasks auf konkrete physische Rechenkerne
(Mapping). Fu¨r das Mapping von Anwendungen basierend auf parallelen Tasks wurden in [30]
verschiedene Strategien entwickelt, die ebenfalls fu¨r CM-task Programme geeignet sind. In
diesem Abschnitt wird zuna¨chst ein kurzer U¨berblick der Strategien gegeben und anschließend
die Auswirkung der Mappingstrategien auf die Ausfu¨hrungszeit von IRK Verfahren und der
PABM Methode diskutiert.
Fu¨r die Beschreibung der Mappingstrategien wird ein konkreter Ausfu¨hrungszeitpunkt
eines CM-task Programmes betrachtet, an dem der zugeho¨rige Schedule eine zeitgleiche
Ausfu¨hrung einer Menge von CM-tasks festlegt. Eine Mappingstrategie muss diese CM-tasks
auf disjunkte Mengen physischer Rechenkerne abbilden, so dass die Anzahl der zugeordneten
Rechenkerne mit der durch den Schedule festgelegten Prozessorgruppengro¨ße u¨bereinstimmt.
Fu¨r ein komplettes Programm muss eine derartige Abbildung fu¨r jeden Ausfu¨hrungszeitpunkt
definiert werden.
Im Folgenden werden verschiedene Strategien beschrieben, um zeitgleich ausgefu¨hrte CM-
tasks auf eine Multicore-Plattform abzubilden.
• Die konsekutive Mappingstrategie verwendet die Rechenkerne desselben Knotens zur
Ausfu¨hrung eines CM-tasks. Falls ein CM-task mehr Rechenkerne beno¨tigt, als ein
einzelner Knoten entha¨lt, werden mehrere Rechenknoten zur Ausfu¨hrung verwendet.
Damit wird die Anzahl der durch einen CM-task verwendeten Rechenknoten minimiert
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Abbildung 44: Illustration der konsekutiven (a), der verteilten (b) und der gemischten Ma-
pingstrategie mit d = 2 (c) fu¨r vier zeitgleich ausgefu¨hrte CM-tasks auf eine
Plattform mit vier Knoten {N1, . . . ,N4}. Jedem CM-task wurden durch den Sche-
dulingalgorithmus vier Rechenkerne zugewiesen. Jeder Knoten der Plattform
besteht aus zwei Prozessoren P1 und P2 mit jeweils zwei Rechenkernen C1 und
C2. Die Pfeile symbolisieren interne Kommunikation der CM-tasks.
und Kommunikation innerhalb eines CM-tasks findet hauptsa¨chlich zwischen den Kernen
eines Knotens statt. Abbildung 44(a) illustriert die konsekutive Mappingstrategie.
• Die verteilte Mappingstrategie verwendet die korrespondierenden Rechenkerne ver-
schiedener Rechenknoten zur Ausfu¨hrung eines CM-tasks. Damit werden die internen
Kommunikationsoperationen der CM-tasks gleichma¨ßig u¨ber verschiedene Knoten ver-
teilt und kommunizierende Prozesse verschiedener CM-tasks, bspw. bei einem ortho-
gonalen Kommunikationsmuster, ko¨nnen demselben Rechenknoten zugeordnet werden.
Ein Beispiel dieser Strategie ist in Abbildung 44(b) angegeben.
• Die gemischte Mappingstrategie stellt eine Verallgemeinerung von konsekutivem und
verteiltem Mapping dar und wird mit Hilfe eines Parameters d beschrieben. Dieser
Parameter legt fest, wieviele Rechenkerne eines Knotens demselben CM-task zugeordnet
werden sollen. Entspricht der Parameter d der Gesamtzahl der Rechenkerne pro Knoten,
wird ein konsekutives Mapping erreicht. Ein verteiltes Mapping resultiert fu¨r d = 1.
Abbildung 44(c) zeigt ein Beispiel fu¨r d = 2.
Der CM-task Compiler unterstu¨tzt die beschriebenen Mappingstrategien durch einen op-
tionalen Arbeitsschritt, der nach der Schedulingphase ausgefu¨hrt wird und die berechneten
Prozessorgruppen im Rahmenprogramm entsprechend anpasst. Die Auswahl einer geeigneten
Mappingstrategie obliegt dem Anwender, wobei sowohl die Art und die Anzahl der ausgefu¨hrten
Kommunikationsoperationen als auch die Kommunikationsleistung der Zielplattform beru¨ck-
sichtigt werden sollte. Bei Auslassen des Mappingschrittes entspricht das durch den CM-task
Compiler erzeugte Koordinationsprogramm einem konsekutiven Mapping.
In den generierten orthogonalen Programmversionen fu¨r IRK Verfahren und Parallele Adams
Verfahren dominieren kollektive Kommunikationsoperationen. Tabelle 6 gibt einen U¨berblick
der ausgefu¨hrten Operationen eines Zeitschrittes. Dabei wird zwischen gruppenbasierter Kom-
munikation, die innerhalb von Prozessorgruppen zur Stufenvektorberechnung ausgefu¨hrt wird,
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Tabelle 6: Kollektive Kommunikationsoperationen eines Zeitschrittes der generierten orthogo-
nalen Programmversionen fu¨r Iterierte Runge-Kutta und Parallele Adams Verfahren.
Bench- gruppenbasierte orthogonale globale
mark Kommunikation Kommunikation Kommunikation
IRK m Multibroadcasts m Multibroadcasts 1 Multibroadcast
PAB 1 Multibroadcast 1 Multibroadcast −
PABM 1+ it Multibroadcasts 1 Multibroadcast −
orthogonaler Kommunikation, die zwischen diesen Prozessorgruppen stattfindet, und globaler
Kommunikation unter Beteiligung aller verfu¨gbarer Prozessoren unterschieden. In der Ta-
belle bezeichnet m die Anzahl der Fixpunktiterationsschritte des IRK Verfahrens und it die
Iterationsschritte der PABM Methode. Beide Parameter werden zur Compilezeit festgelegt.
Abbildung 45 (links) zeigt die Abha¨ngigkeit der Ausfu¨hrungszeit einer globalen Multibroad-
castoperation von der gewa¨hlten Mappingstrategie auf dem CHiC Cluster. Die niedrigsten
Ausfu¨hrungszeiten werden durch ein konsekutives Mapping erzielt. Dieses Verhalten resultiert
aus der Implementierung der zugrundeliegenden MPI Bibliothek, die fu¨r gro¨ßere Nachrichten
einen ringbasierten Algorithmus verwendet, der zu Kommunikationsoperationen zwischen
Rechenkernen mit benachbarten Ra¨ngen fu¨hrt. Durch ein konsekutives Mapping erfolgt diese
Kommunikation hauptsa¨chlich innerhalb eines Rechenknotens und kann durch Optimierungen
fu¨r einen gemeinsamen Speicher profitieren.
Die Abha¨ngigkeit der Kommunikationsleistung gruppenbasierter und orthogonaler Kommu-
nikationsoperationen von der gewa¨hlten Mappingstrategie wird mit Hilfe des Multi-Allgather
Benchmarks der Intel MPI Benchmark Suite [52] untersucht. Dieser Benchmark erzeugt eine
feste Anzahl gleichgroßer Prozessorgruppen und fu¨hrt zeitgleich in diesen Gruppen Multi-
broadcastoperationen aus. Abbildung 45 (rechts) zeigt die Ergebnisse fu¨r den CHiC Cluster
mit 256 Rechenkernen. Die dargestellten Kurven fu¨r vier Prozessorgruppen entsprechen der
gruppenbasierten Kommunikation in einem Differentialgleichungslo¨ser mit vier Stufenvek-
toren. Die niedrigste Ausfu¨hrungszeit wird durch ein konsekutives Mapping erreicht, da fu¨r
diese Mappingstrategie analog zu der zuvor betrachteten globalen Multibroadcastoperation
Kommunikation hauptsa¨chlich zwischen den Rechenkernen desselben Knotens stattfindet.
Die Kurven fu¨r 64 Prozessorgruppen in Abbildung 45 (rechts) stellen die Ausfu¨hrungszeit
einer orthogonalen Kommunikationsoperation in einem Differentialgleichungslo¨ser mit vier
Stufenvektoren dar. Die niedrigste Ausfu¨hrungszeit wird durch ein verteiltes Mapping erreicht,
da sich die kommunizierenden Rechenkerne in diesem Fall auf demselben Rechenknoten
befinden.
Zusammen zeigen die Resultate, dass ein konsekutives Mapping zu den geringsten Aus-
fu¨hrungszeiten von globalen und gruppenbasierten Kommunikationsoperationen fu¨hrt. Bei
orthogonalen Kommunikationsoperationen fu¨hrt diese Mappingstrategie jedoch zu den ho¨chsten
Ausfu¨hrungszeiten. Auf der anderen Seite besitzt das verteilte Mapping die geringsten Ausfu¨h-
rungszeiten bei orthogonaler Kommunikation, wohingegen bei globaler und gruppenbasierter
Kommunikations die ho¨chsten Ausfu¨hrungszeiten entstehen. Die Ausfu¨hrungszeiten des ge-
mischten Mappings liegen fu¨r alle drei Kommunikationstypen zwischen konsekutivem und
verteiltem Mapping.
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Abbildung 45: Messergebnisse des Allgather Benchmarks (links) und des Multi-Allgather
Benchmarks (rechts) auf dem CHiC Cluster mit 256 Rechenkernen. Das linke
Diagramm vergleicht die Ausfu¨hrungszeiten einer globalen Multibroadcast-
operation (MPI Allgather) abha¨ngig von der Mappingstrategie. Der Multi-
Allgather Benchmark fu¨hrt parallele Multibroadcastoperationen in disjunkten
Prozessorgruppen aus. Das rechte Diagramm zeigt die Messergebnisse dieses
Benchmarks fu¨r eine Aufteilung der Rechenkerne in vier Gruppen mit je 64
Kernen und in 64 Gruppen mit je vier Kernen.
Im Folgenden wird die Auswirkung der vorgestellten Mappingstrategien auf die Ausfu¨hrungs-
zeit der verschiedenen Differentialgleichungslo¨ser betrachtet. Abbildung 46 zeigt die Messer-
gebnisse der generierten orthogonalen Programmvarianten der IRK, PAB und PABM Bench-
marks abha¨ngig von der gewa¨hlten Mappingstrategie auf dem CHiC Cluster und dem JuRoPA
Cluster. Zum Vergleich sind die handgeschriebenen datenparallelen und die handgeschriebenen
taskparallelen Versionen angegeben. Fu¨r diese Programmversionen wurde eine konsekutive
Mappingstrategie verwendet.
Die Resultate fu¨r das IRK Verfahren zeigen, dass auf beiden Plattformen die niedrigsten
Ausfu¨hrungszeiten durch eine konsekutive Mappingstrategie erzielt werden. Auf dem JuRoPA
Cluster kann durch ein gemischtes Mapping mit d = 4 eine fast identische Laufzeit erreicht
werden, wohingegen die anderen Strategien zu deutlich ho¨heren Ausfu¨hrungszeiten fu¨hren.
Dieses Verhalten kann vor allem mit den vorhandenen globalen Kommunikationsoperationen,
fu¨r die eine konsekutive Mappingstrategie zu der niedrigsten Ausfu¨hrungszeit fu¨hrt, erkla¨rt
werden.
In der PABM Methode dominieren gruppenbasierte Kommunikationsoperationen, so dass
eine Anordnung von mo¨glichst vielen Prozessen eines CM-tasks auf einem Rechenknoten
vorteilhaft ist. Dies besta¨tigen die Laufzeitmessungen, die eine deutliche U¨berlegenheit der
konsekutiven Mappingstrategie zeigen. Im Gegensatz dazu beinhaltet die PAB Methode eine
identische Anzahl gruppenbasierter und orthogonaler Kommunikationsoperationen. Wie die
Laufzeitresultate belegen, ist in diesem Fall eine gemischte Mappingstrategie vorteilhaft, die
einen Kompromiss aus beiden Kommunikationstypen herstellt.
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Abbildung 46: Vergleich der Ausfu¨hrungszeiten eines Zeitschrittes des statischen Koordinati-
onsprogrammes mit verschiedenen Mappingstrategien fu¨r Iterierte Runge-Kutta
Verfahren (obere Zeile), die PABM Methode mit K = 8 Stufenvektoren (mittlere
Zeile) und die PAB Methode mit K = 8 Stufenvektoren (untere Zeile) auf dem




In diesem Kapitel wurde die Implementierung verschiedener Anwendungsprogramme mit dem
CM-task Compilerframework betrachtet. Diese Anwendungen umfassen verschiedene nume-
rische Verfahren zur Lo¨sung gewo¨hnlicher Differentialgleichungssysteme und verschiedene
Lo¨ser fu¨r partielle Differentialgleichungen.
Die vorgestellten Messergebnisse vergleichen die mit dem CM-task Compiler erzeugten Pro-
grammvarianten mit verschiedenen handgeschriebenen Implementierungen. Fu¨r die erzeugten
statischen Koordinationsprogramme konnte fu¨r alle Anwendungen ein deutlicher Leistungsvor-
teil gegenu¨ber den entsprechenden datenparallelen Programmversionen nachgewiesen werden.
Desweiteren wurde durch Messungen belegt, dass der Overhead der generierten Programm-
versionen gegenu¨ber handgeschriebenen CM-task Implementierungen gering ist und in den
meisten Fa¨llen unter zwei Prozent liegt.
Die Messungen fu¨r die erzeugten semi-dynamischen Koordinationsprogramme zeigen, dass
auf einem heterogenen Cluster durch eine dynamische Anpassung der Prozessorgruppengro¨ßen
von zeitgleich ausgefu¨hrten Modulen deutlich niedrigere Laufzeiten gegenu¨ber einer statischen
Abarbeitung erzielt werden.
Fu¨r Multicore-Plattformen wurden in diesem Kapitel Mappingstrategien zur Abbildung
von CM-tasks auf physische Rechenkerne vorgestellt. Die Messergebnisse fu¨r unterschiedli-
che Anwendungen und Plattformen zeigen, dass verschiedene Mappingstrategien zu deutli-
chen Unterschieden in der Ausfu¨hrungszeit fu¨hren. Die Mappingstrategie, die die geringste
Ausfu¨hrungszeit erzielt, ha¨ngt sowohl vom Kommunikationsverhalten der Anwendung als auch




Viele modulare Anwendungen aus dem Bereich des wissenschaftlichen Rechnens weisen
sowohl taskparallele als auch datenparallele Eigenschaften auf und erfordern den regelma¨ßi-
gen Datenaustausch zwischen verschiedenen Programmteilen. Das Programmiermodell der
kommunizierenden Multiprozessortasks (CM-tasks) unterstu¨tzt die Strukturierung derartiger
Anwendungsprogramme in Form von CM-tasks, die auf beliebigen Prozessorgruppen aus-
gefu¨hrt werden ko¨nnen und durch Koordination und Kommunikation in Verbindung stehen. Im
Vergleich zu existierenden Programmiermodellen auf Basis paralleler Tasks unterstu¨tzt das CM-
task Modell zusa¨tzlich die Modellierung von Kommunikation zwischen zeitgleich ausgefu¨hrten
Tasks. Dadurch ko¨nnen im CM-task Programmiermodell grobko¨rnigere Tasks definiert werden,
die optimierte Kommunikationsmuster zum Austausch von berechneten Zwischenergebnissen
einsetzen.
Die Abha¨ngigkeiten zwischen den CM-tasks eines Programmes werden durch einen CM-task
Graph dargestellt. Ein CM-task Graph besteht aus einer Menge von Knoten, die die CM-
tasks des jeweiligen Anwendungsprogrammes repra¨sentieren, und einer Kantenmenge, die
sowohl gerichtete als auch bidirektionale Kanten entha¨lt. Eine gerichtete Kante zwischen zwei
Knoten erfordert die Nacheinanderausfu¨hrung der entsprechenden CM-tasks, wohingegen eine
bidirektionale Kante zwischen zwei Knoten die gleichzeitige Ausfu¨hrung der entsprechenden
CM-tasks erfordert.
Die Ausfu¨hrung einer CM-task Anwendung auf einer gegebenen parallelen Plattform erfor-
dert einen Schedule, der die Ausfu¨hrungsreihenfolge und die ausfu¨hrenden Prozessorgruppen
fu¨r die CM-tasks dieser Anwendung festlegt. Im Allgemeinen existieren viele verschiedene
Schedules fu¨r eine gegebene Anwendung, die zu unterschiedlichen Ausfu¨hrungszeiten der
betreffenden Anwendung fu¨hren ko¨nnen. Der in dieser Arbeit vorgestellte CM-task Scheduling-
algorithmus berechnet fu¨r eine durch einen CM-task Graph mit annotierten Kostenfunktionen
gegebene CM-task Anwendung einen Schedule, der zu einer mo¨glichst geringen Ausfu¨hrungs-
zeit der entsprechenden Anwendung fu¨hrt. Durch Anwendung des Schedulingalgorithmus auf
synthetische CM-task Graphen wurde nachgewiesen, dass der CM-task Schedulingalgorithmus
eine geringe Laufzeit besitzt und die erzeugten Schedules sowohl einer rein datenparallelen als
auch einer rein taskparallelen Ausfu¨hrung u¨berlegen sind.
Die Entwicklung von Anwendungsprogrammen im CM-task Programmiermodell wird durch
das CM-task Compilerframework unterstu¨tzt. Das Framework entha¨lt Sprachen, Bibliotheken
und den CM-task Compiler. Die Sprachen umfassen die plattformunabha¨ngige CM-task Spe-
zifikationssprache zur Definition paralleler Anwendungen und die anwendungsunabha¨ngige
Beschreibungssprache fu¨r parallele Plattformen. Die Spezifikationssprache unterstu¨tzt die Defi-
nition von CM-tasks in Form von Basismodulen und die Definition von CM-task Programmen
in Form von Verbundmodulen. Ein Verbundmodul entha¨lt einen hierarchisch strukturierten
Modulausdruck, auf dessen unterster Hierarchieebene Aufrufe von Basis- und Verbundmo-
dulen stehen. Auf den ho¨heren Hierarchieebenen des Modulausdrucks stehen Konstruktoren,
die die Nacheinanderausfu¨hrung, die zeitgleiche Ausfu¨hrung oder die Unabha¨ngigkeit von
Programmteilen definieren.
Der CM-task Compiler erzeugt aus einer gegebenen Anwendungsspezifikation und einer
gegebenen Plattformbeschreibung schrittweise ein ausfu¨hrbares Koordinationsprogramm. Die
Transformationsschritte umfassen das Erkennen der implizit vorhandenen Daten- und Kom-
munikationsabha¨ngigkeiten, die Berechnung eines globalen hierarchischen Schedules und das
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Einfu¨gen von Datenumverteilungsoperationen. Die Ausgabe dieser Transformationsschritte
besteht aus einer Anwendungsspezifikation mit zusa¨tzlichen Annotationen. Der letzte Trans-
formationsschritt erzeugt das Koordinationsprogramm, das eine auf die konkrete Plattform
angepasste Implementierung der spezifizierten Anwendung darstellt. Die Ausfu¨hrung des
erzeugten Koordinationsprogrammes wird durch die Datenumverteilungsbibliothek und die
Lastausgleichsbibliothek des CM-task Compilerframeworks unterstu¨tzt.
Der CM-task Compiler unterstu¨tzt sowohl einen statischen als auch einen semi-dynamischen
Ansatz zur Erzeugung des Koordinationsprogrammes. Im statischen Ansatz des CM-task
Compilers wird der zugrundeliegende Schedule fu¨r das zu erzeugende Koordinationsprogramm
zur U¨bersetzungszeit festgelegt. Dadurch werden Compileroptimierungen wie die Eliminierung
von Datenumverteilungsoperationen oder die Vorberechnung von Kommunikationsmustern fu¨r
die zur Laufzeit ausgefu¨hrten Datenumverteilungsoperationen ermo¨glicht und durchgefu¨hrt.
Im semi-dynamischen Ansatz des CM-task Compilers wird zur U¨bersetzungszeit nur die
Ausfu¨hrungsreihenfolge der CM-tasks der spezifizierten Anwendung festgelegt. Fu¨r die diese
CM-tasks ausfu¨hrenden Prozessorgruppen wird zur U¨bersetzungszeit eine initiale Belegung
berechnet, die zur Laufzeit der Anwendung basierend auf dynamisch ermittelten Leistungsdaten
an die zugrundeliegende Plattform angepasst werden kann. Daraus resultiert eine flexible
Abarbeitung, die speziell auf heterogenen Architekturen zu einer besseren Ausnutzung der
Rechenressourcen beitra¨gt.
Die Datenumverteilungsbibliothek des CM-task Compilerframeworks stellt die zur korrek-
ten Abarbeitung der vom CM-task Compiler erzeugten Koordinationsprogramme beno¨tigten
Datenumverteilungsoperationen zur Verfu¨gung. Diese Bibliothek unterstu¨tzt replizierte und
blockzyklische Datenverteilungen fu¨r mehrdimensionale Felder auf beliebigen Quell- und Ziel-
prozessorgruppen. Die durch die Bibliothek bereitgestellten Funktionen umfassen statische und
dynamische Datenumverteilungsoperationen. Die statischen Umverteilungsoperationen verwen-
den ein zur U¨bersetzungszeit durch den CM-task Compiler berechnetes Kommunikationsmuster
zwischen Quell- und Zielprozessoren, wohingegen bei den dynamischen Umverteilungsopera-
tionen das Kommunikationsmuster zur Laufzeit berechnet wird.
Die Lastausgleichsbibliothek des CM-task Compilerframeworks stellt Funktionen und Da-
tenstrukturen zur dynamischen Anpassung der Prozessorgruppen in semi-dynamischen Koordi-
nationsprogrammen bereit. Als Datenstruktur zur Speicherung des aktuellen Schedules eines
semi-dynamischen Koordinationsprogrammes wird die Schedulestruktur verwendet, die fu¨r
jeden auszufu¨hrenden CM-task die aktuell zugeordnete Prozessorgruppe sowie dynamische Lei-
stungsdaten speichert. Kern der Lastausgleichsbibliothek des CM-task Compilerframeworks ist
der Lastausgleichsalgorithmus, der basierend auf den gemessenen Ausfu¨hrungszeiten zeitgleich
ausgefu¨hrter CM-tasks entscheidet, ob eine Lastausgleichsoperation durchgefu¨hrt werden soll
und gegebenenfalls an die Berechnungsarbeit angepasste Prozessorgruppengro¨ßen berechnet.
Die Einsetzbarkeit des CM-task Programmiermodells und die Verwendung des CM-task
Compilerframeworks wurden am Beispiel von verschiedenen Anwendungen aus dem Be-
reich des wissenschaftlichen Rechnens demonstriert. Konkret wurden Lo¨sungsverfahren fu¨r
Systeme gewo¨hnlicher Differentialgleichungen und Benchmarks aus dem Bereich der Stro¨-
mungsmechanik verwendet. Anhand von Messergebnissen auf unterschiedlichen parallelen
Rechenplattformen wurde fu¨r diese Anwendungen nachgewiesen, dass eine CM-task basierte
Realisierung zu deutlich ho¨heren Speedupwerten als eine rein datenparallele Implementie-
rung und als eine Implementierung mit traditionellen parallelen Tasks fu¨hrt. Desweiteren
zeigen die Messungen nur einen geringen Overhead fu¨r die vom CM-task Compiler erzeugten
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Koordinationsprogramme gegenu¨ber einer handgeschriebenen Implementierung im CM-task
Programmiermodell.
Auf heterogenen Plattformen treten bei der Ausfu¨hrung einer Anwendung mit statisch berech-
neten Prozessorgruppengro¨ßen Lastungleichgewichte zwischen den Prozessorgruppen aufgrund
der ungleichen Prozessorgeschwindigkeiten auf. Durch die in den Koordinationsprogrammen
des semi-dynamischen Compileransatzes des CM-task Compilers integrierte Lastausgleichs-
bibliothek werden diese Lastungleichgewichte zur Laufzeit der Anwendung durch eine ent-
sprechende Anpassung der Prozessorgruppengro¨ßen ausgeglichen. Die Messergebnisse fu¨r
verschiedene semi-dynamische Koordinationsprogramme zeigen, dass der Leistungsvorteil
einer derartigen Anpassung den Overhead fu¨r die zusa¨tzlichen Lastausgleichsoperationen u¨ber-
steigt und somit eine niedrigere Ausfu¨hrungszeit im Vergleich zu einer statischen Ausfu¨hrung
ohne Lastausgleichsoperationen erreicht wird.
Die in dieser Arbeit erzielten Ergebnisse ko¨nnen insbesondere in Bezug auf die effiziente
Ausnutzung von Multicore-Clustern und heterogenen Systemumgebungen erweitert werden.
Anhand von Messergebnissen wurde in dieser Arbeit aufgezeigt, dass die Laufzeit einer CM-task
Anwendung erheblich von der Abbildung der entsprechenden CM-tasks auf die Rechenkerne
eines Multicore-Clusters beeinflusst wird. Die Auswahl einer geeigneten Abbildungsstrategie
obliegt jedoch dem Benutzer, der dafu¨r detaillierte Kenntnisse u¨ber das Kommunikations-
verhalten der Anwendung und die Kommunikationsleistung der Zielplattform besitzen muss.
An dieser Stelle kann das CM-task Compilerframework um zusa¨tzliche Komponenten zur
Unterstu¨tzung des Anwendungsentwicklers erweitert werden, bspw. um ein erweitertes Kosten-
modell, das die Ausfu¨hrungszeit von CM-tasks abha¨ngig von den verwendeten Rechenkernen
eines Multicore-Clusters darstellen kann.
Die parallele Effizienz von Anwendungen la¨sst sich auf Multicore-Clustern ha¨ufig durch Ver-
wendung eines hybriden Programmieransatzes steigern, bei dem innerhalb eines Clusterknotens
ein threadbasiertes Modell wie OpenMP und zwischen Clusterknoten ein nachrichtenbasiertes
Modell wie MPI verwendet wird. Eine mo¨gliche Erweiterung des CM-task Compilerframe-
works besteht daher in der Unterstu¨tzung hybrider CM-task Anwendungen, die bspw. durch
eine Definition von threadparallelen oder hybriden Basismodulen in einer erweiterten Version
der Spezifikationssprache erfolgen kann. Da die Ausfu¨hrung derartige Basismodule nur inner-
halb eines Rechenknotens erfolgen kann, entstehen zusa¨tzliche Einschra¨nkungen, die beim
Scheduling dieser Anwendungen geeignet beru¨cksichtigt werden mu¨ssen.
Heterogene Rechencluster mit direkt gekoppelten Knoten werden durch den semi-dynami-
schen Ansatz des CM-task Compilers unterstu¨tzt. Durch die ausgefu¨hrten Lastausgleichsopera-
tionen zur Reduzierung von Lastungleichgewichten zwischen den Prozessorgruppen entsteht
jedoch zusa¨tzlicher Koordinationsoverhead zur Laufzeit einer Anwendung. Durch Beru¨cksichti-
gung heterogener Plattformen in der Schedulingphase des statischen Compileransatzes ko¨nnen
derartige Lastungleichgewichte ebenfalls vermieden werden, ohne dass der zusa¨tzliche Koordi-
nationsoverhead durch Lastausgleichsoperationen entsteht. Fu¨r diese Erweiterung werden eine




A. Nutzerschnittstelle des CM-task Compilers
Der CM-task Compiler ist in Java implementiert und damit weitgehend plattformunabha¨ngig
einsetzbar. Der Aufruf erfolgt durch
java -jar cmcomp.jar <Kommandozeilenparameter>,
wobei cmcomp.jar das den CM-task Compiler enthaltende Java Archiv bezeichnet. Im
Folgenden wird ein U¨berblick der unterstu¨tzten Kommandozeilenparameter gegeben, wobei
optionale Parameter in eckigen Klammern angegeben sind.
Kommandozeilenparameter fu¨r Eingabe- und Ausgabedateien
-i <Eingabedatei>
legt den Dateinamen der Eingabedatei (Spezifikationsprogramm, erweitertes Spezifikati-
onsprogramm, Rahmenprogramm oder erweitertes Rahmenprogramm) fest.
[-il <Eingabedateityp>]






Standard: Eingabe ist ein Spezifikationsprogramm (Option 1).
-o <Ausgabedatei>
legt den Dateiname des auszugebenden erweiterten Spezifikationsprogrammes, Rahmen-
programmes, erweiterten Rahmenprogrammes oder Koordinationsprogrammes fest.
[-p <Pfadname>]
legt den Pfadnamen fu¨r die Ausgabedatei(en) fest.
Standard: Ausgabe erfolgt im aktuellen Verzeichnis.
Kommandozeilenparameter zur Steuerung der U¨bersetzung
[-step]
Ausfu¨hren eines einzelnen Transformationsschrittes (ausgefu¨hrter Schritt ist abha¨ngig
vom mit -il definierten Eingabedateityp).
Standard: Ausfu¨hren aller Transformationsschritte bis zur Ausgabe des Koordinations-
programmes.
[-sdyn]
Verwendung des semi-dynamischen Compileransatzes.
Standard: Verwendung des statischen Compileransatzes.
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Kommandozeilenparameter fu¨r die Analysephase
[-u <Anzahl>]
Entrollen von for-Schleifen mit kleiner oder gleich Anzahl Iterationen.
Standard: Kein Entrollen von for-Schleifen (entspricht Anzahl=0).
Kommandozeilenparameter fu¨r die Schedulingphase
-m <Plattformbeschreibung>
legt den Dateinamen der Plattformbeschreibung fest.
[-s <Schedulingalgorithmus>]
legt den zu verwendenden Schedulingalgorithmus fu¨r das Scheduling des Supertask
Graph fest. Die folgenden Algorithmen werden unterstu¨tzt:
0 datenparalleler Schedulingalgorithmus
1 taskparalleler Schedulingalgorithmus
2 CM-task Schedulingalgorithmus (s. Kapitel 3)




Standard: CM-task Schedulingalgorithmus (Option 2) fu¨r statischen Compileransatz
bzw. modifizierter CM-task Schedulingalgorithmus (Option 3) fu¨r semi-dynamischen
Compileransatz.
[-ms <Mappingstrategie>]
legt die zu verwendenden Mappingstrategie fu¨r Multicore-Plattformen fest (s. Ab-
schnitt 6.3.3). Die folgenden Strategien werden unterstu¨tzt:
1 konsekutives Mapping
2 verteiltes Mapping
100+d gemischtes Mapping mit Parameter d
Standard: Verwendung der konsekutiven Mappingstrategie (Option 1).
Kommandozeilenparameter fu¨r die Codegenerierungsphase
[-oh <Headerdatei>]
legt den Namen der erzeugten Headerdatei fest.
Standard: Name der Ausgabedatei mit Dateiendung .h.
[-od <Datendatei>]
legt den Namen der Ausgabedatei mit den global definierten Hilfsvariablen des Koordi-
nationsprogrammes fest.
Standard: Name der Ausgabedatei mit Dateiendung data.c.
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[-dynredistr]
Verwendung der dynamischen Datenumverteilungsoperationen im statischen Compiler-
ansatz.
Standard: Verwendung der statischen Datenumverteilungsoperationen (statischer Compi-




B. Syntax der Sprachen des CM-task Compilerframeworks
B.1. Spezifikationssprache
Die Sprachelemente der Spezifikationssprache umfassen Schlu¨sselworte, Bezeichner, Zah-
lenkonstanten, Kommentare und Satzzeichen. Fu¨r Schlu¨sselworte und Bezeichner gilt, dass
zwischen Groß- und Kleinschreibung unterschieden wird. Leerzeichen und Zeilenumbru¨che
dienen als Trennzeichen und besitzen keine weitergehende Bedeutung.
Kommentare
Kommentare werden in der Spezifikationssprache analog zur Programmiersprache C++ defi-
niert, d.h. es gibt zwei verschiedene Arten von Kommentaren:
• einzeilige Kommentare beginnen mit einem doppelten Schra¨gstrich (//) und enden mit
dem Zeilenende und
• mehrzeilige Kommentare beginnen mit dem Zeichenpaar /* und enden mit dem Zei-
chenpaar */.
Schlu¨sselworte
Reservierte Schlu¨sselworte der Spezifikationssprache, die nicht fu¨r Bezeichner verwendet
werden du¨rfen, sind p, P, const, type, array, of, usertype, char, int, float,
double, distrib, on, userdistrib, cmtask, in, out, inout, comm, runtime,
cmgraph, cmmain, var, while, for, if, else, par, cpar, seq, parfor, cparfor,
crels, prels, redistr, true und false.
Bezeichner, Ausdru¨cke und Zahlenkonstanten
Bezeichner der Spezifikationssprache bestehen aus Buchstaben, Zahlen und Unterstrichen
und beginnen mit einem Buchstaben. Nachfolgend werden Bezeichner durch das Token ID
dargestellt. Zahlenkonstanten ko¨nnen als ganze Zahlen (Token: INUM) oder in Gleitkomma-
bzw. Exponentialschreibweise (Token: FNUM) angegeben werden.
Arithmetische Ausdru¨cke werden nachfolgend durch das Nichtterminalsymbol expr be-
schrieben und bestehen aus
• Zahlenkonstanten;
• Bezeichnern und Feldausdru¨cken zum Zugriff auf Variablen und Konstanten;
• Klammern als Vorrangsymbolen;
• den bina¨ren linksassoziativen Operatoren +, −, ∗, / und % fu¨r Addition, Subtraktion,
Multiplikation, Division und Modulorechnung;
• dem bina¨ren rechtsassozistiven Operator ∧ zur Potenzierung;
• vordefinierten Funktionsaufrufen zur Berechnung der Quadratwurzel (sqrt) und zur
Berechnung des dualen Logarithmus (log) und
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• nutzerfefinierten Funktionsaufrufen, die im Rahmen der Plattformbeschreibung (s. Ab-
schnitt B.5) definiert werden ko¨nnen.
Tabelle 7 zeigt die Syntax arithmetischer Ausdru¨cke.
Das nachfolgend verwendete Nichtterminalsymbol cexpr stellt logische Ausdru¨cke im
Spezifikationsprogramm dar und besteht aus den bina¨ren linksassoziativen logischen Operatoren
|| und && fu¨r logische Disjunktion und Konjunktion, dem una¨ren Negationsoperator !, den
bina¨ren Vergleichsoperatoren ==, !=, <=, <, > und >=, den Konstanten true und false
sowie Bezeichnern. Die Syntax logischer Ausdru¨cke ist in Tabelle 7 abgebildet.
Tabelle 7: Grammatik der Spezifikationssprache (1): Arithmetische und logische Ausdru¨cke.
expr → expr + term | expr − term
term → term ∗ factor | term / factor | term % factor
factor → factor ∧ simple
simple → INUM | FNUM | ID | ID dimlist | ID ( exprlist )
| ( expr ) | sqrt ( expr ) | log ( expr )
dimlist → [ expr ] | [ expr ] dimlist
exprlist → expr | expr , exprlist
cexpr → cexpr || xorexpr
xorexpr → xorexpr ∧∧ andexpr
andexpr → andexpr && equalityexpr
equalityexpr → expr == expr | expr != expr | inequalityexpr
inequalityexpr → expr < expr | expr <= expr | expr >= expr | expr > expr | notexpr
notexpr → ! notexpr | simplecexpr
simplecexpr → true | false | ( cexpr )
Gu¨ltigkeit und Namensra¨ume
Die Spezifikationssprache unterscheidet zwischen globalen Bezeichnern und lokalen Bezeich-
nern. Die globalen Bezeichner umfassen die Namen von definierten Basis- und Verbundmodulen,
Datentypen, Datenverteilungstypen und Konstanten. Die Gu¨ltigkeit dieser Bezeichner beginnt
mit ihrer Definition und erstreckt sich auf die gesamte restliche Spezifikation. Lokale Bezeich-
ner sind die Namen der formalen Parameter und der lokalen Variablen eines Verbundmoduls.
Die Gu¨ltigkeit dieser Bezeichner endet mit der Definition des entsprechenden Moduls.
Globale Konstanten, formale Parameter und lokale Variablen bilden einen gemeinsamen
Namensraum, Modulnamen, Datentypen und Datenverteilungstypen besitzen jeweils eigene
Namensra¨ume.
Syntax der Spezifikationssprache
Tabelle 8 zeigt die Syntax der Spezifikationssprache anhand einer kontextfreien Grammatik.
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Tabelle 8: Grammatik der Spezifikationssprache (2): Konstanten-, Datentyp-, Datenver-
teilungstyp-, Basismodul- und Verbundmoduldefinitionen.
prog → definition prog | definition Spezifikationsprogramm
definition → constdef | typedef | distribdef einzelne Definition
| basicmoddef | compmoddef
constdef → const ID = expr ; Konstantendefinition
typedef → ftypedef | utypedef Datentypdefinition
ftypedef → type ID = array dims of basetype ; Felddatentypdefinition
dims → [ expr ] dims | [ expr ] Felddimensionen
basetype → char | int | float | double Basisdatentypen
utypedef → type ID = usertype ( INUM ) ; Nutzerdatentypdefinition
distrdef → fdistrdef | udistrdef Datenverteilungstypdefinition
fdistrdef → distrib ID: ID = distrdims ; Felddatenverteilung
distrdims → distrdim distrdims | distrdim Verteilungsdimensionen
distrdim → [ distrtype on expr ] Datenverteilungsdimension
distrtype → replic | cyclic | block Datenverteilungsmuster
| blockcyclic ( expr )
udistrdef → distrib ID : ID = userdistrib ( INUM ) ; Nutzerdatenverteilung
basicmoddef → cmtask ID ( paramlist ) runtime expr ; Basismoduldefinition
paramlist → pgroup , paramlist | pgroup Parameterliste
pgroup → pnames : ID paccdistr Gruppe von Parametern
pnames → ID , pnames | ID Parameternamen
paccdistr → : pacctype pdistrtype | ε Zugriff und Datenverteilung
pacctype → in | out | inout | comm Zugriffstyp
pdistrtype → : ID | ε Datenverteilungstyp
compmoddef → moddecl ID ( paramlist ) { cmodbody } Verbundmoduldefinition
moddecl → cmmain | cmgraph
cmodbody → vardefs modexpr Modulrumpf
vardefs → vardef vardefs | ε Liste von Variablendefinitionen
vardef → var varnames : ID ; Variablendefinition
varnames → ID , varnames | ID Variablennamen
modexpr → seq { modexprlist } Datenabha¨ngigkeit
| par { modexprlist } Unabha¨ngigkeit
| for ( ID = range ) { modexpr } sequentielle Schleife
| while ( cexpr ) # expr { modexpr } sequentielle Schleife
| parfor ( ID = range ) { modexpr } parallele Schleife
| if ( cexpr ) { modexpr } einseitige Bedingung
| if ( cexpr ) { modexpr } else { modexpr } zweiseitige Bedingung
| commexpr Kommunikationsverbund
commexpr → ID ( arglist ) ; Modulaufruf
| cpar { commexprlist } Kommunikationsabha¨ngigkeit
| cparfor ( ID = range ) { commexpr } parallele Schleife
modexprlist → modexpr modexprlist | modexpr Modulausdrucksliste
commexprlist → commexpr commexprlist | commexpr Kommunikationsverbundsliste
arglist → expr , arglist | expr Liste aktueller Parameter
range → expr : expr stepsize Iterationsbereich
stepsize → : expr | ε Schrittweite
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B.2. Erweiterte Spezifikationssprache
Die erweiterte Spezifikationssprache entha¨lt gegenu¨ber der Spezifikationssprache zusa¨tzliche
Annotationen fu¨r Identifikatoren, Daten- und Kommunikationsabha¨ngigkeiten, die innerhalb
von Verbundmoduldefinitionen auftreten. Die Identifikatoren bilden innerhalb einer Verbund-
moduldefinition einen eigenen Namensraum. Tabelle 9 zeigt die Syntax der erweiterten Spezifi-
kationssprache. Die nicht in der Tabelle aufgefu¨hrten Nichtterminalsymbole sind identisch mit
der Spezifikationssprache definiert.
Tabelle 9: Grammatik der erweiterten Spezifikationssprache.
eprog → edefinition eprog | edefinition erweitertes Spezifikationsprogramm
edefinition → constdef | typedef | distribdef einzelne Definition
| basicmoddef | ecompmoddef
ecompmoddef → moddecl ID ( paramlist ) { ecmodbody } Verbundmoduldefinition
ecmodbody → vardefs emodexpr preldef Modulrumpf
emodexpr → seq { emodexprlist preldef } Datenabha¨ngigkeit
| par { emodexprlist } Unabha¨ngigkeit
| nname : for ( ID = range )
{ emodexpr preldef } sequentielle Schleife
| nname : while ( cexpr ) # expr
{ emodexpr preldef } sequentielle Schleife
| parfor ( ID = range ) { emodexpr } parallele Schleife
| nname : if ( cexpr ) { emodexpr preldef }einseitige Bedingung
| nname : if ( cexpr ) { emodexpr preldef }
else { modexpr preldef } zweiseitige Bedingung
| ecommexpr Kommunikationsverbund
ecommexpr → nname : ID ( arglist ) ; Modulaufruf
| cpar { ecommexprlist creldef } Kommunikationsabha¨ngigkeit
| cparfor ( ID = range )
{ ecommexpr creldef } parallele Schleife
emodexprlist → emodexpr emodexprlist | emodexpr Modulausdrucksliste
ecommexprlist → ecommexpr ecommexprlist | ecommexpr Kommunikationsverbundsliste
preldef → prels { prellist } | ε Annotation von Datenabh.-keiten
prellist → prel , prellist | prel Datenabha¨ngigkeitsliste
prel → ( nname − > nname , { varlist } ) Datenabha¨ngigkeit
creldef → crels { crellist } | ε Annotation von Komm.-abh.-keiten
crellist → crel , crellist | crel Komm.-abha¨ngigkeitsliste
crel → ( commdef , { varlist } ) Kommunikationsabha¨ngigkeit
commdef → nname −− nname | nname Liste von Identifikatoren
varlist → varname , varname | varname Liste von Variablennamen
varname → varname [ expr ] | ID Variablenname mit Dimension
nname → nname [ INUM ] | ID Identifikator fu¨r Konstrukt
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B.3. Syntax der Rahmenprogramme
Im Rahmenprogramm wird die Syntax von Verbundmodulen gegenu¨ber dem erweiterten
Spezifikationsprogramm um zusa¨tzliche Prozessorgruppenannotationen und Lastausgleichsan-
notationen erweitert. Tabelle 10 zeigt die Grammatikregeln fu¨r Rahmenprogramme. Die nicht
in der Tabelle aufgefu¨hrten Nichtterminalsymbole sind identisch mit der erweiterten Spezifika-
tionssprache definiert.
Tabelle 10: Grammatik des Rahmenprogrammes: Verbundmoduldefinitionen.
rprog → rdefinition rprog | rdefinition Rahmenprogramm
rdefinition → constdef | typedef | distribdef einzelne Definition
| basicmoddef | rcompmoddef
rcompmoddef → moddecl ID ( paramlist )
on pgroup { rcmodbody } Verbundmoduldefinition
rcmodbody → vardefs rmodexpr preldef Modulrumpf
rmodexpr → seq { rmodexprlist preldef } Datenabha¨ngigkeit
| par { rmodexprlist } Unabha¨ngigkeit
| nname : for ( ID = range ) on
pgrouplist { rmodexpr preldef } sequentielle Schleife
| nname : while ( cexpr ) # expr on
pgrouplist { rmodexpr preldef } sequentielle Schleife
| parfor ( ID = range ) { rmodexpr } parallele Schleife
| nname : if ( cexpr ) on pgrouplist
{ rmodexpr preldef } einseitige Bedingung
| nname : if ( cexpr ) on pgrouplist
{ rmodexpr preldef } else zweiseitige Bedingung
{ modexpr preldef }
| rcommexpr Kommunikationsverbund
rcommexpr → nname : ID ( arglist ) on pgrouplist ; Modulaufruf
| cpar { rcommexprlist creldef } Kommunikationsabha¨ngigkeit
| cparfor ( ID = range )
{ rcommexpr creldef } parallele Schleife
rmodexprlist → rmodexpr rmodexprlist | rmodexpr Modulausdrucksliste
rcommexprlist → rcommexpr rcommexprlist | rcommexpr Kommunikationsverbundsliste
pgrouplist → [ plist ] | pgroup Liste oder einzelne Gruppe
plist → pgroup , plist | pgroup Prozessorgruppenliste
pgroup → { pentrylist } Prozessorgrupp
pentrylist → pentry , pentrylist | pentry Liste von Teilgruppen
pentry → INUM einzelner Prozessor
| INUM .. INUM konsekutive Prozessornummern
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B.4. Syntax erweiterter Rahmenprogramme
Das erweiterte Rahmenprogramm entha¨lt gegenu¨ber dem Rahmenprogramm zusa¨tzliche An-
notationen fu¨r Datenumverteilungsoperationen und Lastausgleichsannotationen innerhalb von
Verbundmoduldefinitionen. Tabelle 11 zeigt die Syntax erweiterter Rahmenprogramme. Die
nicht aufgefu¨hrten Nichtterminalsymbole sind identisch zu den Rahmenprogrammen definiert.
Tabelle 11: Grammatik des erweiterten Rahmenprogrammes: Verbundmoduldefinitionen.
erprog → erdefinition erprog | erdefinition erweitertes Rahmenprogramm
erdefinition → constdef | typedef | distribdef einzelne Definition
| basicmoddef | ercompmoddef
ercompmoddef → moddecl ID ( paramlist )
on pgroup { ercmodbody } Verbundmoduldefinition
ercmodbody → vardefs erbody Modulrumpf
erbody → ermodexpr preldef redistrdef Rumpf
ermodexpr → seq { ermodexprlist preldef redistrdef } Datenabha¨ngigkeit
| par { ermodexprlist } Unabha¨ngigkeit
| nname : for ( ID = range ) on
pgrouplist rebal { erbody } sequentielle Schleife
| nname : while ( cexpr ) # expr on
pgrouplist rebal { erbody } sequentielle Schleife
| parfor ( ID = range ) { ermodexpr } parallele Schleife
| nname : if ( cexpr ) on pgrouplist
rebal { erbody } einseitige Bedingung
| nname : if ( cexpr ) on pgrouplist
rebal { erbody } else { erbody } zweiseitige Bedingung
| ercommexpr Kommunikationsverbund
ercommexpr → nname : ID ( arglist ) on pgrouplist ; Modulaufruf
| cpar { ercommexprlist creldef } Kommunikationsabha¨ngigkeit
| cparfor ( ID = range )
{ ercommexpr creldef } parallele Schleife
ermodexprlist → ermodexpr ermodexprlist | ermodexpr Modulausdrucksliste
ercommexprlist → ercommexpr ercommexprlist
| ercommexpr Kommunikationsverbundsliste
rebal → @ rebalance ( expr ) |@ rebalance | ε Lastausgleichsannotation
redistrdef → redistr { redistrlist } | ε Umverteilungsannotation
redistrlist → redistr , redistrlist | redistr Umverteilungsliste
redistr → ( redistrst − > redistrst ) Datenumverteilung
redistrst → nname : varname : distrname on pgroup Umverteilungsquelle bzw. -ziel




Die Plattformbeschreibungssprache definiert die verfu¨gbare Prozessoranzahl sowie die Rechen-
und Kommunikationsleistung einer parallelen Plattform. Tabelle 12 zeigt die Syntax der Platt-
formbeschreibungssprache.
Tabelle 12: Grammatik der Plattformspezifikation.
platform → machine { definitions } gesamte Plattform
definitions → definition definitions | definition Eigenschaften der Plattform
definition → ID = INUM ; Definition einer Integer-Konstante
| ID = FNUM ; Definition einer Gleitkommakonstante
| ID ( idlist ) = expr ; Definition einer Funktion
idlist → ID , idlist | ID Parameterliste einer Funktion
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C. Schnittstellen und Datentypen des CM-task
Compilerframeworks
C.1. Schnittstellen zur Einbindung von Nutzerdatentypen
Die vom CM-task Compiler erzeugten Koordinationsprogrammen verwenden die folgenden
beiden Funktionen zur Speicheranforderung bzw. zur Speicherfreigabe von im Spezifikations-
programm definierten Nutzerdatentypen. Die Implementierung dieser Funktionen erfolgt durch
den Anwendungsentwickler.
vo id ∗ CMC Alloc user ( i n t typeid );
typeid - Typidentifikator des im Spezifikationsprogramm definierten Nutzerdatentyps.
Ru¨ckgabe: Zeiger auf den fu¨r den Nutzerdatentyp angeforderten Speicherbereich.
vo id CMC Free user ( i n t typeid , vo id ∗data);
typeid - Typidentifikator des im Spezifikationsprogramm definierten Nutzerdatentyps.
data - Zeiger auf die zuvor mit CMC Alloc user angeforderte Datenstruktur.
C.2. Schnittstellen und Datentypen der Datenumverteilungsbibliothek
C.2.1. Statische Datenumverteilungsoperationen
Datenstruktur zur Speicherung der zur Compilezeit vorberechneten Kopier- und Kommunikati-
onsoperationen fu¨r einen Quell- oder einen Zielprozessor einer statischen Datenumverteilungs-
operation.
t ypede f s t r u c t cmc redistr desc {
i n t numf; i n t ∗fofs; i n t ∗fsize; i n t bsize;
i n t ∗counts; i n t ∗displs;
} CMC REDISTR DESC ;
numf - Anzahl zu kopierender Fragmente.
fsize - Anzahl Feldelemente pro kopierendes Fragment.
fofs - Positionen der zu kopierenden Fragmente im Feld.
bsize - Gro¨ße des Sende- bzw. Empfangspuffers.
counts - Anzahl zu sendender bzw. zu empfangender Pufferelemente pro Ziel- bzw.
Quellprozessor.
displs - Positionen der zu sendenden bzw. zu empfangenden Pufferelemente pro Ziel-
bzw. Quellprozessor.
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Funktion zur Realisierung der Sendephase einer statischen Datenumverteilungsoperation.
vo id CMC Red send static ( vo id ∗data , MPI Datatype type ,
i n t sgsize , i n t ∗sprocids , CMC REDISTR DESC ∗sredistrdescs ,
i n t dgsize , i n t ∗dprocids , MPI Comm comm , i n t tag);
data - Zeiger auf das umzuverteilende mehrdimensionale Feld.
type - MPI Datentyp des Basisdatentyps des umzuverteilenden Feldes.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
sredistrdescs - Definition der auszufu¨hrenden Kopier- und Sendeoperationen der
Quellprozessoren.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
Funktion zur Realisierung der Empfangsphase einer statischen Datenumverteilungsoperation.
vo id CMC Red recv static ( vo id ∗data , MPI Datatype type ,
i n t sgsize , i n t ∗sprocids , i n t dgsize , i n t ∗dprocids ,
CMC REDISTR DESC ∗dredistrdescs , MPI Comm comm , i n t tag);
data - Zeiger auf das umzuverteilende mehrdimensionale Feld.
type - MPI Datentyp des Basisdatentyps des umzuverteilenden Feldes.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
dredistrdescs - Definition der auszufu¨hrenden Empfangs- und Kopieroperationen
der Zielprozessoren.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
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C.2.2. Dynamische Datenumverteilungsoperationen
Datenstruktur zur Kodierung des parametrisierten Datenverteilungsvektors eines im Spezifikati-
onsprogramm definierten Felddatenverteilungstyps.
t ypede f s t r u c t cmc distrib desc {
i n t ∗∗ MSM; i n t ∗∗ BSM;
} CMC DISTRIB DESC ;
MSM - P×d Matrix zur Kodierung des virtuellen Prozessorgitters des parametrisierten
Datenverteilungsvektors eines d-dimensionales Feldes fu¨r eine Plattform mit P Prozesso-
ren.
BSM - P×d Matrix zur Kodierung der Blockgro¨ßen des parametrisierten Datenvertei-
lungsvektors eines d-dimensionalen Feldes fu¨r eine Plattform mit P Prozessoren.
Funktion zur Realisierung der Sendephase einer dynamischen Datenumverteilungsoperation.
vo id CMC Red send dynamic ( vo id ∗data , i n t numdims ,
i n t ∗dimsizes , MPI Datatype type ,
i n t sgsize , i n t ∗sprocids , CMC DISTRIB DESC sdistr ,
i n t dgsize , i n t ∗dprocids , CMC DISTRIB DESC ddistr ,
MPI Comm comm , i n t tag);
data - Zeiger auf umzuverteilendes mehrdimensionales Feld.
numdims - Anzahl der Felddimensionen.
dimsizes - Ausdehnung der Felddimensionen.
type - MPI Datentyp des Basisdatentyps des umzuverteilenden Feldes.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
sdistr - Kodierung des Quelldatenverteilungstyps.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
ddistr - Kodierung des Zieldatenverteilungstyps.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
161
C. Schnittstellen und Datentypen des CM-task Compilerframeworks
Funktion zur Realisierung der Empfangsphase einer dynamischen Datenumverteilungsopera-
tion.
vo id CMC Red recv dynamic ( vo id ∗data , i n t numdims ,
i n t ∗dimsizes , MPI Datatype type ,
i n t sgsize , i n t ∗sprocids , CMC DISTRIB DESC sdistr ,
i n t dgsize , i n t ∗dprocids , CMC DISTRIB DESC ddistr ,
MPI Comm comm , i n t tag);
data - Zeiger auf umzuverteilendes mehrdimensionales Feld.
numdims - Anzahl der Felddimensionen.
dimsizes - Ausdehnung der Felddimensionen.
type - MPI Datentyp des Basisdatentyps des umzuverteilenden Feldes.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
sdistr - Kodierung des Quelldatenverteilungstyps.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
ddistr - Kodierung des Zieldatenverteilungstyps.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
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C.2.3. Nutzerdefinierte Datenumverteilungsoperationen
Funktionsschnittstelle zur Einbindung der Sendephase fu¨r Nutzerdatentypen. Die Implementie-
rung dieser Funktion erfolgt durch den Anwendungsentwickler.
vo id CMC Red send user ( vo id ∗data , i n t typeid ,
i n t sgsize , i n t ∗sprocids , i n t sdistrid ,
i n t dgsize , i n t ∗dprocids , i n t ddistrid ,
MPI Comm comm , i n t tag);
data - Zeiger auf umzuverteilende Datenstruktur.
typeid - Typidentifikator der umzuverteilenden Datenstruktur.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
sdistrid - Identifikator des Quelldatenverteilungstyps.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
ddistrid - Identifikator des Zieldatenverteilungstyps.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
Funktionsschnittstelle zur Einbindung der Empfangsphase fu¨r Nutzerdatentypen. Die Imple-
mentierung dieser Funktion erfolgt durch den Anwendungsentwickler.
vo id CMC Red recv user ( vo id ∗data , i n t typeid ,
i n t sgsize , i n t ∗sprocids , i n t sdistrid ,
i n t dgsize , i n t ∗dprocids , i n t ddistrid ,
MPI Comm comm , i n t tag);
data - Zeiger auf umzuverteilende Datenstruktur.
typeid - Typidentifikator der umzuverteilenden Datenstruktur.
sgsize - Anzahl der Quellprozessoren.
sprocids - Prozessornummern der Quellprozessoren im Kommunikator comm.
sdistrid - Identifikator des Quelldatenverteilungstyps.
dgsize - Anzahl der Zielprozessoren.
dprocids - Prozessornummern der Zielprozessoren im Kommunikator comm.
ddistrid - Identifikator des Zieldatenverteilungstyps.
comm - MPI Kommunikator, der Quell- und Zielprozessoren entha¨lt.
tag - eindeutige Kennung der Datenumverteilungsoperation.
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C.3. Datenstrukturen und Schnittstellen der Lastausgleichsbibliothek
Datentypdefinition einer Taskstruktur, die in einem semi-dynamischen Koordinationsprogramm
die Ausfu¨hrung eines Basismoduls, eines Verbundmoduls, einer Schleife (for- oder while-
Konstrukt) oder einer Bedingung (if-Konstrukt) repra¨sentiert.
t ypede f s t r u c t cmc task {
i n t gsize , ∗procids;
MPI Comm gcomm;
i n t modified , execcount;
doub le timeused;
i n t minp;
s t r u c t cmc schedule ∗subschedule , ∗ subschedule2;
} CMC TASK ;
gsize - Anzahl der aktuell dem zugeho¨rigen Konstrukt zugewiesenen Prozessoren.
procids - Prozessornummern der aktuell dem zugeho¨rigen Konstrukt zugewiesenen
Prozessoren.
gcomm - MPI Kommunikator fu¨r die aktuell dem zugeho¨rigen Konstrukt zugewiesene
Prozessorgruppe.
modified - Flag zur Anzeige einer A¨nderung der zugewiesenen Prozessorgruppe des
zugeho¨rigen Konstrukts.
execcount - Ausfu¨hrungsanzahl des zugeho¨rigen Konstrukts.
timeused - kumulierte Ausfu¨hrungszeit des zugeho¨rigen Konstrukts.
minp - fu¨r die Ausfu¨hrung des zugeho¨rigen Konstrukts beno¨tigte Mindestanzahl an
Prozessoren.
subschedule - Zeiger auf die Schedulestruktur des entsprechenden Verbundmoduls
(fu¨r Verbundmodulaufrufe), des Schleifenrumpfes (fu¨r Schleifen) oder des if-Zweiges
(Bedingungen).
subschedule2 - Zeiger auf die Schedulestruktur des else-Zweiges (Bedingungen).
Datentypdefinition einer Kommunikationsabha¨ngigkeit in semi-dynamischen Koordinations-
programmen.
t ypede f s t r u c t cmc commdep {
i n t numtasks;
s t r u c t cmc task ∗∗ tasks;
s t r u c t cmc comm desc ∗ commdesc;
} CMC COMMDEP ;
numtasks - Anzahl der an der Kommunikationsabha¨ngigkeit beteiligten Basismodul-
aufrufe.
tasks - Feld von Zeigern auf die Taskstrukturen der beteiligten Basismodulaufrufe.
commdesc - Zeiger auf zugeho¨rige Kommunikationsstruktur (s. Seite 64).
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Datentypdefinition einer Schichtstruktur, die in einem semi-dynamischen Koordinationspro-
gramm die gleichzeitige Ausfu¨hrung einer Menge von Modulen definiert.
t ypede f s t r u c t cmc layer {
i n t numtasks;
s t r u c t cmc task ∗∗ tasks;
i n t numcdeps;
s t r u c t cmc commdep ∗∗ cdeps;
} CMC LAYER ;
numtasks - Anzahl zeitgleich ausgefu¨hrter Module.
tasks - Feld von Zeigern auf die Taskstrukturen der zeitgleich ausgefu¨hrten Module.
numcdeps - Anzahl enthaltener Kommunikationsabha¨ngigkeiten.
tasks - Feld von Zeigern auf die enthaltenen Kommunikationsabha¨ngigkeiten.
Datentypdefinition einer Schedulestruktur, die in einem semi-dynamischen Koordinationspro-
gramm den Schedule eines Programmblockes (d.h. eines Verbundmoduls, eines Schleifenrumpfs
oder eines Bedingungszweiges) repra¨sentiert.
t ypede f s t r u c t cmc schedule {
i n t numlayers;
s t r u c t cmc layer ∗∗ layers;
} CMC SCHEDULE ;
numlayers - Anzahl nacheinander auszufu¨hrender Schichtstrukturen.
layers - Feld von Zeigern auf die entsprechenden Schichtstrukturen.
Funktion zur Anforderung der Kommunikatoren fu¨r einen Programmblock, d.h. fu¨r ein Ver-
bundmodul, einen Schleifenrumpf oder einen Bedingungszweig.
vo id CMC Lb allocate ( CMC SCHEDULE ∗schedule , MPI Comm comm);
schedule - Zeiger auf die Schedulestruktur des entsprechenden Programmblockes.
comm - MPI Kommunikator mit allen fu¨r den entsprechenden Programmblock verfu¨gba-
ren Prozessoren.
Funktion zur Freigabe der Kommunikatoren eines Programmblockes, d.h. fu¨r ein Verbundmodul,
einen Schleifenrumpf oder einen Bedingungszweig.
vo id CMC Lb deallocate ( CMC SCHEDULE ∗ schedule );
schedule - Zeiger auf die Schedulestruktur des entsprechenden Programmblockes.
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Funktion fu¨r den dynamischen Lastausgleich in einem Programmblock, d.h. in einem Verbund-
modul, in einem Schleifenrumpf oder in einem Bedingungszweig.
vo id CMC Lb rebalance ( CMC SCHEDULE ∗schedule , MPI Comm comm ,
i n t modified );
schedule - Zeiger auf die Schedulestruktur des entsprechenden Programmblockes.
comm - MPI Kommunikator mit allen fu¨r den entsprechenden Programmblock verfu¨gba-
ren Prozessoren.
modified - Flag zur Anzeige der Vera¨nderung der Prozessorgruppe des entsprechenden
Programmblockes.
Funktion zur Realisierung des Lastausgleichsalgorithmus zwischen einer Menge zeitgleich
ausgefu¨hrter Module.
i n t CMC Lb rebalance alg ( i n t numprocs , i n t numtasks ,
doub le ∗timeused , i n t ∗gsizes , i n t ∗mingsizes ,
i n t modified , i n t ∗ newgsizes );
numprocs - Anzahl verfu¨gbarer Prozessoren im zugeho¨rigen Programmblock.
numtasks - Anzahl der zeitgleich ausgefu¨hrten Module.
timeused - gemessene Ausfu¨hrungszeiten der zeitgleich ausgefu¨hrten Module.
gsizes - Prozessorgruppengro¨sen der zeitgleich ausgefu¨hrten Module.
mingsizes - Mindestprozessorzahlen der zeitgleich ausgefu¨hrten Module.
modified - Flag zur Anzeige der Vera¨nderung der verfu¨gbaren Prozessoranzahl des
zugeho¨rigen Programmblockes.
newgsizes - Ausgabe angepasster Prozessorgruppengro¨ßen der zeitgleich ausgefu¨hr-
ten Module.
Ru¨ckgabe: Entscheidung, ob ein Lastausgleich erforderlich ist.
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D. Anwendungsspezifikationen
Listing 12: Spezifikationsprogramm fu¨r parallele Adams Verfahren.
// Konstantendefinitionen
c on s t K = 8; // Anzahl Stufen
c on s t n = 2∗500^2; // Dimension des ODE Systems
c on s t It = 4; // Anzahl Fixpunktiterationen mit PAM
// Datentypdefinitionen
type scalar = ar ray [1] o f doub le ;
type vector = ar ray [n] o f doub le ;
type svectors = ar ray [K][n] o f doub le ;
// Datenverteilungstypdefinitionen
d i s t r i b vector:block = [block on p];
d i s t r i b svectors:replic = [replic on 1][ replic on p];
// Basismoduldefinitionen
cmtask init step (x,h:scalar: out ) runt ime 2∗ T op ;
cmtask update step (x,h:scalar: i n ou t ) runt ime 2∗ T op ;
cmtask pabm step (k: i n t , x,h:scalar: in , y k :vector: i n ou t :block ,
y1 k1 :vector: i n :block , ort:svectors:comm)
runt ime (It +1)∗n/p∗ T eval +(2∗K+1)∗n∗ T op /p+It ∗3∗n∗ T op /p+
T ag (K, n∗K/p)+ T bc (K, n∗K/p)+(It +1)∗ T ag (p/K, n∗K/p);
// Hauptmoduldefinition
cmmain pabm (y:svectors: i n ou t :replic) {
// Deklaration lokaler Variablen
var x,h : scalar;
var ort : svectors;




wh i l e (x[0] < X)#100 {
seq {









Listing 13: Spezifikationsprogramm des LU-MZ Benchmarks.
// Konstantendefinitionen
c on s t gx size = 304; // Gesamtgro¨ße Lo¨sungsgebiet x−Richtung
c on s t gy size = 208; // Gesamtgro¨ße Lo¨sungsgebiet y−Richtung
c on s t gz size = 17; // Gesamtgro¨ße Lo¨sungsgebiet z−Richtung
// Datentypdefinitionen
type dvec = ar ray [5] o f doub le ;
type dscal = ar ray [1] o f doub le ;
// Zonengrenze einer Zone in Nord−Su¨d−Richtung
type ns border = ar ray [5∗( gz size + gx size /4)] o f doub le ;
// Zonengrenze einer Zone in West−Ost−Richtung
type we border = ar ray [5∗( gz size + gy size /4)] o f doub le ;
// Zonengrenzen aller Zonen in Nord−Su¨d−Richtung
type ns borders = ar ray [4][4][5∗( gz size + gx size /4)] o f doub le ;
// Zonengrenzen aller Zonen in West−Ost−Richtung
type we borders = ar ray [4][4][5∗( gz size + gy size /4)] o f doub le ;
// Basismodul zur Berechnung einer Zone
cmtask lu compute zone (numsteps ,xpos ,ypos: i n t ,
rsdnm ,errnm:dvec:out , frc:dscal:out ,
north ,south: ns border :comm , east ,west: we border :comm)
runt ime ( gx size /4)∗( gy size /4)∗ gz size /p;
// Hauptmodul
cmmain lumz (numsteps: i n t , rsdnm , errnm:dvec , frc:dscal) {
// Deklaration lokaler Variablen
var ns comm : ns borders ; // Randwerte in Nord−Su¨d−Richtung
var we comm : we borders ; // Randwerte in West−Ost−Richtung
var i,j : i n t ;
// Modulausdruck
c p a r f o r (i=0:3) {
c p a r f o r (j=0:3) {
lu compute zone (numsteps , i, j, rsdnm , errnm , frc ,






Listing 14: Spezifikation des SP-MZ Benchmarks.
// Konstantendefinitionen
c on s t x zones = 16; // Anzahl Zonen x−Richtung
c on s t y zones = 16; // Anzahl Zonen y−Richtung
c on s t gx size = 480; // Gesamtgro¨ße Lo¨sungsgebiet x−Richtung
c on s t gy size = 320; // Gesamtgro¨ße Lo¨sungsgebiet y−Richtung
c on s t gz size = 28; // Gesamtgro¨ße Lo¨sungsgebiet z−Richtung
c on s t x pack = 2; // Zonen pro Modulaufruf in x−Richtung
c on s t y pack = 1; // Zonen pro Modulaufruf in y−Richtung
// Datentypdefinitionen
type dvec = ar ray [5] o f doub le ;
// Zonengrenze einer Zone in Nord−Su¨d−Richtung
type ns border = ar ray [5∗( gz size + x pack ∗( gx size / x zones ))]
o f doub le ;
// Zonengrenze einer Zone in West−Ost−Richtung
type we border = ar ray [5∗( gz size + y pack ∗( gy size / y zones ))]
o f doub le ;
// Zonengrenzen aller Zonen in Nord−Su¨d−Richtung
type ns borders = ar ray [ x zones ][ y zones ][5∗( gz size + x pack ∗
( gx size / x zones ))] o f doub le ;
// Zonengrenzen aller Zonen in West−Ost−Richtung
type we borders = ar ray [ x zones ][ y zones ][5∗( gz size + y pack ∗
( gy size / y zones ))] o f doub le ;
// Basismodul zur Berechnung von numx∗numy Zonen
cmtask sp compute zone (numsteps ,xpos ,ypos ,numx ,numy: i n t ,
rsdnrm ,errnm:dvec:out , north ,south: ns border :comm ,
east ,west: we border :comm) runt ime numx ∗( gx size / x zones )∗
numy ∗( gy size / y zones )∗ gz size /p;
// Hauptmodul
cmmain spmz (numsteps: i n t , errnm , rsdnrm:dvec) {
// Deklaration lokaler Variablen
var ns comm : ns borders ; // Randwerte in Nord−Su¨d−Richtung
var we comm : we borders ; // Randwerte in West−Ost−Richtung
var i, j : i n t ;
// Modulausdruck
c p a r f o r (i=0: x zones /x pack−1) {
c p a r f o r (j=0: y zones /y pack−1) {
sp compute zone (numsteps , i∗ x pack , j∗ y pack , x pack ,
y pack , errnm , rsdnrm , ns comm [i][j],
ns comm [i][(j+ y zones /y pack −1)%(y zones / y pack )],
we comm [i][j],






Listing 15: Spezifikationsprogramm des BT-MZ Benchmarks.
// Konstantendefinitionen
c on s t x zones = 16; // Anzahl Zonen x−Richtung
c on s t y zones = 16; // Anzahl Zonen y−Richtung
c on s t gx size = 480; // Gesamtgro¨ße Lo¨sungsgebiet x−Richtung
c on s t gy size = 320; // Gesamtgro¨ße Lo¨sungsgebiet y−Richtung
c on s t gz size = 28; // Gesamtgro¨ße Lo¨sungsgebiet z−Richtung
c on s t x pack = 4; // Zonen pro Modulaufruf in x−Richtung
c on s t y pack = 2; // Zonen pro Modulaufruf in y−Richtung
c on s t ratio = 4.5; // Gro¨ßenverha¨ltnis der Zonen
// Hilfskonstanten zur Zonengro¨ßenberechnung
c on s t x smallest = gx size ∗( x r −1.0)/( x r ^Xzones−1.0);
c on s t y smallest = gy size ∗( y r −1.0)/( y r ^Yzones−1.0);
c on s t x r = 2^( l o g (ratio )/(Xzones−1.0));
c on s t y r = 2^( l o g (ratio )/(Yzones−1.0));
// Datentypdefinitionen (Bedeutung analog zu SP−MZ Benchmark)
type dvec = ar ray [5] o f doub le ;
type ns border = ar ray [5∗( gz size + x pack ∗( gx size / x zones ))]
o f doub le ;
type we border = ar ray [5∗( gz size + y pack ∗( gy size / y zones ))]
o f doub le ;
type ns borders = ar ray [ x zones ][ y zones ][5∗( gz size + x pack ∗
( gx size / x zones ))] o f doub le ;
type we borders = ar ray [ x zones ][ y zones ][5∗( gz size + y pack ∗
( gy size / y zones ))] o f doub le ;
// Basismodul mit Kosten abha¨ngig von xpos ,ypos ,numx und numy
cmtask bt compute zone (numsteps ,xpos ,ypos ,numx ,numy: i n t ,
rsdnrm ,errnm:dvec:out , north ,sourth: ns border :comm ,
east ,west: we border :comm)
runt ime (( x smallest ∗( x r ^(xpos+xsize)−1.0)/(x r−1.0))−
( x smallest ∗( x r ^xpos−1.0)/(x r −1.0)))∗
(( y smallest ∗( y r ^(ypos+ysize)−1.0)/(y r−1.0))−
( y smallest ∗( y r ^ypos−1.0)/(y r −1.0)))/(p∗1.0);
// Hauptmodul
cmmain btmz (numsteps: i n t , errnm , rsdnrm:dvec) {
// Deklaration lokaler Variablen
var ns comm : ns borders ; // Randwerte in Nord−Su¨d−Richtung
var we comm : we borders ; // Randwerte in West−Ost−Richtung
var i, j : i n t ;
// Modulausdruck
c p a r f o r (i=0: x zones /x pack−1) {
c p a r f o r (j=0: y zones /y pack−1) {
bt compute zone (numsteps , i∗ x pack , j∗ y pack , x pack ,
y pack , errnm , rsdnrm , ns comm [i][j],
ns comm [i][(j+ y zones /y pack −1)%(y zones / y pack )],
we comm [i][j],
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