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ABSTRACT
Using cosmological particle hydrodynamical simulations and uniform ultraviolet back-
grounds, we compare Lyman-α forest flux spectra predicted by the conventional cold
dark matter (CDM) model, the free-particle wave dark matter (FPψDM) model
and extreme-axion wave dark matter (EAψDM) models of different initial axion
field angles against the BOSS Lyman-α forest absorption spectra with a fixed bo-
son mass mb ∼ 10−22eV. We recover results reported previously (Irsˇicˇ et al. 2017b;
Armengaud et al. 2017) that the CDM model agrees better with the BOSS data than
the FPψDM model by a large margin, and we find the difference of total χ2’s is 120
for 420 data bins. These previous results demand a larger boson mass by a factor > 10
to be consistent with the date and are in tension with the favoured value determined
from local satellite galaxies. We however find that such tension is removed as some
EAψDM models predict Lyman-α flux spectra agreeing better with the BOSS data
than the CDM model, and the difference of total χ2’s can be as large as 24 for the same
bin number. This finding arises with no surprise since EAψDM models have unique
spectral shapes with spectral bumps in excess of the CDM power near the small-scale
cutoff typical of ψDM linear matter power spectra as well as more extended cutoffs
than FPψDM (Zhang & Chiueh 2017a,b).
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1 INTRODUCTION
The remarkable success of Lambda cold dark matter model
(ΛCDM) is a milestone in modern cosmology. Although
the nature of dark energy and dark matter are still un-
known, ΛCDM has been amply tested on many large-
scale phenomena successfully, such as CMB fluctuations
(Planck Collaboration et al. 2016), baryon acoustic oscil-
lations (Eisenstein et al. 2007), accelerating expansion of
the universe (Riess et al. 1998; Perlmutter et al. 1999), etc.
Despite that, predictions of ΛCDM have however been
in tension with observations on small scales (. 10 kpc).
One well-known example is the missing satellites problem
(Klypin et al. 1999); a related problem is the too-big-to-
fail problem (Boylan-Kolchin et al. 2011); inside the dwarf
spheroidal galaxies, there is a long-debated core-cusp prob-
lem (Moore 1994). This small-scale observational evidences
cast doubt on the viability of the conventional particle cold
dark matter (CDM) model.
⋆ E-mail: chiuehth@phys.ntu.edu.tw
Fuzzy dark matter (Hu et al. 2000), or wave dark mat-
ter (ψDM, Schive et al. 2014a) on the other hand provides a
viable alternative solution to the small-scale problem (Marsh
2016). The hypothesis made for ψDM is that dark matter
consists of extremely light bosons, mb ∼ 10−22 eV. As mb
is so small, quantum pressure arising from the uncertainty
principle becomes manifestly effective on scales smaller than
10 kpc and impacts on the cosmic structure, where small
sub-halos are suppressed and cores of medium-size sub-halos
smoothed.
The wave dark matter model also has strong predic-
tive power. It predicts that the first galaxy should form
around z = 12, the galaxy number count should be abruptly
diminished beyond z > 9 and the cosmic reionisation oc-
curs late (Schive et al. 2016). It also asserts every galac-
tic halo of any mass should host one and only one sta-
ble high-density dark matter core (dubbed the soliton) and
the mass of the soliton is strongly correlated with the mass
of the halo (Schive et al. 2014b; Veltmaat et al. 2018). The
halo is composed of large-amplitude granules of roughly the
same size fluctuating with roughly the same correlation time
© 2015 The Authors
2 Ka-Hou Leong, Hsi-Yu Schive, Ui-Han Zhang, Tzihong Chiueh
(Lin et al. 2018). The soliton can robustly survive even in
the presence of more massive baryons often found in the
inner halo of a galaxy (Chan et al. 2018), and can create de-
tectable signatures in the core of Milky Way through pulsar
timing (De Martino et al. 2017).
Despite the initial success, wave dark matter has
recently faced a serious challenge from the Lyman-
Alpha (Lyα) forest observations (Armengaud et al. 2017;
Irsˇicˇ et al. 2017b). Models with boson masses of 1 to few
10−22 eV determined by the soliton cores of satellite galax-
ies (Schive et al. 2014a; Chen et al. 2017) cannot reproduce
the observed Lyα flux power spectrum; at least one order
of magnitude higher boson mass is required to be consistent
with the observations. Not unlike warm dark matter, this
challenge renders the wave dark matter model as an incon-
sistent model requiring a lower particle mass to be consis-
tent with local satellite galaxy observations but at least a
10 times higher particle mass for high-redshift Lyα forest
observations.
Recent theoretical developments have however discov-
ered a possible solution for the dilemma faced by wave
dark matter (Zhang & Chiueh 2017a,b) in the context of
axion-like particles (Hui et al. 2017). Having a capability to
change the linear matter power spectrum shape, to which
the Lyα power flux spectrum is most sensitive, this class
of wave dark matter models, motivated by the QCD axion
mechanism and called the extreme axion wave dark matter
model (EAψDM), can provide a unique degree of freedom
imprinted in the linear matter power spectrum not available
to cold, warm or interacting particle dark matter models.
The axion model has a field potential V = m2
b
f 2(1 −
cos θ), where f is the axion decay constant or the axion sym-
metric breaking scale, and θ is the axion angle. The axion
potential becomes a simple harmonic oscillator when θ → 0,
and we call this limit the free-particle ψDM (or FPψDM).
(In the non-relativistic limit, m2
b
f 2〈2θ2〉 is the conventional
mass density, where 〈...〉 is a short-time average to filter
out the Zitterbewegung of rapid harmonic oscillation.) Due
to the Hubble friction experienced by the axion field, any
finite-amplitude initial θ will always approach this small-
amplitude limit at a late time. If the initial θ is not only of
finite amplitude but also very close to π, the unstable equi-
librium, the angle θ will stay near the unstable equilibrium
for a relatively long time, causing a delay in the nonlinear
oscillation and producing parametric instabilities in the per-
turbation (Zhang & Chiueh 2017b).
EAψDM can eventually become FPψDM in the matter-
dominant era described by the Schroedinger-Poisson equa-
tion (with Re[ψ] and Im[ψ] to be identified as cosine and sine
components of the Zitterbewegun oscillation, respectively);
but EAψDM can have a different linear matter power spec-
trum from that of FPψDM, as the final spectrum depends on
the spectral formation history mostly prior to the radiation-
matter equality. This difference in the linear matter spec-
trum can significantly alter the predicted Lyα flux power
spectrum. In this paper, we focus on testing the EAψDM
model against the Lyα flux power spectra obtained from the
BOSS survey (Palanque-Delabrouille et al. 2013), and con-
clude that in some narrow range of initial angle of θ, the
trouble faced by the wave dark matter can be alleviated.
This paper is organised as follows. In Sec. 2, we describe
our simulations. We analyse the matter power spectra and
compare flux power spectra with the BOSS Lyα data in
Sec. 3. In Sec. 4, we discuss our findings in the comparisons
with the BOSS data. Finally, we present our conclusion in
Sec. 5. Appendix A describes the splicing method. Appendix
B shows the convergence test of flux power spectrum. We
also present a comparison of representative Lyα spectra of
different models in Appendix C. The suffixes ”c” in length
scales refer to units in the co-moving coordinate.
2 METHODOLOGY
2.1 Power Spectra
One of the common features of wave dark matter power
spectra is the suppression of small-scale structures below
the Compton length prior to the matter-radiation equality
(Hu et al. 2000; Zhang & Chiueh 2017a) and the existence
of a Jeans length due to the uncertainty principle in the mat-
ter dominant era (Woo & Chiueh 2009). The EAψDM power
spectra, however, have one more degree of freedom other
than the boson mass mb, the initial misaligned field angle θ,
which gives rise to a broad spectral bump immediately long-
ward of the spectral suppression (see Fig. 1). The bump and
suppression features are best shown in the ψDM-to-CDM
transfer function, T2
ψDM
(k, z) = PψDM(k, z)/PCDM(k, z), where
P is the matter power spectrum. Although T2
ψDM
(k, z) gener-
ally depends on redshifts, Zhang & Chiueh (2017b) showed
that the dependence of the CDM-to-ψDM transfer function
on redshift z is extremely weak in the wavenumber regime
probed by Lyα observations (k . 5.9 hMpcc−1). Specifi-
cally, a recent study (Armengaud et al. 2017) discussed that
the quantum pressure influence on the ψDM dynamics at
wavenumbers probed by Lyα forest observations could be
neglected in the particle mass range m22(≡ mb/10−22 eV)
& 1.1.
To set the stage for this investigation, we show in Fig.
1 the transfer functions T2
ψDM
of FPψDM, EAψDM with
δθ(≡ π − θ) = 0.2◦, 1◦, 1.5◦, 2.5◦ and 5◦ at z = 49. (Here-
after, we refer to EAψDM, for example, with δ = 0.2◦ as
EA0.2.) From Fig. 1, it is clear that the smaller the δθ the
larger the cut-off wavenumbers kc (defined by T(kc) = 0.5).
These EAψDM models have spectral bumps immediately
longward of the cut-off, suggesting that the halo assembly
history in EAψDM can significantly deviate from the tradi-
tional CDM and the FPψDM predictions at high redshifts
(Schive & Chiueh 2018). Therefore, the Lyα forest measured
in the redshift range z ∼ 2− 4 can impose constraints on the
particle mass and the initial field angle of EAψDM.
In fact, the Lyα flux power spectrum is affected by the
cut-off kc of the linear matter power spectrum even more
sensitively than the nonlinear matter power spectrum at
z ∼ 2 − 4. The former probes an intermediate gas density
up to unity optical depth and is thus sensitive to the cosmic
web, a structure in the relatively weakly nonlinear regime.
By contrast, the matter power spectrum is dominantly con-
tributed by the highly nonlinear collapsed halos. In this re-
gard, the quasar flux spectrum is less affected by nonlinear
evolution and capable of capturing the linear matter power
spectrum.
MNRAS 000, 1–11 (2015)
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Figure 1. ψDM-to-CDM transfer functions for FPψDM, EA0.2,
EA1, EA 1.5, EA 2.5 and EA 5.0 at z=49 with m22 = 1.1. Note
that all ψDM models have strong spectral suppression at high k,
but only EAψDM models have broad spectral bumps.
2.2 Hydrodynamical simulations
Accurately simulating ψDM dynamics needs to solve the
Schro¨dinger-Poisson equation (e.g. Schive et al. 2014a,b).
However, such simulations in large (∼ (100 h−1Mpcc )3) sim-
ulation boxes with sufficiently high (∼ 100 h−1pcc ) resolu-
tion are prohibitively computationally expensive even with
the most advanced supercomputers. This is due primarily to
that the time-step of computation scales unfavourably with
the squared grid size in a zoom-in calculation in order to
capture quantum pressure inside collapsed halos. Hence, it
is reasonable to inquire under what conditions CDM-hydro
simulations with the initial matter power spectrum modi-
fied to the ψDM spectrum can still capture the Lyα for-
est in the ψDM scenario. It turns out that the relatively
low-resolution dynamical range of the BOSS data can val-
idate this approach. (See Sec 3.1 for details.) By contrast,
high-resolution observations, such as the XQ-100 (Irsˇicˇ et al.
2017c) and HIRES/MIKE (Vogt et al. 1994; Bernstein et al.
2002), measure scales down to 100 h−1kpcc, a scale that
is well within the quantum suppression regime, and hence
CDM-hydro simulations are not valid. Even for CDM such
high-resolution simulations are technically very challenging.
(See Lukic´ et al. 2015, which discussed high accuracy Lyα
forest simulations of the CDM model). In an attempt to
solve the quantum pressure problem for high-resolution sim-
ulations, a modified CDM-hydro code (AX-GADGET) has
been developed, where a quantum force law has been imple-
mented in every fluid element (Nori & Baldi 2018). However,
it is not clear to what extent such a modified hydro scheme
can capture physics inside halos within 100 kpc scale.
Various previous works have adopted the CDM-hydro
approach with a modified matter spectrum to approximate
wave dark matter dynamics. Schive et al. (2016) pointed out
that the growth rate ratio between ψDM and CDM, defined
in equation (4) of Schive et al. (2016) for m22 = 1.6, is almost
unity for k 6 11 hMpcc−1. Using a particle-mesh scheme,
Veltmaat & Niemeyer (2016) showed the quantum pressure
effect is not apparent for FPψDM matter power spectrum
until k & 150 hMpcc−1 for m22 = 2.5. Armengaud et al.
(2017) also suggested that quantum pressure is likely neg-
ligible for Lyα forest simulations with m22 & 1. The con-
clusions of these works are consistent with the approach we
adopt. For these very reasons, we shall be contented with
the low-resolution BOSS data with CDM-hydro simulation
predictions.
In this work, we perform N-body hydro simulations to
represent ψDM dynamics. The simulation uses the mesh-free
hydrodynamic simulation code, GIZMO (Hopkins 2015),
which adopts the Lagrangian meshless finite mass (MFM)
algorithm. Comparing with the traditional SPH method,
MFM has many advantages. The most noticeable of all
is that MFM does not require artificial viscosity, an infa-
mous feature adopted by the SPH method to make com-
putation stable. We use the MUSIC code (Hahn & Abel
2011) to generate the initial conditions at z = 49 with the
second-order Lagrangian perturbation theory method. The
CDM power spectrum is generated by the CAMB pack-
age (Lewis & Bridle 2002), the FPψDM transfer function
is generated by the AxionCAMB (Hlozˇek et al. 2017),
and for EAψDM transfer functions we follow the work of
Zhang & Chiueh (2017b). The chemistry and cooling library
GRACKLE 1(Smith et al. 2017) is used to solve the radia-
tive processes. Also, all the matter power spectra are com-
puted by GenPK (Bird 2017)
To capture the signal of the 1D flux power spectrum
from small to large scales, we perform 3 simulations with
(L, N) = (25 h−1Mpcc, 2 × 5123), (25 h−1Mpcc, 2 × 1283)
and (100 h−1Mpcc, 2 × 5123), where L3 is the co-moving vol-
ume of the simulation box and N is the total number of
all particles (dark matter and gas). We apply a simple star
formation criterion — gas particles satisfying temperature
T < 105K and overdensity ∆ > 1000 are transformed to
collisionless stars (Viel et al. 2004, 2010). We do not con-
sider metal cooling because the metal abundances in IGM is
negligible. The gravitational softening length for three dif-
ferent species (dark matter, gas and stars) are the same,
set to 1/25 of the mean co-moving interparticle distance of
dark matter particles. The kernel of MFM is cubic spline
and the effective neighbour of the kernel is 32. In all sim-
ulations, the primordial helium mass fraction is Y = 0.24.
This set of parameters is the same as most previous works
on the Lyα flux power spectrum (e.g. Borde et al. 2014;
Palanque-Delabrouille et al. 2015; Bolton et al. 2017).
In focusing on the difference produced by different ini-
tial matter power spectra of CDM, FPψDM and EAψDM,
we perform all simulations with identical Gaussian ran-
dom seeds, cosmological parameters and ultraviolet back-
ground (UVB). The adopted cosmological parameters are
the best fit result for the CDM model suggested by
Palanque-Delabrouille et al. (2015), where Ωm = 0.292, Ωb =
0.050, σ8 = 0.858, h = 0.668, ns = 0.929, which are fixed for
all dark matter models. We also fix the ψDM mass param-
eter m22 = 1.1. We use the homogeneous intergalactic UV
background of Haardt & Madau (2012), assuming the in-
tergalactic gas is highly ionised, in ionisation equilibrium
and optically thin for photoionisation and photoheating.
We also follow a modification introduced by Bolton et al.
(2017), the Sherwood simulation, to the HeII photoheat-
1 https://grackle.readthedocs.io/
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ing rate to ensure the IGM temperature in simulations is
in agreement with the IGM temperature estimated from ob-
servations (e.g. Becker et al. 2011). The modification adopts
ǫHeII = 1.7ǫ
HM12
HeII
from z = 2.2 to z = 3.4. This boosting factor
can be regarded as an approximation method (Theuns et al.
1998) to radiative transfer and non-equilibrium effects dur-
ing HeII reionisation (Puchwein et al. 2015). In low-density
regions, the gas density and temperature are closely re-
lated, where the thermal behaviour of gas is dominated
by adiabatic expansion cooling and photoionisation heat-
ing. The density-temperature relation for low density gases
can roughly be expressed by a redshift-dependent power law,
T(z) = To(z)∆γ(z)−1, where To is the mean temperature of low
density IGM and ∆ = ρ/〈ρ〉 is the gas density over the back-
ground gas density. In this work, we find To(z = 3.0) ≃ 12, 500
K and γ(z = 3.0) ≃ 1.54 for all simulations, consistent with
the simulation work of Bolton et al. (2017).
2.3 Mock Lyman-Alpha forest spectra
We extract various quantities, such as the velocity field,
the internal energy and the neutral hydrogen density from
GIZMO snapshots to calculate mock absorption Lyα spec-
tra. To avoid periodical signals, we construct 105 lines of
sight (LOS) with random origins and directions at each red-
shift interval of ∆z = 0.2 for all observed redshifts. The trans-
mitted flux is defined as F(vj ) = e−τ(vj ), where τ(vj ) is the
optical depth of Lyα absorption at the velocity coordinate
vj (equivalent to the wavelength coordinate defined below).
The optical depth τ along each LOS is computed through
the Voigt-Hjerting function, expressed as (see Tepper-Garc´ıa
2006, for more details):
τ(vj ) = ∆xσαc
NLOS∑
i
ni√
πvth
i
exp(−
(vj − (vHi + v
pec
i
))2
(vth
i
)2
) (1)
where ∆x is the pixel length, the Lyα cross-section σα =
4.45 × 10−18 cm2, c is the speed of light, j is the jth pixel
on the LOS, ni the number density of neutral hydrogen at
pixel i, NLOS the total number of pixels on the LOS, the
Doppler velocity vj = c(λLyα−λ jλ j ), λLyα = 1216 A˚, the ther-
mal velocity vth
i
=
√
kbTi
mp
, kb is the Boltzmann constant
and the Hubble velocity vH
i
= i∆xH. The 1D flux power
spectrum P1D
F
= 〈|FT[δLOS ]|2〉, the ensemble average of the
squared Fourier amplitude of the transmitted flux fraction
over different LOS’s, where δLOS = F/〈F〉 − 1. To ensure the
simulated P1D
F
is numerically convergent, the pixel length of
spectra is set to be 0.69 km s−1 which is 100 times smaller
than pixel size in the BOSS data.
Borde et al. (2014) posited that large-volume, high res-
olution hydrodynamical simulations are necessary for simu-
lating P1D
F
in order to cover the dynamical range of the BOSS
data, k = 1 × 10−3 − 2 × 10−2 s km−1. Such a high dynami-
cal range hydro simulation is computationally expensive. To
achieve a sufficient dynamic range within reasonable time,
we follow the splicing method suggested in McDonald (2003)
and Borde et al. (2014) for constructing the flux power spec-
trum by combining large-scale and small-scale spectra. The
key assumption of the splicing method is the ratio of high
mass resolution P1D
F
to low mass resolution P1D
F
depends
only on mass resolution of simulation. In our setting, this
assumption can be succinctly written as:
P1D
F,100,2048
(k)
P1D
F,25,512
(k)
=
P1D
F,100,512
(k)
P1D
F,25,128
(k)
(2)
In equation (2), the mass resolutions in the numerator and
in the denominator are the same on either side. The splicing
method makes use of equation (2) to merge 1D flux power
spectra of different resolutions and different box sizes into
a large-volume, high-resolution P1D
F,100,2048
(k) flux spectrum.
In Appendices A and B, we present how well the splicing
method is justified.
2.4 Fitting parameters
We consider two categories of fitting parameters in the com-
parison procedure after the 1-D flux power spectrum is ob-
tained. The first category applies different global effective
optical depth, τeff (z) ≡ − ln(〈F〉(z)), to the simulation flux
power spectrum P1D,th
F
(k). The second category takes into
account observational imperfections of the BOSS data and
simulations.
(i) Astrophysical parameter:
The effective optical depth τeff is related to the pho-
toionisation rate in IGM. In most simulation works (e.g.
Theuns et al. 1998; Borde et al. 2014; Bolton et al. 2017;
Armengaud et al. 2017), τeff is rescaled to follow a power
law, τeff (z) = A(1 + z)B, where A and B are constants deter-
mined from the observational data. In this work, we do not
demand τeff(z) to follow a particular empirical power law,
for a reason that parameters A and B are different in dif-
ferent observations (e.g. Meiksin 2009; Becker et al. 2013;
Palanque-Delabrouille et al. 2013). As a result, we choose
to independently adjust τeff (z) at each redshift for improv-
ing the goodness of fit between the predicted P1D,th
F
(k) and
the BOSS data. In Fig. 2 we show the best-fit τeff , and they
are found to lie between bounds of the empirical fittings of
different observations.
(ii) Technical parameters: We next consider the sec-
ond category of fitting parameters including three factors
of technical origins. These factors are contamination of SiIII
and Lyα cross-correlation CSi, imperfection in noise estimate
in the BOSS data Cnoise and imperfection of the simulation
resolution Creso. The impacts from the three factors to the
predicted spectrum are expressed by following formula:
P
1D,fit
F
= P
1D,th
F
× (CSi(k, z) × Creso(k)) + Cnoise(k, z) (3)
• CSi(k, zi): Due to the juxtaposition of the two lines,
λLyα = 1216 A˚ and λSiIII = 1206 A˚, there is contam-
ination from the SiIII absorption line to the Lyα ab-
sorption line in the observed P1D
F
(k) (McDonald et al.
2006; Palanque-Delabrouille et al. 2013). We adopt a mul-
tiplicative term, CSi(k, z) = (1 + a cos kv)2 + (a sin kv)2 =
1 + a2 + 2a cos kv, to the predicted flux power spectrum
first introduced in McDonald et al. (2006) to account for
such contamination. Here a = f /(1 − 〈F〉(z)) with f be-
ing a redshift-independent fitting parameter and v = 2270
km/s.
• Creso(k): We consider the imperfect resolution of
MNRAS 000, 1–11 (2015)
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Figure 2. The best-fit τeff ’s of CDM, FPψDM, EA0.2 and EA2.5
simulations at each redshift bin. The lines are three different
empirical power law of τeff (Meiksin 2009; Becker et al. 2013;
Palanque-Delabrouille et al. 2013). Note that the best-fit τeff of
all dark models are similar to each other and consistent with the
lines.
simulation which possibly affects our comparison, and
allow for a redshift-independent multiplicative correc-
tion factor, Creso(k) = exp (−k2 · αreso), as described in
Palanque-Delabrouille et al. (2015), where αreso is a ran-
dom number obeying a zero-mean Gaussian distribution
with a variance σ = 5 and its amplitude is a redshift-
independent fitting parameter.
• Cnoise(k, z): The errors of measurement noise estima-
tion need also to be accounted for. Following the method
described in Palanque-Delabrouille et al. (2015), we allow
for ±10% rms errors in the observation noise power spectra
at each redshift and include an additive correction term in
each redshift bin, Cnoise(k, z) = Pnoise(k, z) · αnoise(z), where
αnoise(z) is a random number obeying a zero-mean Gaus-
sian distribution with a variance σ = 0.1. Again its ampli-
tude is a fitting parameter dependent on redshifts. Here
the noise power spectrum Pnoise(k, z) has been given in the
Boss data.
In total we have 26 fitting parameters for a sample
of 420 Boss data of all redshifts. These fitting parame-
ters are independently adjusted so as to reach a global
best fit for each model. We want to stress that, ex-
cept for τeff (z), this work follows all remaining 14 fit-
ting parameters formulated in McDonald et al. (2006) and
Palanque-Delabrouille et al. (2015).
3 RESULTS
3.1 Matter power spectrum
We first present the matter power spectrum of dark matter
in co-moving coordinate at z=2.2, 3.0 and 4.4 with identical
cosmological parameters and m22 = 1.1. Fig. 3 shows nonlin-
ear matter power spectra of 6 different dark matter models
from (25 h−1Mpcc, 2 × 5123) simulations and (100 h−1Mpcc,
2 × 5123) simulations. They are indistinguishable at low-k
and diverging at high-k. The matter power spectra of all
EAψDM are always larger than those of FPψDM at high-k,
and the result shows that the small-scale suppression in the
initial matter power spectra of EAψDM has been erased to
various degrees, and they are replaced by nonlinear cascade
spectra from the spectral bumps on the intermediate scale
after evolution. Despite the nonlinear effect, this compari-
son of different models provides an intuitive understanding
of our model predictions of Lyα flux spectra to follow.
In the absence of quantum pressure in simulations, the
small-scale power of ψDM simulations will certainly be over-
estimated around kNy,25 = 512π/25 hMpcc−1 ≃ 64 hMpcc−1,
the Nyquist frequency of (25 h−1Mpcc, 2×5123) simulations,
as the quantum pressure becomes effective when k is greater
than the Jeans wavenumber kJ,ψ of ψDM. Before the cosmo-
logical constant sets in to affect the Hubble expansion, kJ,ψ
is given by the following equation (Woo & Chiueh 2009):
kJ,ψ = (6a)1/4(
mbH0
~
)1/2(Ωm)1/4, (4)
where a is the scale factor, H0 is the Hubble constant, Ωm
is the current matter density and ~ is the reduced Planck
constant. We estimate kJ,ψ ≃ 32 ∼ 28 hMpcc−1 in the range
z ≃ 2.2 − 4.4 using equation (4), hence kNy,25 > kJ,ψ and
the high-k spectrum is over-estimated, consistent with the
results of Veltmaat & Niemeyer (2016). On the other hand,
the maximal resolution of BOSS Lyα data is 69 km/s, cor-
responding to kNy,BOSS ≃ 4.5 − 5.9 hMpcc−1 in the range
z ≃ 2.2 − 4.4 (marked in Fig. 3), and so kNy,BOSS ≪ kJ,ψ .
Furthermore, limited by instrumental noise, the maximum
usable k of the BOSS data is kmax,BOSS ≃ 1.7 − 2.2 hMpcc−1
in the range z ≃ 2.2− 4.4, i.e., kmax,BOSS ∼ 0.4kNy,Boss , which
is the highest wavenumber of our comparison. Thus, the dy-
namical range which BOSS Lyα measures cannot to be af-
fected by the quantum pressure, and it is safe to assert that
our simulations be reliable and the simulated P1D
F
accurately
captures the wavenumber range of BOSS spectra.
3.2 Comparison simulated Lyman-Alpha flux
power spectrum with BOSS data
The transmitted flux power spectra provided by
Palanque-Delabrouille et al. (2013) include 35 k-modes
ranging from k = 0.001 to 0.02 s km−1 in 12 equally spaced
redshift bin from z = 2.2 to 4.4. Palanque-Delabrouille et al.
(2013) selected 13821 spectra from the DR9 quasar
catalogue of BOSS (Paˆris et al. 2012) that have high
signal-to-noise (S/N > 2) and no broad absorption damped
Lyα features with detectable Lyman limit systems. The Lyα
forest is defined by the rest-frame interval 1050 < RF < 1180
A˚. Palanque-Delabrouille et al. (2013) introduced two
methods, the Fourier transform method and the likeli-
hood method, to compute the flux power spectrum. Both
methods yield compatible results and so we compare our
results only with the flux power spectra obtained from
the Fourier transform method. We obtain the best-fit
predicted spectrum to the BOSS spectrum by minimising
the chi-square. The total chi-square, χ2
total
, is computed as
χ2total =
12∑
j=1
χ2(zj) +
(αreso
5
)2
, (5)
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Figure 3. Matter power spectra of different dark matter models at z=2.2, 3.0 and 4.4. The difference in high-k among 4 simulations
reveals the effects of simulation resolution and nonlinearity on the shape of transfer functions. The dashed lines mark the Nyquist k of
the BOSS data kNy,BOSS. Upper panels: results from (25 h
−1Mpcc, 2 × 5123) simulations. Lower panels: results from (100 h−1Mpcc,
2 × 5123) simulations.
with
χ2(zj ) ≡ ∆Tj C−1cov, j∆j +
(
αnoise(zj )
0.1
)2
, (6)
where χ2(zj) is the chi-square at zj , Ccov, j is the covariance
matrix of the BOSS data at zj and the vector ∆j is defined
as ∆(ki, zj ) = P1D,fitF (ki, zj ) − P
1D,BOSS
F
(ki, zj ). We adjust all 26
fitting parameters at the same time for each model fitting to
minimize χ2
total
through the gradient descent method. Fig. 4
shows our best-fit P1D,fit
F
(k) of CDM, FPψDM and EAψDM
with various δθ for all redshifts. As can be seen, all best-fit
1D flux power spectra are comparable and consistent with
the BOSS data in the redshift range z < 2.6. In contrast, all
best-fit flux spectra diverge in the range z = 3.8 − 4.4, in-
dicating that different DM models predict significantly dif-
ferent Lyα forest spectra at high redshifts. A similar phe-
nomenon has been observed for warm dark matter models
(Viel et al. 2013; Irsˇicˇ et al. 2017a, etc). Fig. 5 shows the dis-
tribution of χ2(zj ) as functions of redshift for representative
models (CDM, FPψDM, EA0.2 and EA2.5). We note that
Table 1. Best fit χ2
t ot al
’s of all models
Name of model χ2
t ot al
CDM 481.1
EAψDM (δθ = 0.2◦) 619.6
EAψDM (δθ = 1.0◦) 499.6
EAψDM (δθ = 1.5◦) 475.3
EAψDM (δθ = 2.5◦) 456.8
EAψDM (δθ = 5.0◦) 478.3
FPψDM 601.9
two χ2(zj ) peaks at z = 3 and z = 4 for almost all models,
and will come back to this issue later.
To estimate the difference between CDM and ψDM,
we evaluate the confidence interval (CI), following the fre-
quentist interpretation used in Palanque-Delabrouille et al.
(2015); Armengaud et al. (2017). The χ2
total
of each dark
matter model is shown in Table 1. Though the reduced
χ2
total
(= χ2
total
/420 where 420 is the total number of data
points) of the CDM, EA1.5 and EA2.5 models are compa-
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Figure 4. The best-fitted transmitted flux power spectra of CDM, FPψDM, EA0.2 and EA2.5 and the BOSS data at each redshift
bin. All predicted flux power spectra are almost identical for z < 2.6. The predicted flux power spectra begin to diverge when z > 3. In
particular the difference among all predicted flux power spectra is significant for z > 3.8. This suggests the structure evolution is diverging
at high redshift but become similar at the low redshift, which is supported by the evolution of matter power spectra of different dark
matter models (Fig. 3)
.
rable and close to unity, the difference between the EA2.5
model and the CDM model is statistically significant. The
FPψDM and CDM models can be considered as the two
limits δθ → π and mb → ∞, respectively. We thus have δθ
and mb as free parameters for all models under test. If the
cosmological parameters fixed to the ones optimised for the
CDM model throughout all simulations are also the best
parameters for EA2.5, which is clearly less optimal, we will
have only two degrees of freedom, Ndof = 2. Assuming the
EA2.5 model is the best model, we can then evaluate the
confidence interval, CI, through the following equation:
CI(mb, δθ) =
∫
∆χ2(mb,δθ)
0
fχ2(x; Ndof )dx, (7)
with
fχ2(x; Ndof ) =
xNdof/2−1e−x/2
2Ndof/2Γ(Ndof/2)
, (8)
where Γ is the Gamma function. Using these equations and
the χ2
total
difference between EA2.5 and CDM, ∆χ2
total
= 24.3,
the CDM model is at the confidence interval, CI(mb →
∞, δθ → π) ≃ 1 − 5.3 × 10−6. Hence, the difference between
CDM and EA2.5 is exceedingly significant.
Actually, in this work we have not thoroughly opti-
mised the assumed best model, EA2.5, having a fixed mb
(to 1.1 × 10−22eV) and only coarsely sampling δθ. In ad-
dition, the cosmological parameters should have also been
optimised for all EAψDM simulations, but we instead fix
these parameters to the one value optimised for the CDM
model in favour of CDM. These two factors will affect the
above evaluation of CI, but the result is unlikely to change
much; moreover, these factors will also change the best val-
ues of the two degrees of freedom. If we set mb ∼ 10−22 eV
as a prior given by the best fit of ψDM to the Fornax dwarf
galaxy data (Schive et al. 2014a), the best EAψDM model
can be estimated by interpolation of Table (1), and the best
δθ lies between 2o and 4o.
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Figure 5. The χ2 distributions of different simulations at each
redshift bin. Two abnormal peaks occur at redshift bins z = 3
and z = 4 for all models while other redshift bins appear normally
distributed.
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Figure 6. The transmitted flux power spectra of BOSS, XQ-100
and model predictions at z = 4.0. It clearly shows that the power
of BOSS is higher than that of XQ-100 around k > 0.015 s km−1,
while the predictions are closer to the latter than the former.
4 DISCUSSIONS
Fig. 5 reveals two distinct peaks in the χ2 distributions for
all dark matter models at the same redshifts. This unusual
behaviour suggests that the predicted 1D flux power spectra
have non-negligible collective discrepancies with the BOSS
data at z = 3.0 and z = 4.0 and it calls for further close
examinations.
First, the fact that χ2(z) gets abruptly enhanced at z = 4
may have been related to the problem of the BOSS data
quality. Fig. 6 compares the flux power spectra data of BOSS
and XQ-100 at z = 4.0, clearly revealing that the BOSS spec-
trum is inconsistent with XQ-100 spectrum at high-k bins.
Our best-fit spectra tend to follow the XQ-100 spectrum
more closely than the BOSS spectrum at high-k. We have
also checked the consistency between the BOSS data and the
XQ-100 data in other redshift bins and found that, except
for z = 4.0, they are all consistent. Therefore, this peak of
χ2(z) at z = 4 is likely caused by some systematics of high-k
BOSS data at this redshift.
Second, the absence of non-uniform ionisation of helium
gas in our simulations may explain the poor match of our
predictions with the data at z = 3. Recent observations sug-
gest that the helium reionisation epoch had been started at
z & 3.0 and ended at z ≃ 2.7: (a) a helium Gunn-Peterson
trough at z ≃ 3.0 was reported by Syphers & Shull (2014)
indicating that reionisation of helium is not completed by
that time, but (b) HeIII Lyα has already become transpar-
ent at z ≃ 2.7 (Worseck et al. 2011). It has been asserted
that despite the presence of local UV sources, uniform UVB
can be a good approximation for z ∼ 2−4, except z = 2.7−3,
due to large UV mean free paths. But during z ∼ 2.7−3.0, in-
tense UV radiation from the onset of quasars renders the he-
lium rapidly reionised. Helium reionisation reduces the UV
mean free path and is patchy, thus yielding local UV heat-
ing (La Plante et al. 2017). Our simulations assume uniform
UVB and do not take the non-uniform UV heating into ac-
count. This problem possibly leads to the more substantial
deviation of our predictions from the BOSS data around
z = 3 than expected.
5 CONCLUSION
In this paper, we investigate the viability of EAψDM to
explain Lyα forest absorption spectra. Our N-body hydro-
dynamical simulations in the wave-like dark matter scenario
are based on three hypotheses. I) Quantum effects are ap-
proximately represented by modification on the linear mat-
ter power spectrum. II) UV background is spatially uniform
and gas is optically thin and in ionisation equilibrium. III)
The cosmological parameters are the same as the one op-
timised for the CDM model. Our simulations produce pre-
dicted Lyα absorption spectra from different dark matter
scenarios upon applying a posterior process discussed in Sec.
2.4. Confronting the low-resolution BOSS data, we have ap-
proximately identified that the EAψDM model with δθ ∼ 2.5
best matches the observation assuming mb = 1.1 × 10−22
eV. The more precise value of δθ likely lies in the range of
2.5o − 3.5o through interpolation from Table 1.
Our results further show that the predicted Lyα flux
power spectra in the CDM model produces a significantly
larger χ2
total
(= 481) than the best EAψDMmodel of (mb, δθ) =
(1.1 × 10−22eV, 2.5o) does with χ2
total
= 456.8. Though all
cosmological parameters used in EAψDM simulations are
optimised for CDM, the best EAψDM model still provides
the smallest χ2
total
. The difference between the best EAψDM
model and the CDMmodel is statistically significant and the
CDM model is outside the confidence interval CI ∼ 1− 10−5,
assuming EA2.5 is the best model.
High-resolution data, such as XQ-100 and
HIRES/MIKE, can provide stronger constraints on
the axion mass and the axion angle. (See the demonstration
in Appendix C.) However, as discussed in Sec. 3.1, quantum
effects become important when the spectral resolution is as
high as these data. These effects are beyond the capability
of the N-body hydro simulation presently employed and
can only be reliably captured in the wave simulations,
which await future investigations. In addition, the stellar
feedback discussed below may no longer be neglected in
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the simulation to compare with the high-resolution data,
and accurate small-scale hydrodynamics modeling is thus
needed.
Most Lyα simulation works do not take into account me-
chanical feedback from stars, which is clearly an important
source for IGM turbulence and heating. This issue may cause
concerns for the credibility of the predicted flux spectrum.
Here we present an argument in favour of the BOSS data.
The BOSS data have the highest resolution about kNy ∼ 5
hMpcc−1 or a physical wavelength 200 kpc around z ∼ 3.
Stellar mechanical feedback is unlikely to reach this large
scale and only AGN feedback is possible to create an impact
on high-k spectra of BOSS. But AGNs are rare and more-
over their activities peak at z = 2 which is after the lowest
redshift of the BOSS data at z = 2.2. Hence the BOSS data
are free from the contamination of the stellar feedback and
marginally free from the AGN feedback.
We have assumed in this work uniform UV backgrounds
which give rise to global heating. But local UV heating can
also be significant, especially around z = 2.7 − 3, and such
local UV heating has not been included in our simulations.
Unlike local stellar feedbacks, local UV sources from quasars,
which reionise helium thereby heating the gas near z = 3,
can have an impact on scales spanned by the BOSS data.
Despite UV sources are non-trivial to model, some simple
heating recipe can indeed bring the predicted flux spectrum
in closer agreement with the BOSS data. As demonstrated in
(Armengaud et al. 2017), incorporating empirical local UV
heating yields χ2
total,CDM
= 405 rather than χ2
total,CDM
= 481
in our prediction. Although some fitting parameters in that
work are different from ours which may affect χ2
total
, the χ2
peak around z = 3 in Fig. 5 has a major contribution to the
increase of χ2
total,CDM
in our prediction. This aspect needs
improvements in the future work. We also notice that both
the CDM model and the EA2.5 model have almost identi-
cal large χ2’s at z = 2.8 and z = 3 bins. Affected only by
the gas physics rather than underlying dark matter models,
in a work with proper local heating to bring down χ2’s of
these two bins, the revised values of χ2’s in both models are
likely comparable. Hence, the difference of χ2
total
’s in these
two models would not be much affected.
Recent studies on the predicted Lyα flux spectra of
free-particle (FP) ψDM placed a lower bound for the par-
ticle mass, mb & 2.9 × 10−21 eV (Armengaud et al. 2017)
and mb & 3.75 × 10−21 eV (Irsˇicˇ et al. 2017b)(see also
Nori & Baldi 2018), which are in tension with the particle
mass determined from local satellite galaxies (Schive et al.
2014a; Chen et al. 2017), mb ∼ 1 − 3 × 10−22 eV. This work
demonstrates that such tension can be removed when the
extreme axion misaligned angle is taken into account, i.e.,
EAψDM models, even for the lowest particle mass mb ∼
10−22 eV determined from local galaxy data. Due to the lack
of local UV heating and various physical effects not taken
in account in this demonstrative work, we do not obtain a
χ2
total
’s as small as they should have been and cannot ascer-
tain the exact values of optimal axion angle δθ and particle
mass mb. But the tendency of a possible superior extreme
axion wave dark matter model over, or at worst comparable
to, the CDM model against the BOSS Lyα forest data is
evident.
Finally, we would like to put the finding of the best ini-
tial axion angle θ0 into a perspective of the axion model.
In the axion model, f , the decay constant, also charac-
terises the axion symmetry-breaking energy scale, and f is
on one hand determined by matching the matter energy den-
sity m2
b
c2 f 2θ2 equal to the radiation energy density at the
radiation-matter equality. Well prior to the equality, θ2 is
decreasing with the scaling factor as (a/aeq)−3, where aeq
is the scaling factor at the equality, and the matter energy
density behaves as CDM does. But this a−3 scaling occurs
only after the Zitterbewegun oscillation starts at aosc ; before
the oscillation the matter energy density is a constant. As
a result, the matter energy density at the very early epoch
on the other hand is m2
b
c2 f 2θ2
0
∼ ǫrad,eq(aeq/aosc )3, where
ǫrad,eq is the radiation energy density at the equality. The
squared decay constant f 2 = ǫrad,eq(aeq/aosc (θ0))3/m2bc2θ20,
and this quantity turns out to be a decreasing function
of θ0. For example, the FPψDM model, where θ0 → 0,
has the axion symmetry-breaking scale f → θ−1
0
, and the
symmetry-breaking scale may exceed the Planck scale. For
mb = 1.1 × 10−22eV and δθ0 = 5◦, 2.5◦, 1.5◦, the three initial
angles found to have smaller χ2
total
than the CDM model,
we have the symmetry-breaking scale f = 2.66, 2.32, and
2.13×1016 GeV, slightly above the typical grand unified the-
ory energy scale 1016 GeV, which is also the fiducial energy
scale of the inflation. The axion symmetry-breaking energy
scale above or equal to the inflation energy scale has an im-
portant merit that topological defects, such as domain walls
arising from different parts of the universe having different
values of θ0’s can be inflated away, therefore ensuring that
we have one and only one value of θ0 in the visible uni-
verse, as assumed in this work. Interestingly, if we let mb to
vary and mb > 10
−22 eV, all axion symmetry-breaking scale
should exceeds the fiducial inflation scale. This is because
aosc ∝ m−1/2b g(θ0) for some function g of θ0, we find f only
weakly depends on mb as ∝ m−1/4b g3/2(θ0)θ−10 , and both g(θ0)
and θ−1
0
are increasing functions of mb when the optimal θ0
for the Lyα data is taken into account, which compensate
the weak dependence of m
−1/4
b
.
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APPENDIX A: SPLICING METHOD
In Sec. 2.3, we mentioned that we simulated P1D
F
through
the splicing method (McDonald 2003; Borde et al. 2014) to
reduce the computation time for hydrodynamical simula-
tions. In practice, different simulations with varying resolu-
tions and with varying box sizes provide different dynamical
ranges of k. In this appendix, we present our tests of the
splicing method.
The lowest k and the highest k of a simulation with
(L, Ngas) are kmin,L = 2π/L and kmax = kNy,L = πN1/3gas /L,
respectively, where kNy,L is the Nyquist wavenumber. We
test the splicing method by considering three k regimes,
each corresponding to the range, k < kmin,25, kmin,25 < k <
kNy,100/4 and k > kNy,100/4, respectively, where kmin,25(=
2π/25 h−1Mpcc) is the minimum k for L = 25 h−1Mpcc
and kNy,100(= 512π/100 h−1Mpcc) the Nyquist wavenum-
ber of (100 h−1Mpcc , 2 × 5123) simulation. For the range
k < kmin,25, P
1D
F,100,512
(k) is considered as a reference and
P1D
F,25,512
(kmin,25)/P1DF,25,128(kmin,25) as k-independent correc-
tion factor, and the splicing method is expressed as:
P1DF (k) = P1DF,100,512(k) ×
P1D
F,25,512
(kmin,25)
P1D
F,25,128
(kmin,25)
. (A1)
For kmin,25 < k < kNy,100/4, the effective k ranges of each sim-
ulation are overlapped and the splicing method is expressed
as:
P1DF (k) = P1DF,100,512(k) ×
P1D
F,25,512
(k)
P1D
F,25,128
(k)
. (A2)
For k > kNy,100/4, P1DF,25,512(k) is considered as a ref-
erence and P1D
F,100,512
(kNy,100/4)/P1DF,25,128(kNy,100/4) as k-
independent correction factor, and the splicing method is
expressed as:
P1DF (k) = P1DF,25,512(k) ×
P1D
F,100,512
(kNy,100/4)
P1D
F,25,128
(kNy,100/4)
. (A3)
We then construct the composite flux power spectrum
with (L, N) = (100 h−1Mpcc , 2 × 5123) obtained by merging
the three flux spectra of (L, N) = (25 h−1Mpcc , 2 × 323),
(L, N) = (25 h−1Mpcc , 2× 1283) and (L, N) = (100 h−1Mpcc ,
2×1283), and compare the composite flux spectrum with the
exact flux power spectra of (L, N) = (100 h−1Mpcc , 2×5123).
In Fig. A1, we illustrate the goodness of splicing at z = 3.0
for the CDM model. The error of splicing method is at most
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Figure A1. Test of the splicing method for the CDM model.
The pink line is the exact transmitted flux power spectra from
(100 h−1Mpcc, 2 × 5123) simulation and the red line is the spliced
transmitted flux power spectra composite flux power spectra from
(100 h−1Mpcc, 2 × 1283), (25 h−1Mpcc, 2 × 1283) and (25 h−1Mpcc,
2× 323) simulations. The vertical lines are the range of the BOSS
data in use.
8% at every redshift over the entire k-range of interest. The
errors in other redshifts are comparable to this characteristic
value.
APPENDIX B: NUMERICAL CONVERGENCE
As our ψDM model simulations are based on the CDM-
hydro simulation with modified initial matter power spectra
(see Sec. 2.2), the convergence test for the CDM simulation
alone should adequately reflect the convergence behaviours
of the simulated flux power spectra of all dark matter mod-
els. We choose P1D
F,25,512
(k) as the reference spectrum and
define (±σBOSS(k)/P1DF,25,512(k)) + 1 as the normalized data
uncertainty, where σBOSS is the 1 − σ uncertainties of the
BOSS data. We show the convergence test at z = 3.0 in Fig.
B1, where the relative flux power spectra of (25 h−1Mpcc,
2 × 1283) and (25 h−1Mpcc, 2 × 2563) simulations are shown
along with the normalized data uncertainty. It is clear that
the (25 h−1Mpcc, 2 × 2563) flux power spectrum is within
1σBOSS and converges to within ∼ 5 percent of the refer-
ence spectrum. Linearly extrapolating P1D
F,sim
(k)/P1D
F,ref
(k) − 1
in log-space, it follows that the difference between the flux
power spectra of (25 h−1Mpcc, 2 × 5123) and (25 h−1Mpcc,
2 × 10243) simulations is within 0.2σBOSS. This amount of
simulation errors may somewhat enhance the total χ2 listed
in Table 1, but a quantitative estimate of the enhancement
is nontrivial to assess.
APPENDIX C: SAMPLE LYα ABSORPTION
SPECTRA
We here show a set of sample simulated spectra (z = 2.2, 3.2
and 4.4) of different models along the same line of sight in
Fig. C1, with which Fourier transform is performed to obtain
flux power spectra and the average power spectrum over 105
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Figure B1. Convergence test in the CDM at z = 3.0, where we
choose the transmitted flux power spectrum of the (25 h−1Mpcc,
2× 5123) simulation as the reference. The blue line, the green line
and the pink line are the transmitted flux power spectra from
(25 h−1Mpcc, 2 × 5123), (25 h−1Mpcc, 2 × 2563) and (25 h−1Mpcc,
2 × 1283) simulations, respectively. The black dash line represents
the normalized 1σ uncertainties measured in the BOSS data and
the vertical red lines are the range of the BOSS data in use.
samples is to be compared with the BOSS data. From indi-
vidual Lyα spectra at z = 2.2 and 3.2, it is difficult to detect
any systematic difference among different models, partly be-
cause the lack of neutral hydrogen at these redshifts renders
the absorption feature less prominent and partly because dif-
ferent models have already been highly evolved which erases
the feature of the initial matter power spectrum. By contrast
at z = 4.4, the substantially more abundant neutral hydro-
gen makes the absorption feature more distinct and the dark
matter is less evolved than low redshifts. We can clearly see
that the CDM model has large variations in the absorption
spectrum than the two ψDM models, where low absorption
regions tend to have lower absorption and high absorption
regions tend to have higher absorption, indicative of a more
clumpy universe for the CDM model. It also demonstrates
that high-z Lyα forest data are crucial for probing the dif-
ference in initial power spectra of different models.
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Figure C1. Simulated spectra for EA2.5, FPψDM and CDM at
z = 2.2, 3.2, 4.4.
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