A simple stochastic mechanism that produces exact and approximate power-law distributions is presented. The model considers radially symmetric Gaussian, exponential and power-law functions in n = 1, 2, 3 dimensions. Randomly sampling these functions with a radially uniform sampling scheme produces heavy-tailed distributions. For two-dimensional Gaussians and one-dimensional exponential functions, exact power-laws with exponent −1 are obtained. In other cases, densities with an approximate power-law behaviour close to the origin arise. These densities are analyzed using Padé approximants in order to show the approximate power-law behaviour. If the sampled function itself follows a power-law with exponent −α, random sampling leads to densities that also follow an exact power-law, with exponent 1 n α − − . The presented mechanism shows that power-laws can arise in generic situations different from previously considered specialized systems such as multi-particle systems close to phase transitions, dynamical systems at bifurcation points or systems displaying self-organized criticality. Thus, the presented mechanism may serve as an alternative hypothesis in system identification problems.
Introduction
Across scientific disciplines, heavy-tailed and in particular, power-law distributed quantities have received spe- cial attention due to their association with phenomena such as phase transitions, self-organized criticality and fractal patterns in space and time [1] - [5] . Power-laws are often contrasted with exponential and Gaussian distributions that typically occur in spatiotemporal correlation functions and as distributions of characteristic quantities in standard equilibrium kinetics [1] [6] . However, there exists no unique mechanism for the generation of power-law behaviour [2] [6]- [9] . Therefore, in the context of system identification, the occurrence of a powerlaw cannot be used to infer the mechanisms governing the generating process. We here present a simple mechanism producing exact and approximate power-law distributions. In the presented model, Gaussian, exponential and power-law functions in one, two and three dimensions are uniformly random-sampled. The resulting amplitude distributions of the random samples show exact and approximate power-law functional forms. Exact power-law distributions with exponent −1 are obtained for one-dimensional exponential and two-dimensional Gaussian distributions. Generalized power-laws with arbitrary scaling exponents are obtained from randomly sampled power-law functions. The presented mechanism can easily be imagined to occur in diverse experimental settings where a sensor at a fixed location samples a signal, of Gaussian shape for instance, which occurs at a random distance of the sensor site. Given this generic mechanism for the generation of power-law distributions, our model may serve as an alternative mechanism to be accounted for whenever a power-law distribution is found in an experimental setting.
Background
Let :
x Ω   be a random variable over
represents the Borel sets over  and let ( ) P x be the probability density of x . By conservation of probability, for any monotonous, differentiable transformation
, the density ( ) P y is obtained from the random variable transformation theorem [10] :
is the continuous derivative of the inverse of ( ) y x . In the following, ( ) y x will be one of the functions ("signal shapes") to be randomly sampled, i.e. a Gaussian, an exponential or a power-law function in one, two or three dimensions. In higher dimensions, these functions are assumed to follow the given law in any direction, i.e. to have radial symmetry. In the context of this article, x represents the radial variable, commonly denoted as r , in polar or spherical coordinates. We choose the following representations, valid in any dimension. Gaussian:
Power-law:
For the shape parameters it is assumed that , , , 0
Assuming a radially uniform sampling on
, we obtain the following expressions for ( )
Padé approximants of the transformed densities ( ) P y were calculated with the CAS maxima (http://maxima.sourceforge.net/).
Randomly Sampled Gaussian, Exponential and Power-Law Functions

Gaussians
We assume radially symmetric Gaussian functions in one, two and three dimensions. The radial distribution in arbitrary dimensions is given by (1.2). Let us now assume the Gaussian function is randomly sampled with the radially uniform sampling scheme (1.5), where the sampling volume is given by R B . The function 
We observe an exact power-law distribution ( ) 1 
P y y
−  with power-law exponent 1 − in 2 n = dimensions. Figure 1 shows the randomly sampled densities y in 1, 2, 3 n = dimensions.
Exponentials
In this section, radially symmetric exponential shapes as given by (1.3) in 1, 2, 3 n = dimensions are analyzed. The exponential defines a continuous, bijective mapping
and the derivative of the inverse by
In n dimensions, random variable transformation (1.1) yields the densities ( ) In the exponential case, an exact power-law distribution ( ) P y with exponent 1 − is obtained in one dimen-sion (in n = 1). In 2,3 n = dimensions, the distributions ( ) P y approximately follow a power-law for 0 y → . This behaviour is visualized in Figure 2 and analyzed quantitatively using Padé approximants further below. Figure 2 shows the randomly sampled densities ( ) P y in n dimensions.
Power-Laws
Finally, we ask which amplitude distribution ( ) . Figure 3 shows the randomly sampled densities ( ) P y .
Padé Approximants
In Figure 1 and Figure 4 , an approximate power-law behaviour of ( ) P y is observed for small values of y .
In order to quantify this behaviour, we computed Padé approximants of order ( ) 1,1 of the densities ( ) P y [11] . The approximants were calculated from the Taylor expansions of ( ) P y at the left border of the codomain of ( ) y x . For first order approximations, the densities ( ) P y can be approximated by functions of the form a by c + . As derived above, sampling a Gaussian in two dimensions or an exponential in one dimension, exact power-laws with exponent 1 − are obtained. In these cases, the Padé approximants yield the exact result. In the other cases, the Padé approximants yield functions that follow the density ( ) P y close to the origin. The Padé coefficients are given in Table 1 .
A Numerical Example
A small numerical example is presented to illustrate the connection between the theoretically derived results and possible implications for experimental data. Consider an experiment where Gaussian shaped signals occur at a random distance x to a fixed sensor. This situation is illustrated in the left panel of Figure 3 , with the sensor ( ) S at the center. In analogy to the analytical derivations, all events are assumed to occur within a two-dimensional disc of radius R . The amplitude y of the event measured at site S depends on the random distance x between the sensor and the center of the event (dashed line). We simulated 4 10 n = events at random distances from S and recorded the amplitude y as measured at S. The right panel of Figure 4 shows the resulting empirical distribution (blue circles) in double logarithmic coordinates. The linear shape suggests a power-law behaviour of the distribution. Estimating the exponent yields ˆ0.985 α = − (fitted distribution as black solid line 
Discussion
In the present work, a simple mechanism for the generation of power-law distributions is derived. The idea is 
based upon a realistic scenario in experimental sciences. A signal of a given shape, e.g. a Gaussian or an exponential, is measured by a sensor at a random distance x to the signal maximum. Random sampling arises when the Gaussian or exponentially shaped signal occurs randomly distributed across space (with density ( ) P x ) and the sensor resides at a fixed site. Our derivation shows that two-dimensional Gaussians and one-dimensional exponentials lead to exact power-law densities with exponent 1 − and that approximate power-law densities arise in other dimensions. Indeed, this mechanism has been observed experimentally in dynamic fluorescence microscopy of subcellular calcium currents [12] . The result is of interest as it provides a simple and realistic mechanism that produces exact power-laws. Power-laws are often associated with specialized mechanisms such as phase transitions in complex systems, bifurcation points of dynamical systems or systems displaying selforganized criticality and relatively few authors have considered alternative mechanisms [6] . The mechnism presented here is generic and may serve as an alternative hypothesis in cases where power-law distributions are observed in experimental settings.
