We present a minimum distance approach for conducting hypothesis testing in the presence of potentially weak instruments. Under this approach, we propose size correct tests for limited dependent variable models with endogenous explanatory variables such as endogenous Tobit and probit models. Additionally, we extend weak instrument tests for the linear IV model by allowing for variance-covariance estimation that is robust to arbitrary heteroskedasticity or intracluster dependence. We invert these tests to construct confidence intervals on the coefficient of the endogenous variable. We also provide a postestimation command for Stata called ivtest for computing the tests and estimating confidence intervals.
Introduction
In this article, we present an indirect method for performing hypothesis testing based on the classical minimum distance approach. This method allows us to develop two extensions to the current set of weak-instrument robust tests that are available for linear instrumental-variables (IV) models. The first extension allows one to perform sizecorrect inference for a class of limited dependent variable (LDV) models that includes the endogenous tobit and probit models. The second extension allows size-correct inference with the linear IV model when dealing with covariance matrices with arbitrary heteroskedasticity or intracluster dependence.
There exists vast literature dealing with inference in the linear IV model when instruments are weak (see Stock, Wright, and Yogo [2002] for a review). When instruments are weak, point estimators are biased and Wald tests are unreliable. There are several tests available for linear IV models that have the correct size even when instruments are weak. These include the Anderson-Rubin (AR) statistic (Anderson and Rubin 1949) , the Kleibergen-Moreira Lagrange multiplier (LM) test (Moreira 2003; Kleibergen 2007) , the overidentification (J) test, and the conditional likelihood-ratio (CLR) test. Implementing weak-instrument tests Concern about weak identification is not isolated to linear IV models. Identification issues also arise in the popular class of LDV models with endogenous explanatory variables. The endogenous tobit and endogenous probit models are two examples of these models (the ivtobit and ivprobit commands in Stata).
Extending the weak-instrument robust tests from the linear IV case to the LDV models is not straightforward. In the LDV models, the untested (nuisance) parameters are not separable from the structural parameters. As such, the orthogonal transformation that projects nuisance parameters out from the tests in the linear IV is not valid in the LDV case.
Fortunately, for this particular class of LDV models, the structural model also has a reduced-form representation. Consequently, inference on the structural parameter can be conducted indirectly by testing the restrictions on the reduced-form coefficients imposed by the underlying relationship between the structural and reduced-form parameters. Magnusson (2008a) describes this method of conducting inference under weak identification as the minimum distance approach. Our proposed tests for the endogenous variable coefficient have the correct size regardless of whether the identification condition holds.
Working with the reduced-form models also allows us to relax the homoskedastic assumption used in other implementations of the tests (e.g., the condivreg command of Moreira and Poi [2003] and Mikusheva and Poi [2006] ). This is possible because the asymptotic behavior of our tests is derived from the reduced-form parameters estimator. In the linear IV model, this property allows us to use the heteroskedasticrobust variance-covariance matrix estimate as the reduced-form parameters covariance matrix. The same method allows us to deal with covariance matrices with cluster dependence. Some of these tests are asymptotically equivalent to those proposed by Chernozhukov and Hansen (2008) , who also use a reduced-form approach.
Once we compute the statistical tests, we derive confidence intervals by inverting them. This guarantees that our confidence intervals have the correct coverage probability despite the instruments' strength or weakness. For the linear IV model under homoskedasticity, the existence of a closed-form solution for confidence intervals has been shown by Dufour (2003) for the AR test and by Mikusheva (2005) for the LM and CLR tests. However, their methods do not extend to nonlinear models or models with nonspherical residuals, so we use a grid search for estimating confidence intervals for the other models.
Because our tests are not model specific, we propose just one postestimation command for Stata, called ivtest. The command tests the simple composite hypothesis H 0 : β = β 0 against the alternative H a : β = β 0 using five statistics: AR, LM, J, the combination of LM and J, and CLR. The command will also compute the confidence intervals based on these statistics. ivtest can be used after running ivregress, ivreg2, ivprobit, or ivtobit in Stata with one endogenous variable.
In the next section, we present a brief description of our tests. Then we present a general algorithm for implementing them. Next we discuss the command syntax of our postestimation command, ivtest, and provide examples of its use. Finally, we show results from Monte Carlo simulations we performed using the ivtest command.
2 Weak-instrument robust tests in LDV models: A minimum distance approach 2.1 Setup
We start by considering a class of models that includes both typical two-stage leastsquares models and LDV models. Suppose there exists a model that satisfies the following structural form representation:
where y * i is a latent endogenous variable and x i is a continuously observed endogenous explanatory variable; w i and z i are, respectively, vectors of included and excluded instruments with dimensions 1 × k w and 1 × k z ; and the residuals u i and v i are independently distributed. Rather than observing y * i , we observe
where f is a known function. This representation is compatible with the class of LDV models in this study. For the endogenous tobit model, let d lb and d ub be, respectively, the lower and the upper bound. So, we have
For the endogenous probit, we have y i = 0 if y * i ≤ 0 and y i = 1 if y * i > 0. In particular, when y i = y * i we have the well-known linear IV model. Our goal is to test H 0 : β = β 0 against H a : β = β 0 . However, whereas the coefficient γ can be concentrated out of the linear IV model, this is not possible under a more general specification, so the available tests are inappropriate.
An unrestricted reduced-form model derived from (1) is
where ǫ i = v i β + u i . The restrictions imposed by the structural model over the reducedform parameters give us the following relation:
and I kz is a k z × k z identity matrix. Assuming that some regularity conditions hold under the null hypothesis, we have
independent of whether the instruments are weak (see Magnusson [2008a] for more details). From (4) and (5), we have
It is well-known that the LM MD test suffers from a spurious decline of power at some regions of the parameter space. In those regions, the J MD test approximates the AR MD test, which always has discriminatory power. We combine the LM MD and J MD tests to rule out regions where the LM MD test behaves spuriously. For example, testing H 0 : β = β 0 at the 5% significance level could be performed by testing the null at the 4% significance level with the LM MD test and at the 1% significance level with the J MD test. We reject the null if either K MD or J MD is rejected. We call this combination test the LM-J MD test.
The minimum distance version of Moreira's (2003) conditional likelihood-ratio test is
The asymptotic distribution of the CLR MD is not pivotal and depends on rk(β 0 ). The critical values of this test are calculated by simulating independent values of χ 2 (1) and χ 2 (k z −1) for a given value of rk(β 0 ). This approach is not satisfactory because accuracy demands many simulations, which can be computationally intensive. For linear IV models under homoskedasticity, Andrews, Moreira, and Stock (2007) provide a formula for computing the p-value function of the CLR test (which is embedded in the condivreg command). Although this is not the correct p-value function when homoskedasticity is violated, our simulations indicate that it provides a good approximation.
Two Stata packages currently provide some functionality to perform these tests. For the linear IV case under homoskedastic residuals, the condivreg command in Stata provides a set of weak-instrument robust tests (Moreira and Poi 2003; Mikusheva and Poi 2006) . Our command, ivtest, complements condivreg by offering weakinstrument robust tests for a larger class of models. For nonhomoskedastic residuals, Implementing weak-instrument tests Baum, Schaffer, and Stillman (2007) provide the AR test in the ivreg2 package. The degrees of freedom of the AR test depends on the number of instruments and not on the number of endogenous variables, so its power decreases as one increases the number of instruments. We complement this package by offering a set of tests that are valid even with many instruments.
Confidence intervals
Confidence intervals for the proposed tests are derived by inverting the statistical tests. By definition, confidence intervals derived from the AR MD , LM MD , LM-J MD , and CLR MD tests are, respectively,
where τ denotes the significance level, w 1 + w 2 = 1, and c{rk(β 0 )} is the 95th percentile of the distribution of the CLR MD tests conditional on the value of rk(β 0 ).
The weak instrument robust confidence intervals are not necessarily convex or symmetric as is the usual Wald-type confidence interval, which includes points two standard deviations from the estimated coefficient. For example, they can be a union of disjoint intervals or the real line when the instruments are completely irrelevant. The AR MD confidence interval can be empty. This occurs when the overidentifying restriction is rejected for any value of β. However, the LM MD and CLR MD confidence intervals are never empty because the continuous updating minimum distance estimate always belongs to them. 1 Dufour (2003) and Mikusheva (2005) provide closed-form solutions for obtaining confidence intervals in the homoskedastic linear IV model. In particular, Mikusheva, by solving quadratic inequalities, proposes a numerically simple algorithm for estimating confidence intervals derived from the LM MD and CLR MD tests. However, their methods are not generalized to either nonspherical residuals or models with LDV. We employ their solutions for the homoskedastic linear IV model. In the other models, we use the grid search method for generating the confidence intervals by testing points in the parameter space. Points β for which H 0 : β = β is not rejected belong in the confidence interval. The user has the option to choose the interval and the number of points in the grid search. For the LM-J MD test, the user can select the weight, w 1 , given to the LM MD . The default option is w 1 = 0.8.
1. The continuous updating minimum distance estimate is the value that minimizes the AR MD test.
It is not numerically equal to the generalized method of moments continuous updating estimate of Hansen, Heaton, and Yaron (1996) . 3 Generic algorithm for implementing minimum distance weak-instrument robust tests
The implementation of our weak-instrument robust tests takes advantage of several built-in functions of Stata. We separate our implementation into two cases: one in which residuals are homoskedastic and another in which residuals have either arbitrary heteroskedasticity or intracluster dependence.
Homoskedastic residuals
Under a homoskedastic assumption, we use the fact that
This condition is suitable, for example, if residuals are jointly normally distributed. Moreover, the assumption allows the computation of the tests by using built-in functions available in Stata (Magnusson 2008b ). The reduced-form (2) becomes
In the above representation, ε i and v i are independent by construction. The test algorithm has the following steps:
1. Estimate π z and Λ πzπz by ordinary least squares (OLS). Denote the estimated values as π z and Λ πzπz . Also compute the OLS estimated residuals:
Estimate δ z and δ w by using the following equation:
Denote the estimated values of δ z , δ w , and δ v as δ z , δ w , and δ v , respectively. For the endogenous probit model, our algorithm fixes σ εε = 1 for normalization, which is a different normalization than the default option in Stata (σ uu = 1) but the same as the Newey two-step estimator (see [R] ivprobit).
3. Save Γ δzδz , the output of the variance-covariance matrix estimate of δ z . This is not the "correct" variance-covariance of δ z because we are not adjusting for the presence of v i .
Using the same notation as in the body of the text, we have
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Heteroskedastic/clustered residuals
For heteroskedasticity or cluster dependence in the distribution of errors, we consider just the linear model. Baum, Schaffer, and Stillman (2007) provide an option using a generalized method of moments approach for autocorrelation-and heteroskedasticityrobust AR tests in the ivreg2 command. We extend this functionality for the LM MD , LM-J MD , and CLR MD tests.
The implementation is similar to the homoskedastic case. The reduced-form model is
We estimate the δ z , δ z , Λ δzδz , and Λ δzδz by running two separate regressions with the appropriate robust or cluster options. The covariance term Λ δzδz has the general sandwich formula
the matrix that projects Z to the orthogonal space spanned by W . Let's denote v and e as the vectors of OLS residuals. The B matrix is given by:
For robust standard errors, z ⊥ j is a k z ×1 vector, and v j and u j are scalars. For clustered standard errors, z ⊥ j is a k z × n j matrix, and v j and u j are n j × 1 vectors, where n j is the number of observations in cluster j.
The tests obtained here and by Chernozhukov and Hansen (2008) are closely related. They work with the following regression model:
A simple t test, γ/s b γ , is the same as testing H 0 : β = β 0 , where γ is the OLS estimator derived from (7) replacing β with β 0 . Our AR test and the AR test of Chernozhukov and Hansen (2008) are identical. Our LM test, however, is only asymptotically equivalent to theirs; they are slightly different in small samples. 4 The ivtest command
The software package accompanying this article contains a Stata command, ivtest, to implement the tests discussed above after using the ivregress, ivreg2, ivprobit, or ivtobit command.
Command description
For ivregress and ivreg2, ivtest supports limited-information maximum likelihood and two-stage least-squares models (the liml and 2sls options of ivregress, respectively), as well as vce(robust) and vce(cluster clustvar) options for variancecovariance estimation. For ivprobit and ivtobit, ivtest supports all variancecovariance estimation options except the vce(robust) and vce(cluster clustvar) options. Weights are allowed as long as they are supported by the appropriate IV command.
ivtest calculates the minimum distance version of the AR test statistic. When the IV model contains more than one instrumental variable, ivtest also conducts the minimum distance versions of the CLR test, the LM test, the J overidentification test, and a combination of the LM multiplier and overidentification tests (LM-J). As a reference, ivtest also presents the Wald test.
The AR test is a joint test of the structural parameter and the overidentification restrictions. The AR statistic can be decomposed into the LM statistic, which tests only the structural parameter, and the J statistic, which tests only the overidentification restrictions. (This J statistic, evaluated at the null hypotheses, is different from the Hansen J statistic, which is evaluated at the parameter estimate.) The LM test loses power in some regions of the parameter space when the likelihood function has a local extrema or inflection. In the linear IV model with homoskedasticity, the CLR statistic combines the LM statistic and the J statistic in the most efficient way, thereby testing both the structural parameter and the overidentification restrictions simultaneously. The LM-J combination test is another approach for testing the hypotheses simultaneously. It is more efficient than the AR test and allows different weights to be put on the parameter and overidentification hypotheses. The CLR test is the most powerful test for the linear model under homoskedasticity (within a class of invariant similar tests), but this result has not been proven yet for other IV-type estimators, so we present all test results.
ivtest can also estimate confidence intervals based on the AR, CLR, LM, and LM-J tests. With ivregress there is a closed-form solution for these confidence intervals only when homoskedasticity is assumed. More generally, ivtest estimates confidence intervals through test inversion over a grid. The default grid is twice the size of the confidence interval based on the Wald test. As a reference, ivtest also presents the Wald confidence interval. Implementing weak-instrument tests
Syntax
The following is the command syntax for ivtest:
ivtest , null(#) lmwt(#) small ci grid(numlist) points(#) gridmult(#) usegrid retmat level(#)
The options for ivtest relate to testing and confidence-interval estimation.
Testing options null(#) specifies the null hypothesis for the coefficient on the endogenous variable in the IV model. The default is null(0). lmwt(#) is the weight put on the LM test statistic in the LM-J test. The default is lmwt(0.8).
small specifies that small-sample adjustments be made when test statistics are calculated. The default is given by whatever small-sample adjustment option was chosen in the IV command.
Confidence-interval options
ci requests that confidence intervals be estimated. By default, these are not estimated because grid-based test inversion can be time intensive.
grid(numlist) specifies the grid points over which to calculate the confidence sets. The default grid is centered around the point estimate with a width equal to twice the Wald confidence interval. That is, if β is the estimated coefficient on the endogenous variable, σ β is its estimated standard error, and 1 − α is the confidence level, then the default endpoints of the interval over which confidence sets will be calculated are β ± 2z α/2 σ β . With weak instruments, this is often too small of a grid to estimate the confidence intervals. grid(numlist) may not be used with the other two grid options: points(#) and gridmult(#). If one of the other options is used, only input from grid(numlist) will be used to construct the grid.
points(#) specifies the number of equally spaced values over which to calculate the confidence sets. The default is points (100). Increasing the number of grid points will increase the time required to estimate the confidence intervals, but a greater number of grid points will improve precision.
gridmult(#) is another way of specifying a grid to calculate confidence sets. This option specifies that the grid be # times the size of the Wald confidence interval. The default is gridmult(2).
usegrid forces grid-based test inversion for confidence-interval estimation under the homoskedastic linear IV model. The default is to use the analytic solution. Under the other models, grid-based estimation is the only method.
retmat returns a matrix of test results over the confidence-interval search grid. This matrix can be large if the number of grid points is large, but it can be useful for graphing confidence sets.
level(#) specifies the confidence level, as a percentage, for confidence intervals. The default is level(95) or as set by set level. Because the LM-J test has no p-value function, we report whether the test is rejected. Changing level(#) also changes the level of significance used to determine this result: [100-level(#)]%.
Examples: Married female labor market participation
We demonstrate the use of the ivtest command in a set of applications with the data from Mroz (1987) , available from the Stata web site at http://www.stata.com/data/jwooldridge/eacsap/mroz.dta. These examples are related to married female labor supply and illustrate the differences between robust and nonrobust inference when instruments are potentially weak.
Example 1: Two-stage least squares with unknown heteroskedasticity
In this example, we estimate a two-stage least-squares model with Stata's ivregress command using the robust variance-covariance estimation option to account for arbitrary heteroskedasticity. We regress working hours (hours), on log wages (lwage), other household income in logs (nwifeinc), years of education (educ), number of children less than 6 years old (kidslt6), and the number of children at least 6 years old (kidsge6). As instruments for the wage, we use labor market experience (exper) and its square (expersq), and father's and mother's years of education (fatheduc and motheduc). We consider the subsample of women who are participating in the labor market and have strictly positive wages.
(Continued on next page) The confidence intervals derived from weak-instrument robust tests are wider than the Wald confidence interval, indicating that instruments are not strong and that point estimates are biased. The negative values of the LM confidence set are discarded in the LM-J confidence interval, indicating the spurious behavior of the LM test in that part of the parameter space. The above result suggests a positive effect of wages on the labor supply, but ivtest is unable to predict the magnitude of the effect.
Example 2: Endogenous probit
Next we estimate a model of labor force participation for the married women in the sample. The binary variable inlf equals one if the woman is in the labor market and zero otherwise. The endogenous explanatory variable is nonwife household income, which is instrumented by husband's hours of work (hushrs), father's education, mother's education, and the county-level unemployment rate (unem). As exogenous variables, we Implementing weak-instrument tests include education, years of labor market experience, experience squared, number of children less than 6 years old, number of children at least 6 years old, and a dummy for whether the individual lives in a metropolitan area (city). ...............................................  50  ..................................................  100  ..................................................  150  ..................................................  200  ................................................. . In the endogenous probit model, the ivtest command uses the normalization of Newey's minimum chi-squared estimator, σ ε = 1 in (6), which is different from the default normalization used in maximum likelihood estimation, σ u = 1 in (1) (see [R] ivprobit for further explanation). Therefore, the confidence intervals produced by ivtest and the maximum-likelihood version of ivprobit are not comparable.
In this example, although one instrument, husband's hours of work, has a first-stage t statistic greater than 4, the confidence intervals produced from the weak-instrument tests are significantly larger than the nonrobust Wald confidence interval; for example, the LM-J confidence interval is 50% larger than the Wald confidence interval. Thus the presence of only one strong instrument in the first stage among other weaker ones does not imply that classical inference is correct. Implementing weak-instrument tests
Example 3: Endogenous tobit
In the following example, we estimate an endogenous tobit model with Stata's ivtobit command. We regress hours of work, including the many observations in which the woman does not supply labor, on the same regressors as in the previous example.
. ivtobit hours educ exper expersq kidslt6 kidsge6 city (nwifeinc = hushrs > fatheduc motheduc unem), ll (0) [-136.876,-5.17009] Note: Wald test not robust to weak instruments. Confidence sets estimated for 500 points in [-992.966, 850.92 ].
After the ivtest command, we have requested two ivtest options related to confidence estimation: points(500) and gridmult (14), which specify that confidence set estimation should be performed on a grid of 500 points over a width of 14 times the Wald confidence interval (centered around the IV point estimate). 3
Here we obtain similar results to the ones in the endogenous probit example. While the estimated confidence sets are generally consistent with a negative effect of nonwife income on labor supply, the estimated confidence sets from the weak-instrument tests are wider than the Wald confidence interval. The performance of the Wald test with weak instruments (π = 0.1) is similar to the previous case: it overrejects the null hypothesis when the errors in the two equations are moderately or highly correlated (ρ = 0.5 or ρ = 0.8), and underrejects the null hypothesis when the simultaneity is low (ρ = 0.1). For the case of strong instruments (π = 1), the tests have similar nominal sizes.
In table 2, we present the result from some Monte Carlo simulations for the linear IV model when the errors have intracluster dependence. 6 We experimented with different combinations of overall sample sizes (N ), number of clusters (G), and resulting cluster sizes (M g ). In general, asymptotics related to cluster-robust variance-covariance estimation apply only to the case when the cluster sample sizes are small and the number of clusters goes to infinity. In our simulations, we find that this is true for the weak-instrument robust tests as well.
5. We generated this heteroskedasticity by multiplying homoskedastic errors by an independently drawn uniform random variable between zero and two-separately for each equation error. 6. Within clusters, errors were drawn from a multivariate normal distribution with a nondiagonal covariance matrix. The off-diagonal blocks are multiplied by the cross-equation correlation coefficient. Across clusters, the errors are independent. In the first six simulations, with 400 observations split into 100 clusters, the weakinstrument robust tests slightly overreject the null hypothesis, having a nominal size between 5% and 8%. This holds with weak or nonweak instruments. The Wald test, however, has a less predictable pattern; it consistently underrejects when instruments are weak but has the correct size when instruments are not weak. In the second six simulations, with 500 observations split into 50 clusters (an example consistent with many applications that use cross-sectional data from U.S. states), the weak-instrument robust tests also overreject, but their performance is still closer to the correct size than the Wald tests when instruments are weak.
We also conducted simulations with larger and smaller numbers of clusters and different numbers of observations within cluster. We found that the number of clusters is Table 3 . Size (in percent) for testing H 0 : β = 0 at the 5% significance level in the endogenous probit model and H 0 : β = 0.5 at the 5% significance level in the endogenous tobit model
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With any value of the simultaneity parameter, we find that the Wald test performs poorly when the instruments are weak (π = 0.1) in both the endogenous probit and tobit models. Surprisingly, the rejection probability for the Wald test in the endogenous probit model with weak instruments is above 30% independent of the degree of simultaneity, which contrasts with patterns observed in the linear IV and endogenous tobit models. 9 Regardless of the strength or weakness of the instruments, our tests are estimated to have rejection rates between 3.5% and 6.3%, close to the correct size of 5%.
