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Abstract
Disasters are catastrophic events that cause great damage or loss of life. In disasters,
communication services might be disrupted due to damage to the existing network
infrastructure. Temporary systems are required for victims and first responders, but
installing them requires information about the radio environment and available spec-
trum. A cognitive radio (CR) can be used to provide a flexible and rapidly deployable
temporary system due to its sensing, learning and decision-making capabilities. This
thesis initially examines the potential of CR technology for disaster response networks
(DRN) and shows that they are ideally suited to fulfill the requirements of a DRN.
A software defined radio based prototype for multiple base transceiver stations based
cellular network is proposed and developed. It is demonstrated that system can sup-
port a large number of simultaneous calls with sufficient call quality, but only when the
background interference is low. It is concluded that to provide call quality with accept-
able latency and packet losses, the spectrum should be used dynamically for backhaul
connectivity.
The deployment challenges for such a system in a disaster include the discovery of the
available spectrum, existing networks, and neighbours. Furthermore, to set up a net-
work and to establish network services, initially CR nodes are required to establish a
rendezvous. However, this can be challenging due to unknown spectrum information,
primary radio (PR) activity, nodes, and topology. The existing rendezvous strategies
do not fulfill the DRN requirements and their time to rendezvous (TTR) is long. There-
fore, we propose an extended modular clock algorithm (EMCA) which is a multiuser
blind rendezvous protocol, considers the DRN requirements and has short TTR. For
unknown nodes and topologies, a general framework for self-organizing multihop co-
operative fully blind rendezvous protocol is also proposed, which works in different
phases, can terminate when sufficient nodes are discovered, and is capable of dissem-
inating the information of nodes which enter or leave a network. A synchronization
mechanism is presented for periodic update of rendezvous information. An informa-
tion exchange mechanism is also proposed which expedites the rendezvous process.
In both single and multihop networks, EMCA provides up to 80% improvement in
terms of TTR over the existing blind rendezvous strategies while considering the PR
activity. A simple Random strategy, while being poorer than EMCA, is also shown to
outperform existing strategies on average.
To achieve adaptability in the presence of unknown PR activity, different CR operating
policies are proposed which avoid the channels detected with PR activity to reduce
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the harmful interference, provide free channels to reduce the TTR, and can work with
any rendezvous strategy. These policies are evaluated over different PR activities and
shown to reduce the TTR and harmful interference significantly over the basic Listen
before Talk approach. A proactive policy, which prefers to return to channels with
recent lower PR activity, is shown to be best, and to improve the performance of all
studied rendezvous strategies.
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Chapter 1
Introduction
Disasters are the unpredictable and unavoidable events which cause loss of life and
damage to infrastructure. In the first six months of 2017 alone, a total of 149 disas-
ters occurred in 73 countries, which resulted in 3,162 deaths and more than 80 million
people affected, and the loss due to damage was more than 32.4 billion USD [1]. In
the second half of 2017, Hurricanes Harvey, Irma, and Maria caused 207 deaths, 6.2
million affected people and losses were more than 110 billion USD [1]. According
to the Federal Communications Commision, total 364 cellular sites were damaged out
of 7804 (i.e., 4.7%) cellular sites in different counties (in USA) affected by Hurri-
cane Harvey [2]. In some counties, the cell outage percentage was reported as 94.7%
and 84.6%, like Aransas and Refugio [2], as shown in Figure 1.1. Disasters cannot
be prevented, but their effects and damages can be reduced with proper disaster pre-
paredness and timely response. The preparedness activities include the usage of early
warning systems, effective evacuation strategies, disaster resilient infrastructure (in-
cluding telecommunication) etc. Timely response is also crucial and can be assisted by
restoring telecommunication infrastructure in the first 24 hours. In these early hours,
the first responders must coordinate their responses, immediate casualties require as-
sistance and all affected citizens may need to access information and contact friends
and relatives. Existing access and core infrastructure may be damaged or destroyed so
to support the required services new infrastructure must be rapidly deployed and inte-
grated with undamaged resources still in place. This new equipment should be flexible
enough to interoperate with legacy systems and heterogeneous technologies. The abil-
ity to self-organize is essential in order to minimize any delays associated with manual
configuration. Finally, it must be robust and reliable enough to support mission-critical
applications.
1
1. INTRODUCTION
Figure 1.1: Percentage of cell outage due to Hurricane Harvey in August 2017 [2].
Wireless systems can be more easily reconfigured than wired solutions to adapt to
the various changes in the operating environment which can occur in a disaster sce-
nario. The existing solutions provided by the service providers to develop an efficient
response require pre-configuration of the devices to perform some tasks, and operate
with a limited scope or coverage [3, 5]. In disasters, the radio environment remains
unknown until explored and physical access may be difficult. An autonomous and
rapidly deployable system is required to explore the radio environment and provide
timely communication services that must fulfill some unique requirements like rapid
deployment, spectrum agility, robustness and reliability, self-organization, interoper-
ability and must provide sufficient quality of service (QoS), to reduce the network
setup delay in those crucial early hours of a disaster until a more stable system arrives.
A cognitive radio (CR) is one which can observe its operating environment, make
decisions and reconfigure in response to these observations, and learn from experi-
ence. It is ideally suited to fulfill the unique requirements of the disaster response
network [5]. It can initially sense and discover the available spectrum, explore exist-
ing networks in operation, can establish connections with the existing networks and
can work autonomously without much supervision, due to its opportunistic spectrum
access (OSA) and decision-making capabilities. CR-based flexible systems can be de-
ployed as an autonomous multihop backhaul network to connect two separated cellular
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base stations or can be deployed to resume the services temporarily while connecting
with a nearby survived network, as shown in Figure 1.2. However, to develop an effi-
cient response, this system must fulfill the unique requirements of a Disaster response
network (DRN) and must consider real-time deployment challenges, which includes
unknown spectrum conditions, difficult physical access, unknown existing networks,
and limited power availability.
Figure 1.2: Examples of disaster response to restore telecommunication services.
In spite of these deployment challenges, to set up a network, the initial and foremost
challenge is to discover the spectrum environment and other nodes i.e., to establish a
rendezvous among different nodes. However, establishing a rendezvous among nodes
can also be challenging when nodes don’t know initially about the available spectrum,
channels on which other nodes operate, and the primary radio (PR) occupancy. This,
in general, is referred in the literature as a blind rendezvous problem. The existing
blind rendezvous protocols are designed to provide a guarantee of rendezvous (under
idealised conditions of no PR or interference activity in their channel space), but re-
quire long time to rendezvous due to their longer rendezvous cycles lengths (channel
hopping length until new parameters are selected to achieve rendezvous) and they do
not consider the PR activity. Disasters are special events which makes a rendezvous
problem more challenging due to the unknown physical and radio environment. The
existing blind rendezvous protocols are not considering a fully unknown radio envi-
ronment and therefore they can not be directly applicable to DRNs.
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The fully blind rendezvous strategy should be able to establish rendezvous among
nodes which might not be in the direct range of each other; should be adaptive and self-
organizing; should reduce the time to rendezvous to reduce the network set up delay
and must not create harmful interference towards the PR system. It also must be able to
be aware when to stop and when to start the rendezvous process to accommodate the
different nodes entering or leaving the network. They must achieve synchronization
among each other to communicate after a rendezvous process is finished to update
and disseminate the neighbour information across the network to help establish other
network services in a timely manner.
IEEE 802.22 [6] allows a CR to operate on licensed bands if they fulfill some con-
ditions, which includes not to use a channel which is detected with PR activity and
to avoid using it for some time. The existing literature on blind rendezvous do not
consider these suggestions for CR operation and so its impact is still unknown. The
spectrum regulators have already encouraged the use of policy-based radios. These
radios can be put in a place to operate under certain conditions and at the same time
provide required QoS. They can also be helpful in avoiding some bands completely,
(e.g., those used by emergency services) and can also be used to avoid creating the
harmful interference by limiting particular channels usage for a short or long time,
depending on their PR occupancy. Further, in disasters, any type of PR traffic can be
faced by a CR node. Therefore, it must be able to adapt according to it and achieve the
design and performance goals.
In this thesis, these issues and concerns are addressed to establish the feasibility of
DRN systems together with multihop fully blind rendezvous strategy for disaster envi-
ronments to establish other network services.
1.1 Thesis Statement
A cognitive radio based fully blind multihop rendezvous protocol with a reactive
or proactive operating policy can achieve multi-node rendezvous in unknown envi-
ronments in the presence of primary radios, which is sufficient to start establishing
network services.
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1.2 Key Contributions
To address the issues and challenges for establishing network services in an unknown
environment, this thesis makes the following contributions,
1. Identification of requirements and challenges for a CR based DRN
The key requirements are identified for a cognitive radio based DRN, based on analy-
sis of the current state of the art disaster response applications, and challenges for
satisfying these requirements are specified.
2. A software-defined radio based multihop cellular base station prototype
A software-defined radio (SDR) based multihop cellular base station prototype is pro-
posed and developed. It demonstrates the feasibility of SDR to support services like
GSM at the front-end, with enough backhaul capacity to provide sufficient QoS.
3. An Extended Modular Clock Algorithm (EMCA) based blind rendezvous pro-
tocol
To address the challenges of deployment, a blind rendezvous protocol is proposed by
extending the Modular Clock Algorithm for multiple nodes. As a base case, a single
hop network is considered in which each node is assumed to be aware of the existence
of all the other nodes in the network and all nodes are within transmission range of
each other. Due to known number of nodes, each node knows when to stop or termi-
nate its rendezvous process. However, with this known information, it also considers
the unknown channel information at each node and unknown primary radio activity.
Although it abandons the rendezvous guarantee, it can improve the rendezvous delay
by upto 89% in comparison with existing blind rendezvous strategies under different
primary user activity traffic patterns. An information exchange mechanism is also pro-
posed to expedite the rendezvous process together with a handshake mechanism.
4. Cognitive Radio operating policies
Different cognitive radio operating policies are proposed according to the suggestions
of the standard bodies to protect the PR systems from harmful interference caused
by the CRs. These policies can adapt to unknown primary radio activities, can also
reduce the harmful interference, and at the same time can also achieve the design and
performance goals by reducing the time to rendezvous.
5. A fully blind cooperative multihop rendezvous protocol
To extend the proposed EMCA (mentioned in contribution 3 for single hop network),
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for unknown number of nodes and topologies, a general framework for multihop fully
blind rendezvous protocol is proposed which can be applied to any existing rendezvous
strategy to work in the multihop environment. As nodes remain unaware of the exis-
tence of other nodes in the network initially, it is difficult to know the total number of
nodes in the network and so to terminate the rendezvous process. Therefore, each node
estimates the total number of nodes by matching its IDs with the sender’s neighbour
list IDs, and runs until all or a sufficient number of nodes are discovered. A termination
condition is also presented in which a node can terminate its rendezvous process when
it receives a termination confirmation from all of its one-hop neighbours. This can
occur only when two nodes have equal neighbour IDs. The proposed protocol works
in a self-organizing manner to start and stop when a new node enters into or leaves the
network. It works in a cooperative manner to exchange information between one-hop
neighbours to make decisions. A periodic scheduling and synchronization mechanism
is also proposed to help nodes exchange rendezvous information without running the
rendezvous process from scratch and to establish other network services.
1.3 Thesis Organization
The thesis is organized as follows:
In Chapter 2, the current state of the art solutions for disaster response networks are
examined and key requirements are identified. The applicability and suitability of
using cognitive radio technology for disaster response networks are discussed together
with issues and challenges.
Chapter 3 looks at the existing solutions for blind rendezvous with issues and chal-
lenges for a disaster response network. The CR operating policies, primary radio ac-
tivity models and cognitive radio simulators are also discussed.
In Chapter 4, a software-defined radio based multihop cellular base station prototype
is proposed and its performance is evaluated in an indoor environment.
In Chapter 5, an Extended Modular Clock Algorithm is proposed as a blind ren-
dezvous protocol for a single hop network. It is empirically analyzed on different
primary user traffic patterns.
In Chapter 6, different cognitive radio policies are proposed and incorporated with
different blind rendezvous protocols. Their performance is also evaluated over differ-
ent number of nodes, channels and their blacklisting times.
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In Chapter 7, a fully blind cooperative mulithop rendezvous framework is proposed
for an unknown number of nodes and topologies. It is analyzed also over different cog-
nitive radio operating policies, primary user activity patterns and channel blacklisting
times.
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Chapter 2
Cognitive Radio Based Disaster
Response Network: Survey, Potential
and Challenges1
2.1 Introduction
Disasters are unplanned events which cause significant damage or loss of life. They
may also knock out the existing communication networks. The damage to the net-
works, plus the increased traffic demand, hampers the recovery effort: first responders
cannot receive or relay the information they need, victims cannot report their location
or request help, and the overall response cannot be coordinated effectively. Quick re-
pair of the communication networks in the critical first period after the disaster could
provide a significant boost to the response.
There is a need to rapidly deploy a new flexible infrastructure that can provide imme-
diate services, utilize any existing network resources that are still in place, and interop-
erate with heterogeneous technologies. The offered system must be reliable and robust
enough to support the mission-critical requirements and should be able to self-organize
to minimize the delay. Many emerging services based on (2G/3G/4G) mobile systems
need to be supported, including different technologies and spectrum bands, each of
which may be required in specific locations. In addition, there is a need to discover the
extent of the damage: to assess what radio spectrum is available, and what physical
access is possible. Obtaining resources to service all of these needs separately, and
1This chapter was published in IEEE Wireless Communications [5], and is presented here with
minor modifications.
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coordinating their deployment, is a serious challenge.
A Cognitive Radio (CR) [4] can observe its operating environment, make decisions and
reconfigure in response to these observations, and learn from experience. A Cognitive
Radio Network (CRN) is formed from multiple CRs, and can adapt network-wide be-
haviour in response to the environment. CRNs offer support for heterogeneity, recon-
figurability, self-organization and interoperability with existing networks, and so offer
a promising solution for disaster response. For CRNs to be used effectively, we must
understand the requirements, enabling technologies, potential issues and challenges
associated with disaster response.
Consequently, in this chapter the focus is on the potential of CR in disaster response
for partially/fully destroyed networks. First, an overview of services and requirements
is given for a Disaster Response Network (DRN). Secondly, the suitability and poten-
tial of using CR technology for DRN is discussed. Finally, the remaining research
challenges are discussed.
2.2 Disaster Response Networks
A DRN is a communication network that is rapidly deployed in the aftermath of a
disaster, to provide necessary services after existing communications infrastructure
has been damaged. A number of different standards, technologies and services are
currently used to provide DRNs, and are examined below.
2.2.1 Disaster Response Network Planning
Different Governmental and Non-governmental organizations (NGOs) follow a disas-
ter management cycle which includes a preparedness plan/action, an initial assessment,
and an efficient/timely response. A disaster management planning describes the pro-
cess by which the Governmental and Non-governmental organizations can reduce the
losses by taking necessary steps before, during and immediately after the disaster has
occurred. The length and order of each step depend upon the intensity of the disaster.
Preparedness Preparedness phase helps in minimizing the effects of a disaster by
taking early actions like early warning systems, policies, plans, exercises, evacuation
plans and monitoring systems. It requires prior attention to gather the analysis and
preliminary actions to avoid and reduce the losses in an expectation of disaster.
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Assessment An assessment phase should start during or immediately after a disaster to
help assess the area disturbed, the victims in need of help, the ways of transportations
and the place to put camps. The network can then be assessed also for any damaged
or destroyed networks. It also includes a quick and detailed site survey, the transporta-
tion services required for communication services in need, the time required to start a
search and rescue operation or deploy a temporary communication network.
Response After the disaster has occurred, the first responders play a major role in pro-
viding the immediate response and recovery actions. The first responders can provide
immediate help to the victims by initiating a search and rescue operation. In the case
of large-scale disaster, they can setup a base camp for connectivity to outside world
and can help repair the disconnected or damaged network by putting in devices. In this
work, the focus is primarily on the disaster response/recovery networks. Based on the
initial assessment, a standalone network can be deployed, a relay network can be put
in to connect a disconnected network, or a backbone network can be deployed to serve
a particular service with a wider range and accessibility.
2.2.2 Disaster Response Network Requirements
DRN requirements have been examined and outlined by a number of national and
international bodies including the US Department of Homeland Security (DHS), the
European Telecommunication Standard Institute (ETSI) and the GSM Association
(GSMA).
The DHS Program, SAFECOM, has highlighted necessary communication services
and their operational/functional requirements for the emergency domain [7]. SAFE-
COM describes technical requirements for voice/video performance, Quality of Ser-
vice (QoS), coverage, energy consumption, robustness and recovery.
ETSI have developed a broad range of work programs for Emergency Telecommunica-
tions (EMTEL) to ensure the interoperability and interfacing of services and systems in
emergency situations. Among these is TR-102-180 which examines requirements for
communication from individuals to authorities/organizations in all types of emergen-
cies. Work program TS-102-181 outlines requirements for communication between
authorized representatives who can be involved in the responses and actions when
handling an emergency. TS-102-182 examines requirements for communications from
authorities/organizations to citizens during emergencies. TR-102-485 examines the
spectrum requirements of broadband disaster relief communications equipment and
TR-102-745 provides an overview of the user requirements for the application of re-
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configurable radio systems in the Public Safety and Disaster Response (PPDR) do-
main. The Mobile Broadband for Emergency and Safety Applications (MESA) project
was an international partnership between ETSI and the Telecommunications Indus-
try Association (TIA) which produced technical specifications for mobile broadband
technology for PPDR.
The GSMA Disaster Response Program provides a number of resources for mobile op-
erators including an overview of technical challenges and requirements associated with
preparing for and responding to disasters. The Third Generation Partnership Project
(3GPP) also aims to deliver LTE enhancements for public safety in Release 12, consid-
ering requirements for spectrum, regulation, application design, coexistence and mi-
gration strategies (VoIP and TETRA). Its two main areas for public safety applications
are proximity-based services (SP-120883) and a group communication system enabler
for LTE (SP-120876). The inclusion of self-organization capabilities (after Release 8)
is relevant to the CR research discussed here.
The key factors and considerations for a DRN are outlined in Table 2.1.
2.3 Existing Solutions
A wide range of DRN solutions are currently in use by national and international dis-
aster response organizations. These include network operators, telecommunications
equipment vendors, government agencies and non-government organizations (NGOs).
Several United Nations (UN) agencies address the need for communications following
disasters including the Office for the Coordination of Humanitarian Affairs (OCHA),
the UN office for Disaster Risk Reduction (UNISDR), the World Meteorological Or-
ganization (WMO), the International Telecommunication Union (ITU), and the World
Food Program (WFP) which leads the Emergency Telecommunication Cluster (ETC).
In this section, the existing solutions are examined and their key strengths and weak-
nesses are assessed.
2.3.1 ETC
The ETC provides vital IT and telecommunication services in the event of a disaster.
They aim to provide services (voice, data, and Internet connectivity) within 48 hours
of the disaster occurrence. The emergency team uses fly-away-kits containing equip-
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Table 2.1: DRN Requirements [5]
Requirements Description
QoS
QoS includes parameters such as availability, throughput, latency, jitter and error rate.
DRNs frequently carry mission-critical communications services for emergency first re-
sponders and so availability and performance consistency is essential. Depending on the ca-
pabilities of the deployed network, these services may include live audio and video streams
with strict limits on acceptable performance metrics. For example, VoIP calls may require
a guaranteed low bit rate with maximum packet delay of 100 ms, jitter of less than 30 ms
and packet loss of less than 1% [8]. When a DRN is deployed, service level guarantees
must be put in place based on the available resources and achievable QoS.
Robustness and Reliability
In a disaster scenario, the radio environment may be changing unpredictably, as the com-
munications infrastructure fails or is repaired, as interferers or high priority critical services
occupy the medium, and as physical changes block signals. Any DRN should be robust to
such changes, and should aim to provide continual coverage. In addition, many of the ser-
vices being supported may impose extra reliability requirements, including for example,
strict latency guarantees on video for remote medical guidance.
Coverage and Mobility
Disasters such as earthquakes, tsunamis and floods frequently affect wide geographical
areas. Hurricane Katrina affected an area of 230,000 km2 in the US in 2005. In these
situations, disaster response and management personnel require wide-area connectivity to
coordinate relief efforts. Handover between adjacent cells and differing wireless technolo-
gies may be needed to ensure seamless coverage of the affected area.
Rapid Deployment
Any delay in the response to a disaster may result in further loss of life, injury and damage.
DRNs need to be deployed and operational as soon as possible and certainly within first 24
hours following the event to support emergency first responders, permit the affected area
to be inspected and assessed and to facilitate the coordination of multiple agencies and
authorities.
Interoperability
A DRN may need to link together incompatible communications networks, for example
between different groups of emergency responders. Standalone systems can guarantee ser-
vice availability without relying on the presence of any existing infrastructure in the af-
fected area. However, the capabilities of the DRN and the types of services which it can
support may be greatly enhanced by linking into any operational infrastructure which may
be available on the ground.
Spectrum Agility
A disaster can occur in any location. In order to be deployable across a wide range of
locations and environments, a DRN needs to be capable of operating in a wide range of
different frequency bands. With sufficient spectrum agility, a DRN can be deployed without
prior knowledge and agreement about what spectrum is in use and by whom. Spectrum
agility means a DRN can be adapted to local variations in spectrum use and regulation,
making it easier to avoid the creation of harmful interference.
Self-organization
A self-organizing DRN can reduce the need for time-consuming initial configuration. As
the operating environment of a disaster area can change unpredictably, the ability of a DRN
to self-organize also reduces the need for manual reconfiguration in the event of changes in
spectrum availability, network topology, user demand etc.
Cost Effectiveness
More cost effective DRN systems can be made more readily available and deployed more
widely. In considering cost, we must look at the cost of establishing and maintaining the
DRN system in readiness for use as well as the actual cost of deploying and running that
system. In order to provide services rapidly after a disaster, expensive standalone resources
can be put in place. However, in the weeks following the event, these expensive solutions
must be transitioned to less expensive, more sustainable configurations.
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Table 2.2: DRN Capabilities in Existing Solutions Provided by Different Organiza-
tions [5]
Organisa-
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Alcatel-Lucent Broadcast MessageCenter (BMC)
Gateway for message delivery
to GSM/UMTS/CDMA/LTE
networks
Mobile sub-
scribers
Alerts and commercial
messages by Network
Operators
X X X X X X X X X
AT&T
Emergency Com-
munication Vehi-
cles (ECVs)
Broadband LAN, Wi-Fi, VoIP
connectivity, cellular cover-
age with backhaul as Mi-
crowave radio-link of 5.8 GHz
AT&T team,
relief person-
nel
Voice and data services,
communication link
with AT&T network
X X X X X X X X X
Cell on Light
Trucks (COLTs)
and Cell on Wheels
(COWs)
Portable cell site with satellite
backhaul
Relief person-
nel Cellular communication X X X X X X X X X
Cisco TacOps
Cisco Network
Emergency Re-
sponse Vehicle
(NERV)
Satellite WAN link, Wide area
application services WAAS,
Cisco 1240 Wireless AP,
Cisco 1500 Wireless Mesh
AP, Cisco 7900, 9900 video
phones and 7925 IP phones,
Call Manager, Tele Presence
for video conferencing, IPICS
land mobile radio and video
surveillance
Community,
Relief person-
nel, NGOs
Voice , video, data
and radio communica-
tion, Internet connec-
tivity, video conference
and surveillance with
satellite backhaul, wide
area coverage
X X X X X X X X X
Delorme inReach A satellite based radio
Community,
Relief person-
nel, NGOs
Positioning and mes-
sages X X X X X X X X X
Disaster Lab Tech ICT and Communi-cation Services
Internet services and commu-
nication network with satellite
link (VSAT)
Limited: Com-
munity, Relief
personnel,
NGOs
Limited: Internet ac-
cess, Wi-Fi networks,
VoIP/VPN services,
Humanitarian relief
X X X X X X X X X
Ericsson Response
Portable Mobile
Communication
Network Container
GSM/WCDMA based mobile
network
Limited: Re-
lief Personnel,
Government
organizations
Telecommunication and
ICT support X X X X X X X X X
WLAN in Disaster
and Emergency Re-
sponse (WIDER)
WLAN hotspot with VSAT as
satellite backahul
Limited: Re-
lief personnel
Intranet for information
transfer, International
voice and Internet
X X X X X X X X X
ETSI/TCCA Terrestrial TrunkedRadio (TETRA)
Private Mobile Radio (PMR)
System
Public safety
organizations,
Emergency
responders
Voice, Data Communi-
cation, Special services
(Group calls, Messag-
ing, Broadcast)
X X X X X X X X X
GVF Satellite system Satellite communication
Community,
Relief person-
nel, NGOs
Voice, data and back-
haul connectivity X X X X X X X X X
Huawei eLTE LTE+ broadband trunking so-lution
Public safety
and Relief
personnel
Voice, video and broad-
band communication,
Group calls
X X X X X X X X X
Inmarsat BGAN, Isat PhonePro Satellite communication
Community,
Relief person-
nel, NGOs
Voice, data and back-
haul connectivity X X X X X X X X X
NetHope Net-Relief-Kit Solar powered wireless router,ICT and Telecom equipments,
Community,
Relief person-
nel
Humanitarian relief
operations with limited
ICT services
X X X X X X X X X
Telecom Sans
Frontier
ICT and Telecom-
munication support
Mobile network and WLAN
with satellite solutions
(VSAT, BGAN)
Local commu-
nity, NGOs,
Relief person-
nel
ICT support, Internet
connectivity, voice, data
and satellite communi-
cation (VSAT, BGAN)
X X X X X X X X X
Vodafone Instant
Program Portable GSM BTS
GSM based network with
VSAT as Satellite backhaul
Relief worker
and victims Voice and SMS X X X X X X X X X
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ment necessary to establish communications. Other services include staff, asset and
vehicle tracking based on UHF/VHF, GSM, satellite and alerting services. For com-
munication services, they provide radio equipment which must be pre-programmed
before departure to utilize correct frequency channels for basic coverage around the
operational center. This service depends upon prior agreement with a host government
and communications regulator for spectrum usage. In data/voice connectivity services,
they provide Internet connectivity from a single point, and shared Internet connectivity
in cafes/offices for wider coverage. Services are restricted according to the available
bandwidth. Dedicated Internet backhaul can be provided via Very Small Aperture Ter-
minal (VSAT) satellite links from the affected area. They assist in providing a dedi-
cated GSM/WCDMA/LTE mobile network to be used by the responders in the disaster
area. In information management services they provide information and standards for
ICT equipment, lists of GSM providers and availability/reliability of local 2G/3G/LTE
data services. ETC provided its initial response for the Typhoon in the Philippines in
November 2013 within 24 hours. The emergency communications services provided
included Internet connectivity, VoIP, ICT help desk and radio communication around
the main operational area. They used Emerging Markets Communication’s VSAT ser-
vices to provide Internet access to WFP staff, with limited use of Broadband Global
Area Network (BGAN). A 12 km Internet link between two operational centres was
established by using microwave transmitters. Limits in capacity and disturbances in
service delivery were observed due to the frequent movement of staff and relief per-
sonnel.
2.3.2 AT&T
AT&T’s National Disaster Recovery (NDR) program aims at rapid recovery of AT&T’s
voice and data network in a disaster situation [9]. Its goals are to route telecommuni-
cation traffic and to recover communication services. In addition, the NDR team uses
mobile satellite communications for humanitarian relief. Their ECVs, COLTs, COWs
and technology trailers can be deployed to provide calling services to people in affected
areas. ECVs can use satellite links to provide broadband LAN, Wi-Fi and voice (VoIP)
connectivity for the recovery site within minutes of arrival with dedicated generators.
A 5.8 GHz microwave radio link can also be used to establish communication links
from disaster-affected areas to nearby operational sites. A satellite COLT or COW
can be utilized to provide cellular communication in areas that have lost coverage due
to a disaster. Their technology trailer contains customized telecommunication infras-
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tructure with inter-/intra-city services. In August 2011, NDR used satellite COLTS to
provide cellular services to communities in Vermont and New-York following damag-
ing floods.
2.3.3 Telecom Sans Frontier (TSF)
TSF is the first responders of the UN World Food Program. Since 17 years TSF has
been providing the emergency communication services in disaster affected area. Their
main aim is to provide response within 48 hours. Initially they start the humanitarian
calling operations and then establish the telecommunication centres to help the first
responders and also conducts the ICT assessment. These satellite based centres offer
internet access, voice communication, fax lines and IT equipment. They rely mainly on
satellite based communication system like BGAN, Mini-M, Isatophone-pro and VSAT.
TSF’s partners in disaster response are mainly UN agencies (OCHA and UNICEF),
AT&T, Vodafone foundation, Inmarsat and Eutelsat communications. The deployment
phase last until the replacement of core architecture by the government or network
operators.
2.3.4 Vodafone Instant Network Program
Vodafone foundation provides services in the area of disaster relief. Vodafone has
collaborated with TSF and Huawei to provide and ultra-portable mobile network. It
comprises of 4 suitcases, can be carried easily on flights, weighing 100 Kg, can be
deployed in 40 minutes and can provide voice and SMS services. Each case contains
an antenna, a foldable mast, an industrial computer and a BTS powered by generators.
Initially the communication is between the phones in the signal area, but it will take
a bit longer to secure the satellite connection for the worldwide connectivity. It also
works with WFP and TSF for emergency response. Vodafone mainly aims in deploying
mobile technology and volunteers to provide emergency communication and relief.
2.3.5 Ericsson Response Team
Ericsson products are customized container solution for telecommunication and data.
It provides the emergency infrastructure and provides the emergency response services.
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Ericsson supports the humanitarian organization by its network of volunteers. It pro-
vides a GSM/WCDMA mobile network container system, utilized by responders until
the original network are restored. It also provides WIDER, a WLAN for emergency
response to provide data communication. It uses APs to extend the coverage of camp
offices. It works in partnership with UN and International Federation of Red Cross
IFRC.
2.3.6 Cisco’s Tactical Operations (TacOps)
The TacOps team aims at providing IP based communication to first responders, gov-
ernment agencies and relief organisations. It provides support using rapidly deployable
satellite networks, emergency response vehicles and communication kits. It also sup-
ports research and innovation in developing standards and long term solutions.
2.3.7 NetHope
NetHope aims at providing the emergency response and humanitarian development. It
is working in partnership with Microsoft, Cisco systems, Intel and Accenture. It has
developed NetReliefKit a solar powered wireless router in collaboration with Inmarsat
to provide internet connectivity through satellite links.
2.4 Discussion on the existing solutions
Table 2.2 lists the main DRN solutions in use today and assesses each according to the
requirements outlined in Section 2.2.2. Almost all the service providers claim to reach
the site within 48 hours of the occurrence of a disaster, but deployment delays can
arise due to the need for prior device configuration, the lack of network damage infor-
mation, the need for prior government and mobile operators agreement for spectrum
utilization and customs clearance. The need here is to deploy flexible, ready-to-use and
light weight systems/devices for providing last mile connectivity. For example Voda-
fone portable BTS can be deployed easily but cannot fulfil the requirements fully as
mentioned in Table 1. Almost all listed solutions involve the use of satellite backhaul
systems to provide backend connectivity. While this is an effective approach, it is also
expensive and there is a need for flexible systems that can switch to lower-cost back-
haul connections if and when they become available. Another major problem is the
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need for coordination between different service providers and emergency responders.
Therefore, to address these issues and to deliver the levels of coordination needed, the
future systems must fulfill the unique requirements of a disaster response network.
2.5 Cognitive Radio for Disaster Response Networks
In 1999 Mitola coined the term cognitive radio and inspired a wave of research into
flexible, reconfigurable wireless systems capable of observing their operating environ-
ment, choosing appropriate strategies to achieve specific goals, executing those strate-
gies and learning from past experiences. These capabilities are especially valued in the
context of a DRN, where existing communication systems may have been destroyed
and new systems must be rapidly deployed in an operating environment about which
little may be known and which may change unpredictably. In this section, we discuss
the current state of CR technology and open issues.
A CR can change its transmitter/receiver parameters based on interaction with the en-
vironment and can make decisions based on the available information and predefined
objectives [4, 10]. Figure 2.1 outlines the key mechanisms required by a CR, and in-
dicates their relevance to DRN. All functions operate simultaneously in parallel, each
feeding into the other to adapt to changes in the operating environment. Each function
is further described below.
Figure 2.1: Key cognitive radio mechanisms for disaster response network
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2.5.1 Sense and Observe
Active neighbouring wireless systems, available spectrum and service requests can be
detected and possibly identified by observing the operating environment. Such in-
formation can be obtained through local sensing, either independently by individual
devices or cooperatively as a network of devices. It can also be obtained via databases,
either accessed remotely using a network connection or preloaded and accessed locally
on the device. In the context of a disaster scenario, a spectrum occupancy database may
not be available or may not reflect the situation on the ground, and so local sensing is
expected to play the key role. Observations may be retained to build up a map of the
operating environment, to detect patterns and to feedback into the sense/observe pro-
cess by limiting the search space for future observations.
2.5.2 Plan and Decide
Based on information obtained from the sense/observe process, the CR must then plan
a course of action. This may include deciding upon a frequency band to use for estab-
lishing network links and choosing an appropriate waveform from a range of available
options. For example, a waveform with very low out-of-band emissions may be cho-
sen when operating adjacent to a sensitive wireless system. Alternatively, a waveform
with higher out-of-band emissions but lower overhead may be chosen when operating
in the absence of neighbouring systems. The decision-making process may be limited
to individual radios or it may be a distributed process based on shared observations
among them. In the context of a disaster, the CR must decide on which services are
to be prioritised, on routing selection for linking heterogeneous systems to existing
infrastructure, and on protection for critical services, which can be considered as the
primary user of the spectrum.
2.5.3 Act and Coordinate
Once decisions have been made and a plan of action formulated, the CR system must
execute that plan by sharing and exchanging information (transmission) and service
adaptability. Where the system is commencing operation for the first time, this may
involve establishing communication links between peer nodes to form the network and
start providing services. In the event that the system is responding to a change in the
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operating environment, it may involve sharing information between peer nodes and
adapting together to improve the performance of the DRN. Again, the way in which
action is taken in the network may be informed by past experience and learned knowl-
edge about the operating environment.
2.6 Cognitive Radio Technology Today
2.6.1 Regulations
Recent years have seen significant developments by regulators to facilitate the deploy-
ment of CR technologies. Both Ofcom in the UK and the Federal Communications
Commission (FCC) in the US have moved to permit CR systems to operate in TV
White Space (TVWS) spectrum following the transition from analog to digital terres-
trial television broadcasting. TVWS is the name given to the vacant channels which
can be found at different locations due to the frequency reuse patterns adopted by the
television broadcast networks. In both the UK and the US, identification of vacant
channels is permitted using spectrum sensing or database lookup. Initial power limits
and channel detection requirements are quite stringent; however, as stated by Ofcom
in their recent consultations, these parameters may be relaxed over time according to
the levels of interference experienced. In addition to the UK and the US, regulators
in Canada, Singapore and Ireland are also planning to permit the future use of TVWS
spectrum by CR systems.
2.6.2 Standardization
As spectrum regulation has evolved to permit the deployment of CR systems, a num-
ber of wireless standards for such systems have emerged. Among these are IEEE
802.22, a Wireless Regional Area Network (WRAN) standard for rural broadband us-
ing TVWS spectrum, IEEE 802.16h, an extension of the original WiMAX standard to
support coexistence among license-exempt systems and Primary Users (PU) and IEEE
802.11af, an extension of the popular WLAN family of standards to enable deployment
using TVWS spectrum. In addition to these efforts, a royalty-free open standard called
Weightless [11] has been developed for machine-to-machine communications using
TVWS in the UK. Weightless was developed primarily by a company called Neul and
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
19 Saim Ghafoor
2. COGNITIVE RADIO BASED DISASTER
RESPONSE NETWORK: SURVEY,
POTENTIAL AND CHALLENGES 2.6 Cognitive Radio Technology Today
is currently being further developed by a special interest group with more than 1000
members worldwide.
2.6.3 Enabling Technologies
Along with policy changes enabling the deployment of CR systems, technological
developments have brought such systems closer to reality. Software Defined Ra-
dio (SDR) is the key enabler for CR systems and, in this space, both RF front-end
hardware and available software has developed considerably. Highly integrated pro-
grammable, wideband RFIC solutions such as the AD9361 from Analog Devices and
the LMS6002D from Lime Microsystems have driven the development of highly ca-
pable SDR RF front-ends from companies such as Ettus Research (a National Instru-
ments company), Nuand and Fairwaves. On the software side, a number of standards-
based solutions for general-purpose hardware have emerged. These include OpenBTS,
OsmoTRX, OsmoBTS, OpenBSC and OpenGGSN for GSM and GPRS-based net-
works. For LTE-based networks, solutions include the LTE100 eNodeB solution from
Amarisoft and the OpenAirInterface project from Eurecom. From 3GPP Release 12
and onwards, LTE Device-to-Device (D2D) Proximity Service (ProSe) is added as a
part of public safety communication. The objective is to allow devices in close prox-
imity to detect and communicate directly with each other using Sidelinks, to reduce
network load and to allow communication in areas without the network coverage [12].
Building upon these technologies are SDR-based companies offering full cellular net-
work deployments such as Vanu, Fairwaves and Range Networks. In the public safety
and military domains, the benefits of SDR-based systems have been leveraged by prod-
ucts such as the Liberty radio from Thales and the XG series from Harris, although both
radios are reconfigurable but are not compatible with each other.
2.6.4 Research Projects
The European Framework Program 7 (FP7) and U.S. National Science Foundation
(NSF) have funded projects on CR and SDR for the disaster response domain. Some of
the projects and awards are mentioned in Table 2.3. Overall research on SDR testbeds
up to now has focused primarily on Dynamic Spectrum Access (DSA) functional-
ity [13]. Mature, large scale testbeds have not yet been realized in order to fully explore
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Table 2.3: Projects Related to Cognitive Radio and Disaster Response [5]
Project Funding Body Duration Objectives
ABSOLUTE FP-7 2012-2015
The ABSOLUTE project is aiming to deliver the cognitive concepts
for dynamic spectrum management by seamless network reconfig-
urability. Another goal is to provide a rapidly deployable mobile
network to provide broadband services.
CORASAT FP-7 2012-2015 To investigate, develop, and demonstrate cognitive radio techniquesin satellite communication systems for spectrum sharing.
CREW FP-7 2010- 2015
To establish an open federated testbed platform, which facilitates
experimentally-driven research on advanced spectrum sensing, cog-
nitive radio and cognitive networking strategies in licensed and un-
licensed bands.
EULER FP-7 2009-2012 To improve the interoperability of civil forces in crisis situations us-ing the benefits provided by software defined radio (SDR).
DITSEF FP-7 2010- 2013
To provide self-organizing and robust ad-hoc communications
where the existing infrastructure is compromised and sensors for
overview and threats of the situation.
SALICE Italy NRF 2008- 2010
To identify the solutions which can be adopted in an integrated re-
configurable NAV/COM device and studying its feasibility in real-
istic scenarios. The first goal of the SALICE project is to define
the baseline scenarios and system architecture for integrated com-
munications and localization techniques, SDR NAV/COM devices,
satellite and HAPS integration in the rescue services, heterogeneous
solutions in the area of intervention.
EMPHATIC FP-7 2012-2015
To develop and demonstrate the capability of enhanced multi carrier
techniques to make better use of existing radio frequency bands in
providing broadband data services in coexistence with narrowband
legacy services. Cell based and Ad-hoc based solutions for PPDR
will be developed in it.
CNS/EARS NSF until 2014
Enhancing Access to the Radio Spectrum (EARS) aims at cognitive
and reconfigurable wireless systems. Including spectral efficiency,
reconfigurable wireless systems, security of wireless signals and
systems, coexistence with legacy systems, special-purpose wireless
systems with tests and measurements, economic model for spectrum
sharing, spectrum management techniques, network radio architec-
ture and energy efficient and robust spectrum sensing and allocation
techniques. Several projects in this scheme are aiming at large scale
heterogeneous scenarios.
CNS/RSCRN NSF 2011-2014
Robust and Secure Cognitive Radio Network project is mainly fo-
cusing on coexistence issues of secondary users with primary net-
works, operating in same frequency bands. It is also focusing on
radio resource management schemes and designing low overhead
distributed algorithms addressing security issues.
the true meaning of CR as described in [4, 13]. Aspects of the Horizon 2020 Work
Programme for 2014-2015 aim to enhance resilience against natural and man-made
disasters, including communications interoperability. H2020-DRS-18-2014 focuses
on interoperable next generation broadband radio communication systems for PPDR.
The scope of this call is to identify and analyse the common communication require-
ments for PPDR and the gaps in cooperation between organizations in Europe and
outside-Europe. H2020-DRS-19-2014 focuses on next generation emergency services
for voice/video/data/text communications using 112 products over the Internet. The
scope of this call is to gather European emergency services organisations, R&D labo-
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ratories and telecommunication-network/VoIP/software/technology providers to build
expertise in a collaborative manner.
2.7 Cognitive Radio Potential and Challenges for Dis-
aster Response Network
CR technology is already evolving for use in military and commercial domains. How-
ever, many of the capabilities enabled by the technology have significant potential for
use in future DRNs. DSA is often considered the key application of CR but there
are many other potential ways in which CR can be applied for DRN systems. Cur-
rently large scale disaster deployments with dynamic spectrum utilization still needs
research [13, 14]. In Figure 2.2, a DRN scenario is shown where NGOs and first
responders establish their initial setup in an operation centre. Static/mobile Cogni-
tive Radio Base Stations (CRBSs) can be used to provide the extended voice/data and
radio connectivity, with backend connectivity to the operation centre through these
CRBS in a multihop manner or with UAVs. The operation centre can be connected to
the global Internet via satellite/backhaul links or to other nearby base stations/disaster-
sites through multihop CRN.
In a disaster scenario, the DRN is considered as a Secondary User (SU) and the exist-
ing/partially destroyed network or any other established first reponder services a PU.
In this way, it is the responsibility of the newly-deployed DRN to avoid the creation
of harmful interference for already-existing systems. Several researchers have high-
lighted the role of PUs and SUs in a disaster situation, such as [15]. If the SU detects
a PU in the course of operation, it reconfigures its operation in order to avoid causing
interference. Below, some of the potential benefits of CR in the context of the DRN
requirements as outlined in Section 2.2.2 are examined with remaining challenges.
2.7.1 QoS
For a policy-driven CR system, QoS requirements can be used to define those policies.
As the operating environment changes, the system may need to adapt to maintain the
required QoS parameters. For a disaster scenario, it may be necessary to define mul-
tiple service levels which are driven by specific application requirements. In the event
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Figure 2.2: Response scenario for an area after communication is destroyed.
that resources are not available to provide a particular service level, the system could
then adapt to ensure that the next level is supported. One example of this could be a CR
system which operates initially using the UHF band. If the band becomes congested,
the achievable throughput might fall below the threshold required for streaming video
services. In response, the system might reconfigure to detect a vacant channel, for
example in the 2.4 GHz ISM band, and provide services using that channel instead.
To meet QoS requirements, it is important to maintain the level of reliability and end-
to-end delay minimization while switching between available spectrum bands [16].
The need for spectrum sensing in a CRN can introduce latency to the network, there-
fore short sensing times and quick PU detection are needed to reduce the packet trans-
mission delay [17]. If a channel switch is required, the use of pre-arranged backup
channels and rapid rendezvous techniques can minimize the delay involved [18]. Such
spectrum management mechanisms may involve cross layer solutions.
2.7.2 Robustness and Reliability
CR is ideally suited to provide the robustness required for a DRN. The ability of the
system to continually sense its environment and reconfigure to achieve its QoS and
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reliability requirements means that it can adapt to the changing environment. Adaptive
and efficient transmission techniques with high reliability can be used to avoid link
failures. For instance, if a link fails between two mobile nodes due to increasing dis-
tance, it can be recovered by changing locations, changing the modulation scheme and
switching to a lower frequency with lower path loss.
Further, wideband transmission techniques (frequency hopping, OFDMA, spread spec-
trum etc.) can also be used to increase the reliability in environments with high inter-
ference. A reliable channel can then be selected based on interference, attenuation,
shadowing, and fading. To achieve this, higher accuracy sensing is required.
2.7.3 Coverage and Mobility
A CR system could offer an advantage in providing coverage and mobility by acting as
the glue to repair a damaged cellular network. Highly-flexible SDR systems can adapt
to multiple standards and services using a common radio interface and general-purpose
processing hardware. Such systems could replace damaged cellular sites, providing
multiple services over e.g. GSM, TETRA, APCO P25, HSPA or LTE. Services could
be provided and resources should be allocated according to demand. The same ability
to provide multiple different standards and services makes CR an ideal solution for
linking together heterogeneous wireless communications systems to ensure coverage
of an affected disaster area.
Current DRN communications approaches often target pre-specified areas, resulting in
patchy coverage of the disaster scenario. The use of DSA techniques, coupled with
multihop network architectures can provide wide area coverage with high bandwidth
efficiency as illustrated in Figure 2.2. However, multihop CRNs involve challenges
such as spectrum sharing/mobility, optimal relay-node selection, end-to-end delay and
interference avoidance [19]. The frequent mobility of CR users affects the topology
which relies mostly on the neighbour information. Efficient coordination and spec-
trum/node selection mechanisms are needed to overcome spectrum availability and
service priority constraints. Due to the high cost of satellite based solutions, alterna-
tive backhaul solutions and proper channel selection strategies are required [15].
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2.7.4 Rapid Deployment
The plug-and-play nature of CR systems can increase the speed with which DRN sys-
tems can be deployed. The time needed to configure and tune the network can be
greatly reduced by setting a policy for the system and allowing it to operate on the
basis of that policy.
CRNs using a DSA approach can use spectrum sensing to build an RF map of the area
of operations in order to reduce deployment times [20]. To assess damage and service
requirements, emergency personnel can carry auto-configuring CR devices to affected
areas in the immediate aftermath of a disaster. These CRs can carry out spectrum sens-
ing and use ad-hoc, multihop and mesh networking techniques [21–23] to relay infor-
mation using delay-tolerant applications. Following initial assessment, mobile/static
CRBSs can be used to extend connectivity and provide services to inaccessible regions
as shown in Figure 2.2.
2.7.5 Interoperability
General-purpose RF and baseband processing solutions, coupled with CR techniques
including DSA, can offer key benefits when it comes to interoperability. In a disaster
response environment different communication systems with different standards and
service providers are often deployed, reducing the risks associated with reliance on
any single system. However, the operation of these systems in isolation can lead to
increased resource constraints and siloing of information. Software radio-based CRs
can overcome these issues by providing gateways and bridges between incompatible
networks, supporting multiple standards and waveforms in a single device and provid-
ing increased service accessibility. Flexible UAV-based interoperable systems offer an
additional dimension of connectivity, as illustrated in Figure 2.2.
Many challenges still need to be addressed before such software radio-based CRs can
be reliably deployed [24, 25]. However, as discussed in previous sections, technologi-
cal and regulatory hurdles associated with these systems continue to be overcome.
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2.7.6 Spectrum Agility
Spectrum agility is another key benefit of CR technology when applied to disaster re-
sponse networks. The geographical location of a disaster cannot be predetermined, so
DRN systems should not be limited to specific regions. Spectrum regulations can vary
greatly between different countries and even within a single standard such as LTE, over
40 different spectrum bands may be used in different regions of the world. Spectrum
agile CR systems can adapt to the regulations and spectrum environments of any geo-
graphical location. When used to temporarily replace damaged infrastructure, they can
replicate the spectrum usage of that infrastructure and when providing independent
wireless coverage or relay links, they can avoid the creation of harmful interference
using DSA techniques.
Spectrum database-based approaches are emerging as the preferred option for DSA
systems in non-DRN scenarios due to the reduced device cost and complexity which
they can provide. Database approaches also offer regulators greater control over de-
ployed DSA systems. However, use of a spectrum database requires that database to
be in place before a DSA system can be deployed, as well as a reliable communica-
tions infrastructure to support access to it. In a DRN scenario, such a database may not
exist for the region affected and existing communications infrastructure is often dam-
aged or destroyed. Therefore, spectrum sensing approaches for DSA may be preferred
for DRNs. As discussed above, challenges associated with spectrum sensing include
minimizing the delay introduced to the network while ensuring sufficient sensing per-
formance to avoid the creation of harmful interference.
2.7.7 Self-organization
The delay-sensitive nature of disaster scenarios demand adapting the spectrum con-
figuration and decision making at runtime to avoid the need for manual configura-
tion of wireless systems and devices. Self-organization can reduce the delays re-
lated with deploying and running a network and can decrease operational cost by
eliminating the need for manual configuration and maintenance of the network. Self-
organizing CR systems with dynamic spectrum management capabilities can provide
neighbour/network discovery and node/route selection, requiring fewer specialist tech-
nicians on the ground during deployment and operation.
CR systems can provide high spectrum use efficiency and wide area coverage through
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Table 2.4: Potential, Issues and Challenges for Cognitive Radio in Disaster Re-
sponse [5]
DRN Requirements CR Potential Issues and Challenges
QoS
• Adaptability to maintain QoS levels in dy-
namic environments
• Policy management based on QoS require-
ments
• Sensing time optimization to minimize packet transmission
delay
• Efficient QoS level switching according to resource avail-
ability and application demands
• Maintenance of end-to-end path reliability
Robustness and Reliability
• Repeated sensing, parameter selection and
reconfiguration
• Learning from experiences
• Reliable frequency and robust transmission
technique selection
• Minimized frequency switching delay in case of failure
• Algorithms for shorter decision time with accu-
racy/reliability
• Spectrum aware routing algorithms for high spectrum varia-
tion
• Collaborative and distributed sensing algorithms
• Reliable channel assignment and robust transmission strate-
gies
Coverage and Mobility
• Repair and extend the partially damaged cel-
lular network
• Support heterogeneous wireless systems and
spectrum
• Wide area coverage using heterogeneous fre-
quencies
• User mobility support with delay tolerance
• Efficient DSA techniques
• Multihop communication for high bandwidth and wide area
coverage
• Efficient spectrum selection/sharing/mobility mechanisms
• Efficient coordination among neighbours
• Optimal relay node selection
• Maintaining dynamic topology and end-to-end paths due to
frequent mobility
• Coverage extension techniques for last mile connectivity
• Alternate solutions for backhaul connectivity
• Delay tolerant mechanisms for sensitive data services (voice,
video)
Rapid Deployment
• Reduced delay associated with device pre
configuration and spectrum planning
• Plug-and-play networks
• Ready to use, lightweight CR systems
• Policy management for operation in critical environments
• Optimal spectrum utilization with low interference
• Algorithms for dynamic network topologies (ad-
hoc/multihop/mesh)
• Minimized network/neighbour discovery time
• Reliability prior to core network replacement/repair
Interoperability
• Serve as single gateway between different
communication systems
• Flexible resource sharing among heteroge-
neous networks and spectrum
• Dynamic bandwidth access/waveform selec-
tion
• Reconfigurability and adaptability of operat-
ing parameters
• Provision of multiple standards and services
using a common radio interface
• Linking heterogeneous systems while ensuring service ac-
cessibility
• Seamless communication and coordination among different
operators and systems
• PHY/MAC cross-layer design of efficient DSA functions for
heterogeneous networks
• Robust gateway platforms with optimized protocols
• Network identification for coexistence management
Spectrum Agility
• Wide spectrum range support
• Efficient DSA functions for topology man-
agement
• Spectrum utilization based on previous expe-
rience
• Adaptation to region-specific regulations
• Spectrum detection techniques for interference avoidance
• Optimized spectrum sharing techniques
• Spectrum mobility techniques to maintain QoS levels
• Disruption tolerance mechanisms
• Interference minimization and congestion avoidance mech-
anisms for low packet drop rate
• Sensing time optimization
• Advanced interference management techniques
Self-organization
• Real time system configuration and decision
making
• Reduced manual configuration to minimize
the number of technicians on the ground
• Automatic neighbour/network discovery
• Reconfiguration and DSA Management to
adapt operating parameters
• Machine learning algorithms to avoid manual configura-
tion/maintenance
• Distributed communication techniques with local negotia-
tion
• Efficient spectrum hand-off mechanisms
• Optimal route selection in ad-hoc/mesh CRNs
• Location aware radios, networks and applications for emer-
gency responders
Cost Effectiveness
• Lower deployment/maintenance costs
• Multi-standard basestations/gateways
• Fewer specialists and technicians on ground
• Less expensive backhaul connectivity
• Robust/flexible gateway for multiple services/platforms
• Mesh networking for low-cost backhaul
• Low cost inter-/intra-network communication
• Low cost SDR/CR devices
• Energy efficient algorithms
• Protocol optimization to minimize backhaul traffic
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spectrum agility over a wide range of frequencies. Self-organization with the network
can reduce delays associated with spectrum hand-off, enable coordination among dis-
tributed CRs and support local spectrum allocation/sharing negotiations between de-
vices. Decentralized approaches can eliminate single points of failure and increase
network robustness.
2.7.8 Cost Effectiveness
Restoration of different services and technologies at the time of a disaster may require
the deployment of separate devices for each service. Instead of deploying multiple base
stations for multiple technologies and services, deployment of just a single flexible
gateway that can fulfil the demands for standards and services can help in reducing the
deployment and operational cost. A significant cost associated with DRN systems is
due to the use of satellite solutions for access and backhaul. By providing a flexible
system which can link into any functional core network resource these costs can be
greatly reduced. Alternate backhaul solutions can be provided using CR based mesh
networks to connect e.g. surviving base stations.
As discussed in the previous section, self-organizing capabilities can greatly reduce
the cost associated with preconfiguring and maintaining a DRN by reducing the need
for skilled technicians on the ground. CR based gateway/bridge systems can reduce
the cost of establishing and maintaining inter-/intra-network communications.
Table 2.4 further outlines the potential benefits and challenges of CR technology for
the disaster response domain.
2.8 Discussion on DRN requirements and challenges
Many of the requirements and challenges identified in this Chapter are addressed in
this thesis as follows,
• A Software Defined Radio based Multihop Cellular Base Station prototype is
designed and implemented first, which is presented in Chapter 4. The feasibility
of SDRs to support the communications services, number of sufficient voice calls
with quality and latency, and backhaul communication are analysed. It addresses
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the challenges of QoS, Rapid deployment, Coverage, Robustness, Reliability and
Cost-effectiveness.
• Based on the conclusions of Chapter 4 and to address the deployment challenges,
a blind rendezvous strategy is proposed and analysed in Chapter 5. The aim is
to reduce the time to achieve rendezvous, to reduce the network setup delay, in
environments with unknown primary user activity. It addresses the challenges of
QoS, Rapid deployment and Spectrum Agility.
• To support the policy based cognitive radio operation, different operating poli-
cies are presented in Chapter 5, with the intention to further reduce the ren-
dezvous delay and harmful interference with unknown primary user activity. It
addresses the challenges of, QoS, Rapid deployment, Adaptiveness, Reliability,
Spectrum Agility and Self-organisation.
• For the more general scenario with multiple nodes, a multihop blind rendezvous
protocol is presented in Chapter 7. The aim is to reduce the network setup delay,
to achieve high neighbour discovery accuracy, and to achieve synchronisation
among the nodes. It addresses the challenges of QoS, Rapid deployment, Adap-
tiveness, Self-organisation, Reliability, Coverage and Spectrum Agility.
2.9 Chapter conclusion
This chapter has described the operational and technical requirements for DRNs and
has provided an overview of existing wireless solutions used by emergency response
organizations and personnel. CR technology has the potential to be an effective tool
for DRNs through the ability to self-organize and adapt operating parameters to the
observed environment. In order to realize this potential, many challenges remain to be
overcome. These range from robust spectrum sensing techniques to cross-layer spec-
trum management solutions and from routing protocols for dynamic network topolo-
gies to seamless integration of heterogeneous wireless systems. The potential for CR
technology for DRN solutions is assessed and key challenges are outlined. By over-
coming these challenges, CR technologies can be leveraged to play a prominent role
in future mission-critical situations. Therefore, the need to have a rapidly deployable,
robust, low cost and light weight solution is justifiable and addressed in the next chap-
ters.
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Chapter 3
Literature Review
3.1 Rendezvous
The term rendezvous was first introduced as an optimization problem by Steve Alpern
in 1976, in his talk at the Institute of Advanced Studies, Vienna, and later formalised in
1995 [26]. The problems introduced were the strangers meeting in a park and telephone
problem. In the strangers meeting problem, two persons who have decided to meet in
a park, arrive at different times and entrances and do not know where the other person
is. If they both choose to wait by staying at their places, they will never meet. If they
both choose to walk, there is an equal probability that they meet or not. If one chooses
to walk and other choose to wait, then there is theoretical certainty that they will meet.
In the telephone problem, two people in adjacent rooms have a number of phones
connected with each other in each room. However, both people are unaware that which
phone will be picked at a particular time by the person in the other room. In each
problem, the ultimate goal is to find a strategy for each player that could minimize the
expected time required for them to meet and to maximize their probability of meeting.
The rendezvous problem inspired real world problems with applications in operational
research, applied mathematics, synchronization, operating systems design, neighbour
discovery and in search/rescue operations planning. In [27], rendezvous search is dis-
cussed with an operational research perspective. In [28], a survey of neighbour dis-
covery and rendezvous strategies is presented for traditional wireless networks and
cognitive radio networks. Another survey of rendezvous protocols in cognitive radio
networks is presented in [29]. A recent survey on rendezvous protocols for dynamic
spectrum management in 5G technology is presented in [30].
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In a broad manner, rendezvous is the term used for meeting at a certain place and time.
The problem arises when the meeting details are initially unknown.
3.2 Rendezvous in cognitive radio networks
In radio networks, rendezvous is the process by which secondary users or radios estab-
lish a link between each other before starting any other network operations. However,
until the completion of the rendezvous process, the secondary users remain unknown
to each other, even though they are neighbours i.e., they share the same transmission
range and have at least one commonly available channel. The process by which they
discover or establish a link to communicate with each other is termed interchangeably
as Rendezvous or neighbour discovery.
We define the Rendezvous process as the completion of a handshake mechanism be-
tween two secondary radios on a single channel, which assumes that the two radios
are within transmission range of each other, that they coincide on the channel for a
sufficient time period, and that the channel has no detectable primary radio activity or
excessive interference for the radios over that time period. It is the first problem in the
design of a cognitive radio network on which almost all communications in CRNs rely.
Rendezvous can be achieved by using a common control channel (CCC) by exchanging
control packets on a dedicated channel [31]. However, due to the channel saturation
problem which occurs when a large number of users use the same channel to trans-
mit control packets, the unpredictable appearance of a primary radio on a common
control channel, and vulnerability due to attacks, it can become a single point of fail-
ure [31]. To overcome the drawbacks of a common control channel, channel hopping
(CH) techniques are used for multichannel and distributed environments. But, they
introduce problems like high rendezvous delay and the hidden terminal problem [32].
In a multichannel environment, the sender nodes does not know on which channel the
receiver is operating on, and vice versa. Therefore, both sender and receiver can miss
the control packets for rendezvous establishment.
When there is no common control channel available and radios are unaware of the
channel access sequence of other nodes, this is known as a blind rendezvous problem.
A typical application for blind rendezvous protocols is in disasters, where initially the
nodes are unaware of other nodes in the network and channels on which they operate.
However, all known works considers that nodes are aware of the existence of all the
other nodes in the network in advance. Furthermore, the radios are also initially un-
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3.3 Classification of rendezvous protocols in
CRNs
aware of the primary radio activity. Some of the features of a blind rendezvous protocol
are,
• rendezvous among all nodes must be completed within a minimum time.
• all neighbours should be discovered.
• all nodes must terminate at the end of the rendezvous process.
3.3 Classification of rendezvous protocols in CRNs
Rendezvous strategies in CRNs can be classified based on single and multiple chan-
nels; symmetric and asymmetric channels; synchronous and asynchronous channels;
guaranteed and not-guaranteed strategies; centralized and decentralized systems; and
different categories [30]. The different categories of rendezvous protocols include
number theory (NT), jump-stay (JS), quorum system (QS), galois-field (GF), com-
binatorial (Comb) and matrix [30]. All these categories are also shown in Table 3.1,
together with possible categorization based on disaster response network requirements.
The rendezvous protocols in CRNs are broadly classified as centralized and decentral-
ized protocols. In centralized approaches, a central server is responsible to assign a
common control channel to all secondary users (SUs), whereas, in decentralized pro-
tocols the central server is not present and so each user or radio is responsible for spec-
trum sensing, sharing and decision making. In centralized approaches, if the central
server is compromised, the whole network operations can be halted. The decentral-
ized protocols are preferable, because of no dependability on a central server. The
decentralized protocols can be further classified into a common control channel (CCC)
protocols and channel hopping (CH) protocols (i.e., without a CCC or distributed pro-
tocols), as shown in Figure 3.1. Channel hopping is a typical technique used for the
blind rendezvous, in which each user hops among its available channels to rendezvous
with its neighbours.
3.4 Centralized rendezvous protocols
Typical examples of centralized protocols are DSAP [33] and DIMSUMNet [34],
which require the server to operate over pre-selected licensed or unlicensed bands
(e.g., ISM bands), accessible to all nodes in the network. Although using CCC fa-
cilitates communication between the server and the users, it suffers from problems
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Figure 3.1: Classification of rendezvous protocols in cognitive radio networks.
like channel congestion, difficulty in allocating CCC in licensed bands due to diverse
channel availability and vulnerability due to jamming attacks.
In [35], authors discuss a centralized protocol without using CCC, in which an SU
search for an available channel and wait on that channel for a long time to expect to
meet with the server. The communication between both the server and SU can be
established if they select the same available channel.
Although the centralized protocols are fairly easy to implement, they are not suitable
for a disaster situation, because of their poor scalability and robustness. Centralized
servers also require a database with long-term measurements of each channel. How-
ever, such databases might not be available in an event of a disaster. Furthermore, the
centralized servers can result in a single point of failure or bottleneck, if the server fails
or dedicated CCCs are jammed by malicious attackers.
3.5 Decentralized rendezvous Protocols
The decentralized systems can be further classified into two categories as follows:
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3.5.1 Using CCC
The protocols in [36] and [37], assume a global CCC is available, which is obtained in
advance and is accessible to all nodes. The nodes can tune to this channel whenever
they want to exchange control information. However, due to the dynamic changes in
the availability of the channel, it is difficult to use the licensed bands as a global CCC.
In [38] and [39], a cluster-based approach for using local CCCs is presented, in which
a local CCC is selected by each cluster group to exchange the control packets. In [38],
the authors proposed to use control channels to cover the whole network and argued
that the system with fewer clusters is preferable. However, in [39], it is suggested to
acquire a proper balance between the number of commonly available channels within
a cluster and the cluster size.
Using a dedicated CCC is not easy to maintain in CRNs, because its availability may
change over time. If a primary user occupies the CCC for a long time, the control
messages can be blocked for a long time. Although an alternate CCC can be used and
established, again it depends on the availability. In disasters, where the primary user
activity can be unknown, even the alternate CCC can introduce the channel blocking
problem. Therefore, the cost of using a CCC can be considerably high i.e., it can
become a bottleneck and can cause control channel saturation problem.
3.5.2 Channel hopping protocols
The decentralized protocols without using CCC are mostly referred as the blind ren-
dezvous protocols [28–30], and have attracted significant attention in recent years.
They are also referred in general as the channel hopping (CH) rendezvous protocols
and can be further classified in different ways, as shown in Figure 3.1. Table 3.1 shows
different rendezvous protocols based on the categories and requirements for a disas-
ter response network1. These schemes are discussed below based on the categories of
rendezvous techniques.
1Self-organize in Table 3.1 means that a rendezvous protocol should work without any initial
information of nodes, channels and topology; accommodate the leaving and joining of nodes and
decide itself when to terminate and when to restart the rendezvous process.
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Table 3.1: Rendezvous protocols in Cognitive Radio Networks
Rendezvous
Protocol
Type No. of
users
Single/
Multihop
Symm/
Asymm
Chs
Synch/
Asynch
Rend
guar-
antee
Role
based
Simulator PR ac-
tivity
Rend guar-
antee with
PR activity
Adaptive
towards
PR
activity
Policies Self-
organize
Unknown
nodes
Unknown
topology
MCA [40] NT 2 Single Symm Asynch X X custom X X X X X X X
MMCA [40] NT 2 Single Asymm Asynch X X custom X X X X X X X
CSAC [41] NT 2 Single Asymm Asynch X X Visual C X X X X X X X
Ssync [42] NT Multi Single Symm Synch X X Omnet++ X X X X X X X
SASync [42] NT Multi Single Symm Asynch X X Omnet++ X X X X X X X
AASync [42] NT Multi Single Asymm Asynch X X Omnet++ X X X X X X X
SCH [43] NT Multi Single Symm Asynch X X Java X X X X X X X
RCCH [44] NT Multi Single Asymm Synch X X NS-2 X X X X X X X
ARCH [44] NT Multi Single Asymm Asynch X X NS-2 X X X X X X X
SARCH [44] NT Multi Single Symm Asynch X X NS-2 X X X X X X X
SUBSET [45] NT Multi Single Symm Asynch X X custom X X X X X X X
2-PRIME [46] NT Multi Single Asymm Asynch X X custom X X X X X X X
EVCS [47] NT Multi Single Symm Asynch X X C++ X X X X X X X
PSA [71] other Multi Single Symm Asynch X X custom X X X X X X X
JS [48] JS Multi Both Both Asynch X X custom X X X X X X X
EJS [49] JS Multi Both Both Asynch X X custom X X X X X X X
PJR [55] JS 2 Single Both Asynch X X custom X X X X X X X
AR [50] JS Multi Single Both Asynch X X Matlab X X X X X X X
SJRW [51] JS Multi Both Both Asynch X X custom X X X X X X X
AEHW [52] JS Multi Single Asymm Asynch X X C X X X X X X X
EREJS [54] JS Multi Single Asymm Asynch X X custom X X X X X X X
RQL [56] QS Multi Single Symm Asynch X X NS-2 X X X X X X X
DQCH [57] QS Multi Single Asymm Asynch X X custom X X X X X X X
SQCH [57] QS Multi Single Asymm Asynch X X custom X X X X X X X
QLCH [58] QS Multi Single Symm Synch X X NS-2 X X X X X X X
SYNC-ETCH [59] QS Multi Single Asymm Synch X X NS-2 X X X X X X X
ASYNC-ETCH [59] QS Multi Single Asymm Asynch X X NS-2 X X X X X X X
CR-RDV [61] QS Multi Single Asymm Asynch X X Matlab X X X X X X X
CACH [62] GF Multi Single Symm Both X X C++ X X X X X X X
ACHPS [63] GF Multi Single Symm Asynch X X custom X X X X X X X
SEC-CH [64] Matrix Multi Single Asymm Asynch X X custom X X X X X X X
TRI-CH [64] Matrix Multi Single Asymm Asynch X X custom X X X X X X X
T-CH [66] Matrix Multi Single Asymm Asynch X X NS-3 X X X X X X X
D-CH [66] Matrix Multi Single Asymm Asynch X X NS-3 X X X X X X X
SSS [67] Comb Multi Single Asymm Asynch X X custom X X X X X X X
GCS [68] other Multi Both Asymm Synch X X C++ X X X X X X X
AMRCC [69] RAND Multi Single Symm Synch X X Matlab X X X X X X X
M2HEW [70] RAND Multi Single Symm Both X X X X X X X X X X
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3.5.2.1 Number theory based Protocols
Modular Clock Algorithm (MCA): In [40], an MCA based channel hopping algo-
rithm is presented for symmetric channels, which is a blind rendezvous algorithm. It
is based on results from number theory, and it uses: a rate ri which is the step length
by which a node i jumps from one channel to another; an index ji which is the channel
index (label); and pi which is the smallest prime number greater than or equal to mi
(the total number of available channels). The algorithm begins by selecting an ini-
tial index value ji randomly. In in each timeslot ti the index value is increased by ri
mod(pi). The rate ri is picked randomly out of [0, pi) initially and remains same until
the rendezvous cycle ends, which is equal to 2p timeslots. However, if rendezvous
does not occur during a full cycle length then only a new rate value will be selected. If
the channel index value is within [0,mi), that channel is selected by the radio, other-
wise the index will be remapped using the mod function between 0 and mi− 1, which
occurs due to the gap between the mi and pi. In MCA, rendezvous between two nodes
is guaranteed only when both nodes pick their rates (ri) differently. The 2p timeout
value after which ri changes is to ensure that each radio has spent 2p timeslots on the
same rate, which guarantees the rendezvous (only when r1 6= r2).
An example of index calculation and channel selection is shown in Table 3.2 and Fig-
ure 3.2. Each node selects an initial index and a rate value randomly and calculates
current timeslot index value using formula (j+r % p). The channel at the resulting in-
dex values is then selected to attempt a rendezvous. At the first timeslot, the resulting
index value is 3 (Table 3.2), the channel at 3rd index of node 1’s available channels
set (ACS) is 4, as shown in Figure 3.2. Similarly, node 2 selects channel 3. At the
3rd timeslot or attempt both nodes select channel number 2, and can exchange beacons
with each other.
Modified Modular Clock Algorithm (MMCA): MMCA is presented in [40] for the
individual channels case in which each node can have different channels. It works
similar to MCA, but with longer rendezvous cycle length (i.e., 2p2) and random re-
placement of unavailable channels within [0,mi). In [40], under the individual model
(asymmetric channels), rendezvous between two nodes cannot be achieved when they
both pick the same prime number. To help avoid such cases, prime numbers are se-
lected randomly within [mi, 2mi].
Channel-Hopping sequences based on Available Channels Set (CSAC) : A ren-
dezvous protocol which generates channel hopping sequences based on the ACS is
presented in [41], where the ACS represents a set of channels on which a node can
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Table 3.2: Example of Modular Clock Algorithm
initial
index
(jti )
rate
(ri)
prime
number
(pi)
current channel index
jt+1i = (ji + ri)%pi
selected
channel (cj)
Node 1
1 2 5 (1 + 2) % 5 = 3 4
2 5 (3 + 2) % 5 = 0 1
2 5 (0 + 2) % 5 = 2 2
Node 2
3 4 5 (3 + 4) % 5 = 2 3
4 5 (2 + 4) % 5 = 1 4
4 5 (1 + 4) % 5 = 0 2
Figure 3.2: ACS and selected channels using Modular Clock Algorithm.
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communicate with others without interfering with the primary radio. It is argued that
using available channels set is more beneficial than using the whole channels set to
avoid unnecessary rendezvous attempts. However, the channels in the ACS are as-
sumed as free all the time, which is an unrealistic assumption as a primary radio can
occupy again these channels at any time. CSAC is a blind rendezvous algorithm, which
guarantees the rendezvous when number of channels n is not divisible by mp (a small-
est prime number greater than n). However, it is a role-based rendezvous algorithm,
where roles of sender and receiver are fixed and both generate their CH sequences in
rounds using a prime modulus. In real environments, where even the nodes informa-
tion is not available, such a role-based assignment cannot guarantee the rendezvous
when two nearby nodes are assigned the same roles.
Symmetric Synchronous and Symmetric/-Asymmetric Asynchronous CH algo-
rithms (SSync, SAsync and AAsync): In [42], three different CH protocols are pro-
posed, namely SSync, SAsync, and AAsyn. The proposed protocols are designed for
homogeneous (SSync and ASync) and heterogeneous (AAsync) environments. These
protocols use the primitive roots of a prime number to generate channel hopping se-
quences, and are calculated based on the number of available channels. The default
sequence is chosen by using the largest primitive root and an elementary sequence is
chosen by using a primitive root which can get a maximum degree of overlap with the
default sequence. These default and elementary sequences are then used for generat-
ing the channel hopping sequence of a sender and a receiver. Although, the rendezvous
guarantee is provided when hopping sequences are within a bounded range and primary
user activity is also considered. But, the proposed protocols require pre-assignment of
roles as a sender and receiver. The applications of role-based node assignments are lim-
ited, as a node cannot work as a forwarder. Further, the guarantee cannot be achieved
if two unknown nodes have same roles.
Staggered CH Scheme (SCH) : In [43], an SCH protocol for asynchronous timeslots
with symmetric channels is presented, which is based on the Chinese remainder the-
orem. Mainly, it uses the concept of triplets to adjust the ratio of using channels in a
staggered way. The channel hopping sequences and the number of slots in a frame is
determined by the generated combined triplets. A triplet is denoted by (p1, p2, c1/c2)
i.e., two primes and a ratio, where primes are selected over M (the total number of
channels) in an increasing order (as p1 ≤ p2). For using a channel i, out of M , a
target ratio which is assigned by a triplet as 1/p1 or 1/p2, is used. The guarantee is
claimed when two nodes select different prime numbers, but without the PR activity
consideration. In this scheme, only symmetric channels are considered, however in real
environments the channel at each node can be different. The PR activity is considered,
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however the time to rendezvous increases with increase in the PR activity.
RCCH, ARCH, and SARCH: In [44], three different CH rendezvous protocols are
presented which are the Rendezvous Couple CH protocol (RCCH), the Asynchronous
Rendezvous CH protocol (ARCH) and the Symmetric Asynchronous Rendezvous CH
protocol (SARCH). These protocols are designed for both synchronous/asynchronous
and symmetric and asymmetric environments. Both RCCH and ARCH requires the
pre-assignment of roles. The main idea is to generate CH sequences based on a seed
and the directions as clockwise or counter clockwise to achieve rendezvous. Two nodes
which hop channels in the same direction can never meet; however, if both hops chan-
nel in different directions they can meet with each other. In these protocols, it is re-
quired that the potential CH sequences which include that sender and receiver’s initial
channels should be of same parity (i.e., even or odd channels), the CH direction should
be distinct and the total number of channels and seed values should be co-prime. Fur-
ther, if the sender CH sequence is even-time-parity (i.e., it selects even channel at even
timeslot) and receiver’s sequence is odd parity, then rendezvous cannot occur. To over-
come this, it is proposed to generate alternate even and odd parity CH sequences at
the sender. The SARCH is designed for symmetric and asynchronous environments
in which the CH sequences are constructed using the default initial channel and CH
seed and does not require pre-assignment of roles as a sender or receiver. Although,
the designed protocols are based on channel hopping, these CH protocols require some
initial information to generate the CH sequences and to achieve rendezvous. Primary
user activity is also considered but the designed protocols are not adaptive to the un-
known PR activity, and therefore can not be used for a disaster environment, as can
increase the network set up delay.
SUBSET: A role-based channel selection and hopping blind rendezvous design is pre-
sented in [45]. It is argued that increasing the number of channels can increase the TTR
also. The rendezvous is guaranteed in fewer timeslots when the available channel set of
a receiver is selected as a subset of the sender’s available channel set, which is selected
by placing the SUs close to each other and limiting their transmission power. Due to
the nearby placement of SUs, the PR activity is considered as evenly distributed among
different SUs. However, in disasters due to unknown channels and node information,
such channel sequences cannot be guaranteed. Further, it is a role-based rendezvous
scheme, in which the rendezvous guarantee can not be achieved when two nodes select
the same roles and are close to each other.
Two prime modular clock algorithm: In [46], a two-prime modular clock algorithm
is proposed for two users rendezvous problem together with utilizing user IDs for help-
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ing rendezvous and generating CH sequences. In this protocol, each user generates M
0/1 sequences according to M-bit codeword of their user IDs. The rendezvous guar-
antee can be achieved when two users pick different prime number-based sequences
within Mmax[pi,0pj,1, pi,1pj,0]. However, for sequence generation, the Modular clock
algorithm is used with similar rendezvous cycle length. It is also extended for mul-
tiple users by using a leader election mechanism, where leaders are elected based on
the smallest number of channels among nodes and using unique IDs when a number of
channels is equal between two nodes. The users then follow the channel sequences and
timings of the leader in that group. The expected time to rendezvous for the two-prime
algorithm is shown as same with the Random algorithm. The primary user activity is
not considered which can result in the loss of the guarantee.
3.5.2.2 Jump-stay based CH protocols
Jump-stay (JS): The JS is influenced by MCA and uses the same modular arithmetic
approach. It is a blind rendezvous CH protocol [48], in which each user generates
their channel hopping sequences in rounds. Each round consists of a jump pattern in
which a user hops over the available channels based on the rate (the jumping factor)
and a stay pattern in which a user stays on a particular channel for some time. The
inner round’s cycle length is 3p timeslots, from which 2p timeslots are assigned to the
jump pattern and p timeslots are assigned to the stay pattern. It is guaranteed that two
users can rendezvous within 3p timeslots, but only when they pick their rate values
differently. It is also extended to multiuser and multihop scenarios, but users with
lower IDs follow the channel hopping sequence of users with higher IDs. However, it
cannot be directly applied to a disaster scenario, because it is not designed to handle
the unknown primary radio activity and an unknown number of nodes. An extension
of JS protocol is presented in [49], which improves the maximum time to rendezvous
(MTTR), but at the cost of longer rendezvous cycle length that is 4p timeslots. An
adaptive rendezvous (AR) strategy for JS-based channel hopping is proposed in [50]
using multiple radios in which channels are equally divided among three interfaces
according to their noise level.
Sender-Jump Receiver-Wait (SJRW): In [51], a role-based blind rendezvous proto-
cols is proposed for CRNs, in which a sender hops among the available channels and
stays for T timeslot duration while a receiver waits forM.T times on a particular chan-
nel to achieve rendezvous. It is an asynchronous protocol designed under symmetric
and asymmetric channels with multiuser and multihop support. In the multihop ap-
proach, a user with a smaller number of channels will follow the synchronization and
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hopping sequence of a user with a higher number of channels. It provides the guarantee
when the number of channels of one user is smaller than the other. However, primary
user activity is not considered, and nodes are aware of the total number of nodes in the
network.
Extensions of EJS and REJS: In [53], Enhanced JS [49] and Random Enhanced
JS (REJS) [54] (which is designed for mitigating the jamming attacks over JS) are
proposed by introducing random channel assignments in the algorithms, to improve the
average time to rendezvous. The random replacement of channels which appear higher
than P (a prime number greater than m, the total number of channels) is proposed for
both EJS and REJS. Random is shown as mostly performing better due to its better
ETTR m1 x m2/M than the ETTR of EJS. Further, it is shown that the performance of
Random algorithm is dependent on G (the number of common channels) and it move
towards the performance in symmetric channels when G will increases, whereas in
symmetric channels case the performance of Random algorithm is found to be worst,
as also shown in [40].
A periodic jump-based rendezvous algorithm (PJR): In [55], a blind rendezvous
problem is addressed for CRN by using a role-based solution through constructing
channel hopping sequences. An enhanced version of PJR is also proposed, in which
nodes randomly pick their initial role. The PJR is guaranteed to provide rendezvous
within (C + 1)2 for even number of channels and C2 for an odd number of channels,
where C represents the total number of channels.
3.5.2.3 Quorum based CH protocols
Randomised Quorum and Latin square CH protocol (RQL): A distributed CH
protocol RQL is presented in [56], which uses the concepts of Quorum system, Latin
Square and Pseudo-random number generator. The quorum system is used to guarantee
rendezvous, Latin square is used to spread rendezvous over all channels and Pseudo-
Random number generator is used to increase channel utilization. The Quorum system
Q is mainly a collection of non empty subsets of a universal set U . A Latin square is an
n x nmatrix of order n, which contains n elements, where each element occurs exactly
once in each row and column. Pseudo-random number generator is an algorithm which
generates a sequence of a number by approximating the properties of a random number.
The channel hopping patterns are generated using these three methods. However, the
drawback is that each secondary user needs to know the identifiers and timeslot offset
of its neighbours to switch to any global channel. The roles are picked randomly.
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Asymmetric and Symmetric Quorum based CH protocols (DQCH and SQCH):
Two quorum-based CH hopping protocols based on asymmetric and symmetric roles
of secondary users are proposed in [57] for asynchronous environments. The drawback
of DQCH is that it assumes the pre-assignment of roles of secondary users as a sender
or receiver. In a distributed environment, this assumption is not realistic as nodes
may not even know about the existence of other nodes in the network. It also uses
different methods for channel hopping sequence generation for sender and receiver.
Since SQCH does not require pre-assignment of roles and generates channel hopping
sequences using the same method, it is more practical. However, the randomly replaced
channels are copied in different sub-columns to increase the rendezvous success rate
which is a biased condition as all channels might not be same among different nodes.
Quorum and Latin square based CH protocol (QLCH): In [58], a CH hopping
protocol based on Quorum and Latin squares is proposed. The proposed protocol pro-
vides the rendezvous guarantee when the sender and receiver pick the same row of
channel hopping sequence generated by Quorum system and Latin squares. In QLCH,
the secondary users use different CH schemes for receiver and sender. The cyclic Quo-
rum system is used to provide balanced rendezvous guarantee among different users
and Latin squares is used to share such rendezvous among users. As in RQL [56], the
drawback is that it requires the user ID information and timeslots offsets of other nodes
in advance to generate CH sequences of all neighbours. Moreover, it is designed for
synchronous CRNs, in which roles are also pre-assigned. It is similar to the CH pro-
tocol presented in [56] (RQL), the only difference is the use of pseudorandom number
generator in RQL.
An efficient CH protocol (ETC): In [59], two efficient CH protocols are proposed
for synchronous and asynchronous timeslots (i.e., Sync-ETCH and Async-ETCH).
The Sync-ETCH uses two-phase and single-phase generation of CH sequences. In
two-phase, it schedules the rendezvous in advance and then based on the schedules
it generates CH sequences, whereas in single-phase it generates CH sequences using
Quorum system and starts hopping on channels. In an unknown environment, where
little may be known about the nodes and channels, such schedules cannot be decided
in advance. The Async-ETCH follows Sequential channel hopping presented in [60],
however, both protocols assume global channels which are accessible by all nodes.
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3.5.2.4 Galois-field based CH prorocols
A cyclic adjustable CH scheme (CACH): In [62], CACH protocol is proposed for
symmetric channels and synchronous timeslots, which is not suitable for distributed
and unknown environment, as it is difficult to achieve time synchronization among
different secondary users. For symmetric channels and asynchronous timeslots, a wait
for mommy approach is shown as an optimal solution. For both protocols, it is assumed
that all channels are accessible and can be used for rendezvous at each node, which is
not a practical assumption. It uses Galois-field approach to generate CH sequences,
where Galois-field or GF (N) is a set of N elements with addition and multiplication
operations that satisfies various algebraic properties [62].
Asynchronous CH prime sequences (ACHPSs): In [63], an asynchronous symmetric
CH sequences based protocol is proposed. The main idea of ACHPS generation is to
concatenate p shifted prime sequences in a way that the number of cyclic shifts in
the prime sequence of every CH sequence follow the patterns created by a series of
modulo p multiplication. However, each secondary user is limited to select a prime
sequence from the same group and it is assumed that channels are always available
for all secondary users, which is an unrealistic assumption. In real environments, the
available channels might not be available at the next time instance due to PR activity.
The secondary users utilise the distinct prime sequences from the same group, which is
also unrealistic in a distributed environment, as nodes remain unaware initially about
the sequences used by the other users until they achieve rendezvous with each other.
3.5.2.5 Matrix based CH protocols
Anti-Jamming CH Scheme (Sec-CH): In [64], a secure anti-jamming CH scheme
is presented, in which CH sequences are generated by secondary users using their ID
string and available channels set in the form of a matrix. The CH patterns are randomly
assigned to Jump and Stay patterns. It provides bounded time to rendezvous, but the
guarantee of rendezvous is provided only when the sender is in Transmit mode and
receiver is in Receive mode. The length of jump pattern in Sec-CH is 2N , where
N is the number of channels and therefore the maximum time to rendezvous is long.
The modes of operation are not pre-assigned but are chosen randomly to achieve the
rendezvous. However, any attacker which receives the ID can generate the similar
CH sequences. A similar approach for generating CH sequences and reducing the
maximum time to rendezvous is presented in [65].
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TCH and DCH CH algorithms: Two CH protocols, TCH and DCH are proposed
in [66], both are matrix based and generates channel hopping sequences for random
jump and stay modes. In both protocols, the roles of the nodes are not pre-assigned.
However, the modes are randomly assigned based on which a node can transmit or
stay silent for a period of time. TCH does not require the ID information but assumes
the global channels as a prime number, which is an unrealistic assumption. The DCH
protocol requires the ID information and uses the ID bits to generate different CH
sequences for the jump mode and stay mode, which is not a secure strategy.
3.5.2.6 Combinatorial based CH protocols
Single Radio Sunflower Sets (SSS): In [67], mathematical construction of sunflower
sets are used with a single radio to achieve pairwise rendezvous. An approximation
algorithm is also presented to construct disjoint sunflower sets to adjust the order of
accessing channels. The accessed channel label is achieved through the index of sun-
flower set which also contains the timeslot number. A multi-radio sunflower set (MSS)
is also proposed to improve the rendezvous diversity and speed up the rendezvous pro-
cess.
A greedy channel selection (GCS): In [68], a greedy channel selection algorithm is
proposed for single and multihop CRNs. It also proposes a message passing based
strategy to expedite the rendezvous process which includes channel switching order.
All nodes start their rendezvous process at the same time and with default channel
hopping sequence. When a node encounters a rendezvous with any other node, it
will start following the channel hopping sequence of the other node, if the identifier
is smaller than its own identifier (user ID) (assumes IDs are ordered). It assumes a
global channels are accessible to all users, which is an unrealistic assumption as some
channels might not be available to some nodes. It is possible that after a node starts
following the channel hopping sequence of the other node, some channels might not
be available or occupied by a primary radio. A guarantee of rendezvous is provided
only for cases where there is no other PR or interfering activity on the channels. The
protocol for multihop is also given but for a known number of nodes.
3.5.2.7 Random CH protocols
In random channel hopping protocols, each user selects a channel in a purely random
manner from its available channels. They are applicable to any scenario due to their
simplicity. In [69], a CCC design using random frequency hopping is proposed as
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AMRCC for symmetric channels in which preference is given to channels with less
interference towards the primary users. However, it requires an initial sensing period
to sense all channels and to assign ranks to the channels and each node follows a com-
mon hopping sequence. Such assumption is unrealistic as some channels might not
be available to other nodes and initial sensing time can increase the network setup de-
lay. In [40], a Random channel hopping algorithm is also used to compare against
the Modular Clock Algorithm [40]. Two randomized neighbour discovery algorithms
are presented in [70] for heterogeneous wireless networks, based on synchronous and
asynchronous timeslots. In both algorithms, nodes select a channel at random from
the available channels set and decides their roles as a sender or receiver based on the
probability. In the first algorithm, an upper bound on the node degree in the network is
assumed as known. In the second algorithm, there is no such assumption, and therefore
each node assumes a maximum estimate of node degree in each phase (which consists
of a number of timeslots). Once the estimated number of nodes are found, node in-
creases the estimated number by one and keep running the discovery algorithm. The
drawback is that in such assumption, nodes will not know when to stop the discovery
algorithm and can go for an infinite time without being sure about the total number of
nodes discovered. Even if nodes stop their discovery process at some random time, the
total number of nodes discovered will remain uncertain. The primary user activity is
not considered, due to which a guarantee cannot be achieved.
From the existing literature, the Number theory (MCA) and Jump-Stay based strategies
are the only one which does not require any initial information to generate the channel
hopping sequences at different nodes, does not assume a role based node function and
have the low complexity. Therefore, they are selected for comparison in this work.
However, they still assume the known number of nodes in advance.
3.6 Discussion on issues of existing CRN rendezvous
strategies
The existing rendezvous strategies for CRNs are reviewed in the previous section and
Table 3.1. Almost all of them work for multiple users and multiple channels. The
majority of the rendezvous strategies are based on number theory (modular arithmetic
and JS based), due to the low complexity of the associated algorithms. Other types like
Quorum system, Galois-field, Matrix or Combinatorial based strategies require a com-
plex process to generate channel hopping sequences in advance and require some initial
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information (like ID information) to generate other node’s CH sequences [56,58], due
to which they remain not completely blind. Most of the work considers asymmetric
channels and available channel sets. However, some strategies use a global channel
set to achieve rendezvous [37, 43, 56, 59, 66, 68], which is an unrealistic assumption.
In real environments, due to the geographical distance between nodes and localised
primary radio activity at different locations, the channels at different nodes might not
be same. Almost all of the papers assume a slotted system and because it is difficult
to achieve global synchronization among all nodes, asynchronous timeslots are mostly
considered. Most of the work still assumes a role-based rendezvous operation in which
roles of a node as a sender or receiver are pre-assigned. In reality, when nodes are un-
aware about the existence of other nodes in a network, and two nodes with similar
roles (as a sender or receiver) are in range, they can never achieve rendezvous with
each other [41, 42, 44, 51, 56]. The rendezvous approaches in which the nodes work
as either a sender or receiver require different CH sequence generation methods while
the approaches in which each node can work as a sender and receiver requires just
one method to generate channel hopping sequences. In [55, 70], roles are assigned
at random and based on some probability to work as a sender or receiver. In these
approaches, although the guarantee is theoretically proved, the time to rendezvous is
long, which is due to the nodes which choose to stay on a channel will never attempt
a rendezvous for some specified bounded time. Almost all the strategies shown in Ta-
ble 3.1 guarantees the rendezvous within some bounded time. However, their guaran-
tees are conditional, as in [40,48,49], the guarantee is dependent on choosing different
rates (i.e., the hopping factor). In sequence generation based rendezvous strategies,
the guarantee is dependent on picking same or different channel hopping sequences,
as shown in [46]. In [42], it is shown that rendezvous is guaranteed only when nodes
pick different roles (as a sender or a receiver). Further, none of the work presented in
previous section provides a rendezvous guarantee in presence of a PR activity, which
if appears can invalidate the rendezvous guarantee.
In the recent literature on rendezvous protocols primary radio activity is considered for
the performance analysis. However, none of the work provides a guarantee in the pres-
ence of primary user activity, due to the unpredictable and dynamic nature of licensed
channels. It is shown in these works that time to rendezvous increases with increase in
the primary user activity traffic. In a real environment, each channel posseses differ-
ent physical characteristics, traffic intensity and traffic patterns on different channels
might be different, which can affect the rendezvous performance. However, even in
the works in which primary user activity is considered the different traffic patterns are
not considered for the performance evaluation. The adaptiveness towards unknown
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and increasing primary user activity should be the main goal for rendezvous protocol
design. But, the existing rendezvous strategies are not adaptive. In [69] channels with
low PR activity are given preference and are ranked. However, it requires an initial
sensing of all channel for a long time to assign ranks to particular channels, which
can increase the accuracy but can also increase the network setup delay. According to
IEEE 802.22 [6], a radio which detects primary user activity on a channel must leave
that channel immediately and also must not use it for some time. However, none of the
work until now considers the real cognitive radio network restrictions and its impact
on the rendezvous protocols performance. The cognitive radios are only allowed to op-
erate on those channels which are not occupied by a primary radio. None of the work
considers the harmful interference a CR can create towards a primary radio system.
An important aspect of blind rendezvous strategies in disasters is the unknown infor-
mation of nodes and topology. However, all known works considers that nodes are
aware of the existence of all the other nodes in the network in advance. In unknown
environments, these rendezvous strategies cannot work, as they are designed only for a
known number of nodes with known topologies. Only a few of the works, like [48,68]
considers the multihop design but with an already known number of nodes. These
strategies work by exchanging the CH sequences and forcing other nodes to follow
their CH sequences; and also assumes a global channel accessibility across the net-
work. In [70] the unknown number of nodes are considered, however it assumes a
maximum number of nodes in the network and gradually increases it to achieve ren-
dezvous with all nodes. When the assumed nodes number is higher than the actual
nodes number the algorithm will run infinitely and when assumed node number is less
than the actual node number the algorithm stops prematurely. When the assumed num-
ber of nodes cannot be met due to different channels selection repeatedly, the algorithm
terminates with uncertainty. In real environments, the nodes also cannot discover each
other due to the unknown PR activity, which is also not considered in this work.
Ideally, the rendezvous algorithms are for achieving synchronization among different
nodes so that later network services can be established. Further, these should also
work in a self-organising manner to facilitate any new arrival or leaving of a node
and should known when to stop and restart the rendezvous process. However, none of
the protocols in the literature are self-organising in nature, which knows when to stop
and when to finish the rendezvous process. Further, none of the multihop approaches
address how to schedule communications after the rendezvous process to establish the
network services (i.e., pairwise rendezvous is not enough).
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dezvous protocols for CR based DRN
The blind rendezvous algorithms suit the environments like disasters, in which spec-
trum environment and nodes remain unknown until explored. However, so far the work
on rendezvous strategies in CRNs consider the number of nodes as known in advance
and only considers the unknown channel information as a blind factor. In disasters,
the unknown nodes, primary user activity, topology and existing survived networks are
the additional blind factors which make the problem even more challenging and fully
blind. Currently, the existing works are not fully blind. Therefore, the key require-
ments and challenges of a fully blind rendezvous protocols are identified for cognitive
radio based disaster response network.
Rendezvous delay: The existing rendezvous strategies provide a conditional guaran-
tee of rendezvous in bounded time. But these guarantees are only provided for limiting
and unrealistic conditions. Few of them consider the uncertainties of unknown envi-
ronments like unknown number of nodes, topologies, and primary user activity, and
none address all of these factors. Achieving minimum or optimal rendezvous delay to
minimize the network setup delay in presence of these unknown factors is required.
Unknown and asymmetric multiple channels: Due to the absence of spectrum
databases, acquiring CCCs or the channels accessibility information in disaster envi-
ronments is hard. Therefore, a cognitive radio should be able to sense its environment
and available channels to operate. Due to channels spatial diversity, each node may
perceive different available channels at different locations. When nodes are not aware
of the channels at other nodes and use a global channel set to achieve rendezvous, the
rendezvous can take longer to complete. Further, due to unknown primary user activity
and longer rendezvous cycles or channel hopping sequences, the time to rendezvous
can be high. These factors should be considered in designing a fully blind rendezvous
protocols.
Unknown starting times and asynchronous timeslots: As nodes might be unaware
of the other nodes in the network, it is difficult to know their starting times and to
achieve the global synchronization among different nodes. Therefore, the fully blind
rendezvous must be able to achieve rendezvous when the starting times of other nodes
are unknown and their timeslots are not synchronised.
Unknown number of nodes, topologies, and termination of rendezvous process:
The existing rendezvous strategies so far consider only the known number of nodes
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both for single and multiple hop scenarios. Therefore, they can not be directly applica-
ble to disaster scenarios, as the nodes might be unaware of the existence of other nodes
in the network. It is also not realistic to assume that all nodes are always within one hop
distance range of each other. When nodes are not in direct range of each other and hear
about each other from another node, running the rendezvous process forever will not
be able to establish a direct connection. Therefore, the fully blind rendezvous protocol
must be able to work for multihop and unknown topologies together with an unknown
number of nodes. However, for an unknown number of nodes they also require an
efficient termination condition to stop at some point. Otherwise, these strategies can
either stop prematurely without discovering all nodes or might take infinite time due
to the uncertainty of the total number of the nodes in the network.
Role independent: Restricting some nodes to perform specific duties as a sender or
a receiver can provide rendezvous guarantee but only when the roles between the two
nodes are different from each other. In disasters, knowing such information might not
be possible and rendezvous cannot be achieved between two nodes when they have
similar roles and even when they are close to each other. Therefore, the fully blind
rendezvous strategies must not fix such pre-assignment of roles.
Adaptiveness towards unknown primary user activity Cognitive radios are used
mainly for dynamic spectrum access and are meant to operate opportunistically over
the licensed or unlicensed bands. However, the availability of the licensed spectrum
might change with time and space due to different and unknown arrival rates of pri-
mary users on different spectrum bands. The rendezvous protocol should consider
the primary user activity on channels and should also avoid attempting rendezvous on
those channels. However, not attempting rendezvous on PR detected channels can re-
sult in higher time to rendezvous values and operating on these channels may result
in the harmful interference. Therefore, the fully blind rendezvous protocols should
be carefully designed to respect the primary user activity; must not create the harm-
ful interference; and should be adaptable with unknown and increasing primary user
activities.
CR operating policies: A cognitive radio is only allowed to use the spectrum op-
portunistically when it follows some rules which are meant to stop interference with
the primary radio communication and at the same time should also provide sufficient
QoS. The existing blind rendezvous does not consider the policies suggested by the
standard bodies. When a cognitive radio detects any primary user activity on a partic-
ular channel, it should vacate that channel and must not use it for some time. Before
using any channel, it should also make sure that no primary user is currently active on
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that particular channel. The existing blind rendezvous strategies, do not consider oper-
ating policies for the cognitive radio. These operating policies should also be carefully
designed for the emergency scenarios. For example, if a channel is dedicated to an
ambulance service then it should not be used. If any other channel is detected with
primary user activity then it should also be restricted for some limited time to reduce
the harmful interference towards the primary user activity. These policies can easily
be implemented on a reconfigurable radio before starting their rendezvous operation.
Harmful interference should not be created as there might be some survived networks
which can be using their licensed spectrum to provide services.
Self-organization: At all times, the disaster response network should work on its own
without much assistance. The nodes might run out of battery and therefore can disap-
pear. New CR nodes might be launched and need to join the network. The existing
rendezvous strategies are not designed to facilitate the unknown nodes leaving or join-
ing the network. Therefore, the fully blind rendezvous strategy should know when to
stop the rendezvous process and when to start it again. For example, if sufficient or all
nodes are discovered then it should stop its rendezvous process. However, when a new
node enters into the network, the rendezvous process should not only start again but
also should update and disseminate the new node information all across the network.
Scheduling, synchronization, and information sharing: In multi channel and mul-
tihop environments, achieving and maintaining synchronization among nodes is chal-
lenging. Nodes can decide future rendezvous points to meet and exchange messages.
Therefore, an efficient scheduling mechanism among nodes is also required to update
the rendezvous information periodically to avoid running a complete rendezvous pro-
cess again and which can also reduce the time to establish other network services. It
is also important to share the network-wide neighbour information among all nodes to
support other network services like routing, broadcasting, data transmission etc.
3.8 Cognitive Radio Operating Policies
Policies are the set of rules adopted to perform some actions or to restrict from do-
ing some actions. In cognitive radio networks, these policies define conditions for the
radios to operate on the available frequencies based on allowed time, transmit power,
geographical locations etc. These policies can be established by standard bodies, reg-
ulators, system operators, manufacturers etc., and can be reconfigured also by system
operators even before deployment in emergency scenarios. The standards and reports
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related to requirements of a disaster response network regarding a CR and DSA are
already discussed in Chapter 2. In this section, the focus is mainly on policies sug-
gested by these standard and regulatory bodies like IEEE, FCC, Ofcom, DARPA etc.
A detailed survey on cognitive radio standards is shown in [72]. Below are some of
the standards for TVWS and Radar bands, which suggests the operating policies for a
cognitive radio.
• IEEE 802.22, Part 22 (2011): This document describes the Physical and MAC
layer specifications of Cognitive Wireless RAN with policies, procedures, and
operation in TV bands.
• IEEE 802.22.2, Part 22.2 (2012): This document describes the Installation and
Deployment of IEEE 802.22 Systems in TV bands.
• IEEE 802.22b (2015): This document describes the enhancements for advanced
WRAN to support broadband emergency services, broadband services, remote
medical services etc, and provides all essential functionalities of IEEE 8022.22
standard.
• ITU-R M.1652 (2003) and M.1652-1 (2011): This document describes the Dy-
namic Frequency Selection (DFS) in wireless systems including Radio Local
Area Network (RLAN) for protecting the services in the 5 GHz band (Radar
bands) and related satellite services.
The recommendations and suggestions mentioned in these documents are mainly to al-
low a coexistence between secondary and primary users on licensed bands and to pro-
tect the primary users from the harmful interference. The key recommendations men-
tioned in these documents for opportunistic spectrum access are shown in Table|3.3.
3.8.1 Policy-based Radio
The behavior of the radio system should be managed by some modifiable policies to
permit or prohibit spectrum access based on time, location, channel condition etc. [73].
These policies can be used for static or dynamic spectrum allocation to limit the usage
of certain frequency bands for some allowed time or to restrict them from using for a
long or short time. These policies can describe how a radio is allowed to operate on
some channels and can be modified by changing the policy files. These modifications
can be applied at the time of manufacturing a device, before deployment or even at
runtime. The software-defined radio supports the reconfigurability at run time based
on the input from the environment. Therefore, these policies should be dynamic to
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Table 3.3: Standard recommendations for TV and radar bands
Recommendations Description TV
bands
Radar
bands
Channel Availability
Check time (CAC)
The time for which a channel must
be monitored for the presence of a
primary user.
30 s 60 s
Channel Non-
occupancy period
(CNP)
The time for which a cognitive user
must not use the channel on which
a primary user is detected.
10 m 30 m
Channel Move Time The time required by the system to
clear the channel for any ongoing
transmission.
2 s 10 s
Channel Closing
Transmission Time
The total allowed transmission
time during the channel move time.
100 ms 1 s
perform some actions on its own based on input from the environment or primary user
detection. For example, secondary users can operate on available channels, as long
as the primary user is not detected on the channel. However, when a primary user
activity is detected, then the secondary users should not only vacate those channels but
also avoid them for some time. Similarly, when some channels are continuously being
detected as occupied than they should also be avoided for a long time. Therefore, to
transmit on a particular band, it is required that the band must not be occupied by a
primary user, it must be within the capabilities of a radio and there is a policy which
decides its counter actions based on the application and scenario. These counter actions
can be determined in a reactive or proactive manner. For policies based on proactive
actions, the channel status, and primary user status prediction [74] can also be made
part of the policies to decide the next action or channel selection.
The standard bodies recognise that policy-based radios can efficiently use the spectrum
bands [73]. The policy-based radios can even be more efficient, when sensing, recon-
figurability and decision making functionalities are combined, like in software-defined
or cognitive radios. Some of the advantages of policy-based radios are listed below,
• They can provide the flexibility in usage of spectrum for a short time or long
time or with specific schedules.
• They can enhance the decision capability of a cognitive radio.
• They can be set in a way to protect the primary users from the harmful interfer-
ence.
• They can specify the allowed power limits of frequency bands.
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• They can be used to provide location-based frequency allocation to protect the
primary users.
• They can decide to perform next action to achieve seamless communication by
deciding immediately the next channel usage or by using a backup channel.
• They can evolve over time and can provide artificial intelligence.
• Depending on the application scenarios they can be modified easily.
In the existing literature, cognitive radio operating policies are not utilised until now for
the performance evaluation of a CR system. The importance of policy-based radios and
operating in white spaces are described in [73] and [75]. The policies should be defined
based on the application scenarios to efficiently utilise the spectrum resources and to
keep the harmful interference ratio within the acceptable limits. The acceptable limits
can be negotiated in advance before deploying a system with service provides or must
be kept at a negligibly low level to not to degrade the primary systems performance
(ITU-R M.1652-1, 2011).
In disaster situations, these policies should be designed carefully so that timely re-
sponse can be provided with minimum network setup delay. These policies should
also be designed in a way to help increase the self-organization, interoperability, and
adaptivity.
3.9 Primary Radio Activity Model
The performance of cognitive radio network is highly dependent on the primary user
activity. The cognitive radio has the flexibility to operate on different spectrum bands
ranging from kHz to GHz. It is important to monitor the primary user activity traffic
for possible cognitive radio communication into the white spaces. A lot of work has
been done on measurements of primary users including cellular, TV, Radar and Satel-
lite bands for general occupancy, interference identification, coverage estimation and
primary user arrival rates [76, 77]. The measurement studies are conducted to extract
different statistical properties of spectrum occupancy. Based on these measurement
studies different primary user activity models are identified [76, 78, 79] for dynamic
spectrum access (DSA) and CR systems. The main function of these models is to sim-
plify the real spectrum environment to provide a tractable and realistic representation
of spectrum so that they can be used in analytical studies and computer simulations for
the performance evaluation of DSA and CR systems. Therefore, PR activity models are
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widely used to represent a spectrum usage pattern and measurements for performance
evaluation of a CRN [80].
Different primary user activity models are discussed in [76, 78, 79] and mainly classi-
fied into Markov process, Queuing theory, time series and ON/OFF models. Among
different PR activity models, Markov chain based PR activity models are widely used
in the literature [81–85].
Figure 3.3: Alternating Markov renewal process for PR activity.
For DSA/CR systems, the occupancy pattern of a PR can be modeled as a two-state
Markov chain (as shown in Figure 3.3), where the two states are ON and OFF . ON
means the channel is busy and should not be used while OFF shows that the channel
is free or idle and can be used by a CR. The continuous time alternating ON /OFF
Markov Renewal Process is used in [80, 83–85] to model PR activity. This model is
also been used for the performance evaluation of CRN [80, 86–91]. It is also used for
public safety bands [92, 93], voice [94] and IEEE 802.11b [95]. This model makes
following assumptions when the current state of a channel is i.
• the time will be exponentially distributed until the next channel state transition
and it will be independent of the past history of the previous channel-state.
• the next state will be j with probability Pij and it will also be independent of the
previous state and process until next transition.
In this model, the duration of ON /OFF states of a channel i is denoted as T iON
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and T iOFF . The renewal period Zi(t) will occur when one ON /OFF period is com-
plete [83, 84], where,
Zi(t) = T iON + T iOFF (3.1)
where the channels ON /OFF periods are both exponentially distributed [83–85] with
p.d.f.,
fX(t) = λX × e−λX(t) for ON state, and (3.2)
fY (t) = λY × e−λY (t) for OFF state (3.3)
where X represents the random variable for busy (or ON) state and Y represents the
random variable for idle (or OFF) state. The duration of time in which channel i is in
ON state i.e. U i is given as [84],
U i = E[T
i
ON ]
E[T iON ] + E[T iOFF ]
= λY
λX + λY
(3.4)
where E[TON ] = 1/λON and E[TOFF ] = 1/λOFF are the means of exponential distri-
bution and λX and λY are the exponential distribution rate parameters. The probability
of channel i being in ON or OFF state at time t can be calculated as below, where
PON(t) + POFF (t) = 1.
PON(t) =
λY
λX + λY
− λY
λX + λY
e−(λX+λY )t (3.5)
POFF (t) =
λX
λX + λY
+ λY
λX + λY
e−(λX+λY )t (3.6)
Different PR activity patterns can be generated using this model and tune the exponen-
tial distribution rate parameters (i.e., λX and λY ) for ON and OFF periods.
3.10 Cognitive Radio Simulation
For performance evaluation of a cognitive radio network, different simulators are used
in the literature, as shown in Table 3.1. Most of the existing works use a custom
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Figure 3.4: Main blocks of Cognitive Radio Network Simulator.
based simulator for the performance evaluation. A Cognitive Radio Cognitive Net-
work (CRCN) patch [96] of NS-2 to implement a CRN is also used in the literature for
the performance evaluation of a CRN [80, 87, 88]. Mainly it has three function layers
i.e., Network, MAC and Physical layer, as shown in Figure 3.4. A simple MAC proto-
col (maccon.cc) is modified, which is a collision and contention-based MAC protocol.
It is also extended with PR activity model, which is responsible for the channel based
PR activities i.e., channels ON and OFF periods over the simulation time. The ren-
dezvous protocols, operating policies, and channel selection decision are implemented
at Network Layer. The PR activity model and channel state prediction model are imple-
mented at MAC layer. Physical layer has the Transmission power, SNR, propagation
model etc. Each module implemented are shared using a common information sharing
layer.
The Network layer contains the rendezvous protocols, cognitive radio operating poli-
cies block for channel selection and channel decision block. After a channel selec-
tion, the channel decision block passes the channel to lower layers for channel sensing
output, based on which it decides to continue on a particular channel or contact the
rendezvous algorithm or particular policy for next channel selection. The neighbour
information is encapsulated in the packet header and then passed on to the lower layers.
The MAC layer has the channel status check or sensing mechanism which contacts the
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PR activity block for acquiring the channel sample at a particular simulation time for
channel occupancy by a PR. On receiving a channel occupancy status as ON , a chan-
nel hand-off signal is sent back to Network layer’s decision block, which then initiates
a new channel selection. No transmission occurs when a channel hand-off mechanism
is initiated. The channel status prediction module works in parallel to calculate the
channel’s weight and prediction.
3.11 Summary of the chapter
In this chapter, the existing published literature is reviewed to identify the requirements
and challenges for a multihop blind rendezvous protocol for an unknown environment,
with primary radio activity model and CR operating policies. The existing literature
on blind rendezvous protocols cannot guarantee a rendezvous in the presence of un-
known primary user activity and their time to rendezvous is long. Mostly, literature
assumes a role-based CR operation which can also invalidate a rendezvous guaran-
tee. They cannot be even directly applicable to a disaster response network because
none of the paper is considering an unknown environment. The blind factor which is
considered mostly only relates to the unknown channels information. However, in dis-
asters, the number of nodes and topology information might also be unknown. Some
of the existing literature considers the PR activity, however their time to rendezvous
increases with the increase in the PR activity and therefore are not adaptive. None of
the work considers the suggestions of the standard bodies, which are meant to pro-
tect a PR against the harmful interference. The policy-based radios are encouraged by
the standard bodies, but the impact of different operating policies on blind rendezvous
protocols is still unknown. The disaster environment requires a fully blind multihop
rendezvous solution. Therefore, it is required that it must be able to work with an
unknown number of nodes, channels, and topologies. It must also be adaptive to the
unknown primary user traffic and must be able to self-organize i.e., it should work au-
tonomously by facilitating any node entering or leaving the network, and should know
when to stop its rendezvous process and when to restart it again. Further, it must also
follow the specifications to minimize the harmful interference towards the PR system.
The main aim of establishing a rendezvous among the nodes is to gather the timely
information to establish other network services. Therefore, a timely and efficient fully
blind multihop rendezvous strategy is required to reduce the network setup delay in an
unknown environment.
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Chapter 4
Experimental evaluation of a software
defined radio-based prototype for a
disaster response cellular network
4.1 Introduction
Large-scale disasters can cause significant infrastructural damage. In particular, exist-
ing communication networks may get destroyed, hampering the ability of emergency
responders to communicate with each other, and of victims to make contact with rescue
services and relatives. Therefore, it is vital to quickly restore voice and data communi-
cation services. Currently, portable wireless systems are used as a temporary solution.
However, these solutions have a lengthy setup, limited coverage, and typically require
the use of expensive satellite backhaul. A rapidly deployable communication network
is required, which must be sufficiently reliable and robust to support mission critical
requirements, including quality of service (QoS), mobile user support, and interop-
erability with existing network infrastructure. It should provide wide-area coverage,
and support a variety of different access technologies (WiFi, 2G, 3G, 4G etc.), and it
should survive for enough time to allow more stable deployments to be put into place.
In this chapter a prototype system for rapid deployment in post-disaster scenarios is
investigated.
Disaster response networks based on software defined radio (SDR) [25] and cognitive
radio (CR) [4] have been proposed [5]. These technologies are designed to sense and
observe the available spectrum, and to reconfigure their parameters at runtime. This
flexibility would, in theory, allow the network to recognise and respond to whatever ac-
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cess services were being requested, and the spectrum agility would allow communica-
tion backhaul to be configured autonomously in real time to adapt to the unknown and
dynamic radio environment, thus avoiding the need for time-consuming site surveys,
multiple access networks, and manual configuration. Given the demands of disaster
response, the backhaul network may have to be multi-hop, involving heterogeneous
technologies, because of possible unknown distance between two surviving base sta-
tions which need to be connected. Although CR and SDR are promising technologies
in a maturing research field, there have been few published practical deployments, and
thus their ability to operate in harsh environments while providing support for legacy
user equipment and end-user access services has not yet been properly established.
In this chapter, a prototype is presented for a rapidly deployable disaster response
network using software defined radio for voice communication. Our first aim is to es-
tablish whether or not the technology can support end-user services, and for this proto-
type, GSM is used as the the access technology, and IEEE 802.11 unlicensed bands are
used for backhaul. An OpenBTS software is used as an implementation of the GSM
protocol stack running on consumer laptops, connected to a Universal Software Radio
Peripheral (USRP) from Ettus Research. Two OpenBTS base stations are connected
using WiFi connections between the laptops, with one of the laptops running the open
source Asterisk PBX to manage the call routing and monitoring for each mobile phone
which connects to our network. The Asterisk server is able to provide connectivity to
the public switched telephone network or to the Internet. The prototype is evaluated
experimentally, under different network conditions, and varying the number of real and
emulated voice calls. It is demonstrated that the technology can support voice commu-
nication, maintaining over 40 calls simultaneously with acceptable jitter, packet loss
and mean opinion scores. However, it is shown that this performance is only obtained
when the external radio environment is quiet. In environments where communication
links are highly occupied (i.e., noisy environments), call quality degrades significantly,
allowing fewer than 5 calls simultaneously before jitter and packet loss become unac-
ceptably high. Through analysis of the packet traces, it is shown that the packet losses
are caused by radio interference on the backhaul link. The main contribution of this
research lies in demonstrating the limits of using unlicensed bands to support voice
communication (GSM-VoIP). The results indicate that true spectrum agility and cog-
nitive radio techniques will be required to support the necessary services.
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4.1.1 Main contributions
The main objectives and contributions in this chapter are as follows,
• To design a robust, flexible, light-weight and low cost solution for a disaster
response network.
• To establish a feasibility of the SDR to restore voice communication services in
a disaster with,
– a frontend to support communication services (like GSM)
– a backend to connect multiple radios with sufficient quality of service and
wider accessibility and coverage
• An experimental evaluation of system capacity under varying traffic loads
4.2 Disaster and SDR based Solutions
The main requirements for disaster response networks (DRNs) cover measures includ-
ing quality of service, robustness, coverage, deployment speed, interoperability and
cost effectiveness, as specified by, for example, SAFECOM [7]. Various rapid re-
sponse network services are already available, provided by telecommunications ven-
dors and government organisations [5, 9, 97–99]. These services are a vital and suc-
cessful part of the response effort, but their scope is limited, they covers only specific
areas, take significant time to deploy, and almost all require the use of expensive satel-
lite backhaul, even for local calls. Few current service providers offer interoperability,
self-organization, or dynamic spectrum utilization. As discussed in [5, 15], cognitive
radio systems have been proposed as solution techniques for immediate flexible de-
ployment, to provide a working network until more stable solutions can be deployed.
Such systems should self-organize, to reduce the need for manual configuration. Fur-
ther, they should be capable of operating in a wide range of frequencies to avoid the
need for having prior spectrum information, and should be able to adapt to unknown
and changing environments. Figure 4.1, shows an example of a disaster scenario in
which mobile flexible base stations could be deployed to provide a multi-hop backhaul
to connect users requesting different services to the remaining infrastructure. As yet,
it has not been demonstrated that cognitive radio or software defined radio with an ad
hoc wireless backhaul can support the required user services.
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Figure 4.1: An example for partially destroyed network extension.
Table 4.1: Existing Backhaul Technologies [100]
Technology Capacity Coverage Cost
Copper (T1/E1) Low [T1=1.54 Mbit/s]
[T1=1.54 Mbit/s]
No requirements High
Optical Fibre High [upto 155.52 Mbit/s] No requirements High
Ethernet High [upto 1000 Mbit/s] No requirements Low
Microwave High [2 - 170 Mbit/s] LOS requirement High maintenance and
spectrum cost
Satellite Medium[384 Kbits/s to
4.09 Mbit/s
Flexible High
Wi-Fi High [11 Mbit/s (802.11b)]
[54 Mbit/s (802.11 g]
[600 Mbit/s (802.11 n)]
LOS required (upto 38 km) Low
WiMAX High [75 Mbit/s]
[350 Mbit/s]
LOS (50 km) and non-LOS (25 km) High maintenance and
spectrum cost
4.2.1 Cellular Backhaul connectivity
Backhaul communications are required mainly to extend the coverage and service area,
for which both wired and wireless links are being used currently. Optical fibre, mi-
crowave and satellite links are mainly used for the cellular backhaul connectivity [100].
In disasters, however, wireless solutions are preferred over wired solutions due to dif-
ficult physical access. Among wireless technologies, WiFi and WiMAX are gaining
interest due to their low cost and rapid deployment [100]. Table 4.1, shows the capac-
ity and cost comparison of existing backhaul technologies.
The Microwave transmissions are carried out on different frequency bands, like li-
censed 6 - 38 GHz and unlicensed 2.4 and 5.8 GHz. Using the unlicensed bands can
reduce the capital expenditure (CAPEX) but raises the interference issues which effects
the bandwidth capacity and coverage. They also require proper line of sight (LOS) be-
tween cell sites and therefore in remote areas it can be installed easily and can cover
longer distance. Implementing Microwave links results in higher CAPEX because of
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equipment and spectrum fees, however they are potentially to receive less operational
expenditures (OPEX) over time. They can also be implemented in multihop config-
uration. While using the satellite links the advantages are short installation time and
flexible coverage but the disadvantages are high cost and long propagation delays.
The acceptable propagation delay for end-to-end voice services is 250 ms whereas the
propagation delay offered by satellite links is 270 ms [100,101]. Additionally, the cost
ranges from $3000 to $12000 p.m [100]. Long distance WiFi can be an alternative
low cost solution for backhaul connectivity, in place of microwave. However, due to
outdoor point-to-point links for a backhaul it posses some design issues relevant to
the achieved throughput, distance coverage, packet overhead, and time synchroniza-
tion [100]. These issues include a multi-path problems which can be avoided as long
as the delay spread is below the symbol duration and at the MAC layer many param-
eters are not suitable for the outdoor environments like the acknowledgement (ACK)
timeout, contention window and round-trip time. The default ACK timeout for 802.11
is 20 µs which is too short for long distance link, however the propagation delay for 15
km is 50 µs. Further the concatenation and compression techniques are required for the
VoIP packets delivery over the long distance links [100]. It is also mentioned in [100],
that the Hybrid coordination function Distributed Channel Access and Enhanced Dis-
tributed Channel Access must also be carefully designed to be used to support the
residential broadband connectivity in addition to the cellular backhaul traffic. WiMAX
provides higher throughput and wider coverage compared to WiFi. It can operate in
both licensed (700 MHz, 2.3 GHz, 2.5 GHz and 3.5 GHz) and unlicensed (2.4 GHz
and 5.8 GHz) frequency bands. WiMAX is less costly as compared to microwave in
terms of spectrum fees. It can operate in non-LOS scenarios. It can connect in point to
point (PTP) and point to multi point (PMP) and mesh technologies. Microwave tech-
nologies can guarantee QoS and time synchronization with 2-170 Mbit/s. However,
it requires clear LOS with high CAPEX, in terms of high maintenance and spectrum
fees. Satellite has a flexible coverage range but it is more expensive and suffers propa-
gation delays. WiFi and WiMAX are emerging backhaul technologies because of high
throughput and long distance coverage. WiFi suffers from low packet efficiency, lack
of QoS guarantee and synchronization mechanisms [100, 101]. WiMAX is a good so-
lution, but its cost is high due to licensed spectrum fee. For these reasons, the WiFi
technology is investigated for backhaul connectivity as an initial approach, and leave
TV White Spaces through dynamic spectrum access techniques to utilize the spectrum
efficiently in disaster situation for future use.
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4.2.2 Differences with existing solutions
Our prototype system consists of a software defined radio GSM access, with an 802.11
wireless backhaul. Some similar systems have been considered in the literature for
other purposes. The VillageLink project [102] [103] has developed a platform to pro-
vide GSM services in remote rural locations where there is insufficient cellular cover-
age. A single Base Transceiver Station (BTS) deployment is presented in [102, 104]
and [105], but without backhaul connectivity and thus with limited coverage. The
closest system to ours, and part of the inspiration for our work, is described in [106]
and [107], in which a local cellular network with multiple BTSs and WiFi backhaul
is proposed to provide basic voice and text services, also using OpenBTS, USRP and
Asterisk. Those systems were successfully field-tested. However, there are significant
differences in the design and operating conditions. For example, a more expensive
multiradio router is used in [107], which transmits/receive using different channels.
The rural networks are intended for long term stable deployments, and benefit from
site surveys and careful network planning. More importantly, because of the remote
deployment, minimal interference is expected on the backhaul links, and so the ef-
fect was not studied. VoIP performance analysis for 802.11 is discussed in [108, 109]
and [110], using simulations and implementation, but for different service environ-
ments, voice codecs and without stretching the backhaul link capacity. For example,
in [108] the codec used is G.711, with a data rate of 64 kbps, supporting up to 13 calls.
4.3 Prototype multi-BTS GSM-802.11 network
The goal of the research described in this chapter is to establish whether or not a
software defined radio front end and wireless backhaul could provide the required ser-
vices of sufficient quality. For that purpose, the focus is on enabling a single access
technology (GSM), and a simple wireless backhaul using 802.11 on consumer-level
peripherals. The GSM is chosen because of its widespread availability [3, 99]. The
software based GSM network and low cost mobile phones makes it an affordable so-
lution for voice and data services in disaster situations [5]. OpenBTS [111] is so far
the only complete open source software based solution for GSM services available.
To provide the front end, the OpenBTS implementation of the GSM protocol stack
is used, with the radio front end implemented on Ettus Research Universal Software
Radio Peripheral (USRP). The backhaul links are implemented as Ad Hoc mode WiFi
on the laptops.
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Figure 4.2: Universal Software Radio Peripheral.
4.3.1 Prototype building blocks
The main building blocks of a multi-BTS are explained in the following sub sections.
4.3.1.1 Universal Software Radio Peripheral
USRP is a hardware platform for SDRs [112]. It provides the radio communica-
tion system by implementing the filters, mixers etc., in a software on an embedded-
system to transmit and receive data. Its motherboard provides the subsystems like field
programmable gate array (FPGA), an analog-to-digital converter (ADC), a digital-
to-analog converter (DAC), clock generation, host processors and power regulations,
which are basic components required for baseband processing of signals. It includes
a daughter-board for front-end analog conversions like up/down conversion, filtering
and signal conditioning. It permits the USRP to serve applications that operates at
6 GHz including MIMO systems. The applications for which it is mainly used are
public safety, mobile phones, spectrum monitoring, radio networking, cognitive radio,
satellite navigation and discovering white spaces.
4.3.1.2 OpenBTS
OpenBTS is a software implementation of GSM protocol stack and replaces core GSM
components such as Base Switching Centre, Mobile Switching Centre, Home Location
Register and Visitor Location Registers on a software level. It is a software based GSM
access point. It provides network functions like GSM registrations, location updating,
handover and mobility management. OpenBTS provides "GSM Um" interface to any
GSM cell phone within range. It receives GSM signals, demodulates them and converts
them to VoIP packets. It can transmit and receive using SDR in the GSM band as
a local GSM base station. It allows GSM compatible mobile phones to be used as
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Figure 4.3: System diagram of single/multiple OpenBTS systems.
SIP endpoints in VoIP networks. It is developed by Range Networks, and the current
version is 4.0 [113]
In Figure 4.3, a general system diagram of single and multiple OpenBTS systems is
given, each of its components is described below. For single OpenBTS, SMQueue
(text messaging server) and SIP authentication server can be configured on the same
machine. However, for the multiple BTS, a separate copy of OpenBTS can be config-
ured on different machines.
PBX: A call can be established when signalling between the two mobile phones is
completed. The signalling is carried out using Private Branch Exchange (PBX). An
open source Asterisk PBX is implemented, which considers mobile phones as SIP
clients through OpenBTS and performs signalling using Session Initiation Protocol
(SIP). It works as a server client model and also maintains a database for all the mobile
phones associated with it. The Asterisk server manages the call routing and monitor-
ing for each SIP user across the network, and can provide connectivity to the public
switched telephone network or Internet. It can be configured on a separate machine or
on the same machine as the BTS.
SIP authentication server: It is another major component of OpenBTS and provides
SIP authentication services for registrations.
SMQueue server: SMQueue server provides the messaging services to the mobile
phones.
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Figure 4.4: A general architecture of multiBTS prototype.
4.3.1.3 General architecture and external connectivity
In Figure 4.4, a general architecture of multiple BTS systems connected over a wire-
less link is illustrated. The external connectivity is handled by a PBX system. A PBX
system is capable of allowing traffic to and from an external site. In our design, VoIP
connectivity from an external site using a static IP on a separate machine is also estab-
lished and tested.
4.4 Experimental Design
To test the system, as shown in Figure 4.5, two BTSs are connected over the backhaul
using the WiFi link. The two BTSs use separate USRPs. The setup parameters are
listed in Table 4.2. The systems is tested in an open lab environment, and we have
no control of the external radio environment. In the lab, there are between 15 to 18
WiFi access points within range. The building opening hours are 7:30 a.m to 10:00
p.m, and most users are active from 9:00 a.m to 12:30 p.m and 1:00 p.m to 7:00 p.m.
For the experiments, the two USRPs are placed 8 meters apart, with the GSM antennas
4 meters away from their BTS. Mobile phones are at a distance of between 5 and 25
meters from the antennas. The transmission range is set as approximately 50 meters,
by reducing the power level of BTSs to reduce the interference. BTS-1 is config-
ured with an Asterisk server on the same laptop, and BTS-2 on a different machine.
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Figure 4.5: Prototype of a disaster response network.
Table 4.2: System parameters of DRN prototype
System Parameters Description
PC Dell Latitude E6420 (i5, 4GB RAM)
Wireless cards Intel 1510
Wireless Standard IEEE 802.11g (54 Mbps)
Voice Codec GSM 6.10 (13.2 Kbps)
Type of traffic BTS: SIP, RTP, UDP
Frequency 1800 MHz (GSM) (Test license from COMREG Ireland)
2412 MHz (WiFi channel 1)
Phones Samsung S5360 (2), Nokia 101, E63
USRP N210
OpenBTS version 4.0
The SIP authentication server and SMQueue server are also installed on BTS-1. The
experimental scenarios, backhaul link, background traffic and other preliminaries are
discussed below.
4.4.1 Scenarios
Two scenarios are examined to test voice quality and backhaul link capacity. The call
flows and measurement points are shown in Figures 4.6 and 4.7.
4.4.1.1 InterBTS Scenario
The two mobile phones or user equipments (UEs) in a call are subscribed to different
BTSs. Both are controlled by PBX-1, which is at BTS-1. In this scenario, the calls are
transmitted through the wireless link only once as an RTP stream.
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Figure 4.6: Call flow and measurement points in InterBTS Scenario
Figure 4.7: Call flow and measurement points in IntraBTS Scenario
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4.4.1.2 IntraBTS Scenario
Both UEs are subscribed to BTS-2, noting that the Asterisk server is on the machine
for BTS-1. In this scenario, the calls are transmitted over the wireless link twice, as
the Asterisk and databases for OpenBTS are on BTS-1 and other UEs are on BTS-2.
Due to the design of multi BTS support in OpenBTS, the call was first going to main
BTS (at BTS-1) and even after call establishment of call. Therefore, the RTP streams
has to traverse twice over the same wireless link.
4.4.2 Backhaul Link
For the experiments, channel 1 of 802.11g is used which is a non-overlapped channel
preferred by routers mostly as a default channel. As we want to analyze the backhaul
communication support in presence of external interference, channel 1 is utilized.
4.4.3 Background Traffic and Environment
As the experiments are conducted in an open lab, the external activity on the other
networks cannot be controlled. Such traffic may cause interference on our backhaul
link, and we want to compare the performance of the prototype under different external
conditions. The tests were conducted at different times over a period of more than
a week, focusing on two use cases: (i) (quiet) during the early mornings and late
evenings, when external user activity was low, and (ii) (noisy) during the standard
working hours, when external user activity was high. A separate laptop is used which
is configured in monitor mode and placed in between both BTSs, to indicate the volume
of background traffic. Figure 4.10d and 4.11d shows the background traffic monitored
in the quiet environment for both scenarios. Similarly, 4.12d and 4.13d shows the
background traffic monitored in the noisy environment for both scenarios.
4.4.4 Measurement points
The incoming and outgoing voice traffic were captured at both BTSs using Wireshark
and averaged each set of test runs. To understand where, if anywhere, the communi-
cation links are degrading, the traffic is monitored at four points. These measurement
points are selected to analyse the backhaul link as an end-to-end points. The GSM
link from the USRPs to mobile phones is not used for the analyses because the GSM
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data was in Raw format and could not be decoded to analyse the packet statistics. An-
other reason for choosing these measurement points is that the emulated calls were
also generated from within the system used for the BTS system. In Figure 4.6 and 4.7,
InterBTS and IntraBTS call flow and measurement points are shown and described
below.
• A describes the outgoing traffic from BTS-2 for BTS-1.
• B describes the incoming traffic at BTS-1 from BTS-2.
• C describes the outgoing traffic from BTS-1 for BTS-2.
• D describes the incoming traffic at BTS-2 from BTS-1.
4.4.5 Equivalent Calls
To increase the number of calls in the system, the real calls are emulated, due to lack
of sufficient UEs and SIM cards. The voice call (GSM FR 6.10) codec has a data
rate of 13.2 kbps [114]. For real calls, real mobile phones are used for voice call
establishment. For emulated calls, the UDP flows are generated and transferred at
the same data rate using iperf from both BTS-1 and BTS-2. For each additional call,
the number of UDP flows are increased. To validate the emulation, Figures 4.8 and 4.9
shows the jitter and packet loss values for 1 real and 1 equivalent call compared to 2 real
calls, for both scenarios. Both show almost identical values, which gives confidence
that the results obtained from many emulated calls will correspond to results that would
have been obtained from a similar number of real calls. Note here that IntraBTS has
twice the flows as InterBTS, because caller and receiver are both on BTS-2. Each RTP
frame is of length 87 bytes, which includes 12/8/20 bytes for RTP/UDP/IP header size.
The voice packets are sent at regular intervals of 20 ms.
4.4.6 Performance Metrics
The protocols used are session initiation protocol (SIP) [115], real-time transport pro-
tocol (RTP) [116] and RTP control protocol (RTCP) which consists of two streams i.e.
upstream and downstream. RTP runs over a UDP. The following metrics are consid-
ered:
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Figure 4.8: Equivalence of real and emulated calls for InterBTS setup in quiet envi-
ronment.
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Figure 4.9: Equivalence of real and emulated calls for IntraBTS setup in quiet envi-
ronment.
4.4.6.1 Jitter
The mean deviation of the difference in packet arrival time at the receiver compared to
the sender and measured in millisecond (ms). It is calculated as [116]
J(i) = J(i− 1) + (|D(i− 1, i|)− J(i− 1)16 (4.1)
where D is the difference in RTP timestamp and RTP time of arrival of a packet. The
division by 16 is to reduce the effects of large random changes.
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
71 Saim Ghafoor
4. EXPERIMENTAL EVALUATION OF A
SOFTWARE DEFINED RADIO-BASED
PROTOTYPE FOR A DISASTER RESPONSE
CELLULAR NETWORK 4.5 Performance Evaluation
4.4.6.2 Packet Loss
The number of packets lost compared to number of packets sent, based on RTP se-
quence numbers.
4.4.6.3 Throughput
The number of bits successfully received at the receiver per second.
4.4.6.4 Mean Opinion Score (MOS)
MOS can be used to estimate voice quality as perceived by the users and depends
upon the codec being used, which in our case is GSM-FR (6.10). We have used E-
model [117] to evaluate MOS, because this model involves codec type and packet
loss. The maximum MOS provided by GSM FR is 3.46 for 0% packet loss. MOS
is expressed in a range from 1 (worst) to 5 (best). MOS can be calculated from E-
Model [117] as
MOS = 1 + (R× 0.035) +R× (100−R)× (R− 60)× (7× 10−6) (4.2)
where R is the rating factor, which is calculated as a function of the effective equipment
impairment factorIeeff ,
R = 93.2− Ieeff (4.3)
The Ieeff is dependent on packet loss and can be written as
Ieeff = Ie + (95− Ie)× pplppl + bpl (4.4)
where Ie is the impairment factor for 0% packet loss. bpl is the packet loss robustness
factor and ppl is packet loss in percentage for each voice stream. The Ie and bpl for
GSM FR 6.10 are 23 and 46 [118].
4.5 Performance Evaluation
To evaluate the capacity of the link, we vary the number of calls (by increasing the
number of emulated calls), and measure the impact on jitter, packet loss, throughput
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Figure 4.10: InterBTS experiments conducted in quiet environment.
and MOS. We run 10 trials of 2 minutes each for every call and take the average of all
trials and establish a 95% confidence interval.
The first set of experiments are conducted in the quiet environment, with results shown
in Figure 4.10 and 4.11 for InterBTS and IntraBTS cases. Measurement points B and
D capture performance statistics (outgoing traffic) for the wireless backhaul link, while
points A and C capture statistics (incoming traffic) for the internal system, i.e., laptops
shown in Figure 4.6 and 4.7. According to Cisco VoIP analysis [119] [8], for accept-
able call quality, the average one way jitter should be less than 30 ms. For up to 50
calls, the one-way traffic jitter results are far lower than the 30 ms for both scenarios.
Packet loss should ideally be less than 1%, until 5% voice quality is consider good
and until 10% delayed speech is observed. For the InterBTS case, 50 simultaneous
calls can be supported; however, in IntraBTS case, for 25 or more calls, packet loss
become too high. This is reflected in the throughput values. As the number of calls
increases, the total throughput rises linearly, until close to 50 calls for InterBTS, and
until 24 calls for IntraBTS, at which point the communication becomes saturated, and
throughput stabilises or declines. Throughout the quiet environment experiments, the
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Figure 4.11: IntraBTS experiments conducted in quiet environment.
background traffic remains predominantly below 2 Mbps, with occasional spikes. The
sustained increase at 5000s for the InterBTS correspond to the small increases in jitter
and packet loss at 20 calls. The MOS for both scenarios can be seen in Figure 4.14.
An MOS below 2.5 MOS is considered to indicate a poor quality call. MOS for the
quiet environment is above 3 for the InterBTS scenario until 50 calls, and for the In-
traBTS remains above 3 until 24 calls. These results indicate that the combination of
a software-defined radio front end and a wireless backhaul is able to support a signif-
icant number of GSM voice calls, and thus in principle the technology is feasible for
deployment as part of a disaster response solution. Up to 50 calls can be maintained
across a single link when one of the UEs is communicating with a front end located
on the same machine as the SIP server. When both UEs must share the same wireless
backhaul to reach the SIP server, the effective capacity drops by a factor of 2.
The above experiments are conducted when external wireless activity was low. How-
ever, in a disaster scenario, we cannot control the external activity, and it is likely that
other networks will be establish, or existing equipment may be transmitting. Therefore,
we also conduct evaluation when the spectrum is more heavily occupied, as shown in
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Figure 4.12: InterBTS experiments conducted in noisy environment.
Figure 4.12 and 4.13. The increase in the background traffic means increased con-
tention for wireless access. In the InterBTS case, jitter is observed to be approximately
5 times higher than in the quiet environment for even a small number of calls, although
it still remains below the threshold of 30ms until close to 50 calls. However, packet
loss rises almost immediately to 20%, and thus very few calls are successful. For the
IntraBTS case, jitter rises above 30% almost immediately, and the accumulated packet
loss immediately exceeds 20%, and in these experiments acceptable quality was ob-
tained for only a single call. The MOS (Figure 4.14) for the InterBTS case is noticeably
lower than for the quiet environment, and becomes consistently unacceptable after 10
calls. For the IntraBTS case, the MOS value is below 2 for all calls.
It is noted that the packet loss values are significantly higher at measurement points
A and D, and relatively low at points B and C. It is believed that this is because of
the presence of an interfering access point closer to BTS2. From tracing the packets,
it appears that when the WiFi transceiver on that laptop listens to the channel, it is
frequently unable to find a clear slot to transmit, even though the receiver at the other
laptop is relatively interference free. Because of this, the transmitter backs off, and
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Figure 4.13: IntraBTS experiments conducted in noisy environment.
the internal queues begin to fill up, and thus new packets are being dropped in the
system before they reach the transmitter. For the reverse direction, the transceiver
at C is able to transmit, but collisions are happening at the receiver at point D, thus
requiring frequent retransmissions. The effect is magnified at point A in the IntraBTS
case because of the doubled flow.
These results demonstrate that the system is not stable in the presence of background
interference, and that the system can quickly degrade to the point where it is unable
to support more than 1 or 2 simultaneous calls. The performance degradation is due
to the wireless backhaul, while the software radio front end is capable of supporting
the communication. It is speculated that backhaul performance could be partially re-
stored by switching channels. However, in a disaster scenario, we will have no prior
knowledge of spectrum use, and we will have little control over other devices in the
area which may appear without warning. Thus it is believed that this indicates that
there is a need to utilise cognitive radio techniques, both for the enhanced sensing and
spectrum agility, and for the ability to exploit white spaces in licensed spectrum. In
particular, if the existing network infrastructure is partially destroyed, then it is likely
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that licensed spectrum is no longer being used. In addition, it is believed that the lower
frequency bands than those for 802.11 will allow us to extend the range of the backhaul
communication.
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Figure 4.14: Mean opinion score.
4.6 Discussion
In this chapter, the applicability and feasibility of a software-defined radio are analyzed
for a lightweight, rapidly deployable, robust and reliable solution, together with back-
end QoS support. It is concluded that the system can support a large number of calls
with sufficient quality. However, when the interference is high on the selected link, it
became a bottleneck and able to support only a few calls. The SDR in itself is able
to provide services like GSM or LTE, and could extend coverage area using a multi-
hop configuration connected using wireless links. Therefore, the channels with high
utilization or interference must be avoided using a free or dedicated licensed channel,
which is difficult to achieve in disasters due to the unknown environment and primary
radio activity. Instead, the use of dynamic spectrum access could be exploited to find a
free channel. If such system is to be deployed in a disaster, there are some other chal-
lenges which needs to be addressed to make it work in a self-organized and adaptive
manner. These challenges include:
• information gathering, like channel availability and accessibility,
• discovery of other operational or partially damaged networks,
• environment discovery with primary user activity, and
• discovery of other nodes.
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Among other challenges, considering primary user activity is also important to protect
the surviving primary users like (cellular network or radar transmission). The detec-
tion of primary user activity demands the channel is not used for some time, which
can increase the network setup delay. However, if primary user activity is not consid-
ered, then the secondary user’s communication can disturb the ongoing primary user
communications by causing harmful interference. Discovering the nodes in the disas-
ter scenario and establishing a rendezvous among them is the foremost challenge to
setting up a disaster response. Therefore, in the next Chapter, a rendezvous problem is
addressed for the unknown environments, where the channels and primary user activity
information is also considered as unknown.
4.7 Chapter conclusion
In disaster response, communication is vital, and yet in many scenarios it is possi-
ble that much of the communications infrastructure is destroyed. In these cases, it is
critical that a communications network is deployed quickly; this network should offer
multiple services to legacy devices, should interoperate with whatever remains of the
existing infrastructure, and should provide service until more stable solutions can be
deployed. A hybrid software-defined radio access and 802.11 backhaul prototype is
designed, implemented and evaluated for rapid deployment to provide cost-effective
voice services. The prototype is evaluated in an open environment, and it is shown that
the prototype can support over 40 simultaneous calls across two base stations. How-
ever, the wireless backhaul is subject to interference from external transmitters, and
therefore in noisier environments the call quality quickly degrades, and the prototype
can support fewer than 5 calls. After a disaster it can be expected that considerable por-
tions of the licensed spectrum will lay idle. It is concluded that for supporting higher
number of calls, the bottleneck is the backhaul link which is due to high utilization of
an unlicensed channel. Therefore, to provide sufficient quality of service when there is
serious interference in the unlicensed bands, it is desirable to exploit that idle licensed
spectrum for backhaul between base stations, using cognitive radio techniques.
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Chapter 5
An Extended Modular Clock blind
rendezvous Protocol
5.1 Introduction
In many disaster scenarios, communication networks are vital for ensuring efficient
and effective first response; however, the disaster may have caused significant damage
to the existing communication infrastructure. A cognitive radio (CR) can provide an
effective solution for creating an initial disaster response network (DRN) until a more
permanent network is re-established [5]. It can sense what links exist of the remaining
infrastructure, what spectrum is available, and exploit the spectrum opportunistically
while avoiding the primary radio (PR) activity. Given the nature of the disaster, with
unknown PR activity and spectrum spatial diversity, each CR node must sense the
spectrum independently rather than relying on spectrum databases which might not be
available in disasters, and must rendezvous with each other on available channels. This
creates the challenging problem of achieving rendezvous in an unknown environment
with unknown PR activity.
Rendezvous as discussed in Chapter 3, can be achieved when two radios complete a
handshake mechanism. This assumes that the two radios are on the same channel,
within transmission range of each other, they coincide on the channel for a sufficient
time period and that the channel has no detectable PR activity or excessive interference
for the radios over that time period. When there is no predefined schedule for visit-
ing channels and no common control channel, this is known as the blind rendezvous
problem. The blind rendezvous problem is challenging due to unknown information of
nodes, available channels, nodes starting times and the environment in which they op-
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erate. The existing blind rendezvous strategies [40, 48, 49] strictly focus on achieving
some form of rendezvous guarantee. This guarantee only applies when nodes select
different rate values (the channel hopping factor). It also assumes a set of channels
on which there is no PR activity or external interference. The unpredictable arrivals
of PRs on these channels invalidates the guarantee and may result in the CR nodes
causing unacceptable interference to PRs. Therefore, an Extended Modular Clock
Algorithm (EMCA) is proposed which abandons the rendezvous guarantee, but has a
shorter rendezvous cycle time, and is intended to reduce the average time to rendezvous
(TTR). To handle the PR traffic, a Listen Before Talk (LBT) approach is used with the
aim to reduce the harmful interference. In addition, an information exchange mecha-
nism is also proposed as a part of handshake mechanism for the multi-node problem,
to further reduce the TTR. The EMCA is designed in this Chapter mainly for single
hop networks with known number of nodes. The more realistic scenario of unknown
number of nodes will be discussed in Chapter 7.
5.1.1 Main contributions
The main contributions of this Chapter are;
1. an Extended Modular Clock Algorithm for single hop scenario with known num-
ber of nodes, to reduce the time to rendezvous for unknown environments with
PR activity;
2. a cognitive radio simulator with PR activity model to analyse the behavior of a
CR for the proposed rendezvous protocol;
3. a neighbour exchange mechanism to expedite the rendezvous process for multi-
ple CR nodes; and
4. a performance evaluation of EMCA over different existing blind rendezvous
strategies and primary radio activity patterns.
5.2 System Model and Assumptions
A distributed Cognitive Radio Network (CRN) [21] is considered for a disaster re-
sponse without any centralized controller with N secondary users (or CRs) in an L x L
network area. Each CR i (where 1≤ i≤N ) is equipped with a single wireless interface
and each CR node can operate only on one channel at a time.
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The total channels available in the network are G, where G = {1, 2, 3, ..., n}. Due
to spatial diversity of channels and different localized primary radios at different geo-
graphical locations, each node may perceive different channels [120–122]. Each node
maintains its Available Channels Set (mi) differently, where mi is a subset of G. The
common channels (M ) between any two nodes may vary, which may be different for
each node, and so it is assumed that there exist atleast one common channel between
them (i.e., M ≥ 1).
Due to spatial diversity of channels and hardware limitations of radio transceivers,
different nodes may have different subsets of spectrum bands available for communi-
cation. These subsets of spectrum bands are referred to here as Available Channels
Sets (ACS). It is assumed that G is the set of all channels available in the network,
where G = {1, 2, 3, ..., n}. Each ACSi is a subset of G.
For quick channel selection decision for a rendezvous attempt, a CR can perform fast
sensing, as suggested in IEEE 802.22 standard of 1 ms [6, 123]. A perfect channel
sensing model is considered in which the sensing results are assumed without any
errors like miss detection or false alarm.
A time slotted system is assumed with fixed timeslot (TS) duration for the rendezvous
algorithm working, in which the CR nodes are not synchronised with each other and
with PRs. Further, CR nodes are unaware of the starting times of all other nodes.
Therefore, rendezvous is possible between two nodes only when their TSs overlap for
sufficient amount of time to exchange beacons. Asynchronous timeslots were shown to
be beneficial for reducing TTR in [124]. For beacon transmissions, a broadcast trans-
mission is adopted where each node broadcasts its beacon to attempt a rendezvous.
This Chapter assumes a static scenario, where CR node locations are fixed, all nodes
are within transmission range of each other and each node is aware of the total number
of nodes in the network. These assumptions will be revisited in subsequent Chapters.
5.3 Extended Modular Clock Algorithm (EMCA)
5.3.1 Overview
EMCA is a blind rendezvous algorithm which is based on the Modular Clock Algo-
rithm (MCA) [40] which is already presented in Chapter 3.
• i, is the CR node id.
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• ri (rate), is the step length by which a node i jumps from one channel to another.
• mi, is the total number of channels in Available Channel Set (ACS) of node i.
• Pi, is the lowest prime number greater than or equal to mi.
• ti, is the timeslot of node i and is the duration for which a node stays on a channel
selected by using a rendezvous algorithm.
• ji, is the index value or label for channel position in the ACS of node i.
• ci,j , is the channel at index j of node i’s ACS.
Figure 5.1: Example of modular clock algorithm.
An example of MCA is shown in Figure 5.1, for the explanation and comparison with
EMCA. The basic principle of MCA is to hop among channels with ri (rate value) for
2P timeslots or until rendezvous occur, to guarantee rendezvous which occurs only
when the other node hops using a different rate value. P represents the duration of a
rendezvous cycle in timeslots and is equal to the lowest prime number greater than or
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equal to mi. However, MCA does not consider a PR activity, due to which the guar-
antee within 2P timeslots cannot be achieved. Therefore, it wastes time by hopping
unnecessarily just to achieve the rendezvous guarantee. It remaps also the channels
with an index value greater than mi, with available channels of the initial order, which
is a biased channel selection, as some channels might not be available to other nodes,
which can also waste rendezvous attempts and time. Finally, MCA is designed for
symmetric channels. It is shown in Figure 5.1, that the rate value continues for 2P
timeslots (i.e., (2x5 = 10 timeslots)). Even if PR is present on channel 6, it continues
to achieve the rendezvous guarantee, which is unnecessary, because if PR is detected
on a channel, then that channel must also be avoided for some time.
5.3.2 EMCA Operation
The EMCA algorithm initializes by choosing an initial index and rate value randomly,
as shown in Algorithm 1. The rate value remains the same for the duration of one ren-
dezvous cycle with length Pi timeslots, whereas in MCA the rendezvous cycle length
is 2P timeslots. If rendezvous does not occur within Pi timeslots, then a new ri will be
selected again randomly from [0, pi). At each iteration, the next index value ji will be
calculated using mod(Pi). If the new channel index ji is within mi then that channel
ci,j will be selected, which is the channel at index ji on node i’s ACS. Otherwise, if
next index value is greater than mi − 1, than index value will be remapped randomly
(out of mi) to select a channel from ACSi. The index can exceed mi − 1 due to the
gap between mi and Pi. Unlike in MCA, the index ji if greater than mi − 1 is being
remapped again using mod function between 0 andmi−1. In each timeslot ti, multiple
beacon transmissions occur to attempt a rendezvous, shown in Algorithm 1, between
Lines 17 and 26. For PR activity handling before every transmission, a basic “Listen
Before Talk" approach is used.
An example of EMCA is shown in Figure 5.2. As different from MCA (Figure 5.1),
it changes the rate value randomly after P timeslots, if rendezvous does not occur
within P timeslots. In the first rendezvous cycle, the nodes got the opportunity to
attempt rendezvous, however, due to PR activity on channel 6, the rendezvous could
not be achieved. Therefore, the EMCA tries the new rate value instead of waiting
for another P timeslots which increase the chance to at least attempt a rendezvous on
another channel, which is shown in the example as achieved on channel 7 of second
rendezvous cycle in blue color. It also remaps channels randomly as different from
MCA (Figure 5.1), which also increases the chance to achieve rendezvous. When the
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initial order channels are not common among the nodes or not available to some nodes,
the rendezvous cannot be achieved. This is also shown in Figure 5.2, that in second
rendezvous cycle of node 1, it selects a random index 3 which resulted in a successful
rendezvous.
Figure 5.2: Example of extended modular clock algorithm.
5.3.3 Listen Before Talk (LBT) Approach
Unlike MCA, EMCA works in collaboration with a PR activity handling procedure
and uses an LBT approach for this purpose, with an intention to reduce the harmful in-
terference towards a PR. In LBT, a channel status will be checked before every beacon
transmission, and transmission will not occur, if PR activity is detected. A node will
attempt a rendezvous only when the channel is sensed as free; otherwise, rendezvous
will not be attempted.
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Algorithm 1 Extended Modular Clock Algorithm
1: observe mi, total number of channels in ACSi
2: calculate Pi, the prime number greater than or equal to mi
3: choose initial jtii = rand[0,mi)
4: choose initial ri from [0, Pi) randomly
5: Initialize, ti = 0
6: while node i not rendezvous with all nodes do
7: if ti ≥ Pi then
8: choose ri from [0, Pi) randomly
9: ti = 0
10: end if
11: jti+1i = (jtii + ri) mod Pi
12: if jti+1i < mi then
13: c = c
i,j
ti+1
i
14: else
15: c = ci,rand([0,mi))
16: end if
17: Initialize, beaconi = 0
18: while beaconi 6= 5 do
19: if channel c is occupied then
20: Do not attempt rendezvous on c
21: else
22: Attempt rendezvous on c
23: end if
24: wait for next scheduled beacon transmission
25: beaconi = beaconi + 1
26: end while
27: wait for timeslot to end
28: ti = ti + 1
29: end while
5.3.4 Message Passing based Handshake Mechanism
For a successful rendezvous, two nodes must complete a handshake process. A bea-
coning mechanism is proposed, in which nodes embed into the beacon a list of neigh-
bouring nodes they have overheard. As shown in Figure 5.3, if two nodes find their own
IDs in each other’s beacons, then it is assumed that rendezvous has been completed. In
this way rendezvous can be achieved faster than by using a 4-way handshake process
without any neighbour information exchange, as shown in Figure 5.4. For example,
when Node B receives a beacon from A it will send an ACK. A now knows that B has
received its beacon, and adds B to its neighbour list. If B receives A’s next beacon, it
will discover its own ID in the list. It knows that A has received its ACK, and can add
A to its neighbour list.
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
85 Saim Ghafoor
5. AN EXTENDED MODULAR CLOCK BLIND
RENDEZVOUS PROTOCOL 5.3 Extended Modular Clock Algorithm (EMCA)
Figure 5.3: neighbour information Passing Mechanism and 3-way handshake.
Figure 5.4: Four way handshake mechanism.
5.3.5 Difference with existing approaches
The main advantages of EMCA and its difference with existing blind rendezvous
strategies are,
• Its rendezvous cycle is short (i.e., P timeslots), for which a node hops among
channels using a particular ri rate value in each timeslot until P timeslots.
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• It remaps those channels randomly from mi, whose resulting index ji exceeds
the mi − 1 limit of available number of channels to avoid biased selection of
initial order channels.
• It considers channels with PR activity and makes sure a primary user is not active
on a particular channel before attempting a rendezvous.
• It contains a handshake mechanism for a successful rendezvous.
• It passes the neighbour information in a beacon to expedite the rendezvous pro-
cess.
5.3.5.1 Short rendezvous cycle
The existing strategies guarantee the rendezvous when the rate values are chosen dif-
ferently by each node and when there is no PR activity or interference on the channels.
To ensure the rendezvous guarantee, their rendezvous cycles are long. The MCA case
is considered here, in which rendezvous is guaranteed (if r1 6= r2) and rendezvous cy-
cle length is set to 2P timeslots due to possible different starting times of two radios.
Since they assume channels with no PR activity, the PR effect is not accounted. If
PR appears at the time of beacon transmission and CR avoids the rendezvous attempt
due to PR appearance, the rendezvous opportunity can be missed which results in no
rendezvous in that particular rendezvous cycle. In this case, following the same rate
value for 2P timeslots will increase the TTR. Since the rendezvous guarantee cannot
be achieved, even if two radios are on the same channel in the same timeslot, because
of unknown PR activity, the limit is reduced to allow a search of all channels, but at
faster rate re-selection, in the hope of speeding up the time to rendezvous. We propose
to reduce the rendezvous cycle length to P . As we are giving away half of the ren-
dezvous cycle length, it is important to determine how often rendezvous occurs in the
second half of 2P timeslots (i.e., last P timeslots) of MCA. We simulated a scenario
(simulation setup will be discussed in Section 5.4 in detail) of two nodes with same
channels (10 and 20) for 1000 simulation runs, to find out the rendezvous occurrence
distribution in each half of 2P timeslots (rendezvous cycle length of MCA). Figure 5.5
illustrates the results, which show that for 10 channels (Figure 5.5a) 99.45% times ren-
dezvous occurred in the first half of 2P timeslots and only 0.55% times they occurred
in the second half of 2P timeslots, which we propose to compromise. For 10 channels
the P value is 11 timeslots and 2P is 22 timeslots. For 20 channels P is 23 and 2P is
46 timeslots. Figure 5.5b shows the results for 20 channels, and the percentage ratio
appeared again in favor of first half of 2P timeslots with 99.95% times rendezvous
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occurred in the first half of 2P timeslots, which shows that we can give out half of
the timeslots with confidence to re-select the rate value earlier to reduce the time to
rendezvous.
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Figure 5.5: Rendezvous occurrence distribution among 2P timeslots of MCA ren-
dezvous cycle length.
5.3.5.2 Biased channel selection
Depending on the total number of channels mi, there can be a gap between mi and Pi,
because Pi is selected as a prime number larger than or equal to mi (For example, if
mi is 8 then Pi will be 11). Due to next index calculation in Line 11 of Algorithm 1,
the resulting index can exceed the mi − 1 limit of channel indexes. To overcome this
situation and to wrap it again within mi− 1 limit, MCA remaps the index with another
mod function (as jti+1i mod(mi)) between 0 and mi − 1, which results in biased chan-
nel selection from the initial order of ACSi. For example, if next index calculation
(Line 11 of Algorithm 1), results in 10 and mi is 7, then 10th index value is surely
higher than the limit mi. If, another mod function is used (jti+1i mod(mi) as in MCA)
the index value will be 10 mod (7) which results in 3. Therefore, the channel at 3rd
index value will be selected. Such biased channel selection can increase the time to
rendezvous if channels are not shared (same) between two nodes. However, in EMCA
the channels are remapped randomly from ACSi, when the resulting index value ex-
ceeds the mi − 1 limit. The test for rendezvous occurrence distribution per timeslot is
repeated with random remap, to see the effect on rendezvous occurrence distribution
in each half of 2P rendezvous cycle length. The results show that for 10 channels
case (Figure 5.6a) 97.75% times rendezvous occurred in the first half of 2P timeslots
and only 2.25% times they occurred in the second half. Similarly, for 20 channels
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case (Figure 5.6b) about 98.50% times rendezvous occurred in the first half and only
1.50% times rendezvous occurred in the second half. This shows that even with ran-
dom replacement, the rendezvous occurrence within first P timeslots is not affected as
compared to the results without channel remapping, shown in Figure 5.5.
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Figure 5.6: Rendezvous occurrence distribution among 2P timeslots of MCA ren-
dezvous cycle length with random channel remap.
5.3.5.3 PR activity consideration and rendezvous guarantee
The existing rendezvous strategies assume the selected channels are always available
with no PR activity. However, in disaster situations, even the selected channels might
not be available in the next time instance due to sudden PR appearance. Therefore,
it is essential to identify those channels to establish a successful rendezvous between
nodes; and to avoid creating harmful interference towards the PR systems. A CR is
originally meant to identify and vacate those channels on which a PR signal is detected.
To cope with this, the functionality of checking the medium is included before every
rendezvous attempt (i.e., a beacon transmission) for all rendezvous strategies. The
initial results proved the performance degradation of rendezvous strategy and loss of
rendezvous guarantee due to unknown PR activity. A scenario is simulated here of two
nodes and shared channels (10 same channels) for MCA, EMCA and JS (MMCA is not
included as it is not designed for shared channels). The existing rendezvous strategies
are meant to provide rendezvous guarantee (if r1 6= r2) within a period of rendezvous
cycle length. Therefore, the total number of rendezvous cycles are measured in which
rendezvous did not occur due to PR appearance. The results are shown in Table 5.1,
which confirms that with increasing PR activity for all rendezvous strategies, the num-
ber of cycles in which rendezvous did not occur increases as well. In Table 5.1, the
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percentage of the number of rendezvous cycles is shown in which rendezvous did not
occur at all among the total number of rendezvous cycles used to achieve a rendezvous.
For each rendezvous strategy, the percentage values are different due to their different
rendezvous cycle lengths (i.e., the rendezvous cycle lengths for MCA, EMCA, and JS
are 2P , P and 3P ). The results also show that with increasing PR activity the nodes
hop unnecessarily on different channels if rendezvous opportunity is missed due to a
PR appearance in a particular rendezvous cycle. For zero PR activity, the percentage
of rendezvous cycles without a successful rendezvous is low, which is due to the un-
lucky cases in which rates were picked as same randomly. However, with increasing
PR activity, as can be seen for MCA, EMCA, and JS, the percentage increases also.
EMCA percentage as compared to MCA is high for higher PR activities, due to half of
its rendezvous cycle length. For JS, the rendezvous cycle length is 3P , and for zero PR
activity, it appears as only one time rendezvous cycle is passed without the successful
rendezvous. However, with an increase in PR activity, its rendezvous cycles percent-
age without any successful rendezvous increased to 17.69% and 67.30% for 50% and
85% PR activity. Therefore, from the results, it is concluded that due to unknown PR
activity the guarantee can be lost and time to rendezvous can increase also, which can
increase the network setup delay.
Table 5.1: Percentage of rendezvous non-occurrence in overall rendezvous cycles
(shared channels case).
PR activity % Rendezvous non-occurrence (%)
0 16.80
MCA 50 39.25
85 61.18
0 14.97
EMCA 50 60.33
85 78.31
0 5.70
JS 50 17.70
85 67.31
5.3.5.4 Channels and multiple nodes
By incorporating random remapping of channels and short rendezvous cycle, EMCA
is capable of giving a better outcome in terms of TTR for both similar and different
channels set. It is able to achieve pairwise rendezvous among multiple nodes.
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5.4 Simulation Environment
In this section, the simulation environment is presented which is used for the evaluation
of EMCA and comparison with other rendezvous strategies, together with different PR
activity traffic models.
5.4.1 Simulator Setup
For CRN simulation, a Cognitive Radio Cognitive Network (CRCN) patch [96] of
NS-2 is used with modifications, which is already discussed in Chapter 3. For the
overview, it is discussed here briefly. Mainly, it has three functional layers Network,
MAC, and Physical. The rendezvous strategies, channel selection decisions, and LBT
approach are implemented at the Network Layer. PR activity model for channel-based
PR activities, including different traffic patterns, is implemented at the MAC layer,
which keeps track of PR traffic, collisions and interference. The Physical layer has
information like transmission power, SNR, Propagation model etc. Information at each
layer is shared through a common Information sharing Layer. The neighbour table is
encapsulated in a packet header at the Network layer and then passed to lower layers.
5.4.2 Simulation Setup
The network area is set as 1000 x 1000 meters. Initially, only 2 nodes are used as a
base scenario, to analyze the rendezvous performance between a single pair of nodes.
Later, the number of nodes is increased to 10 for rendezvous performance of multiple
nodes in a network. The total numbers of channels are considered as 10 and 20, where
each node’s ACS is a subset of the total number of channels picked randomly as 7
and 14, which are used to show the impact of increasing the number of channels on
the rendezvous performance. Two-ray ground model is used as a propagation model.
Nodes are considered as static, where each node is only aware of its own starting time.
It is assumed that each node is aware of the total number of the nodes in the network
for now. This assumption will be revisited in subsequent Chapters.
5.4.3 Primary User Traffic Patterns
The PR activity module discussed in Chapter 3 generates and keeps track of PR activ-
ities on each channel i.e., the sequence of ON and OFF periods by PR nodes over a
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simulation time. These ON and OFF periods can be modeled as continuous time alter-
nating ON/OFF Markov Renewal Process [83–85]. The ON period means the channel
is occupied by a PR and OFF means the channel is not occupied by a PR and free to use
by a CR. The rate parameters of the exponential distribution are λX and λY which are
provided in Table 5.2 as input values. According to these values, the channels follow
the ON and OFF periods.
These rate parameter values (λX and λY ) are provided as an input for PR activity
modelling in the simulator, where PR module calculates the probabilities of channel
occupancy and availability (PON and POFF ) at any given time t and channel utilization
(Ui, which is time for which the channel i remains occupied), and assigns the PR
activity on each channel. These rate values were also measured in [84].
In disasters, the PR traffic remains unknown, and each link can have different traffic
patterns with low occupancy or high occupancy. For example, when a disaster occurs
near a coastal area the radar bands can be found with ongoing communication, and
when it occurs near an urban area than TV or cellular bands can be found with variable
occupancies at times. In fact, disasters can occur at any place and time, and depend-
ing on the locations the PR occupancy can be different. Therefore, these rate values
are adjusted carefully to generate different PR activity traffic patterns, and are shown
in Figure 5.7 and Table 5.2, to analyze the performance of rendezvous protocols for
different PR activities. These PR activity traffic patterns include,
• Zero PR Activity (0%): The channel is available i.e., idle all the time1.
• Low PR Activity (10% to 20%): The channel is mostly in idle state and for short
time in the busy state. This type of PR activity can be observed in remote areas.
• Long PR Activity (45% to 60%): The channel is in the busy state for a long time
and can be idle for long time. This type of PR activity can be seen over TV
bands.
• High PR Activity (70% to 85%): The channel is busy for a long time and idle
for a short time. This type of PR activity can be seen in urban areas. In urban
areas, the population ratio is usually high and when a disaster occurs near an
urban area, it is expected that the traffic on existing or survived network’s links
will be high.
• Intermittent PR Activity (40% to 60%): The channel is in the busy state for a
short time and again idle for a short time. This type of PR activity can be ob-
1For Zero PR activity, λX is set as 10000 and λY as 0 with Ui = 0.
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served where users use the channels for very short period of time, e.g., crowded
areas like railway stations or airports.
• Mix PR Activity: Different PR activities are randomly assigned to different
channels, which are listed above as zero, low, long, high and intermittent. It
is the most usual scenario for a disaster, where different bands can have differ-
ent utilization. For example, a first responder might be using their own network
for walkie-talkie based voice communication which can result in partial channel
occupancy. A news agency might be using channels for their own transmissions
with live video streaming. The partially destroyed cellular base stations might
still be in service, providing voice communications on cellular bands. These
scenarios provide different channel usage patterns.
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Figure 5.7: Different PR activity patterns.
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Table 5.2: Rate parameters values for channel states used in the simulations
Low LONG HIGH INTER MIX
Channel Id λX λY Ui λX λY Ui λX λY Ui λX λY Ui λX λY Ui
1 1.28 0.28 0.18 0.23 0.49 0.68 0.25 0.93 0.79 1.79 1.3 0.42 10000 0 0
2 1 0.33 0.25 0.21 0.32 0.61 0.3 1 0.77 1 1 0.5 1.03 0.3 0.23
3 1.01 0.34 0.25 0.26 0.44 0.63 0.25 1.03 0.8 1.45 1.49 0.51 0.22 0.31 0.58
4 1.67 0.32 0.16 0.41 0.39 0.49 0.23 1.45 0.86 1.64 1.45 0.47 0.22 1.2 0.85
5 1.15 0.33 0.22 0.24 0.39 0.62 0.22 1.10 0.84 1.75 1.10 0.39 1.33 1.2 0.47
6 1.89 0.27 0.12 0.24 0.28 0.54 0.25 0.64 0.72 1.59 1.75 0.53 10000 0 0
7 1.03 0.31 0.23 0.26 0.46 0.64 0.22 1.41 0.87 1.49 1.41 0.49 1.28 0.28 0.18
8 1.14 0.27 0.19 0.43 0.41 0.49 0.23 1.59 0.87 1.25 1.59 0.56 0.23 0.49 0.68
9 1.15 0.5 0.3 0.26 0.3 0.53 0.32 0.64 0.66 1.15 1.79 0.61 0.25 0.93 0.79
10 1.69 0.39 0.19 0.44 0.43 0.49 0.21 1.45 0.87 1.69 1.45 0.46 1.79 1.3 0.42
11 1.82 0.24 0.12 0.22 0.32 0.58 0.26 0.81 0.75 1.54 1.35 0.47 10000 0 0
12 1.25 0.33 0.21 0.27 0.49 0.64 0.24 1.25 0.84 1.43 1.25 0.47 1 0.33 0.25
13 1.59 0.43 0.21 0.27 0.32 0.54 0.23 1.15 0.83 1.59 1.15 0.42 0.21 0.32 0.61
14 1.45 0.27 0.16 0.23 0.46 0.67 0.22 1 0.82 1.27 1 0.44 0.3 1 0.77
15 1.45 0.42 0.23 0.27 0.49 0.64 0.21 1.12 0.84 1.45 1 0.41 1 1 0.5
16 1.33 0.31 0.19 0.24 0.33 0.58 0.27 0.75 0.74 1.82 1.56 0.46 10000 0 0
17 1.39 0.42 0.23 0.27 0.31 0.54 0.23 1.32 0.85 1.23 1.41 0.53 1.01 0.34 0.25
18 1.28 0.41 0.24 0.22 0.38 0.63 0.22 1.2 0.84 1.37 1.2 0.47 0.26 0.44 0.63
19 1.41 0.25 0.15 0.28 0.28 0.5 0.25 0.68 0.73 1.69 1.69 0.5 0.25 1.03 0.8
20 1.82 0.36 0.17 0.24 0.32 0.57 0.22 1.10 0.84 1.54 1.10 0.42 1.45 1.49 0.51
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5.4.4 Timeslots structure and multiple beacon transmissions
For multiple beacon transmissions, each timeslot is further divided into equal sub-
timeslots, as shown in Figure 5.8, where each beacon can be sent at a randomly se-
lected time within the first half of each sub timeslot. As shown in Figure 5.9, if the
last two sub-timeslots of the first node overlap with initial two sub-timeslots of another
node then sending a beacon at random times in each of these sub-timeslots, can achieve
rendezvous provided both nodes pick the same channel. However, if only a single bea-
con will be transmitted by the first node at random times and that occurs in the initial
sub timeslots only, the rendezvous chance will be missed. A scenario is simulated to
compare all rendezvous strategies by sending single and multiple beacons using asym-
metric channels and asynchronous timeslots. The results in Figure 5.10 (for zero PR
activity), confirm that multiple beacon transmissions per timeslot reduce the TTR com-
pared to single beacon transmission for all rendezvous strategies. The experiments are
repeated by increasing the PR activity to High (Figure 5.11) and TTR again decreases
for multiple beacon transmissions. The results illustrate that by increasing the number
of beacons transmission per timeslot from 1 to 5, an improvement is observed in the
average time to rendezvous. Therefore, multiple beacons transmission number as 5 are
used for the rest of our simulations. Increasing the number of beacons might reduce
the gaps between any two beacons and the time required for transmitting a beacon can
be affected with possible collisions between the two node’s beacons transmissions.
The nodes starting times are shown in Figure 5.9, where each node starts within a time
window of one timeslot. However, due to random starting time, the overlap period
between two timeslots of different nodes can vary.
Figure 5.8: Timeslot structure and beacon transmission schedule.
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Figure 5.9: Overlapping of timeslots in multiple beacon transmissions.
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Figure 5.10: Beacons transmission per timeslot comparison under under Zero PR ac-
tivity and 7 channels.
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Figure 5.11: Beacons transmission per timeslot comparison under under High PR ac-
tivity and 7 channels.
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5.5 Performance Evaluation
The EMCA is compared with MMCA [40], JS [48], EXJS [48] and a Random strategy.
For the sake of fair comparison, the rendezvous cycle length of JS is reduced from 3P
to 2P and named as Extended JS (EXJS). The rendezvous cycle length of JS is 3P TSs
of which 2P is allocated for channel hopping and P for staying on a single channel.
Therefore, due to its design, only its hopping period is reduced from 2P to P and the
staying period is not changed. Each rendezvous strategy is modified to work with the
PR activity model (i.e., with LBT). In Random strategy, each node selects a channel
in a random manner. Each simulation runs until each node finds every another node in
the network. The results shown are an average of 100 simulation runs and are shown
in log scale. For channels and timeslots, following cases are considered,
• Symmetric channels: In symmetric case, the channels at each node are same.
• Asymmetric channels: In asymmetric case, the channels at each node are dif-
ferent, however, the available channels set at each node i is a subset of G.
• Synchronous timeslots: In synchronous timeslots case, the nodes are assumed
to start at the same times, and therefore their timeslots are aligned with each
other.
• Asynchronous timeslots: In asynchronous timeslots case, it is assumed that
each node starts at a different time within a window of one timeslot. Therefore,
their timeslots are not aligned with each other, but, they overlap for certain time
duration.
5.5.1 Performance Metrics
The goal is to achieve a rendezvous among all nodes with minimum time to rendezvous
and harmful interference. Therefore, EMCA and other blind rendezvous strategies are
evaluated over different PR activity patterns, using the following evaluation metrics,
1. Average Time to Rendezvous (ATTR): It is used to evaluate the rendezvous
delay and measured from the time when the first node starts its rendezvous pro-
cess to the time when the last node achieves rendezvous with all its neighbours.
It is measured in timeslots.
2. Average Harmful Interference (HI): The harmful interference can be defined
as an interference which endangers, seriously degrades or repeatedly interrupts
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
98 Saim Ghafoor
5. AN EXTENDED MODULAR CLOCK BLIND
RENDEZVOUS PROTOCOL 5.5 Performance Evaluation
the primary radio systems communication. It is used here as a metric to account
for the rendezvous performance while considering the primary radio activity. It
is measured as the average number of times when interference is caused by a CR
towards a PR, which occurs when a CR transmits its beacon while a PR is active.
5.5.2 Symmetric channels case
In the symmetric channels case, all the rendezvous strategies are simulated over both
the synchronous and asynchronous timeslots. The results are presented in Figures 5.12
to 5.14, and Table 5.3, for the ATTR and HI. These cases are simulated over zero and
high PR activities as an ideal and worst case scenario using 7 and 14 channels. The
key observations from these results are:
• The average time to rendezvous for all rendezvous strategies is found to be better
when asynchronous timeslots were used. In asynchronous timeslots, the nodes
whose timeslots overlap for at least a duration of one sub-timeslots, are actually
getting two chances to attempt a rendezvous on two different channels, as can
also be seen from Figure 5.9.
• The ATTR of all rendezvous strategies increases with the increase in the number
of channels, for both synchronous and asynchronous timeslots. When the num-
ber of channels is less, the nodes can focus on fewer channels and therefore the
rendezvous chance increases.
• With increase in the PR activity from zero to high, the ATTR increases also,
as shown in Figures 5.12 and 5.13. When the PR activity is high, most of the
time rendezvous cannot be attempted which abandons the rendezvous guarantee
and therefore the ATTR is higher, which increases more with the increase in the
number of channels.
• EMCA is found to be better than all rendezvous strategies in terms of ATTR,
due to its shorter rendezvous cycle length. However, Random is found to be
with highest ATTR in comparison with all algorithms (for zero PR activity). It
also increases more with increases in the number of channels which is due to
its probability of rendezvous success decreases with increase in the number of
channels (identical), as also shown in [40]. JS is shown to be only marginally
slower than MCA. However, when the PR activity is increased to 85% (i.e., High
PR activity), even though the ATTR increases, EMCA appears as better than all
other strategies (Figure 5.13).
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• The average HI is shown in Figure 5.14 for both synchronous and asynchronous
scenarios. For Zero PR case, due to the absence of PR, no HI is observed, as
shown in Table 5.3. A drop in the HI is observed from the synchronous to the
asynchronous case, due to their lower TTR values. However, overall the harmful
interference incidents were observed below 0.11, as can be seen in Table 5.3.
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Figure 5.12: Average TTR for 2 nodes under zero PR activity
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Figure 5.13: Average TTR for 2 nodes under high PR activity
Overall, EMCA appear as better in terms of ATTR in comparison with other ren-
dezvous strategies, while also considering the PR activity. Asynchronous timeslots
case is shown to be more beneficial than the synchronous timeslots case. From here
on, the focus will be on the asymmetric channels case with asynchronous timeslots,
which is a more realistic assumption. In disaster environments, the available channels
are expected to vary from node to node due to the spatial diversity of channels and
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Figure 5.14: Average Harmful Interference for 2 nodes (High PR activity)
Table 5.3: ATTR and HI for 2 nodes with symmetric channels, synchronous and asyn-
chronous timeslots.
Rend
proto-
col
7 channels 14 channels
Zero PR
activity
High PR
activity
Zero PR
activity
High PR
activity
ATTR
Synch
TS
EMCA 4.53 17 8.38 41.68
MCA 5.24 19.39 8.89 42.66
RAND 7 24.18 15.81 49.28
EXJS 5.36 23.65 9.05 51.98
JS 5.4 25.75 9.15 53.47
Asynch
TS
EMCA 3.66 14.65 7.74 28.1
MCA 4.65 17.8 8.52 31.78
RAND 5.39 21.1 10.81 41.92
EXJS 4.64 23.38 8.08 45.77
JS 4.77 23.27 8.54 44.14
HI
Synch
TS
EMCA 0.00 0.04 0.00 0.1
MCA 0.00 0.02 0.00 0.13
RAND 0.00 0.08 0.00 0.12
EXJS 0.00 0.06 0.00 0.15
JS 0.00 0.07 0.00 0.19
Asynch
TS
EMCA 0.00 0.04 0.00 0.11
MCA 0.00 0.02 0.00 0.07
RAND 0.00 0.06 0.00 0.11
EXJS 0.00 0.08 0.00 0.08
JS 0.00 0.07 0.00 0.09
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distance of cognitive radios to the localized primary radios in that particular region.
5.5.3 Asymmetric channels case
In this section, the asymmetric channels are used to compare and analyse EMCA with
other rendezvous strategies. Different PR activities, as discussed previously in Sec-
tion 5.4.3, are used for analysis.
5.5.3.1 Average time to rendezvous
The results for average time to rendezvous, are shown in Figures 5.15 to 5.20 and
Table 5.4, for 2 and 10 nodes, and over different PR activity traffic patterns. The
percentage improvement of EMCA over other blind rendezvous protocols is shown in
Table 5.5. The key observations are,
• The average time to rendezvous increases with increase in the number of chan-
nels and nodes in all cases.
• With increase in the PR activity from zero to High, the ATTR increases as well.
The highest ATTR is observed when PR activity was high, as shown in Fig-
ure 5.18, for all rendezvous protocols.
• EMCA outperforms the existing rendezvous strategies under all PR activity traf-
fic patterns, as shown in Figures 5.15 to 5.20. However, in comparison with Ran-
dom strategy, it is only marginally better. The existing strategies like MMCA,
JS, and EXJS are much slower in terms of average TTR, due to their long ren-
dezvous cycles, as can also be observed from Table 5.4.
• EXJS, which is a variation of JS algorithm, appears as better than JS and MMCA,
due to its reduced rendezvous cycle length (i.e., 2P ).
• For high PR activity case, EMCA and Random outperforms all the existing blind
rendezvous strategies. In comparison with EMCA, Random is only marginally
worse, as shown in Figure 5.18. However, MMCA and JS appear as worse in all
cases.
• The improvement of EMCA (under High PR activity and 7 channels) is observed
as 64% over JS and 49.96% over MMCA, for 2 nodes case. For 10 nodes, it
increases to 81.47% over JS, 62.20% over MMCA, and over Random strategy,
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Figure 5.15: Average time to rendezvous under Zero PR activity.
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Figure 5.16: Average time to rendezvous under Low PR activity.
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Figure 5.17: Average time to rendezvous under Long PR activity.
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Figure 5.18: Average time to rendezvous under High PR activity.
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Figure 5.19: Average time to rendezvous under Intermittent PR activity.
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Figure 5.20: Average time to rendezvous under Mix PR activity.
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it is observed as 3% for 2 nodes and 8% for 10 nodes. These improvement
percentages are shown in Table 5.5.
• For Mixed PR activities, as shown in Figure 5.20, the ATTR decreases more
than in High PR activity case, which is due to random selection of channels with
lower or zero PR activities, which gives more clear opportunities to a node to
attempt a rendezvous by sending a beacon.
Overall, the average time to rendezvous increases with increases in the number of
channels, nodes and the PR activity. EMCA and Random appear as better than all
the other blind rendezvous strategies, in terms of the ATTR. However, the Random is
shown to be only marginally worst than EMCA. In symmetric channels case, EMCA
is found to be better than Random, however, in asymmetric channels case, EMCA is
found to be better than Random on average. Highest ATTR was observed when PR
activity was high and 10 nodes were used.
5.5.3.2 Average harmful interference
In Figures 5.21 to 5.25, the average number of incidents of harmful interference are
shown (i.e. when CR transmissions coincide with PR activity) in the same experiments
as for Figures 5.16 to 5.20. The results for harmful interference are also shown in
Table 5.4. There is obviously no harmful interference in the zero PR activity case, and
so the graphs are omitted. The key observations are,
• The average harmful interference increases with increases in the number of chan-
nels, nodes and PR activity.
• For 2 nodes, the HI observed as relatively low with mostly less than 4 incidents
in 100 simulation runs overall, for all rendezvous strategies under Low and Long
PR activities, as shown in Figures 5.21 and 5.22. However, for MMCA it appears
as 0.16. These HI incidents can also be observed from Table 5.4.
• With increase in PR activity to High, the HI increases to 0.1 for EMCA i.e., (1
incident in every 10 simulation runs) and up to 0.26 for JS and MMCA (Fig-
ure 5.23).
• The highest number of HI incidents are observed for Intermittent PR activity
case (Figure 5.24), in which the JS and MMCA are appeared with 0.4 incidents
every 10th run on average.
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Table 5.4: ATTR and HI for asymmetric channels and asynchronous timeslots.
No, of
nodes
Rend
proto-
col
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
ATTR
2 nodes
EMCA 6.82 8.79 15.25 35.09 10.96 11.19 11.62 13.51 28.58 55.36 18.71 20.69
RAND 7.82 9.51 16.94 38.16 12.22 12.67 12.47 14.94 29.71 58.42 19.06 21.68
JS 15.80 25.84 40.03 97.68 40.32 33.39 23.09 27.33 44.96 83.81 33.28 40.43
MMCA 26.09 37.42 43.23 70.12 30.77 38.87 40.57 41.01 54.66 74.21 53.60 61.61
EXJS 13.35 17.63 22.38 63.48 32.74 22.15 18.60 23.80 34.99 88.93 23.23 28.22
10
nodes
EMCA 31.04 37.73 62.49 127.40 46.42 53.03 57.77 68.16 125.35 216.32 77.68 94.57
RAND 32.01 39.39 64.17 132.39 47.77 53.58 60.68 69.06 127.24 222.39 83.62 96.05
JS 203.65 252.48 421.37 687.41 386.01 415.42 129.77 150.91 223.01 435.24 212.33 196.72
MMCA 289.60 298.90 316.23 337.05 301.45 334.19 467.49 504.49 587.76 676.91 535.01 510.53
EXJS 178.75 188.17 276.70 524.78 298.35 358.61 112.84 127.07 220.41 405.79 158.67 177.16
HI
2 nodes
EMCA 0.00 0.03 0.04 0.10 0.11 0.05 0.00 0.04 0.06 0.14 0.18 0.09
RAND 0.00 0.02 0.03 0.06 0.07 0.05 0.00 0.01 0.08 0.12 0.20 0.05
JS 0.00 0.04 0.08 0.26 0.39 0.06 0.00 0.10 0.10 0.31 0.26 0.08
MMCA 0.00 0.14 0.16 0.20 0.32 0.15 0.00 0.14 0.07 0.15 0.46 0.18
EXJS 0.00 0.04 0.05 0.16 0.23 0.04 0.00 0.07 0.04 0.11 0.24 0.09
10
nodes
EMCA 0.00 0.65 0.57 1.59 2.28 0.84 0.00 1.05 1.25 2.50 2.80 1.39
RAND 0.00 0.70 0.60 1.65 2.06 0.69 0.00 1.11 1.14 2.40 3.17 1.45
JS 0.00 3.82 4.24 7.87 16.47 6.25 0.00 2.57 1.99 5.03 9.03 3.09
MMCA 0.00 4.27 3.51 4.04 13.08 4.51 0.00 7.67 5.77 7.99 20.93 7.49
EXJS 0.00 2.95 4.17 5.40 12.85 5.53 0.00 2.20 1.86 4.22 6.87 2.66
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• With an increase in the number of nodes to 10, the EMCA and Random strate-
gies manage to remain below 1 incident on average (Figure 5.21b), under low
PR activity. However, when PR activity was high, the HI is observed as not
an ignorable quantity with 1.6 incidents in every simulation run on average for
EMCA and Random, and 7.8 incidents for JS, as shown in Figure 5.23b, which
is due to the high values of TTR.
• Under the intermittent PR activity pattern (Figure 5.24b), the HI further in-
creased to up to 2 incidents on average for EMCA and Random; and up to 16
and 13 incidents for JS and MMCA, which is due to the irregular and frequent
PR arrivals on particular channels.
Table 5.5: Percentage improvement of EMCA over other rendezvous protocols in terms
of TTR (asymmetric channels case).
PR activity
Node Chan ZERO LOW LONG HIGH INTER MIX
2
7
RAND 12.79 7.57 9.98 8.05 10.31 11.68
JS 56.83 65.98 61.90 64.08 72.82 66.49
MMCA 73.86 76.51 64.72 49.96 64.38 71.21
EXJS 48.91 50.14 31.85 44.73 66.52 49.49
14
RAND 6.82 9.57 3.80 5.24 1.84 4.57
JS 49.68 50.57 36.43 33.95 43.78 48.83
MMCA 71.36 67.06 47.71 25.40 65.09 66.42
EXJS 37.53 43.24 18.32 37.75 19.46 26.68
10
7
RAND 3.03 4.21 2.62 3.77 2.83 1.03
JS 84.76 85.06 85.17 81.47 87.97 87.23
MMCA 89.28 87.38 80.24 62.20 84.60 84.13
EXJS 82.63 79.95 77.42 75.72 84.44 85.21
14
RAND 4.80 1.30 1.49 2.73 7.10 1.54
JS 55.48 54.83 43.79 50.30 63.42 51.93
MMCA 87.64 86.49 78.67 68.04 85.48 81.48
EXJS 48.80 46.36 43.13 46.69 51.04 46.62
Overall, with an increase in the number of nodes from 2 to 10 approximately an order
of magnitude increase is observed in the harmful interference. EMCA outperforms
the existing rendezvous strategies in terms of the average TTR, however found to be
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Figure 5.21: Average Harmful Interference under Low PR activity.
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Figure 5.22: Average Harmful Interference under Long PR activity.
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Figure 5.23: Average Harmful Interference under High PR activity.
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Figure 5.24: Average Harmful Interference under Intermittent PR activity.
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Figure 5.25: Average Harmful Interference under Mix PR activity.
only only marginally better than Random strategy. For harmful interference, EMCA
and Random appeared as less interfering with PR in comparison with MMCA, JS, and
EXJS. However, the harmful interference is observed as considerably higher for all
rendezvous strategies, especially for 10 nodes.
5.6 Chapter conclusion
It is widely acknowledged that the flexibility of cognitive radio networks makes them
especially suitable for operation in unknown environments, such as disaster response.
Blind rendezvous is essential in such situations, but existing techniques make assump-
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tions about primary radio activity and the radio environment. In order to overcome
these restrictive assumptions, this chapter presented an Extended Modular Clock blind
rendezvous protocol, which is intended to reduce the network setup delay in a dis-
aster situation. Experiments with a variety of primary radio traffic models show up
to 89% improvement in the key metric time to rendezvous over the existing blind ren-
dezvous strategies. Reductions in the effect of harmful interference in comparison with
the existing rendezvous strategies is also observed empirically. However, the harmful
interference is observed as fairly high with increasing number of nodes.
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Chapter 6
Cognitive Radio Policy based Adaptive
Blind Rendezvous Protocols
6.1 Introduction
A policy is a set of rules which governs the behavior of the system and describes what
should be done in a particular situation. It determines a plan to influence the deci-
sion or next action to be taken. From a cognitive radio perspective, spectrum policies
are the rules that specify in what frequency bands the radio is permitted or prohib-
ited to transmit, when the particular spectrum can be used, for how long and under
what conditions it can be used. As cognitive radios are mainly designed to operate
on licensed bands in an opportunistic manner. These policies mainly set the rules to
allow the CR operation while protecting the primary radio systems. In a situation of
sudden change in the spectrum availability, these policies direct the next action, which
could be to prohibit further transmission on that channel, to select the next appropriate
channel which satisfies the communication requirements and to monitor the allowed
interference threshold.
The spectrum usage policies can be established by regulators, standard bodies, man-
ufacturers or system operators before the deployment, or can be made standalone to
operate on its own based on radio environment learning. These policies are defined
mainly in the standards. The current standards for the deployment and operation of
a CR system were discussed in Chapter 3. These promote the usage of spectrum
databases for spectrum access information. However, in the event of a disaster these
databases might not be available and therefore a cognitive radio has to rely on its sens-
ing to identify, vacate and avoid the channels on which PR is detected. Further, to
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reduce the harmful interference, these standards also suggest some parameters includ-
ing the channel non-occupancy period and channel availability check time, to make
sure that primary radio is not active on a particular channel. Therefore, these policies
encourage the efficient use of channels for cognitive radio network operation.
The standard bodies encourage the use of policy-based radios [6, 73]. However, the
impact of CR operating policies on the blind rendezvous performance is still unknown.
The blind rendezvous strategies which consider the PR activity, do not consider the
amount of harmful interference caused towards the PR system. Whereas, the standard
bodies like IEEE, only permits the usage of CR, when it operates without causing
harmful interference towards the PR system. Even in the situations, like disasters, there
could be existing survived cellular services, which might be providing services over the
cellular bands, and operating over those bands can interfere with their ongoing voice
communication. Therefore, an efficient blind rendezvous strategy must consider the
PR activity, and also should not create harmful interference towards the PR systems.
The basic policy used so far in the literature and in the previous chapter (Chapter 5),
is the LBT approach, which listens for the PR activity before every transmission, and
only avoids transmission when PR is detected on that channel. The LBT approach,
waste time by staying silent on a channel when PR is detected, and also probes on
that channel repeatedly, which results in excessive harmful interference and increased
rendezvous delay. However, to protect a PR from harmful interference, it must avoid
that channel for some time and also utilize the wasted time efficiently by using an
alternate channel to at least attempt a rendezvous.
In this chapter, different CR operating policies are proposed. These can work with
any rendezvous strategy. It is shown that these policies can achieve the design goals
of protecting the primary radios from harmful interference and also can reduce the
rendezvous delay with adaptiveness towards the unknown primary radio activity to
achieve the performance goals. These policies are compared with the basic LBT policy
(also presented in previous chapter 5).
6.1.1 Main contributions
The main contributions of this chapter are:
1. Different CR operating policies which adapt to PR activities to reduce harmful
interference towards the primary radio and the time to rendezvous in an unknown
environment. These proposed policies are:
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• Normal, which blacklists channels on which a PR is detected.
• Reactive, which reactively searches for a free channel if the current channel
is detected with PR activity.
• Proactive, which learns the channel occupancy behavior and provides the
best channel in terms of its availability.
2. The effectiveness of proposed operating policies is demonstrated over different
primary radio activity patterns, for different blind rendezvous algorithms.
6.2 Cognitive radio operating policies
In this section, different proposed cognitive radio operating policies are presented in
the order of their improvement over the LBT approach. These policies are mainly to
protect a primary radio system and to decide the next course of action when a primary
radio is detected on a channel. These policies are mainly a part of the radio operation
and can assist any rendezvous protocol to decide the next action based on the detected
channel condition to handle the unknown PR activity together with the rendezvous
process.
The blind rendezvous algorithms are mainly designed to select channels in a systematic
way to increase the chance of a successful rendezvous. However, on detection of a
primary user activity, these rendezvous algorithms cannot handle the situation alone.
However, they can be integrated with the radio operating policies, which can assist
them in deciding the next course of action. In a simple way, an LBT can be used,
which can decide to send a beacon or not, based on the PR activity appearance on a
channel. However, it has its own drawbacks,
• It violates the recommendations of the standard bodies by continuing to probe
on a channel already detected with a PR activity.
• By not attempting a rendezvous (i.e., not to send a beacon), it wastes time which
can increase the network setup delay.
• By continuously attempting on a channel detected with PR activity, it can cause
excessive harmful interference, which is not encouraged at all by the standard
bodies and service providers.
Therefore, different operating policies are proposed based on the improvements over
an LBT approach. When a CR selects a channel using a rendezvous algorithm, then
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Figure 6.1: Functional blocks for spectrum decision and policy.
Figure 6.2: Classification of CR operating policies.
initially this channel will be sensed for the primary user presence. Based on the channel
condition, a CR node can decide to select a new channel by running a rendezvous
algorithm and to get assistance from the spectrum policy block, when a channel is
detected with PR activity, as shown in Figure 6.1. A spectrum policy block, which
keeps track of channels, can decide to either blacklist a channel if the current channel is
detected with PR activity or to permit its usage if the channel is not currently occupied
and not blacklisted. These restrictions are described in [6] as channel availability check
(CAC) and channel non-occupancy period (CNP). CAC is the time during which a
channel should be checked for the presence of a PR. CNP is the period during which
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a CR should avoid transmission on a channel which is already detected as occupied.
Each node maintains its blacklisted channels list (BLC) for spectrum policy decisions,
in which channels detected with PR activity will remain until their CNP time expires,
then only they can be used. Further policy conditions can also be introduced in a
spectrum policy block, like channel usage based on the transmission power or allowed
interference threshold. A CR can also learn to assist the spectrum policy decision in
parallel with spectrum sensing. These policies are explained below in a general way
and can be integrated with any blind rendezvous approach to perform a rendezvous
task in an efficient way. These proposed policies are also classified in Figure 6.2.
6.2.1 Normal Policy
Different from the LBT approach, in Normal policy the node will not only stop its
communication on the PR detected channel but also blacklist the channel, to follow
the CR specifications. The Normal policy is the distributed version of 802.22, however
in 802.22 with channel blacklisting the next channel is selected by using a spectrum
database but in the Normal policy the node will remain silent for the duration of a
timeslot and also blacklist the channel on which a PR is detected. Figure 6.3, shows
the working flow of a Normal operating policy and its behavior when a PR is detected
on a particular channel in a timeslot. The specific operation related with Normal policy
are shown with red color lines in Figure 6.3. At the start of a timeslot, the node will
select a channel using a particular rendezvous algorithm, and the selected channel will
be checked for the PR activity and its presence in the BLC list. If the selected channel
will be in the BLC list, the node will remain silent for the rest of the timeslot (i.e., it will
not transmit any beacon). If it will not be in the BLC list, then only the channel could
be sensed for the possible PR appearance. However, if detected with PR activity, then
the channel will be added to the BLC list and the node will remain silent for the rest of
the timeslot. If the channel is neither in the BLC list nor occupied, then only beacons
can be transmitted on their random scheduled times. Unlike in LBT approach, if at
any level during a beacon transmission phase, the channel is detected with PR, then it
will be added in the BLC and node will remain silent for the rest of the timeslot. The
channel will remain in the BLC list until its CNP expires. The channel will be checked
for possible PR appearance before every beacon transmission. The new channel will
be selected at the start of the next timeslot. In every timeslot, selecting a channel
or changing the algorithm related parameters is handled separately by the rendezvous
algorithm, and the operating policies will assist the rendezvous algorithms in a way to
protect the primary user’s communication.
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
115 Saim Ghafoor
6. COGNITIVE RADIO POLICY BASED
ADAPTIVE BLIND RENDEZVOUS
PROTOCOLS 6.2 Cognitive radio operating policies
Figure 6.3: Normal, Reactive and Proactive operating policies flowchart.
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6.2.2 Reactive Policy
The Normal policy wastes time by staying silent on the current channel, if detected
with PR activity. To avoid this, the Reactive policy immediately continues hopping
through the channels using its existing rendezvous algorithm. The CR operating lim-
itations are as before, where LBT is followed with CAC/CNP checks. There are two
variations, depending on whether or not the timeslot is truncated on PR activity detec-
tion at the beginning of the timeslot. Maintaining the timeslot structure keeps any time
synchronisation between nodes, while starting a new timeslot means that a node will
reach the P timeslots limit faster (in real time), and so if needed can change its rate
more quickly. The working flow of Reactive policies are shown in Figure 6.3 and the
specific operations related with Reactive policies are shown in green color.
6.2.2.1 Reactive Policy without Timeslot Truncation (RwoT)
In RwoT policy, the node will reactively search for a free channel until one is found
or all channels are examined. The RwoT is close to the 802.22 in selecting the next
channel immediately, however the difference is that in 802.22 the channel is selected by
using a spectrum database whereas in RwoT the node will select a free channel using
an independent channel sensing. The working flow of RwoT is shown in Figure 6.3
with green color. Initially, the node will select a channel using a particular rendezvous
algorithm and then check for its presence in the BLC or PR appearance on that channel.
If occupied by a PR or found in BLC, the next channel will be selected using the
existing rendezvous algorithm. The process will continue until a free channel is found
or all channels are examined. If a free channel is found, then the node will start its
beacon transmission phase. Otherwise, the node will remain quiet until the end of
the timeslot. At any instance, during a beacon transmission phase, if a PR is detected
while sensing a channel before a beacon transmission, then the channel will be added
in the BLC list and the node will stay silent on that channel until the end of a particular
timeslot. The next channel will be selected again in a new timeslot and the process
of reactively searching for a free channel will repeat again in the next timeslot. The
rendezvous algorithm channel selection parameter such as index calculation, in case of
EMCA, MMCA, and JS, will be updated every time when a node uses the rendezvous
algorithm for a channel selection. However, their rate values (the channel hopping
factor) will be updated only when a node completes its rendezvous cycle full length
(for example, P timeslots in case of EMCA).
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6.2.2.2 Reactive Policy with Timeslot Truncation (RwT)
The RwT policy is shown in Figure 6.3 with green color. In RwT, the node searches
for the free channel in a reactive manner as in RwoT. However, with every channel
selection, the timeslot number will also increase. By doing this, not only will the node
truncate the current timeslot and start the new timeslot for the new channel, but will
also reach the P limit faster to select the new rate value (channel hopping factor). The
working process of RwT is similar to RwoT policy (Figure 6.3, but with every channel
selection the timeslot value also increases.
6.2.3 Proactive Policy
The Proactive policy attempts to learn the behavior of the primary users, going be-
yond the use of the blacklist. For each channel, it maintains a channel weight Ciw,
which approximates the channel’s probability of being unoccupied (or OFF), as shown
in Eqn 6.1. The proactive policy is shown in Figure 6.3 and the specific operations
related with proactive policy are shown with green color. The policy starts by selecting
a channel in each timeslot as normal, using a rendezvous algorithm. However, if the
channel is occupied or exists in BLC then the Weighted Channels list (WCL) will be
used to pick another channel in proportion to the weights in the WCL. The intention is
to augment an existing channel selection algorithm by temporarily returning to chan-
nels most likely to be free, rather than staying silent during a slot when PR activity
is detected. Besides, the channel selection, it follows the same process for the bea-
con transmissions as in the reactive policy, where LBT was followed with CNP/CAC
checks. At any instance, if a channel is detected with a PR activity, the node blacklist
the channel and avoid its usage for CNP time.
At each channel selection, the channel’s randomly estimated state (ES) and actual ob-
served state (OS) are matched for its weight calculation. The binary classification of
these states are shown in Figure 6.4. The channel state matching is defined as posi-
tive successful match (PSM) (ES=0, OS=0), negative successful match (NSM) (ES=1,
OS=1), false alarm (FA) (ES=1, OS=0) and miss detection (MD) (ES=0, OS=1). MD
occurs when a node declares an occupied channel as unoccupied and FA occurs when
a node declares an unoccupied channel as occupied. Each node maintains these prob-
abilities or channel’s predictive conditions like PSM, NSM, MD, and FA, and updates
only the particular condition when they occur. These accuracy test values are then used
in Eq. 6.1 to determine the rank or Ciw, which appears between 0 and 1, where 1 means
the channel has the highest probability of being in OFF state. Using the Ciw values,
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Figure 6.4: Binary classification of channel’s weight calculation parameters.
each node then maintains a sorted WCL. For example, when the estimated state ap-
pear as 1 (occupied) and actual state appear as as 0 (unoccupied), then the False alarm
count will be updated only and new weight will be calculated using the updated FA
count value.
Ciw(weight) =
(PPSM + PFA)
(PPSM + PNSM + PFA + PMD)
(6.1)
6.2.4 Extensions of Reactive and Proactive policies
The proposed policies are improved over an LBT approach, in which channels are
selected using the existing rendezvous algorithms or WCL, at the start of a timeslot.
However, during a beacon transmission phase at any stage, if a channel is detected
with a PR activity, then for the rest of the timeslot the node remains silent and do not
transmits any beacon. In this situation, when a PR is detected before the transmission
of any beacon, then the rest of the timeslot is wasted, and due to the unknown PR
activity, it can appear before any scheduled beacon. To utilize even this time efficiently,
the proposed policies are extended further by repeating the channel selection process.
The extension is intended to at least attempt a rendezvous by selecting a free channel
instead of waiting for the next timeslot. The Reactive (RwoT and RwT) and Proactive
policies are extended, as shown in Figure 6.5. The operations specific to these policies
are shown in green color. The main difference is that, instead of being silent for the
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remaining time of a timeslot (when PR is detected on a channel), the node will attempt
to search for a free channel using the rendezvous algorithm (in case of the RwoT and
RwT policies) and using a WCL (in case of the Proactive policy). The Normal policy
is not intended to select a channel again, therefore, it is not been extended further.
6.3 Performance evaluation
In this section, different proposed policies are evaluated over different PR activity traf-
fic patterns. These policies are compared against an LBT approach, because, there
is no work available on policy-based evaluation of rendezvous protocols. The exten-
sion of these policies will be presented separately, at the end of this section. Each
rendezvous protocol like EMCA, Random, JS [48], EXJS [49] and MMCA [40], is
modified to work with these policies, and are compared to each other over different
proposed policies and PR activity patterns. These policies and their impact on each
rendezvous protocol with the average time to rendezvous (ATTR) and the harmful in-
terference (HI), is also evaluated over different CNP times (the channel blacklisting
periods).
The simulation setup, assumptions and performance metrics are used as same to those
used in Chapter 5. IEEE 802.22 suggests the channel blacklisting time (or CNP time)
as 10 minutes for TV bands [6] and 30 minutes for Radar bands [125]. The channel
blacklisting time is used as 3 TS and 10 TS, as an aggressive and enhanced blacklisting
for a disaster situation. A recommended CNP time of 600 timeslots (or 10 minutes)
is also used for the comparison. It is possible that some channels might be detected
continuously with PR activity. In that case, using those channels for PR detection
and rendezvous attempts can create additional and unnecessary harmful interference.
For those channels, the longer CNP times are used. The rendezvous performance is
analyzed by increasing the number of nodes and channels with increasing PR activity
over different CR operating policies. Table 6.1, shows the main simulation parameters,
used also in Chapter 5, where nodes are placed within transmission range of each other.
Each node is aware of the total number of nodes in the network but is not aware of their
starting times. The results are shown using a log scale. The algorithm at each node
runs until it achieves rendezvous with all the known number of nodes.
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Figure 6.5: Extensions of Reactive and Proactive operating policies.
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Table 6.1: Simulation Parameters
Parameters Values
Network size 1000 x 1000 m
Number of nodes 2 and 10
Total number of channels in G 10 and 20
Total number of channels in ACSi 7 and 14
Number of common channels variable
Tx range 250 m
CNP time 3, 10 and 600 timeslots
Number of beacons per TS 5
Pr activity traffic patterns Zero, Low, Long, High, Intermittent
and Mix PR activity
Simulation runs 100
6.3.1 Average time to rendezvous (ATTR)
The average time to rendezvous for each rendezvous strategy over different CR oper-
ating policies and PR activities is shown in Figures 6.6 to 6.9 for 3 timeslots of CNP
time. For 10 timeslots of CNP, the results are shown in Figures 6.10 and 6.11. Only
zero, high and mixed PR activities results are discussed in this section, the remaining
results over other PR activity patterns are given in Appendix A. The quantitative values
of these ATTR results for both 2 and 10 nodes are shown in Table 6.2 and 6.3, for 10
CNP timeslots the tables are shown in Appendix B. The tables for percentage improve-
ment of different operating policies over LBT for any particular rendezvous protocol
are also shown in Appendix B, together with percentage improvement of EMCA over
other rendezvous strategies.
6.3.1.1 Key observations
The key observations are given below based on the increasing primary user traffic,
Different operating policies:
• For zero PR activity, the policies do not apply and therefore do not affect the
TTR for both 2 and 10 nodes, as shown in Figure 6.6.
• The impact of different operating policies is clearer, when PR activity was in-
creased, as shown in Figure 6.7 (for High PR activity), and mixed PR activities
were applied, as shown in Figure 6.8.
– The Normal policy is slower than the others, and its TTR increases with
increase in the PR activity because it stays silent on a channel which is
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detected with PR activity for the whole timeslot and also blacklists the
channel for a CNP time.
– The reactive and proactive policies show that this time can be used more
effectively, by selecting a free channel if PR is detected on a channel at the
start of the timeslot.
– Due to that immediate search of free channels, the RwoT policy improves
the results for different rendezvous protocols for different PR activities.
– The RwT policy not only searches for the free channel at the start of the
timeslot but also increments the timeslot to select a new rate faster, due to
which EMCA with shorter rendezvous cycle achieves more than 80% im-
provement over the LBT and Normal policy (Tables are shown in Appendix
B).
– The Proactive policy is found to be slightly slower than RwT. However, it
tends to bring down the TTR of all rendezvous strategies to close to the
level of EMCA. The Proactive policy learns the channel behavior over the
time and assigns each channel a weight (i.e., the probability of a channel to
be in the OFF state), and therefore all nodes converge to the best channel (in
terms of the availability). This improves the chance to achieve a successful
rendezvous earlier regardless of their longer rendezvous cycles.
– For all PR activities, the reactive and proactive policies are found to be
more useful in bringing down the TTR.
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Figure 6.6: Average TTR with Zero PR activity for 7 channels and 3 BL timeslots.
Different rendezvous protocols:
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Figure 6.7: Average TTR with High PR activity for 7 channels and 3 BL timeslots.
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Figure 6.8: Average TTR with Mix PR activity for 7 channels and 3 BL timeslots.
• For zero PR activity, EMCA achieves the lowest time to rendezvous, and Ran-
dom is only marginally slower. The MMCA, JS, and EXJS are significantly
slower because their rendezvous requires longer cycles before changing the rate.
• With the increase in PR activity, the time to rendezvous of EMCA increases as
well for the Normal policy, compared to an LBT approach. However, it drops
to 6 and 6.84 timeslots for RwT and Proactive policies, as shown in Figure 6.7a.
For Mix PR activity (Figure 6.8a), the TTR is less as some channels have no or
low PR activity, and other channels with higher PR activities are replaced mostly
with less occupied channels when using the reactive and proactive policies.
• Under the High and mixed PR activities, as shown in Figures 6.7a and 6.8a,
EMCA and Random still outperform all the existing blind rendezvous strate-
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gies, which suffer from the longer rendezvous cycle times, even though the ren-
dezvous guarantee no longer applies. EXJS appear as better than JS and MMCA
in most cases because of its reduced rendezvous cycle length to 2P .
• Random is still only marginally worse than EMCA. However, in the symmetric
channels case, it appeared as much slower than all the rendezvous strategies
(results were shown in Chapter 5).
Different PR activity traffic patterns:
• The time to rendezvous increases with increase in the PR activity traffic from
zero to high. It increases mostly when an LBT and Normal policies were ap-
plied. However, when Reactive and Proactive policies were applied, the time to
rendezvous was significantly less, compared to an LBT approach, which is due
to an immediate search of the free channels, then staying silent on a channel.
Increasing the number of nodes:
• For 10 nodes case (Figures 6.6b to 6.8b), the average TTR increases more than
in the 2 nodes case. However, EMCA and Random still outperform the exist-
ing blind rendezvous strategies with more than 80% improvement. Using the
Normal policy, the EMCA took 206 timeslots to achieve rendezvous with all
the nodes, however, when reactive and proactive policies were used, the TTR
dropped down to 28 and 30 timeslots. These results can also be observed from
the Tables 6.2 and 6.3. The percentage improvement of EMCA over existing
rendezvous protocols and proposed policies over an LBT approach, are shown
in Tables B.1, B.2, B.3, and B.4 in Appendix B.
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Figure 6.9: Average TTR with High PR activity for 14 channels and 3 BL timeslots.
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Increasing the number of channels:
• When the number of channels is increased to 14 (Figure 6.9), the TTR is shown
to be marginally lower, compared to the 7 channels case (Figure 6.7). With less
number of channels and high PR activity on each channel, channels are being
blacklisted more frequently, due to which the node is pushed to stay silent in a
timeslot. However, with an increase in the number of channels, this situation
occurs less unlikely.
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Figure 6.10: Average TTR with High PR activity for 7 channels and 10 BL timeslots.
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Figure 6.11: Average TTR with High PR activity for 14 channels and 10 BL timeslots.
Increasing the channel blacklisting time (i.e., CNP):
• With increase in the CNP time from 3 to 10 timeslots, as shown in Figures 6.10
and 6.11, the PR detected channels remains blacklisted for longer time. Due
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Figure 6.12: Average time to rendezvous (2 nodes, 7 channels, 600 TS CNP time, and
High PR activity).
to which the time to rendezvous increases, as nodes couldn’t find a free channel
when the PR activity is higher. The reactive and proactive policies are also found
to be with marginally higher time to rendezvous, compared to 3 timeslots CNP
time case.
• When CNP time was further increased to 600 timeslots, according to the sug-
gestion by IEEE 802.22 standard, as 10 minutes for TV bands. The time to
rendezvous appear as significantly high for different policies (Figure 6.12), as
compared to the results shown in Figure 6.7a for aggressive channel blacklisting
time (i.e., 3 TS). The No policy does not blacklist a channel, which is why the
TTR is quite low compared to other operating policies. The highest TTR is in-
curred by the Normal policy, as it uses the channel blacklisting and wastes time
by staying silent for whole TS. The TTR for EMCA drops from 1376 TSs for
Normal policy to 515 TSs for Proactive policy. Although the policies are playing
their part in bringing down the time to rendezvous, the time to rendezvous still
appears as significantly high.
6.3.1.2 Discussion
Overall, with increase in the PR activity, the LBT and Normal policies take longer time
to achieve rendezvous due to staying silent on PR detected channels. But the reactive
and proactive policies are faster as they bring down the TTR due to an immediate
search of the free channel instead of wasting time, changing rate value quicker, and us-
ing learning and prediction technique. The reactive and proactive policies also appear
as adaptive policies as they manage to bring down the TTR in all cases for increasing
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PR activity. However, when channel blacklisting time is used as suggested, the time to
rendezvous increases significantly for all policies. The suggested CNP time as 10 min-
utes is basically intended to reduce the harmful interference towards the PR systems.
The standard bodies suggest the longer CNP and CAC durations for some spectrum
bands, due to their receiver sensitivity towards the noise. These recommended values
are used with the assistance of the spectrum database with a higher number of channels
and with long-term spectrum measurements. However, in disaster situations for Ad-
hoc networks, the spectrum databases might not be available and spectrum availability
might be limited. Therefore, blacklisting channels for a longer period might degrade
the rendezvous performance and also increase the network setup delay.
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Table 6.2: Average TTR for single-hop (2 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 6.82 8.79 15.25 35.09 10.96 11.19 11.62 13.51 28.58 55.36 18.71 20.69
Norm 6.59 7.82 17.31 49.45 17.32 11.88 11.13 13.86 28.77 71.82 26.19 23.19
RwoT 6.48 6.07 4.99 8.05 6.66 4.99 11.24 11.05 6.94 7.57 10.16 8.87
RwT 6.02 4.38 2.95 6.00 4.99 3.67 11.23 9.06 5.09 5.01 8.67 6.83
Pro 6.16 6.53 4.95 6.84 6.25 4.95 12.00 10.37 7.95 5.50 10.61 9.76
RAND
No 7.82 9.51 16.94 38.16 12.22 12.67 12.47 14.94 29.71 58.42 19.06 21.68
Norm 7.11 9.95 18.88 51.22 19.30 13.89 11.48 16.97 34.62 98.61 33.24 28.19
RwoT 7.79 6.95 5.77 8.71 6.83 6.18 12.42 12.76 7.10 9.73 11.09 9.43
RwT 7.15 5.13 3.81 7.09 5.92 4.29 11.70 9.96 6.65 5.99 10.07 8.48
Pro 7.32 6.81 5.73 7.41 6.63 5.61 12.62 11.68 8.70 6.05 12.08 11.87
JS
No 15.79 25.84 40.03 97.68 40.32 33.39 23.09 27.33 44.96 83.81 33.28 40.43
Norm 15.81 24.94 40.05 95.35 44.99 25.13 20.44 25.48 42.74 107.17 46.81 52.17
RwoT 15.30 14.36 20.70 45.00 26.41 29.61 20.92 26.50 37.79 68.90 32.17 41.68
RwT 15.28 5.84 4.60 10.42 6.33 6.81 20.82 11.46 6.42 7.03 9.46 8.75
Pro 16.03 8.04 6.63 9.13 7.74 9.25 20.07 12.76 9.13 6.61 11.46 11.63
MMCA
No 26.09 37.42 43.23 70.12 30.77 38.87 40.57 41.01 54.66 74.21 53.60 61.61
Norm 25.84 38.47 47.63 83.08 28.99 32.23 41.37 45.38 55.86 100.61 44.48 78.97
RwoT 24.20 19.96 30.72 42.41 31.95 12.08 41.22 39.84 29.40 34.15 17.89 41.09
RwT 25.87 9.79 7.08 12.24 9.43 13.66 41.44 17.18 9.25 10.63 11.18 26.18
Pro 25.90 9.27 7.95 10.28 8.82 11.93 39.64 16.68 9.18 7.33 12.68 12.35
EXJS
No 13.35 17.63 22.38 63.48 32.74 22.15 18.60 23.80 34.99 88.93 23.23 28.22
Norm 13.16 24.50 34.79 81.19 42.03 23.97 18.58 22.49 48.47 115.42 50.65 32.52
RwoT 13.38 17.82 29.73 38.29 29.74 26.96 18.70 27.66 46.97 80.88 38.47 33.23
RwT 13.06 5.90 4.39 10.36 7.25 6.31 17.92 9.65 6.04 7.96 11.05 7.55
Pro 13.58 8.99 5.68 9.55 7.29 7.28 18.12 13.24 9.19 6.62 11.87 12.18
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Table 6.3: Average TTR for single-hop (10 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 31.04 37.73 62.49 127.40 46.42 53.03 57.77 68.16 125.35 216.32 77.68 94.57
Norm 30.89 41.74 77.71 206.20 74.06 63.80 57.68 72.15 148.23 340.07 126.92 113.36
RwoT 29.83 25.69 20.16 37.58 26.94 23.34 55.73 49.91 27.80 28.48 43.08 39.88
RwT 29.36 22.61 15.15 28.65 23.95 21.91 57.40 47.72 24.68 24.59 39.96 35.96
Pro 30.74 25.89 20.14 30.43 24.42 31.81 57.92 50.27 32.71 27.11 43.58 53.18
RAND
No 32.01 39.39 64.17 132.39 47.77 53.58 60.68 69.06 127.24 222.39 83.62 96.05
Norm 30.70 42.02 78.29 213.42 74.34 64.38 59.25 79.81 149.27 345.55 130.43 116.97
RwoT 31.03 26.47 20.80 38.97 26.91 23.65 58.03 50.71 28.44 29.13 44.40 39.91
RwT 30.73 23.90 17.97 37.40 26.84 22.89 58.91 51.22 26.09 28.48 41.41 37.05
Pro 31.39 28.05 21.99 31.95 25.48 37.00 59.00 52.88 35.56 27.98 44.92 58.14
JS
No 203.65 252.48 421.37 687.41 386.01 415.42 129.77 150.91 223.01 435.24 212.33 196.72
Norm 193.42 260.03 447.96 842.03 459.27 372.82 122.27 171.70 243.70 510.05 216.25 229.59
RwoT 194.40 234.72 251.15 403.00 272.54 340.28 120.32 149.22 203.46 341.72 198.78 185.90
RwT 190.24 27.87 23.03 43.75 27.19 45.25 117.83 54.75 28.67 30.17 42.66 45.71
Pro 201.68 39.80 24.48 36.53 28.04 64.59 123.46 73.57 37.38 29.98 49.96 77.42
MMCA
No 289.60 298.90 316.23 337.05 301.45 334.19 467.49 504.49 587.76 676.91 535.01 510.53
Norm 295.76 314.73 320.48 404.30 306.38 298.97 455.54 515.45 522.59 718.45 523.99 450.59
RwoT 284.36 304.33 295.76 259.36 273.37 265.40 490.84 362.51 387.38 419.45 462.12 467.56
RwT 273.39 69.31 53.88 53.68 54.02 115.30 436.28 102.68 56.85 50.15 65.77 202.37
Pro 297.31 49.93 27.09 39.49 29.91 109.11 467.20 91.15 38.47 31.62 51.11 74.18
EXJS
No 178.75 188.17 276.70 524.78 298.35 358.61 112.84 127.07 220.41 405.79 158.67 177.16
Norm 199.28 295.84 391.78 533.23 389.19 356.24 113.20 143.39 284.49 573.82 227.02 221.42
RwoT 199.58 208.35 207.39 385.88 287.99 319.67 112.49 133.77 217.52 377.24 212.75 176.05
RwT 202.16 32.35 26.33 48.88 32.13 42.74 108.96 54.78 31.27 34.26 46.46 47.49
Pro 200.85 41.42 22.74 33.19 26.02 90.59 110.97 65.69 42.66 28.28 49.65 85.21
C
ognitive
radio
adaptive
rendezvous
protocols
to
establish
netw
ork
services
for
a
disaster
response
130
Saim
G
hafoor
6. COGNITIVE RADIO POLICY BASED
ADAPTIVE BLIND RENDEZVOUS
PROTOCOLS 6.3 Performance evaluation
6.3.2 Average harmful interference
In Figures 6.13 to 6.15, the average number of incidents of harmful interference are
shown (i.e., when CR transmission coincide with PR activity) in the same experiments
as for Figures 6.7 and 6.8, for 2 and 10 nodes. For zero PR activity, no harmful inter-
ference is observed, as there is no PR activity. However, when PR activity is increased
from Low to High, the harmful interference is observed (remaining graphs are given in
Appendix A and Tables in Appendix B).
6.3.2.1 Key observations
The key observations for the harmful interference over the different PR activity traffic
patterns and operating policies are,
Different operating policies:
• The number of harmful interference incidents are higher when an LBT and Nor-
mal policies are applied.
• When reactive and proactive policies are applied, the harmful interference is
found to be less compare to an LBT and Normal policy, for both 2 and 10 nodes,
as shown in Figure 6.13 and 6.14.
Different PR activities:
• For High PR activity case, the harmful interference incidents appear as higher
and increase mostly due to high TTR values of different rendezvous strategies,
as shown in Figure 6.13.
• For Intermittent PR activity case, the harmful interference is observed as highest
overall (Figure 6.14), due to the frequent arrival of PRs on particular channels.
But, with reactive and proactive policies, it drops down to below 0.1 (for 2 nodes)
and 1 (for 10 nodes) incidents on average.
• With mixed PR activities, different channels have different PR activity patterns
and therefore the number of incidents observed for different rendezvous pro-
tocols appear as much lower than in the High PR activity case, as shown in
Figure 6.15 and 6.13.
Different rendezvous protocols:
• EMCA and Random appear as causing less harmful interference than the other
blind rendezvous protocols over different PR activities.
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Figure 6.13: Average HI with High PR activity for 7 channels and 3 BL timeslots.
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Figure 6.14: Average HI with Intermittent PR activity for 7 channels and 3 BL TSs.
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Figure 6.15: Average HI with Mix PR activity for 7 channels and 3 BL timeslots.
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• The higher number of incidents for JS, MMCA, and EXJS is due to their higher
TTR values. The reactive and proactive policies again show the benefits by drop-
ping the incidents.
• At some places EMCA appear with no harmful interference at all even with PR
activity, as shown in Figures 6.13a, 6.15a, 6.16a and 6.17a.
Increasing the number of nodes:
• For 2 nodes, the harmful interference appear as below 0.1 incidents on aver-
age for all rendezvous protocols, when reactive and proactive polices are used
(Figures 6.13a, 6.14a, and 6.15a).
• With the increase in the number of nodes to 10, the harmful interference in-
creases to more than 1 incidents for the LBT and Normal policies, as shown in
Figures 6.13b, 6.14b, and 6.15b.
Increasing the number of channels:
• With the increase in the number of channels to 14, a marginal improvement is
observed, as shown in Figure 6.16, compared to 7 channels case (Figure 6.13).
Increasing the channel blacklisting time (i.e., CNP):
• With the increase in the channel blacklisting time to 10 TSs, an improvement is
observed when 2 nodes are used, and a marginal improvement is observed when
10 nodes are used, but at the cost of high TTR values, as shown in Figures 6.13
and 6.17.
• With further increase in CNP time to 600 timeslots, as suggested by the stan-
dard bodies, the harmful interference (as shown in Figure 6.18) still remains at
the lowest levels of interference incidents, with marginal improvement over the
other CNP times. The results show that using parameter values suggested in the
standard can reduce the number of harmful incidents to some extent, but can
seriously degrade the rendezvous performance.
6.3.2.2 Discussion
Overall, with an increase in the number of nodes and channels, the TTR and HI in-
crease also. Proactive and Reactive, though are marginally better. Considering both
times to rendezvous and harmful interference, the results show that EMCA with the
Proactive policy is the preferred configuration, as it brings down the TTR for all ren-
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Figure 6.16: Average HI with High PR activity for 14 channels and 3 BL timeslots.
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Figure 6.17: Average HI with High PR activity for 7 channels and 10 BL timeslots.
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Figure 6.18: Average harmful interference (2 nodes, 7 channels, 600 TS CNP time,
and High PR activity).
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dezvous strategies and decreases the harmful interference as well. The enhanced chan-
nel blacklisting decreases the harmful interference incidents marginally, but at the cost
of high time to rendezvous. Ideally, a CR should not create any harmful interference
towards a licensed system. However, in our case, the proposed policies manages to
bring down the harmful interference to its lowest level and in most cases decides not
to transmit if PR appears on a channel.
6.3.3 Imperfect Sensing
For the experiments discussed so far, a perfect channel sensing model is assumed.
However, an imperfect sensing is also considered, in which due to limited sensing ca-
pabilities, a cognitive radio can sense in an imperfect way. For example, it can claim
an available channel as an occupied one (False alarm) or consider an occupied channel
as an available opportunity (Miss detection). Figure 6.19, shows the results for aver-
age time to rendezvous and harmful interference, with imperfect sensing. The error
probabilities (i.e., miss detection and false alarm) are fixed to 0.1 (or 10%), for 2 nodes
and 7 channels under High PR activity. The average TTR results (Figure 6.19a), shows
only a marginal increase in the time to rendezvous, as compared to the perfect sensing
results shown in Figure 6.7a for all different policies. However, the harmful inter-
ference (Figure 6.19b) appear as significantly higher for No policy (LBT) with more
than 50 incidents for EXJS, JS, and MMCA. The higher incidents in High PR activity
are mostly due to falsely considering an occupied channel as an available opportunity.
Even with imperfect sensing the EMCA outperforms the other rendezvous strategies.
The reactive and proactive policies again appear as beneficial as they bring down both
the harmful interference incidents much lower than 1 incident on average.
6.3.4 Extension of Reactive and Proactive policies
The proposed policies are designed to select a channel at the start of the timeslot for
all policies and then follows an LBT approach for a rendezvous attempt. The reactive
and proactive policies are extended further by repeating a channel selection procedure
each time when a PR is detected before sending a beacon. However, to find out the
proportion of time a node remains quiet after the appearance of a PR during a timeslot.
A test is performed using MMCA protocol (due to its High TTR) with 2 nodes, 7
channels and 3 BL timeslots. In this test, the number of times a PR appears before
sending any beacon is counted. The results in Table 6.4, illustrates that the High PR
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Figure 6.19: Average TTR and HI under imperfect sensing of 0.1 probability (2 nodes,
7 channels, 3 TS CNP time, and High PR activity)
activity case impacts a fixed-channel approach mostly, in which a PR appeared more
number of times during a timeslot and channel is selected only once at the start of a
timeslot. Therefore, the High PR activity case is used to analyse the performance of
the Reactive and Proactive policies extensions (or continue search approach).
Table 6.4: Average number of times PR appears during a timeslot for a node using
MMCA protocol (2 nodes, 7 CHs, and 3 BL TSs)
Nodes PR activ-
ity
not ap-
pear
before
first
beacon
before
second
beacon
before
third
beacon
before
fourth
bea-
con
before
fifth
beacon
Total
2
zero 21.3 0 0 0 0 0 21.3
low 8.95 1.66 0.07 0.44 0.37 0.29 11.78
long 4.54 3.19 0.05 0.24 0.19 0.19 8.4
high 2.64 7.27 0.12 0.5 0.36 0.28 11.17
inter 3.44 2.8 0.24 1.16 0.73 0.57 8.94
10
zero 302.6 0 0 0 0 0 302.6
low 61.06 4.05 0.66 3.64 3.36 3.04 75.81
long 36.51 9.96 0.4 2.68 2.39 2.21 54.15
high 14.66 33.97 0.85 3.94 3.03 2.37 58.82
inter 21.25 9.45 2.3 8.28 6.26 4.88 52.42
The results are shown in Figures 6.20 (for 2 nodes) and 6.21 (for 10 nodes). The
LBT and Normal policies are remain unchanged as they are designed to select the
channel only once. The reactive and proactive policies are extended, to search a free
channel in repeated attempts even when a PR is detected on a channel before sending a
beacon. The results for average TTR (Figures 6.20a and 6.21a) shows only a marginal
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improvement as compared to the fixed-channel approach (Figure 6.7). This is due
to repeating the search for free channel selection. A marginal improvement is also
observed when 10 nodes are used (Figure 6.21a). The harmful interference appear as
less than 0.1 incidents on average for 2 nodes (Figure 6.20b) and less than 1 incident
for 10 nodes overall (Figure 6.21b), when extended reactive and proactive policies are
applied.
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Figure 6.20: Average TTR and HI for policies extension (2 nodes, 7 channels, 3 TS
CNP time, and High PR activity)
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Figure 6.21: Average TTR and HI for policies extension (10 nodes, 7 channels, 3 TS
CNP time, and High PR activity)
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6.4 Chapter conclusion
Different CR operating policies are presented in this chapter to follow the recommen-
dations by the standard bodies and to protect the primary radio systems from the harm-
ful interference. These policies assist in bringing down the time to rendezvous and
the harmful interference for an unknown environment. These policies are mainly im-
proved based on the limitations of an LBT approach and can be integrated with any
rendezvous algorithm to achieve the design and the performance goals. As per IEEE
802.22 suggestions, the CR must not only vacate the channel on which a PR is de-
tected but also avoid it for some time. To follow these specifications, two blacklisting
durations as channel non-occupancy periods are analyzed with different number of
channels, nodes, and the PR activity patterns. With the increase in CNP duration, the
time to rendezvous also increases, however the harmful interference is found to be not
much affected. The Reactive and Proactive policies show benefits over the LBT and
Normal policies, which wastes time by staying silent on a particular channel. EMCA
shows up to 90% improvement over the existing rendezvous strategies in terms of the
time to rendezvous with Random as only marginally slower. These policies are also
shown to be adaptive with the unknown and increasing primary user activity. The best
policy is Proactive, which prefers to return to channels with lower previous PR activ-
ity. It offers an order of magnitude improvement in time to rendezvous over basic LBT
policy and improves the performance of all the studied rendezvous algorithms.
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Chapter 7
A fully blind multihop rendezvous
protocol
7.1 Introduction
To deploy a wireless ad-hoc network and to establish the networks services in an un-
known environment, establishing a rendezvous among nodes is necessary. The prob-
lem becomes challenging when the nodes are not aware of the channels on which other
nodes are operating, which is mostly referred as a blind rendezvous problem. However,
when the nodes are not aware of the existence of the other nodes in a network and the
topology information, the problem becomes more challenging and can be referred as a
fully blind rendezvous problem. The existing literature so far includes the solutions for
a blind rendezvous problem. However, a more challenging and realistic scenario for
a fully blind rendezvous problem is not focused yet, which also demands to consider
the cognitive radio operating policies with the unknown primary user activity, nodes,
channels and topology information.
The challenges for a fully blind rendezvous problem include the efficient termination
of a rendezvous process, reliable discovery of all nodes, timely discovery to reduce
the network setup delay and to achieve the synchronization to establish other network
services. The synchronization among the nodes is required so that the nodes can com-
municate at the scheduled time and channel without running the rendezvous process
again. In the previous chapter (Chapter 6), the policy-based adaptive blind rendezvous
protocols were presented with different CR operating policies to follow the CR specifi-
cations, to achieve the adaptiveness towards the unknown primary radio (PR) activity,
to protect the PR system from the harmful interference, and to reduce the time to ren-
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dezvous by searching for a free channel in a reactive and proactive way. It was assumed
in Chapter 6, that the nodes are aware of the other nodes existence in the network.
However, in disasters, this assumption cannot be always true as the nodes might be
given a task to search for the existing nodes which they do not know initially or due to
the difficulty in the physical access and mobility all the nodes may not be deployed or
remain within the transmission range of each other. Therefore, in this chapter, the as-
sumption of node awareness about the other nodes existence in the network is relaxed.
However, relaxing this assumption can introduce further challenges which include the
uncertainty of the total number of nodes to be discovered, the difficulty of rendezvous
process termination, existence of other nodes outside one wireless hop distance and
reachability to each one of them regardless of their multiple hop distances, and finally
maintaining the synchronization among nodes to establish the other network services.
The establishment of the network services, which rely mostly on rendezvous infor-
mation demands further that after the completion of a rendezvous process, each node
must be aware of all the discovered nodes and must be updated whenever a new node
enters or an existing node leaves the network. Further, in disasters, nodes may not
always share the same transmission range. Therefore, to address these challenges, in
this Chapter, a general multihop framework is presented for a fully blind rendezvous
protocol, which can work with any rendezvous algorithm.
The proposed fully blind multihop rendezvous protocol works in different phases to
achieve rendezvous among multihop cognitive radio nodes. These phases are mainly
intended to estimate the total number of nodes, exchange the neighbour information
and establish the synchronization among the nodes to proceed towards the termination
of the rendezvous process. A termination strategy is also proposed to stop the ren-
dezvous process when all nodes are discovered. A neighbour information mechanism
is also proposed to share the information among the nodes connected directly or indi-
rectly. Due to the uncertainty of the total number of nodes and the unknown primary
user activity, it is possible that some nodes might not be discovered initially. However,
at any point, if a new node is discovered, its information can be shared among all the
nodes. The presented multihop protocol framework can also facilitate any node which
enters or leaves the network and so can help nodes to self-organize. A synchronization
mechanism is also presented by which nodes can meet at any future time to exchange
the rendezvous information.
The presented fully blind multihop rendezvous protocol considers the unknown pri-
mary user activity and the cognitive radio operating policies presented in the previous
chapter. These policies are shown to achieve the adaptiveness towards the unknown
and increasing primary user activity, and are also shown to be effective in reducing the
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time to rendezvous and the harmful interference. The existing blind rendezvous strate-
gies are modified with the presented multihop protocol framework. These modified
existing blind rendezvous protocols are evaluated over different CR operating policies
and primary user activity patterns. The reachability of the nodes i.e., to communicate
with the nodes even after finishing the rendezvous process is also demonstrated, using
a message forwarding scheme.
7.1.1 Main contributions
To summarize, our main contributions in this chapter are,
• a fully blind multihop rendezvous protocol for an unknown environment, where
nodes are initially not aware of the existence of other nodes in the network.
• a rendezvous termination strategy in which a node can terminate its rendezvous
process when all or sufficient nodes are discovered.
• an information sharing mechanism to share neighbour information (directly or
indirectly connected) among one hop nodes to share a complete network view.
• a scheduling mechanism to achieve synchronisation among the nodes, to expe-
dite the rendezvous process; and to exchange messages to establish other net-
work services (after the rendezvous process has finished).
• a mechanism to re start the rendezvous process, whenever new node information
is found.
• an evaluation of multihop EMCA over different cognitive radio operating poli-
cies and primary radio traffic models and comparison with different multihop
rendezvous strategies, in the unknown scenarios.
7.2 System Preliminaries and Assumptions
A deployment of multiple cognitive radio nodes is assumed, which are not necessarily
all in transmission range of each other (Figure 7.1). Let N denote the total number of
cognitive radio nodes, where each node is unaware of N . Each radio is equipped with
a transceiver, which is capable of operating over multiple channels, but can operate
only on single channel at any given time. All nodes are deployed in an LxL network
area.
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Due to spatial diversity of channels and hardware limitations of radio transceivers,
different nodes may have different subsets of spectrum bands available for communi-
cation. These subsets of spectrum bands are referred to here as Available Channels
Sets (ACS). It is assumed that G is the set of all channels available in the network,
where G = {1, 2, 3, ..., n}. Each ACSi is a subset of G.
The rest of the assumptions are as in Chapter 5 and 6;
• cognitive radio nodes can perform fast sensing to sense the medium for primary
radio activity,
• the nodes use a time slotted system, with fixed timeslot durations,
• nodes are not synchronised with each other, and nodes are not aware of the start-
ing times of other nodes.
Figure 7.1: Multihop network scenario.
7.3 A multihop fully blind rendezvous framework
In the proposed multihop protocol framework, each node works in different phases to
achieve the rendezvous with all neighbours and to terminate their algorithms. At every
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
142 Saim Ghafoor
7. A FULLY BLIND MULTIHOP RENDEZVOUS
PROTOCOL 7.3 A multihop fully blind rendezvous framework
rendezvous attempt, a node embeds into its beacon, two lists of neighbours, a Directly
connected neighbours list (DNL) and an Indirectly connected neighbours list (INL).
DNL contains list of neighbours to which a node can talk directly and are within one
hop distance, whereas INL contains the list of those neighbours which are known to
exist but with which a node can not directly communicate. As nodes are unaware of
N , nodes do an estimation of N by comparing their DNLs and INLs, to proceed with
the rendezvous process and its completion. The state diagram is shown in Figure 7.2.
Different phases of a multihop rendezvous protocol are;
1. Rendezvous phase
2. Transition phase
3. Termination phase
To achieve rendezvous among the nodes and to terminate the rendezvous process suc-
cessfully, a node will progressively move from Rendezvous to the Termination phase.
Initially, a node starts in the Rendezvous phase, which runs without any time limit. At
every reception, the nodes will compare their neighbours set size, and moves to the
Transition phase when both the nodes have equal number of neighbours. Otherwise,
will schedule a rendezvous point, if not already existed using a controlled rendezvous.
Nodes achieve rendezvous with their one hop neighbours in the Rendezvous phase.
Once the nodes move to the Transition phase, they cannot go back to the Rendezvous
phase. The Transition phase is a middle phase between the Rendezvous and the Ter-
mination phase, which runs for a specified time. The Transition phase time limit is set
according to the time required to achieve a rendezvous between one hop neighbours in
a worst case scenario (i.e., the High PR activity in previous Chapter 6). In Transition
phase, the nodes will sense the medium and transmit beacons, until either a transition
phase timer is expire or a new node is found. When a new node information will be
found, the Transition phase timer will start again. The node moves to the Termina-
tion phase, when its Transition phase time limit expires. However, at any point if any
node acquires a new information, it cancels its Termination phase, restart its Transition
phase time, and moves back to the Transition phase. In Termination phases, nodes
exchange their intentions to Terminate the rendezvous process, and change their status
to Terminated by mutual consent among their one hop neighbours. When a node sends
a beacon with a Termination request, the other node sends an ACK back with an agree-
ment to Terminate, if it is also in the Termination phase. Once Terminated, the nodes
will not send any beacons, but can receive a beacon and can send back ACK messages
to help other nodes to Terminate their rendezvous process.
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The Algorithm 2 and state diagram shown in Figure 7.2, shows the receiver side op-
eration. The sender side operation for channel decision including the CR operating
policies are given in Chapter 5 with a handshake process. Even after the rendezvous
process has finished, if any node finds a new neighbour information direct or indirect,
that node will cancel its Terminated status and move back to the Transition phase. The
node will start sending beacons to share the new information and other nodes which
receives them will do so also.
7.3.1 Rendezvous Phase
In this phase, nodes start their rendezvous process normally using a rendezvous algo-
rithm, without any time limit. In this phase, the nodes will try to achieve rendezvous
with its one hop neighbours and shares information about their direct and indirect
neighbours with channels information. However, when a node finds its number of
neighbours (direct and indirect) is equal to the sender node’s neighbours, it will move
to the Transition phase, and sends an ACk with a flag to tell the other node to do so
also. While comparing the DNLs and INLs, the nodes with which the receiver has not
talked directly will be added to the INL of the receiver node. However, if the neigh-
bours are not equal, then the node will continue its rendezvous phase. The nodes will
also exchange a scheduling point by exchanging a particular timeslot and a channel,
to meet at a future time to share and update their neighbour information. Once the
receiver encounters a rendezvous with any node that already exist in its INL, it will
move it from its INL to the DNL. Once a node moves from the Rendezvous phase to
the Transition phase, it will not go back to it.
7.3.2 Transition Phase
The Transition phase is different from the Rendezvous phase, as it runs with a time
limit. However, if new information is found in between, the Transition phase will start
again, and in any case the node will not move back to the Rendezvous phase. The
transition phase is meant to provide extra time to a node to achieve rendezvous with
the nodes in its INL and to which a node could not talk while in the Rendezvous phase
due to the unknown PR activity. If a node encounters a rendezvous in this phase with
a new neighbour or finds new information about any indirectly connected neighbour,
the transition phase will start again. At every beacon reception, a node in Transition
phase compares and matches the DNL and INL IDs; and starts again if they are not
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Figure 7.2: Multihop rendezvous protocol state diagram.
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equal. A rendezvous point is also scheduled, if not scheduled already between any pair
of direct neighbours using a Controlled Rendezvous (which handles the scheduling
among the directly connected neighbours), to be sure that none of the nodes have
missed any neighbour entry. This will help out in distributing a complete network
view across a network and to achieve synchronization among nodes. After the expiry
of the Transition phase, the nodes will automatically move to the Termination phase,
where they will start their Termination process.
7.3.3 Termination Phase
In the Termination phase, the nodes will move towards the termination of rendezvous
process by exchanging messages and confirming to each other about their termination
stage. Once a node receives a beacon which confirms the start of the Termination stage
of the sender, the receiving node will update the sender node’s status as as Terminated,
and inform the sender about its status by sending an ACK (provided the receiver is
also in the Termination phase). The sender on reception of an ACK will change the
receiver’s status also to Terminated. A node will wait until it receives from all of
its directly connected neighbours, a beacon with a termination request or an ACK
which confirms their Termination decision, after which it can terminate its rendezvous
process. While Terminated, the nodes will not send any rendezvous beacons to attempt
a rendezvous. However, if they receive any beacon with a request from the sender about
the Termination, the node will send back an ACK message, to confirm their Terminated
status. However, if any new information is found during that time, the nodes will move
back to the Transition phase and cancel their Terminated status. This will facilitate
the information dissemination of any new neighbour arrival, even after the rendezvous
process has Terminated. It is presented in Algorithm 2 at Lines 117 to 130.
After a node status is changed to Terminated, it can start establishing other network
services like Routing or data transmission. However, for a disaster application, it is
necessary to check for the new neighbour arrivals and confirmation of previous neigh-
bour information from time to time. Therefore, rendezvous process can start again in
a periodic way from the Transition phase, which also involves the scheduling mecha-
nism to update the neighbour information. Depending on the application requirement,
the rendezvous process can be adjusted, i.e., to run for a long time to collect all or most
of the neighbour information; run periodically to look for new information and con-
firm the previous information; or run in parallel with other network services in every
timeslot.
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Algorithm 2 Multihop Rendezvous Protocol
1: DNL, Direct Neighbour List of node
2: INL, Indirect Neighbour List of node
3: i, Sender node id
4: k, Receiver node id
5: Initialize Transition-Phase-Counterk = 0, the time counter for the Transition
phase
6: Initialize, tk = 0, the timeslot of receiver node k
7: Initialize, phasek = RENDEZVOUS
8: Initialize, statusk = Not TERMINATED
9: while statusk 6= TERMINATED do
10: while tk not finish do
11: if Beacon is received then
12: if Receiver ID is in DNLi then
13: if Sender ID is in DNLk then
14: call procedure Multihop Rendezvous Phases
15: else
16: Add Sender ID in DNLk
17: if Sender ID exist in INLk then
18: Remove from INLk
19: end if
20: call procedure Multihop Rendezvous Phases
21: end if
22: else
23: Send ACK to sender about successful reception of beacon
24: if Sender ID exist in INLk then
25: Remove from INLk
26: end if
27: call procedure Multihop Rendezvous Phases
28: end if
29: end if
30:
31: if ACK is received then
32: if IDi is not in DNLk then
33: Add in DNLk
34: if exist in INLk then
35: Remove from INLk
36: end if
37: if statusk = TERMINATED then
38: change statusk = NOT TERMINATED
39: change phasek = TRANSITION
40: Restart Transition-Phase-Counterk
41: else if phasek = TERMINATION then
42: change phasek = TRANSITION
43: Restart Transition-Phase-Counterk
44: else if phasek = TRANSITION then
45: Restart Transition-Phase-Counterk
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46: end if
47: end if
48: if TRANSITION flag is True then
49: phasek = TRANSITION
50: end if
51: if TERMINATED flag is True then
52: Update neighbour termination status
53: if all neighbours have terminated then
54: statusk = TERMINATED
55: end if
56: end if
57: if received a schedule request then
58: if not already scheduled then
59: Schedule a rendezvous time
60: call procedure Controlled Rendezvous
61: end if
62: end if
63: end if
64:
65: procedure MULTIHOP RENDEZVOUS PHASES
66: if phasek = RENDEZVOUS then
67: if Neighbours of i == Neighbours of k then
68: phasek = TRANSITION
69: send an ACK to sender to move to TRANSITION Phase
70: else
71: call procedure Controlled Rendezvous
72: end if
73: Compare DNLi and INLi with DNLk and INLk
74: if New information found then
75: Add in INLk
76: end if
77: else if phasek = TRANSITION then
78: if TRANSITION phasek counter is expired then
79: phasek = TERMINATION
80: else
81: call procedure Controlled Rendezvous
82: end if
83: Compare DNLi and INLi with DNLk and INLk
84: if New information found then
85: Add in INLk
86: Restart Transition-Phase-Counterk
87: end if
88: else if phasek = TERMINATION then
89: if phasei = TERMINATION then
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90: Compare DNLi and INLi with DNLk and INLk
91: if New information found then
92: Add in INLk
93: phasek = TRANSITION
94: Restart Transition-Phase-Counterk
95: else
96: if sender has not already received the Termination confir-
mation then
97: Send an ACK to sender to confirm Termination
98: end if
99: end if
100: end if
101: end if
102: end procedure
103:
104: procedure CONTROLLED RENDEZVOUS
105: if IDk and IDi are not already scheduled then
106: Find common channels among IDk IDi
107: Schedule a rendezvous time
108: send an ACK to sender about the scheduled time and channel
109: end if
110: end procedure
111: end while
112: tk = tk + 1
113: if phase = Transition then
114: Increment Transition-Phase-Counterk
115: end if
116: end while
117: if statusk = TERMINATED then
118: if rendezvous beacon received then
119: if request received for changing status to TERMINATED then
120: Send a flagged ACK to sender for changing its status to TERMI-
NATED
121: end if
122: Compare DNLi and INLi with DNLk and INLk
123: if New information found then
124: Add in INLk
125: statusk = NOT TERMINATED
126: phasek = TRANSITION
127: Restart Transition-Phase-Counterk
128: end if
129: end if
130: end if
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7.4 Scheduling and synchronisation among nodes
A general multihop rendezvous framework is presented in the previous Section 7.3 to
achieve a rendezvous among nodes, when initially the nodes are unaware of the exis-
tence of other nodes in the network and the topology information. The proposed mul-
tihop framework includes a scheduling mechanism to achieve synchronisation among
nodes even after the rendezvous process has terminated. The term scheduling is used
here to allocate or schedule a channel and time between the nodes to meet at later
time. Similarly, the synchronization can be achieved among nodes when they meet at
the scheduled time and channel to exchange the information without running the ren-
dezvous process again. It is expected at the end of the multihop rendezvous process
that:
• every node has discovered all or most of the neighbours;
• each node has collected the information of its directly and indirectly connected
neighbours;
• each node now knows its directly connected neighbours and the channels they
are using;
• each node has achieved synchronisation among its direct neighbours and has an
agreed schedule to meet at a future time;
• each node can exchange messages between their one hop neighbours using an
agreed schedule which includes the time and the channel to establish other net-
work services.
The nodes will exchange the rendezvous schedule information, if not already existed,
to meet at a common channel. Then each node tunes into an agreed channel at the
scheduled time to exchange rendezvous beacons or any other message. The scheduled
event once finalised between two nodes, repeats at a regular interval, to help achieve
the synchronisation and communication among nodes after a rendezvous process has
finished. The rendezvous process can restart at any stage when a new neighbour infor-
mation is found.
7.5 Simulation Environment
In this section, the simulation environment is presented which is used for the evaluation
of the multihop EMCA rendezvous protocol and other rendezvous strategies. The
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proposed protocol is evaluated over different CR operating policies and PR activity
traffic models.
7.5.1 CR operating policies
The CR operating policies are already explained in Chapter 6. The algorithms of dif-
ferent CR operating policies (LBT, Normal, Reactive and Proactive) are still applicable
without any changes. The channel selection decisions are mainly part of the sender-
side operations, and are explained in Chapter 6 with the operating policies.
7.5.2 Existing multihop rendezvous strategies
The EMCA multihop blind rendezvous protocol is compared against JS [48], EXJS,
MMCA [40] and Random strategies. These rendezvous strategies are not designed
for unknown number of nodes in a multihop environment. Therefore, these proto-
cols are modified with our multihop blind rendezvous framework with CR operating
policies for a fair comparison. These existing strategies are modified according to
the Algorithm 2, which represents the receiver-side operation and decisions to achieve
rendezvous among multiple and multihop nodes. In the modified version of these ren-
dezvous protocols, each node selects the channel using their rendezvous algorithm and
particular operating policy, and then use the multihop framework for the decisions to
move progressively from one phase to another until the termination of the algorithm.
7.5.3 Network Environment
The 3 and 10 nodes scenarios are used, to evaluate the multihop blind rendezvous
strategies. The 3 nodes are used to analyse the performance for the minimum hop dis-
tance i.e., 2. The 10 nodes are used to analyse a scenario where hop distance increases.
For each experiment, a random topology was generated with a maximum hop distance
as 4 hops, in a network area of 1000 x 1000 m2. All nodes are deployed randomly in
a multihop manner. The nodes are not aware of the existence and the positions of the
other nodes in the network. EachACSi selects a subset of channels out ofG randomly.
The ACSi includes 7 and 14 channels, selected out of G of 10 and 20 channels. The
nodes are not aware of the random starting times of other nodes. The primary radio
activity traffic patterns are used as defined in Chapter 5, and are also unknown to the
nodes. The channel non-occupancy period is used as 3 TSs and 10 TSs for blacklisting
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a channel. Same parameter values are used to generate the traffic patterns, as explained
in Chapter 5.
7.5.4 Performance Metrics
The goal is to discover the maximum number of nodes, when the nodes are not aware
of the existence of the other nodes in the network, their channel information, topology
and random starting times. The following metrics are used to evaluate the performance
of the proposed EMCA based multihop rendezvous protocol:
1. Average Time to Rendezvous (ATTR): For known number of nodes the term
ATTR is defined already in Section 5.5.1 of Chapter 5. For unknown number of
nodes assumption, it can be re-defined as the time from when the first node starts
its rendezvous process to the time when the last node Terminates its rendezvous
process.
2. Average Harmful Interference (HI): It is already defined in Section 5.5.1 of
Chapter 5.
3. Average Neighbour Discovery Accuracy (NDA): the average accuracy of dis-
covered neighbours by each node, connected directly or indirectly, and measured
as a percentage of the actual number of neighbours.
4. Reachability: the percentage of the total number of nodes which receives a copy
of the message forwarded after the rendezvous process has finished.
7.6 Performance Evaluation
In this section, different fully blind multihop rendezvous protocols are evaluated us-
ing different CR operating policies and PR activity traffic patterns. Each result is an
average of 100 simulation runs and graphs are shown in log scale, for clarity.
7.6.1 Average Time to Rendezvous
The average time to rendezvous results for each multihop rendezvous protocol for both
3 and 10 nodes are shown in Figures 7.3 to 7.5 (for 7 channels) and Figure 7.6 (for
14 channels). The quantitative values are shown in Tables 7.1 and 7.2, for 3 CNP
timeslots. For explanation, only the Zero, High and Mix PR activity traffic models
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are focused here. However, remaining traffic models are shown in Appendix A, and
their Tables (including both the quantitative values and the percentage improvement of
EMCA over the existing strategies) are shown in Appendix B.
7.6.1.1 Key observations
The key observations are highlighted below based on the increasing PR traffic,
Comparison with single-hop case:
• The time to rendezvous compared to the single hop case (Chapter 6) is much
higher, because in multihop case the nodes are unaware of the number of nodes
and topologies, and therefore takes longer time to finish the rendezvous process.
This involves an infinite Rendezvous phase, a finite Transition phase, and a Ter-
mination phase to terminate the rendezvous process by a mutual consent.
Different operating policies:
• For zero PR activity, the policies do not apply and therefore do not affect the
TTR for both 3 and 10 nodes, as shown in Figure 7.3. With increase in the PR
activity, the effect of policies is clearer, as shown in Figures 7.4 and 7.5, for High
and mixed PR activities.
• The Normal policy is found to be worst in terms of the average TTR among all
the policies, as it blacklists the channel on which PR is detected and stays silent
for the whole timeslot. However, in comparison with the LBT and Normal, the
Reactive and Proactive policies are found to be better in terms of the average
TTR, under both the High and Mixed PR activities. The Reactive and Proactive
policies were also shown as better than LBT and Normal policy in Chapter 6.
• The Proactive policy brings down the TTR of all rendezvous strategies, due to
its learning capability.
• For Mix PR activity (Figure 7.5), the LBT and Normal seems to be improving
the TTR compared to High PR activity case, because of different PR activities at
different channels. However, for Reactive and Proactive the TTR is found to be
only slightly better than the High PR activity, due to the time a node spends in
each multihop phase.
• Overall, the average TTR increases with increase in the PR activity. However,
the operating policies are found to be beneficial in bringing down the TTR for
the multihop protocols.
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Different rendezvous protocols:
• The EMCA outperforms all the other multihop blind rendezvous protocols and
Random is found to be only marginally slower, under different PR activity traffic
patterns. The other protocols appears as much slower because their rendezvous
requires longer cycles before changing the rate.
• The JS and EXJS are found to be slower than MMCA, due to their stay period.
• The percentage improvement of EMCA over other multihop rendezvous proto-
cols is found to be 60% in most cases, but in some cases it appears as more than
60% (Tables are shown in Appendix B).
Increasing the number of nodes:
• When the number of nodes are increased to 10, the TTR increases under High
and Mix PR activity, as shown in Figures 7.4b and 7.5b. The TTR increases more
than the 3 nodes case, but, not a significant increase is observed, as was observed
in single hop case (Chapter 6). That shows increasing the node density is not
affecting the TTR, as every nodes runs the rendezvous process simultaneously
and spending time in different phases, gives the node enough time to reach the
Termination phase and to Terminate.
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Figure 7.3: Average TTR for multihop (7 ch, 3 BL TSs and Zero PR activity).
Increasing the number of channels:
• With an increase in the number of channels to 14, the TTR increases as well
for the LBT and Normal policies, as shown in Figure 7.6, and compared to 7
channels (Figure 7.4). However, for the Reactive and Proactive policies, the
TTR is dropping on average, similar as in 7 channels case (Figure 7.4).
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Figure 7.4: Average TTR for multihop (7 ch, 3 BL TSs and High PR activity).
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Figure 7.5: Average TTR for multihop (7 ch, 3 BL TSs and Mix PR activity).
 10
 100
 1000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
 10
 100
 1000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure 7.6: Average TTR for multihop (14 ch, 3 BL TSs and High PR activity).
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
155 Saim Ghafoor
7. A FULLY BLIND MULTIHOP RENDEZVOUS
PROTOCOL 7.6 Performance Evaluation
• The proactive policy is found to be better in the higher number of channels case,
as it converge to best channels, as shown in Figure 7.6.
• Overall, increasing the number of channels does not affect the time to rendezvous
very much when reactive and proactive policies are used.
Increasing the channel blacklisting time (i.e., CNP):
• With an increase in the channel blacklisting time (or CNP time) to 10 TSs, the
time to rendezvous increases also, as shown in Figure 7.7 (for 7 channels) com-
pared to 3 TS CNP time (Figure 7.4).
• The increased CNP time is mainly intended to reduce the harmful interference,
but it also affects the time to rendezvous, as due to longer blacklisting times the
nodes find less opportunities to attempt a rendezvous, due to which the TTR
values are higher.
• The Reactive and Proactive policies again appear as beneficial, as they bring
down the TTR compare to the Normal policy. However, due to increase in the
TTR they appears to be only slightly better than the LBT, where node attempts
rendezvous without blacklisting the channels.
• With further increase in the CNP time to 600 timeslots (i.e., 10 minutes, as sug-
gested by IEEE), the average time to rendezvous is found to be significantly
higher compared to 3 and 10 BL timeslots which is due to the longer durations
of channel blacklisting (Figure 7.8).
• The Normal policy is found to be worst. The reactive and proactive policies man-
age to bring down the average TTR, but still the time to rendezvous is found to
be significantly higher, compared to the aggressive and enhanced channel black-
listing times.
• LBT shows no effect, as it does not involve channel blacklisting. Overall, with
increase in the channel blacklisting time, the time to rendezvous also increase.
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Table 7.1: Average TTR for multihop (3 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 54.91 56.44 75.70 110.90 63.91 66.27 69.62 75.56 110.79 166.00 85.00 87.40
Norm 55.25 61.87 83.94 157.87 83.42 73.31 69.77 80.37 126.13 260.22 111.48 102.16
RwoT 54.61 52.40 49.09 57.14 53.14 49.28 69.82 69.57 53.71 54.85 67.02 60.68
RwT 53.76 50.59 46.18 55.21 53.66 49.88 70.05 64.11 53.54 52.94 64.78 60.09
Pro 54.76 50.40 46.83 52.82 52.34 51.26 70.59 66.49 56.52 51.91 63.65 64.89
RAND
No 56.30 58.29 77.52 112.36 64.58 67.60 72.33 78.19 112.79 169.11 90.27 94.57
Norm 57.24 63.37 86.64 160.13 84.12 75.18 71.72 84.76 129.06 264.14 115.68 105.59
RwoT 56.83 53.92 50.12 60.86 55.12 50.40 71.54 70.35 54.36 55.16 68.16 62.00
RwT 54.97 51.11 48.55 61.62 54.67 51.32 71.45 66.61 54.48 54.87 66.13 60.51
Pro 56.09 54.07 48.76 55.33 53.70 53.99 72.39 70.91 61.55 54.69 68.10 69.56
JS
No 80.07 81.59 120.87 179.79 86.85 95.22 92.21 104.29 128.92 201.22 119.84 118.78
Norm 80.33 84.09 124.46 283.07 116.18 119.44 92.58 117.74 166.10 345.11 153.53 135.56
RwoT 80.84 70.27 102.20 143.17 116.26 94.04 93.17 106.77 153.93 231.54 154.10 122.26
RwT 75.83 54.62 53.51 66.89 56.16 57.11 94.63 72.72 59.19 58.22 69.77 66.01
Pro 80.57 56.50 50.17 57.17 54.81 57.55 93.31 76.70 60.24 54.34 67.28 72.03
MMCA
No 83.06 84.40 95.18 148.09 84.71 101.33 110.65 118.88 133.80 221.16 136.30 134.96
Norm 83.36 86.23 105.05 195.86 110.42 110.06 110.05 128.61 178.98 337.24 165.92 137.27
RwoT 83.61 76.38 73.23 90.29 84.97 104.16 110.33 113.77 108.98 121.74 101.68 91.52
RwT 83.04 60.22 56.73 70.92 59.27 62.11 108.93 74.94 63.05 62.14 73.85 83.80
Pro 83.11 57.50 49.54 57.20 53.97 73.00 110.85 69.30 60.31 56.17 67.09 90.65
EXJS
No 73.60 82.58 121.80 166.20 103.26 96.45 97.01 108.60 154.83 224.16 120.64 130.82
Norm 74.01 95.90 145.08 273.98 136.40 136.97 97.58 109.29 182.87 367.34 183.74 159.25
RwoT 74.97 82.00 90.15 172.62 95.34 90.89 97.37 115.97 169.59 289.15 164.23 154.63
RwT 71.57 54.79 53.79 67.35 55.73 56.42 98.89 70.94 58.33 61.07 71.32 68.36
Pro 74.95 59.30 50.07 58.01 54.56 59.58 97.27 79.36 64.11 53.66 68.27 78.76
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Table 7.2: Average TTR for multihop (10 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 66.60 72.72 102.60 152.88 82.16 84.29 91.82 104.66 150.53 232.72 118.22 124.02
Norm 66.79 79.23 116.17 222.39 113.33 98.82 92.31 109.95 178.71 355.59 162.28 140.72
RwoT 66.86 61.08 57.55 76.85 66.58 58.96 90.66 90.03 67.60 69.16 83.14 73.69
RwT 66.85 61.16 55.10 67.97 61.79 56.28 92.68 83.66 63.47 63.76 80.36 73.25
Pro 66.82 63.37 55.47 66.76 61.75 64.10 92.52 87.24 70.16 61.88 81.63 81.78
RAND
No 67.80 74.06 103.87 154.36 83.77 88.66 93.44 110.62 154.75 236.14 120.38 125.56
Norm 67.62 80.90 122.39 255.13 119.56 100.68 95.67 112.31 182.69 362.91 167.51 144.68
RwoT 67.14 62.20 58.45 78.23 67.13 60.15 94.35 91.49 68.18 70.45 84.09 75.45
RwT 66.83 61.46 56.22 75.74 64.03 58.30 95.87 88.74 65.49 68.35 82.16 75.74
Pro 67.00 64.47 57.01 70.11 63.37 67.09 96.83 89.69 73.14 64.63 89.17 86.41
JS
No 97.17 104.16 134.08 199.28 113.45 115.86 131.14 132.56 203.49 301.42 149.57 169.38
Norm 98.33 106.40 163.28 348.85 155.86 134.59 131.94 153.31 270.60 434.43 224.80 201.60
RwoT 96.18 97.19 116.01 194.01 124.34 136.94 129.70 142.85 195.88 332.36 187.91 172.66
RwT 94.17 75.60 65.79 94.01 74.08 74.00 126.64 98.80 77.39 75.84 88.28 94.14
Pro 94.37 75.92 64.42 72.07 65.41 83.04 124.04 98.65 76.89 65.31 90.64 104.55
MMCA
No 93.00 94.86 123.13 179.61 94.40 134.96 137.59 144.11 209.02 290.14 156.31 190.30
Norm 93.83 99.37 155.34 279.44 136.96 132.37 137.77 147.50 221.46 411.22 190.20 210.27
RwoT 93.09 89.84 93.91 121.68 84.76 86.75 138.36 119.48 92.74 112.29 130.80 112.94
RwT 91.09 78.59 78.82 94.30 75.53 72.90 143.12 95.29 80.05 77.80 92.22 94.77
Pro 92.19 70.15 58.97 71.97 65.36 79.56 138.22 95.50 73.04 64.67 87.64 90.71
EXJS
No 104.48 111.30 152.98 215.56 131.70 126.57 148.89 152.01 249.28 319.24 175.19 182.77
Norm 103.63 124.81 176.02 351.68 163.60 154.46 148.52 173.54 261.78 456.16 251.18 225.45
RwoT 103.84 118.77 126.95 195.80 139.25 125.95 146.44 160.89 207.87 340.58 214.04 192.87
RwT 104.32 78.17 63.59 90.54 70.82 68.66 149.40 97.69 73.89 78.52 86.81 97.09
Pro 104.29 80.00 61.68 71.77 66.13 89.13 146.61 107.78 88.96 66.34 90.25 126.70
C
ognitive
radio
adaptive
rendezvous
protocols
to
establish
netw
ork
services
for
a
disaster
response
159
Saim
G
hafoor
7. A FULLY BLIND MULTIHOP RENDEZVOUS
PROTOCOL 7.6 Performance Evaluation
7.6.1.2 Discussion
Overall, with increase in the PR activity, the LBT and Normal policies takes longer
time to achieve rendezvous, due to staying silent on PR detected channels. However,
the Reactive and Proactive polices are found to be helpful in bringing down the time to
rendezvous, which is due to the immediate search of a free channel. The EMCA and
Random appear as performing better than the other multihop rendezvous strategies.
The Reactive and Proactive also observed as an adaptive strategies, which brings down
the time to rendezvous, even in the worst case (i.e., under High PR activity). However,
with the increase in the blacklisting time, the time to rendezvous increases as well, but
not when the reactive and proactive polices are used.
7.6.2 Average Harmful Interference
The average number of incidents of harmful interference (i.e., when CR transmission
coincide with PR activity) are shown in Figures 7.9 to 7.13 for the same experiments
shown in Figures 7.3 to 7.8 for the average time to rendezvous both for 3 and 10 nodes.
For Zero PR activity, no harmful interference is observed, as there is no PR activity.
However, when PR activity is increased, the harmful interference is observed. Only
the High and Mix PR activities are discussed here. The remaining graphs and Tables
are shown in Appendix A and B.
7.6.2.1 Key observations
The key observations for the harmful interference are as below,
Comparison with single hop case:
• The average harmful interference is found to be slightly higher for 10 nodes,
compared to the single-hop case (Chapter 6), due to the increased time to ren-
dezvous.
Different CR operating policies:
• The higher incidents are observed for LBT and Normal policies, but the reactive
and proactive policies are found to be helpful in reducing the average number of
incidents, due to the lower TTR values, as shown in Figures 7.9 and 7.10.
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Figure 7.9: Average HI for multihop (7 ch, 3 BL TSs and High PR activity).
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Figure 7.10: Average HI for multihop (7 ch, 3 BL TSs and Mix PR activity).
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Figure 7.11: Average HI for multihop (14 ch, 3 BL TSs and High PR activity).
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Different rendezvous protocols:
• The average HI is found to be below 0.5 incidents for 3 nodes and 1 incident on
average for 10 nodes (high PR activity), for different multihop rendezvous pro-
tocols. The MMCA, JS, and EXJS are mostly observed with higher HI values,
due to their higher TTR values.
Different PR activity traffic patterns:
• With increasing PR activity the harmful interference also increases. For high PR
activity, the HI appears to be higher, as shown in Figure 7.9.
• For Mix PR activity (Figure 7.10a), the number of incidents is observed less than
0.2 incidents on average, due to different PR activities on different channels. For
10 nodes (Figure 7.10b), the number of incidents drops down to less than 1
incident on average, compared to the high PR activity case.
Increasing the number of nodes:
• Mostly, with increase in the number of nodes, higher HI incidents are observed,
however the operating policies are found to be helpful again in reducing the
number of incidents.
Increasing the number of channels:
• For higher number of channels (i.e., 14), as shown in Figure 7.11, no significant
difference is observed for 3 nodes case, compared to 7 channels case. However,
a marginal increase is observed for the 10 nodes case.
Increasing the channel blacklisting time (i.e., CNP time):
• The longer channel blacklisting time is mainly intended to reduce the harmful
interference. However, only a marginal improvement is observed when the CNP
time is increased to 10 timeslots, as shown in Figure 7.7. The average number
of incidents for the 3 nodes case are observed below 0.3 and for 10 nodes case
on average 1.2 incidents are observed.
• With further increase in the channel blacklisting time to 600 timeslots, as sug-
gested by the IEEE 802.22 and shown in Figure 7.13, the harmful interference
is found to be below 0.1 incidents on average for 3 nodes, however at the cost of
significantly higher time to rendezvous.
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7.6.2.2 Discussion
Overall, with an increase in the number of nodes and channels, the harmful interference
increases. However, when channel blacklisting time increases, the number of incidents
decreases also, but at the cost of higher TTR values. The Reactive and Proactive poli-
cies appear as helpful in bringing down the number of harmful incidents.
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Figure 7.12: Average HI for multihop (7 ch, 10 BL TSs and High PR activity).
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Figure 7.13: Average HI for multihop (3 nodes, 7 ch, 600 BL TSs and High PR).
7.6.3 Neighbour Discovery Accuracy
Neighbour discovery accuracy is the average accuracy of discovered nodes by each
node. The multihop rendezvous framework is designed to work in phases and termi-
nates also at some point, with an estimation of the number of nodes. As the nodes are
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not aware of the total number of nodes, it is possible that some nodes might not get a
chance to discover all its neighbours, due to the unknown PR activity. Therefore, the
average neighbour discovery accuracy of different multihop rendezvous protocols is
quantified to evaluate the fully blind multihop rendezvous protocols performance. The
average neighbour discovery accuracy results are shown in Figures 7.14 to 7.19. Only
the last 5% values (i.e., 95 to 100%) are shown in these figures for the clarity.
The key observations are:
• For Zero PR activity, the NDA found to be 100%, as shown in Figure 7.14a (for
3 nodes). However, for 10 nodes case (Figure 7.14b), it drops to only 98%. The
drop is because some nodes terminate their rendezvous process earlier without
waiting for all nodes to be discovered, and that happens only a few times in 100
simulation runs. The policies do not take part here due to the zero PR activity
and therefore the accuracy drops for all the policies is almost same (i.e., about
98%).
• The EMCA and Random protocols appears to be almost 100% accurate in dis-
covering all the nodes, as shown in Figures 7.14, 7.15, and 7.16.
• The MMCA, JS, and EXJS are found to be less accurate than EMCA and Ran-
dom.
• The Proactive policy is found to be more accurate than the LBT, Normal and
RwoT policies in most of the cases.
• For higher number of channels (14 channels), as shown in Figure 7.17 for High
PR activity, no significant difference is observed, compared to 7 channels case.
• With the increase in the PR activity to high and when mixed PR activities are
used, the accuracy is found to be less only for the 10 nodes case.
• When channel blacklisting time is increased to 10 TSs, as shown in Figure 7.18
(for 7 channels), the neighbour discovery accuracy is observed to be slightly
dropped for 3 nodes, because the channels are being blacklisted now for a long
time.
• For 10 nodes case, the Normal policy is observed with least NDA of about 97%
for MMCA and 98% for EMCA, because it abandons the whole timeslot when
PR is detected on a particular channel. However, the Reactive and Proactive poli-
cies are observed with almost 100% NDA, for all multihop rendezvous strategies
when 10 timeslots CNP time is used.
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• For channel blacklisting time as 600 timeslots, as shown in Figure 7.19, the NDA
is found to be less for the Normal policy, however, the average NDA improves
and reaches above 99% for both the RwT and Proactive policies.
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Figure 7.14: Average NDA for multihop (7 ch, 3 BL TSs and Zero PR activity).
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Figure 7.15: Average NDA for multihop (7 ch, 3 BL TSs and High PR activity).
7.6.3.1 Discussion
The EMCA and proactive policy are found to be the best combination, as it achieves
mostly 100% accuracy because EMCA completes the rendezvous process on average
earlier and proactive returns to the best channel and therefore the neighbour discovery
accuracy is almost 100%. The neighbour discovery accuracy decreases with increase in
the PR activity and the channel blacklisting time for other protocols, but the operating
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Figure 7.16: Average NDA for multihop (7 ch, 3 BL TSs and Mix PR activity).
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Figure 7.17: Average NDA for multihop (14 ch, 3 BL TSs and High PR activity).
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Figure 7.18: Average NDA for multihop (7 ch, 10 BL TSs and High PR activity).
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policies are found to be helpful in improving the accuracy. It is possible that due to PR
activity, some nodes might not be discovered when the nodes finish their rendezvous
process. However, the multihop framework is capable of restarting the rendezvous
process from the transition phase, whenever a new node information is found by any
node at later stage or even after a rendezvous process has finished.
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Figure 7.19: Average NDA for multihop (3 nodes, 7 ch, 600 BL TSs, and High PR).
7.6.4 Imperfect sensing
Due to limited sensing capabilities, a radio can also sense in an imperfect way and can
claim an occupied channel as an unoccupied and vice verse. To analyse the rendezvous
protocols performance, a simulation is performed for 3 nodes under the high PR activ-
ity using 3 BL TSs with imperfect sensing, where error probabilities are fixed with 0.1
probability. The results in Figure 7.20 shows only marginal increases in the average
time to rendezvous (Figure 7.20a) and the harmful interference (Figure 7.20b). The
neighbour discovery accuracy (shown in Figure 7.20c) also appear as less affected as
compared to the same experiments with perfect sensing, as shown in Figure 7.15a. The
same experiments for perfect sensing are shown in Figures 7.4a (for ATTR) and 7.9a
(for harmful interference). When a radio claims an unoccupied channel as occupied,
the rendezvous can not be attempted which results in increased time to rendezvous.
Similarly, when a radio can not detect a PR activity due to its low signal strength, it
attempts a rendezvous by sending a beacon, which results in the increased harmful in-
terference. The LBT and Normal policies when applied result in the increased values
of the time to rendezvous and the number of harmful incidents. However, when re-
active and proactive policies are applied, these values appears to be almost equivalent
to the results under the perfect sensing. The reactive and proactive policies, appear as
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Figure 7.20: Imperfect sensing for multihop (3 nodes, 7 ch, 3 BL TSs and High PR).
beneficial in keeping the TTR and HI values low. EMCA and Random are found to be
better than the existing multihop rendezvous strategies. Overall, the imperfect sensing
affected the rendezvous performance marginally, but the reactive and proactive poli-
cies again found to be helpful in reducing the time to rendezvous and the harmful
interference.
7.6.5 Extension of Reactive and Proactive policies
The policies presented in previous Chapter 6, and in this Chapter until now, select a
channel only at the start of the timeslot, so that a node stays on a particular channel
for a sufficient time. As before (Chapter 6), these policies are extended to work with
multihop protocols, by modifying them to select a channel during the timeslot. The
reactive and proactive policies are modified to select a new channel even when a PR
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appears before a beacon transmission. The performance is analyzed by repeating the
experiments for 3 and 10 nodes under High PR activity with 7 channels and 3 BL TSs.
The results are shown in Figures 7.21 (for ATTR), 7.22 (for HI) and 7.23 (for NDA).
Due to frequent channel selection a node can select a free channel if available to atleast
attempt a rendezvous, on the other side it reduces the time for which a node stays on
a particular channel to receive a beacon. However, if nodes select the same channel
for a time sufficient for a beacon exchange, the rendezvous can occur. The results
for the time to rendezvous shows that such extension can further improve the time to
rendezvous but only marginally, as shown in Figure 7.21. The percentage improvement
for both 3 and 10 nodes appears to be almost 10%, as compared to the policies without
extension (Figure 7.4). The LBT and Normal policies are same as before, as they are
designed not to change the channel, once selected at the beginning of the timeslot.
The harmful interference incidents are not affected much, as shown in Figure 7.22 and
compared to Figure 7.9. Similarly, the neighbour discovery accuracy (Figure 7.23)
also appear as similar to the previous experiments (without policies extension), shown
in Figure 7.15. The modified reactive and proactive policies improves the time to
rendezvous but only marginally. However, in terms of the harmful interference and the
discovery accuracy, they appear without any significant improvement.
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Figure 7.21: ATTR for policies extension (7 ch, 3 BL TSs and High PR activity).
7.6.6 Synchronisation and reachability
The rendezvous is mainly to discover other nodes and to achieve synchronization,
when initially the nodes are unaware of their existence and the topology information.
Once rendezvous is achieved, the nodes should be able to contact each other, without
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Figure 7.22: Average HI for policies extension (7 ch, 3 BL TSs and High PR activity).
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Figure 7.23: Average NDA for policies extension (7 ch, 3 BL TSs and High PR activ-
ity).
the need of running again the rendezvous process. We simulate a scenario, in which
after completion of a rendezvous process, a randomly selected node sends a message
to all its directly connected neighbours at their scheduled time and channels. The
node which will receive that message will send an ACK to its sender confirming the
reception of the message, and start forwarding the copy of message to their directly
connected neighbour, excluding the node from which it has received a message. The
nodes are only allowed to forward a message when they will receive it and once all
of their one hop neighbours have received a message, they will stop sending it further.
The message will be sent only at their scheduled times and channels, otherwise, they
will remain quiet. The main objective here is to check, by using those already agreed
schedules, the nodes can exchange the messages even after the rendezvous process
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has completed. The process runs until last node has received a copy of the forwarded
message. Table 7.3 shows the results of the reachability and the time it takes to de-
liver a message from the randomly selected node to the last node. Throughout the
message forwarding process the nodes only tries to reach to those nodes, which are
discovered already. The number of nodes are used as 3 and 10 under the zero and high
PR activity. The results shown in Table 7.3 for the zero PR activity shows the nodes
have achieved a perfect synchronisation among 3 and 10 nodes. However, the delay
increases when the number of nodes is increased to 10 nodes, which is because of the
gap between the scheduled time among different nodes. When the PR activity is in-
creased to High (85% PR activity), the nodes still can achieve 100% synchronization
and can reach to all nodes. However, the delay increases significantly because of the
frequent re-schedules among the nodes due to the high PR activity.
Note: Our focus is only on showing the reachability of the nodes and not on improving
the performance of a message forwarding scheme under High PR activity.
Table 7.3: Performance of synchronisation and reachability among the discovered
neighbours
Zero PR activity High PR activity
3 Nodes 10 Nodes 3 Nodes 10 Nodes
Reachability (%) 100 100 100 100
Delay (timeslots) 7.44 61.41 120.98 1396.54
7.7 Discussion
In disasters, the environment remains unknown until discovered. The timely discovery
of the existing networks, links and nodes is equally crucial to provide the robust and
rapidly deployable systems. The proposed multihop rendezvous protocol for cognitive
radio based disaster response does not require any prior information of nodes, topology
or available links. It is adaptive with the unknown PR activity and can self-organise it
self. The proposed protocol even knows when to stops and when to start the algorithm
again. It stops when sufficient neighbour information is gathered and can start again
whenever any new neighbour arrives within the transmission range of any previously
discovered neighbour and can also disseminate such information in the whole network.
The neighbour and channel information gathered during this rendezvous phase can be
used to achieve synchronisation to establish other network services like data transmis-
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sion or routing. This information can be used to establish a multihop backhaul network
to connect two sites in a disaster or can be used to establish a standalone multihop mesh
network. The rendezvous protocol can be adjusted to run for a long time, in case some
nearby base station wants to know who else is out there waiting for the services. So,
depending on the application scenario, such timely and reliable information can be
used and rendezvous strategy can be adjusted.
7.8 Conclusion
In this Chapter, an EMCA based multihop blind rendezvous protocol is presented for
unknown environments. Due to the unknown nodes and topology information, the pro-
posed algorithm works in different phases and estimates the number of nodes. The pro-
posed algorithm can terminates its rendezvous process, when all or most of the nodes
are discovered, by a mutual consent which requires to match the neighbour IDs and
to be in the Termination phase for the nodes who wants to Terminate their rendezvous
process. To disseminate a complete network view among all the nodes, to establish
other network services, a neighbour information mechanism is also presented, which
shares the information of its directly and indirectly connected nodes. A scheduling
mechanism is also presented for the nodes to meet at an agreed time and channel to
establish a synchronisation among different nodes. The proposed multihop rendezvous
protocol is evaluated over different cognitive radio operating policies and primary radio
activity traffic models with different channel blacklisting times. In terms of the time to
rendezvous, the EMCA and Random strategy outperforms all the other multihop ren-
dezvous strategies. The Reactive and Proactive policies are found to be helpful again
in bringing down the harmful interference. Overall, the proposed multihop rendezvous
strategy provides almost 100% neighbour discovery accuracy. The Proactive policy
is found to be the best, as it reduces the time to rendezvous and harmful interference
for all rendezvous strategies and also provides 100% neighbour discovery accuracy.
The proposed protocol is adaptive with the unknown primary radio activity and can
also self-organise by re initiating the rendezvous process, whenever a new node infor-
mation is received by any of the already discovered neighbour. It is also shown that
the discovered nodes can achieve synchronisation even after finishing the rendezvous
process, to establish other network services.
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Chapter 8
Conclusions and Future Work
The contributions in this thesis, summarised in this chapter, support our thesis state-
ment:
A cognitive radio based fully blind multihop rendezvous protocol with a reactive or
proactive operating policy can achieve multi-node rendezvous in unknown
environments in the presence of primary radios, which is sufficient to start
establishing network services.
There are several applications and many research papers in the literature for disaster
scenarios. However, the key requirements for a disaster response network; potential of
a cognitive radio; a solution which satisfies all or most of the identified requirements
and provides an effective and timely response; fully blind rendezvous as a deploy-
ment challenge which requires no initial information and should work for multihop;
cognitive radio operating policies to protect the primary radio users from the harmful
interference during a rendezvous process; adaptivity towards unknown primary user
activity; and self-organized rendezvous solutions, are not considered until now in the
literature in detail. Therefore, this thesis can help in filling these above-mentioned
gaps and can help in providing an effective solution for a timely response in the early
hours of a disaster.
In this chapter, the conclusion and contributions are highlighted and key developments
are shown, followed by a discussion of possible future work.
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8.1 Contributions
In this thesis, the following contributions are made in the area of using cognitive radio
technology for effective response in disaster situations, and in particular establishing
network services with a low network setup time.
1. Key requirements are identified for a disaster response network including QoS,
rapid deployment, spectrum agility, robustness and reliability, self-organization,
interoperability, and cost-effectiveness. (Chapter 2)
2. The existing literature on blind rendezvous strategy is surveyed. Issues and chal-
lenges for blind rendezvous are identified, based on which the need of a fully
blind rendezvous for unknown environments is identified. (Chapter 3)
3. A software-defined radio based multihop cellular base station prototype is pro-
posed, developed and evaluated, for supporting voice communication using the
GSM services at front-end and sufficient QoS support at the back-end. It is
tested in a lab environment. Parameters like latency and packet losses are eval-
uated and it is demonstrated that the designed prototype can support up to 50
simultaneous calls with sufficient call quality when the conditions are favorable
(i.e.,radio environment is quiet). However, in busy environments, the number of
supported calls reduced to only a few. It is further concluded that the backhaul
link must utilize the spectrum dynamically to ensure the sufficient voice quality
for a number of users. It is further discussed that, when such a system is to be
placed in an unknown environment, then it can face other deployment challenges
amongst which the foremost is to establish rendezvous between different nodes
to establish other network services. (Chapter 4)
4. An Extended Modular Clock Algorithm (EMCA) is proposed as a blind ren-
dezvous protocol for single hop networks with asymmetric channels and asyn-
chronous timeslots. It abandons the impractical rendezvous guarantee (unlike
the existing blind rendezvous strategies) but has a short rendezvous cycle length
and rendezvous time. It considers unknown primary user activity and is eval-
uated over different primary user activity patterns. An information exchange
mechanism is also proposed with a handshake mechanism to expedite the ren-
dezvous process and to reduce the time to rendezvous. EMCA is shown to be
better in terms of time to rendezvous when compared with existing published
blind rendezvous strategies. (Chapter 5)
5. Different cognitive radio operating policies are proposed, namely Normal, Re-
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active with and without timeslot truncation and Proactive, according to the pub-
lished requirements of the standards bodies. The impact of applying policies
on different rendezvous strategies was unknown until now. The policies are de-
signed as a general framework to improve the performance of all rendezvous
strategies. The policies especially the RwT and Proactive policies further im-
proves all the protocols performance in terms of the time to rendezvous and also
reduces the harmful interference. These policies are also shown to be better than
Listen Before Talk approach by 90% improvement. A scenario with an origi-
nal policy recommendation is also simulated, which shows a little improvement
over the harmful interference but at the cost of longer time to rendezvous. This
shows that, if these policies are to be applied for a disaster scenario, they need
to be carefully designed by choosing the channel non-occupancy period (CNP).
Therefore, the time to rendezvous and harmful interference are analyzed with
different CNP times. It is shown that when the CNP time is short, the time to
rendezvous is short and the harmful interference is low; however, when CNP
time is long, the harmful interference drops further but the time to rendezvous
starts increasing. (Chapter 6)
6. A more challenging scenario with an unknown number of nodes and topolo-
gies is considered for extending over a single hop scenario mentioned above. A
general framework for fully blind cooperative multihop rendezvous protocol is
proposed for an unknown environment. The proposed protocol works in differ-
ent phases to complete a rendezvous among different nodes. Other contributions
for the multihop protocol are:
• An efficient termination condition is proposed to terminate the algorithm
with mutual consent between one-hop neighbours when all or a sufficient
number of nodes are discovered.
• A neighbour information exchange mechanism is proposed to disseminate
the neighbour information across the network to help achieve termination,
share a complete network view and to establish other network services.
• A scheduling and synchronization mechanism is also proposed to help
nodes meet at a periodic scheduled point to exchange information.
The proposed protocol is cooperative, in which each node cooperates with its
one-hop neighbours to update its rendezvous information. It is also capable of
accommodating any new node which enters into the network by disseminating
its information to other nodes and any node which leaves the network by updat-
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ing again the other nodes in the network, to update a complete network view at
each node. The proposed multihop protocol is evaluated over different primary
user activity patterns and cognitive radio operating policies over a different num-
ber of nodes, channels and CNP times. Since there is no fully blind rendezvous
protocol in the literature, the state of the art blind rendezvous strategies are mod-
ified with the proposed framework and compare with EMCA. EMCA continues
to outperform the others in terms of the time to rendezvous. (Chapter 7)
8.2 Thesis summary and recommendations
An extended modular clock algorithm based blind rendezvous protocol is presented
in this thesis work with different cognitive radio operating policies and a general
framework for a fully blind multihop rendezvous protocol. The fully blind multihop
rendezvous protocol framework can be integrated with all existing blind rendezvous
strategies, which lakes in achieving rendezvous without any node or topology infor-
mation. The proposed protocol is shown to be adaptive towards the unknown primary
user activity and cooperative to achieve rendezvous among all nodes when the topol-
ogy and number of nodes are unknown with primary user activity and available chan-
nels. The proposed protocol is evaluated over different primary user activities and
found to be better in comparison with existing blind rendezvous strategies in terms
of the time to rendezvous, harmful interference towards the unknown primary user
activity and neighbour discovery accuracy. Mainly, it is designed for an unknown en-
vironment like disasters, however, it can also be beneficial in achieving the design
and performance goals in other networks like D2D communication or other Ad-hoc
and distributed networks. The proposed protocol can be adjusted to work according
to the application requirement in different networks. It can also achieve synchroniza-
tion in a shorter time than the other blind rendezvous strategies. EMCA is overall
recommended to use in any scenario with symmetric or asymmetric channels and syn-
chronous or asynchronous timeslots settings. In unknown environments, the channels,
nodes and topology information might be unavailable initially. Therefore, the nodes
can have symmetric or asymmetric channels in their available channels set. EMCA
is shown to be better than the existing blind rendezvous strategies under symmetric
channels case. It is also found to be better than the other strategies when the chan-
nels are asymmetric among the nodes. However, with Random it is found to be only
marginally better under asymmetric channels case but on average EMCA is found to
be better. The policies overall are also found to be helpful in reducing the time to ren-
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dezvous and harmful interference towards the unknown primary user activity, and in
achieving almost 100% neighbour discovery accuracy. The proactive policy is found
to be better in improving the results for all the existing rendezvous strategies. Most
importantly, it can terminate its rendezvous process at each node even when the nodes
information is unavailable and can autonomously handle the rendezvous process to
manage new neighbour information. Overall, EMCA with proactive operating policy
is found to be the best combination to improve the results.
8.3 Future Work
There is still much work to be done before a full cognitive radio deployment for disaster
response networks is possible. The main aspects are discussed below,
• The thesis evaluates the proposed rendezvous and operating policies through the
use of extensive simulations. Future work can integrate these solutions on a real
testbed. In fact, these solutions can be integrated into the prototype to establish
a dynamic multihop backhaul network using licensed bands (like TV, cellular,
and radar bands). Further, it should be mounted on a mobile robot to perform
the service restoration task in a real-world scenario.
• The use of TV White spaces is generating much interest for the use of broad-
band service. The presented disaster response network prototype should also be
extended to work with TV White spaces for extended coverage.
• The blind rendezvous strategy is mainly designed for a single radio on each
device. It can be extended to multi radio systems, where one radio can handle
the channel sensing and primary user activity, and the other radio can attempt
rendezvous on designated channels.
• In this thesis, the radios support only half-duplex communications. In future
work, it should be extended to work with full-duplex radios, for which the work
is still in its early stages and proper MAC operations still need to be researched.
• More sophisticated learning strategies should be developed for better channel
selection. For example, a channel can be selected based on the remaining idle
time. However, it is necessary that the learning and decision-making occurs at
run-time to reduce the network setup delay.
• The thesis considers only static nodes in the experiments. The impact of mobile
nodes should be evaluated.
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• The energy efficiency can also be considered as a part of the design goals by
optimizing further the nodes messages overhead and transmission schedules.
• The presented blind rendezvous strategy can also be used for a Proximity device
discovery for Device-to-Device communication so that the devices can find each
other and communicate directly in the absence of a cellular base station or in an
emergency situation.
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Figure A.1: Average TTR for single-hop (7 ch, 3 BL TSs and Low PR activity).
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Figure A.2: Average TTR for single-hop (7 ch, 3 BL TSs and Long PR activity).
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Figure A.3: Avg TTR for single-hop (7 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.4: Average TTR for single-hop (14 ch, 3 BL TSs and Zero PR activity).
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Figure A.5: Average TTR for single-hop (14 ch, 3 BL TSs and Low PR activity).
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Figure A.6: Average TTR for single-hop (14 ch, 3 BL TSs and Long PR activity).
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Figure A.7: Avg TTR for single-hop (14 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.8: Average TTR for single-hop (14 ch, 3 BL TSs and Mix PR activity).
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Figure A.9: Average TTR for single-hop (7 ch, 10 BL TSs and Zero PR activity).
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Figure A.10: Average TTR for single-hop (7 ch, 10 BL TSs and Low PR activity).
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Figure A.11: Average TTR for single-hop (7 ch, 10 BL TSs and Long PR activity).
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Figure A.12: Avg TTR for single-hop (7 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.13: Average TTR for single-hop (7 ch, 10 BL TSs and Mix PR activity).
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Figure A.14: Average TTR for single-hop (14 ch, 10 BL TSs and Zero PR activity).
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Figure A.15: Average TTR for single-hop (14 ch, 10 BL TSs and Low PR activity).
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Figure A.16: Average TTR for single-hop (14 ch, 10 BL TSs and Long PR activity).
Cognitive radio adaptive rendezvous protocols
to establish network services for a disaster
response
184 Saim Ghafoor
A. FIGURES A.1 Chapter 6
 1
 10
 100
 1000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 2 Nodes
 1
 10
 100
 1000
 10000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.17: Avg TTR for single-hop (14 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.18: Average TTR for single-hop (14 ch, 10 BL TSs and Mix PR activity).
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Figure A.19: Average HI for single-hop (7 ch, 3 BL TSs and Low PR activity).
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Figure A.20: Average HI for single-hop (7 ch, 3 BL TSs and Long PR activity).
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Figure A.21: Average HI for single-hop (14 ch, 3 BL TSs and Low PR activity).
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Figure A.22: Average HI for single-hop (14 ch, 3 BL TSs and Long PR activity).
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Figure A.23: Avg HI for single-hop (14 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.24: Average HI for single-hop (14 ch, 3 BL TSs and Mix PR activity).
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Figure A.25: Average HI for single-hop (7 ch, 10 BL TSs and Low PR activity).
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Figure A.26: Average HI for single-hop (7 ch, 10 BL TSs and Long PR activity).
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Figure A.27: Avg HI for single-hop (7 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.28: Average HI for single-hop (7 ch, 10 BL TSs and Mix PR activity).
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Figure A.29: Average HI for single-hop (14 ch, 10 BL TSs and Low PR activity).
 0.001
 0.01
 0.1
 1
 10
 100
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 H
ar
m
fu
l I
nt
er
fe
re
nc
e
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 2 Nodes
 0.001
 0.01
 0.1
 1
 10
 100
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 H
ar
m
fu
l I
nt
er
fe
re
nc
e
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.30: Average HI for single-hop (14 ch, 10 BL TSs and Long PR activity).
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Figure A.31: Average HI for single-hop (14 ch, 10 BL TSs and High PR activity).
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Figure A.32: Avg HI for single-hop (14 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.33: Average HI for single-hop (14 ch, 10 BL TSs and Mix PR activity).
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Figure A.34: Average TTR for multihop (7 ch, 3 BL TSs and Low PR activity).
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Figure A.35: Average TTR for multihop (7 ch, 3 BL TSs and Long PR activity).
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Figure A.36: Average TTR for multihop (7 ch, 3 BL TSs and Intermittent PR activity).
 10
 100
 1000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
 10
 100
 1000
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 T
T
R
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.37: Average TTR for multihop (14 ch, 3 BL TSs and Zero PR activity).
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Figure A.38: Average TTR for multihop (14 ch, 3 BL TSs and Low PR activity).
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Figure A.39: Average TTR for multihop (14 ch, 3 BL TSs and Long PR activity).
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Figure A.40: Avg TTR for multihop (14 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.41: Average TTR for multihop (14 ch, 3 BL TSs and Mix PR activity).
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Figure A.42: Average TTR for multihop (7 ch, 10 BL TSs and Zero PR activity).
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Figure A.43: Average TTR for multihop (7 ch, 10 BL TSs and Low PR activity).
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Figure A.44: Average TTR for multihop (7 ch, 10 BL TSs and Long PR activity).
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Figure A.45: Avg TTR for multihop (7 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.46: Average TTR for multihop (7 ch, 10 BL TSs and Mix PR activity).
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Figure A.47: Average TTR for multihop (14 ch, 10 BL TSs and Zero PR activity).
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Figure A.48: Average TTR for multihop (14 ch, 10 BL TSs and Low PR activity).
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Figure A.49: Average TTR for multihop (14 ch, 10 BL TSs and Long PR activity).
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Figure A.50: Average TTR for multihop (14 ch, 10 BL TSs and High PR activity).
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Figure A.51: Avg TTR for multihop (14 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.52: Average TTR for multihop (14 ch, 10 BL TSs and Mix PR activity).
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Figure A.53: Average HI for multihop (7 ch, 3 BL TSs and Low PR activity).
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Figure A.54: Average HI for multihop (7 ch, 3 BL TSs and Long PR activity).
 0.01
 0.1
 1
 10
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 H
ar
m
fu
l I
nt
er
fe
re
nc
e
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
 0.1
 1
 10
LBT Norm RwoT RwT Pro
A
ve
ra
ge
 H
ar
m
fu
l I
nt
er
fe
re
nc
e
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.55: Average HI for multihop (7 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.56: Average HI for multihop (14 ch, 3 BL TSs and Low PR activity).
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Figure A.57: Average HI for multihop (14 ch, 3 BL TSs and Long PR activity).
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Figure A.58: Average HI for multihop (14 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.59: Average HI for multihop (14 ch, 3 BL TSs and Mix PR activity).
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Figure A.60: Average HI for multihop (7 ch, 10 BL TSs and Low PR activity).
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Figure A.61: Average HI for multihop (7 ch, 10 BL TSs and Long PR activity).
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Figure A.62: Average HI for multihop (7 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.63: Average HI for multihop (7 ch, 10 BL TSs and Mix PR activity).
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Figure A.64: Average HI for multihop (14 ch, 10 BL TSs and Low PR activity).
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Figure A.65: Average HI for multihop (14 ch, 10 BL TSs and Long PR activity).
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Figure A.66: Average HI for multihop (14 ch, 10 BL TSs and High PR activity).
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Figure A.67: Average HI for multihop (14 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.68: Average HI for multihop (14 ch, 10 BL TSs and Mix PR activity).
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Figure A.69: Average NDA for multihop (7 ch, 3 BL TSs and Low PR activity).
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Figure A.70: Average NDA for multihop (7 ch, 3 BL TSs and Long PR activity).
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Figure A.71: Average NDA for multihop (7 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.72: Average NDA for multihop (14 ch, 3 BL TSs and Zero PR activity).
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.73: Average NDA for multihop (14 ch, 3 BL TSs and Low PR activity).
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Figure A.74: Average NDA for multihop (14 ch, 3 BL TSs and Long PR activity).
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.75: Avg NDA for multihop (14 ch, 3 BL TSs and Intermittent PR activity).
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Figure A.76: Average NDA for multihop (14 ch, 3 BL TSs and Mix PR activity).
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Figure A.77: Average NDA for multihop (7 ch, 10 BL TSs and Zero PR activity).
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(a) 3 Nodes
95
96
97
98
99
100
LBT Norm RwoT RwT ProN
ei
gh
bo
r 
D
is
co
ve
ry
 A
cc
ur
ac
y 
(%
)
CR Policies
EMCA
 RAND
EXJS
JS
 MMCA
(b) 10 Nodes
Figure A.78: Average NDA for multihop (7 ch, 10 BL TSs and Low PR activity).
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Figure A.79: Average NDA for multihop (7 ch, 10 BL TSs and Long PR activity).
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Figure A.80: Avg NDA for multihop (7 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.81: Average NDA for multihop (7 ch, 10 BL TSs and Mix PR activity).
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Figure A.82: Average NDA for multihop (14 ch, 10 BL TSs and Zero PR activity).
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Figure A.83: Average NDA for multihop (14 ch, 10 BL TSs and Low PR activity).
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Figure A.84: Average NDA for multihop (14 ch, 10 BL TSs and Long PR activity).
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Figure A.85: Average NDA for multihop (14 ch, 10 BL TSs and High PR activity).
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Figure A.86: Avg NDA for multihop (14 ch, 10 BL TSs and Intermittent PR activity).
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Figure A.87: Average NDA for multihop (14 ch, 10 BL TSs and Mix PR activity).
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Table B.1: Percentage improvement of EMCA over other rendezvous strategies in terms of ATTR (2 nodes, 3 BL TS)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RANDOM
No 12.79 7.57 9.98 8.05 10.31 11.68 6.82 9.57 3.80 5.24 1.84 4.57
Norm 7.31 21.41 8.32 3.46 10.26 14.47 3.05 18.33 16.90 27.17 21.21 17.74
RwoT 16.82 12.66 13.52 7.58 2.49 19.26 9.50 13.40 2.25 22.20 8.39 5.94
RwT 15.71 14.46 22.61 15.28 15.80 14.33 4.05 9.07 23.46 16.38 13.92 19.51
Pro 15.85 4.11 13.61 7.69 5.73 11.76 4.91 11.22 8.62 9.09 12.17 17.78
JS
No 56.83 65.98 61.90 64.08 72.82 66.49 49.68 50.57 36.43 33.95 43.78 48.83
Norm 58.32 68.64 56.78 48.14 61.50 52.73 45.55 45.60 32.69 32.98 44.05 55.55
RwoT 57.65 57.74 75.89 82.11 74.79 83.15 46.27 58.30 81.64 89.01 68.42 78.72
RwT 60.55 24.90 35.79 42.38 21.23 46.03 46.09 20.99 20.78 28.78 8.36 22.01
Pro 61.57 18.78 25.34 25.08 19.25 46.49 40.21 18.73 12.92 16.79 7.42 16.08
MMCA
No 73.86 76.51 64.72 49.96 64.38 71.21 71.36 67.06 47.71 25.40 65.09 66.42
Norm 74.50 79.67 63.66 40.48 40.26 63.14 73.10 69.46 48.49 28.62 41.13 70.63
RwoT 73.22 69.59 83.76 81.02 79.15 58.69 72.73 72.26 76.39 77.83 43.21 78.41
RwT 76.69 55.20 58.31 50.93 47.14 73.10 72.91 47.28 45.01 52.90 22.42 73.93
Pro 76.22 29.56 37.74 33.46 29.14 58.51 69.73 37.83 13.40 24.97 16.32 20.97
EXJS
No 48.91 50.14 31.85 44.73 66.52 49.49 37.53 43.24 18.32 37.75 19.46 26.68
Norm 49.92 68.08 50.24 39.09 58.79 50.44 40.10 38.37 40.64 37.78 48.29 28.69
RwoT 51.57 65.93 83.22 78.97 77.61 81.49 39.89 60.05 85.22 90.64 73.59 73.31
RwT 53.82 25.65 32.82 42.03 31.21 41.77 37.37 6.14 15.72 37.06 21.54 9.59
Pro 54.64 27.36 12.85 28.38 14.27 32.01 33.77 21.68 13.49 16.92 10.61 19.87
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Table B.2: Percentage improvement of EMCA over other rendezvous strategies in terms of ATTR (10 nodes, 3 BL TS)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RANDOM
No 3.03 4.21 2.62 3.77 2.83 1.03 4.80 1.30 1.49 2.73 7.10 1.54
Norm -0.62 0.67 0.74 3.38 0.38 0.90 2.65 9.60 0.70 1.59 2.69 3.09
RwoT 3.87 2.95 3.08 3.57 -0.11 1.31 3.96 1.58 2.25 2.23 2.97 0.08
RwT 4.45 5.44 15.69 23.39 10.79 4.25 2.57 6.83 5.39 13.67 3.50 2.94
Pro 2.07 7.70 8.41 4.76 4.16 14.03 1.83 4.94 8.01 3.11 2.98 8.53
JS
No 84.76 85.06 85.17 81.47 87.97 87.23 55.48 54.83 43.79 50.30 63.42 51.93
Norm 84.03 83.95 82.65 75.51 83.87 82.89 52.83 57.98 39.18 33.33 41.31 50.63
RwoT 84.66 89.06 91.97 90.67 90.12 93.14 53.68 66.55 86.34 91.67 78.33 78.55
RwT 84.57 18.90 34.22 34.51 11.94 51.58 51.29 12.83 13.92 18.51 6.33 21.35
Pro 84.76 34.95 17.73 16.70 12.91 50.75 53.09 31.67 12.49 9.57 12.77 31.31
MMCA
No 89.28 87.38 80.24 62.20 84.60 84.13 87.64 86.49 78.67 68.04 85.48 81.48
Norm 89.56 86.74 75.75 49.00 75.83 78.66 87.34 86.00 71.64 52.67 75.78 74.84
RwoT 89.51 91.56 93.18 85.51 90.15 91.21 88.65 86.23 92.82 93.21 90.68 91.47
RwT 89.26 67.39 71.89 46.62 55.67 80.99 86.84 53.52 56.59 50.97 39.24 82.23
Pro 89.66 48.15 25.66 22.94 18.36 70.85 87.60 44.85 14.97 14.26 14.73 28.31
EXJS
No 82.63 79.95 77.42 75.72 84.44 85.21 48.80 46.36 43.13 46.69 51.04 46.62
Norm 84.50 85.89 80.16 61.33 80.97 82.09 49.05 49.68 47.90 40.74 44.09 48.80
RwoT 85.05 87.67 90.28 90.26 90.65 92.70 50.46 62.69 87.22 92.45 79.75 77.35
RwT 85.48 30.12 42.47 41.39 25.47 48.73 47.32 12.87 21.08 28.24 14.00 24.28
Pro 84.70 37.49 11.43 8.32 6.15 64.89 47.81 23.47 23.32 4.14 12.23 37.59
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Table B.3: Percentage improvement of policies over LBT for each rendezvous strategy (2 nodes, 3 BL TSs)
7 channels 14 channels
LOW LONG HIGH INTER MIXPR LOW LONG HIGH INTER MIXPR
EMCA
Norm 11.04 -13.51 -40.92 -58.03 -6.17 -2.59 -0.66 -29.73 -39.98 -12.08
RwoT 30.94 67.28 77.06 39.23 55.41 18.21 75.72 86.33 45.70 57.13
RwT 50.12 80.65 82.89 54.50 67.16 32.96 82.20 90.95 53.66 67.00
Pro 25.71 67.54 80.51 42.97 55.76 23.24 72.18 90.07 43.29 52.83
RAND
Norm -4.63 -11.45 -34.22 -57.94 -9.63 -13.59 -16.53 -68.79 -74.40 -30.03
RwoT 26.92 65.94 77.18 44.11 51.22 14.59 76.10 83.34 41.82 56.50
RwT 46.11 77.49 81.43 51.54 66.14 33.33 77.63 89.75 47.15 60.88
Pro 28.39 66.17 80.58 45.74 55.72 21.82 70.72 89.64 36.62 45.25
JS
Norm 3.49 -0.06 2.38 -11.58 24.74 6.77 4.94 -27.87 -40.66 -29.04
RwoT 44.41 48.29 53.93 34.49 11.32 3.04 15.95 17.79 3.34 -3.09
RwT 77.40 88.52 89.33 84.30 79.61 58.06 85.72 91.61 71.57 78.35
Pro 68.88 83.44 90.65 80.80 72.30 53.31 79.69 92.11 65.56 71.23
MMCA
Norm -2.81 -10.18 -18.48 5.78 17.08 -10.66 -2.19 -35.58 17.01 -28.18
RwoT 46.66 28.94 39.52 -3.83 68.92 2.85 46.21 53.98 66.62 33.31
RwT 73.85 83.62 82.55 69.34 64.85 58.11 83.07 85.67 79.15 57.50
Pro 75.23 81.61 85.34 71.34 69.31 59.33 83.21 90.12 76.34 79.95
EXJS
Norm -38.97 -55.47 -27.89 -28.38 -8.20 5.50 -38.53 -29.79 -118.02 -15.24
RwoT -1.06 -32.86 39.69 9.15 -21.70 -16.22 -34.24 9.05 -65.60 -17.75
RwT 66.55 80.37 83.69 77.86 71.51 59.46 82.75 91.05 52.43 73.24
Pro 49.01 74.62 84.96 77.73 67.14 44.37 73.74 92.56 48.90 56.84
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Table B.4: Percentage improvement of policies over LBT for each rendezvous strategy (10 nodes, 3 BL TSs)
7 channels 14 channels
LOW LONG HIGH INTER MIXPR LOW LONG HIGH INTER MIXPR
EMCA
Norm -10.63 -24.36 -61.85 -59.54 -20.31 -5.85 -18.25 -57.21 -63.39 -19.87
RwoT 31.91 67.74 70.50 41.96 55.99 26.78 77.82 86.83 44.54 57.83
RwT 40.09 75.76 77.51 48.41 58.68 29.98 80.31 88.63 48.56 61.98
Pro 31.38 67.77 76.11 47.39 40.02 26.25 73.91 87.47 43.90 43.77
RAND
Norm -6.68 -22.00 -61.21 -55.62 -20.16 -15.57 -17.31 -55.38 -55.98 -21.78
RwoT 32.80 67.59 70.56 43.67 55.86 26.57 77.65 86.90 46.90 58.45
RwT 39.31 72.00 71.75 43.81 57.28 25.83 79.50 87.19 50.48 61.43
Pro 28.79 65.73 75.87 46.66 30.94 23.43 72.05 87.42 46.28 39.47
JS
Norm -2.99 -6.31 -22.49 -18.98 10.25 -13.78 -9.28 -17.19 -1.85 -16.71
RwoT 7.03 40.40 41.37 29.40 18.09 1.12 8.77 21.49 6.38 5.50
RwT 88.96 94.53 93.64 92.96 89.11 63.72 87.14 93.07 79.91 76.76
Pro 84.24 94.19 94.69 92.74 84.45 51.25 83.24 93.11 76.47 60.65
MMCA
Norm -5.30 -1.34 -19.95 -1.64 10.54 -2.17 11.09 -6.14 2.06 11.74
RwoT -1.82 6.47 23.05 9.31 20.58 28.14 34.09 38.03 13.62 8.42
RwT 76.81 82.96 84.07 82.08 65.50 79.65 90.33 92.59 87.71 60.36
Pro 83.30 91.43 88.28 90.08 67.35 81.93 93.45 95.33 90.45 85.47
EXJS
Norm -57.22 -41.59 -1.61 -30.45 0.66 -12.84 -29.07 -41.41 -43.08 -24.98
RwoT -10.72 25.05 26.47 3.47 10.86 -5.27 1.31 7.04 -34.08 0.63
RwT 82.81 90.48 90.69 89.23 88.08 56.89 85.81 91.56 70.72 73.20
Pro 77.99 91.78 93.68 91.28 74.74 48.30 80.65 93.03 68.71 51.90
C
ognitive
radio
adaptive
rendezvous
protocols
to
establish
netw
ork
services
for
a
disaster
response
214
Saim
G
hafoor
B
.T
A
B
L
E
S
B
.1
C
hapter
6
Table B.5: Average HI for single-hop (2 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.03 0.04 0.10 0.11 0.05 0.00 0.04 0.06 0.14 0.18 0.09
Norm 0.00 0.03 0.03 0.06 0.10 0.00 0.00 0.06 0.04 0.06 0.14 0.07
RwoT 0.00 0.01 0.01 0.00 0.05 0.01 0.00 0.04 0.04 0.06 0.07 0.00
RwT 0.00 0.01 0.02 0.03 0.09 0.00 0.00 0.02 0.02 0.06 0.08 0.03
Pro 0.00 0.05 0.01 0.01 0.01 0.02 0.00 0.04 0.04 0.00 0.06 0.04
RAND
No 0.00 0.02 0.03 0.06 0.07 0.05 0.00 0.01 0.08 0.12 0.20 0.05
Norm 0.00 0.01 0.03 0.08 0.11 0.01 0.00 0.03 0.06 0.19 0.14 0.10
RwoT 0.00 0.01 0.01 0.04 0.08 0.04 0.00 0.00 0.02 0.01 0.07 0.04
RwT 0.00 0.04 0.03 0.01 0.08 0.02 0.00 0.05 0.03 0.03 0.06 0.01
Pro 0.00 0.02 0.01 0.03 0.03 0.02 0.00 0.04 0.01 0.02 0.07 0.05
JS
No 0.00 0.04 0.08 0.26 0.39 0.06 0.00 0.10 0.10 0.31 0.26 0.08
Norm 0.00 0.04 0.09 0.12 0.18 0.03 0.00 0.08 0.11 0.13 0.21 0.13
RwoT 0.00 0.04 0.03 0.04 0.10 0.08 0.00 0.05 0.05 0.07 0.17 0.12
RwT 0.00 0.03 0.03 0.02 0.02 0.03 0.00 0.05 0.02 0.00 0.06 0.03
Pro 0.00 0.02 0.01 0.03 0.03 0.02 0.00 0.07 0.01 0.00 0.08 0.01
MMCA
No 0.00 0.14 0.16 0.20 0.32 0.15 0.00 0.14 0.07 0.15 0.46 0.18
Norm 0.00 0.17 0.07 0.16 0.09 0.03 0.00 0.07 0.04 0.13 0.14 0.07
RwoT 0.00 0.07 0.03 0.06 0.10 0.04 0.00 0.08 0.08 0.10 0.14 0.09
RwT 0.00 0.02 0.01 0.02 0.07 0.01 0.00 0.03 0.04 0.03 0.07 0.05
Pro 0.00 0.01 0.02 0.03 0.08 0.04 0.00 0.05 0.02 0.03 0.09 0.01
EXJS
No 0.00 0.04 0.05 0.16 0.23 0.04 0.00 0.07 0.04 0.11 0.24 0.09
Norm 0.00 0.04 0.05 0.02 0.13 0.05 0.00 0.05 0.06 0.09 0.20 0.04
RwoT 0.00 0.02 0.06 0.04 0.11 0.08 0.00 0.05 0.07 0.04 0.12 0.05
RwT 0.00 0.03 0.04 0.00 0.06 0.01 0.00 0.02 0.05 0.05 0.10 0.01
Pro 0.00 0.03 0.03 0.05 0.06 0.02 0.00 0.03 0.01 0.01 0.11 0.03
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Table B.6: Average HI for single-hop (10 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.65 0.57 1.59 2.28 0.84 0.00 1.05 1.25 2.50 2.80 1.39
Norm 0.00 0.52 0.65 1.43 1.71 0.74 0.00 0.92 1.15 2.18 3.22 1.25
RwoT 0.00 0.43 0.41 0.70 1.09 0.43 0.00 0.84 0.59 0.84 1.78 0.84
RwT 0.00 0.42 0.24 0.44 0.98 0.42 0.00 0.61 0.47 0.65 2.03 0.60
Pro 0.00 0.04 0.22 0.54 1.16 0.41 0.00 0.83 0.58 0.83 2.04 0.80
RAND
No 0.00 0.70 0.60 1.65 2.06 0.69 0.00 1.11 1.14 2.40 3.17 1.45
Norm 0.00 0.49 0.60 1.17 1.66 0.58 0.00 0.99 1.12 2.22 2.81 1.17
RwoT 0.00 0.47 0.36 0.65 1.04 0.35 0.00 1.02 0.48 0.85 2.36 0.57
RwT 0.00 0.35 0.33 0.55 1.36 0.34 0.00 0.84 0.48 0.95 2.12 0.62
Pro 0.00 0.45 0.27 0.54 1.15 0.46 0.00 0.86 0.75 0.87 2.03 0.58
JS
No 0.00 3.82 4.24 7.87 16.47 6.25 0.00 2.57 1.99 5.03 9.03 3.09
Norm 0.00 2.87 2.48 3.56 7.88 2.91 0.00 2.15 1.96 3.16 4.49 2.06
RwoT 0.00 2.63 2.04 3.02 6.32 3.03 0.00 1.92 1.74 2.52 4.31 1.77
RwT 0.00 0.43 0.36 0.56 1.13 0.76 0.00 0.96 0.45 0.86 1.76 0.55
Pro 0.00 0.66 0.41 0.56 1.20 0.83 0.00 1.00 0.75 0.84 2.44 1.05
MMCA
No 0.00 4.27 3.51 4.04 13.08 4.51 0.00 7.67 5.77 7.99 20.93 7.49
Norm 0.00 3.56 2.47 2.26 6.27 2.68 0.00 6.46 3.84 4.35 11.35 4.23
RwoT 0.00 4.58 4.24 3.22 9.40 3.80 0.00 5.55 5.72 5.67 16.73 6.75
RwT 0.00 1.11 0.66 0.84 2.22 1.65 0.00 1.64 1.04 1.42 2.96 2.89
Pro 0.00 0.79 0.30 0.68 1.43 0.96 0.00 1.54 0.64 0.92 2.04 1.01
EXJS
No 0.00 2.95 4.17 5.40 12.85 5.53 0.00 2.20 1.86 4.22 6.87 2.66
Norm 0.00 3.21 2.35 2.96 6.40 2.76 0.00 1.96 2.07 3.45 4.03 1.86
RwoT 0.00 2.24 1.30 2.94 5.86 2.68 0.00 1.83 1.42 3.00 4.14 1.55
RwT 0.00 0.58 0.47 0.73 1.25 0.52 0.00 0.83 0.51 0.81 2.21 0.66
Pro 0.00 0.75 0.42 0.59 1.19 1.22 0.00 1.15 0.86 0.95 2.42 1.01
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Table B.7: Average TTR for single-hop (2 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 6.82 8.79 15.25 35.09 10.96 11.19 11.62 13.51 28.58 55.36 18.71 20.69
Norm 6.66 10.39 18.34 64.42 21.60 16.76 11.64 15.48 36.86 90.46 38.24 28.03
RwoT 6.41 5.81 6.33 17.96 9.74 6.19 11.48 10.88 7.13 15.29 11.27 8.26
RwT 6.09 4.82 4.64 17.51 8.48 4.39 11.08 10.80 5.85 9.39 9.64 7.45
Pro 6.57 6.45 6.97 16.19 11.28 6.27 11.16 11.89 8.95 13.85 11.98 9.41
RAND
No 7.82 9.51 16.94 38.16 12.22 12.67 12.47 14.94 29.71 58.42 19.06 21.68
Norm 7.38 12.93 23.77 83.27 23.98 18.73 13.25 18.44 38.05 109.24 39.93 30.37
RwoT 7.29 6.28 6.57 23.34 11.23 6.68 12.96 12.01 8.85 18.59 12.21 9.57
RwT 7.10 5.03 8.64 20.35 10.75 5.48 12.56 11.30 7.74 14.95 11.27 8.32
Pro 7.58 7.35 8.27 17.86 12.36 9.06 12.55 12.25 10.58 17.75 14.31 13.47
JS
No 15.80 25.84 40.03 97.68 40.32 33.39 23.09 27.33 44.96 83.81 33.28 40.43
Norm 14.53 26.86 55.61 112.23 46.23 33.38 22.81 27.86 59.49 134.73 51.26 43.94
RwoT 15.03 28.35 27.94 67.85 40.21 24.05 21.57 28.24 40.66 84.56 41.86 39.55
RwT 14.79 6.53 6.15 23.83 11.03 5.78 22.39 12.47 8.96 18.90 11.31 9.75
Pro 14.54 7.93 9.40 20.04 13.09 13.66 21.18 14.81 11.11 19.44 18.56 14.47
MMCA
No 26.09 37.42 43.23 70.12 30.77 38.87 40.57 41.01 54.66 74.21 53.60 61.61
Norm 23.97 43.66 48.79 93.06 56.85 46.67 42.71 52.93 61.53 143.78 73.85 76.34
RwoT 23.02 21.53 36.98 60.29 36.91 24.42 39.29 29.13 15.11 46.55 35.41 47.27
RwT 23.38 10.86 9.44 26.11 17.45 11.27 42.82 12.86 10.47 21.17 14.68 13.61
Pro 23.07 8.94 10.25 21.18 14.05 15.83 46.83 16.04 12.42 19.43 16.61 16.29
EXJS
No 13.35 17.63 22.38 63.48 32.74 22.15 18.60 23.80 34.99 88.93 23.23 28.22
Norm 13.69 21.87 30.34 109.02 40.84 35.64 18.46 29.16 50.23 134.82 61.91 38.25
RwoT 13.89 18.30 23.39 60.27 29.80 21.10 17.96 20.91 40.66 99.10 42.87 26.93
RwT 12.79 6.87 7.27 26.35 9.31 5.27 18.74 12.17 8.15 18.86 14.07 8.05
Pro 13.71 7.99 8.07 18.08 12.88 10.68 17.90 12.82 10.68 17.06 14.50 13.48
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Table B.8: Average TTR for single-hop (10 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 31.04 37.73 62.49 127.40 46.42 53.03 57.77 68.16 125.35 216.32 77.68 94.57
Norm 30.08 47.90 100.45 281.01 102.70 77.23 57.75 78.06 168.83 413.02 148.04 113.49
RwoT 29.62 28.04 33.95 117.62 57.62 39.78 57.60 49.64 35.29 88.09 56.91 35.49
RwT 28.95 23.84 28.97 98.45 49.48 36.17 55.10 46.69 31.01 79.77 54.41 33.15
Pro 29.91 28.58 34.44 100.88 57.73 61.80 56.84 51.91 39.19 84.16 60.83 61.69
RAND
No 32.01 39.39 64.17 132.39 47.77 53.58 60.68 69.06 127.24 222.39 83.62 96.05
Norm 30.50 47.68 104.77 287.44 107.34 82.43 58.67 80.56 185.26 448.68 165.86 118.58
RwoT 29.64 28.76 36.53 119.11 61.53 42.30 58.77 50.36 37.00 89.55 58.30 36.77
RwT 29.99 27.11 30.83 112.94 56.48 38.04 56.86 48.18 35.74 86.43 56.74 34.99
Pro 30.47 30.39 36.90 106.71 59.73 66.57 57.11 54.77 42.17 86.33 62.35 69.59
JS
No 203.65 252.48 421.37 687.41 386.01 415.42 129.77 150.91 223.01 435.24 212.33 196.72
Norm 195.63 334.00 521.42 953.77 520.22 417.10 132.73 156.50 261.54 582.53 234.87 202.24
RwoT 200.86 195.28 292.21 536.57 345.30 378.61 135.52 140.90 212.44 429.55 206.70 185.45
RwT 196.11 31.71 40.38 119.02 63.80 60.38 131.10 50.52 38.47 103.22 57.64 48.56
Pro 200.24 35.19 39.40 110.96 63.73 112.58 132.49 63.28 44.17 90.87 65.94 98.99
MMCA
No 289.60 298.90 316.23 337.05 301.45 334.19 467.49 504.49 587.76 676.91 535.01 510.53
Norm 283.30 288.78 319.37 480.31 327.35 350.16 468.06 531.66 575.61 696.67 522.08 518.11
RwoT 271.28 282.15 282.41 371.36 281.54 276.44 473.64 386.97 553.34 511.90 436.70 347.69
RwT 278.76 56.75 65.54 147.08 76.15 120.71 417.32 76.02 57.97 102.91 71.75 86.43
Pro 280.72 36.83 42.09 113.99 68.44 160.62 471.88 64.09 45.74 96.46 61.48 210.50
EXJS
No 178.75 188.17 276.70 524.78 298.35 358.61 112.84 127.07 220.41 405.79 158.67 177.16
Norm 179.90 302.51 447.00 726.61 467.13 405.75 117.47 135.18 279.52 568.08 264.34 229.51
RwoT 182.58 186.00 259.63 482.31 322.58 347.35 109.97 141.74 241.48 516.81 212.75 191.08
RwT 186.10 34.41 43.13 141.59 68.86 68.94 109.59 54.13 39.06 98.57 60.74 53.69
Pro 181.55 36.66 37.88 108.59 61.03 124.79 112.15 61.74 42.70 88.65 63.73 102.29
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Table B.9: Percentage improvement of EMCA over other rendezvous strategies in terms of ATTR (2 nodes, 10 BL TS)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RANDOM
No 12.79 7.57 9.98 8.05 10.31 11.68 6.82 9.57 3.80 5.24 1.84 4.57
Norm 9.76 19.64 22.84 22.64 9.92 10.52 12.15 16.05 3.13 17.19 4.23 7.70
RwoT 12.07 7.48 3.65 23.05 13.27 7.34 11.42 9.41 19.44 17.75 7.70 13.69
RwT 14.14 4.15 46.36 13.94 21.10 19.99 11.77 4.45 24.35 37.23 14.45 10.47
Pro 13.32 12.24 15.72 9.35 8.74 30.79 11.08 2.94 15.41 21.97 16.28 30.14
JS
No 56.83 65.98 61.90 64.08 72.82 66.49 49.68 50.57 36.43 33.95 43.78 48.83
Norm 54.16 61.32 67.02 42.60 53.28 49.80 48.97 44.44 38.04 32.86 25.40 36.21
RwoT 57.35 79.51 77.34 73.53 75.78 74.26 46.78 61.47 82.46 81.92 73.08 79.12
RwT 58.81 26.17 24.62 26.51 23.14 24.02 50.51 13.42 34.64 50.35 14.77 23.55
Pro 54.81 18.66 25.85 19.21 13.83 54.10 47.31 19.72 19.44 28.76 35.45 34.97
MMCA
No 73.86 76.51 64.72 49.96 64.38 71.21 71.36 67.06 47.71 25.40 65.09 66.42
Norm 72.22 76.20 62.41 30.78 62.01 64.09 72.75 70.75 40.09 37.08 48.22 63.28
RwoT 72.15 73.01 82.88 70.21 73.61 74.65 70.78 62.65 52.81 67.15 68.17 82.53
RwT 73.94 55.59 50.90 32.94 51.40 61.08 74.12 16.01 44.10 55.67 34.34 45.24
Pro 71.52 27.85 32.00 23.56 19.72 60.39 76.17 25.87 27.94 28.72 27.87 42.23
EXJS
No 48.91 50.14 31.85 44.73 66.52 49.49 37.53 43.24 18.32 37.75 19.46 26.68
Norm 51.35 52.49 39.55 40.91 47.11 52.97 36.94 46.91 26.62 32.90 38.23 26.72
RwoT 53.85 68.24 72.94 70.20 67.32 70.67 36.08 47.97 82.46 84.57 73.71 69.33
RwT 52.37 29.76 36.21 33.54 8.90 16.76 40.87 11.26 28.20 50.24 31.50 7.46
Pro 52.08 19.27 13.63 10.45 12.42 41.29 37.65 7.25 16.20 18.82 17.38 30.19
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Table B.10: Percentage improvement of EMCA over other rendezvous strategies in terms of ATTR (10 nodes, 10 BL TS)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RANDOM
No 3.03 4.21 2.62 3.77 2.83 1.03 4.80 1.30 1.49 2.73 7.10 1.54
Norm 1.38 -0.46 4.12 2.24 4.32 6.31 1.57 3.10 8.87 7.95 10.74 4.29
RwoT 0.07 2.50 7.06 1.25 6.35 5.96 1.99 1.43 4.62 1.63 2.38 3.48
RwT 3.46 12.06 6.03 12.83 12.40 4.92 3.10 3.11 13.22 7.70 4.11 5.28
Pro 1.84 5.96 6.67 5.46 3.35 7.16 0.47 5.22 7.07 2.51 2.44 11.35
JS
No 84.76 85.06 85.17 81.47 87.97 87.23 55.48 54.83 43.79 50.30 63.42 51.93
Norm 84.62 85.66 80.74 70.54 80.26 81.48 56.49 50.12 35.45 29.10 36.97 43.88
RwoT 85.25 85.64 88.38 78.08 83.31 89.49 57.50 64.77 83.39 79.49 72.47 80.86
RwT 85.24 24.82 28.24 17.28 22.44 40.10 57.98 7.58 19.37 22.72 5.60 31.74
Pro 85.06 18.78 12.59 9.08 9.41 45.11 57.10 17.97 11.27 7.38 7.75 37.68
MMCA
No 89.28 87.38 80.24 62.20 84.60 84.13 87.64 86.49 78.67 68.04 85.48 81.48
Norm 89.38 83.41 68.55 41.49 68.63 77.94 87.66 85.32 70.67 40.72 71.64 78.10
RwoT 89.08 90.06 87.98 68.33 79.53 85.61 87.84 87.17 93.62 82.79 86.97 89.79
RwT 89.61 57.99 55.79 33.06 35.02 70.04 86.80 38.59 46.50 22.49 24.17 61.65
Pro 89.35 22.40 18.18 11.50 15.65 61.52 87.95 19.00 14.32 12.75 1.06 70.69
EXJS
No 82.63 79.95 77.42 75.72 84.44 85.21 48.80 46.36 43.13 46.69 51.04 46.62
Norm 83.28 84.17 77.53 61.33 78.01 80.97 50.84 42.26 39.60 27.30 44.00 50.55
RwoT 83.78 84.92 86.92 75.61 82.14 88.55 47.62 64.98 85.39 82.96 73.25 81.43
RwT 84.44 30.73 32.83 30.47 28.15 47.53 49.72 13.75 20.60 19.08 10.42 38.26
Pro 83.52 22.04 9.08 7.10 5.41 50.48 49.32 15.92 8.22 5.06 4.55 39.69
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Table B.11: Percentage improvement of policies over LBT for each rendezvous strategy (2 nodes, 10 BL TSs)
7 channels 14 channels
LOW LONG HIGH INTER MIXPR LOW LONG HIGH INTER MIXPR
EMCA
Norm -18.20 -20.26 -83.59 -97.08 -49.78 -14.58 -28.97 -63.40 -104.38 -35.48
RwoT 33.90 58.49 48.82 11.13 44.68 19.47 75.05 72.38 39.76 60.08
RwT 45.12 69.60 50.09 22.62 60.79 20.05 79.52 83.05 48.48 63.98
Pro 26.62 54.30 53.86 -2.92 43.97 11.99 68.68 74.98 35.97 54.52
RAND
Norm -35.96 -40.32 -118.21 -96.24 -47.83 -23.43 -28.07 -86.99 -109.50 -40.08
RwoT 33.96 61.22 38.84 8.10 47.28 19.61 70.21 68.18 35.94 55.86
RwT 47.08 48.97 46.67 12.05 56.72 24.34 73.96 74.40 40.89 61.60
Pro 22.71 51.18 53.20 -1.15 28.49 18.01 64.39 69.62 24.92 37.87
JS
Norm -3.95 -38.93 -14.90 -14.66 0.02 -1.94 -32.32 -60.76 -54.03 -8.68
RwoT -9.73 30.20 30.54 0.27 27.97 -3.33 9.56 -0.89 -25.78 2.18
RwT 74.71 84.63 75.60 72.63 82.70 54.35 80.08 77.44 66.02 75.89
Pro 69.31 76.52 79.48 67.53 59.09 45.81 75.29 76.80 44.23 64.21
MMCA
Norm -16.68 -12.86 -32.72 -84.76 -20.07 -29.07 -12.57 -93.75 -37.78 -23.91
RwoT 42.46 14.46 14.02 -19.95 37.18 28.97 72.36 37.28 33.94 23.28
RwT 70.97 78.16 62.76 43.30 71.00 68.64 80.84 71.47 72.61 77.91
Pro 76.11 76.29 69.79 54.34 59.27 60.89 77.28 73.82 69.01 73.56
EXJS
Norm -24.04 -35.58 -71.73 -24.74 -60.88 -22.52 -43.56 -51.61 -166.51 -35.54
RwoT -3.78 -4.54 5.07 8.98 4.74 12.14 -16.20 -11.44 -84.55 4.57
RwT 61.04 67.52 58.49 71.57 76.21 48.86 76.70 78.79 39.43 71.46
Pro 54.68 63.94 71.52 60.66 51.79 46.13 69.48 80.82 37.58 52.23
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Table B.12: Percentage improvement of policies over LBT for each rendezvous strategy (10 nodes, 10 BL TSs)
7 channels 14 channels
LOW LONG HIGH INTER MIXPR LOW LONG HIGH INTER MIXPR
EMCA
Norm -26.95 -60.75 -120.57 -121.24 -45.63 -14.52 -34.69 -90.93 -90.58 -20.01
RwoT 25.68 45.67 7.68 -24.13 24.99 27.17 71.85 59.28 26.74 62.47
RwT 36.82 53.63 22.72 -6.59 31.80 31.50 75.26 63.12 29.95 64.95
Pro 24.25 44.89 20.82 -24.36 -16.54 23.84 68.74 61.09 21.69 34.77
RAND
Norm -21.05 -63.27 -117.12 -124.70 -53.84 -16.65 -45.60 -101.75 -98.35 -23.46
RwoT 26.99 43.07 10.03 -28.80 21.05 27.08 70.92 59.73 30.28 61.72
RwT 31.18 51.95 14.69 -18.24 29.00 30.23 71.91 61.14 32.14 63.57
Pro 22.85 42.50 19.40 -25.04 -24.24 20.69 66.86 61.18 25.44 27.55
JS
Norm -32.29 -23.74 -38.75 -34.77 -0.40 -3.70 -17.28 -33.84 -10.62 -2.81
RwoT 22.66 30.65 21.94 10.55 8.86 6.63 4.74 1.31 2.65 5.73
RwT 87.44 90.42 82.69 83.47 85.46 66.53 82.75 76.29 72.85 75.32
Pro 86.06 90.65 83.86 83.49 72.90 58.07 80.19 79.12 68.94 49.68
MMCA
Norm 3.39 -0.99 -42.50 -8.59 -4.78 -5.39 2.07 -2.92 2.42 -1.48
RwoT 5.60 10.69 -10.18 6.60 17.28 23.30 5.86 24.38 18.38 31.90
RwT 81.01 79.27 56.36 74.74 63.88 84.93 90.14 84.80 86.59 83.07
Pro 87.68 86.69 66.18 77.30 51.94 87.30 92.22 85.75 88.51 58.77
EXJS
Norm -60.76 -61.55 -38.46 -56.57 -13.14 -6.38 -26.81 -39.99 -66.60 -29.55
RwoT 1.15 6.17 8.09 -8.12 3.14 -11.54 -9.56 -27.36 -34.08 -7.86
RwT 81.71 84.41 73.02 76.92 80.78 57.40 82.28 75.71 61.72 69.70
Pro 80.52 86.31 79.31 79.54 65.20 51.41 80.63 78.15 59.83 42.26
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Table B.13: Average HI for single-hop (2 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.03 0.04 0.10 0.11 0.05 0.00 0.04 0.06 0.14 0.18 0.09
Norm 0.00 0.03 0.01 0.05 0.11 0.05 0.00 0.05 0.05 0.08 0.15 0.03
RwoT 0.00 0.00 0.01 0.05 0.01 0.00 0.00 0.03 0.01 0.04 0.07 0.03
RwT 0.00 0.01 0.01 0.00 0.02 0.03 0.00 0.02 0.04 0.03 0.10 0.03
Pro 0.00 0.02 0.01 0.00 0.07 0.02 0.00 0.06 0.03 0.03 0.08 0.02
RAND
No 0.00 0.02 0.03 0.06 0.07 0.05 0.00 0.01 0.08 0.12 0.20 0.05
Norm 0.00 0.03 0.03 0.10 0.07 0.02 0.00 0.08 0.06 0.16 0.16 0.06
RwoT 0.00 0.01 0.02 0.04 0.05 0.01 0.00 0.11 0.01 0.00 0.08 0.01
RwT 0.00 0.00 0.03 0.01 0.04 0.01 0.00 0.02 0.03 0.03 0.04 0.05
Pro 0.00 0.03 0.02 0.08 0.04 0.01 0.00 0.03 0.04 0.03 0.09 0.03
JS
No 0.00 0.04 0.08 0.26 0.39 0.06 0.00 0.10 0.10 0.31 0.26 0.08
Norm 0.00 0.02 0.02 0.05 0.12 0.01 0.00 0.02 0.04 0.08 0.18 0.04
RwoT 0.00 0.04 0.01 0.02 0.08 0.02 0.00 0.07 0.05 0.06 0.06 0.04
RwT 0.00 0.00 0.01 0.03 0.07 0.01 0.00 0.01 0.02 0.03 0.10 0.04
Pro 0.00 0.00 0.04 0.03 0.05 0.03 0.00 0.06 0.03 0.09 0.14 0.02
MMCA
No 0.00 0.14 0.16 0.20 0.32 0.15 0.00 0.14 0.07 0.15 0.46 0.18
Norm 0.00 0.06 0.05 0.07 0.11 0.05 0.00 0.06 0.03 0.14 0.26 0.12
RwoT 0.00 0.03 0.04 0.03 0.09 0.01 0.00 0.12 0.03 0.06 0.17 0.08
RwT 0.00 0.03 0.01 0.02 0.05 0.02 0.00 0.03 0.03 0.02 0.02 0.05
Pro 0.00 0.02 0.02 0.01 0.04 0.01 0.00 0.03 0.04 0.04 0.13 0.02
EXJS
No 0.00 0.04 0.05 0.16 0.23 0.04 0.00 0.07 0.04 0.11 0.24 0.09
Norm 0.00 0.04 0.03 0.05 0.10 0.02 0.00 0.02 0.04 0.08 0.12 0.07
RwoT 0.00 0.05 0.04 0.10 0.10 0.03 0.00 0.04 0.05 0.07 0.14 0.01
RwT 0.00 0.02 0.02 0.09 0.01 0.00 0.00 0.03 0.02 0.07 0.09 0.00
Pro 0.00 0.03 0.02 0.03 0.06 0.02 0.00 0.03 0.03 0.02 0.19 0.03
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Table B.14: Average HI for single-hop (10 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.65 0.57 1.59 2.28 0.84 0.00 1.05 1.25 2.50 2.80 1.39
Norm 0.00 0.48 0.45 0.99 1.27 0.64 0.00 0.97 1.11 2.58 3.04 0.90
RwoT 0.00 0.32 0.34 0.84 1.17 0.33 0.00 0.90 0.33 1.10 2.12 0.49
RwT 0.00 0.34 0.32 0.90 1.10 0.30 0.00 0.81 0.46 1.09 1.83 0.50
Pro 0.00 0.42 0.57 0.92 1.48 0.57 0.00 0.95 0.68 1.37 2.32 0.69
RAND
No 0.00 0.70 0.60 1.65 2.06 0.69 0.00 1.11 1.14 2.40 3.17 1.45
Norm 0.00 0.55 0.47 0.85 1.32 0.58 0.00 0.85 1.00 2.25 2.63 0.92
RwoT 0.00 0.32 0.27 0.86 1.35 0.42 0.00 0.92 0.59 1.24 2.30 0.37
RwT 0.00 0.47 0.41 0.80 1.25 0.33 0.00 0.85 0.63 1.39 2.14 0.38
Pro 0.00 0.48 0.57 0.79 1.43 0.52 0.00 0.95 0.73 1.22 2.59 0.76
JS
No 0.00 3.82 4.24 7.87 16.47 6.25 0.00 2.57 1.99 5.03 9.03 3.09
Norm 0.00 2.56 2.31 2.78 5.43 2.25 0.00 1.52 1.38 2.88 3.75 1.34
RwoT 0.00 2.00 1.48 2.14 4.81 2.09 0.00 1.50 1.35 2.53 3.22 1.31
RwT 0.00 0.48 0.49 0.89 1.09 0.45 0.00 0.85 0.66 1.17 2.34 0.73
Pro 0.00 0.57 0.47 0.85 1.42 0.81 0.00 1.09 0.75 1.15 2.44 0.92
MMCA
No 0.00 4.27 3.51 4.04 13.08 4.51 0.00 7.67 5.77 7.99 20.93 7.49
Norm 0.00 2.53 1.55 1.75 4.44 2.30 0.00 6.01 3.61 3.79 9.86 4.12
RwoT 0.00 3.84 2.46 2.06 4.84 2.09 0.00 5.66 7.45 5.08 13.21 4.46
RwT 0.00 0.68 0.58 0.91 1.52 1.01 0.00 0.97 0.82 1.30 2.58 1.09
Pro 0.00 0.60 0.45 0.82 1.57 1.34 0.00 0.99 0.62 1.21 2.46 1.97
EXJS
No 0.00 2.95 4.17 5.40 12.85 5.53 0.00 2.20 1.86 4.22 6.87 2.66
Norm 0.00 2.63 2.04 3.17 5.28 2.30 0.00 1.25 1.40 2.20 3.47 1.27
RwoT 0.00 1.81 1.63 2.08 4.53 2.33 0.00 1.53 1.14 2.37 3.30 1.27
RwT 0.00 0.41 0.48 0.98 1.34 0.59 0.00 1.01 0.41 1.11 1.99 0.53
Pro 0.00 0.61 0.48 0.86 1.34 1.04 0.00 1.04 0.72 1.39 2.70 0.81
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Table B.15: Percentage improvement of multihop EMCA over other rendezvous strategies in terms of ATTR (2 nodes, 3 BL TSs)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RAND
No 2.47 3.17 2.35 1.30 1.04 1.97 3.75 3.36 1.77 1.84 5.84 7.58
Norm 3.48 2.37 3.12 1.41 0.83 2.49 2.72 5.18 2.27 1.48 3.63 3.25
RwoT 3.91 2.82 2.06 6.11 3.59 2.22 2.40 1.11 1.20 0.56 1.67 2.13
RwT 2.20 1.01 4.88 10.40 1.84 2.80 1.96 3.74 1.72 3.52 2.03 0.69
Pro 2.37 6.79 3.96 4.54 2.53 5.06 2.49 6.23 8.17 5.08 6.53 6.71
JS
No 31.42 30.82 37.37 38.32 26.41 30.40 24.50 27.55 14.06 17.50 29.07 26.42
Norm 31.22 26.42 32.56 44.23 28.20 38.62 24.64 31.74 24.06 24.60 27.39 24.64
RwoT 32.45 25.43 51.97 60.09 54.29 47.60 25.06 34.84 65.11 76.31 56.51 50.37
RwT 29.10 7.38 13.69 17.47 4.45 12.65 25.97 11.84 9.55 9.07 7.15 8.97
Pro 32.03 10.80 6.66 7.61 4.51 10.93 24.35 13.31 6.18 4.47 5.40 9.91
MMCA
No 33.89 33.13 20.47 25.11 24.55 34.60 37.08 36.44 17.20 24.94 37.64 35.24
Norm 33.72 28.25 20.10 19.40 24.45 33.39 36.60 37.51 29.53 22.84 32.81 25.58
RwoT 34.68 31.40 32.96 36.72 37.46 52.69 36.72 38.85 50.72 54.94 34.09 33.70
RwT 35.26 15.99 18.60 22.16 9.46 19.69 35.69 14.45 15.08 14.80 12.28 28.28
Pro 34.11 12.35 5.47 7.66 3.02 29.78 36.32 4.05 6.28 7.58 5.13 28.41
EXJS
No 25.40 31.65 37.85 33.27 38.11 31.29 28.23 30.42 28.44 25.95 29.54 33.19
Norm 25.35 35.48 42.14 42.38 38.84 46.48 28.50 26.46 31.03 29.16 39.33 35.85
RwoT 27.16 36.10 45.55 66.90 44.26 45.78 28.29 40.01 68.33 81.03 59.19 60.76
RwT 24.88 7.66 14.15 18.03 3.71 11.59 29.16 9.62 8.21 13.31 9.17 12.09
Pro 26.94 15.01 6.47 8.95 4.07 13.96 27.43 16.22 11.84 3.26 6.77 17.61
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Table B.16: Percentage improvement of multihop EMCA over other rendezvous strategies in terms of ATTR (10 nodes, 3 BL TSs)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RAND
No 1.77 1.81 1.22 0.96 1.92 4.93 1.73 5.39 2.73 1.45 1.79 1.23
Norm 1.23 2.06 5.08 12.83 5.21 1.85 3.51 2.10 2.18 2.02 3.12 2.74
RwoT 0.42 1.80 1.54 1.76 0.82 1.98 3.91 1.60 0.85 1.83 1.13 2.33
RwT -0.03 0.49 1.99 10.27 3.50 3.46 3.33 5.72 3.09 6.72 2.18 3.29
Pro 0.27 1.71 2.70 4.78 2.56 4.46 4.45 2.73 4.07 4.25 8.46 5.36
JS
No 31.46 30.18 23.48 23.28 27.58 27.25 29.98 21.05 26.03 22.79 20.96 26.78
Norm 32.08 25.54 28.85 36.25 27.29 26.58 30.04 28.28 33.96 18.15 27.81 30.20
RwoT 30.48 37.15 50.39 60.39 46.45 56.94 30.10 36.98 65.49 79.19 55.76 57.32
RwT 29.01 19.09 16.26 27.70 16.59 23.94 26.82 15.32 17.99 15.93 8.96 22.19
Pro 29.19 16.53 13.89 7.37 5.60 22.81 25.41 11.57 8.75 5.25 9.94 21.78
MMCA
No 28.39 23.34 16.67 14.88 12.97 37.54 33.27 27.37 27.98 19.79 24.37 34.83
Norm 28.82 20.27 25.22 20.42 17.25 25.35 33.00 25.46 19.30 13.53 14.68 33.08
RwoT 28.18 32.01 38.72 36.84 21.45 32.03 34.48 24.65 27.11 38.41 36.44 34.75
RwT 26.61 22.17 30.10 27.93 18.19 22.79 35.24 12.20 20.71 18.05 12.86 22.71
Pro 27.52 9.67 5.94 7.24 5.52 19.43 33.06 8.65 3.94 4.31 6.86 9.84
EXJS
No 36.26 34.66 32.93 29.08 37.61 33.41 38.33 31.15 39.61 27.10 32.52 32.14
Norm 35.55 36.52 34.00 36.76 30.73 36.02 37.85 36.64 31.73 22.05 35.39 37.58
RwoT 35.61 48.57 54.67 60.75 52.19 53.19 38.09 44.04 67.48 79.69 61.16 61.79
RwT 35.92 21.76 13.35 24.93 12.75 18.03 37.97 14.36 14.10 18.80 7.42 24.56
Pro 35.93 20.79 10.07 6.98 6.62 28.08 36.89 19.06 21.13 6.72 9.55 35.45
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Table B.17: Average HI for multihop (2 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.16 0.19 0.33 0.77 0.26 0.00 0.32 0.32 0.52 0.77 0.34
Norm 0.00 0.21 0.27 0.30 0.40 0.16 0.00 0.25 0.20 0.48 0.58 0.15
RwoT 0.00 0.26 0.13 0.28 0.55 0.22 0.00 0.23 0.21 0.34 0.87 0.26
RwT 0.00 0.25 0.24 0.15 0.52 0.26 0.00 0.22 0.22 0.32 0.73 0.29
Pro 0.00 0.22 0.11 0.32 0.53 0.15 0.00 0.28 0.32 0.31 0.81 0.21
RAND
No 0.00 0.17 0.14 0.25 0.74 0.32 0.00 0.33 0.35 0.42 0.92 0.33
Norm 0.00 0.15 0.12 0.27 0.42 0.19 0.00 0.33 0.21 0.38 0.69 0.23
RwoT 0.00 0.17 0.25 0.28 0.58 0.18 0.00 0.26 0.27 0.30 0.76 0.27
RwT 0.00 0.24 0.19 0.25 0.73 0.23 0.00 0.37 0.23 0.32 0.72 0.25
Pro 0.00 0.20 0.18 0.29 0.51 0.16 0.00 0.36 0.33 0.51 0.76 0.21
JS
No 0.00 0.21 0.21 0.53 0.91 0.37 0.00 0.35 0.34 0.54 0.91 0.44
Norm 0.00 0.23 0.30 0.44 0.67 0.27 0.00 0.31 0.26 0.58 0.72 0.21
RwoT 0.00 0.17 0.21 0.22 0.58 0.20 0.00 0.40 0.33 0.42 0.82 0.26
RwT 0.00 0.27 0.14 0.20 0.57 0.23 0.00 0.33 0.21 0.39 0.76 0.27
Pro 0.00 0.17 0.14 0.30 0.57 0.16 0.00 0.30 0.33 0.36 0.94 0.15
MMCA
No 0.00 0.29 0.17 0.47 0.80 0.39 0.00 0.38 0.29 0.59 1.18 0.54
Norm 0.00 0.22 0.13 0.29 0.55 0.18 0.00 0.45 0.17 0.56 0.89 0.20
RwoT 0.00 0.24 0.27 0.29 0.73 0.43 0.00 0.43 0.31 0.56 1.16 0.47
RwT 0.00 0.24 0.24 0.14 0.60 0.31 0.00 0.28 0.27 0.39 0.75 0.35
Pro 0.00 0.33 0.18 0.28 0.51 0.29 0.00 0.33 0.24 0.37 0.83 0.29
EXJS
No 0.00 0.33 0.22 0.46 1.00 0.35 0.00 0.42 0.41 0.61 1.34 0.45
Norm 0.00 0.22 0.24 0.26 0.66 0.20 0.00 0.28 0.33 0.53 0.69 0.35
RwoT 0.00 0.29 0.26 0.21 0.43 0.23 0.00 0.35 0.29 0.51 0.86 0.34
RwT 0.00 0.21 0.14 0.27 0.42 0.16 0.00 0.31 0.22 0.31 0.85 0.23
Pro 0.00 0.37 0.23 0.34 0.54 0.15 0.00 0.26 0.18 0.33 0.63 0.15
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Table B.18: Average HI for multihop (10 nodes and 3 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.96 0.80 1.48 2.95 1.09 0.00 1.36 1.21 1.96 4.04 1.29
Norm 0.00 0.90 0.81 1.22 2.08 0.88 0.00 1.13 1.01 1.92 3.22 1.00
RwoT 0.00 0.78 0.64 1.02 2.08 0.66 0.00 1.11 0.87 1.63 3.20 1.10
RwT 0.00 0.93 0.81 0.98 1.93 0.61 0.00 1.26 0.95 1.30 3.29 0.95
Pro 0.00 1.04 0.83 1.21 2.65 0.81 0.00 1.05 0.91 1.52 3.44 1.03
RAND
No 0.00 0.87 1.09 1.44 2.66 1.02 0.00 1.52 1.17 2.29 3.97 1.60
Norm 0.00 1.04 0.77 1.16 2.17 0.82 0.00 1.24 1.03 1.86 3.17 1.21
RwoT 0.00 0.88 0.81 1.18 2.12 0.82 0.00 1.28 1.04 1.75 3.26 0.93
RwT 0.00 0.90 0.75 1.08 2.21 0.80 0.00 1.20 1.13 1.56 3.27 1.22
Pro 0.00 0.86 0.78 1.05 2.36 0.69 0.00 1.31 1.19 1.65 3.68 0.89
JS
No 0.00 0.82 1.12 1.86 4.05 1.11 0.00 1.78 1.59 2.49 5.20 2.13
Norm 0.00 1.26 0.96 1.43 2.40 0.95 0.00 1.37 1.50 2.00 3.63 1.35
RwoT 0.00 0.93 0.77 1.23 2.33 1.10 0.00 1.40 1.17 1.86 3.14 1.11
RwT 0.00 0.90 0.71 0.98 2.24 0.85 0.00 1.45 0.93 1.43 2.69 0.91
Pro 0.00 0.89 0.89 1.29 2.55 0.78 0.00 1.19 1.08 1.80 3.27 1.06
MMCA
No 0.00 0.99 0.76 1.08 2.45 0.99 0.00 1.77 1.70 2.79 5.64 2.09
Norm 0.00 0.98 0.83 1.24 2.37 0.99 0.00 1.69 1.14 2.36 3.23 1.68
RwoT 0.00 1.29 1.07 1.63 2.40 0.87 0.00 1.79 1.13 2.06 4.63 1.65
RwT 0.00 0.95 0.95 1.35 2.71 1.06 0.00 1.25 1.10 1.68 3.41 1.13
Pro 0.00 0.88 0.78 1.06 2.17 0.69 0.00 1.30 0.99 1.37 3.29 0.92
EXJS
No 0.00 1.13 1.27 2.01 4.62 1.58 0.00 1.97 1.78 3.13 6.35 2.14
Norm 0.00 1.14 0.87 1.45 2.24 0.93 0.00 1.42 1.14 1.93 3.96 1.60
RwoT 0.00 1.03 0.87 1.11 2.39 0.93 0.00 1.59 1.34 2.24 3.79 1.32
RwT 0.00 0.96 0.86 1.00 2.17 0.63 0.00 1.37 1.26 1.48 3.17 1.15
Pro 0.00 1.10 0.89 1.21 2.64 0.77 0.00 1.64 1.35 1.67 3.40 1.16
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Table B.19: Average TTR for multihop (2 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 54.91 56.44 75.70 110.90 63.91 66.27 69.62 75.56 110.79 166.00 85.00 87.40
Norm 54.55 67.20 105.36 223.83 101.94 81.89 71.73 84.83 140.67 292.66 127.03 110.14
RwoT 54.93 53.17 56.74 108.20 74.15 53.36 71.67 67.69 58.83 88.05 74.46 58.83
RwT 53.69 50.91 53.45 95.98 70.57 48.47 70.49 65.67 53.92 88.25 74.35 57.21
Pro 55.26 53.82 55.59 96.78 69.09 55.36 71.26 65.69 60.45 84.51 73.57 60.27
RAND
No 56.30 58.29 77.52 112.36 64.58 67.60 72.33 78.19 112.79 169.11 90.27 94.57
Norm 56.79 68.22 106.80 226.11 105.30 83.10 73.32 91.10 146.17 310.64 130.71 115.48
RwoT 56.29 54.23 57.37 110.67 74.81 55.28 72.81 69.69 60.14 94.94 76.12 59.33
RwT 55.25 53.38 57.11 122.85 73.15 52.66 72.11 66.96 58.21 93.88 76.15 58.48
Pro 55.96 55.67 58.60 105.98 72.47 62.84 72.48 75.16 63.12 92.17 78.70 69.60
JS
No 80.07 81.59 120.87 179.79 86.85 95.22 92.21 104.29 128.92 201.22 119.84 118.78
Norm 78.79 93.60 193.22 350.21 172.29 143.06 89.38 111.80 199.53 381.49 197.43 150.16
RwoT 77.40 85.93 120.35 243.65 140.48 93.26 90.06 115.27 165.91 299.65 156.07 138.84
RwT 75.70 58.01 64.06 123.10 76.12 60.68 90.32 71.14 63.44 101.20 78.23 75.78
Pro 75.21 58.32 57.34 103.25 73.44 67.15 90.21 77.62 65.37 91.32 76.01 79.81
MMCA
No 83.06 84.40 95.18 148.09 84.71 101.33 110.65 118.88 133.80 221.16 136.30 134.96
Norm 83.04 105.36 136.65 254.09 120.32 132.74 114.83 147.72 195.61 368.23 172.50 136.45
RwoT 83.42 77.48 99.12 151.84 120.74 81.84 113.64 118.46 134.12 127.55 128.15 111.57
RwT 83.14 66.35 65.99 116.10 81.33 63.38 113.04 77.09 63.43 99.49 83.08 64.19
Pro 82.15 57.56 60.17 104.37 74.89 75.30 114.70 72.08 63.47 89.72 76.09 71.33
EXJS
No 73.60 82.58 121.80 166.20 103.26 96.45 97.01 108.60 154.83 224.16 120.64 130.82
Norm 74.50 98.69 183.07 406.20 168.89 179.29 95.37 120.11 236.31 435.75 201.63 179.05
RwoT 74.94 87.38 106.81 230.84 151.75 120.04 93.17 127.52 164.61 311.61 184.79 141.92
RwT 74.64 57.45 62.28 121.14 76.63 60.90 94.52 70.04 63.28 106.27 77.35 70.18
Pro 74.69 60.80 63.42 103.47 77.93 69.88 94.09 76.08 63.98 89.59 76.33 88.48
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Table B.20: Average TTR for multihop (10 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 66.60 72.72 102.60 152.88 82.16 84.29 91.82 104.66 150.53 232.72 118.22 124.02
Norm 66.27 86.09 140.83 312.71 144.08 107.36 91.19 116.09 193.54 396.61 174.58 144.91
RwoT 66.77 67.38 74.52 163.62 101.43 64.64 90.88 87.21 73.62 125.58 99.23 74.38
RwT 65.24 59.51 69.59 144.38 100.74 58.22 91.67 84.55 69.91 123.10 94.22 69.83
Pro 65.04 65.11 71.97 140.51 98.07 73.13 91.16 87.65 76.97 119.06 96.25 82.13
RAND
No 67.80 74.06 103.87 154.36 83.77 88.66 93.44 110.62 154.75 236.14 120.38 125.56
Norm 67.37 87.48 145.63 338.62 148.32 109.24 92.43 119.69 198.88 460.72 186.15 158.81
RwoT 67.36 68.27 75.57 166.05 103.10 65.47 94.05 88.08 75.40 126.74 100.69 75.28
RwT 66.41 62.88 75.51 153.40 97.44 62.54 94.11 89.81 73.58 135.74 97.26 72.30
Pro 67.15 68.69 76.86 145.93 100.86 79.09 94.32 91.72 78.66 128.00 103.31 95.07
JS
No 97.17 104.16 134.08 199.28 113.45 115.86 131.14 132.56 203.49 301.42 149.57 169.38
Norm 95.38 107.32 226.54 451.79 219.99 160.27 129.96 150.24 253.36 542.11 249.74 193.42
RwoT 95.95 105.92 150.02 297.77 160.56 142.12 128.03 147.14 234.76 408.14 226.51 183.42
RwT 94.79 71.73 88.44 197.28 107.98 85.05 125.90 95.53 81.10 145.28 110.56 94.71
Pro 94.48 74.22 75.84 155.33 102.53 101.65 126.15 99.16 85.50 124.14 102.06 112.63
MMCA
No 93.00 94.86 123.13 179.61 94.40 134.96 137.59 144.11 209.02 290.14 156.31 190.30
Norm 92.26 121.08 168.07 364.17 205.98 145.67 134.92 149.83 230.85 457.63 253.92 216.27
RwoT 92.15 80.26 108.19 226.18 137.54 114.87 137.54 138.13 112.69 189.79 157.05 115.32
RwT 91.31 77.93 90.74 180.34 119.38 89.59 130.32 101.26 85.15 148.24 102.59 97.49
Pro 91.78 69.86 75.76 151.30 103.79 84.45 135.00 94.04 81.23 130.27 99.04 90.42
EXJS
No 104.48 111.30 152.98 215.56 131.70 126.57 148.89 152.01 249.28 319.24 175.19 182.77
Norm 102.90 134.97 215.81 406.68 222.18 182.97 145.10 166.95 283.87 549.98 283.33 231.71
RwoT 104.74 118.31 153.25 266.08 153.77 128.30 144.90 161.59 237.80 424.00 251.85 198.05
RwT 104.40 70.41 82.19 185.11 108.41 83.11 142.39 96.51 85.14 149.08 108.44 91.55
Pro 103.72 74.21 79.37 160.28 102.12 109.72 141.05 103.67 87.07 125.67 104.70 140.98
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Table B.21: Percentage improvement of multihop EMCA over other rendezvous strategies in terms of ATTR (2 nodes, 10 BL TSs)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RAND
No 2.47 3.17 2.35 1.30 1.04 1.97 3.75 3.36 1.77 1.84 5.84 7.58
Norm 3.94 1.50 1.35 1.01 3.19 1.46 2.17 6.88 3.76 5.79 2.82 4.62
RwoT 2.42 1.95 1.10 2.23 0.88 3.47 1.57 2.87 2.18 7.26 2.18 0.84
RwT 2.82 4.63 6.40 21.88 3.54 7.96 2.25 1.91 7.37 6.00 2.36 2.16
Pro 1.25 3.32 5.14 8.68 4.66 11.90 1.68 12.60 4.23 8.31 6.52 13.41
JS
No 31.42 30.82 37.37 38.32 26.41 30.40 24.50 27.55 14.06 17.50 29.07 26.42
Norm 30.77 28.20 45.47 36.09 40.83 42.76 19.75 24.12 29.50 23.29 35.66 26.65
RwoT 29.03 38.12 52.86 55.59 47.22 42.78 20.42 41.28 64.54 70.62 52.29 57.63
RwT 29.07 12.24 16.55 22.03 7.29 20.12 21.96 7.69 15.01 12.79 4.95 24.50
Pro 26.53 7.72 3.05 6.27 5.92 17.56 21.01 15.37 7.53 7.46 3.21 24.48
MMCA
No 33.89 33.13 20.47 25.11 24.55 34.60 37.08 36.44 17.20 24.94 37.64 35.24
Norm 34.31 36.22 22.90 11.91 15.28 38.31 37.53 42.57 28.09 20.52 26.36 19.28
RwoT 34.15 31.38 42.76 28.74 38.59 34.80 36.93 42.86 56.14 30.97 41.90 47.27
RwT 35.42 23.27 19.00 17.33 13.23 23.53 37.65 14.80 15.00 11.30 10.51 10.87
Pro 32.73 6.50 7.61 7.27 7.74 26.48 37.87 8.87 4.76 5.81 3.31 15.51
EXJS
No 25.40 31.65 37.85 33.27 38.11 31.29 28.23 30.42 28.44 25.95 29.54 33.19
Norm 26.78 31.91 42.45 44.90 39.64 54.33 24.79 29.37 40.47 32.84 37.00 38.49
RwoT 26.70 39.15 46.88 53.13 51.14 55.55 23.08 46.92 64.26 71.74 59.71 58.55
RwT 28.06 11.39 14.17 20.77 7.92 20.42 25.43 6.23 14.79 16.96 3.87 18.48
Pro 26.01 11.48 12.35 6.47 11.34 20.78 24.26 13.66 5.52 5.67 3.62 31.88
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Table B.22: Percentage improvement of multihop EMCA over other rendezvous strategies in terms of ATTR (10 nodes, 10 BL TSs)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
RAND
No 1.77 1.81 1.22 0.96 1.92 4.93 1.73 5.39 2.73 1.45 1.79 1.23
Norm 1.63 1.59 3.30 7.65 2.86 1.72 1.34 3.01 2.69 13.92 6.22 8.75
RwoT 0.88 1.30 1.39 1.46 1.62 1.27 3.37 0.99 2.36 0.92 1.45 1.20
RwT 1.77 5.35 7.84 5.88 -3.38 6.91 2.59 5.85 4.99 9.31 3.12 3.42
Pro 3.14 5.21 6.36 3.71 2.77 7.54 3.35 4.44 2.15 6.98 6.83 13.61
JS
No 31.46 30.18 23.48 23.28 27.58 27.25 29.98 21.05 26.03 22.79 20.96 26.78
Norm 30.52 19.78 37.83 30.78 34.51 33.01 29.83 22.73 23.61 26.84 30.10 25.08
RwoT 30.41 36.39 50.33 45.05 36.83 54.52 29.02 40.73 68.64 69.23 56.19 59.45
RwT 31.18 17.03 21.32 26.81 6.70 31.55 27.19 11.49 13.79 15.27 14.78 26.27
Pro 31.16 12.27 5.10 9.54 4.35 28.06 27.74 11.61 9.98 4.09 5.69 27.08
MMCA
No 28.39 23.34 16.67 14.88 12.97 37.54 33.27 27.37 27.98 19.79 24.37 34.83
Norm 28.17 28.90 16.21 14.13 30.05 26.30 32.41 22.52 16.16 13.33 31.25 33.00
RwoT 27.54 16.05 31.12 27.66 26.25 43.73 33.92 36.86 34.67 33.83 36.82 35.50
RwT 28.56 23.64 23.31 19.94 15.62 35.02 29.66 16.50 17.90 16.96 8.16 28.37
Pro 29.13 6.80 5.00 7.13 5.51 13.40 32.47 6.79 5.24 8.61 2.82 9.17
EXJS
No 36.26 34.66 32.93 29.08 37.61 33.41 38.33 31.15 39.61 27.10 32.52 32.14
Norm 35.60 36.22 34.74 23.11 35.15 41.32 37.15 30.46 31.82 27.89 38.38 37.46
RwoT 36.25 43.05 51.37 38.51 34.04 49.62 37.28 46.03 69.04 70.38 60.60 62.44
RwT 37.51 15.48 15.34 22.00 7.08 29.95 35.62 12.39 17.88 17.43 13.11 23.72
Pro 37.29 12.26 9.32 12.33 3.97 33.35 35.37 15.45 11.60 5.26 8.07 41.74
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Table B.23: Average HI for multihop (2 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.16 0.19 0.33 0.77 0.26 0.00 0.32 0.32 0.52 0.77 0.34
Norm 0.00 0.17 0.17 0.19 0.31 0.06 0.00 0.25 0.23 0.53 0.46 0.22
RwoT 0.00 0.17 0.16 0.15 0.39 0.20 0.00 0.27 0.21 0.28 0.59 0.26
RwT 0.00 0.17 0.09 0.14 0.41 0.14 0.00 0.34 0.16 0.29 0.74 0.24
Pro 0.00 0.18 0.15 0.21 0.52 0.11 0.00 0.25 0.29 0.29 0.58 0.19
RAND
No 0.00 0.17 0.14 0.25 0.74 0.32 0.00 0.33 0.35 0.42 0.92 0.33
Norm 0.00 0.15 0.10 0.17 0.25 0.07 0.00 0.22 0.24 0.30 0.66 0.20
RwoT 0.00 0.14 0.13 0.24 0.45 0.14 0.00 0.33 0.29 0.43 0.71 0.25
RwT 0.00 0.11 0.25 0.18 0.42 0.11 0.00 0.18 0.25 0.25 0.69 0.20
Pro 0.00 0.25 0.23 0.21 0.45 0.08 0.00 0.32 0.20 0.33 0.99 0.22
JS
No 0.00 0.21 0.21 0.53 0.91 0.37 0.00 0.35 0.34 0.54 0.91 0.44
Norm 0.00 0.22 0.38 0.23 0.45 0.12 0.00 0.38 0.20 0.51 0.91 0.24
RwoT 0.00 0.27 0.26 0.18 0.41 0.19 0.00 0.23 0.16 0.40 0.69 0.20
RwT 0.00 0.17 0.13 0.17 0.34 0.18 0.00 0.40 0.23 0.28 0.63 0.17
Pro 0.00 0.25 0.11 0.20 0.36 0.09 0.00 0.31 0.23 0.41 0.91 0.20
MMCA
No 0.00 0.29 0.17 0.47 0.80 0.39 0.00 0.38 0.29 0.59 1.18 0.54
Norm 0.00 0.33 0.13 0.21 0.47 0.26 0.00 0.46 0.35 0.48 0.82 0.25
RwoT 0.00 0.28 0.20 0.18 0.57 0.24 0.00 0.46 0.38 0.33 1.01 0.38
RwT 0.00 0.23 0.26 0.12 0.34 0.16 0.00 0.36 0.24 0.28 0.73 0.13
Pro 0.00 0.29 0.19 0.20 0.36 0.16 0.00 0.30 0.33 0.28 0.74 0.21
EXJS
No 0.00 0.33 0.22 0.46 1.00 0.35 0.00 0.42 0.41 0.61 1.34 0.45
Norm 0.00 0.23 0.22 0.33 0.65 0.17 0.00 0.29 0.26 0.33 0.79 0.24
RwoT 0.00 0.25 0.16 0.35 0.52 0.16 0.00 0.25 0.25 0.26 0.77 0.15
RwT 0.00 0.19 0.16 0.15 0.39 0.13 0.00 0.27 0.25 0.24 0.58 0.16
Pro 0.00 0.18 0.19 0.16 0.55 0.07 0.00 0.29 0.29 0.30 0.72 0.16
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Table B.24: Average HI for mulithop (10 nodes and 10 BL timeslots)
7 channels 14 channels
ZERO LOW LONG HIGH INTER MIXPR ZERO LOW LONG HIGH INTER MIXPR
EMCA
No 0.00 0.96 0.80 1.48 2.95 1.09 0.00 1.36 1.21 1.96 4.04 1.29
Norm 0.00 0.82 0.53 0.85 1.72 0.55 0.00 1.10 0.91 1.79 2.74 0.95
RwoT 0.00 0.62 0.59 1.12 1.56 0.54 0.00 1.25 0.83 1.23 2.97 0.93
RwT 0.00 0.66 0.63 0.64 1.73 0.50 0.00 1.11 0.76 1.18 3.06 0.79
Pro 0.00 0.82 0.76 0.99 1.96 0.59 0.00 1.32 0.96 1.48 2.81 0.53
RAND
No 0.00 0.87 1.09 1.44 2.66 1.02 0.00 1.52 1.17 2.29 3.97 1.60
Norm 0.00 0.59 0.53 1.06 1.37 0.44 0.00 1.04 0.89 1.92 2.58 0.99
RwoT 0.00 0.93 0.65 0.97 2.01 0.57 0.00 1.37 1.00 1.21 3.31 0.70
RwT 0.00 0.69 0.69 0.75 2.06 0.45 0.00 1.32 0.88 1.52 3.09 0.84
Pro 0.00 0.68 0.84 0.91 2.02 0.52 0.00 1.23 1.22 1.56 3.27 0.75
JS
No 0.00 0.82 1.12 1.86 4.05 1.11 0.00 1.78 1.59 2.49 5.20 2.13
Norm 0.00 0.96 0.97 1.13 2.50 0.71 0.00 1.33 1.09 2.28 3.36 1.12
RwoT 0.00 0.77 0.82 0.87 1.23 0.61 0.00 1.28 1.16 1.80 3.23 1.17
RwT 0.00 0.93 0.57 1.06 1.83 0.47 0.00 1.22 0.88 1.39 3.04 0.78
Pro 0.00 1.07 0.75 0.99 2.13 2.10 0.00 1.24 1.20 1.47 3.42 0.70
MMCA
No 0.00 0.99 0.76 1.08 2.45 0.99 0.00 1.77 1.70 2.79 5.64 2.09
Norm 0.00 1.02 0.78 1.16 2.35 0.71 0.00 1.39 1.12 1.97 4.04 1.41
RwoT 0.00 0.77 0.73 1.21 2.38 0.98 0.00 1.93 1.36 1.91 3.89 1.29
RwT 0.00 0.95 0.75 0.81 2.04 0.72 0.00 1.63 1.10 1.38 3.47 0.97
Pro 0.00 0.85 0.63 1.28 2.24 0.61 0.00 1.59 1.00 1.58 3.27 0.73
EXJS
No 0.00 1.13 1.27 2.01 4.62 1.58 0.00 1.97 1.78 3.13 6.35 2.14
Norm 0.00 0.91 0.98 1.11 2.36 0.88 0.00 1.43 1.03 1.89 3.02 1.27
RwoT 0.00 0.92 0.86 1.16 2.01 0.72 0.00 1.27 1.19 1.53 2.92 1.07
RwT 0.00 0.68 0.80 1.07 1.87 0.45 0.00 1.51 0.91 1.40 2.99 0.81
Pro 0.00 1.15 0.73 1.08 2.08 0.49 0.00 1.64 1.37 1.60 3.49 0.82
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