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ABSTRACT 
Since the birth of the financial literature until the 1970s, the efficient market hypothesis has been regarded as a central 
hypothesis. In the mid-1970s, there were theoretical and empirical evidence stating that the EMH seems untouchable. 
However, recently there has been an emergence of arguments doubting the EMH. The EMH implicitly indicates that stock 
prices can follow a random walk. Currently, financial theory has shown that stock prices do not follow a random walk. 
In this regard, our empirical study rejected the hypothesis of a random walk for 27 indices out of 28 studied. We confirm 
that the studied indices time series do not follow a random walk, and therefore we reject the financial markets efficiency 
hypothesis in its weak form. This result corroborates those of Fama and French (1992.993), DeBondt and Thaler (1985), 
Lo and MacKinlay (1991), Jagadeesh and Titman (1993) and Shleifer and Vishny (1997). Therefore, financial markets 
efficiency hypothesis in its weak form is also rejected. This result is logical given the limited capacity of the classical theory 
in explaining abnormal returns such as bubbles, crashes and excess volatility. 
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INTRODUCTION 
The main challenge of transforming a centrally-planned economy is the establishment of a set of financial markets that 
should operate in a reasonably efficient manner. These markets play several roles in this transformation process. Not only 
do they act as a channel of investment funds through economy, but they also play a central role in the allocation of the 
richness of privatization during restructuring of the economy. 
Many elements should be discussed while creating new financial markets. The type of trading system should be selected 
of which regulation and business structures are examples. When the market is established and is working efficiently there 
may be a little clear distinction between the different strategic options. 
However, in the early days of a new market, it is clear that market participants are unlikely to act in accordance with the 
efficient markets paradigm (Cornelius, 1994). As these markets are new, trade is still very thin, disclosure practices of 
companies are very limited, and there are institutional barriers to trade. Therefore, market efficiency may not have taken 
place yet (Blaga (2012)
 
and Aga and Kocaman (2011)). 
As a first step to understanding these problems, a direct measure of efficiency degree can be used to model the learning 
process that we expect to occur in these markets. There is an extensive literature on testing efficient markets hypothesis 
(see Fama, 1970, Baillie 1989, Fama 1991, Campbell, Lo and McKinley 1997, Fama (1998)). Moreover, a number of 
recent studies have examined behavior of emerging markets equities. (See Bekaert and Harvey, 1995 and 1997, 
Claessens, Dasgupta, Glen, 1995, Campbell, 1996, Hadi (2011), Harvey, 1995 and finally, the recent contribution of 
Jochum, Kirchgässner and Platek, 1999). However, we assume that the testing procedures used in most of these studies 
are not a successful approach to evaluate efficiency development in transition economies. Instead, we use a time-varying 
parameter model that can move from an inefficiency to efficiency indicator (and vice versa) like the change of parameters 
themselves, in line with recent contributions by Rockinger and Urga (2000.2001) and Zalewska-Mitura and Hall (1999). It 
is not unrealistic to assume that these markets start from an inefficient state, and then move to an efficient one. The 
adopted approach provides an indicator of market inefficiency degree and timing and speed of movement towards 
efficiency. 
1- MARKET EFFICIENCY TESTING METHODOLOGY 
1-1 Market Efficiency Hypotheses:  
Our main goal is to test whether markets have evolved into some efficiency since their foundation. 
We consider a model in which forecasting returns , as measured by autocorrelation , evolves over time . Since forecasting 
asset prices suggests that it is possible to make easy profits , several studies have investigated the impact of recurring 
factors in asset prices. Taylor (1986), Keim (1987), Fama (1991) and Fama (1998) review this literature. Fama (1970) 
considers that a market is efficient if prices reflect all available information. Roberts (1967) distinguishes between different 
forms of efficiency according to information considered. However, Malkiel (1992) and Fama (1991) argue for a slightly 
different notion of efficiency. They define a fairly efficient market if no economic benefits can be generated. However, 
forecasting returns can be achieved in a general equilibrium framework or as a result of non- trading bias. 
1-2 The Various Market Efficiency Tests:  
A- Dickey-Fuller Unit Root Tests:  
Augmented Dickey-Fuller (ADF) test is a unit root in ARMA (p, q) model with an unknown order. The ADF test checks the 
null hypothesis which states that 𝑦𝑡  time series are non-stationary (or I (1)) against the alternative hypothesis which 
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predicts that these series are stationary (I (0)) assuming that the dynamic aspect of data has an ARMA structure. The ADF 
test is based on the estimation of the following regression: 
  𝑦𝑡 =  𝛽
′𝑑𝑡 + 𝜃𝑦𝑡−1 +  𝜓𝑗 Δ𝑦𝑡−𝑗 + 𝜀𝑡
𝑝
𝑗=1                                                                                                                                 (1) 
Where 𝑑𝑡  is a vector of deterministic terms (constant and slope). The lagged difference terms p Δ𝑦𝑡−𝑗  are used to 
approximate the ARMA structure of errors and the p-value is configured such that errors are uncorrelated 𝜀𝑡  in a serial 
manner. The error term is assumed to be homoscedastic. The specification of the deterministic terms depends on the 
supposed behaviour of 𝑦𝑡  under the alternative hypothesis of stationarity of the trend. Under the null hypothesis, 𝑦𝑡  is I (1) 
which implies θ = 1. The t-statistic of the ADF and the standardized bias statistics are based on the least squares 
estimators of the regression equation above, given by: 
𝐴𝐷𝐹𝑡 = 𝑡𝜃=1 =
𝜃 −1
𝑆𝐸(𝜃)
                                                                                                                                                               (2) 
𝐴𝐷𝐹𝑛 =
𝑇(𝜃 −1)
1−𝜓1 −⋯−𝜓𝑝 
                                                                                                                                                                 (3) 
An alternative formulation of the regression of the ADF test is as follows: 
  Δ𝑦𝑡 =  𝛽
′𝑑𝑡 + 𝜆𝑦𝑡−1 +  𝜓𝑗 Δ𝑦𝑡−𝑗 + 𝜀𝑡
𝑝
𝑗=1                                                                                                                               (4) 
 
Where 𝜆 =  𝜃 − 1. Under the null hypothesis, Δ𝑦𝑡  is I (0) which implies that𝜆 = 0. The t-statistic of ADF is then the usual t-
statistic to test 𝜆 = 0 and the standardized biased statistics of ADF is 𝑇𝜆 1 − 𝜓1 − ⋯− 𝜓𝑝  . 
An important practical issue of implementing the ADF test is to specify lag length p . If p is very low, then the remaining 
serial correlation in the errors will bias the test. If p is very large, then the test power will suffer. Ng and Perron (1993 ) 
have suggested the following procedure for selecting the data -dependent lag length which results in stable sizes of the 
test with a minimum power loss. First, we determine an upper limit 𝑝𝑚𝑎𝑥   of p. Second, we estimate the regression of the 
ADF test with p = 𝑝𝑚𝑎𝑥 . If the absolute value of the t-statistic for testing the significance of the last lagged difference is 
greater than 1.6, then we set p = 𝑝𝑚𝑎𝑥  and we will run the unit root test. Otherwise, we will reduce lag length by one unit 
and we repeat the procedure. 
B- Phillips-Perron Unit Root Tests:  
Phillips-Perron (1988) developed a number of unit root tests that have become popular in financial time series analysis. 
Phillips-Perron (PP) unit root tests primarily differ from those of ADF in how to deal with errors serial correlation and 
heteroskedasticity. PP tests regression is given by: 
Δ𝑦𝑡 = 𝛽′𝑑𝑡 + 𝜆𝑦𝑡−1 + 𝜇𝑡                                                                                                                                                          (5) 
Where, 𝜇𝑡  is I (0) and may be heteroscedastic. PP tests correct any errors serial correlation and heteroscedasticity 𝜇𝑡  
using an OLS estimation and modifying test statistics 𝑡𝜆=0 and 𝑇𝜆 .. These modified statistics denoted 𝑍𝑡  𝑎𝑛𝑑 𝑍𝜆  are given 
by: 
𝑍𝑡 =   
𝑆 ²
𝜔 ²
 
1/2
𝑡𝜆=1 −
1
2
  
𝜔 ²−𝑆 ²
𝜔 ²
   
𝑇.𝑆𝐸(𝜆 )
𝑆 ²
                                                                                                                                    (6) 
𝑍𝜆 = 𝑇𝜆 −
1
2
𝑇².𝑆𝐸  (𝜆 )
𝑆 ²
 (𝜔 2 −  𝑆 2)                                                                                                                                               (7) 
Since we used k lags in auto-covariances, the Newey-West estimator can be used to produce consistent estimates of 
variance parameters, 
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𝑆 ² = 𝑇−1  𝜇 𝑡
2𝑇
𝑡=1   
𝜔 ² =  𝜐 0 + 2   1 −
𝑗
(𝑘+1)
 𝑘𝑗=1  𝜐 𝑗                                                                                                                                               (8) 
Où, 
 𝜐 𝑗 =  𝑇
−1  𝜇 𝑡
𝑇
𝑡=𝑗+1
𝜇 𝑡−𝑗  
The estimated values of λ and its standard errors have been obtained from OLS of equation (5). Sample variance of the 
least squares residual û is a consistent estimator of σ ² and Newey-West estimator of long-term variance of u using û is a 
consistent estimator of ω ². 
Under the null hypothesis which states that λ = 0, the 𝑍𝑡  𝑎𝑛𝑑 𝑍𝜆  statistics of PP test have the same asymptotic distribution 
as the ADF t-statistic and the standardized biased statistics. A comparative advantage of PP tests on ADF tests is that PP 
tests are robust to heteroskedasticity general forms in error terms ut . Another advantage is that the researcher is not 
forced to specify a lag length for the test regression. 
C- Stationarity Tests:  
More recently, DeJong et al (1992)  and Diebold and Rudebusch (1991) found poor evidence against the standard ADF 
unit root and PP tests when the data exhibit a stable auto-regressive tendency with roots close to unit or when data are 
fractionally integrated. To circumvent this poor weak evidence, we will include in addition to unit root tests the stationarity 
test which checks the null hypothesis against the alternative of non-stationarity. 
On the one hand, a result of a unit root in data is concluded if the null hypothesis of the ADF and PP tests is not rejected 
while the null hypothesis of the stationarity test is rejected. On the other hand, if the stationarity test does not reject the null 
hypothesis and the ADF and PP tests reject the null hypothesis of a unit root, then rejecting a random walk hypothesis is 
strengthened. 
The KPSS test stationarity test proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992)
 
is most commonly used. The 
test consists in 𝑦𝑡  , t = 1,2,...,T, the observed series. It is assumed that the 𝑦𝑡series can be decomposed into a sum of a 
deterministic trend, a random walk and a stationary error or, 
𝑦𝑡 =  𝛽𝑡 + 𝑟𝑡 + 𝑒𝑡                                                                                                                                                                    (9) 
Where  𝑟𝑡 = 𝑟𝑡−1 + 𝜀𝑡  ,  𝜀𝑡~𝑊𝑁 (0, 𝜎𝜀
2) 
 
𝑟𝑡   is I (0) and its initial value 𝑟0 is considered fixed and plays the same role of the constant term of the regression 
equation. Note that 𝑟𝑡   is a pure random walk with an innovation variance 𝜎𝜀
2.  
The null hypothesis is that 𝑦𝑡  has a stationary trend formulated as follows: 
𝐻0: 𝜎𝜀
2 = 0, 
Implying that 𝑟𝑡  is constant.  
KPSS test statistic is the Lagrange Multiplier test (LM) to check 𝜎𝜀
2 = 0  against the alternative 𝜎𝜀
2 > 0 and it is given by 
calculating the partial sum of the residuals (𝑒𝑡) generated in the 𝑦𝑡  regression, by fixing the constant and the time slope 
each time. Let 𝜎 𝜀
2 the error variannce estimator and 𝑆 𝑡  the partial sum of residuals. We calculate the LM statistic as 
follows: 
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𝐿𝑀 =
𝑇−2  𝑆 ²𝑇𝑡=1
𝜎 2(𝑙)
                                                                                                                                                                     (10) 
Où 𝑆 𝑡 =  𝑒𝑖         
𝑡
𝑖=1 𝑡 = 1,2, … , 𝑇     
𝜎 2 𝑙  is an asymptotically consistent estimator of 𝜎 𝜀
2 and is estimated as follows:  
𝜎 2 𝑙 =  𝑇−1  𝑒𝑡
² + 2𝑇−1  𝑤(𝑠, 𝑙)  𝑒𝑡𝑒𝑡−𝑠
𝑇
𝑡=𝑠+1
𝑙
𝑠=𝑙
𝑇
𝑡=1                                                                                                           (11) 
Where 𝑤(𝑠, 𝑙) is an optional lag window. Kwiatkowski, Phillips, Schmidt and Shin (1992) used Bartlett window (𝑤 𝑠, 𝑙 =
1 −
𝑆
1+𝑙
) and showed that the test statistic in equation (10) has an asymptotic distribution equal to a Brownian Bridge 
function for the degree and trend of stationarity. For degree of stationarity, the distribution of equation (10) is shown as 
follows: 
𝜂 𝑟
𝑑
   𝑣 𝑟 2𝑑𝑟
1
0
                                                                                                                                                                   (12) 
Where 𝜐 𝑟 = 𝑤 𝑟 −  𝑟 𝑤  1 . 
𝑤 𝑟   is a Wiener process (Brownian movement). It should be noted that while testing stationarity of residuals in equation 
(10), we calculate residuals using the following subtraction: 𝑒𝑡 =  𝑦𝑡 −  𝑦 . For stationarity of the trend, the asymptotic 
distribution is given by: 
𝜂 𝑟
𝑑
   𝜈2 𝑟 
2𝑑𝑟
1
0
                                                                                                                                                                                         (13) 
Where second-order Brownian Bridge 𝑣(𝑟) is given by: 
𝑣2 𝑟 =  𝑤 𝑟 +  2𝑟 − 3𝑟
2 𝑤 1 +  −6𝑟 + 6𝑟2  𝑤 𝑟 𝑑𝑟
1
0
                                                                                                 (14) 
 
The critical values of the upper tail of equations (12) and (13) are reported in the Appendices of Kwiatkowski, Phillips, 
Schmidt and Shin (1992).  
D- The Variance Ratio Test:  
To expose some elements of the theory of variance ratio test, let 𝑥𝑡  a stochastic process that satisfies the following 
recurrence relation: 
𝑦𝑡 = 𝜇 + 𝑦𝑡−1 + 𝜀𝑡  ,               𝐸 𝜀𝑡 = 0 𝑝𝑜𝑢𝑟 𝑡𝑜𝑢𝑡 𝑡                                                                                                                 (15) 
Where  
∆𝑦𝑡 = 𝜇 + 𝜀𝑡  ,   ∆𝑦𝑡 =  𝑦𝑡 − 𝑦𝑡−1                                (16) 
Where, deviation μ is an arbitrary parameter. The random walk hypothesis posits the restriction that errors 𝜀𝑡  are 
uncorrelated or that innovations are unpredictable from past innovations. 
Lo and MacKinlay (1988) developed the random walk test under two null hypotheses: the Gaussian increments are i.i.d 
and in general increments are uncorrelated but weakly dependent and possibly heteroscedastic. 
D-1 The Null Hypothesis of Gaussian i.i.d:  
Let the null hypothesis which denotes the case where innovations are normally, randomly and identically distributed 
variables with variance 𝜎² and we assume that we have nq+1 observations (𝑦0, 𝑦1, … , 𝑦𝑛𝑞  𝑜𝑓 𝑦𝑡 ) where n and q are 
integers greater than the unit. Consider the following estimators of the unknown parameters 𝜇 and 𝜎² : 
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𝜇 ≡  
1
𝑛𝑞
   𝑦𝑘 − 𝑦𝑘−1 
𝑛𝑞
𝑘=1 ≡
1
𝑛𝑞
 𝑦𝑘 − 𝑦0                                                                                                                                 (17) 
𝜎 𝑎 ≡
1
𝑛𝑞
   𝑦𝑘 − 𝑦𝑘−1 − 𝜇 ²
𝑛𝑞
𝑘=𝑞                                                                                                                                               (18) 
The estimator 𝜎 𝑎  is simply the sample variance of the first difference 𝑦𝑡 . Consider the variance of the qth differences of 𝑦𝑡  , 
which is under the null hypothesis 𝐻1 is q times the variance of the first differences. Dividing by q, we obtain the 
estimator 𝜎 𝑏
2(𝑞)  which also converges to 𝜎2 under 𝐻1 where: 
𝜎 𝑏
2(𝑞) ≡
1
𝑛𝑞 ²
 𝑦𝑘 − 𝑦𝑘−𝑞 −  𝑞𝜇 ²                                                                                                                                              (19) 
The estimator 𝜎 𝑏
2(𝑞) is written as a function of q to highlight the fact that the distinct alternative estimator of 𝜎2 can be 
formed for each q. Under the null hypothesis of the Gaussian random walk 𝜎 𝑎  et 𝜎 𝑏
2(𝑞) should be almost equal. However, 
the random walk test is performed by calculating the difference 𝐻𝑑 𝑞 =  𝜎 𝑏
2 𝑞 − 𝜎 𝑎
2  and checking its proximity to zero. 
Alternatively, a test may also be based on the 𝐻𝑟 𝑞 =
𝜎 𝑏
2
𝜎 𝑎
2 − 1 ratio which converges to zero probability. Lo and Mackinlay 
(1988) showed that 𝐻𝑟 𝑞  has the following limit distribution under the null hypothesis𝐻1 : 
 𝑛𝑞 𝐻𝑟   𝑞 ~ 𝑁(0,
2 2𝑞−1  𝑞−1 
3𝑞
)                                                                                                                                             (20) 
D-2 The Heteroscedastic Null Hypothesis:  
Under the conditions that enable a variety of heteroscedasticity forms by including ARCH processes, Lo and Mackinlay 
(1988) showed the limit distribution 𝐻𝑟 𝑞  of variance ratio as an approximate linear combination of autocorrelation where: 
𝐻𝑟 𝑞 ~ 𝑁 0, 𝑣 𝑞                                                                                                                                                                 (21) 
Où   𝑣  𝑞 =   
2 𝑞−𝑗  
𝑞
 
2
𝛿 (𝑗)𝑞−1𝑗 =1  
And 𝛿 (𝑗) are estimators consistent with the heteroskedasticity of the asymptotic variance of autocorrelation 𝑜𝑓 ∆𝑥𝑡 defined 
as, 
𝛿  𝑗 =  
 𝑥𝑘−𝑥𝑘−1−𝑢  ²(𝑥𝑘−𝑗−𝑥𝑘−𝑗−1−𝑢 )²
   𝑥𝑘−𝑥𝑘−1−𝑢  ²
𝑛𝑞
𝑘=1  ²
𝑛𝑞
𝑘=𝑗 +1                                                                                                                               (22)   
The test of the null hypothesis of heteroscedasticity (equation (21)) under the standardized variance ratio 𝑧2 𝑞   may be 
defined as follows: 
𝑧2 𝑞 =   𝑛𝑞 𝐻𝑟 𝑞 . 𝑣 
−0.5(q)~N(0,1)                                                                                                                                   (23) 
Also, the null hypothesis of homoscedasticity (equation (21)) under the standardized variance ratio may be specified as 
follows: 
𝑧2 𝑞 =  𝑛𝑞 𝐻𝑟 𝑞  
2 2𝑞−1 (𝑞−1)
3𝑞
 ~𝑁(0,1)                                                                                                                           (24) 
2 PRESENTATION OF DATA AND HYPOTHESES OF THE STUDY 
2-1 Presentation of data 
We will consider 28 market indices across three main regions: the Americas, Europe and Pacific Asia. The following table 
shows the different indices by region: 
Table 1. Market indices by region 
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Country Market index Study period  
(A) The Americas 
Brazil BVSP  From 28/04/1993 to 22/03/2012 
Mexico MXX  From 09/09/1991 to 22/03/2012 
Argentina MERV  From 18/10/1996 to 22/03/2012 
United States IXIC  From 03/01/1991 to 22/03/2012 
United States NYA  From 03/01/1991 to 22/03/2012 
United States GSPC  From 03/01/1991 to 22/03/2012 
Canada  GSPTSE  From 15/10/1999 to 22/03/2012 
(B) Asia and pacific 
Australia AORD  From 03/01/1991 to 22/03/2012 
India BSESN  From 10/07/1997 to 22/03/2012 
Indonesia JKSE  From 29/09/1997 to 22/03/2012 
Malaysia KLSE  From 17/12/1993 to 22/03/2012 
China  HSI  From 03/01/1991 to 22/03/2012 
South Korea  KS11  From 22/07/1997 to 22/03/2012 
Japan  N225  From 03/01/1991 to 22/03/2012 
New Zealand  NZ50  From 16/04/2004 to 22/03/2012 
Singapore  STI  From 03/01/1991 to 22/03/2012 
(C) Europe 
Netherlands  AEX  From 19/03/1992 to 22/03/2012 
Greece  GDAT  From 27/08/1999 to 22/03/2012 
Osterich ATX  From 11/11/1992 to 22/03/2012 
Belgium  BFX  From 13/07/2005 to 22/03/2012 
France  CAC40  From 03/01/1991 to 22/03/2012 
Great Britain  FTSE  From 03/01/1991 to 22/03/2012 
Germany  GDAXI From 03/01/1991 to 22/03/2012 
Ireland ISEQ From 22/02/2005 to 22/03/2012 
Denmark  OMX20 From 24/08/1999 to 22/03/2012 
Sweden OMXSPI From 28/07/2000 to 22/03/2012 
Norway OSEAX From 23/11/2000 to 22/03/2012 
Switzerland SSMI From 03/01/1991 to 22/03/2012 
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We will run different tests on indices returns. The data frequency is daily and all time series are extracted from the Yahoo 
website! Finance. 
2-2 The Hypotheses:  
Our empirical validation aims at testing the following hypotheses:  
• Hypothesis 1: Market indices returns follow a random walk,  
• Hypothesis 2: Markets do not follow a random walk.  
In what follows, we will, first, describe of the characteristics of our data, and second, we will perform market efficiency 
tests to, finally, accept or reject our hypotheses. 
3 THE RESULTS AND THEIR INTERPRETATION:  
3-1 Time Series Descriptive Statistics:  
A. Descriptive Statistics of The Americas Time Series:  
The table below reports the descriptive statistics of market indices time series of the American region: 
Table 2. Descriptive statistics of the American indices  
 
For the seven market indices in the American region, statistics of time series returns leads to the following results. Mean 
returns range between 0.0002061 (GSPTSE) and 0.0018022 (BVSP). However, maximum values range between 
0.1158004 (GSPC) and 0.982332 (GSPTSE) and minimum values between -0.1372661 (MERV) and -0.0903498 (GSPC). 
Standard deviations are relatively low and vary between 0.0115862 (NYA) and 0.0282416 (BVSP). 
Concerning the distributions, we found negative skewness values  for all indices except MXX and IXIC. Consequently, 
returns distributions are skewed to the right of the median and the left tail is thicker unlike MXX and IXIC distributions. 
Kurtosis values are all greater than 3 and, therefore, all are leptokurtic distributions. 
Descriptive statistics of Asia and the Pacific time series:  
The table below reports the descriptive statistics of the Asian and Pacific region time series:
Statistics BVSP MXX MERV IXIC NYA GSPC GSPTSE 
Mean 0.0018022 0.0007779 0.0006431 0.0004734 0.0003181 0.0003197 0.0002061 
Maximum 0.3341902 0.1292305 0.174879 0.141732 0.1221624 0.1158004 0.982332 
Minimum -0.89845 -0.1333713 -0.1372661 -0.0966851 -0.0972599 -0.0903498 -0.0932419 
Skewness -6.272653 0.1997595 -0.0462153 0.111911 -0.1742552 -0.0521658 -0,4841973 
Kurtosis 230.5999 8.476871 8.475638 8.959549 13.98683 11.76749 11.21868 
Median 0.0017032 0.0008004 0.0010047 0.0011907 0.0005893 0.0005455 0.0004455 
Stand.Dev 0.0282416 0.0161521 0.0220416 0.0158404 0.0115862 0.0119112 0.0124824 
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Table 3. Descriptive statistics of the Asian and Pacific region time series 
statistics AORD BSESN JKSE KLSE HSI KS11 N225 NZ50 STI AEX 
Mean  0.0002458 0.0005299 0.000636 0.0002213 0.0005003 0.0004792 -0.000582 0.0001668 0.0002197 0.000179 
Maximum 0.0625435 0.1733933 0.1402848 0.231427 0.1882361 0.1194567 0.141503 0.0598694 0.1373919 0.1054834 
Minimum -0.0819798 -0.1113855 -0.1195465 -0.2145778 -0.1370044 -0.120188 -0.1140637 -0.0481815 -0.0880363 -0.5288609 
Skewness -0.4430534 0.0988917 0.0461594 1.60679 0.2930094 -0.0182987 -0.0080231 -0.3090767 0.1695039 -6.998369 
Kurtosis 9.18916 8.752431 9.668231 55.35855 12.65016 6.736776 8.192862 8.011036 11.21816 235.6404 
Median 0.0004109 0.0010796 0.0008556 0.0002322 0.0005528 0.0010649 -0.000551 0.0005407 0.0000929 0.0006717 
Stand. Dev 0.0094236 0.0171127 0.0178188 0.0158579 0.0171139 0.0204013 0.0153521 0.0076041 0.0131327 0.0161934 
 
The statistics of returns time series of the ten market indices in the Asia and the Pacific region leads to the following observations. Mean returns range between -0.000582 
(N225) and 0.000636 (JKSE). However, maximum values range between 0.0598694 (NZ50) and 0.1882361 (HSI) and minimum values vary between -0.5288609 (AEX) and -
0.0481815 (NZ50). Standard deviations have relatively high values ranging between 0.0076041 (NZ50) and 0.0204013 (KS11). 
However, skewness values are positive for BSESN, JKSE, KLSE, HSI and STI, therefore indices distributions spread out to the left of the median and right tails are thicker. The 
remaining indices spread to the right. kurtosis values are all greater than 3 therefore the distributions are leptokurtic.  
Descriptive statistics of the time series in Europe:  
The table below shows the descriptive statistics of the time series of the European market: 
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Table 4. Descriptive statistics of the time series of the European market 
statistics GDAT ATX BFX CAC40 FTSE GDAXI ISEQ OMX20 OMXSPI OSEAX SSMI 
Mean 0.1081349 0.0003172 -0.0000667 0.0002295 0.0002312 0.0003777 -0.0001944 0.0002682 0.0001684 0.000447 0.0003195 
Maximum 337.7611 0.1277341 0.1125995 0.1117617 0.0983867 0.1140195 0.1143015 0.0996188 0.0901212 0.0962159 0.1139101 
Minimum -0.0970972 -0.0974456 -0.0798263 -0.0903682 -0.0884835 -0.0939938 -0.1389079 -0.1106211 -0.076805 -0.0925243 -0.0804078 
Skewness 55.73082 -0.1987437 0.307573 0.1040866 0.0298575 0.0350987 -0.2596184 -0.0579527 0.1210649 -0.4478925 0.0061739 
Kurtosis 3106.95 10.95916 10.9323 7.859053 9.144151 7.859948 9.283923 8.242414 6.783472 8.311725 9.176103 
Median 0 0.0006793 0.0001894 0.0003375 0.0003788 0.0007575 0.0002696 0.0000622 0.0003522 0.0010971 0.0007145 
Stand. Dev 6.057615 0.0138934 0.0145679 0.014413 0.0116611 0.014756 0.0182772 0.0135883 0.014879 0.0155458 0.011907 
 
The study of the statistics of the returns time series of the eleven European market indices leads to the following results. Mean returns range between -0.0001944 (ISEQ) and 
0.1081349 (GDAT). Maximum values and minimum values vary respectively between 0.0901212 (OMXSPI) and 337.7611 (GDAT) for the maximum values and -0.1389079 
(ISEQ) and -0.076805 (OMXSPI). We notice that the minimum values are all negative. Standard deviations have relatively high values ranging between 0.0116611 (FTSE) and 
6.057615 (GDAT). 
Concerning returns distributions, we found negative skeweness values for ATX, ISEQ, OMX20 and OSEAX and positive values for the remaining indices. Kurtosis values are 
all greater than 3 and therefore the distributions are leptokurtic.
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3-2  The Results and Their Interpretations 
A. The unit root test  
A-1 The American region :  
The table below reports the two unit root tests, the ADF and PP, for the American market indices. 
 
Table 5. Unit root tests for the American region 
A.  
Index 
Dickey-Fuller1 Test Phillips-Perron Test 
Test 
statistics 
Critical 
value 
(1%) 
Critical 
value 
(5%) 
Critical 
value 
(10%) 
Test 
statistics 
Critical 
value 
(1%) 
Critical 
value 
(5%) 
Critical 
value 
(10%) 
BVSP -48.722 -3.430 -2.860 -2.570 -70.541 -3.430 -2.860 -2.570 
MXX -49.036 -3.430 -2.860 -2.570 -69.577 -3.430 -2.860 -2.570 
MERV -40.590 -3.430 -2.860 -2.570 -58.347 -3.430 -2.860 -2.570 
IXIC -50.723 -3.430 -2.860 -2.570 -73.083 -3.430 -2.860 -2.570 
NYA -50.362 -3.430 -2.860 -2.570 -71.832 -3.430 -2.860 -2.570 
GSPC -50.393 -3.430 -2.860 -2.570 -72.396 -3.430 -2.860 -2.570 
GSPTSE -36.549 -3.430 -2.860 -2.570 -55.901 -3.430 -2.860 -2.570 
 
The ADF and PP statistics reported in Table (5) have absolute values greater than the critical values (at the 1%, 5% and 
10% levels). This implies that the two tests reject the null hypothesis of unit root and then market indices time series do 
not follow a random walk.  
A-2 The Asia and Pacific Region: 
The table below reports the results of the two tests: 
 
 
 
 
 
                                                          
1 ADF test is based on one lag.  
ISSN:2321-1098 
362 | P a g e  
 
Table 6.Unit root tests of the Asia and the Pacific market indices  
A.  
Index 
Dickey-Fuller Test Phillips-Perron Test 
Test 
statistics  
Critical 
value  
(1%) 
Critical 
value  
(5%) 
Critical 
value  
(10%) 
Test 
statistics 
Critical 
value  
(1%) 
Critical 
value  
(5%) 
Critical 
value  
(10%) 
AORD -51.889 -3.430 -2.860 -2.570 -71.849 -3.430 -2.860 -2.570 
BSESN -39.042 -3.430 -2.860 -2.570 -57.912 -3.430 -2.860 -2.570 
JKSE -42.785 -3.430 -2.860 -2.570 -61.611 -3.430 -2.860 -2.570 
KLSE -44.533 -3.430 -2.860 -2.570 -69.034 -3.430 -2.860 -2.570 
HSI -52.312 -3.430 -2.860 -2.570 -74.223 -3.430 -2.860 -2.570 
KS11 -43.953 -3.430 -2.860 -2.570 -62.922 -3.430 -2.860 -2.570 
N225 -49.892 -3.430 -2.860 -2.570 -72.021 -3.430 -2.860 -2.570 
NZ50 -23.399 -3.430 -2.860 -2.570 -39.256 -3.430 -2.860 -2.570 
STI -51.443 -3.430 -2.860 -2.570 -73.672 -3.430 -2.860 -2.570 
 
Like the American markets, Asian and Pacific indices time series do not follow a random walk as the absolute values of 
the two tests are greater than the critical values.  
A-3 Europe:  
The table below reports the statistics of the two unit root tests for the European indices: 
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Table 7. Unit root tests for the European indices 
A.  
Index 
Dickey-Fuller Test Phillips-Perron Test 
Test 
statistics 
Critical 
value  
(1%) 
Critical 
value  
(5%) 
Critical 
value  
(10%) 
Test 
statistics 
Critical 
value  
(1%) 
Critical 
value  
(5%) 
Critical 
value  
(10%) 
AEX -46.512 -3.430 -2.860 -2.570 -67.079 -3.430 -2.860 -2.570 
GD.AT -13850.265 -3.430 -2.860 -2.570 -52.486 -3.430 -2.860 -2.570 
ATX -42.149 -3.430 -2.860 -2.570 -61.665 -3.430 -2.860 -2.570 
BFX -17.533 -3.430 -2.860 -2.570 -29.579 -3.430 -2.860 -2.570 
CAC40 -50.981 -3.430 -2.860 -2.570 -71.458 -3.430 -2.860 -2.570 
FTSE -51.611 -3.430 -2.860 -2.570 -73.828 -3.430 -2.860 -2.570 
GDAXI -50.942 -3.430 -2.860 -2.570 -72.502 -3.430 -2.860 -2.570 
ISEQ -22.069 -3.430 -2.860 -2.570 -34.578 -3.430 -2.860 -2.570 
OMX20 -33.486 -3.430 -2.860 -2.570 -54.128 -3.430 -2.860 -2.570 
OMXSPI -32.579 -3.430 -2.860 -2.570 -50.608 -3.430 -2.860 -2.570 
OSEAX -30.268 -3.430 -2.860 -2.570 -48.158 -3.430 -2.860 -2.570 
SSMI -51.509 -3.430 -2.860 -2.570 -72.211 -3.430 -2.860 -2.570 
 
European indices time series are not different from the other markets. We found absolute values greater than critical 
values at the 1%, 5% and 10% levels and therefore these time series do not follow a random walk.  
B. Stationarity Test (KPSS) : 
B-1 American Region:  
The table below reports the results of the KPSS test for the American region: 
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Table 8. KPSS test results for the American region 
   
Index 
KPSS Test 
Test 
statistics 
(1
st 
order) 
Critical 
value 
(1%) 
Critical 
value 
(2.5%) 
Critical 
value 
(5%) 
Critical 
value 
(10%) 
BVSP 0.153 0.216 0.176 0.146 0.119 
MXX 0.101 0.216 0.176 0.146 0.119 
MERV 0.701 0.216 0.176 0.146 0.119 
IXIC 0.0347 0.216 0.176 0.146 0.119 
NYA 0.0489 0.216 0.176 0.146 0.119 
GSPC 0.0478 0.216 0.176 0.146 0.119 
GSPTSE 0.0281 0.216 0.176 0.146 0.119 
 
KPSS test statistics allow us to reject the null hypothesis of stationarity for MXX, IXIC, NYA, GSPC and GSPTSE. 
However, this hypothesis is accepted for MERV at the 1% level and for BVSP at the 5% level. Therefore, we conclude 
that, except for MERV and BVSP, American indices time series are not stationary.  
B-2- Asia and Pacific region:  
Table 9 reports KPSS test results for the Asian and Pacific time series. 
Table 9. KPSS test results for the Asian and Pacific time series 
A.  
Index 
KPSS Test 
Test 
statistics 
 (1
st 
order) 
Critical 
value 
(1%) 
Critical 
value 
(2.5%) 
Critical 
value 
(5%) 
Critical 
value 
(10%) 
AORD 0.0917 0.216 0.176 0.146 0.119 
BSESN 0.328 0.216 0.176 0.146 0.119 
JKSE 0.133 0.216 0.176 0.146 0.119 
KLSE 0.0565 0.216 0.176 0.146 0.119 
HSI 0.0418 0.216 0.176 0.146 0.119 
KS11 0.0978 0.216 0.176 0.146 0.119 
N225 0.121 0.216 0.176 0.146 0.119 
NZ50 0.0774 0.216 0.176 0.146 0.119 
STI 0.139 0.216 0.176 0.146 0.119 
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The null hypothesis of stationarity is accepted for AORD, KLSE, HSI, KS11, NZ50, and therefore these series are 
stationary.  However, the null hypothesis of stationarity is rejected for STI, BSESN, JKSE (at 10 
%) and N225 (at 2.5 %).      
B-3- Europe :   
KPSS test results for the European time series are reported in the following table: 
Table 10. KPSS test results for the European time series 
 
Index 
KPSS Test 
Test 
statistics 
 (1
st 
order) 
Critical 
value 
(1%) 
Critical 
value 
(2.5%) 
Critical 
value 
(5%) 
Critical 
value 
(10%) 
AEX 0.165 0.216 0.176 0.146 0.119 
GD.AT 0.0816 0.216 0.176 0.146 0.119 
ATX 0.104 0.216 0.176 0.146 0.119 
BFX 0.0341 0.216 0.176 0.146 0.119 
CAC40 0.0945 0.216 0.176 0.146 0.119 
FTSE 0.0712 0.216 0.176 0.146 0.119 
GDAXI 0.0689 0.216 0.176 0.146 0.119 
ISEQ 0.083 0.216 0.176 0.146 0.119 
OMX20 0.0238 0.216 0.176 0.146 0.119 
OMXSPI 0.0217 0.216 0.176 0.146 0.119 
OSEAX 0.0737 0.216 0.176 0.146 0.119 
SSMI 0.0849 0.216 0.176 0.146 0.119 
 
European indices time series are stationary except for AEX (at 5%). Test statistics are inferior to the critical values, hence 
the null hypothesis of stationarity is accepted.  
C. Heteroscedasticity Test : 
C-1 American Region :  
The table below reports the results of the Breusch-Pagan/Cooke-Weisberg test for the American time series.  
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Tableau 11. Breusch-Pagan/Cooke-Weisberg test results for the American time series. 
Index Breusch-Pagan/Cook-Weisberg Test 
Test statistics  Probability 
BVSP 2.56 0.1100 
MXX 0.19 0.6640 
MERV 0.44 0.5083 
IXIC 1.04 0.3082 
NYA 0.26 0.6130 
GSPC 1.27 0.2605 
GSPTSE 0.07 0.7963 
  
This table indicates that American indices time series have multiplying errors variance. Test probability is greater than 
10% and therefore we reject the null hypothesis of homoscedasticity. 
C-2 Asia and The Pacific:  
The table below reports the results of Breusch-Pagan/Cooke-Weisberg test for the Asian and Pacific time series.  
Table 12. Breusch-Pagan/Cooke-Weisberg test results for the Asian and Pacific time series. 
Index Breusch-Pagan/Cook-Weisberg Test 
Test statistics  Probability 
AORD 0.00 0.9582 
BSESN 0.01 0.9216 
JKSE 0.07 0.7905 
KLSE 0.16 0.6861 
HSI 0.09 0.7666 
KS11 4.52 0.0336 
N225 0.02 0.8867 
NZ50 0.00 0.9587 
STI 0.42 0.5189 
 
Test results for the Asian and Pacific markets are similar to those of the American markets except for KS11. We reject the 
null hypothesis of homoscedasticity of errors because test probabilities are greater than 10%. Then, except for KS11, 
Asian and Pacific time series score heteroscedasticity of errors.  
C-3 Europe : 
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The table below reports the results of the Breusch-Pagan/Cooke-Weisberg test for the European time series.  
Table 13.The Breusch-Pagan/Cooke-Weisberg test results for the European time series. 
A. Index Breusch-Pagan/Cook-Weisberg Test 
Test statistics  Probability 
AEX 1.39 0.2383 
GD.AT 0.00 0.9887 
ATX 0.07 0.7985 
BFX 0.03 0.8697 
CAC40 1.23 0.2681 
FTSE 0.01 0.9249 
GDAXI 1.07 0.3018 
ISEQ 0.19 0.6660 
OMX20 0.47 0.4945 
OMXSPI 0.11 0.7357 
OSEAX 0.02 0.8770 
SSMI 0.07 0.7881 
 
This table reports test probabilities greater than 10%. Therefore, we reject the null hypothesis of homoscedasticity and we 
confirm that all European indices time series have homoscedastic errors.  
D. Variance Ratio Test: 
D-1 The American Region : 
The variance ratio test is the most important phase of this empirical validation. It allows for directly testing the null 
hypothesis of a random walk. Table 14  reports the results of the variance ratio test of Lo and Mackinlay (1988) for the 
American indices with four different lags (2, 4, 8 and 16). 
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Table 14. The results of the variance ratio test for the American indices 
 
 
Index 
Variance ratios 
and test 
statistics  
 
q=2 
 
q=4 
 
q=8 
 
q=16 
 
BVSP 
1 + 𝑀 𝑟(𝑞) 0.513072 0.257657 0.124149 0.064237 
𝑍∗(𝑞) -1.474392 -1.498148 -1.514164 -1.508026 
Probability 0.1404 0.1341 0.1300 0.1315 
 
MXX 
1 + 𝑀 𝑟(𝑞) 0.578428 0.276981 0.141123 0.70210 
𝑍∗(𝑞) -14.39407 -14.59292 -12.23212 -9.616706 
Probability 0.0000 0.0000 0.0000 0.0000 
 
MERV 
1 + 𝑀 𝑟(𝑞) 0.527815 0.261471 0.130949 0.066960 
𝑍∗(𝑞) -14.23237 -13.00500 -10.64920 -8.223592 
Probability 0.0000 0.0000 0.0000 0.0000 
 
IXIC 
1 + 𝑀 𝑟(𝑞) 0.517405 0.246712 0.125737 0.059729 
𝑍∗(𝑞) -16.25325 -14.54991 -11.50355 -8.692580 
Probability 0.0000 0.0000 0.0000 0.0000 
 
NYA 
1 + 𝑀 𝑟(𝑞) 0.500772 0.241185 0.118165 0.057187 
𝑍∗(𝑞) -13.72165 -11.76113 -9.099101 -6.684634 
Probability 0.0000 0.0000 0.0000 0.0000 
 
GSPC 
1 + 𝑀 𝑟(𝑞) 0.489955 0.235684 0.115832 0.056431 
𝑍∗(𝑞) -14.95326 -12.78079 -9.989827 -7.392619 
Probability 0.0000 0.0000 0.0000 0.0000 
 
GSPTSE 
1 + 𝑀 𝑟(𝑞) 0.510744 0.242816 0.119165 0.060301 
𝑍∗(𝑞) -10.84967 -9.910644 -7.755761 -5.597701 
Probability 0.0000 0.0000 0.0000 0.0000 
 
The probabilities of the different lags of Lo and Mackinlay (1992) conducted on the different American indices time series 
(except BVSP) indicate that these time series do not follow a random walk. Except for BVSP, all probabilities are null and 
inferior to 1%, hence we reject the null hypothesis of a random walk.  
D-2 Asia and Pacific Region: 
Table 15 reports the results of the variance ratio test of Lo and Mackinlay (1988) for Asia and the Pacific with four different 
lags (2, 4, 8 and 16).  
ISSN:2321-1098 
369 | P a g e  
 
Table 15. The results of the variance ratio test for Asia and the Pacific 
A.  
 
Index 
Variance ratios 
and test 
statistics 
 
q=2 
 
q=4 
 
q=8 
 
q=16 
 
AORD 
1 + 𝑀 𝑟(𝑞) 0.501422 0.249272 0.125361 0.063467 
𝑍∗(𝑞) -17.61083 -15.18500 -11.71526 -8.849948 
Probability 0.0000 0.0000 0.0000 0.0000 
 
BSESN 
1 + 𝑀 𝑟(𝑞) 0.557953 0.264466 0.128428 0.067343 
𝑍∗(𝑞) -14.87488 -14.14609 -11.41550 -8.762600 
Probability 0.0000 0.0000 0.0000 0.0000 
 
JKSE 
1 + 𝑀 𝑟(𝑞) 0.570094 0.298686 0.147637 0.071309 
𝑍∗(𝑞) -13.70231 -12.93724 -10.80344 -8.515112 
Probability 0.0000 0.0000 0.0000 0.0000 
 
KLSE 
1 + 𝑀 𝑟(𝑞) 0.484474 0.263696 0.124670 0.064015 
𝑍∗(𝑞) -5.131935 -4.659883 -4.269951 -3.776571 
Probability 0.0000 0.0000 0.0000 0.0002 
 
HSI 
1 + 𝑀 𝑟(𝑞) 0.509964 0.261202 0.124401 0.063540 
𝑍∗(𝑞) -12.94403 -11.15562 -9.145024 -7.739354 
Probability 0.0000 0.0000 0.0000 0.0000 
 
KS11 
1 + 𝑀 𝑟(𝑞) 0.553726 0.276595 0.130947 0.065444 
𝑍∗(𝑞) -15.97898 -14.66985 -11.75248 -8.869579 
Probability 0.0000 0.0000 0.0000 0.0000 
 
N225 
1 + 𝑀 𝑟(𝑞) 0.504235 0.245351 0.121283 0.062728 
𝑍∗(𝑞) -17.76304 -14.93889 -11.65063 -8.998419 
Probability 0.0000 0.0000 0.0000 0.0000 
 
NZ50 
1 + 𝑀 𝑟(𝑞) 0.560354 0.268464 0.127625 0.067666 
𝑍∗(𝑞) -9.496947 -8.601077 -6.916072 -5.242910 
Probability 0.0000 0.0000 0.0000 0.0000 
 
STI 
1 + 𝑀 𝑟(𝑞) 0.526697 0.271819 0.137618 0.068935 
𝑍∗(𝑞) -15.14406 -13.44317 -11.16493 -8.913606 
Probability 0.0000 0.0000 0.0000 0.0000 
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The probabilities of the variance ratio test of the different lags are null or almost null (inferior to 1%) for the Asian and 
Pacific time series and then we reject the null hypothesis of a random walk. Therefore, the Asian and pacific indices time 
series do not follow a random walk.  
D-3 Europe: 
Table 16 reports the results of the variance ratio test of Lo and Mackinlay (1988) for the European indices with four 
different lags (2, 4, 8 and 16). 
Table 16.The results of the variance ratio test for the European indices 
 
 
Index 
Variance ratios 
and test 
statistics 
 
q=2 
 
q=4 
 
q=8 
 
q=16 
 
AEX 
1 + 𝑀 𝑟(𝑞) 0.508782 0.242556 0.121397 0.062911 
𝑍∗(𝑞) -2.718267 -2.778850 -2.735924 -2.675438 
Probability 0.0066 0.0055 0.0062 0.0075 
 
GD.AT 
1 + 𝑀 𝑟(𝑞) 0.503114 0.251103 0.126433 0.063415 
𝑍∗(𝑞) -1.019394 -1.024271 -1.024064 -1.024598 
Probability 0.3080 0.3057 0.3058 0.3056 
 
ATX 
 
1 + 𝑀 𝑟(𝑞) 0.551123 0.269832 0.133812 0.067303 
𝑍∗(𝑞) -14.43883 -13.00665 -10.24269 -7.595761 
Probability 0.0000 0.0000 0.0000 0.0000 
 
BFX 
1 + 𝑀 𝑟(𝑞) 0.744171 0.248143 0.124155 0.061491 
𝑍∗(𝑞) -8.303242 -8.160258 -6.501331 -4.881997 
Probability 0.0000 0.0000 0.0000 0.0000 
 
CAC40 
1 + 𝑀 𝑟(𝑞) 0.515210 0.239834 0.121692 0.060957 
𝑍∗(𝑞) -18.45817 -16.40312 -12.52707 -9.367254 
Probability 0.0000 0.0000 0.0000 0.0000 
 
FTSE 
1 + 𝑀 𝑟(𝑞) 0.515244 0.232177 0.117691 0.061425 
𝑍∗(𝑞) -17.49077 -15.26873 -11.35386 -8.374632 
Probability 0.0000 0.0000 0.0000 0.0000 
 
GDAXI 
1 + 𝑀 𝑟(𝑞) 0.508529 0.238976 0.122246 0.062353 
𝑍∗(𝑞) -18.89708 -16.54933 -12.80609 -9.513925 
Probability 0.0000 0.0000 0.0000 0.0000 
 1 + 𝑀 𝑟(𝑞) 0.543237 0.263129 0.130944 0.062353 
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ISEQ 𝑍∗(𝑞) -9.051992 -8.756140 -6.916769 -5.077481 
Probability 0.0000 0.0000 0.0000 0.0000 
 
OMX20 
1 + 𝑀 𝑟(𝑞) 0.540075 0.252058 0.127308 0.064219 
𝑍∗(𝑞) -12.92239 -11.73288 -9.022937 -6.846275 
Probability 0.0000 0.0000 0.0000 0.0000 
 
OMXSPI 
1 + 𝑀 𝑟(𝑞) 0.525225 0.249984 0.122544 0.061119 
𝑍∗(𝑞) -14.23347 -12.73117 -10.05668 -7.636129 
Probability 0.0000 0.0000 0.0000 0.0000 
 
OSEAX 
1 + 𝑀 𝑟(𝑞) 0.511143 0.254168 0.125721 0.061384 
𝑍∗(𝑞) -12.67455 -10.79075 -8.179163 -6.065965 
Probability 0.0000 0.0000 0.0000 0.0000 
 
SSMI 
1 + 𝑀 𝑟(𝑞) 0.537999 0.250007 0.127266 0.066425 
𝑍∗(𝑞) -17.48491 -15.49987 -11.81157 -8.862045 
Probability 0.0000 0.0000 0.0000 0.0000 
 
The null hypothesis of a random walk is rejected for all time series of the different European indices and for all lags 
because the probabilities are all inferior to 1%. Therefore, the European indices do not follow a random walk.  
Given the weakness in the unit root tests robustness, we run, in addition to ADF and PP unit root tests which test the 
hypothesis of random walk, the KPSS stationarity test which also tests the hypothesis of random walk. We found that the 
null hypothesis of unit root is rejected for all the considered 28 indices, while the KPSS test was not conclusive because it 
gave different results for the indices. 
The null hypothesis of stationarity has been accepted for 18 indices and rejected for 10. However, checking stationarity of 
time series confirms the presence of predictable components and rejects the hypothesis of random walk. Among other 
things, the 10 indices for which we could not accept the hypothesis of stationarity do not necessarily follow a random walk. 
the variance ratio test of Lo and Mackinlay (1988) was successful and conclusive: All time series of the studied 28 indices 
do not follow a random walk. 
Moreover, we performed Breusch-Pagan/Cooke-Weisberg heteroscedasticity test to examine errors evolution. We 
concluded that the null hypothesis of errors homoscedasticity is rejected for 27 indices and accepted for one. This finding 
confirms that errors are independent variables, and consequently, there are predictable components in errors. Hence, we 
confirm that the 27 indices do not follow a random walk consistent with Blaga (2012) and Aga and Kocaman (2011). 
Our empirical study rejects the hypothesis of random walk for all the studied indices. This rejection implies that successive 
price changes can be predicted from historical values. The main causes behind rejecting a random walk can be mainly 
lack of transparent and asymmetrical information. 
Against these results, we reject our first hypothesis and accept the second. We confirm that the studied indices time series 
do not follow a random walk, and therefore we reject the hypothesis of financial markets efficiency in its weak form. This 
result corroborates those of Fama and French (1992.993), DeBondt and Thaler (2005), Lo and MacKinlay (1991), 
Jagadeesh and Titman (1993) and Shleifer and Vishny (1997). 
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