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Abstract
The inverse problem of estimating dielectric constants of explosives using boundary mea-
surements of one component of the scattered electric field is addressed. It is formulated as a
coefficient inverse problem for a hyperbolic differential equation. After applying the Laplace
transform, a new cost functional is constructed and a variational problem is formulated.
The key feature of this functional is the presence of the Carleman Weight Function for the
Laplacian. The strict convexity of this functional on a bounded set in a Hilbert space of an
arbitrary size is proven. This allows for establishing the global convergence of the gradient
descent method. Some results of numerical experiments are presented.
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1 Introduction
The detection and identification of explosive devices has always been of particular interest to
security and mine-countermeasures. One of the most popular techniques used for the purpose of
detection and identification is the Ground Penetrating Radar (GPR). Exploiting the energy of
backscattering electromagnetic pulses measured on a boundary, the GPR allows for mapping the
internal structures containing explosives. Although this concept is not new, combining the GPR
with quantitative imaging may significantly enhance the detection and especially identification
of explosive devices. This idea was recently proposed and developed in a series of publications.
For example, we mention [3, 5, 9, 10], where three-dimensional (3-d) quantitative imaging of
dielectric constants of targets mimicking explosives was performed using experimental backscat-
tering measurements; we also refer to [7] for 1-d imaging using real data collected in the field by
a Forward Looking Radar.
In the above works, the imaging problem was formulated as a Coefficient Inverse Problem
(CIP) for a time dependent wave-like PDE. The main question in performing quantitative imag-
ing is as follows: How to find a good approximation of the solution to the corresponding CIP
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2without any advanced knowledge of a small neighborhood of this solution? We call a numerical
method providing such an approximation globally convergent. As soon as this approximation is
found, a number of conventional locally convergent methods may be used to refine that approx-
imation, see, e.g., Chapters 4 and 5 of [3] for a two-stage numerical procedure.
It is well known that the objective functionals resulted from applying the traditional least-
squares method are usually nonconvex. This fact explains existence of multiple local minima
and ravines of those functionals. In turn, the latter leads to the local convergence of gradient
and Newton-like methods. That is, the convergence of these methods is guaranteed only if an
initial approximation lies in a small neighborhood of the solution. However, from our experience
working with experimental data (see above citations), we have observed that such a requirement
is not normally satisfied in practical situations.
In this paper we propose a new numerical method which provides the global convergence.
Currently there are two approaches to constructing globally convergent algorithms. They were
developed in a number of publications summarized in books [3, 8]. In particular, the above cited
works treating experimental data use the approach of [3]. The common part of both approaches
is the temporal Laplace transform. Let s > 0 be the parameter in the Laplace transform. We
assume that s ≥ s, where s is a large enough positive constant. Then, applying the Laplace
transform to the time-dependent wave-like PDE, one obtains a boundary value problem for a
nonlinear integral differential equation. However, the main difficulty then is that the integration
over the parameter s is required on the infinite interval (s,∞). In the convexification method
[8] that integral was truncated, and the residual was set to zero. Unlike this, in [3] the residual,
i.e., the so-called “tail function”, was approximated in an iterative process.
The open question is whether it is possible to avoid such a truncation. In other words,
whether it is possible to avoid a procedure of approximating the tail function. This question is
addressed in the current paper.
The main novelty here is that the truncation of the infinite integral is replaced by the
truncation of a series with respect to some s-dependent functions forming an orthonormal basis
in L2 (s,∞) . In this way, we obtain a coupled system of nonlinear elliptic equations with respect
to the x−dependent coefficients of the truncated series, where x ∈ R3. In addition, we construct
a least squares objective functional with a Carleman Weight Function (CWF) in it. The main
result is formulated in Theorem 4.2. Given a bounded set of an arbitrary size in a certain Hilbert
space, one can choose a parameter of the CWF such that this functional becomes strictly convex
on this set. This implies convergence of gradient methods in finding the unique minimizer of
the functional on that set, if it exists, starting from any point of that set. Since restrictions on
the diameter of that bounded set are not imposed, we call the latter global convergence and we
call that functional globally strictly convex. This idea also works in the case when the Fourier
transform is applied to the wave-like equation instead of the Laplace transform.
To demonstrate the computational feasibility of the proposed method, we perform a limited
numerical study in the 1-d case. In particular, we show numerically that if a locally convergent
algorithm starts from an approximation obtained by the proposed globally convergent algorithm,
then the accuracy of approximations can be significantly improved. On the other hand, if that
locally convergent algorithm starts from the background medium, then it may fail to perform
well. In section 2 we formulate our inverse problem and theorems in 3-d. In sections 3–5 we
prove these theorems. In section 6 we briefly summarize the special case of the 1-d problem.
Section 7 describes some details of the numerical implementation in the 1-d case. Finally, in
section 8 we demonstrate the numerical performance of the proposed algorithm.
32 The 3-d coefficient inverse problem
Below x = (x1, x2, x3) ∈ R3. Let Ω ⊂ R3 be a convex bounded domain with a piecewise-smooth
boundary ∂Ω. We define S∞ := ∂Ω × (0,∞) . Let the function c (x) satisfies the following
conditions
c ∈ C1+α (R3) , c0 ≤ c (x) ≤ 1 + d,∀x ∈ R3, c (x) = 1, x ∈ R3Ω, (1)
where the numbers c0 ∈ (0, 1) and d > 0 are given. In this paper, Cm+α denotes Ho¨lder spaces,
where m ≥ 0 is an integer and α ∈ (0, 1). Consider the following Cauchy problem
c (x) utt = ∆u (x, t) + δ(x3 − x03)f(t), (x, t) ∈ R3 × (0,∞) , (2)
u (x, 0) = 0, ut (x, 0) = 0. (3)
The coefficient c (x) represents the spatially distributed dielectric constant. Here c(x) is nor-
malized so that its value in the background medium, i.e., in R3 \ Ω, equals 1. The function
u (x, t) represents one of components of the electric field generated by an incident plane wave
propagating along the x3−axis and excited at the plane
{
x3 = x
0
3
}
, where x03 /∈ Ω. The func-
tion f (t) 6≡ 0 is continuous and bounded which represents the time-dependent waveform of the
incident plane wave. Of course, the propagation of electromagnetic waves should be modeled by
the Maxwell’s equations. However, there are two reasons for us to use the scalar equation (2).
The first reason is that most GPR systems provide only scalar data instead of three components
of the electric field. For example, in the experiments used in [3, 5, 7, 9, 10] only one component
of the electric field was generated by the source and the detector measured only that component
of the backscattering electric field. The second reason is that it was demonstrated numerically
in [4] that if the incident wave has only one non-zero component of the electric field, then this
component dominates the other two. Moreover, equation (2) approximates well the propagation
of that component even in 3-d [4].
CIP 1: Suppose that conditions (1)–(3) are satisfied and that the plane
{
x3 = x
0
3
} ⊂(
R3 \ Ω). Determine the coefficient c(x) for x ∈ Ω, assuming that the following function p1(x, t)
is known
u|S∞ = p1(x, t). (4)
The function p1(x, t) in (4) models a boundary measurement. Having p1(x, t), one can
uniquely solve the initial value problem (2)–(3) outside of the domain Ω. Hence, the normal
derivative is also known:
∂nu |S∞= p2 (x, t) . (5)
We note that the knowledge of functions p1(x, t) and p2 (x, t) on an infinite rather than finite
time interval is not a serious restriction of our method, since the Laplace transform, which we
use, effectively cuts off values of these functions for large t. In addition, if the incident plane
wave is excited on a finite time interval, the scattered wave will eventually vanish, as we observed
in our experiments in [3, 5, 7, 9, 10]. In practice, incident waves are usually excited for a short
period of time.
3 The coupled system of nonlinear elliptic equations
Consider the Laplace transform u˜(x, s) := (Lu) (x, s) = ∫∞0 u (x, t) e−stdt, s > 0, where s is
referred to as the pseudofrequency. We also denote by f˜(s) = (Lf) (s) the Laplace transform
4of f(t). Consider s ≥ s(d) > 0, where the number s (d) is large enough, so that the Laplace
transforms of u and its derivatives Dβu, |β| = 1, 2, converge absolutely. The number d is defined
in (1). We assume that f˜(s) 6= 0 for all s ≥ s(d). Define w(x, s) := u˜(x, s)/f˜(s). Then, this
function satisfies the equation:
∆w(x, s)− s2c(x)w(x, s) = −δ(x3 − x03), x ∈ R3, s ≥ s (d) . (6)
Define w0 (x3, s) := e
−s|x3−x03|/(2s). Note that w0(x3, s) tends to zero as |x3| → ∞. The function
w0 (x3, s) is the unique solution of equation (6) in the case c(x) ≡ 1 which tends to zero as
|x3| → ∞. It is shown in Theorem 3.1 of [10] that in the case f (t) = δ (t)
lim
|x|→∞
[w (x, s)− w0(x3, s)] = 0 (7)
and that the function w (x, s) can be represented in the form
w (x, s) = w0 (x3, s) + ŵ (x, s) , where ŵ (x, s) ∈ C2+α
(
R3
)
, ∀s ≥ s (d) . (8)
Furthermore, the same theorem claims that w(x, s) > 0 for all s > s (d). Thus, we assume
these properties in our algorithm even if f (t) 6= δ (t) . Next, define v := (lnw)/s2. Substituting
w = evs
2
into (6) and keeping in mind that Ω ∩ {x3 = x03} = ∅, we obtain
∆v + s2|∇v|2 = c(x), x ∈ Ω. (9)
Hence, if the function v is known, then the coefficient c(x) can be computed directly using
(9). We define q := ∂v/∂s. Thus, v (x, s) = −
∞∫
s
q (x, τ) dτ. Note that this converges absolutely
together with its derivatives with respect to x up to the second order. The latter is true if
certain non-restrictive conditions are imposed on the function c (x) (see Lemma 6.5.2 in [8]),
and we assume that these conditions are in place. Hence, differentiating (9) with respect to s
leads to the following nonlinear integral differential equation as mentioned in Introduction:
∆q − 2s2∇q
∞∫
s
∇q (x, τ) dτ + 2s( ∞∫
s
∇q (x, τ) dτ)2 = 0, x ∈ Ω, s ≥ s (d) . (10)
In addition, the following two boundary functions ϕ (x, s), ψ (x, s) can be derived from functions
p1 (x, t), p2 (x, t) in (4) and (5)
q |∂Ω= φ (x, s) , ∂nq |∂Ω= ψ (x, s) , s ≥ s (d) . (11)
We have obtained the nonlinear boundary value problem (10)–(11) for q (x, s) . If this function
is found, then the coefficient c (x) can be easily found via backwards calculations. Therefore,
the central focus should be on the solution of the problem (10)–(11).
We remark that functions p1 (x, t) , p2 (x, t) are results of measurements. Hence, they con-
tain noise. Although one needs to calculate the first derivative with respect to s of functions
(Lp1) (x, s), (Lp2) (x, s) in order to find functions φ (x, s), ψ (x, s) , it was observed in [3] that
this can be done in a stable way, since the Laplace transform smooth out the that noise. In
addition, in our numerical computation we also remove high frequency noise by truncating high
order Fourier coefficients in the Fourier transformed data.
5There have been two globally convergent method proposed by our group so far [3, 8]. The
common point of both methods is that the integral in (10) is written as
∞∫
s
∇q(x, τ)dτ =
s¯∫
s
∇q(x, τ)dτ +∇V (x, s¯), ∇V (x, s¯) =
∞∫
s¯
∇q(x, τ)dτ.
The function V is called the “tail function”. In the method of [8] this tail function was set to
be zero, whereas in [3] it was approximated in an iterative process.
The key novelty of the method of this paper is that it does not truncate the integral over
s in (10) as in the above methods. Instead, we represent the function q(x, s) as a series with
respect to an orthonormal basis of L2(s,∞). Using this representation, the integral over the
infinite interval (s,∞) in (10) can be easily computed. Let {fn (s)}∞n=0 ⊂ L2 (s (d) ,∞) be an
orthonormal basis in L2 (s (d) ,∞) such that {fn (s)}∞n=0 ⊂ L1 (s (d) ,∞) . As an example, one
can consider Laguerre functions [1]
Ln (s) = e
−s/2
n∑
k=0
(−1)k Ckn
sk
k!
, s ∈ (0,∞) , Ckn =
n!
(n− k)!k! .
Next, we set fn (s) := Ln (s− s (d)) , s ∈ (s (d) ,∞) . It can be verified that q (x, s) ∈ L2 (s (d) ,∞) ,∀x ∈
Ω. Hence, one can represent the function q (x, s) as
q (x, s) =
∞∑
n=0
qn (x) fn (s) ≈
N−1∑
n=0
qn (x) fn (s) , s ≥ s (d) , (12)
whereN is a sufficiently large integer which should be chosen in numerical experiments. Consider
the vector of coefficients in the truncated series (12) Q (x) = (q0, ..., qN−1) (x) ∈ RN . Substituting
the truncated series (12) into (10), we obtain
N−1∑
n=0
∆qn(x)fn(s)− 2s2
N−1∑
m=0
N−1∑
n=0
∇qm(x)∇qn(x)fm(s)
∞∫
s
fn(τ)dτ
+ 2s
N−1∑
m=0
N−1∑
n=0
∇qm(x)∇qn(x)
∞∫
s
fm(τ)dτ
∞∫
s
fn(τ)dτ = 0.
(13)
To be precise, one should have “≈” instead of “=” in (13) due to the truncation (12). Mul-
tiplying both sides of (13) by fk(s), integrating over (s (d) ,∞) and keeping in mind the fact
that {fn(s)}∞n=0 is an orthonormal basis in L2(s,∞), we obtain the following system of coupled
nonlinear elliptic equations:
∆qk(x) +
N−1∑
m=0
N−1∑
n=0
Fkmn∇qm(x)∇qn(x) = 0, k = 0, . . . , N − 1, x ∈ Ω, (14)
where the numbers Fkmn, k,m, n ∈ {0, . . . , N − 1}, are given by
Fkmn =
∞∫
s(d)
2sfk(s)
( ∞∫
s
fm(τ)dτ
∞∫
s
fn(τ)dτ
)
ds−
∞∫
s(d)
2s2fk(s)fm(s)
( ∞∫
s
fn(τ)dτ
)
ds.
6The boundary conditions for qn are obtained by substituting again the truncated series (12) into
(11). For the convenience of the following analysis, we rewrite system (14) together with the
boundary conditions as the following boundary value problem with over-determined boundary
conditions. Note that we have both Dirichlet and Neumann boundary conditions
∆Q+ F (∇Q) = 0, (15)
Q |∂Ω= Φ(x) , ∂nQ |∂Ω= Ψ(x) , (16)
where the boundary vector functions Φ (x) ,Ψ(x) ∈ RN are computed from the functions
ϕ (x, s) , ψ (x, s) and F : R3N → RN , F = (F0, ..., FN−1) ∈ C∞
(
R3N
)
with
Fk(∇Q) =
N−1∑
m=0
N−1∑
n=0
Fkmn∇qm(x)∇qn(x), k = 0, . . . , N − 1.
If we can find an approximate solution of the problem (15)–(16), then we can find an ap-
proximation for the function q via the truncated series (12). Therefore, we focus below on the
method of approximating the vector function Q (x) .
Let F˜ (x) =
(
F˜0, ..., F˜N−1
)
(x) , x ∈ Ω, be a vector function and H be a Hilbert space. Below
any statement that F˜ ∈ H means that every component of the vector F˜ belongs to H. The
norm
∥∥∥F˜∥∥∥
H
means ∥∥∥F˜∥∥∥
H
=
(N−1∑
n=0
∥∥∥F˜n∥∥∥2
H
)1/2
.
4 Globally Convex Cost Functional
Our ultimate goal is to apply this method to the inversion of experimental data of [5, 9, 10].
Thus, just as in these references, below Ω is chosen to be a rectangular parallelepiped. Without
loss of generality, it is convenient to assume that
Ω = {x = (x1, x2, x3) : (x1, x2) ∈ (−A,A) , x3 ∈ (0, 1/2)} ,
where A > 0 is a number. Thus, ∂Ω = Γ1 ∪ Γ2 ∪ Γ3, where
Γ1 = {x ∈ ∂Ω|x3 = 0} , Γ2 = {x ∈ ∂Ω|x3 = 1/2} , Γ3 = Ω (Γ1 ∪ Γ2) .
As in [5, 9, 10], Γ1 is considered as the backscattering side, where the data are measured.
Although measurements were not performed on Γ2∪Γ3, it was demonstrated in these references
that assigning
w(x, s) |Γ2∪Γ3 := w0(x, s) |Γ2∪Γ3 (17)
does not affect the accuracy of the reconstruction via the technique of [3]. This is probably
because of the condition (7). Thus, we now relax conditions (16), assuming that the normal
derivative is given only on Γ1, the Dirichlet condition is given on Γ1 ∪ Γ3 and no boundary
condition is given on Γ2,
Q |Γ1∪Γ3= Φ(x) , ∂nQ |Γ1= Ψ(x) . (18)
7Let us introduce a CWF for the Laplace operator which is suitable for this domain Ω and
for boundary conditions (18). Let a, ξ ∈ (0, 1/2) be two arbitrary numbers. Let λ, ν > 1 be two
large parameters which we will choose later. Then the CWF has the form
ϕλ,ν (x3) = e
λ(x3+ξ)
−ν
e−λ(a+ξ)
−ν
. (19)
Hence,
lim
λ→∞
ϕλ,ν (1/2) = 0. (20)
Lemma 4.1 establishes a Carleman estimate for the operator ∆ in the domain Ω with the weight
function (19). The proof of this lemma is almost identical to the proof of Lemma 6.5.1 of [3]
and is therefore omitted.
Lemma 4.1. There exist sufficiently large numbers λ0 = λ0 (Ω) > 1, ν0 = ν0 (Ω, a, ξ) > 1
depending only on the listed parameters such that for an arbitrary function u ∈ H2 (Ω) satisfying
u |Γ3= 0 the following Carleman estimate holds for all λ ≥ λ0 and with a constant C = C (Ω) > 0
depending only on the domain Ω∫
Ω
(∆u)2 ϕ2λ,ν0dx+ C
(
‖u |Γ1‖2H1(Γ1) + ‖∂nu |Γ1‖
2
L2(Γ1)
)
e2λξ
−ν0
≥ C
∫
Ω
(
λ |∇u|2 + λ3u2
)
ϕ2λ,ν0dx− Cϕ2λ,ν0 (1/2)
∫
Γ2
(
|∇u|2 + u2
)
dx2dx3.
(21)
Below C = C (Ω) > 0 denotes different constants depending only on the domain Ω. Let
R > 0 be an arbitrary number. Define the set G of vector functions Q as
G = G (R,Φ,Ψ) =
{
Q = (q0, ..., qN−1)
T ∈ H3 (Ω) : ‖Q‖H3(Ω) < R,
Q |Γ1∪Γ3= Φ(x) , ∂nQ |Γ1= Ψ(x) .
(22)
Then G is an open set in H3 (Ω) . Also, Embedding Theorem implies that
G ⊂ C1 (Ω) , ‖Q‖C1(Ω) < CR,∀Q ∈ G. (23)
Let ν0 = (Ω, a, ξ) > 1 be the number in Lemma 4.1. Denote Ωa = Ω ∩ {x3 < a} . We seek the
solution Q of the problem (15), (18) on the set G via minimizing the following Tikhonov-like
cost functional with the CWF ϕ2λ,ν0 and with the regularization parameter α ∈ (0, 1)
Jλ,α (Q) =
1
2
∫
Ω
[∆Q+ F (∇Q)]2 ϕ2λ,ν0dx+
α
2
‖Q‖2H3(Ω) , Q ∈ G (R,Φ,Ψ) . (24)
Theorem 4.2. There exists a sufficiently large number λ1 = λ1 (Ω, G, F ) > 1 depending only
on Ω, G, F such that if λ ≥ λ1 and α ∈
[
ϕ2λ,ν0 (1/2) , 1
)
, then the functional Jλ,α (Q) is strictly
convex on the set G, i.e., there exists a constant C1 = C1 (Ω, G, F ) > 0 depending only on
Ω, G, F such that for all Q1, Q2 ∈ G
Jλ,α (Q2)− Jλ,α (Q1)− J ′λ,α (Q1) (Q2 −Q1)
≥ C1 ‖Q2 −Q1‖2H1(Ωa) +
α
2
‖Q2 −Q1‖2H3(Ω) ,
(25)
where J ′λ,α (Q1) is the Fre´chet derivative of the functional Jλ,α at the point Q1.
8Proof. The existence of the Fre´chet derivative of the functional Jλ,α is shown in the proof.
Everywhere below C1 = C1 (Ω, G, F ) > 0 denotes different positive constants depending only on
the listed parameters. Denote h = Q2 −Q1. Then by (22)
h |Γ1∪Γ3= 0, hx3 |Γ1= 0. (26)
Denote H30 (Ω) the subspace of the space H
3 (Ω) consisting of vector functions satisfying condi-
tions (26). Let F ′ (∇Q) be the N ×N matrix,
F ′ (∇Q) (x) =
(
∂Fi
∂qjxk
(∇Q (x))
)(N,N−1,3)
(i,j,k)=(1,0,1)
, qjxk (x) =
∂qj (x)
∂xk
.
Hence, (23) implies that ∣∣F ′ (∇Q) (x)∣∣ ≤ C1,∀Q ∈ G (R,Φ,Ψ) ,∀x ∈ Ω. (27)
Next, by Taylor’s formula
F (∇Q2) := F (∇Q1 +∇h) = F (∇Q1) + F ′ (∇Q1)∇h+ P (∇Q1,∇h) ,∀x ∈ Ω.
where
|P (∇Q1,∇h)| (x) ≤ C1 |∇h (x)|2 ,∀x ∈ Ω. (28)
Hence, for all x ∈ Ω
[(∆Q1 +∆h) + F (∇Q1 +∇h)]2
=
[
∆Q1 + F (∇Q1) + ∆h+ F ′ (∇Q1)∇h+ P (∇Q1,∇h)
]2
= (∆Q1 + F (∇Q1))2 + 2 (∆Q1 + F (∇Q1))
[
∆h+ F ′ (∇Q1)∇h
]
+ (∆h)2
+ 2P (∇Q1,∇h)∆h+ P 2 (∇Q1,∇h)
+ 2P (∇Q1,∇h)
[
∆Q1 + F (∇Q1) + ∆h+ F ′ (∇Q1)∇h
]
.
(29)
By (28) and the Cauchy-Schwarz inequality 2P (∇Q1,∇h)∆h ≥ − (∆h)2 /2 − C1 |∇h (x)|2 .
Hence, using (27)–(29), we obtain
[∆Q1 +∆h+ F (∇Q1 +∇h)]2 − [∆Q1 + F (∇Q1)]2
− 2 [∆Q1 + F (∇Q1)]
[
∆h+ F ′ (∇Q1)∇h
] ≥ 1
2
(∆h)2 − C1 (∇h)2 .
(30)
On the other hand,
α
2
‖Q1 + h‖2H3(Ω) =
α
2
‖Q1‖2H3(Ω) +
α
2
‖h‖2H3(Ω) + α (Q1, h)H3(Ω) ,
where (, )H3(Ω) is the scalar product in H
3 (Ω) . It follows from (29) that
J ′λ,α (Q1)h =
∫
Ω
[∆Q1 + F (∇Q1)]
[
∆h+ F ′ (∇Q1)∇h
]
+ α (Q1, h)H3(Ω) . (31)
The right hand side of (31) is a bounded linear functional acting on the function h ∈ H30 (Ω) .
Hence, Riesz theorem and (31) imply that there exists an element M (Q1) ∈ H30 (Ω) such that
9J ′λ,α (Q1) h = (M (Q1) , h)H3(Ω) ,∀h ∈ H30 (Ω) . Thus, the Fre´chet derivative J ′λ,α (Q) of the
functional Jλ,α (Q) exists and J
′
λ,α (Q) =M (Q) ,∀Q ∈ G (R,Φ,Ψ) . By (29)–(31)
Jλ,α (Q1 + h)− Jλ,α (Q1)− J ′λ,α (Q1) h
≥
∫
Ω
[
1
4
(∆h)2 − C1 (∇h)2
]
ϕ2λ,ν0dx+ α ‖h‖2H3(Ω) . (32)
For x ∈ Ωa, ϕ2λ,ν0 (x) ≥ ϕ2λ,ν0 (a) = 1. Hence, by Lemma 4.1 for sufficiently large λ ≥ λ1 =
λ1 (Ω, G, F ) > 1
∫
Ω
[
1
4
(∆h)2 − C1 (∇h)2
]
ϕ2λ,ν0dx ≥ C1
∫
Ω
[
λ |∇ (h)|2 + λ3h2
]
ϕ2λ,ν0dx
− C1ϕ2λ,ν0 (1/2)
∫
Γ2
(
|∇h|2 + h2
)
dx2dx3
≥ C1 ‖Q2 −Q1‖2H1(Ωa) − C1ϕ2λ,ν0 (1/2) ‖Q2 −Q1‖2H3(Ω) .
(33)
By (20) the lower boundary of α ≥ ϕ2λ,ν0 (1/2) tends to zero as λ→∞ and also
α
2
‖Q2 −Q1‖2H3(Ω) ≥
1
2
ϕ2λ,ν0 (1/2) ‖Q2 −Q1‖2H3(Ω) .
Hence, (32) and (33) imply (25). 
Corollary 4.3 (Uniqueness). There exists at most one vector function Q ∈ G satisfying condi-
tions (15), (18).
Proof. Let J˜λ,α (Q) = Jλ,α (Q)− α ‖Q‖H3(Ω) /2. Suppose that there exist two vector func-
tions Q1, Q2 ∈ G satisfying conditions (15), (18). Then J˜λ,α (Q1) = J˜λ,α (Q2) = 0. On the other
hand, J˜λ,α (Q) ≥ 0,∀Q ∈ G. Hence, Q1 and Q2 are points of minimum of the functional J˜λ,α (Q) .
Hence, J˜ ′λ,α (Q1) = J˜
′
λ,α (Q2) = 0. Hence, repeating the proof of Theorem 4.2, we obtain the
following analog of (33)
‖Q2 −Q1‖2H1(Ωa) ≤ ϕ2λ,ν0 (1/2) ‖Q2 −Q1‖2H3(Ω) . (34)
Setting in (34) λ → ∞ and using (20), we obtain Q1 = Q2 in Ωa. Since a ∈ (0, 1/2) is an
arbitrary number, then Q1 = Q2 in Ω. 
5 Global convergence of the gradient descent method
It is well-known that the gradient descent method is globally convergent for functionals which
are strictly convex on the entire space. However, the functional (24) is strictly convex only
on the bounded set G (R,Φ,Ψ). Therefore we need to prove the global convergence of this
method on this set. Suppose that a minimizer Qmin of (24) exists on G (R,Φ,Ψ). In the
regularization theory Qmin is called regularized solution of the problem (15), (18) [3]. Theorem
4.2 guarantees that such a minimizer is unique. First, we estimate in this section the distance
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between regularized and exact solutions, depending on the level of error in the data. Next, we
establish that Theorem 4.2 implies that the gradient descent method of the minimization of the
functional (24) converges to Qmin if starting at any point of this set, i.e., it converges globally.
In addition, we estimate the distance between points of the minimizing sequence of the gradient
descent method and the exact solution of the problem. In principle, global convergence of other
gradient methods for the functional (24) can also be proved. However, we are not doing this for
brevity.
5.1 The distance between regularized and exact solutions
Following one of concepts of Tikhonov for ill-posed problems (see, e.g., section 1.4 in [3]), we
assume that there exist noiseless boundary data Φ∗ (x) and Ψ∗ (x) which correspond to the exact
solution Q∗ of the problem (15), (18). Also, we assume that functions Φ (x) and Ψ (x) at the
part Γ1 of the boundary contain an error of the level δ,
‖Φ− Φ∗‖H1(Γ1) ≤ δ, ‖Ψ−Ψ∗‖L2(Γ1) ≤ δ. (35)
On the other hand, we do not assume any error in the function Φ at Γ2 ∪ Γ3, see a heuristic
condition (17), which was justified numerically in [5, 9, 10]. Theorem 5.1 estimates the distance
between Qmin and Q
∗ in the norm of H1 (Ωa) , which might be sufficient for computations. Note
that while in Theorem 4.2 we have compared functions Q1 and Q2 satisfying the same boundary
conditions, functions Qmin and Q
∗ in Theorem 5.1 satisfy different boundary conditions, because
of the error in the data.
Theorem 5.1. Assume that conditions of Theorem 4.2 hold and λ ≥ λ1. In addition, as-
sume that conditions (35) are satisfied and also Φ |Γ3= Φ∗ |Γ3 . Suppose that there exists
an exact solution Q∗ of the problem (15), (18) and Q∗ ∈ G (R,Φ∗,Ψ∗) . In addition, as-
sume that there exists a minimizer Qmin ∈ G (R,Φ,Ψ) of the functional Jλ,α. Let the number
δ0 = δ0 (Ω, G, F, a, ξ) ∈ (0, 1) be so small that
δ
−ξ−ν0/2
0 > λ1. (36)
Let δ ∈ (0, δ0) . Choose the regularization parameter α in (24) as α = α (δ) = δ2γ , where
2γ =
ξν0
2 (a+ ξ)ν0
[
1− ξ
ν0
(a+ ξ)ν0
]
∈
(
0,
1
2
)
.
Then α ∈
(
ϕ2λ,ν0 (1/2) , 1
)
(as in Theorem 4.2) and
‖Q∗ −Qmin‖H1(Ωa) ≤ C1δγ , ∀δ ∈ (0, δ0) . (37)
Proof. Denote h = Q∗ − Qmin. In the proof of Theorem 4.2 the function h = Q2 − Q1
satisfies zero boundary conditions (26). Now, however, the only zero condition for the function
h is h |Γ3= 0. Still, it is obvious that one can slightly modify the proof of Theorem 4.2 for the
case of non-zero Dirichlet and Neumann boundary conditions for h at Γ1. To do so, we take into
account the second term on the left hand side of (21). Thus,(∥∥h |Γ1∥∥2H1(Γ1) + ∥∥∂nh |Γ1∥∥2L2(Γ1)) e2λξ−ν0 + Jλ,α (Q∗)− Jλ,α (Qmin)
−J ′λ,α (Qmin)h ≥ C1 ‖Q2 −Q1‖2H1(Ωa) +
α
2
‖Q2 −Q1‖2H3(Ω) ,∀λ ≥ λ1. (38)
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By (35) (∥∥h |Γ1∥∥2H1(Γ1) + ∥∥∂nh |Γ1∥∥2L2(Γ1)) e2λξ−ν0 ≤ δ2e2λξ−ν0 . (39)
Since δ ∈ (0, δ0) , then it follows from (36) that one can choose λ = λ (δ) > λ1 such that
δ2e2λξ
−ν0 = δ. Thus, λ = λ (δ) = ln δ−ξ
ν0/2. It can be easily verified that the above choice
α = α (δ) = δ2γ guarantees that α ∈
(
ϕ2λ,ν0 (1/2) , 1
)
. Hence, (38) and (39) imply that for such
λ
‖Q∗ −Qmin‖2H1(Ωa) ≤ C1δ + Jλ,α (Q∗)− Jλ,α (Qmin)− J ′λ,α (Qmin)h. (40)
Next, since Q∗ is the exact solution of the problem (15), (18), then ∆Q∗ + F (∇Q∗) = 0 in
Ω. Hence, (24) implies that
Jλ,α (Q
∗) =
α
2
‖Q∗‖2H3(Ω) ≤ αR2 = δ2γR2. (41)
Finally, since J ′λ,α (Qmin)h = 0, −Jλ,α (Qmin) ≤ 0 and δ < δ2γ , then (40) and (41) imply that
‖Q∗ −Qmin‖H1(Ωa) ≤ C1δγ , which establishes (37). 
5.2 Global convergence of the gradient descent method
We now formulate the gradient descent method with the constant step size β for the problem
of the minimization of the functional Jλ,α. For brevity we do not indicate the dependence of
functions Qn on parameters λ, α, β. Let Q1 ∈ G (R/4,Φ,Ψ) be an arbitrary point of the set
G (R/4,Φ,Ψ). Consider the sequence {Qn}∞n=1 of the gradient descent method,
Qn+1 = Qn − βJ ′λ,α (Qn) , n = 1, 2, ... (42)
Theorem 5.2. Choose parameters λ1, ν0, α as in Theorem 4.2 and let λ ≥ λ1. Assume that the
functional Jλ,α achieves its minimal value on the set G (R,Φ,Ψ) at a point Qmin ∈ G (R/4,Φ,Ψ)
Consider the sequence (42), in which the starting point Q1 is an arbitrary point of the set
G (R/4,Φ,Ψ). Then there exists a sufficiently small number β = β (λ, α,G (R,Φ,Ψ)) ∈ (0, 1)
and a number θ = θ (β) ∈ (0, 1) ,both dependent only on the listed parameters, such that the
sequence (42) converges to the point Qmin,
‖Qn+1 −Qmin‖H3(Ω) ≤ θn ‖Q1 −Qmin‖H3(Ω) , n = 1, 2, ... (43)
In addition, assume that there exists an exact solution Q∗ ∈ G (R/5,Φ∗,Ψ∗) of the problem (15),
(18) and that all conditions of Theorem 5.1 hold. Then for all δ ∈ (0, δ0) the following estimate
holds
‖Qn+1 −Q∗‖H1(Ωa) ≤ θn ‖Q1 −Qmin‖H3(Ω) + C1δγ , n = 1, 2, .. (44)
Proof. Consider the nonlinear operator Z (Q) = ∆Q + F (∇Q) in (15). Then Z :
G (R,Φ,Ψ) → Lλ,ν02 (Ω) , where the space Lλ,ν02 (Ω) is defined as the space of vector functions
f (x) = (f0, ..., fN−1) (x) , x ∈ Ω such that
Lλ,ν02 (Ω) =
f : ‖f‖2Lλ,ν02 (Ω) =
∫
Ω
f2ϕ2λ,ν0dx <∞
 .
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Hence, the Fre´chet derivative Z ′ (Q) : H3 (Ω)→ Lλ,ν02 (Ω) at any point Q ∈ G (R,Φ,Ψ) acting on
an element h (x) = (h0, h1, ..., hN−1) (x) ∈ H30 (Ω) is defined as Z ′ (Q) h = ∆h+F ′ (∇Q)∇h. Let
L
(
H30 (Ω) , L
λ,ν0
2 (Ω)
)
be the space of bounded linear operators mapping H30 (Ω) in L
λ,ν0
2 (Ω) . It
follows from results of section 8.2 of the book [2] that in order to prove this theorem, we should
prove first that norms ‖Z ′ (Q)‖
L
(
H3
0
(Ω),L
λ,ν0
2
(Ω)
) are uniformly bounded for Q ∈ G (R,Φ,Ψ) .
Second, we should prove that the map
Z ′ (Q) : G (R,Φ,Ψ)→ L
(
H30 (Ω) , L
λ,ν0
2 (Ω)
)
(45)
is Lipschitz continuous on the set G (R,Φ,Ψ). It follows from the above that∥∥Z ′ (Q)h∥∥
L
λ,ν0
2
(Ω)
≤ C1eλξ−ν0 ‖h‖H3(Ω) ,∀h ∈ H30 (Ω) ,∀Q ∈ G (R,Φ,Ψ) .
Hence, ∥∥Z ′ (Q)∥∥
L
(
H3
0
(Ω),L
λ,ν0
2
(Ω)
) ≤ C1eλξ−ν0 ,∀Q ∈ G (R,Φ,Ψ) . (46)
To prove the Lipschitz continuity of the map (45), we need to estimate the norm ‖Z ′ (Q1) h− Z ′ (Q2)h‖Lλ,ν0
2
(Ω)
,
for Q1, Q2 ∈ G (R,Φ,Ψ) , h ∈ H30 (Ω) . We have
Z ′ (Q1) h− Z ′ (Q2)h =
[
F ′ (∇Q1)− F ′ (∇Q2)
]∇h.
Since F ∈ C∞ (R3N) , then |[F ′ (∇Q1)− F ′ (∇Q2)]∇h| (x) ≤ C1 ‖Q1 −Q2‖H3(Ω) |∇h| (x), ∀Q1, Q2 ∈
G (R,Φ,Ψ) ,∀h ∈ H30 (Ω) ,∀x ∈ Ω. Hence,∥∥Z ′ (Q1)h− Z ′ (Q2) h∥∥Lλ,ν0
2
(Ω)
≤ C1eλξ−ν0 ‖Q1 −Q2‖H3(Ω) ‖h‖H3(Ω) , (47)
which proves the Lipschitz continuity of the map (45). Hence, Theorem 4.2, (46), (47) and the
result of section 8.2 of the book [2] guarantee that (43) holds, as long as
Qn ∈ G (R,Φ,Ψ) ,∀n = 1, 2, ... (48)
We show now that (48) is true. Since Q1, Qmin ∈ G (R/4,Φ,Ψ) , then
‖Q1 −Qmin‖H3(Ω) < R/2. (49)
It follows from (31) that norms ‖J ′λ,α (Q) ‖H3(Ω) are uniformly bounded for all Q ∈ G (R,Φ,Ψ) .
Choose a sufficiently small number β = β (λ, α,G (R,Φ,Ψ)) ∈ (0, 1) such that
β‖J ′λ,α (Q) ‖H3(Ω) < R/4, ∀Q ∈ G (R,Φ,Ψ) . (50)
Hence, (42) and (50) imply that ‖Q2‖H3(Ω) ≤ R/4 + R/4 = R/2. Hence, Q2 ∈ G (R,Φ,Ψ) .
Thus, (43) is true for n = 1. By (43) and (49) ‖Q2 −Qmin‖H3(Ω) ≤ θR/2. Next, ‖Q2‖H3(Ω) ≤
‖Q2 −Qmin‖H3(Ω) + ‖Qmin‖H3(Ω) . Hence,
‖Q2‖H3(Ω) ≤ ‖Qmin‖H3(Ω) +
R
2
θ <
(
1
4
+
θ
2
)
R <
3
4
R.
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Suppose that Q2, ..., Qn ∈ G (3R/4,Φ,Ψ). Then (43) holds for these terms. By (42) and (50)
‖Qn+1‖H3(Ω) < 3R/4 + R/4 = R. Hence, Qn+1 ∈ G (R,Φ,Ψ) . Hence, by (49) and the triangle
inequality
‖Qn+1‖H3(Ω) ≤ ‖Qmin‖H3(Ω) +
R
2
θn <
(
1
4
+
θn
2
)
R <
3
4
R.
Hence, Qn+1 ∈ G (3R/4,Φ,Ψ). Thus, we have established that (48) holds, which, in turn implies
(43).
Now we prove (44). Using (37), (43) and the triangle inequality, we obtain
θn ‖Q1 −Qmin‖H3(Ω) ≥ ‖Qn+1 −Qmin‖H3(Ω) ≥ ‖Qn+1 −Qmin‖H1(Ωa)
≥ ‖Qn+1 −Q∗‖H1(Ωa) − ‖Q∗ −Qmin‖H1(Ωa) ≥ ‖Qn+1 −Q∗‖H1(Ωa) − C1δγ .
Thus, ‖Qn+1 −Q∗‖H1(Ωa) ≤ θn ‖Q1 −Qmin‖H3(Ω) + C1δγ , which is (44). 
6 The 1-d coefficient inverse problem
In this section we consider the 1-d analog of the above CIP. Our motivation for considering
this case is twofold. First, in some practical cases, only 1-d data are available, see, e.g., [7] for
experimental data measured by US Army Research Laboratory for devices mimicking explosives,
which is our target application. Second, since numerical computation of the 1-d problem is simple
and fast, we can use it to quickly analyze influence of different parameters on the performance
of the algorithm in order to choose optimal ones which may be used for the 3-d case as well.
Analytical results for our 1-d CIP are quite similar to the 3-d case. Therefore, we only briefly
state them below.
The forward problem in the 1-d case is
c (x) utt = uxx + δ(x− x0)f(t), (x, t) ∈ R× (0,∞) , (51)
u (x, 0) = 0, ut (x, 0) = 0. (52)
For simplicity, we choose Ω = (0, b), where b > 0 is a constant, and the function c (x) satisfies
the following analogs of conditions (1)
c ∈ C1+α (R) , 0 < c0 ≤ c (x) ≤ 1 + d,∀x ∈ R, c (x) = 1, x /∈ (0, b) . (53)
CIP 2. Suppose that in (51) the source location x0 < 0. Determine the function c(x) for
x ∈ (0, b) , assuming that the following functions p1 (t) , p2 (t) are given
u (0, t) = p1 (t) , ux (0, t) = p2 (t) , t ∈ (0,∞) . (54)
The CWF in the 1-d case can be chosen as ϕλ (x) = e
−λx which is different from the one
in (19). Note that this CWF makes numerical computation more efficient. To justify the use
of this CWF, we use the Carleman estimate of Lemma 6.1. We omit its proof, since it can be
obtained via a slight modification of arguments on pages 188, 189 of [8].
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Lemma 6.1. The following Carleman estimate holds for all functions u ∈ H2 (0, b) with a
number C2 = C2 (b) > 0 depending only on b and for all λ > 1
b∫
0
(
u′′
)2
ϕ2λ (x) dx+ C2
[
λ
(
u′ (0)
)2
+ λ3u2 (0)
]
≥ C2
b∫
0
[(
u′′
)2
+ λ
(
u′
)2
+ λ3u2
]
ϕ2λ (x) dx,
which implies that
b∫
0
(
u′′
)2
ϕ2λ (x) dx+ C2
[
λ
(
u′ (0)
)2
+ λ3u2 (0)
]
≥ C2e−2λb ‖u‖2H2(0,b) . (55)
The one-dimensional analog of the set G = G (R,Φ,Ψ) in (22) is
G1 = G1 (R,Φ0,Ψ0,Ψb) =
{
Q = (q0, ..., qN−1)
T ∈ H2 (0, b) : ‖Q‖H2(0,b) < R,
Q (0) = Φ0, Q
′ (0) = Ψ0, Q
′(b) = Ψb,
where vectors Φ0 = (Φ0,0,Φ0,1, . . . ,Φ0,N−1), Ψ0 = (Ψ0,0,Ψ0,1, . . . ,Ψ0,N−1) and Ψb = (Ψb,0,Ψ0,1, . . . ,Ψb,N−1)
belong to RN . Here the Neumann boundary data Ψb at x = b is derived from the Absorbing
Boundary Condition (ABC) [6], keeping in mind that u(x, t) is an out-going wave at x = b, see
section 7.1. By Embedding Theorem, H2 (0, b) ⊂ C1 [0, b] and ‖Q‖C1[0,b] < CR,∀Q ∈ G1.
It follows from (55) that there is no need to use the regularization term in the 1-d version of
the functional (24). Thus, we use in our numerical study the following analog of Jλ,α
Jλ (Q) =
b∫
0
[
Q′′ + F
(
Q′
)]2
ϕ2λ (x) dx. (56)
Theorem 6.2 is the 1-d analog of Theorem 4.2, and the proof is similar.
Theorem 6.2. There exists a sufficiently large number λ2 = λ2 (G1, F ) > 1 depending only on
G1 and F such that for all λ ≥ λ2 the functional Jλ (Q) is strictly convex on the set G1, i.e.,
there exists a constant C3 = C3 (G1, F ) > 0 depending only on G1 and F such that
Jλ (Q2)− Jλ (Q1)− J ′λ (Q1) (Q2 −Q1) ≥ C3e−2λb ‖Q2 −Q1‖2H2(0,b) , (57)
where J
′
λ (Q1) is the Fre´chet derivative of the functional Jλat the point Q1.
Remark 6.1.
1. Although we do not need the knowledge of the vector Ψb in the proof of this theorem, we
use this knowledge for a better stability of our numerical method. The strict convexity constant
C2e
−2λb in (57) is small either for large λ or for large b. Therefore, it is expected that the
functional Jλ is more sensitive to the change of Q near the point {x = 0} than at points far
from it. In other words, the slope of Jλ should be large near {x = 0} and small far away from
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{x = 0}. Consequently, it may be hard to obtain accurate approximation of the solution far
away from x = 0. To remedy this, some sort of the layer stripping procedure may be used. The
idea of this layer stripping procedure is that we first consider the integral over (0, b1) for a small
value of b1 ∈ (0, b). Next, we consider the integral over (b1, 2b1) , etc. A balance between values
of λ and b1 should be found in numerical experiments.
2. Another option for enhancing the accuracy of the computed coefficient, which we use here,
is to refine it via a gradient-based optimization method for the original time domain problem,
see section 7.3. This results in a two-stage numerical procedure, see Chapters 4,5 of [3] for
the idea of such a procedure for a different numerical method. More precisely: (1) on the first
stage a globally convergent numerical method addresses the most difficult question of obtaining
a point in a small neighborhood of the exact coefficient without any advanced knowledge of that
neighborhood, and (2) on the second stage a locally convergent numerical method refines the
solution of the first stage via starting its iteration from that point.
7 Numerical implementation
In this section we describe details of our numerical implementation of the proposed algorithm.
We also test a two-stage numerical procedure mentioned in item 2 of Remark 6.1.
7.1 Solving the forward problem (51)–(52)
In numerical computation, we solve the forward problem (51)–(52) in a bounded interval (k, d)
such that k < 0 < b < g. Recall that c(x) = 1, x /∈ (0, b). We consider the case that x0 ≤ k and
rewrite u(x, t) = ui(x, t) + us(x, t), where ui is the incident wave and us is the scattered wave.
The incident wave ui satisfies (51)–(52) with c(x) ≡ 1 and is given by the following formula
ui(x, t) =
{
f(t− |x− x0|), t ≥ |x− x0|,
0, 0 ≤ t < |x− x0|.
To approximate the wave propagation in the whole 1-d space R by the problem in the bounded
interval (k, d), we keep in mind the fact that the scattered wave is out-going in both directions.
Thus, we assume that the function us(x, t) satisfies the ABC at x = k and x = g. This means
that we solve the following problem for us:
c(x)ustt(x, t)− usxx(x, t) = [1− c(x)]uitt(x, t), (x, t) ∈ (k, d) × (0, T ), (58)
us(x, 0) = ust (x, 0) = 0, x ∈ (k, d), (59)
usx(k, t) = u
s
t (k, t), u
s
x(g, t) = −ust (g, t), t ∈ (0, T ). (60)
In the numerical examples presented below, we choose k = x0 = −0.2, b = 0.4, g = 0.5 and
T = 2. The waveform f(t) of the incident wave is chosen to be
f(t) = A(t− 0.2)e−ω2(t−0.2)2 ,
where ω = 30 and A =
√
2ωe1/2. The constant A is used as the normalization factor. The
problem (58)–(60) is solved by an explicit Finite Difference scheme with uniform grids in both
x and t with step sizes of ∆x = 0.005 and ∆t = 0.001. This results in 141 grid points in space
and 2001 points in time.
In order to simulate noisy measurements, we add additive noise of 10% (in the L2 norm) to
the simulated data.
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7.2 Discretization of the objective functional (56)
Consider a partition of the interval (0, b) into M sub-intervals by the grid points 0 = x0 < x1 <
· · · < xM = b with xi+1 − xi = h, i = 0, . . . ,M − 1. We define the discrete unknown function
Qh := {qij, j = 0, . . . , N − 1, i = 0 . . . ,M} with qij = qj(xi). We approximate the functional
(56) by the following discrete version using a forward Finite Difference scheme
J¯h,λ(Qh) := h
N−1∑
j=0
M−1∑
i=1
[
J ij(Qh)
]2
ϕ2λ(xi), (61)
where
J ij(Qh) =
qi+1j − 2qij + qi−1j
h2
+
N−1∑
m=0
N−1∑
n=0
Fjmn
(qi+1m − qim)(qi+1n − qin)
h2
, (62)
for j = 0, . . . , N − 1 and i = 1, . . . ,M − 1. Note that from the boundary conditions for Q, we
have
q0j = Φ0,j, q
1
j ≈ q0j + hΨ0,j, qMj ≈ qM−1j + hΨb,j. (63)
Hence, the unknowns to be determined are qij, j = 0, . . . , N − 1, i = 2, . . . ,M − 1. The gradient
of the functional J¯h,λ can be easily derived from (61) and (62). The first guesses q
i
j,init for q
i
j in
minimizing the functional (61) are chosen as
qij,init = Φ0,j, j = 0, . . . , N − 1, i = 2, . . . ,M − 1. (64)
We do not have a proof of the global strict convexity of the discrete functional (61) at the
moment and leave this for future work.
We should mention that the spatial mesh size ∆x for solving the forward problem (58)–(60)
is chosen small enough, which should be about 1/10 of the wavelength of the incident wave,
for the accuracy of the Finite Difference scheme. However, our numerical computation have
indicated that in order to enhance the stability of the minimization of the functional (61), the
grid size h in the discretization of the function Q should not be chosen too small. In the tests
below, h is chosen to be h = 0.025. After getting the values of the coefficient c(x) at these grid
points, we linearly interpolate it to the finer grid of size ∆x for a local method presented below.
Despite the fact that the functional (56) is strictly convex on the bounded set G1, our
numerical tests work even without any constraints applied to the unknown coefficients. That
means that we only need to solve unconstrained optimization problems.
7.3 Combination of the proposed globally convergent method with a locally
convergent method
Although at least the continuous counterpart (56) of the functional (61) is guaranteed to be
strictly convex on the set G1 for λ large enough, we have observed numerically that the slope
of J¯h,λ is quite small, especially with respect to large values of i, i.e., for points far away from
the location of measurement. Due to this reason, it is hard to obtain accurate results using the
globally convergent method alone. In order to enhance the accuracy of the computed coefficient
obtained by the proposed globally convergent method, we combine it with a locally convergent
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gradient-based method, which uses the result of the former as an initial guess. Given the
boundary data (54), the forward problem (58)–(60) can be replaced with the following one:
c(x)ustt(x, t)− usxx(x, t) = [1− c(x)]uitt(x, t), (x, t) ∈ (0, d) × (0, T ),
us(x, 0) = ust (x, 0) = 0, x ∈ (0, d),
usx(0, t) = p2(t)− uix(0, t), t ∈ (0, T ),
usx(g, t) = −ust(g, t), t ∈ (0, T ).
The coefficient c(x), x ∈ (0, b), is determined by minimizing the following objective functional
Mα(c) :=
1
2
T∫
0
[u(0, t; c) − p1(t)]2dt+ 1
2
αR(c − cglob), (65)
where cglob is the coefficient computed by the globally convergent method and αR(c−cglob), α >
0, is a Tikhonov-type regularization term. In our tests, we choose R(c−cglob) = ‖c−cglob‖H1(0,b).
Using the adjoint equation method, it is straightforward to derive the following formula for the
gradient M ′α(c) of Mα(c):
M ′α(c) (x) =
∫ T
0
ut(·, t)ηt(·, t)dtdt + 1
2
α∇R(c − cglob),
where η is the solution to the following adjoint problem
c(x)ηtt(x, t)− ηxx(x, t) = 0, (x, t) ∈ (0, g) × (0, T ),
η(x, T ) = ηt(x, T ) = 0, x ∈ (0, g),
ηx(0, t) = p1(0, t)− u(0, t), t ∈ (0, T ),
ηx(g, t) = ηt(g, t), t ∈ (0, T ).
In the following, we call the globally convergent method as Step 1 and the locally convergent
method as Step 2 of this hybrid algorithm. Furthermore, we have observed in our numerical test
that if the unknown coefficient is to be determined in a large interval (0, b), then the results of
Step 2 may not be very accurate. Therefore, we propose an additional step, Step 3, as described
in the following algorithm.
Algorithm:
• Given the data: p1(t) = u(0, t), p2(t) = ux(0, t), t ∈ (0, T ). Choose N Laguerre’s coeffi-
cients.
• Step 1 (the globally convergent method):
1.1. Compute the functions Φ0,k, Ψ0,k and Ψb,k, k = 0, . . . , N − 1.
1.2. Find a minimizer Qh of the functional (61), starting from the initial guess (64).
1.3. Compute the coefficient values cglob(xi), i = 0, . . . ,M, given the Laguerre’s coeffi-
cients Qh.
• Step 2 (locally convergent method):
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2.1. Linearly interpolate the coefficient cglob from the grid of step size h to the grid of step
size ∆x.
2.2. Compute clocal,1(x), x ∈ (0, b), by minimizing functional (65), starting from cglob as
an initial guess.
• Step 3 (locally convergent method applied to a reduced spatial interval):
3.1. Reduce the interval (0, b) to (0, b1), where b1 is determined as follows
b1 = min{x ∈ (0, b) : |clocal,1(x)− 1| ≤ ǫ and max
y∈(0,x)
|clocal,1(y)− 1| > ǫ}.
3.2. Compute an update clocal,2 of the coefficient by minimizing the functional (65) in
(0, b1), starting from clocal,1 as the initial guess.
The choice of b1 in Step 3.1 means that in Step 3 we refine the coefficient value only in the
interval closest to the measurement location in which its value is substantially different from
that of the background medium. Here, ǫ is a truncation parameter which should be chosen in
numerical experiments.
The minimization problems on all steps of this algorithm are solved by the Sequential
Quadratic Programming method for unconstrained optimization problems which is implemented
in Matlab Optimization Toolbox.
8 Numerical examples
In this section we present a limited testing of the above algorithm for some numerically simulated
data. We also compare its performance with the above locally convergent method alone using
the coefficient of the homogeneous medium as the first guess. Numerical results for experimental
data in both 1-d and 3-d cases are under consideration and will be reported in future work.
Since our target application is in imaging of an abnormal object placed in a homogeneous
medium, we mainly test the proposed algorithm with a discontinuous coefficient. The locations
of the discontinuities represent the location of the target. As mentioned in Remarks 6.1, it
is hard to obtain accurate reconstructions at locations far away from the measurement point.
However, this is not a serious restriction from the practical standpoint. Indeed, our experience
of working with 3-d time resolved backscattering experimental data [5, 9, 10] tells us that, using
the so-called data propagation procedure in data pre-processing, we can approximate quite well
both the distance from the measurement point to the target and the Dirichlet and Neumann
backscattering data near the target. Thus, we assume below that the target is close to the
measurement point.
In the following examples, the parameters were chosen as follows: The pseudo frequencies
were s ∈ [4, 15] with the integration step size in (13) ∆s = 0.05. The number of Laguerre’s
functions was N = 11. The coefficients λ in the CWF was λ = 3. The regularization parameter
α = 0.001 and the truncation value ǫ = 0.2.
Example 1. Consider a piecewise constant coefficient given by c(x) = 1 + 3χ[0.03, 0.1], where
χ is the characteristic function. Figure 1 (a) compares the computed coefficient values of Steps
1 and 2 with the exact one and Figure 1 (b) depicts the result of Step 3. To compare with
the performance of the above locally convergent method alone, we plot in Figure 1 (c), (d) the
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Figure 1: Reconstruction of the coefficient of Example 1. (a) Result of Steps 1 and 2, (b) Result
of Step 3, (c) Result of Step 2 starting from the homogeneous medium as the first guess, (d)
Result of Step 3 applied to the result of (c).
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Figure 2: Reconstruction of the coefficient of Example 2. (a) Result of Steps 1 and 2, (b) Result
of Step 3.
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results of Steps 2 and 3, respectively, starting from the homogeneous medium as the initial guess.
We can see that our hybrid algorithm provided accurate results, whereas the locally convergent
method alone failed.
Example 2. In this example, we consider another piecewise constant coefficient with a larger
jump c(x) = 1+14χ[0.03, 0.1]. The results of Steps 1 - 3 are shown in Figure 2. Even though the
jump of the coefficient is high in this case, we still can see the good accuracy of the reconstruction
using our hybrid algorithm.
0 0.1 0.2 0.3 0.4 0.5
0
0.5
1
1.5
2
2.5
3
X
c(x
)
 
 
Exact coefficient
Result of Step 2
Result of Step 1
(a)
0 0.1 0.2 0.3 0.4 0.5
0
0.5
1
1.5
2
2.5
3
X
c(x
)
 
 
Exact coefficient
Result of Step 3
(b)
Figure 3: Reconstruction of the coefficient of Example 3. (a) Result of Steps 1 and 2, (b) Result
of Step 3.
Example 3. Consider the exact coefficient c(x) = 1−0.5χ[0.03, 0.15]. This coefficient mimics the
case the case when the dielectric constant of an explosive is less than the one of a homogeneous
background. Figure 3 shows the reconstruction results of Steps 1 - 3 of the algorithm. Again,
we obtained an accurate reconstruction.
Example 4. Finally, we consider a continuous coefficient given by c(x) = 1+3e−(x−0.1)
2/(0.04)2 .
The results are shown in Figure 4. Comparing Figure 4 (a) with Figure 4 (c), one can see that
the combination of Step 1 and Step 2 provided much better result than Step 2 starting from the
homogeneous medium as the first guess. However, results of Step 3 of both cases are accurate.
From Figure 1 (d) and Figure 4 (d) we see that the above locally convergent method, taking
alone, is unstable in the sense that, depending on the type of the target, it provides either bad
or good quality images. Meanwhile, the proposed hybrid algorithm provides accurate results in
all four examples.
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