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We consider the superconducting phase in a moving superconductor and show that it depends on
the displacement flux. Generalized constitutive relations between the phase of a superconducting
interference device (SQUID) and the position of the oscillating loop are then established. In par-
ticular, we show that the Josephson current and voltage depend on both the SQUID position and
velocity. The two proposed relativistic corrections to the Josephson relations come from the macro-
scopic displacement of a quantum condensate according to the (non-inertial) Galilean covariance of
the Schrödinger equation, and the kinematic displacement of the quasi-classical interfering path. In
particular, we propose an alternative demonstration for the London rotating superconductor effect
(also known as the London momentum) using the covariance properties of the Schrödinger equation.
As an illustration, we show how these electromotive effects can induce self-sustained oscillations of
a torsional SQUID, when the entire loop oscillates due to an applied dc-current.
PACS numbers: 85.25.Cp - Josephson devices ; 85.85.+j - Nanoelectromechanical systems ; 41.60.-m -
Electromagnetic radiation from moving charges
Keywords: electromotive effect ; Josephson relation ; London momentum ; covariance of the Schrödinger
equation ; non-inertial Galilean transformation ; torsional SQUID ; mesoscopic mechanical oscillator ;
The interest in nano-mechanical systems dramatically
increased recently. For instance, the superposition of
quantum states of a mechanical resonator has been
demonstrated [1, 2], realizing an important step towards
the generation of mechanically quantum dressed state at
the mesoscopic level. These dressed states open wide pos-
sibilities for using mechanical resonators for quantum-
limited detection and for quantum information. There
are currently several routes being explored towards these
applications, based on the coupling between mechanical
resonators and either electrical, optical, or magnetic sys-
tems.
One of the route is to use a mechanical resonator em-
bedded into a superconducting quantum interference de-
vice (SQUID), see e.g. [3–6] and references therein. The
first experiment demonstrated the possibility of the de-
tection of the resonance frequency and the quality factor
of the resonator by measurements of the voltage gener-
ated across the SQUID [7]. Magnetic flux through the
SQUID and the bias current served as two control pa-
rameters. Later experiments [8] investigated back-action
of the SQUID exerted on the mechanical resonator and
found qualitative agreement with the results of the theo-
retical modeling. The experiments on the new generation
suspended structure, a torsional SQUID, demonstrated
that the back-action may be so strong that the SQUID
enters the regime of self-sustained oscillations [9]. It re-
mained unclear, however, where such a large coupling
between the superconducting and mechanical degrees of
freedom comes from.
So far, the description of the experimental setup ig-
nored possible electromotive effects of quantum nature.
For instance, it is well known that a cold quantum gas
exhibits vortex states under rotation, in an intuitive anal-
ogy with the Abrikosov lattice [10]. Nevertheless, the
analogy is incomplete, because the Abrikosov lattice is
of electromagnetic nature, whereas the circulation vor-
tices are of mechanical origin. A situation when both
these effects may compete is precisely the situation when
a quantum condensate made of charged particles is me-
chanically displaced. Then, a superconducting conden-
sate may magnify electromotive effects when put under
displacement. This is illustrated by the striking Meissner
or London momentum effects [11]. In short, the Meiss-
ner effect corresponds to the generation of a displacement
current which screens an applied magnetic field, whereas
the London momentum effect corresponds to the gener-
ation of a macroscopic magnetic field which screens the
displacement current generated by the mechanical rota-
tion of a superconductor. This surprising effect can only
exist when electromagnetism and mechanical displace-
ment compete together, and can be seen as the destruc-
tion of the mechanically induced vortex lattice by the
generation of an electromagnetically induced lattice.
Another explanation of this effect lies in the well-
known London theory of the electrodynamics of super-
conductors, which corresponds to the addition of an iner-
tial term (proportional to the vector potentialA ∝ j) into
the otherwise viscous expressions for circuit electromag-
netism (i.e. Ohm’s theory). Because of this inertial cor-
rection, the London theory is unable to take into account
a change of the inertial frame, in the sense that there is
no explicit need to specify in which inertial frame the
superconductor is supposed to be. Nevertheless, when a
normal metal is attached to a superconducting one, the
normal electronic flow must be recovered at the interface.
Then, London proposed to correct his theory by imposing
a superconducting current to lag behind the lattice one,
2creating a magnetic moment by virtue of the Ampère
law. To test the validity of this retarded contribution,
London designed the very simple experiment of the ro-
tating superconductor, which predicts the generation of
a macroscopic magnetic field induced by the rotation of
a superconducting sphere [11]. The London’s prediction
was soon after verified for both bulk [12] and proximity
effect [13] systems, and latter for high-temperature su-
perconductors [14] including heavy-fermion compounds
[15].
More recently, the London expression for the inertial
current was considered in the framework of an effective
and classical theory of elastic superconductors, with pre-
diction of a precise acoustic sensor using Josephson sys-
tems, elasto-magnetic coupling between the motion of
the superconductor and the internal magnetic moment it
produces, in addition to some interesting effects in type-
II superconductors, see e.g. [16] and references therein.
It also continues to attract some fundamental interests,
being at the cornerstone between mechanics and electro-
magnetism [17–21].
In this paper, we consider possible electromotive effects
of quantum mechanical origin in a moving superconduc-
tor. The results of this study are twofold. In the first
part, we will show that the London momentum natu-
rally appears in the context of Galilean covariance of the
Schrödinger equation. Generalizing this demonstration
to the non-inertial case, we establish some generalized
Josephson relations in a moving superconducting circuit.
In the second part, we will derive constitutive relations
linking the superconductor motion to the current and
voltage. Subsequently, we apply the arguments to the
setup of a suspended SQUID. As a simple illustration of
the theory, we will describe the regime when a static cur-
rent can induce self-sustained oscillations in a torsional
SQUID, as shown in [9].
We start with the correspondence of the London mo-
mentum and the Galilean covariance of the Schrödinger
equation, leading to the generalization of the Josephson
relations when electromotive effects are taken into ac-
count. We have in mind a superconducting circuit inter-
rupted by some Josephson junctions and when a region
of the circuit is mechanically oscillating. Then a part of
the circuit is in the laboratory frame, whereas the os-
cillating part is in a moving frame. In order to obtain
the electromotive contributions in a general situation,
we constraint the phase of the superconducting, macro-
scopic wave function to be continuous all along the cir-
cuit. When the circuit forms a loop, and when this loop
is pierced by a magnetic flux Φ =
∮
A ·dl, the phase con-
tinuity implies that the so-called gauge covariant phase
γ = ϕ0 − 2πΦ/Φ0 enters in the expressions, where ϕ0 is
the initial condition phase [22].
In any situation when part of the circuitry is moving,
this gauge covariant phase fails to describe the passage
from the circuit at rest to the moving part, possibly de-
stroying the phase continuity all along the circuit. From
general properties of quantum mechanics, the displace-
ment of a particle generates specific phase factors. For
a massive particle, there are two possible phase factors
which can be added to the displaced wave-function. They
correspond to the energy correction eiEt/ℏ ∼ eimv
2t/2ℏ
due to the kinetic energy the particle acquires under dis-
placement and responsible for time dependent interfer-
ence effects ; and the displacement operator of the wave
function eipx/ℏ ∼ eimvx/ℏ responsible for position depen-
dent interferences.
Let us quantify this idea. The non-inertial trans-
formation is defined as the change from the unprimed
laboratory-frame to the primed moving-frame defined by
x′ = x− r (t) and t′ = t. Then, the differential operators
appearing in the Schrödinger equation transform accord-
ing to ∂/∂t′ = ∂/∂t + v (t) ·∇ and ∇′ = ∇ where the
velocity v (t) = r˙ is time dependent. Moreover, one can
show that the Schrödinger equation for particle of mass
m and charge q in the laboratory frame,
iℏ
∂Ψ
∂t
=
[
U + qV −
ℏ
2
2m
(
∇− i
q
ℏ
A
)2]
Ψ(x, t) , (1)
is formally equivalent to the one with electromagnetic
potentials V and A, potential U and wave function Ψ
expressed in the displaced (primed) system with the cor-
respondence laws (full details of the calculations can be
found in e.g. [23, 24], see also note [29])

U ′ (x′, t′) = U (x, t) +mv˙ (t)
V ′ (x′, t′) = V (x, t)− v ·A (x, t)
A′ (x′, t′) = A (x, t)
(2)
for displaced potentials and
Ψ′ (x′, t′) = exp
[
i
ℏ
(∫ t
t0
mv2
2
dt−mv · x
)]
Ψ(x, t) (3)
for the wave function (t0 being the initial time when
v (t0) = 0). The simplest case of the Galilean trans-
formation [23] with v˙ = 0 is the obvious limit Ψ′ =
exp [i (Et− x · p) /ℏ]Ψ ∼ exp
[
i (m/ℏ)
(
v2t/2− x · v
)]
Ψ
of the transformation (2)-(3). In addition the case of a
rotating frame can be discussed with a time-dependent
velocity v (t) as well (more precisely a time-dependent
angular-momentum, see [20, 24] for more details), and
leads to similar covariance laws (2)-(3).
From the transformation law (3), one can show that
the electromagnetic sources ρ = q |Ψ|
2
and j = qℏ
Im{Ψ∗∇Ψ} /m transform as (cf. [23]){
ρ′ (x′, t′) = ρ (x, t)
j′ (x′, t′) = j (x, t)− ρ (x, t)v (t)
. (4)
Here, the transformation law for the current is nothing
else than the London current substitution when a super-
conductor is displaced [11]. In addition to its justification
3using conservation of current [11], thermodynamic prop-
erties [18] or equivalence principle [17, 19], we have thus
shown that the London substitution for the current can
be substantiated using the covariance of the Schrödinger
equation at the simple Galilean relativity level. We even
found that the London current is still a correct expression
for non-inertial displacements. We remark that our argu-
ment is just the quantum version of the London’s original
one, because phase continuity and current conservation
are related to each other.
Note that the full transformations (2), (3) and (4) are
compatible with the usual electromagnetic gauge trans-
formations, and that the space-time transformation laws
for the electromagnetic potentials (and subsequently for
the electromagnetic fields) correspond to the magnetic-
Galilean-limit when the electric displacement current
does not exist, see [23, 25] and note [30].
In addition to the generation of the London momen-
tum in (4), the covariance laws (2)-(3) induce interference
effects in coherent circuits. For instance, in order for the
phase to be continuous all along a displaced supercon-
ducting path, one must include the kinematic terms (3)
into the gauge-covariant phase definition. The general-
ized gauge-covariant phase is thus
ϕ = ϕ0 −
2π
Φ0
∮
A·dl+
2π
Φ0
me
e
∮
v·dl (5)
where 2me is the Cooper pair mass, and the phase (differ-
ence) is defined as ϕ =
∫
∇ϕ · dl. Obviously, the velocity
integral in Eq.(5) disappears when the superconducting
condensate remains at rest along the path, and thus it
connects the displacement velocity to the phase difference
in the Josephson system and eventually to the Josephson
current. This extra contribution would also disappear if
there were not two distinct frames moving relative to each
other with the velocity v. For instance, the two frames of
reference can be a superconductor (as the moving frame)
and a measuring apparatus (say a magnetometer playing
the role of the laboratory frame), like for the rotating
superconducting effect [11].
The inclusion of the relativistic correction in (5) sug-
gests that some subsequent contributions will be associ-
ated to the so-called second Josephson relation. Indeed,
the second Josephson relation connects the time deriva-
tive of the superconducting phase (difference) with the
energy difference across the weak-links, i.e. to the elec-
tromagnetic work the superconducting charges undergo
when traveling across the junction. The total electromag-
netic work is found according to the complete Lorentz
force. Using the generic relation [26]
d
dt
∫∫
B·dS =
∫∫ [
∂B
∂t
−∇× v ×B+ v (∇ ·B)
]
·dS
(6)
for any B and S fields, when the infinitesimal surface
element dS is time dependent, with v (t) the velocity field
of the contour, one obtains
dϕ
dt
=
2π
Φ0
me
e
d
dt
∮
v·dl +
2π
Φ0
∮
(E+ v ×B) ·dl (7)
for the phase-voltage relation, using Faraday’s law. For
v = 0, we recover the (second) Josephson relation ϕ˙ =
2eV/ℏ [22]. In addition to the first term, which generates
electromagnetic fields due to the motion of accelerating
charges, the last term in Eq.(7) is another electromo-
tive one, caused by the moving surface the magnetic flux
threads. Thus, even a static magnetic field can gener-
ate such a retardation effect, due to the kinematic dis-
placement of the interfering paths in the presence of an
electromagnetic field.
The two expressions (5) and (7) and their explicit
derivations are our first results. We believe they are
rather general, because the notation ϕ =
∫
∇ϕ · dl above
was a generic phase difference along a superconducting
path, eventually a closed one. Because their derivation
used the covariance properties of the Schrödinger equa-
tion under a non-inertial transformation, Eqs.(5) and (7)
describe any situation when phase coherence is preserved
at large distance between two sub-systems moving rela-
tively to each other with velocity v (t) (after proper iden-
tification of the elementary mass and charge at works in
some specific examples, which may not necessarily be the
Cooper pair ones). Obviously, superconductivity exhibits
such a possibility, and we will focus on superconducting
systems in the following.
In order to apply relations (5) and (7) to explicit cir-
cuits, we remark that Eqs.(2) and (3) are presumably
invalid for a true velocity field v (x, t): the covariance of
the Schrödinger equation would be destroyed if r was a
function of both time and position, because of the ap-
pearance of mixing derivatives [24]. In addition, the fact
that the velocity explicitly depends in time only was cru-
cial to obtain the London expression (4) for the current
(recall that j is defined as a gradient interference). Nev-
ertheless, we note that only some space integrals of the
velocity appear in (5) and (7), which supposedly signifies
that a weak spatial dependency of v (x, t) (say with some
characteristic magnitude in space smaller than the size
of the contour of the integral) would not alter the gen-
eralized Josephson relations found here (see also [19, 20]
when alternative demonstrations of (5) are given for a
generic v (x, t)). Due to their integral representations,
we also remark that only global properties of the velocity
field appear in the expressions for the phase difference
(5) and its time derivative (7).
We now apply the generalized Josephson relations (5)
and (7) to the SQUID geometry, see e.g. [7–9]. More
precisely, we discuss the problem of an entirely suspended
SQUID, the so-called torsional SQUID, when the entire
loop is oscillating and pierced by a magnetic flux, as re-
alized recently [9].
For simplicity, we suppose the entire loop to behave as
4a simple harmonic oscillator of mass m, length ℓ, quality
factor Q, and resonance frequency ω0, according to
x¨+
ω0
Q
x˙+ ω20x = g (i+ j) (8)
where g ≈ ℓBI0/m is a geometric acceleration, such that
g (i+ j) represents the Lorentz force acting on the oscil-
lator when B is the external magnetic field, (i+ j) being
the total current through the loop, see (11). The overdot
refers to total time derivative.
Let us now make plausible the appearance of a non-
trivial electromotive effect for torsional SQUID. If only a
part of the loop was oscillating, the contribution
∮
v·dl ≈
0 in (5) would vanish, since the velocity of the oscil-
lator would mainly be orthogonal to the loop in that
case. Nevertheless, in a torsional SQUID, this relation
becomes non-local since the entire loop is oscillating, and
the usual relation
∮
v·dl =
∫∫
(∇× v) · dS applies, with
S the surface-vector of the entire loop. Due to the non-
connectedness of the ring geometry, such a term does not
vanish in elastic media [27, 28]. This involved theorem
of differential geometry can be picturesquely described in
the following way: the torsional SQUID exhibits torsional
elastic modes, which in turn create some global vorticity
∇×v around the loop, and thus generate a non-vanishing
electromotive contribution in (5). More precisely, this
global vorticity generates a pseudo-angular-momentum
to the elastic loop. Then one can use the correspondence
between a pure time-dependent and non-inertial Galilean
transformation (as used to obtain (4), (5), and (7)) and
the non-inertial transformation towards a rotating frame
(see e.g. [24]) to ensure that the contribution
∮
v·dl 6= 0
is non-trivial for a torsional SQUID. In the following, we
suppose
∮
v · dl ≈ ℓx˙ for notational simplicity.
The non-mechanical SQUID is characterized by two
degrees of freedom, which we take to be the sum and the
difference of the phases of the junctions, respectively ϕ±
[22]. When the SQUID is mechanically oscillating, these
two phases are modified due to the electromotive effects
in (5) and (7). First, the phase difference reads then
ϕ− = −ϕe − κ−x+
k
ω0
x˙− βj , (9)
where β = 4πLI0/Φ0 is the self-inductance of the loop,
ϕe = πΦ/Φ0, Φ the external flux across the loop and
Φ0 = π~/e the superconducting flux quantum, κ− ≈
πBℓ/Φ0 is a flux-to-phase ratio, and k ≈ (meω0/ℏ) ℓ
within our approximation. Note that the extra contri-
bution is just the usual phase factor exp [ip · x] corre-
sponding to the extra path length due to the displace-
ment of the mechanical oscillator, when the impulsion
p ≈ mv/ℏ is related to the velocity of the mechanical
loop, the length of which is ℓ. Also, k is the inverse of an
effective Compton wavelength [13], related to the inertia
of the electrons because of their lag behind the mechan-
ical oscillations of the lattice.
Comparing the two mechanical contributions in (9)
leads to the ratio B/ω0 ≈ me/2e ≈ 3ng/C which seems
extremely small. Nevertheless, being a velocity term, the
Compton contribution has to be compared with the Q-
factor of the oscillator, which may eventually be large
enough to make interesting relativistic effects observable
at the nanoscale. Also, it is interesting to mention that
the k term in (9) survives in the absence of magnetic
field. Thus, the observation of this electromotive effect
in the absence of external magnetic field should be a clear
demonstration that a non-trivial displacement of charges
generates a complete electromagnetic field at the quan-
tum level.
The phase difference is not affected by the contribution
(7), and the v ×B term affects only the phase sum ϕ+.
Eq.(7) implies that the voltage in a torsional SQUID is
defined as
V =
Φ0
2π
d
dt
[
ϕ+ + κ+x−
k
ω0
x˙
]
(10)
with κ+ ≈ κ− ≈ πBℓ/Φ0 in our approximation. Expres-
sion (10) appears natural: because the position of the
oscillating loop is equivalent to a flux for the SQUID,
its velocity x˙ generates a voltage. The Compton k-term
plays the role of a usual Bremsstrahlung in (7).
With the help of (9) and (10), the equations of motion
for the SQUID can be easily written in the quasi-classical
approximation (also called RCSJ-model [22]),

i = sinϕ+ cosϕ− +
ϕ˙+ + κ+x˙− kx¨/ω0
ωc
+
RC
ωc
(
ϕ¨+ + κ+x¨−
k
ω0
...
x
)
j = sinϕ− cosϕ+ +
ϕ˙−
ωc
+
RC
ωc
ϕ¨−
(11)
with ωc = 2πRI0/Φ0 the characteristic frequency of the
SQUID, I0 the critical current of each Josephson junc-
tion, R and C the resistance and capacitance of the
shunted Josephson junctions, i = I/2I0 and j = J/2I0,
where I and J are the bias and self-circulating current,
respectively.
Eqs.(8)-(11) represent the set of non-linear coupled
differential equations of a torsional SQUID. The limit
κ± → 0 and k → 0 in (11) corresponds to the usual
SQUID description without any electromotive effect [22].
The equations (8)-(11) are extremely hard to solve. Nev-
ertheless, one can easily show that they lead to self-
sustained oscillations of the loop induced by a static cur-
rent.
Indeed, in the over-damped limit and without self in-
ductance (i.e. RC/ωc → 0 and β → 0), the macroscopic
time averaged voltage can be approximated as [22]
〈V 〉
RI0
=
√(
I
2I0
)2
− cos2
(
ϕe + κ−x−
k
ω0
x˙
)
(12)
5in the limit ω0/ωc ≪ 1. This limit is realized in actual
experiments [7–9], when ω0/ωc .
(
10−3 − 10−4
)
. Then,
in the harmonic equation of motion (8), one has to real-
ize that the Lorentz force is present only in the resistive
branch of the SQUID response, and Eq.(8) can be ap-
proximated as
x¨+
ω0
Q
x˙+ ω20x ≈ g
〈V 〉
RI0
(13)
which exhibits self-sustained oscillations when gk/ω20 &
Q−1 or in our approximation ℓ2BI0Q/mω0 & ℏ/me, the
quantum of circulation. Thus, to apply a static current to
a torsional SQUID can generate self-sustained mechani-
cal oscillations, as already demonstrated in [9]. Here, we
present an alternative explanation based on electromo-
tive interferences in the mechanical loop, instead of the
capacitive coupling already discussed in [9]. Note that
the equations of motion in both cases are similar in the
limit k/ω0 ≪ 1 in (12), which make the origin of the self-
sustained oscillations demonstrated in [9] a bit unclear.
Nevertheless, for the experiment [9], the capacitive cou-
pling seems unable to generate the self-sustained oscilla-
tion by a few orders of magnitude, whereas the condition
gk/ω20 & Q
−1 is verified.
In conclusion, we established and discussed electro-
motive phenomena in the Josephson physics, based on
the gauge-covariance of the Schrödinger equation under
a non-inertial Galilean transformation. It leads to both
an alternative demonstration of the London momentum
(4), and to generalized Josephson relations taking into ac-
count the displacement of the superconductor, see (5) and
(7). We then apply these generic expressions to the case
of a torsional SQUID. When only a part of the SQUID
is oscillating, there is in general no electromotive effect
associated with the displacement. In contrary, when the
entire loop is oscillating as in the torsional SQUID, we es-
tablished some generalized differential equations describ-
ing the coupled evolution of the mechanical and charge
degrees of freedom, see (7)-(11). In addition, the electro-
motive effects can lead to self-sustained oscillations of the
torsional SQUID. The electromotive effects we discussed
may be relevant for the description of the measurement
of the motion of a quasi-classic elastic loop, and/or for
the description of the back-actions a SQUID exerts onto
itself when the entire loop is elastic. More precisely, the
Compton-like k-term seems to be important for back-
action effect, because it generates magnetic flux ; whereas
the kinetic interference κ+-term transforms existing mag-
netic field into voltage, and might be important for de-
tection purpose when the voltage is monitored.
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a non-inertial Galilean transformation is applied to the
Schrödinger equation in the presence of electromagnetic
fields.
[30] In the so-called magnetic limit, the Galilean-covariant
equations of electromagnetic fields E and B are the usual
ones ∂B/∂t + ∇×E = 0 and ∇ ·B = 0, whereas the
H and D fields fail to verify the charge conservation:
∇×H = j and ∇ ·D = ρ. Nevertheless, one still verifies
B = ∇×A and E = −∇V − ∂A/∂t, which guaranty
gauge invariance of the fields. Injecting A˜ = A−∇ξ and
V˜ = V + ∂ξ/∂t for any field ξ (x, t) in (2) will not mod-
ify the covariance of the potentials transformation laws:
then the covariance laws (2) and the gauge invariance of
the fields are compatible. Along [23], we would like to
reinforce the surprising result that the covariance laws of
the Schrödinger equations follow the magnetic limit (2)
of the so-called Galilean electromagnetism for the poten-
tials whereas the sources transform alongside the electric
limit of Galilean electromagnetism, these two limits being
incompatible with each other in the Galilean relativity.
So in short the London momentum effect (given by the
transformation (4)) follows from the covariance rules of
quantum mechanics, and would be difficult (if not impos-
sible) to demonstrate using the Galilean covariance of the
classical dynamics. The price to pay for our demonstra-
tion here is to stick with a pure time-dependent velocity
v (t) (see after (7) for the reason). The reader is referred
to the pedagogical articles [23, 25] for more details about
the Galilean electromagnetism and its covariant transfor-
mations in the electric and magnetic limits.
