Abstract-Optimal rank-metric codes in Ferrers diagrams are considered. Such codes consist of matrices having zeros at certain fixed positions and can be used to construct good codes in the projective space. First, we consider rank-metric anticodes and prove a code-anticode bound for Ferrers diagram rankmetric codes. The size of optimal linear anticodes is given. Four techniques and constructions of Ferrers diagram rank-metric codes are presented, each providing optimal codes for different diagrams and parameters for which no optimal solution was known before. The first construction uses maximum distance separable codes on the diagonals of the matrices, the second one takes a subcode of a maximum rank distance code, and the last two combine codes in small diagrams to a code in a larger diagram. The constructions are analyzed and compared, and unsolved diagrams are identified.
I. INTRODUCTION
C ODES in the projective space (also called subspace codes), and in particular constant dimension codes have become a widely investigated research topic, mostly due to their possible application to error control in random linear network coding [21] , [30] . A subspace code is a non-empty set of subspaces of a vector space of dimension n over a finite field and therefore, each codeword is a subspace itself. Constant dimension codes are special subspace codes, where each codeword has the same dimension. The so-called subspace distance and injection distance are used as a distance measure for subspace codes. Several code constructions, upper bounds on the size, and properties of such codes were thoroughly investigated in [5] , [10] , [12] , [15] , [18] , [20] , [21] , [31] - [33] , [35] , and [36] .
Silva et al. [31] showed that lifted maximum rank distance (MRD) codes result in subspace codes of relatively large cardinality, which can additionally be decoded efficiently in the context of random linear network coding. MRD codes are the rank-metric analogs of Reed-Solomon codes and were introduced by Delsarte, Gabidulin, and Roth [8] , [13] , [27] . Codes in the rank metric, in particular MRD codes, can be seen as a set of matrices over a finite field. The rank of the difference between two matrices is called their rank distance, which induces a metric for such matrix codes, the rank metric. Lifted MRD codes [31] provide a family of constant dimension codes. However, these codes are not optimal constant dimension codes. The maximum cardinality of constant dimension codes and how to attain it is still an open question. In the same way, the maximum cardinality of codes in the projective space is not known. Several works aim at constructing constant dimension codes or codes in the projective space of high cardinality, see e.g., [10] - [12] , [20] , [32] .
The multi-level construction from [10] is one of the constructions providing codes with the largest known cardinality for constant dimension codes and codes in the projective space. This construcion provides good codes in the subspace as well as in the injection distance. For constant dimension codes, both distance measures coincide. The multi-level construction is based on the union of several lifted rank-metric codes, which are constructed in Ferrers diagrams. The structure of the involved Ferrers diagrams is in turn defined by codewords of a constant weight code. Informally spoken, a Ferrers diagram is an array of dots and empty entries and a Ferrers diagram rank-metric code is a set of matrices where only the entries with dots in the Ferrers diagram are allowed to be non-zero. An upper bound on the cardinality of such Ferrers diagram rank-metric codes was given in [10] . This upper bound is a function of the diagram itself and of the desired minimum rank distance. Furthermore, a specific construction of such Ferrers diagram rank-metric codes was given in [10] . The constructed codes attain the upper bound for any Ferrers diagram when the minimum rank distance is δ = 2. Improvements of the multi-level construction [10] which consider additionally so-called pending dots of the Ferrers diagram for the construction of the subspace code were given in [28] , [29] , and [34] . A dot in a Ferrers diagram is called a pending dot if the upper bound on the dimension of the rank-metric code does not change when we remove this dot.
The main goal of this paper is to consider the largest size of Ferrers diagram rank-metric codes. First, we analyze rankmetric Ferrers diagram anticodes and their relation to codes. The motivation for this investigation is the fact that large anticodes might show that the bound from [10] cannot always be attained. This is a result of the code-anticode bound which we derive. We prove the maximum possible dimension of a linear anticode and show that any code which attains the upper 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
bound from [10] is diameter perfect. Second, we construct optimal Ferrers diagram rank-metric codes, i.e., codes whose cardinality attains the upper bound from [10] . Four different techniques for constructions of Ferrers diagram rank-metric codes are presented. These techniques have their own interest. Each one of the four different constructions yields good or optimal codes for different types of diagrams. The first construction is based on maximum distance separable (MDS) codes on the diagonals of the matrices and provides optimal codes, when-roughly spoken-the diagram has dots in the upper right triangular matrix. The second construction can be seen as a generalization of the construction from [10] and is based on subcodes of MRD codes. The third and fourth constructions show how to combine two Ferrers diagram rankmetric codes of either the same distance or the same dimension into one rank-metric code in a larger Ferrers diagram. In the case where our constructions do not give optimal codes, they still provide good codes whose dimension is not far from the upper bound. The constructed codes yield new lower bounds on the size of some subspace codes, but this will not be discussed in the paper since these improvements might be part of the motivation for considering Ferrers diagram rank-metric codes, but they are not the main topic of this paper. Two such examples of codes are: a code of size q 15 + q 6 + 2q 2 + q + 1 with 5-dimensional subspaces of F 10 q , q ≥ 3, and minimum subspace distance 6; and a code of size q 18 +q 9 +q 6 +q 4 +4q 3 + 3q 2 with 5-dimensional subspaces of F 11 q , q ≥ 2, and minimum subspace distance 6 (see also www.subspacecodes.unibayreuth.de).
This paper is structured as follows. In Section II, we define Ferrers diagrams and explain known results on Ferrers diagram rank-metric codes, in particular the upper bound on the dimension of such codes. We also show how shortening of systematic positions of an MRD code yields optimal Ferrers diagram rank-metric codes. Section III contains the study of Ferrers diagram rank-metric anticodes, their relation to codes and bounds on the dimension of linear anticodes. Section IV provides our first construction based on MDS codes and Section V presents the second construction based on subcodes of MRD codes. Both sections start with a toy example in order to facilitate the understanding of the constructions, then provide the constructions in a general form and finally show for which type of Ferrers diagrams optimal rank-metric codes are obtained. In Section VI, we show two methods for combining existing Ferrers diagram rank-metric codes to obtain codes in larger diagrams. Section VII compares the different constructions and finally, in Section VIII, we conclude the paper and present a few open problems.
II. FERRERS DIAGRAMS AND FERRERS DIAGRAM RANK-METRIC CODES

A. Notations
Let q be a power of a prime, F q be the finite field of order q, and F q m its extension field of order q m . We use F m×n q to denote the set of all m × n matrices over F q , F n q m to denote the set of all row vectors of length n over F q m . Let I s denote the s × s identity matrix and [a, b] be the set of integers {i : a ≤ i ≤ b, i ∈ Z}. The rows and columns of an m × n matrix A will be indexed by 0, . . . , m − 1 and 0, . . . , n − 1, respectively. Throughout this paper, we assume w.l.o.g. that n ≤ m.
B. Rank-Metric Codes
We define the rank norm rk(A) as the rank of A ∈ F m×n q over F q . The rank distance between A ∈ F m×n q and B ∈ F m×n q is the rank of the difference of the two matrix representations:
A rank-metric code of cardinality M and minimum rank distance δ is a set of M matrices in F m×n q such that any two matrices in this set have minimum rank distance at least δ.
q rank-metric code C denotes a linear rankmetric code, i.e., it is a k-dimensional linear subspace of F m×n q . It consists of M = q k matrices of size m × n over F q and has minimum rank distance δ, which is defined by
The Singleton-like upper bound for rank-metric codes [8] , [13] , [27] implies that for any [m × n, k, δ] R q code, the dimension is bounded from above by k ≤ max{m, n}(min{n, m} − δ + 1). Codes which attain this bound are constructed for all feasible parameters [8] , [13] , [27] . Such a code is called a max-
q denotes a linear MRD code (in matrix representation), consisting of matrices of size m × n over F q with minimum rank distance δ.
C. Ferrers Diagrams and Rank-Metric Codes in Ferrers Diagrams
Ferrers diagrams are used to represent partitions by arrays of dots and empty entries. They are defined as follows (see also [4] , the dimension of this code is k and its cardinality therefore q k . The code is defined such that the entries of all matrices are zero where the corresponding Ferrers diagram has no dots. For given F and δ, the maximum dimension of an associated rank-metric code is denoted by dim(F , δ) and clearly, k ≤ dim(F , δ).
Further, by γ i , ∀i ∈ [0, n − 1], we denote the number of dots in F in the i -th column and by ρ i , ∀i ∈ [0, m − 1], the number of dots in F in the i -th row.
D. Known Results and Problem Statement
An upper bound on dim(F , δ) was given in [10, Th. 1] and a construction achieving this bound for specific diagrams (compare Theorem 2) was shown. This is a Singleton-like bound for Ferrers diagram rank-metric codes. (F ,δ) . The proof is based on the simple fact that if there are more than q ν min (F ,δ) codewords in such codes, then are two codewords A and B which are equal in the related ν min (F , δ) entries. The rank distance between A and B is less than δ (see also [25] ).
The upper bound from Theorem 1 holds for any field since the proof in [10] is not restricted to finite fields. Notice, however, that it can be proven that for some fields the bound cannot be attained (e.g., for algebraically closed fields, see [16, Proposition 17] ). Related results to the ones in this paper for other fields can be found also in [6] . In this paper, we mainly focus on finite fields since they are needed for the application to subspace codes, but whenever the field is not mentioned, the results hold for all fields.
The following question will be investigated in this paper. (F , δ) .
In particular, this construction gives optimal codes for any diagram when δ = 2 since we clearly always have δ − 1 = 1 columns with m dots. The construction was described in [10] by means of q-cyclic MRD codes, but it can also be interpreted using systematic shortened MRD codes, see also [14] , [19] . Note that since we assumed w.l.o.g. that m ≥ n it follows that in a systematic MRD[m × n, δ] R q code the entries in the first (leftmost) n − δ + 1 columns contain the information symbols, while all the other symbols are redundancy symbols.
By shortening systematic MRD codes, we mean that a systematic m ×n MRD code of dimension k = m(n −δ +1) is constructed and afterwards all matrices with non-zero entries at the empty entries in the Ferrers diagram are discarded. If empty entries occur only at the information positions of the MRD code, the shortened code will be an optimal Ferrers diagram rank-metric code (stated in Theorem 3). However, if we have such positions in the redundancy part (which can be chosen to be the δ − 1 rightmost columns), then this construction will not be necessarily optimal. Proof: We place a linear MRD[n × n, δ] R q in the upper n rows. It is chosen such that the first n−δ+1 columns contain the information symbols, whereas the right δ − 1 columns contain the redundancy symbols. We discard all codewords from this MRD[n × n, δ] R q code which have entries in the first n − δ + 1 columns outside of F and obtain a code in F of dimension k = ν min (F , δ).
III. RANK-METRIC ANTICODES AND CODES IN FERRERS DIAGRAMS
In this section, rank-metric anticodes in Ferrers diagrams and their connection to rank-metric codes with the same diagram are investigated. The motivation for this analysis stems from the fact that if there exist large enough anticodes, then the answer to Question 1 is negative for the corresponding parameters. Further, such anticodes can be employed to study generalized rank weights (see [26] and the references therein).
Definition 2 (Anticode): For a given m ×n Ferrers diagram F and an integer δ, a Ferrers diagram anticode over F q is a set of matrices in F q [F ] such that any two matrices have rank distance at most δ.
For a given m × n Ferrers diagram F , the triple
of maximum rank distance δ and dimension k. Hence, any two matrices in this anticode have rank distance at most δ. For a given F and δ, the maximum dimension of a linear associated rank-metric anticode is denoted by dim A (F , δ). For non-linear rank-metric anticodes, we denote the maximum cardinality for a given Ferrers diagram F and a given maximum rank distance δ by
Question 1 has the following natural dual version. 
The interpretation of a Ferrers diagram rank-metric code C as a graph (analog to the Hamming graph, see e.g. [1] ) can help to answer this question. In this graph, the set of vertices is the set of all m ×n matrices over F q [F ] and two vertices are adjacent if the rank distance between the two corresponding matrices is one. The following example shows that this graph is not necessarily distance regular (which excludes a possible related association scheme), i.e., it is not always true that for any given Ferrers diagram F and two vertices (matrices)
, the number of vertices at distance i from C 1 and distance j from C 2 depends only on i , j , and
Example 2: Consider q = 2, m = n = 3, i = 2, j = 2 and
First, let
However, if we choose
Therefore, we cannot directly use Delsarte's code-anticode bound [7] (see also Theorem 4) to obtain a relation between the cardinalities of the code and the anticode. However, we can apply a similar strategy as in [9, Th. 4 ] (see also [1] ) to obtain a code-anticode bound. 
For a given matrix C ∈ C D , and some matrix A ∈ A, there is exactly one matrix
Theorem 4 (Code-Anticode Bound): Let F be an m × n Ferrers diagram, let C be a rank-metric code over F q [F ] of minimum distance δ and let A be a rank-metric anticode over
The largest code in A with distances in D has only one codeword and, when we apply Lemma 1, we have
Theorem 4 implies in particular that for linear codes and linear anticodes, we have:
A code of minimum rank distance δ is called perfect if it attains the sphere packing bound with equality. The sphere packing bound is a special case of the bound from Theorem 4 when A is a ball of radius (δ − 1)/2 . For a perfect code, the balls of radius (δ − 1)/2 around all codewords cover the whole space. However, in contrast to other metrics such as the Hamming metric, there are no perfect codes in the rank metric (for full Ferrers diagrams), see [22, Proposition 2] . A code is called diameter perfect if it attains the bound from Theorem 4 for some anticode A. In [1, Lemma 2] , it was shown that MDS codes (which attain the Singleton bound with equality) are diameter perfect in the Hamming graph. In the same way, we can show that MRD codes (which attain the Singleton-like bound with equality) are diameter perfect in full Ferrers diagrams and that all codes which attain the bound from Theorem 1 are diameter perfect (see Theorem 5) .
The following lemma shows a lower bound on dim A (F , δ − 1) by constructing a linear anticode.
Lemma 2: Let F be an m × n Ferrers diagram. Then, we have
Proof:
, such that |I| + |J | = δ − 1 and the number of dots in F after removing the rows with indices in I and the columns with indices in J equals ν min (F , δ).
Denote by F a subdiagram of F consisting only of the dots in the rows of I and the columns of J . Because of the choice of I and J , the number of dots in this subdiagram is (F , δ) . Since the non-zero elements of any matrix M in F are contained in at most δ − 1 rows and columns, we have rk(M) ≤ δ − 1. Therefore, the set of all matrices over F q [F ] constitutes a linear anticode in F of maximum rank distance δ − 1 and dimension |F | and the statement follows.
We can use Lemma 2 to show that optimal Ferrers diagram rank-metric codes are also diameter perfect. (F , δ) , the code-anticode bound (1) is attained and the code is diameter perfect.
Notice that Theorem 5 implies the special case that
In the sequel, we will show that (2) holds with equality. For that purpose, we have to introduce some notations, used in [24] .
For a set A of m × n matrices, we define the binary matrix M(A) over F q as follows: Note that [24, Th. 1] was proven only for square matrices, but non-square matrices can be filled up with zeros such that they are square and the statement still holds.
The following theorem provides an answer to the linear part of Question 2. It is inspired by [24, Th. 2] .
Theorem 6: Let 1 ≤ δ ≤ n ≤ m be integers, and let F be a Ferrers diagram of size m × n. Then, we have
Proof:
By Lemma 2 it suffices to show that We apply the inverse mapping on these vectors and obtain a set of matrices M i
Then, by Lemma 3, there is a matrix D of rank at least δ in span(A). Since A is a basis for the linear vector space V, the matrix D is contained in V. Hence, there are two matrices in V with rank distance at least δ (namely, D and 0), which is a contradiction since V is a linear anticode of maximum distance δ − 1 and
Thus [16] .
IV. CONSTRUCTION BASED ON MDS CODES
In this section, we present a construction of Ferrers diagram rank-metric codes based on maximum distance separable (MDS) codes.
In the sequel, the triple Our construction based on MDS codes will first be described by an example. For this construction, we need the notation of the Hamming weight of a vector a ∈ F n q , which is wt H (a).
Example 3: Let F be the following 5 × 5 Ferrers diagram:
For δ = 2, an optimal code for F was given in [10] . = (a 0 a 1 a 2 ),  b = (b 0 b 1 b 2 b 3 ), and c = (c 0 c 1 c 2 c 3 c 4 ) . Define the following rank-metric code C: Note that in the rightmost column there must be a dot in each diagonal and therefore 1 ≤ θ i ≤ n, ∀i ∈ [0, m − 1]. Also note the similarity to Toeplitz matrices [17] , but in contrary to Toeplitz matrices in the related Ferrers diagrams some diagonals can be only partially filled with dots.
To each m × n Ferrers diagram, we associate a set of matrices (i.e., our codewords) and therefore, when we speak about a diagonal, we refer to both, the diagonals in the Ferrers diagram as well as the corresponding diagonals in the associated matrices. For an m × n diagram, we can illustrate the m diagonals as follows: 
Note that by
D i ∈ A θ i , we actually refer only to those positions on D i where F has dots.
Lemma 4 (Parameters of Codes): Construction 1 provides a linear
The assumption q ≥ θ max − 1 guarantees that (linear) MDS codes of length at most θ max over F q exist. The code C is linear, since all the MDS codes are linear.
The cardinality of C is the multiplication of the cardinalities of the MDS codes and therefore, the dimension of C is
Since C is linear, to calculate δ, it is sufficient to calculate the minimum rank weight of any non-zero codeword. Recall that
holds for any three matrices A, B, D of suitable sizes. To apply this fact, we can cut any code matrix recursively into smaller matrices and therefore, the rank of the code matrix is at least the Hamming weight of the bottommost non-zero diagonal.
Since each non-zero diagonal is a codeword of an MDS code of minimum Hamming weight δ, the rank of any non-zero codeword is at least δ. When q is sufficiently large, we can therefore construct Ferrers diagram rank-metric codes (which are not necessarily optimal) for any diagram with this strategy. The following theorem shows that for many Ferrers diagrams, this construction provides optimal rank-metric codes. Proof: Consider a complete triangular s × s Ferrers diagram F , depicted below: For such a symmetric diagram, it does not matter if we delete rows or columns for the calculation of the upper bound since
i , which attains the bound from Theorem 1.
Furthermore, it is easy to verify that deleting dots, which are not in the first rows or the δ − 1 − rightmost columns, decreases both, the upper bound as well as the dimension of the constructed code by .
Finally, adding "pending dots", i.e., additional dots in the first rows and the δ − 1 − rightmost columns, changes neither the upper bound nor the dimension of the constructed code and Construction 1 gives optimal codes.
Notice that there are diagrams, where can be chosen in several ways. For = 0, Theorem 7 includes some cases covered by the construction of [10] . We require a larger field size than the construction of [10] , but for many diagrams, our construction gives optimal Ferrers diagram rank-metric codes, where the construction from [10] does not.
Let us show a few examples of Ferrers diagrams, where Construction 1 yields optimal codes. • •
We place an [ 
V. CONSTRUCTION BASED ON SUBCODES OF MRD CODES
A. Matrix/Vector Representation and Gabidulin Codes
Let β = (β 0 β 1 . . . β m−1 ) be an ordered basis of F q m over F q . There is a bijective map ψ m of any vector a ∈ F n q m on a matrix A ∈ F m×n q , denoted as follows:
The map ψ m will be used to facilitate switching between a vector in F q m and its matrix representation over F q . In the sequel, we use both representations, depending on what is more convenient in the context and by slight abuse of notation, rk(a) denotes rk (ψ m (a) ).
Remark 2 
q code, see [13] .
B. The Subcode Construction
Our second construction is based on a subcode of a systematic MRD code, and it provides optimal codes for several diagrams, for which previously no optimal codes were known. We first illustrate the idea with an example. Notice that for this example, neither the construction from [10] nor Construction 1 give optimal codes.
Example 7: Let F be the following 4 × 4 Ferrers diagram:
The construction from [10] does not give optimal codes here, since there are no two columns (or two rows) with m = 4 dots. Similarly, Construction 1 gives only k = 3 for q ≥ 3. Further, let
In the following, we show the idea of a (general) construction which provides optimal codes for this diagram. Let
.
Since the vector (0 1 α 1,2 ) ∈ F 3 q 3 is a linear combination of the rows of G, it is a codeword of A and hence, it has rk(ψ m 1 α 1,2 ) = 2. Additionally, we choose α 1,3 ∈ F q 3 such that rk (ψ m 1 α 1,2 α 1,3 ) = 3 .
The set 
As explained before, C is an [F , k, δ] R q code of dimension k = 4 and it is clearly linear. It remains to show the minimum rank weight of any non-zero codeword of C. We distinguish between two cases:
• u 0,0 = 0. The matrix
is a codeword of A and has therefore rank at least two. Hence, the overall rank of a non-zero codeword of C is rk(C) + rk(u 0,0 ) ≥ 3. Notice further that the same strategy also gives optimal Ferrers diagram rank-metric codes for the diagram of Example 3 and any larger triangular diagram if δ = 3. However, for higher δ, the construction based on subcodes of MRD codes does not provide optimal codes for triangular diagrams (compare also Theorem 8 about the optimality of the subcode construction), whereas Construction 1 does when q is sufficiently large. Therefore, there are also diagrams for which Construction 1 provides optimal codes, but the second construction does not.
Let us now generalize the construction from Example 7. For this purpose, we need the following lemma, whose proof can be found in the appendix.
Lemma 5 (Systematic Generator Matrices): For η−1 ≤ μ, there exists a κ × η matrix of the following form:
. . .
Based on Lemma 5, we can now generalize our construction given in Example 7.
Construction 2 (Based on Subcodes of MRD Codes): Let δ be an integer for which
Let κ = n − δ + 1 and let Let the code C be the set of all matrices of the following form: Proof: One can easily verify the linearity and the dimension of the code. It remains to show the minimum rank weight of a non-zero codeword from C. We distinguish between two cases:
Therefore, this (n −1)×(n −1) submatrix has rank at least δ − 1. Hence, the overall rank of such a codeword of C is at least
, which is a codeword of an MRD[(n − 1) × (n − 1), δ] R q code and hence, the rank of ψ n−1 (c) is at least δ. The following theorem analyzes for which classes of Ferrers diagrams Construction 2 provides optimal codes.
Theorem 8 (Optimality of Construction 2): Let F be an m × n Ferrers diagram and let δ be an integer, 0 < δ ≤ n − 1, such that
• the rightmost δ −1 columns of F have at least n −1 dots, 
Then, for any q ≥ 2, Construction 2 provides an optimal Ferrers diagram rank-metric code, i.e., its dimension attains the upper bound from Theorem 1 and its minimum rank distance is δ.
Proof: Clearly, the upper bound on this type of Ferrers diagrams is obtained by deleting δ − 1 columns, and therefore dim(F , δ) ≤ n−δ i=0 γ i . By Lemma 6, our construction attains this optimal dimension and has minimum rank distance δ. Figure 2 illustrates Ferrers diagrams for which Construction 2 provides optimal codes. Notice that if one of the rightmost δ − 1 columns has more than n − 1 dots, these additional dots are pending dots and therefore the construction does not change. However, if at least one of leftmost n − δ + 1 columns has more than n − 1 dots, then all δ − 1 rightmost columns have at least n dots, and an optimal construction is given by [10] .
VI. COMBINING DIFFERENT FERRERS DIAGRAM RANK-METRIC CODES
In this section, we show two possible ways to obtain new Ferrers diagram rank-metric codes based on rank-metric codes in subdiagrams.
First, we combine two Ferrers diagram rank-metric codes of the same dimension. 
Clearly, C is a linear code of dimension k; also X and ϕ(X) are either both zero or both non-zero. If they are non-zero, then rk(C) = rk(X) + rk(ϕ(X)) = δ 1 + δ 2 , which proves the minimum rank distance of C.
The following example shows a diagram in which optimal Ferrers diagram rank-metric codes can be constructed by this strategy. In general, the types of Ferrers diagrams for which we obtain optimal codes with Theorem 9 have some similarity with this example, even if the diagrams can be much larger.
Example 8 (Combining Codes of the Same Dimension): Consider the following diagrams:
Assume, we want to construct an optimal rank-metric code of minimum rank distance Fig. 3) .
Then, there exists an
Further, if both, C 1 and C 2 , attain the upper bound from Theorem 1 when columns and δ − 1 − rows are deleted in F 1 and F 2 , then also C attains the upper bound.
Proof: Let
Clearly, C is a code in F of dimension k = k 1 + k 2 . If B = 0 then it follows by the rank distance of C 1 that the rank of any codeword of C is at least δ. If B = 0 then we have to consider F 1 , which is decomposed into two matrices, and since rk( A 0 0 B ) ≥ rk(A B) it follows that the minimum rank distance of any non-zero codeword of C is δ. Thus, the minimum rank distance of C is δ. The upper bound on the dimension is attained for F (if it is attained for F 1 and F 2 ) since the same rows and columns as in F 1 and F 2 have to be deleted to attain the upper bound on the dimension.
Example 9 (Combining Codes of Same Distance): Consider the following diagrams:
Assume, we want to construct an optimal rank-metric code in F of minimum rank distance δ = 3. 
VII. ANALYSIS OF THE CONSTRUCTIONS
The previous sections have shown four constructions of Ferrers diagram rank-metric codes (Construction 1 in Section IV, Construction 2 in Section V and the two possibilities to combine known codes in subdiagrams in Theorems 9 and 10). Each of these constructions provides optimal codes for different types of diagrams. Next, we recall one example for each construction, which cannot be solved by the other constructions and we characterize Ferrers diagrams, for which none of our constructions provides optimal codes.
The following examples yield optimal Ferrers diagram rankmetric codes with the mentioned construction, which cannot be produced by the other constructions (and also not with the constructions in [10] ):
• Construction 1: Example 4 with n = m and δ ≥ 4, • Construction 2: Example 7 with δ = 3,
• Combination from Theorem 9: Example 8,
• Combination from Theorem 10: Example 9 with q = 2. This justifies the existence of each of our four constructions.
Let us now characterize the diagrams for which none of our construction provides optimal codes. Such a diagram has to fulfill all of the following points:
• it should have at least one element which is not in the first first rows and not in the δ − − 1 rightmost columns, and which is below the bottommost diagonal, where δ − 1 dots were deleted, of length s (see Fig. 1 ) or q < θ max − 1 such that Construction 1 does not yield optimal codes, • it should have γ 0 > m − n + 1 or at least one of the rightmost δ − 1 columns has less than n − 1 dots such that Construction 2 does not provide optimal codes, • no decompositions as in Theorems 9 and 10 should be possible. We could not find a general construction of optimal codes for δ = 3 and diagrams of the following shape: However, the following theorem proves that for δ = 3, we can construct optimal Ferrers diagram rank-metric codes for any square diagram. 
, the number of dots in the i -th row and j -th column, respectively, and distinguish between the following cases:
1) Assume the upper bound is attained when the two rightmost columns are removed (and the bound cannot be attained by removing one row and one column or by removing two rows). It can easily be verified that in this case γ n−2 > ρ 0 − 1 = n − 1 and the two rightmost columns have exactly n dots. Hence, the construction from Theorem 2 can be applied and provides optimal codes. The same clearly holds if two rows are deleted to obtain the upper bound.
2) Assume the upper bound is attained when one column and one row are deleted, i.e.,
Hence, ρ 1 , γ n−2 ≤ n − 1 and therefore γ 0 = 1. i) If γ n−2 ≥ ρ 1 , consider the top right subdiagram of F of size (γ n−2 + 1) × (γ n−2 + 1), denoted by F . The Ferrers diagram F has γ n−2 + 1 ≤ n dots in the first row as well as in the rightmost column. The upper bound on the dimension of F is the same as the one for F . The reason is that no dots which were not in the first row or rightmost column of F were deleted and the number of dots in F in the first row and the rightmost column is 2γ n−2 + 1. The number of dots in the two rightmost columns in F is also 2γ n−2 + 1 and in the two top rows the number of dots is γ n−2 + 1 + ρ 1 ≤ 2γ n−2 + 1. Therefore, in F , we also obtain the upper bound when deleting two columns. Since γ 0 = 1, we can apply Construction 2 from Definition 2 with s = 1 on this subdiagram and obtain optimal codes. ii) Else if γ n−2 < ρ 1 , in the same way, we can apply Construction 2 on the transpose of the top right subdiagram of size (ρ 1 + 1) × (ρ 1 + 1). Therefore, in any case, we can construct an optimal [F , k, δ = 3] R q code in any square Ferrers diagram.
VIII. CONCLUSION AND OUTLOOK We have presented four constructions of rank-metric codes in Ferrers diagrams and we have proven for which diagrams these constructions provide optimal such codes. Each of our four possible constructions matches a different type of diagrams, i.e., they give optimal codes for different patterns of dots. One construction is based on MDS codes, one on subcodes of MRD codes and two are combinations of smaller codes. Additionally, we have analyzed anticodes in Ferrers diagrams and their relations to codes.
For future work, we suggest the following open questions:
• Can we find large non-linear anticodes and therefore prove that the bound cannot be attained in some cases? Or, alternatively, can we prove that non-linear anticodes cannot be larger than linear anticodes? This is a problem in extremal combinatorics; see also [2] and [3] for the description of all anticodes of maximum size in the Johnson and Hamming graphs.
• Construction 1 works only when the field size q is sufficiently large. Can we give another construction which provides optimal codes for the same types of diagrams, but for any q ≥ 2? • Find optimal code constructions for δ = 3 for diagrams like F * at the end of Section VII, e.g., for δ = 3 and the following 5 × 4 Ferrers diagram:
We note that we can solve such small diagrams with ad-hoc constructions, like a solution for this diagram is implied by the following six matrices which form a basis for such a code. However, we would like to see a general construction. This implies the question: can the bound from Theorem 1 be attained for all Ferrers diagrams when δ = 3? • Find optimal code constructions for arbitrary δ and diagrams, which are not covered by any of our constructions. Such an example is the following diagram with δ = 4:
Therefore: are there parameters for which the bound from Theorem 1 cannot be attained or is the bound always tight? • Can we use cyclically continued MDS codes in diagrams?
Consider the diagram from Example 7 with δ = 3:
Can we construct an optimal (i.e., k = 4) Ferrers diagram rank-metric code by using a [4, The difficulty of such a construction is to prove the minimum rank distance.
• One interesting case are square n × n Ferrers diagram rank-metric codes. For these diagrams, the bound of Theorem 1 is attained for δ = 2 [10] and for δ = 3 (see Theorem 11) . Some cases for δ = n can be solved by Theorem 2, Theorem 7 (especially the case ν min (F , δ) = δ − 1) or Theorem 9 (especially the case δ = n even and ν min (F , δ) = n/2). We would like to have optimal codes in square diagrams for all distances.
• Finally, one can ask how close we can get to the upper bound of Theorem 1. It is not difficult to prove that we can obtain a code of dimension within (δ − 1)n of the upper bound with the known constructions, but we think that this is a weak result and believe that it can be significantly improved with the known constructions.
APPENDIX
Proof of Lemma 5:
Let g 0 = 1, g 1 , . . . , g η−2 ∈ F q μ be linearly independent over F q . Then, for κ = η − d, the following matrix defines a G[μ × (η − 1), d] R q code in vector representation over F q μ (see [13] ): For any full-rank matrix T ∈ F κ×κ q μ , the generator matrix T·G 0 defines the same code as G 0 . Hence, let t 0,1 , . . . , t 0,κ−1 ∈ F q μ be such that 1 −g 1 ... g [1] κ−1 −g κ−1 g [1] κ −g κ ... g [1] η−2 −g η−2 0 g [2] 1 −g 1 ... g [2] κ−1 −g κ−1 g [2] κ −g κ ... g [2] η−2 −g η−2
. Notice that t 0,1 , . . . , t 0,κ−1 influence only the first row of G 1 and the requirements on the first row constitute a heterogeneous linear system of equations with κ − 1 equations and κ − 1 unknowns. Therefore, such entries t 0,1 , . . . , t 0,κ−1 always exist. Further, let G 2 be as in Fig. 4 .
Since we have only multiplied several times by full-rank matrices from the left, G 2 g 1 , g 2 , . . . , g η−2 are linearly independent over F q , also g [1] 1 − g 1 , g [1] 2 − g 2 , . . . , g [1] η−2 − g η−2 ∈ F q μ are linearly independent 1 over F q and the right bottom (κ − 1) × (η − 2) submatrix of G 2 defines an G[μ × (η − 2), d] R q code. Additionally, since μ ≥ η − 1, there exists an element g η−1 ∈ F q μ which is F q -linearly independent of g [1] 1 − g 1 , . . . , g [1] η−2 − g η−2 . Hence, the κ × η matrix ⎛
. . . 1 ... g [1] η−2 and thus rk ψ μ g [1] 1 − g 1 g
2 − g 2 . . . g [1] η−2 − g η−2 = η − 2. matrix G κ×η from the statement:
Since T κ−1 performs linear combinations only of the κ − 1 lower rows, G κ×η is a systematic matrix with the properties of the statement.
