Abstract-Novelty detection is a useful ability for learning systems, especially in data stream scenarios, where new concepts can appear, known concepts can disappear and concepts can evolve over time. There are several studies in the literature investigating the use of machine learning classification techniques for novelty detection in data streams. However, there is no consensus regarding how to evaluate the performance of these techniques, particular for multiclass problems. In this study, we propose a new evaluation approach for multiclass data streams novelty detection problems. This approach is able to deal with: i) multiclass problems; ii) confusion matrix with a column representing the unknown examples; iii) confusion matrix that increases over time; iv) unsupervised learning, that generates novelties without an association with the problem classes and v) representation of the evaluation measures over time. We evaluate the performance of the proposed approach by known novelty detection algorithms with artificial and real data sets.
I. INTRODUCTION
Novelty detection, the ability to identify new or unknown situations not experienced before, is a useful ability for learning systems, especially when the data are acquired incrementally [1] . Novelty detection makes it possible to recognize novel concepts, which may indicate the appearance of a new concept, a change in known concepts or the presence of noise [2] . According to [3] , the most challenging tasks in data stream are concept drift and emergence of novel classes.
Most of the previous studies presents novelty detection as a one-class problem, whose goal is to discriminate examples from the "Normal" and not "Normal" classes [4] , [5] , [6] , [7] , [8] .
Recent studies have treated novelty detection as multiclass classification problem where the normal concept can be composed by different classes, and novel classes may appear in the course of time [3] , [9] , [10] . There are many multiclass real problems where the application of these techniques is useful, for example, intrusion detection, fault detection, fraud detection, forest cover type detection, and spam filter. However, most of these works uses binary classification measures, like the percentage of novel classes instances misclassified as existing classes (M new ) and the percentage of existing classes falsely identified as novel classes (F new ) to evaluate their classifiers [3] , [9] . However, these measures cannot express the problem properly, especially when different types of novelties appear over time.
In data streams novelty detection, it is common to use the term unknown to represent the example not explained by the current model, but used to model new concepts or extensions of the known concepts [8] , [10] . Thus, the presence of unknown examples is an important issue to be considered in the evaluation of novelty detection algorithms.
In this study, we propose a new evaluation approach for multiclass data streams novelty detection problems. This approach is able to deal with: i) multiclass problems; ii) confusion matrix with a column representing the unknown examples; iii) confusion matrix that increases over time; iv) unsupervised learning, that generates novelties without an association with the problem classes, and v) representation of the evaluation measures over time. We evaluate the performance of the proposed approach by two known novelty detection algorithms with artificial and real data sets.
The paper is organized as follows. Section II describes the main related work. Section III presents the problem formulation, the main challenges to be addressed and the importance of a new approach to evaluate novelty detection data streams algorithms. Section IV details the proposed approach. Section V shows the experiments carried out and the results, measured by the proposed approach, obtained for different data sets using a novelty detection algorithm from the literature. Finally, Section VI summarizes the conclusions, limitations, and discusses future works.
II. RELATED WORK

A. Evaluation measures for data streams novelty detection
Several algorithms have been proposed to deal with novelty detection and concept drift in data streams scenarios. However, not much attention has been devoted to an adequate evaluation of these algorithms.
ECSMiner [3] is a supervised algorithm for novelty detection in multiclass data stream problems. Evaluation measures (see Equation 1) like the percent of novel class instances misclassified as existing class (Mnew) and the percent of existing class falsely identified as novel class (Fnew) are used. However, these measures cannot properly evaluate scenarios where different novelties can be created to represent different novel classes that appear over the stream. In addition to Mnew and Fnew, studies by [3] , [9] use the percent of total misclassification (Err) as an evaluation measure. In Equation 1, F p is the number of elements from the known classes wrongly classified as novelty, F n is the number of examples from the novel classes classified as belonging to the normal classes, F e is the number of examples from the known classes misclassified (other than Fp), Nc is the total number of examples from the novel classes in the stream, and N is the total number of examples in the stream.
Mnew= Fn * 100
Nc Fnew= Fp * 100 N−Nc Err=
OLINDDA [8] is an unsupervised algorithm for novelty detection in data stream problems. The examples not explained by the model (unknown) can be used for model extensions or novelty detection. The measures used for its evaluation are: purity, number of valid clusters, number of concepts and the processing time. Besides, the algorithm computes the number of examples classified as belonging to one of the models: normal (learned offline), extension (extensions of the normal concept) or novelty (created to represent the novel classes). Hayat et al. [11] proposed DE-TECTNOD, an approach for data streams novelty detection, which uses a similar evaluation strategy.
In MINAS [10] , an unsupervised data stream novelty detection algorithm, the known concept can be represented by different classes and novel classes can appear. In [10] , a new evaluation methodology for unsupervised novelty detection algorithms was proposed. Based on a confusion matrix that increases over time, it adds a new column to the matrix whenever a new novelty is detected by the algorithm. As the novelty detection algorithm is unsupervised, the detected novelties (represented by a set of clusters) do not have a direct matching with the label of the problem classes.
B. Evaluation measures for classification with Reject Option
In classification task with a Reject Option [12] , [13] , [14] , the example is rejected if its true class cannot be reliably predicted [13] . It is considered to be better to reject an example than to misclassify it. For these classifiers, the accuracy and error rate may be calculated in two ways, either by considering all the examples or by taking into account only the examples accepted by the classifier.
In [15] , the author defines the tradeoff between the rejection rate and the error rate, considering that the error rate decreases monotonically while the rejection rate increases. The use of the accuracy rejection curves (ARCs) to compare the performance of classifiers is investigated in [13] . In [14] , error-reject curves are used to compare different methods for classification with Reject Option.
C. Evaluation measures for multiclass classification
Several data stream classification problems have more than two classes. Although the studies on novelty detection data streams have not explored the use of multiclass measures, this issue has been well studied in other contexts.
One approach to evaluate a multiclass classifiers is to divide the original M × M confusion matrix into M binary matrices one-against-all, one for each class. For each class C i , T P i is the number of examples from the class C i correctly classified, F P i is the number of examples from the class C j (j = 1, ..., M, j = i) incorrectly classified as belonging to class C i , F N i is the number of examples from the class C i wrongly classified as belonging to another class C j , and T N i is the number of examples from the class C j (j = 1, ..., M, j = i) not classified as belonging to the class C i .
A metric frequently used to evaluate the performance of classification algorithms is the F-measure. This measure can be adapted to multiclass classification problems as proposed by [16] , and defined as the average of the F -Measure for each class. Another measure, applied to multiclass classification problems, is the Combined Error (CER), defined as the average of the weighted rate of false positive and false negative per class [17] . These measures can be used in multiclass classification problems and are adequate to unbalanced data.
III. FORMALIZATION OF THE PROBLEM
In general, algorithms for novelty detection in data streams work in two phases, namely offline and online. In the offline phase, a set of labeled examples is used to induce a classifier. Each example of the training set has a label (y i ), where y i ∈ Y tr , with Y tr = {C knw1 , C knw2 , .., C knwL }, where C knwi represents the i th known class of the problem and L is the number of known classes. In the online phase, as new data arrive, novel classes can be detected, expanding the set of class labels to Y all = {C knw1 , C knw2 , .., C knwL , C nov1 ..., C novK }, where C novi represents the i th novel class and K is the number of novel classes, which is not previously known. A novel class is that not available in the training phase (offline), appearing only in the online phase.
Initially, a classifier can deal effectively only with examples from the training classes. When the examples belonging to novel classes appear over the stream, they are temporally classified as unknown. The unknown examples are submitted to a novelty detection procedure in order to produce different novelty patterns (see Figure 1) . A common approach to detect novelties using unlabeled examples, which were temporally labeled as unknown by the algorithm, is to group similar unknown examples, using a clustering algorithm. One cluster or groups of clusters compose a novelty pattern that are later used to classify new examples. However, it is not easy to associate the novelty patterns detected by the ...
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Figure 1: Process of novelty detection.
algorithm to the problem classes, where one problem class can be represented by one or more novelty patterns. As proposed in [10] , the confusion matrix (see Figure 2 ) resulting from the classification task is not square and the number of columns increases when new novelty patterns are discovered. Each row of the confusion matrix represents one of the problem classes (known and novel classes) and each column represents one of the classes predicted by the algorithm. The columns C knw1 , C knw2 , ..., C knw l correspond to the classes learned during the offline phase, the columns N 1 , N 2 , ... correspond to the novelty patterns learned in the online phase and the last column is the unknown (Unk) label. For unsupervised algorithms, the novelty patterns detected over time do not have a direct matching with problem classes. The novelty patterns are sequentially labeled as N 1 , N 2 , etc. Besides, one problem class can be associated with one or more novelty patterns and one class may not be detected by the algorithm.
In order to evaluate this confusion matrix, it is necessary to deal with five problems: i) one class may be represented by two or more novelty patterns. Thus, we can have more novelties than problem classes, ii) in contrast, the algorithm can detect less novelty patterns than the number of novel classes. This may happen if the algorithm did not properly distinguish the examples from all the novel classes, iii) representation of the examples labeled as unknown, iv) a multiclass scenario, i.e., the computation of accuracy/ error measures have to consider the different classes learned offline and online, which is harder than to distinguish between normal and novel concepts, and v) representation of the different confusion matrices generated over time. The evaluation methodology followed by the proposed approach needs to deal with these problems.
In order to deal with the first two problems, we need to decide how to associate novelties to classes. Section IV-A explains the solution adopted for such. An alternative to deal with the third problem is discussed in Section IV-B. Our solution for the fourth problem is presented in section IV-C. Finally, Section IV-D describes how the last problem can be 
IV. THE PROPOSED APPROACH
A. Novelty detection: A rectangular confusion matrix
Considering that the online phase is unsupervised, the novelty patterns detected by the algorithm do not have a direct matching with the problem classes. Thus, to compute measures such as accuracy/error, it is necessary to associate the novelty patterns to the problem classes. In this process, every novelty pattern has to be associated with only one class and one class can be associated with one or more novelties. This problem can be formalized as a bipartite graph.
Definition 1: Bipartite Graph:
We can denote a graph by G(V, E), where V is its vertex set and E is its edge set. A graph G(V, E) is bipartite with two vertex set X and Y , if V = X ∪ Y with X ∩ Y = ∅ and each edge in E has one endpoint in X and one endpoint in Y . A bipartite graph G(V, E) is weighted if each edge {v i , v j } ∈ E has an associated weight w ij ≥ 0.
In the context of novelty detection multiclass problems, X represents the novelty patterns predicted by the algorithm, Y the problem classes, and w ij the number of examples from the class j classified as belonging to the class i. Figures  3a and 3b show an example of a confusion matrix and its corresponding bipartite graph G. The weight of the edges were omitted in order to simplify the figure. We want to find a weighted bipartite subgraph G (V, E ) where the degree of each vertex in X is one. In this case, |E |, the number of edges in the graph G is equal to |X| (number of elements in X). Thus, it is necessary to associate each novelty pattern to a problem class. However, there are many different ways to compute this new subgraph G . For each novelty pattern x ∈ X, there are |Y | different possible associations between x and a problem class y ∈ Y , where |Y | is the number of problem classes. The number of possible combinations to associate each element in X to one element in Y is |Y | |X| . Our approach to solve this problem is based on the Hungarian method [18] , which solve assignment problems. However, it cannot be used because it assumes that the matching is one-to-one (graph theory) and in the noveltiesclass matching problem one class can be represented by one or more novelty patterns. Thus, we solve the problem by choosing, for each element x ∈ X, the edge w ij with the highest weight, indicating that the element X i is associated with the element Y j . In case of draw, we choose any one of them. Figure 3c shows the subgraph G resulting from the association process between novelty patterns and problem classes for the confusion matrix shown in Figure 3a .
It must be observed that every element in X has a corresponding in Y , but the reciprocal is not true. Figure  3c can be described as follows. The proposed methodology associated three novelty patterns to the class C3 and one novelty pattern to represent the class C4. For the classes induced offline (C1 and C2), the classifier did not associate any novelty pattern to them. Thus, if the classes learned offline evolved over time, the classifier could identify these changes as extensions of the concepts, instead of novelties.
B. The problem of the unknown examples
An important issue to be addressed is the presence of unknown examples in the confusion matrix. In this paper, the unknown examples are not considered neither as hit nor as an error, but they have to be computed separately. It is important to highlight that, according to the proposed approach, ACC + Err + U nk = 1, where ACC is the rate of examples correctly classified, Err is the rate of examples incorrectly classified, and U nk is the rate of examples classified as unknown.
As proposed by the Classifiers with Reject Option [13] , one possible alternative is to compute measures like error and accuracy using only the examples explained by the model. Thus, ACC Exp + Err Exp = 1, where ACC Exp and Err Exp are the accuracy and error rates, considering only the examples explained by the model. As a result, the F N i measure could be the number of examples from the class i incorrectly classified as belonging to another class, except the examples classified as unknown.
In order to verify how the number of unknown examples varies over time, we computed the unknown rate for each class, and then the average of these unknown rates, according to Equation 2.
C. Adaptation of the multiclass measures
After associating classes with novelties and computing the Unk rate, we use evaluation measures from the literature, like CER and F-Measure, to express the hits and errors of a classifier, considering only the examples classified by the algorithm as not unknown. In this study, CER was used as a multiclass measure, which can then be rewritten as shown in Equation 3 . In this equation, computed without the unknown examples, #Ex C i represents the number of examples from the class C i , #Ex represents the total number of examples, and F P R i and F NR i represent the rate of false positives and false negatives for the class C i .
D. Evaluation over time
In data streams novelty detection, as new data arrive over time and new classes may appear, disappear or evolve, it is not sufficient to compute only one confusion matrix. It is necessary to evaluate the confusion matrices over time to verify how a classifier adapts to the non-stationary scenario.
A possible way to verify the classifier behavior over time is by building a 2D-graphic, where the axis X represents the data timestamps and the axis Y represents the values for the evaluation measures. In this 2D-graphic, it is important to plot one measure representing the unknown rate in comparison with one or more measures about the accuracy or error rate. Additionally, it is important to highlight in this graphic the detection of a new concept by the algorithm. Besides, it is important to shown when a new extension was detected by the algorithm. The next section describes the experiments carried out to evaluate the proposed approach.
V. EXPERIMENTS
A. Data sets 1) Artificial Data Set:
For the experiments performed in this study, we created an artificial data set using the radial basis function (RBF) generator from the MOA (Massive Online Analysis) toolkit [19] . A fixed number of random centroids was generated, each with a random position and a class label. All centers share the same initial standard deviation value (i.e., the centroid radius), which can vary over time. This creates a normally distributed hypersphere of examples surrounding each center with (possibly) varying densities. Drift is introduced by moving the centroids with constant speed. We tuned the generator settings to introduce at most two new classes along the time. The new event (class appearance/disappearance) frequency was set to 30,000 and the clusters move a distance of 0.01 at every 1,500 examples. This data set was divided into two subsets, training (first 10%) and test (the remaining data). The training set contains only examples from the C1 and C2 classes. The test set contains examples from all classes (C1, C2, C3, C4).
2) KDD 99 Data Set -Intrusion Detection:
The KDDCup 99 [20] is one of the most used data sets for evaluation of data stream systems. It corresponds to a real problem of automatic and real-time detection of cyber attacks. The examples represent information about the network connections, classified as either normal or one of four types of attack. Most of the connections in this data set are normal, but, occasionally, there could be a wave of attacks at certain times. Each connection example in this data set contains 42 attributes. We will make use of the 34 numeric attributes contained in this data set. We used 6,000 examples from the normal class (here called C1) in the offline phase, i. e, only one class was used in the training. The rest of the examples were used in the online phase. The four kinds of attack are here named C2, C3, C4 and C5. Thus, the online phase receives examples from the normal and attack classes.
B. Evaluation of the proposed methodology
The experiments carried out evaluated the proposed methodology against the methodology proposed in the literature by using the MINAS and ECSMiner algorithms and the previous data sets. The methodology proposed in the literature considers all novelty patterns as a single novelty and applies the measures FNew, MNew and Err. Thus, the assignment of examples from two different novel classes to the same novelty pattern is not considered an error. For the proposed methodology, the algorithm is evaluated by the CER and Unk measures. Figure 4a and 4b show the experimental results using MINAS in the artificial data set for the methodology of literature and the proposed methodology. The thin vertical lines represent the timestamps in which the algorithm detected an extension of a known concept or a novelty pattern. MINAS obtained a good predictive performance for the MOA data set. This is demonstrated by the CER zero value for the whole stream (see Figure 4b) . The two highest peaks in the Unk rate represent the timestamps where the novel classes C3 and C4 appear. Using the methodology from the literature, MINAS has zero value for Mnew. The Err and FNew measures have similar values. Since the Err is composed by F p, F n and F e, where the F p also includes the unknown examples, we may conclude that the Err is due mainly to the unknown examples. This is confirmed by comparing Figures 4a and 4b . It can be seen that Figure 4b presents a better evaluation of MINAS.
The second experiment, Figure 5a and 5b, shows the experimental results for the KDD data set obtained by the MINAS algorithm. The proposed methodology shows that in the beginning of the stream there are high Unk rates, followed by an event of detection of either an extension or a novelty. This figure shows the adaptation of the algorithm to new events, while keeping low values for the CER measure. In this data set, which represents an unbalanced problem, it is important the use of measures like CER.
The third experiment, Figure 6a and 6b, shows the experimental results for the KDD data set obtained by the ECSMiner algorithm. It can be seen that the high Unk rates are always followed by an event of novelty detection. Also, after a high Unk rate, this values decreases abruptly, because after T c time units an unknown example must be classified. CER presents higher value than Err. A hypothesis to explain this behavior is that the proposed methodology can find more errors than the methodology from literature, since that the first distinguish examples from different novelties, which are computed as hits in the second. In addition, CER computes the average error per class, instead of global error, that is more appropriated for unbalanced data set, as stated before.
VI. CONCLUSIONS
In this paper, we proposed a new evaluation approach for novelty detection classifiers in data stream scenarios. This approach addresses issues like multiclass classification, representation of unknown examples, and confusion matrix that increases over time.
Encouraging experimental results show that the proposed approach can be a useful tool to evaluate and compare classifiers developed to multiclass data streams novelty detection problems, allowing to select the more suitable for a given data set. Besides, this approach can be used to evaluate different settings of the same algorithm, which generates different models to represent the same data set.
As future work, we intend to apply this approach to other algorithms for data stream novelty detection. We also plan to investigate other measures, in addition to CER and Unk. 
